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Yersiniabactin synthetase is a megadalton nonribosomal peptide synthetase that 
produces the iron-chelator yersiniabactin, which is essential for parasitic growth of 
Yersinia pestis, the etiological agent of plague.  Yersiniabactin synthetase employs 
domains that reflect a departure from classical non-ribosomal peptide synthetase 
assembly-line machinery including an unusual epimerization domain.  Embedded in 
the primary sequence of an adenylation domain, which selects one substrate to be 
joined to the growing nonribosomal peptide chain, the epimerization domain controls 
the stereochemistry of an essential chiral center of yersiniabactin.  This thesis 
describes characterization of this epimerization domain using nuclear magnetic 
resonance spectroscopy.  We were able to define clear domain boundaries, express 
and purify the epimerization domain, and assign ~80% of backbone resonances.  We 
used non-uniform sampling and partial deuteration to dramatically increase sensitivity 
in detection of the 37 kDa protein.  NMR data spectral complexity was overcome 
with novel strategies in covariance nuclear magnetic resonance. An equilibrium 
protein refolding strategy (in protonated solvent) hastened slow back exchange of 
amide ND for NH.  Finally, a novel TS-(HN-TROSY/HC-HMQC)-NOESY 
experiment is described for collection of NOESY distance constraints on a uniformly 
13C 15N 2H labeled protein that is selectively protonated at the methyl groups of 
isoleucine, leucine, and valine.   
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Chapter 1: Introduction to High Molecular Weight Nuclear 
Magnetic Resonance Spectroscopy on Proteins 
 
A modified portion of this text has been published in eMagRes, formerly The 
Encyclopedia of NMR. 
 
Nuclear magnetic resonance (NMR) spectroscopy has a rich history in the fields of 
chemistry and physics, and it has become an indispensible tool for atomic-level 
investigations of biological macromolecules.  Key to NMR’s utility is its capacity to 
analyze complex biological macromolecules under physiological conditions.  
Although NMR spectroscopy is inherently insensitive, the NMR excited state is long-
lived, and its spectroscopic lines are sharp.  The long-lived NMR signal facilitates 
multi-dimensional spectroscopy, which in turn allows for generation of various 
correlation maps that allow for facile interrogation of biological macromolecules at 
the atomic-level.  This introductory chapter briefly introduces the physical basis of 
NMR spectroscopy and multi-dimensional NMR spectroscopy, protein resonance 
assignment (of backbone and of side chain signals), and practical aspects for large 
and challenging proteins.     
 
1.  The physical basis of NMR spectroscopy 
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In NMR spectroscopy, the ground states and excited states do not pre-exist and need 
to be generated by application of a strong, external magnetic field.  When nuclei of 
non-zero spin are placed into a strong external magnetic field, the energetic difference 
between the spin states increases in a manner proportional to the applied magnetic 
field (Zeeman splitting).  The relationship between the magnetic field (𝐵 in Tesla, T) 
and energy of spin states (E in Joules, J) is described as 
𝐸 = −𝜇 ∙ 𝐵 
where  𝜇 is the nuclear magnetic moment (in J T-1).  The dot product can be 
simplified by realizing that in an NMR spectrometer, the external magnetic field is 
aligned along z (in a vertical bore magnet).  
𝜇! = −𝑚𝛾ℏ 
𝐸 = −𝑚𝛾ℏ𝐵! = −𝑚ℏ 𝜔 
Here, m is the magnetic quantum number, 𝛾 is the gyromagnetic ratio (a property of 
the nucleus, in rad S-1 T-1), ℏ is Plank’s constant divided by 2𝜋, and B0 is the strength 
of the magnetic field (directed along z, in T).  The selection rules for transitions in 
NMR spectroscopy require the change of spin states to be integer values: 
∆𝑚 =  𝑚!"−𝑚!" = ±1 
Therefore, we can calculate the energy change for allowed transitions (between the 
excited state and ground state, ES and GS) in NMR spectroscopy:   
Δ𝐸 = 𝐸!" − 𝐸!" = 𝛾ℏ𝐵! 
When an ensemble of spins comes to equilibrium in an external magnetic field, the 
populations of states are described by the Boltzmann distribution.  For spin ½ nuclei 
at 600 MHz (14.1 T) and 298 K, we observe that the two states, alpha and beta 
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(ground state and excited state, respectively), are nearly equally populated. 










-6.73x107rad T-1s-1×1.054x10-34J s rad-1 ×14.1 T
1.381x10-23J K-1×298.15 K
= 0.999976 
In this above calculation, Nα and Nβ refer to the relative numbers of spins in either the 
ground or excited states, respectively.  This simple calculation reflects that NMR 
spectroscopy is extremely insensitive, especially when compared to other commonly 
used spectroscopies in molecular biophysics (namely, optical spectroscopies, such as 
ultraviolet and fluorescence).  Transitions in NMR spectroscopy occur at very low 
energies, which are near thermal fluctuations. On the other hand, spontaneous 
emission, the process by which an excited state spontaneously returns to the ground 
state is inefficient in the case of NMR spectroscopy because the probability of 
spontaneous emission is proportional to the cube of the frequency of transition.    
Thus, the lifetime of the excited state is longer than those of other spectroscopies used 
to interrogate biological macromolecules.  Secondly, the Heisenberg uncertainty 
principle with respect to energy and time describes that the relationship between the 
energy of transition and the lifetime of the excited state is inversely proportional.   
∆𝐸 × ∆𝑡 ≥  
ℏ
2 
Although NMR spectroscopy is among the least sensitive spectroscopies, the 
lifetimes of excited states are long-lived (on the order of milliseconds), which results 
in sharp spectral lines.  Moreover, the long lifetime of the NMR excited state allows 
for the implementation of several complex multidimensional dimensional 
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experiments.  The investigations in this thesis and the methods applied to the system 
of study rely strongly upon the capacity to record multidimensional NMR 
experiments.   
 
2.  Multidimensional NMR spectroscopy 
 
A.  One-dimensional NMR spectroscopy 
 
Beginning in the 1960’s, NMR spectroscopy moved from continuous wave to pulse-
acquire or Fourier Transform NMR spectroscopy.  In continuous wave NMR 
spectroscopy, radiofrequency waves at specific frequencies were applied to samples 
such that essentially, only a single frequency is excited at once.  By contrast, in 
Fourier Transform NMR spectroscopy, a single broad high power radiofrequency 
pulse of energy is applied to the sample.  As a wide range of frequencies is affected, 
transitions occur between alpha and beta states of many spins.   
 
To explain pulse NMR, I will employ the NMR experiment using the so-called vector 
model.  Small differences in populations between energy levels of individual spin 
systems summed over an entire NMR sample, give rise to a bulk magnetization.  The 






When a static magnetic field is applied to the sample, only the z-components of each 
magnetic dipole will produce magnetization (longitudinal magnetization, Mz) due to 
the slight difference in populations of spin.  (M0 is the magnitude of magnetization.) 
𝑀! = 𝑀! 
In contrast, the x- and y-components of magnetization (transverse magnetization, Mx 
and My) are randomly distributed and sum to zero: 
𝑀! = 𝑀! = 0 
In pulse NMR, a pulse of radiofrequency energy applies a torque on the bulk 
magnetization vector, which causes it to move from its longitudinal position (along 
+z, aligned with the magnetic field) into the transverse plane.  Once the bulk 
magnetization vector moves into the transverse plane, it precesses at the Larmour 
Frequency, which in turn, induces a current (through Faraday’s induction principle) in 
a highly susceptible coil that surrounds the sample.  The rotating wave can be 
modeled as 
𝑠 𝑡 = cos 𝜔!𝑡 + 𝑖 sin 𝜔!𝑡 𝑒!!!! 
where s(t) is the signal as a function of time, ω0 is the Larmour frequency, and R2 is 
the transverse relaxation rate (discussed in more detail below).  The rotating wave 
signal is digitized and referred to as the Free Induction Decay (FID), which after 
Fourier Transform gives rise to a Lorentzian lineshape: 
𝑆 𝜔 = 𝑠 𝑡 𝑒!!"#
!
!
𝑑𝑡 = 𝐴 𝜔 + 𝑖𝐷(𝜔) 
𝐴 𝜔 =  
𝑅!
(𝜔! − 𝜔)! + (𝑅!)!
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𝐷 𝜔 =  
(𝜔! − 𝜔)
(𝜔! − 𝜔)! + (𝑅!)!
 
The center of the absorptive component (A(ω)) of the Lorentzian line of an individual 
nucleus is its chemical shift, which is given by: 
𝜔! = 𝛾(1− 𝜎)𝐵! 
in which σ is the chemical shielding factor, which describes how the local chemical 
(or electronic) environment around the nucleus affects its response to the applied 
magnetic field.  The chemical shift of a nucleus is among the most information rich 
parameters in NMR spectroscopy.  It is exquisitely sensitive to chemical 
environment, can be used to determine secondary structure, and can report on 
interactions of nuclei with other species (such as, ligands). The width of the 
Lorentzian line of an individual nucleus reflects the signal lifetime and is 
parameterized by the transverse relaxation rate constant, R2.  Slowly relaxing FIDs 
give rise to sharp Lorentzians. For a spin ½ nucleus, the relaxation rate that defines 
the width of a particular signal is dependent on field inhomogeneity and molecular 
motions that give rise to time-dependent fluctuations of dipole-dipole interactions and 
of the chemical shift anisotropy.  These relaxation mechanisms will be discussed later 
in the context of the TROSY experiment.  It is worthwhile to mention that R2 
becomes increasingly fast as molecular weight (and to a lesser degree magnetic field 
strength) increases; ergo, high molecular weight (slowly tumbling) molecules 
experience severe line broadening in NMR spectra.   
 
When two NMR active nuclei are adjacent to one another in chemical structures, the 
lineshape of one nucleus can be “split” by the other nuclei.  This “splitting” occurs 
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because of so-called “hyperfine” interactions between NMR active nuclei and the 
electrons involved in covalent bonds between adjacent nuclei.  In a two-spin system 
of spins I—S, in which both I and S are of spin ½, both spins I and S will appear as 
doublets in a 1D spectrum.  The two lines centered at the chemical shift of I reflect 
the alpha and beta states of spin S, and the two lines centered at the chemical shift of 
spin S represent alpha and beta states of spin I.  The distance between the two lines 
(interrogated at the frequencies of either I or S) equals JIS, the coupling constant.  
(Also spin-spin coupling constant, J-coupling constant, or scalar coupling constant.)    
 
B.  Multidimensional NMR spectroscopy 
 
In the one-dimensional NMR experiments, a single radiofrequency pulse puts a 
torque on the magnetization vector that pushes it into the transverse plane, where 
spins precess at their chemical shifts, giving rise to the FID.  The collected signal 
varies as a function of acquisition time: S(t).  In a two dimensional NMR experiment, 
the pulse sequence is constructed such that signals evolve as a function of a variable 
delay (t1) within the pulse sequence as well as the acquisition time (t2): S(t1,t2).  A 
matrix of data in (t1, t2) is collected: For a fixed value of (t1) signals are collected for 
every point in t2.  Then, the value of t1 is incremented and the experiment recollected 
for every point t2.  Upon completion of the experiment, the data matrix reflects signal 
as a function of both t1 and t2.  When each FID of the entire matrix is subjected to 
Fourier Transform (along t2), the signal intensity varies in each transient, and the data 
are of the form S(t1, ω2). Subsequent Fourier transform gives signals of the form 
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S(ω1, ω2) which are themselves three dimensional (ω1, ω2, and intensity) and typically 
viewed as contour maps.   
 
Two-dimensional correlation maps are nearly unique to NMR spectroscopy and 
provide access to information that few other techniques allow.  Resonances that 
appear at the same frequency in both dimensions of homonuclear experiments are 
called “diagonal” peaks and those that appear at different frequencies in the two 
dimensions are “cross peaks.”  Depending on how the two dimensions are related to 
each other, cross-peaks can report on several different properties, but generally 
speaking, two-dimensional correlation maps reflect magnetization transfer.  In these 
schemes, the chemical shift of one nucleus is encoded in an indirect dimension, then 
magnetization is transferred to another nucleus and the chemical shift of the second 
nucleus is encoded during the acquisition time.  In NMR experiments magnetization 
transfer may occur through bond (through COSY-type transfers or through TOCSY-
type transfers) or through space (through NOESY transfers).  Each of these 
magnetization transfer schemes is discussed below since they are essential for 
understanding more complex multidimensional NMR experiments.   
i) Magnetization transfers through COSY-type transfers  
 
Magnetization transfers of this type occur as in-phase to anti-phase (or anti-phase to 
in-phase) transfers of weakly coupled systems.  In protein NMR spectroscopy, the 
most common 2D experiments that feature these magnetization transfers are the HC-
HSQC, and the HN-HSQC.  In each of these experiments, magnetization is 
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transferred from proton (denoted by Hx) to the heteronucleus (either 15N or 13C) 
during a pulse sequence block called INEPT (insensitive nucleus excitation by 
polarization transfer).  Once magnetization is transferred such that the heteronucleus 
is anti-phase with respect to proton (2HzCy or 2HzNy), coherences evolve under the 
chemical shift of the heteronucleus during the incremented period t1: 2HzNy exp(-
iωHt1).  Following this so-called “encoding” period, magnetization is transferred back 
to proton Hx exp(-iωNt1)exp(-iωHt2).    2D Fourier Transform gives a spectrum in 
which cross peaks appear at the chemical shifts of H and N; since the coherence 
transfer mechanism involves a weakly coupled system, a peak on a 2D HN/HC-
HSQC is evidence of an H-N or H-C covalent bond.  Indeed, the HN-HSQC is one of 
the most widely employed NMR experiments since each amino acid (except proline) 
gives a single signal (amide proton to its attached nitrogen).  Moreover, chemical 
shifts are remarkably well dispersed along the N dimension, which makes the HN-
HSQC a convenient “fingerprint” experiment that can either be used to probe for 
interacting partners (other proteins or small molecule) and concatenated to serve as a 
read-out for more complex experiments.  
 
ii) Magnetization transfers through TOCSY-type transfers  
 
In TOCSY (total correlation spectroscopy) experiments,  a series of low power pulses 
(TOCSY pulse train) is applied to the sample.  These highly engineered and 
optimized TOCSY pulse trains are referred to as isotropic mixing sequences because 
they effectively allow magnetization transfer to be modeled as evolution under the 
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strong coupling Hamiltonian ( ℋ!" ≡ 𝐽! + 𝐽! + 𝐽! = 2𝐻!𝐶! + 2𝐻!𝐶! + 2𝐻!𝐶! ).  
The duration of the mixing sequence is set such that magnetization is passed in-phase 
to in-phase along the J-coupling network, leading to the term total correlation 
spectroscopy.  Whereas in the case of HSQC-type experiments, magnetization is only 
transferred form one nucleus to other directly coupled (bonded) nuclei, in TOCSY-
type experiments, magnetization can be transferred among all nuclei that exist in a 
coupling network.  In the case of amino acid side chains, magnetization can be passed 
form one carbon in a side chain to all others.  For example, In a 2D H(CC)H TOCSY 
experiment, several signals in the direct dimension will map to a single signal in the 
indirect dimension giving rise to so-called “TOCSY towers” that reflect all spins 
within a given coupling network.  Whereas weak coupling transfers are directional, 
allowing for magnetization to pass from one nucleus directly to another, TOCSY 
transfers are diffuse along the side chain, such that magnetization is transferred to all 
other nuclei in the coupling network.  TOCSY transfers are less sensitive than COSY-
type transfers because optimal transfer times are typically longer than in the case for 
weak coupling transfers, but they provide superior information about the entire 
coupling network.   
 
iii) Magnetization transfers through NOESY transfers   
 
The NOESY experiment allows for magnetization transfer to be passed from one spin 
to another spin that is nearby in space.  Whereas the previously discussed 
mechanisms of magnetization transfer occur through transferring coherence via J-
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coupling, NOESY type transfers occur through dipolar interactions.  In NOESY 
transfers, the population excess of one spin can be passed to another.  Dipole-dipole 
coupling allows for this population transfer while spins are of longitudinal spin order 
(aligned along +z or –z), and since they are facilitated by a dipolar mechanism, the 
intensity of transfer is inversely proportional to the spatial separation of the two spins: 
𝑁𝑂𝐸 =  
1
𝑟! 
Whereas the HSQC-type and TOCSY-type transfers reveal networks of spins bound 
to other spins, NOESY-type transfers reveal spatial proximity of spins.   
 
3.  NMR spectroscopy of biological macromolecules: assignment 
techniques, structure determination, and practical considerations 
 
i) Motivation for development of NMR resonance assignment techniques   
 
NMR spectroscopy is a powerful tool for functional and structural studies of proteins 
in solution and can provide atomic level information of structural, kinetic, 
thermodynamic, and dynamic parameters.  This is because NMR signals can be 
determined precisely (sharp spectral lines) and because NMR parameters are 
exquisitely sensitive to subtle structural and dynamical changes.  Indeed, the chemical 
shift responds to changes in the electronic environment, and nOe cross-peaks are 
affected by local structure (as are some 3J coupling constants and residual dipolar 
couplings).  Moreover, dynamical processes manifest in changes of signal linewidth 
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and can be analyzed through a variety of relaxation experiments.  No matter what the 
goal of the NMR experiment – structural studies, ligand binding studies, or dynamical 
studies – an essential step in any proper investigation requires the assignment of 
NMR signals, which entails the pairing of spectroscopic signals to nuclei of the 
polypeptide sequence. The appropriate combination of isotope labeling schemes and 
NMR pulse sequences that allows for NMR resonance assignment has been 
extensively reviewed2–4.  For this introduction, the discussion is limited to large, 
structured proteins, for which many challenges must be overcome.  Certain pulse 
sequences are highlighted because they are used specifically for large proteins.  Their 
experimental implementations are discussed, and the manner in which they lead to 
resonance assignment is explicitly stated. The following sections are arranged 
according to sample labeling schemes, so as to showcase the pulse sequences that best 
exploit the properties of the respective samples.  Rather than describing experiments 
with the density operator formalism, we have designed a graphical representation of 
pulse sequences that highlights common features. Occasionally, rough estimates of 
limiting molecular weights are provided, but the physicochemical properties of 
individual proteins alter spectral qualities greatly, so these numbers ought not be 
considered definite.     
 
ii) General consideration for NMR spectroscopy of large molecular weight proteins 
& information requirements for structure determination 
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Larger proteins suffer from rapid relaxation (large R2), which leads to sensitivity 
losses due to increased line broadening. Four major advances aimed at overcoming 
these issues have made NMR studies of large, monomeric proteins possible: 
improvements in hardware design, most notably the development of cryogenic probes 
to increase sensitivity by reducing noise, protein deuteration5,6, TROSY7,8, and non-
uniform sampling (NUS)9–11. The TROSY method exploits the interference between 
two different relaxation mechanisms (most famously dipole-dipole & chemical shift 
anisotropy, CSA) that attenuates the relaxation of individual components of a 
multiplet. The slowly relaxing transition is selected with pulse sequence elements8.   
NUS consists of sparse sampling of data in indirect dimensions to drastically reduce 
experiment time.12,13 Recent processing techniques have emerged to provide accurate 
spectra9–11,14,15. For larger proteins, the data acceleration is exploited to reach 
maximal spectral resolutions and to combat spectral overlap. NUS may also allow for 
recording more transients while maintaining resolution and, hence, improve 
sensitivity16. 
 
Determination of a protein NMR structure requires assigning resonances in NMR 
spectra. The following five steps summarize the assignment procedure:  (i) Signals 
belonging to a single residue are grouped into a spin-system (e.g. denoted as {H, N, 
Cα}). (ii) Signals of sequential residues are identified, and the corresponding systems 
are linked to form sequential fragments. (iii) Side-chain signals are assigned to spin 
systems. (iv) Characteristic chemical shifts are used to assign systems to residues in 
the protein. (v) Finally, nOe cross-peaks between previously assigned protons are 
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assigned to provide distance constraints. For large proteins, reduced sensitivity and 
increased spectral crowding impede all these steps; our text describes the 
spectroscopic techniques and sample labeling strategies that can be employed to 
overcome the challenges.  
 
a) TROSY: transverse relaxation optimized spectroscopy 
 
Wütrich and colleagues revolutionized biological NMR spectroscopy in the late 
1990’s with the advent of the TROSY principle: transverse relaxation optimized 
spectroscopy17.  TROSY refers to an NMR experiment that consists of pulses and 
delays that specifically select the most slowly relaxing transition.  This discussion is 
divided into two sections: theoretical basis of TROSY (spin physics and relaxation) 
and implementation of TROSY (basis of line selection pulse sequences).   
 
Theoretical basis of TROSY 
 
TROSY exploits differential relaxation mechanisms.  For spin ½ nuclei, two 
mechanisms give rise to transverse relaxation through molecular tumbling: chemical 
shift anisotropy (CSA) and dipole-dipole (DD) interactions.  The relaxation rate of a 
particular transition depends on the relaxation mechanisms affecting the nuclei 
participating in the transition; in the case of cross-correlated relaxation two different 
relaxation mechanisms affect the relaxation rate of the transition (for instance, CSA 
and DD).  Fortunately, a complex master equation has been developed that allows 
prediction of the effects of cross-correlated relaxation on transitions.  For an H-N 
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system, the effects of cross-correlated relaxation on the H+Nβ transition lead to a 
decrease in the relaxation (TROSY).  In TROSY sequences, pulses are arranged such 
that this transition is detected, which may be accomplished using single transition to 
single transition polarization transfer (ST2-PT)17 or spin state selective excitation 
(S3E) schemes18.   
   
Practical Implementation of TROSY: ST2-PT & S3E 
 
As mentioned above, TROSY involves a selection of a single transition from a 
multiple spin system (such as, the H-N spin system above); consequently, single 
transition operators (i.e. H+Nβ) were used to understand the TROSY principle.  In 
order to understand how the pulse sequences facilitate selection of this line, I will be 
changing to a Cartesian product operator basis, which allows for understanding how 
pulses and delays affect the NMR signals (occasionally, polarization operators will be 
used, e.g. IxSβ).  The first example of a TROSY experiment is referred to as the single 
transition to single transition polarization transfer experiment, or ST2-PT17.  The 
ST2-PT experiment is shown in Figure 1.1 with product operators at each step along 
the pulse sequence.  The ST2-PT block converts the product operators (2IzSy - Sy) 
into (2IxSz + Ix) and (2IxSz - Sx) into (Iy + IySz) during two concatenated INEPT 
periods; recast into polarization operators, the TROSY effect is more obvious as IβSy 
à -IxSβ and IαSx à -IySα.  
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The experiment and signal algebra in Figure 1.1 is referred to as “phase-selected 
TROSY” experiments since changing the phases of the specified pulses and receivers 
results in selection of the TROSY-line.  Later, pulse field gradients were used to 
select for the TROSY line19–22.  By minimizing transverse relaxation losses during 
transfer of 15N to 1HN, Yang and Kay improved sensitivity of gradient selected 
TROSY23,24.  Finally, Neitlispach realized that adjusting the phases of the 90˚ pulses 
in the sensitivity improved, gradient HN-TROSY scheme (of Yang and Kay) could 
reduce signal artifacts (specifically of the anti-TROSY lines)25. The HN-TROSY 
sequences in this thesis use either the standard ST2-PT or Nietlispach-style schemes.  
An alternative strategy to select a single transition in one scan uses S3E-type 
experiments for (spin-state selective excitation, S3E)26,27.  In these experiments, 45˚ 




single transition operators are orthogonal to each other in the transverse plane.  
Application of a hard 90˚ pulse on 1H with either phase x or y can selectively capture 
either IySβ or IxSα. 
 
b) Protein perdeuteration & partial  deuteration 
 
Since the early days of protein NMR spectroscopy, the enormous benefit of replacing 
1H protons with 2H deuterons has been exploited.  Since the dipolar contribution to a 
spin’s relaxation rate scales with the square of the gyromagnetic ratios of the nuclei 
involved in the dipolar interaction28, replacement of aliphatic and aromatic 1H with 
2H ((γ1H)/( γ 2H) ~6.5) vastly improves relaxation of carbon coherences and to a 
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lesser extent, amide proton and nitrogen coherences. In 1968, Crespi et al. grew 
bacteria in 2H2O and analyzed the chemical shifts of the few remaining, non-
exchangeable nuclei as observables for ligand/protein binding or structural 
rearrangements29,30. Meanwhile, Jardetzky and coworkers expressed Staphylococcal 
nuclease in a perdeuterated background and exogenously supplied otherwise 
protonated amino acids (tyrosine, methionine, or tryptophan) for one-dimensional 
NMR analysis6.  Thus, deuteration had been an accepted manner to simplify one-
dimensional spectra. After two-dimensional NMR spectroscopy became increasingly 
common, random fractional deuteration was used as a tool to decrease linewidths and 
obtain optimal relaxation properties.  Furthermore, dilution of 1H with 2H minimized 
1H-1H spin diffusion in NOESY spectra. In the early 1990’s, random fractional 
deuteration of proteins became more common to increase the sensitivity of 
heteronuclear experiments.  Grzesiek used random fractional deuteration to study the 
20 kDa protein calcineurin31; LeMaster used the same strategy to assign the 12 kDa 
thioredoxin32.  Muhandiram and Kay used random fractional deuteration to study 13C 
relaxation properties of a SH2 domain in complex with a peptide (~14 kDa)33.  
Around this time, the Kay lab had already developed pulse sequences on highly 
deuterated proteins, some of which were published using data collected on partially 
deuterated proteins34,35. Nietlispach attempted to find the right balance of 1H2O and 
2H2O and for structure determination of larger proteins with NMR spectroscopy using 
specific experiments36; however, his estimates were published before the widespread 
application of the TROSY effect and included experiments that are generally too 
insensitive for larger proteins (4D HBCB/HACA(CO)NNH, 4D HBCB/HACANNH).   
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Following some of the pioneering work of Venters and Farmer37, in which protein 
was expressed in 100% 2H2O, 15NH4Cl, and 1H13C-sodium acetate, which allowed for 
perdeuteration of the protein backbone with some reprotonation of various nuclei 
throughout the protein, Rosen, Gardner, and Kay later had the notion of using 1H13C-
sodium pyruvate in an otherwise 2H13C15N background, which allowed for labeling of 
most methyl groups38-28.  Unfortunately, several amino acids are not labeled in the 
pyruvate strategy, notably the δ1 of Ile methyl group, which is especially important 
because it is well resolved in HmethylCmethyl HC-HSQC or HC-HMQC spectrum, owing 
to its distinctive 13Cδ1 chemical shift.  To this end, Gardner and Kay began using 13C 
α-ketobutyrate to protonate δ1 of Ile40.  Finally, Goto and Kay began using [3,3-
2H2,13C] α-ketobutyrate and [3-2H, 13C] α-ketoisovalerate, which gives rise to (1H-δ1 
methyl)-isoleucine, (1H-γ methyl)-valine, and (1H-δ methyl)-leucine (Figure 1.2)41.    
  
c) NUS: non-uniform sampling & reconstruction techniques 
 
Non-uniform sampling or NUS is a data collection strategy by which only a subset of 
points is acquired in indirect dimensions42.  Traditionally, the time-domain of indirect 
nuclei are acquired by indirectly sampling the dimension of interest with spacing 
between points (i.e. the “dwell time”) equal to the inverse of the spectral width of the 
nucleus of interest Δti = 1 / SWi.  The resolution of these indirect dimensions is Ni * 
Δti, where Ni is the number of acquired data in the indirect dimension.  In multi-
dimensional NMR experiments, indirect dimensions are sampled independently from 
each other; consequently, experimental time increases geometrically with 
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dimensionality and resolution.  In the cases of some three-dimensional NMR spectra 
and nearly all four-dimensional NMR spectra, the experimental acquisition time is 
prohibitive for optimal resolution.  In NUS, only a subset of these indirect dimension 
points is acquired, which allows otherwise prohibitively long NMR experiments to be 
recorded within practical limitations of instrument availability and specimen lifetime.  
If Nmax refers to the number of indirect dimension points desired, and Ns refers to the 
subset of indirect dimensions points sampled, then we can define a sampling factor    
s = Ns / Nmax, which would result in acceleration of data collection by a factor of s-1.   
The choice of sampling factor itself depends upon the size of Nmax.  When Nmax 
corresponds to indirect dimension times that approach the signal’s natural linewidth 
(the point beyond which there are diminishing returns for sampling the signal, 
t1naturalmax = 1.2 / R2)43, then the sampling factor can be small because NMR signals 
are sparse within Nmax.  In contrast, when Nmax corresponds to sampling lower than 
the signal’s natural linewidth, sampling factors need to be larger because signals are 
more concentrated within Nmax44.    
 
The choice of which points to sample is referred to as the “sampling schedule,” and 
the generation of the best sampling schedule has been the subject of significant work 
within NMR non-linear sampling field.  For all work in this thesis, the 
PoissonGap45,46 sample schedule generator has been used.  The PoissonGap software 
allows the user to estimate the relaxation rate of various coherences as a function of 
magnetic field and molecular weight; these estimates are useful for determining best 
value of Nmax if NUS is being used to achieve the natural linewidth of the signals.   It 
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is fairly well accepted that data points should be randomly sampled from the indirect 
dimension time domains47; however, PoissonGap46 imposes a few restrictions on the 
randomization of sampled points: large spaces (gaps) between sampling points is 
prevented and gaps are minimized at the beginning and end of the indirectly sampled 
time-domains.    
 
NUS data do not give rise to a faithful spectrum through a simple series of direct 
Fourier Transforms, apodizations, and phase shifts, as is routinely the case for 
uniformly sampled data.  When sparsely sampled data are subjected to Fourier 
transform, indirect dimension points that are not sampled are effectively given zero 
values; thus the data matrix contains only s points of data, and missing points are 
filled in with zeroes.  When this so-called “zero augmented” data matrix is subjected 
to Fourier Transform, the resulting frequency domain contains many artifacts and 
features poor signal-noise ratio.  Indeed, the Fourier Transform does not handle 
discontinuities well, and the resultant “spectrum” is a result of the uniformly sampled 
spectrum convolved with the point-spread function (that is, the Fourier Transform of 
the sampling schedule).  Since simple, direct Fourier Transforms do not yield a 
quality spectrum, other mathematical and signal processing routines have been 
developed to reconstruct spectra—sometimes these are referred to as “non-Fourier 
methods” even though they all rely in some capacity on use of the Fourier Transform.  
Several of these reconstruction techniques are readily available and have been 
extensively reviewed10,11,48–50.  This thesis contains NUS data that were all 
reconstructed using the istHMS (iterative soft thresholding from Harvard Medical 
21	
School)46,50.  The major criteria for selection of istHMS were the quality of the 
reconstructed spectra, the superior speed in reconstruction time, and the lack of 
reliance upon a particular type of sampling schedule (as in radial sampling51, for 
example).  istHMS begins by running the Fast Fourier Transform (FFT) algorithm on 
the sparsely acquired time domain data, which produces a spectrum containing a large 
amount of artifacts (because of convolution with the point spread function).  At this 
point, the most intense frequency domain signals are cut-off and stored elsewhere in 
computer memory.  The truncated spectrum then undergoes inverse FFT and the 
process is iterated until termination criteria have been reached (usually a user-defined 
parameter – for all of the spectra in this thesis work, 400 iterations was used as the 
termination criterion).   
 
 d) Covariance NMR spectroscopy 
 
Because of disastrous signal overlap in large proteins, peak-picking (determining the 
chemical shift of a nucleus based on its signal maximum) is often subject to human 
error.  Indeed, it can be extremely difficult to properly identify signal maxima of 
severely overlapped signals.  To circumvent human error in peak-picking, we have 
developed some covariance NMR based protocols that remove the human component 
of peak-picking, making it easier to properly pair signals of successive backbone 
resonances.  These techniques are more fully described in Chapter 3.   
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e) Time-shared Principle 
Conventionally, INEPT magnetization transfers in NMR experiments occur from one 
set of nuclei to another (for example, 1H à 15N).  A 90˚ pulse puts magnetization into 
the transverse plane and after a delay period of 1/4JHN, 180˚ are applied to both 
nuclei.  Another delay period of 1/4JHN follows, and finally a 90˚ pulse on the first 
nuclei completes the INEPT; in the product operator formalism, this block effectively 
converts Hz to 2HzNz.  Using the time shared principle52–54, a third 180˚ pulse is 
applied to a third channel, say, to the 13C channel, during a period that is (¼JHN – 
¼JHC).  Invocation of another channel in this INEPT allows for two simultaneous 
magnetization transfers: (Hz à 2HzCz and Hz à 2HzNz).  In essence, two different 
coherence pathways can be initiated from a single starting block.  The time-shared 
principle is used in the HN-TROSY/HC-methyl-TROSY-HMQC-NOESY experiment 
that is described in detail in Chapter 4.    
 
4.  A survey of NMR experiments used for assignment & structure 
calculations of high molecular weight proteins 
 
Having described the important building blocks and key aspects of NMR experiments 
on biological macromolecules, the following sections describe various isotopic 
labeling strategies of NMR samples and the NMR experiments that commonly 
accompany them for resonance assignment and structure determination.   
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i) Preliminary samples: 1H , 15N samples 
 
A 1H-15N-labeled sample (sometimes partially deuterated) is often produced at the 
onset of a project to verify that the protein is amenable for NMR investigations and to 
optimize measurement conditions.  For example, HN-TROSY55 reports on the state of 
the protein (folded, disordered, aggregated, degraded), helps determine the spectral 
width in the 15N dimension, and allows for inspection of protein dynamics. Recording 
an H/N correlation map in D2O and monitoring signal intensities leads to 
identification of slowly exchanging protons. Protons still detected after extensive 
times (days/weeks) will be absent in spectra of deuterated samples typically used for 
NMR measurements in larger proteins (Chapter 3 Section 3).  A useful starting point 
is the 15N-TRACT, which evaluates the correlation time (a sensitive reporter of 
aggregation) by estimating the relaxation rates of the TROSY and anti-TROSY 
transitions56.  NOESY-HN-TROSY-HSQC can be recorded with a 1H15N sample for 
proteins up to 40 kDa, albeit with mixing times shorter than for smaller proteins to 
minimize spin diffusion. Such a spectrum will provide valuable short distance 
constraints, for example between amide and alpha protons or between nearby amide 
protons. The latter may be critical for sequential assignment of backbone resonances 
when unfolding/refolding of the protein cannot be performed to rescue slowly 
exchanging protons in deuterated samples (Section 4.v). While only a small subset of 
constraints might be detected and assignable, they may nevertheless help refine 
structures, as exploited for a 37 kDa protein57. Lastly, for proteins up to ~45 kDa, 
HH-TOCSY-HN-TROSY-HSQC8 (Figure 1.4 X) can supply intra residue (H,H) 
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correlations. In particular, Hα assignment provides access to HN-Hα distance 
restraints, which help lower the root-mean-squared-standard-deviation of structural 
ensembles, especially for β-sheets. MQ-HACACO provides an alternative means to 
assign Hα resonances (Section 4.v, below). 
 
ii) The workhorse sample for backbone resonance assignment: 2H15N13C 
 
For larger proteins, backbone assignment is usually performed using a 2H-13C-15N 
sample. Deuteration replaces all non-exchangeable protons with deuterons and 
improves both sensitivity and resolution in NMR spectra, thus rescuing NMR 
applications for larger proteins. Sequential correlations are traditionally obtained with 
a suite of triple resonance experiments that correlate {HN, N} systems with either Cα, 
CO, or Cβ carbons, for the same and preceding residues. Thus, correlations between 
amide groups and backbone carbons are provided directly, while links between 
sequential {HN, N} systems result indirectly from identifying shared correlations to 
backbone carbons, e.g. (HNi, Ni, Cαi) and (HNi+1, Ni+1, Cαi). HNCA (Figure 1.3 I), 
HN(CA)CO (Figure 1.3 III), and HN(CA)CB  (Figure 1.3 V) provide both sequential 
(i-1) and intra-residue (i) correlations between {HN,N} systems and Cα, CO, and Cβ 
carbons respectively. In practice, the sequential correlations may not be observed, as 
noted for the 81 kDa malate synthase G (MSG)58. HN(CO)CA  (Figure 1.3 IV) and 
HNCO (Figure 1.3 II) provide selectively sequential correlations (HNi, Ni, Cαi-1) and 
(HNi, Ni, COi-1). Together, these experiments provide systems of the form {HNi, Ni, 
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Cαi, Cαi-1, COi, COi-1, Cβ i, Cβ i-1} and link sequential systems by identifying a triplet of 
carbon frequencies (Cα, CO, and Cβ) that is common to two such systems.  
 
While this strategy is used effectively for proteins up to 25 kDa, it often fails for 
larger proteins because (near) degenerate frequencies abound and because limited 
sensitivity results in absent NMR signals and hence incomplete spin systems. Thus, 
special considerations must be made for data acquisition, and additional experiments 
may be required. Implementing NUS to reach the maximal resolution in every 
dimension59 is vital in preventing apparent degeneracies arising from limited 
resolution. All magnetization transfers should be optimized experimentally to 
maximize signal intensity. Usually, this strategy amounts to a reduction in the transfer 
duration to lessen relaxation. However, in HN(CA)CB, the transfer from Cα to Cβ is 
optimized for Cβ signal, and Cα is sacrificed, unlike in small proteins. The more 
sensitive HNCA and HN(CO)CA provide correlations to Cα. While HN(CA)CB is the 
most insensitive sequence in this set, Cβ correlations are critical for (at least) three 
reasons. First, the set of inter- and intra-residue correlations provides an additional 
level of discrimination when building sequential links, and therefore, they improve 
the quality of sequential correlation maps (see Chapter 3.2). Second, many amino 
acids display characteristic Cβ chemical shifts that allow for identification of the 
amino acid type. Finally, Cβ chemical shifts can be used along with Cα and CO shifts 
to predict secondary structure and backbone torsion angles60, which can be used 
during structure determination. For these reasons it is customary to monitor the 
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sensitivity of a 1D HN trace of HN(CA)CB to assess the feasibility of backbone 
resonance assignment.  
 
iii) Protonated methyls in a deuterated background I: U-2H-15N-13C ILV Me-1H 
sample for methyl resonance assignment 
 
In large proteins, methyl groups are the main source of side-chain distance 
constraints, and targeted strategies are used to assign their resonances. The 
assignment of methyl resonances is typically carried out using a sample that is 1H-13C 
at specific methyls against an otherwise 2H-13C-15N background. This selective 
protonation reintroduces key probes for side-chain assignment while maintaining 
most of the favorable relaxation properties of a perdeuterated sample. Protocols have 
been established for the selective protonation of valine (Val)-γ and leucine (Leu)-δ61, 
isoleucine (Ile)-δ161, Ile-γ262, alanine (Ala)-β62, threonine (Thr)-γ263, and methionine 
(Met)-ε methyl groups64,65. Notably, the methyl groups of each amino acid can be 
labeled independently (except Val and Leu, which use a common precursor), 
providing flexibility in designing labeling schemes that simultaneously maximize 
observed correlations and minimize spectral overlap.  
 
To assign the methyl groups, one seeks to establish correlations between methyl 
protons and previously assigned resonances of backbone nuclei. H(CCCO)NH and 
(H)C(CCO)NH (Figure 1.4 I, II) provide correlations between either the proton or 
carbon methyl resonances, respectively, and assigned {H, N} systems66. Although, 
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these experiments are insensitive due to complex spin manipulations and because 
branching in Ile, Leu, and Val side-chains directs some magnetization away from the 
desired Cα during the TOCSY period67, we will show that NUS can rescue sensitivity 
losses (Chapter 3 Section 6).  Another approach from Tugarinov and Kay involved 
developing a set of experiments that employs a series of COSY transfers to relay 
magnetization from methyl groups to backbone nuclei68. HMCM(CGCBCA)CO 
(Figure 1.4 VII) uses INEPT and COSY transfers to supply correlations of the form 
(HMi, CMi, COi); thus, they correlate unassigned methyl groups with assigned 
carbonyl carbons. The equivalent experiment for Val is achieved by removing one of 
the COSY transfers (Figure 1.4 VII without the blocks enclosed in dashed lines). 
HMCM[CG]CBCA (Figure 1.4 VIII) uses a similar set of COSY transfers to provide 
(HMi, CMi, Cαi) and (HMi, CMi, Cβi) thus correlating methyls and assigned Cα and Cβ 
carbons. These correlations also alternate in sign along the side-chain, such that for 
Ile and Leu, correlations to Cα are positive and those to Cβ negative, whereas these 
signs are inverted for Val. Thus Val correlations, which occupy the same spectral 
region as Leu, can be identified unambiguously. 
 
In summary, the combination of these experiments provides correlations between the 
methyl resonances of Leu, Val, and Ile (δ1 only) and previously assigned CO, Cα, and 
Cβ resonances; therefore they provide the links necessary for assigning methyl 
resonances. Additionally, these experiments may complete the assignment of 
previously undetected or ambiguous Cα, Cβ, or CO resonances, allowing one to 
extend backbone resonance assignment or confirm/correct ambiguous assignments. 
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Such experiments can be recorded either on samples where only one methyl of each 
Val and Leu is labeled or on samples where both methyls are labeled. Although the 
latter samples are cheaper, they will produce data of reduced signal to noise and with 
more artifacts. 
 
The methyl groups of Ala, Ile-γ2, and Thr can be assigned similarly. For Ala, 4D-
ALA-HMCBCACO69 (Figure 1.4 VII without the blocks enclosed in solid boxes, 
chemical shift encoding is designated with white text) provides correlations of the 
form (HMi, CMi, Cαi, COi) and directly links Ala methyl proton and carbon resonances 
to two backbone nuclei. Alternatively, if both Ala and Ile-γ2 are labeled, four 3D 
experiments can be used to simultaneously assign methyls of both amino acid types70. 
This set of experiments correlates methyl resonances with Cα and CO. Finally, Thr-
γ2-selective 3D HMCMCBCA correlates Thr methyls with both Cα and Cβ71. Met-ε 
methyl groups are assigned based on nOe cross-peaks with previously assigned 
methyls. Such a strategy must be performed with help from a structural model. 
Alternatively, one can mutate individual Met residues and assign these to resonances 
that disappear from an HC-HSQC.  
 
iv) Protonated methyls in a deuterated background II: U-2H-15N-12C ILV Me-1H13C 
sample for nOe measurement 
 
Measurement of nOes used for structure determination is best performed on samples 
in which selected methyl groups are 1H-13C while the rest of the carbons are 2H-12C.  
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(Chapter 4 provides an alterative to this strategy.) This scheme minimizes relaxation 
and prevents evolution under scalar couplings between methyl and other side-chain 
carbons and also between amide nitrogens and backbone carbons. As described in 
Section 4.iii, most methyl-bearing amino acids can be labeled independently of one 
another, allowing one to choose the combination of amino acids to label in order to 
minimize spectral overlap.  Due to the scarcity of protons in such samples, it is 
necessary to maximize the number of detected nOes that will lead to constraints. One 
is obliged to accurately assign nOes and maintain enough sensitivity to accurately 
integrate signal intensities. Correct assignment is crucial, as misassignment of only a 
few nOes can lead to poor or erroneous convergence during structure determination.  
 
Because of spectral crowding in H/N correlation maps and limited chemical shift 
dispersion of methyl proton resonances, unambiguous assignment of nOes is best 
done using 4D experiments. A 4D-NOESY provides a two-dimensional array of H/N 
or H/C correlation maps, in which the array coordinates also represent H/N or H/C 
correlation maps. Each 2D plane associated with each (HN i, Ni) or (HC i, Ci) 
coordinate in the array is an HSQC containing cross-peaks only for protons Hj with a 
dipolar interaction to Hi. A simple comparison of these 2D planes with an assigned 
2D HN- or HC-HSQC provides rapid and efficient assignment of nOes. 
 
The time-shared-4D-HC-HSQC/HN-HSQC-NOESY-HC-PEP-HSQC/HN-TROSY 
(TS-4D) experiment allows for the assignment of all amide and methyl nOes in a 
methyl-only labeled sample from a single 4D experiment 72. This experi=-0 nt 
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uses the time-shared principle both before and after the mixing period. Therefore, all 
four possible pathways (HNàHN, HNàHM, HMàHN, and HMàHM) are recorded. 
Post-acquisition processing deconvolutes the four pathways and provides all four 
possible 4D experiments. For higher sensitivity in the HMàHM 4D, TS-4D can be 
supplemented with 4D-HMQC-NOESY-HMQC 73 that employs methyl-TROSY 
(HMQC) both before and after the mixing period, in contrast to TS-4D. These 
experiments can also be recorded using NUS, allowing one to maximize resolution 
without resorting to prohibitive acquisition time74. 
 
The sensitivity of a 4D experiment may be too low for reliable integration of all 
signals, so 3D TS-(HN-TROSY/HC-HSQC)-NOESY may be used as a complement 
for weaker signals75. This experiment uses the time-shared principle to provide both a 
3D-HC-HSQC-NOESY and 3D-HN-TROSY-NOESY from a single experiment. 
Critically, the nOe cross-peaks appear in the detected dimension, i.e. with maximum 
resolution. Such a resolution minimizes overlap of resonances and improves the 
accuracy of signal integration. (See Chapter 4)  In summary, the use of multiple 
samples with different labeling schemes, assignment of nOes using 4D experiments, 
and integration using a sensitive 3D experiment allows for the structure determination 
of large proteins. 
 
v) 1H-13C-15N sample for rescue of non-exchangeable amide protons 
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In larger proteins, many amide groups participate in hydrogen bonds, which reduces 
their ability to undergo solvent exchange, and in deuterated samples these amide 
groups will escape detection.  Refolding the protein from its denatured state is an 
efficient way to facilitate amide deuteron exchange (Chapter 3 Section 4); however, 
many proteins do not tolerate such a treatment.  In such cases, it may be necessary to 
use 1H-13C-15N-labeled samples to complete resonance assignment, despite their poor 
spectral properties.  Of the backbone experiments described hitherto only HNCO and 
HNCA are likely to deliver enough sensitivity.  All experiments with magnetization 
transfers involving aliphatic carbon coherences will suffer from disastrous dipolar 
relaxation. Thus, alternative strategies must be employed to identify sequential 
residues. In particular, 13C-detected (13C-d) experiments for backbone and side-chain 
assignment have emerged thanks to recent advances in cryoprobe technology.  
Despite a reduction in sensitivity by a factor of ((γ1H)/(γ13C))3/2 ~ 8,76 13C-d 
experiments allow for reduction of the number of magnetization transfers needed to 
generate correlation maps (by about half) and, therefore, partially compensate for 
relaxation losses, which can be severe for protonated samples. Using NUS to increase 
the number of transients applied while maintaining conventional resolution can 
compensate for the lower sensitivity of 13C-d experiments.   
 
In 13C-d experiments, special methods must be employed to account for evolution 
under homonuclear couplings during detection. Specifically, multiplets are 
deconvoluted during processing77,78 or spin-state selection is used to obtain single 
signals79–81. Since refocusing 13C-13C couplings requires long transfer times, 
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oftentimes one detects coherences anti-phase with respect to coupled carbons82, and 
spectra must be manipulated during processing to provide a single signal83,84.  
 
Sequential backbone resonance assignment may be achieved with a combination of 
1H-detected (1H-d) and 13C-d experiments.  The sensitive HNCO and HNCA are 
analyzed together with MQ-HACACO (Figure 1.3 XI) that provides the correlation 
(Hαi, Cαi, COi)85,86. MQ-HACACO takes advantage of MQ spectroscopy (quenching 
much of the proton-carbon dipolar relaxation), concatenation of two CT periods (for 
Hα and Cα), and rapid pulse recycling with optimized Hα magnetization recovery87 
(so-called “H-flip” experiments)88 to improve sensitivity. Relating {HNi, Ni, COi-1} 
spin systems from HNCO, with {Hαi-1, Cαi-1, COi-1} from MQ-HACACO and  {HNi-1, 
Ni-1, Cαi-1} from HNCA allows for sequential resonance assignment. The method was 
applied to a 44 kDa 35% deuterated sample86 and a 37 kDa 100% protonated 
sample57. 
 
Side-chain 1H and 13C assignments in 1H-13C-15N samples may be obtained using 
either NOESY- or TOCSY-mediated carbon to carbon magnetization transfers.  
Zuiderweg proposed using 13C-13C short-range nOes in 3D-(H)CCH-NOESY  or 4D-
HCCH-NOESY (Figure 1.3 IX) to obtain correlations between aliphatic groups89.   
Protons are correlated to carbons with INEPTs, but adjacent carbons are correlated 
via nOe’s rather than scalar couplings. Thus, the density operator is subject to small 
longitudinal rather than large transverse relaxation rates.  Alternatively, CT and RT 
13C-excited (13C-e)/13C-d-TOCSY (Figure 1.4 V) have been designed to minimize 
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magnetization transfers and associated relaxation losses90.  Although the CT 
implementation of this experiment is longer than its brother RT experiment, it allows 
for both a gain in resolution and for the identification of carbon substitution 
multiplicity from the sign of the corresponding cross peak (as in DEPT91). Comparing 
13C strips of 2D 13C CT-TOCSY to assigned signals in HNCA, HN(CA)CB and MQ-
HACACO allows for carbon side-chain resonance assignment.  13C - and 15N -edited 
NOESY are subsequently used to assign 1H side-chain resonances from assigned 
carbon resonances.     
 
vi) Partially deuterated samples: cost effective sources of nOe cross-peaks and 
favorable relaxation properties 
 
As described in Section 4.iii and Section 4.iv, to overcome relaxation and maintain 
spectroscopic probes, special efforts must be made to reintroduce protons into 
otherwise perdeuterated samples. Such endeavors come at significant monetary cost, 
and in favorable cases, a fractionally deuterated sample may be sufficient to 
ameliorate relaxation properties without sacrificing crucial 1H-1H nOes, making 
assignment tractable32.  Clearly, the fraction 2H/1H cannot be simultaneously 
optimized for all experiments traditionally used for backbone and side-chain 
resonance assignment. The discussion that follows may apply to samples that vary 
from 35% to 70% deuteration.    
 
34	
Many of the backbone experiments described in Section 4.i can be recorded on a 
fractionally deuterated sample, albeit with modifications.  We advise experimental 
comparison of the sensitivity of experiments where TROSY-line selection is achieved 
with so-called sensitivity-enhanced-like schemes (which employs in part longitudinal 
magnetization of slower relaxation25) to those containing ST2-PT elements with 
NàCA/CO concatenation (shortening the sequence by 5.5. ms)92.  The relative 
efficiency of these two schemes is likely to depend on the level of deuteration. 
Evolution under both 1H-13C and 2H-13C scalar couplings must be refocused. While 
the latter can be achieved with composite-pulse-decoupling as for 2H-13C-15N 
samples, proton inversion pulses are used to refocus evolution under 1JCH without 
affecting TROSY93. Note that targeting the detection of both protonated and 
deuterated isotopologues (same chemical composition, different isotopes) imposes 
limits on the resolution, such that the two signals will not be resolved. Consequently 
NUS should not be used to achieve maximal resolution; however, it can be exploited 
to increase the sensitivity of these sequences by increasing the number of transients 
and maintaining appropriate resolution16 (Chapter 3 Section 1).   
 
As with protonated samples, both NOESY- and TOCSY-mediated transfers facilitate 
side-chain resonance assignment of fractionally deuterated samples.  2D 13C-13C 
NOESY (Figure 1.3  VI) with long mixing times (300-800 ms) can be used to observe 
one-, two- and sometimes three-bond connectivities through spin diffusion, which 
allows for linkage of  Cβ and Cγ to CO94. Because the maxima in spin diffusion/nOe 
buildup curves occur at shorter mixing times for increased correlation times these 
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experiments may be useful for larger proteins 95. The HCCH-TOCSY experiment 
traditionally used for protonated small proteins displays poor sensitivity in 
fractionally deuterated samples because of unfavorable isotopic distribution. Rather, 
conventional H(CCCO)NH and (H)CC(CO)NH (Figure 1.4 I-II) are supplemented 
with 13C-d or 13C-e experiments. HCC-TOCSY (Figure 1.4 IV)85 is the 13C-d 
equivalent of the well-known HCCH-TOCSY.  Pervushin modified this sequence 
such that 13C chemical shifts are encoded during MQC evolution periods (MQ-HCC-
TOCSY) to improve sensitivity96. Using antiphase coherences before the TOCSY 
mixing sequence further improves sensitivity but requires a laborious fitting 
procedure to deconvolute detected multiplets.  In place of a 1H-excited (1H-e)/13C-d 
HCC-TOCSY (~8x less sensitive than 1H-e/1H-d), Mulder et al. developed a 13C-
e/1H-d CCH-TOCSY (~4x less sensitive than 1H-e/d). CCH-TOCSY (Figure 1.4 V) 
features sensitivity enhancement in two dimensions and selects for CHD2 
isotopologues.  It provided assignment for ~90% of the methyl groups of a 34 kDa 
protein but required 1 mM concentration and ~60h data acquisition.  NUS may be 
employed to lessen acquisition time or sample concentration requirements.   
 
Partially deuterated samples have a distribution of isotopologues, and it is often best 
to select signals of a particular isotopologue to minimize spectral crowding. This 
effect is particularly problematic for methyl groups that feature four isotopologues 
CH3, CD3, CH2D, and CHD2 (the latter two usually represent more than 80% of the 
distribution), so it is critical to select only a single isotopologue38,97.  Under 
most circumstances CHD2 resonances are sought because of their relaxation 
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properties33.  Adjusting the delay τ in a refocused INEPT so that 2π1JCH τ equals the 





Figure 1.1 ST2-PT pulse sequence element allows for selection of a single line.  
The density matrix operators are expressed in terms of polarization operators outside 
the braces; inside the braces, density matrix operators are expressed in the 
conventional Cartesian product basis.    ST2-PT TROSY17 is achieved by running two 
experiments (A and B) separately; for both A and B, I#Sy and I"Sx are selected by 
choice of the phase of the first 90˚ pulse on the S channel (+x or –y).  In experiment 
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B, two phases are changed by 180˚ (magenta and orange), which allows for change 
of sign of IySα.  The resultant signals can be added or subtracted to select only the 





Figure 1.2 Commonly used precursors to accomplish 1H Methyl ILV labeling in 
a perdeuterated background.  The labeling approach of Goto et al.41 is represented. 
On the left the precursors [3,3-2H2] 13C "-ketobutyrate and [3-2H2] 13C "-
ketoisovalerate are shown, with 1H in green and 2H in blue.  On the right, the specific 





Figure 1.3 Graphical representation of pulse sequences used for backbone 
resonance assignment. Backbone pulse sequences (b) have been decomposed into a 
collection of basic building blocks (a) and paired with the information content used in 
resonance assignment (c).  Panel (a) defines pulse sequence building blocks including 
coherence transfers (A-K), 1H (L) or 13C-detection (M), and chemical shift encoding 
in real time evolution (N).  For example, in A represents an HàN INEPT, with Hy à 
2HzNx.  (b)  Backbone sequences are discussed in the text using the building blocks 
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defined in (a).  Reverse transfers are denoted by parentheses; for example, 15N 
transfer to 1H is represented as (A) since it is the reverse of block A that represents 
transfer from 1H to 15N.  Insertion of block N (real time evolution under chemical 
shift) implies evolution of the previously established coherence.  (Semi) constant time 
is represented as (S)CT; CT indicates that the coherence established at the beginning 
of the block evolve in a CT manner.  For example, the first CT period in VI (4D-
HNCACO) corresponds to evolution under CO chemical shift.  CT’ represents 
evolution under chemical shift of the second coherence in the block; for instance in I 
(HNCA), the coherence transfer is from Cα to N, but the nitrogen chemical shift is 
encoded.  An asterisk in hNCAnH and hNcaNH indicates a mixing period where 
Cα becomes antiphase with respect to both Ni and Ni+1. (c)  Symbols indicate nuclei 
correlated in the corresponding experiment from panel (b).  Hexagons, circles, and 






Figure 1.4 Graphical representation of pulse sequences used for side-chain 
resonance assignment. Building blocks are defined in Figure 1: panel (a).  The 
nuclei correlated in each experiment are shown beneath each pulse sequence.  
Hexagons, circles, squares, and triangles represent encoding during t1, t2, t3, and the 
detected dimensions, respectively. HMCM(CGCBCA)CO when shortened by two 
COSY periods becomes Val-HMCM(CBCA)CO, which lacks the F3 blocks (dotted 
box).  The ALA-HMCBCACO is HMCM(CGCBCA)CO that is shortened by four 
COSY periods; it lacks the F2 and F3 blocks (solid lines).  ALA-HMCBCACO has 
one more dimension than HMCBCACO, so its encoded dimensions are shown in 
white text.  CT denotes constant time periods during which chemical shift is encoded 
on the coherence established at the beginning of the block, whereas, when the 




Chapter 2: The Yersiniabactin Synthetase Epimerization-
Insert Domain: Modeling & Purification 
  
 
Microbial supramolecular assemblies known as Nonribosomal Peptide Synthetases 
(NRPSs) produce a myriad of natural products including antibiotics, 
immunosuppressants and virulence factors99.  Modular multi-domain architecture in 
NRPSs allows for so-called “assembly line” biosynthesis of these natural products.  
Each NRPS module incorporates and sometimes modifies one substrate100–102.  Like 
many NRPSs, yersiniabactin synthetase (YS) creates heterocycles in its product, 
yersiniabactin, a crucial siderophore for Yersinia pestis growth103–105.  YS employs 
domains that reflect a departure from classical NRPS assembly-line machinery 
including an unusual epimerization domain (EA)106.  Embedded in the primary 
sequence of an adenylation domain (A), which selects one substrate to be joined to 
the growing product chain, EA controls the stereochemistry of an essential chiral 
center of yersiniabactin.  This chapter contains a short introduction to nonribosomal 
peptides (NRPs) and to their natural synthesis, with a focus on the YS NRPS system.  
The chapter also describes how EA domain boundaries were chosen and how EA was 
purified.  Finally, it demonstrates that EA is structurally independent form the C-
terminus of the A domain, in which it is embedded.  
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1.  Background on non-ribosomal peptides and heterocycles 
 
Microbes produce a myriad of secondary metabolites that are structurally and 
biologically diverse.  Despite such remarkable structural and biological diversity, the 
so-called non-ribosomal peptides (NRPs) all contain peptide bonds that are 
enzymatically synthesized by non-ribosomal peptide synthetases (NRPSs), which are 
large (MDa) supramolecular assemblies that catalyze step-wise formation of NRPs.  
In Figure 2.1, six of these NRPs are shown.  Of these six, epothilone and bleomycin 
are anti-cancer drugs, yersiniabactin and enterobactin are virulence factors 
(specifically, iron-chelating siderophores), and bacitracin and tyrocidine are 
antibiotics. Many promising therapeutic NRPs contain heterocyclic rings, which arise 
from tandem condensation and heterocylization of serines (or threonines) and 
cysteines to form oxazolines (methyl oxazolines) and thiazolines, respectively.  Such 
heterocycles are intriguing targets for NRP research because of their stability and the 
ease of chemical diversification (such as methylation, oxidation, reduction, and 
epimerization).  The subject of this thesis concerns the epimerization of the C9 center 
of yersiniabactin—specifically of its precursor, the intermediate hydroxyphenyl 
thiazoline (HPT) (Figure 2.3).   
  





NRPS domains are grouped into so-called “modules,” which are sets of domains that 
are collectively responsible for the incorporation of a substrate (small molecule 
primary metabolite) into the growing NRP chain.  (1) A freestanding 
phosphopantetheinyl transferase (PPTase) covalently modifies a serine of a small 
carrier protein (also called thiolation domain, T) with the phosphopantheine arm of 
Coenzyme A, converting the apo-T domain to its holo form.  (2) Adenylation 
domains (A) select and activate substrates by creating adenylate intermediates.  (3) 
The adenylated substrate intermediate reacts with the terminal thiol of the 
phosphopantheine arm, creating a metastable thioester linkage between the substrate 
and T domain, now called the loaded T-domain.  (4) Condensation (C) domains 
catalyze peptide bond formation between thioester-linked substrates of adjacent 
modules, allowing the NRP chain to grow.  Occasionally, cyclization (Cy) domains 
are used, which (as mentioned above) catalyze tandem condensation and 
heterocyclization of substrates.  (5) Products are released from the NRPS machinery 
either by a thioesterase domain (TE) or by macrocyclization. In addition to the 
canonical domains described above, so-called “tailoring domains” within NRPSs 
allow for further chemical modifications of NRPs (such as methylation, oxidation, 
reduction, and epimerization).  (Figure 2.2) 
 
 
3.  Introduction to yersiniabactin synthetase, yersiniabactin, and the 
epimerization domain of yersiniabactin synthetase 
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Yersiniabactin Synthetase, YS, produces the NRP yersiniabactin, which is a 
siderophore (iron-chelator) and is a crucial virulence factor of the etiological agent of 
plague, Yersinia pestis107.  YS employs domains that reflect a departure from classical 
NRPS assembly-line machinery. Examples of these features include cyclization (Cy) 
domains that catalyze formation of aforementioned heterocycles, the EA insert domain 
and an A domain that services two different T domains. The YS holoenzyme is made 
of four separate polypeptides103 (Figure 2.3): an in trans A domain (YbtE), two high 
molecular weight proteins (HMWP1 and HMWP2), and an in trans reductase.  Figure 
2.4 depicts the YS domains that are relevant to this thesis: a) YbtD108, a PPtase 
modifies all T domains from apo to holo forms. b) YbtE, an in trans A domain, 
selects the substrate salicylate (sal) and transfers it to holo-T1109.  Simultaneously, 
The YS A domain selects the substrate cysteine (cys) and loads holo-T2 (and holo-
T3, not depicted).  c) The Cy1 domain catalyzes (i) the condensation of salicylate and 
cysteine to form Sal-Cys-Ppant-T2 and (ii) the heterocyliczation of Sal-Cys-Ppant-T2 
to form hydroxyphenyl-thiazoline-Ppant-T2 (HPT-Ppant-T2).  YS A domain accepts 
only L-cysteine106, which gives rise to the (S) stereoisomer of HPT at the C9 chiral 
center; however, the next Cy domain in the sequence (Cy2) accepts only (R)-HPT106.  
d) The combined activities of Cy2, T3, the hybrid NRPS/PKS HMWP1 and the 
reductase, YbtU complete the production of ybt. 
 
Patel et al.106 have investigated Pyochelin Synthetase (PS), a Pseudomonas 
aeruginosa NRPS that produces pyochelin (pch, similar to ybt and also an HPT 
derivative) and has a similar arrangement of domains to YS.  Both pch and the related 
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enantio-pch (found in Pseudomonas fluorescens) are each stereospecific for both their 
intracellular transcription factors and their transmembrane receptors110–112. Patel et al. 
demonstrated that the 35 kDa EA domain (Figures 2.3 & 2.4) was responsible for 
altering the stereochemistry of pch. PS EA was determined to racemize linear (S)-Sal-
Cys to a nearly equimolar racemic mixture of Sal-Cys, and Cy1 was shown to 
catalyze cyclization of both products to yield (S)-HPT and (R)-HPT.  HPT ring 
opening does not spontaneously occur104,113, so either of the two following strategies 
must be employed to remove unproductive (S)-HPT-Ppant-T2 and to prevent NRPS 
stalling: (A) EA is able to racemize cyclized (S)-HPT, recognizing the heterocycles 
and/or (B) Cy1 in a reverse reaction, catalyzes linearization of the cyclized (S)-HPT 
to make (S)-Sal-Cys, recognized by EA. These possible schemes are shown in Figure 
2.5.  Experiments described in this thesis are a component of a larger, overall goal of 
understanding, at an atomic level, the chemical substrates of EA and the interactions of 
EA with other YS domains (T1, Cy1, A), the three-dimensional structure of EA and the 
molecular interactions that govern EA embedding within the A domain. 
 
4.  Modeling of YS EA based on alignment and topology of AC-term & 
demonstration of EA’s structural independence from AC-term 
 
A domains themselves are subdivided into N-terminal and C-terminal subdomains 
(Figure 2.6).  EA is inserted midway into the AC-term of the YS A domain.  Although 
there are structures of 50 kDa epimerization domains that resemble condensation 
domains in sequence and protein fold, such epimerization domains are similar to EA-
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domains only in function, not in structure (based on predicted secondary structures, at 
this point) nor sequence.  Since there are no structural representatives of EA-domains, 
a crucial first step in elucidation of macromolecular structure is determination of 
domain boundaries.  The Walsh lab originally estimated EA domain boundaries as 
1011-1348 based on rough sequence alignment to other A domains106.  If we can map 
YS A properly, we can determine the insertion point of EA.  Eight A-domain 
structures were aligned and analyzed for structural similarity (Table 2.1).  Using 
secondary structure topology maps, the relative arrangements of helices and sheets of 
the eight A domain structures were compared and mapped onto the PSI-PRED114 
secondary structure prediction output for the HMWP2 A-domain.  We determined 
rough domain boundaries as 1008-1348 for EA.  This excised EA was expressed as a 
fusion protein with thioredoxin in E. coli and purified to homogeneity.   Likewise, the 
C-terminus of the A domain, AC-term, was expressed and purified.  HN-TROSY-
HSQC spectra of both excised EA and of AC-term were compared for chemical shift 
perturbation (CSP) analysis (Figure 2.7 panel a).    CSPs were sorted by magnitude 
then assigned arbitrary peak numbers.  The median, one-, and two-standard deviations 
of the data are plotted.  Since within two standard deviations, the magnitude of CSPs 
is only ~ 0.06 ppm (Figure 2.7 panel b), we concluded that, when excised, EA does 
not undergo any substantial structural rearrangement, and that therefore, it is justified 
to be studied in isolation from AC-term. 
 
We generated a homology model of EA using the Phyre2 web portal115 (Figure 2.8).  
Based on cursory inspection of the EA Phyre2 model, we wondered whether EA itself 
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was comprised of two subdomains.  The EA Phyre2 model was used as input data for 
the Protein Peeling 2 server116, which calculates theoretical divisions of subdomains 
based on spatial considerations (fewest number of intra-protein contacts).  The 
residues in pink in Figure 2.8 represent suggested cut sites for separation of EA into 
N- and C-terminal subdomains.  Six constructs were designed and tested for 
expression and solubility.  (Table 2.2)  Three of the 3 N-terminal subdomains (1009-
1102, 1009-1114, & 1009-1135) and 2 of the 3 C-terminal subdomains (1102-1342 & 
1114-1342) expressed solubly, but neither could be purified to sufficient quantity for 
NMR experiments (Figure 2.9).  Given the discouraging results of C-terminal 
subdomain purification, we abandoned the notion of using subdomains and proceeded 
with our entire 341 residue construct (1007-1348).   
 
Although the HN-TROSY-HSQC of EA (Figure 2.7 panel a & Figure 2.10, inlet) 
exhibited exquisite spectral dispersion (indicative of a well-folded protein), a subset 
of peaks was markedly more intense than the others, possibly indicating disordered 
loops and/or N/C-terminal disordered linkers.  We attempted to further truncate the 
C-terminus of EA until the sample was no longer soluble.  At the same time, buffers 
were exhaustively screened with respect to pH (pH 6.6, 6.8, 7.0, and 7.2), ionic 
strength (50 mM, 150 mM, 300 mM NaCl), and reducing agents (1 mM, 5 mM, 10 
mM DTT ; 0.5 mM, 1 mM TCEP).  In the end, we determined the proper domain 
boundaries of EA would be 1008-1342 of HMWP2 and that data were best recorded in 
20 mM Hepes 0.2 M NaCl 10 mM DTT pH 6.8 (at 298 K).  The HN-TROSY-HSQC 
of (entirely protonated) 15N-labeled EA is shown in Figure 2.10. 
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5.  Detailed expression & purification methods  
 
Basic expression and purification: The epimerization domain (EA) of yersiniabactin 
synthetase corresponds to residues 1008-1342 of the Yersinia pestis protein HMWP2.  
HMWP21008-1342 was subcloned into the pET28a vector (Novagen, San Diego, CA), 
which has been modified to contain an additional N-terminal His8 epitope, a 
thioredoxin (TRX) fusion protein, an internal His6 site, and a TEV protease 
recognition: His8-TRX-His6-TEV-HMWP21008-1342.  Heterologous protein expression 
was achieved in BL21(DE3) E. coli cells (Novagen) which were cultured in M9 
medium: 6 g L-1 Na2HPO4, 3 g L-1 KH2PO4, 0.5 g L-1 NaCl, 2 mM MgCl2, 0.1 mM 
CaCl2, 7.5 µM thiamine, 1 g L-1 of NH4Cl, 2 g L-1 glucose, pH 7.4.  Bacteria were 
grown at 37˚C at 250 rpm until OD600 ~ 0.6 whereupon temperature was instantly 
lowered to 16˚C (ice bath).  Protein expression was induced with 1 mM IPTG for 19 
hours at 16˚C, 250 rpm.  Cell pellets were harvested by centrifugation (5000 x g, 15 
minutes, 4˚C), which were frozen at -80˚C until use.  Cell pellets were resuspended in 
Lysis Buffer (50 mM Tris, 0.5 M NaCl, 30 mM Imidazole, 0.1% TritonX-100, pH 8.0 
at 4˚C) and lysed using a Microfluidizer (Microfluidics Inc.).  Lysates were clarified 
by centrifugation (27,000 x g, 30 minutes, 4˚C), filtered (0.22 µm) and passed onto a 
5 mL HisTrap HP column (GE Healthcare) that had been equilibrated with Buffer A 
(50 mM Tris, 0.5 M NaCl, 30 mM Imidazole, pH 8.0 at 4˚C).  Flow through (FT) and 
80 mL of buffer A wash were collected separately, and TRX-EA was eluted using a 
linear gradient of Buffer B (50 mM Tris, 0.5 M NaCl, 0.5 M Imidazole, pH 8.0 at 
4˚C).  TRX-EA-containing fractions were pooled, 6 mL of 10 µM TEV protease (in 
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49.9% glycerol, 50% 50 mM Tris pH 7.5 (at room temperature) 0.2 M NaCl, 1 mM 
EDTA, 5 mM DTT, 0.1% TritonX-100) was added directly to the pooled eluate, and 
the pool (~35 mL) was dialyzed overnight at 4˚C against 2L of 50 mM Tris 0.2 M 
NaCl, 5 mM Imidazole, pH 8.0 at 4˚C.  Dialysates were filtered (0.22 µm) and passed 
through a 5 mL HisTrap HP column that had been equilibrated with dialysis buffer; 
FT was collected into 10 mL dialysis buffer supplemented with 10 mM DTT, 
concentrated to 2 mL, and buffer exchanged twice (Using Amcon 10 kDa molecular 
weight cutoff filters, Millipore: 15 mL à 1.0 mL) into 20 mM Hepes, 0.2 M NaCl, 
10 mM DTT, pH 6.8 at 4˚C.  Concentrate was then separated using size exclusion 
chromatography with a Superdex 75 16/60 column (GE Healthcare).  Fractions giving 
rise to a single, monodispersed peak were concentrated to 0.6 mM.   Typical yields 
were 600 µL of 0.6 mM EA per L of M9 culture.  In NMR samples, specimens 
contained 5% 2H2O for lock (and 15NH4Cl was used to isotopically label the protein) 




6.  Conclusions & Future Directions 
 
Section 4 described that rough domain boundaries for EA were determined based on 
predicted secondary structure matching of its surrounding AC-term.  We determined 
conditions by which soluble well-folded EA could be produced (as determined by size 
exclusion chromatography and 1H15N-TROSY-HSQC).  We then compared 1H15N-
TROSY-HSQC of EA to AC-term, in which it is embedded, which revealed that there 
were no major structural changes of EA when it is excised from AC-term (Figure 2.7).  
We then attempted to determine possible N- and C-terminal subdomains of EA (which 
we hypothesized based on observations from limited proteolysis, variations in peak 
intensity, and homology modeling [Figure 2.8]).  Every attempt to divide EA into 
subdomains resulted in unstable samples that could not be purified to sufficient 
quantity for a structural biology NMR project (Figure 2.9). We performed buffer 
screens on EA and settled upon the buffer (20 mM Hepes, 0.2 M NaCl, 10 mM DTT, 
pH 6.8 at room temperature) because it gave the most uniform 1H15N-TROSY-HSQC 
and allowed the protein to remain soluble for approximately two weeks at room 
temperature and at 600 µM.   
 
We chose to initiate a daunting NMR structural biology project.  Structure 
determination by NMR spectroscopy was briefly mentioned in Chapter 1, Section 
3.ii.   A schematic of the roadmap of protein NMR structure determination is shown 
in Figure 2.11.  First, protein must be expressed and purified in sufficient yield ( > 
300 µL of > 300 µM), it must be stable (free of aggregation and precipitation) for at 
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least two weeks at room temperature, and its 1H15N-TROSY-HSQC spectrum should 
appear well dispersed with signals of uniform intensity.  Once buffer conditions are 
suitable, protein is grown with isotopic enrichment of 1H, 15N, and 13C, allowing for a 
suite of triple resonance experiments to be collected.  Spectroscopic signals are paired 
with nuclei of the protein backbone in a process known as sequential resonance 
assignment.  For large proteins, assignment will be thwarted because of loss of 
connectivity (in which case longer experiments should be performed to provide i-2, i-
1, i, i+1, and i+2 correlations), loss of sensitivity (in which case more scans should be 
collected or higher protein concentration should be used), or because of slow back 
exchange of amide deuterons for protons (in which case equilibrium refolding in 
protonated solvent or 13C detected experiments can be used).  Once backbone 
assignment has been completed, side-chain assignment is performed.  With Cα and Cβ 
chemical shifts in hand, the TALOS117, TALOS+60, or TALOSN118 software may be 
used to determine torsional angles (and ergo secondary structure).  Finally, distance 
constraints are collected with 3D- (or 4D-)13C-edited, 15N-edited, or time-shared 
NOESY.  Distance constraint information and torsional angle restraints (from Cα and 
Cβ chemical shifts) are used as constraints during energy minimization of an 
ensemble of random, extended polypeptidic chains to determine a bundle of 
structures.  Violations are inspected and distance restraints are re-inspected until the 
structural bundle is well converged (low RMSD) and satisfies an energy force field 






Figure 2.1 Medically relevant non-ribosomal peptides (NRPs).  Six NRPs 
produced by nonribosomal peptide synthetases.  Anti-cancer agents (epothilone and 
bleomycin) are shown in blue, virulence factors are shown in green (yersiniabactin 
and enterobactin, iron-chelating siderophores), and antibiotics (bacitracin and 
tyrocidine) are shown in purple.  Some of the NRPs shown here contain heterocyclic 
rings.   
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Figure 2.2 Assembly line synthesis by Nonribosomal Peptide Synthetases, 
NRPSs.   A schematic representation of a general NRPS is shown in the figure. 
Catalytic domains are represented with cubes.  Adenylation (A) domains are shown in 
blue, thiolation (T, also called carrier protein) domains are shown in purple, a 
condensation domain (C) is shown in green, and a thioesterase (TE) domain is shown 
in dark blue.  Synthesis occurs as follows: (a) a phosphopantetheinyl transferase 
(PPTase) transfers the phosphopantethine arm (wavy line) derived from CoA to T1 
and T2, with AMP as a byproduct.  (b) The adenylation domains (A1 and A2) select 
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substrates (hexagon and circle, respectively), form adenylyl intermediates, then 
finally transfer the substrates to T1 and T2, forming thioester linkages.  (c) The 
condensation domain (C1) catalyzes peptide bond formation between the two 
substrates.   (d) Finally, a thioesterase catalyzes hydrolysis of the substrates from the 




Figure 2.3 Yersiniabactin Synthetase (YS), yersiniabactin (ybt), and 
hydroxyphenyl thiazoline (HPT).  YS is made of four separate polypeptide chains: 
YbtE an in trans A domain, High Molecular Weight Proteins 2 & 1 (HMWP2 & 
HMWP1), and YbtU, an in trans reductase.  YS produces the iron-chelating 
siderophore, yersiniabactin (ybt).  The chiral center of ybt (C9) that is racemized by 
the epimerization domain, EA, is highlighted with a blue circle.  Salicylate-cysteine 
(Sal-Cys) and hydroxyphenyl thiazoline (HPT) are intermediates in the biosynthesis 




Figure 2.4 Yersiniabactin Synthetase domains relevant to this thesis and 
biosynthesis of HPT, ybt.  (a) thiolation domains T1 and T2 of HMWP2 are 
phosphopantetheinylated (b) YbtE adenylates salicylate (Sal) and passes it to T1 and 
the A domain of HMWP2 adenylates cysteine (Cys) and passes it to T2.  (ci) Cy1 first 
catalyses peptide bond formation between Sal and Cys to form the Sal-Cys 
intermediate, then (cii) cyclizes Sal-Cys to HPT. (d) Further catalytic actions of other 




Figure 2.5 Possible mechanisms of EA-catalyzed racemization of HPT. It is 
unclear whether YS EA (i) directly racemizes the linear Sal-Cys, which is then 
converted from (R)-Sal-Cys-Ppant-T2 into (R)-HPT-Ppant-T2, (ii) racemizes the 
cyclized (S)-HPT-Ppant-T2, or (iii) can reacemize both substrates.  Importantly, the 
only substrate recognized by the downstream Cy2 domain is (R)-HPT-Ppant-T2.  
Therefore, interfering with the activity of EA may be a useful strategy to prevent 
production of the ybt virulence factor, indicating that EA could be an attractive, 








Figure 2.6 Anatomy of EA & AC-term.  A domains are composed of N and C-terminal 
subdomains of ~ 45 kDa and ~ 10 kDa, respectively.  EA is inserted midway into the 
sequence of AC-term.  Since the structure of the YS A domain has not been determined, 
an example A domain structure from Enterobactin (EntE) is shown (PDB code 
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3RG2119), for illustration.   This A-domain’s N- and C-termini are shown in blue and 
purple, respectively.  Although this example A-domain does not contain an insert EA, 
the position on this A domain’s C-terminus that corresponds to the insertion of EA in 
YS A domain is represented with two purple arrows. EA is represented by the 
homology model described in Figure 2.8.    
62!
 
   
 
 
Figure 2.7 EA is structurally independent from AC-term.  (a) Overlay of HN-
TROSY-HSQCs of AC-term (green) with EA (blue).   Samples were prepared in 20 mM 
Sodium Phosphate, 0.15 M NaCl, 10 mM DTT, pH 6.6 and concentrated to ~300 ,M, 
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5% of sample was composed of 2H2O for lock.  16 transients were recorded with a 1 
second recycling delay.  512 and 128 complex points were recorded in the 1H and 15N 
dimensions, respectively.  Data were collected at 600 MHz at 298 K.  (b) Peak shifts 
were quantified as  Δ𝛿 in ppm =  !!!
!
!
+ Δ𝛿!! ! and plotted as a function of 
arbitrary peak number.  The median chemical shift perturbation is shown with a solid 
red line, the median + 1 standard deviation is shown in the coarsely dotted red line, 





Figure 2.8 Phyre21 homology model of EA. Two potential subdomains are shown in 
blue and green, as determined by the Protein Peeling2 web server116.  Residues used 
as “cut points” to separate the potential EAN-terminal subdomain from the EAC-terminal are 




Figure 2.9 Expression & Purification of putative EA N- & C-terminal 
subdomains.  (A) SDS-PAGE of soluble fraction of TRX-EA-subdomain constructs 
reveals that 5 of the 6 putative subdomain constructs expressed well in E. coli using 
the TRX-EA expression protocol.  (B) Constructs 1102-1342 (blue) and 1114-1342 
(green) were purified following the same protocol as EA.  The final purification 
products were subjected to size exclusion chromatography (using Superdex 200 
resin).  These products did not elute at the anticipated volume (i.e. > 90 mL), and the 
protein recovery was insufficient (1008-1342 expressed with the same amount of 
bacterial culture is shown in purple for a comparison).   
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Figure 2.10 HN-TROSY-HSQC of EA under optimized buffer conditions and 
domain boundaries.  (Larger spectrum) Optimized construct and buffer conditions 
600 ,M EA (residues 1008-1342 of HMWP2) was expressed and purified as 
described in Section 5.  NMR buffer conditions: 20 mM Hepes 0.2 M NaCl 10 mM 
DTT pH 6.8 (at room temperature), 5% 2H2O.  This spectrum exhibits excellent 
spectral dispersion, indicating that the sample is well folded and suitable for further 
NMR studies.  (Inlet) Starting construct and buffer conditions 600 ,M EA (residues 
1007-1348) expressed and purified as described in Section 5.  NMR buffer 
conditions: 20 mM Sodium Phosphate 0.2 NaCl 5 mM DTT pH 6.8 (at room 
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temperature) 5% 2H2O.  In both spectra, 16 transients were recorded (using a 1 second 
recycling delay) on a 600 MHz spectrometer at 298 K.  512 complex points and 128 
complex points were recorded in the 1H and 15N dimensions, respectively.    Altering 
the construct boundaries and the buffer conditions substantially improved the quality 




Figure 2.11 Protein Structure Determination by NMR Roadmap.   
Determining a protein structure with NMR spectroscopy is a multi-step process, 





Table 2.1 Structures of A-domains used in assessing EA domain boundaries 
 
PDB accession code Literature citation 
3GPC 
  
Kochan G. et al. Journal of Molecular Biology 2009120 
1AMU Conti E. et al. EMBO Journal 1997121 
3CW9 Reger A. et al. Biochemistry 2008122 
3E7X Yonus H. et al. Journal of Biologial Chemistry 2008123 
3IPL Patskovsky Y. et al. (unpublished, Protein Structure Initiative) 
3A9V Hu Y. et al. Plant Cell 2010124 
3IVR Patskovsky Y. et al. (unpublished, Protein Structure Initiative) 






Table 2.2 Structures of A-domains used in assessing EA domain boundaries 
 
Construct Experimental observations 
1009-1102 Expressed as TRX-fusion protein, not soluble when purified 
1009-1114 Expressed as TRX-fusion protein, not soluble when purified 
1009-1135 Expressed as TRX-fusion protein, not soluble when purified 
1102-1342 Expressed as TRX-fusion protein, not soluble when purified 
1114-1342 Expressed as TRX-fusion protein, not soluble when purified 






Chapter 3: Assignment of EA using partial deuteration, non-
uniform sampling, equilibrium protein refolding, covariance 
NMR, and ILV-labeling 
A modified portion of this text has been published in the Journal of the American 
Chemical Society. 
 
1.  Backbone Assignment using 70-DCN sample 
 
As mentioned in the introduction (Chapter 1, Section 4.vi), partially deuterated 
protein samples can be tremendously useful in the pursuit of NMR studies of larger 
biological macromolecules.  The choice of amount of protein deuteration (that is, the 
percentage of growth solvent that is 2H2O relative to 1H2O) is typically empirically 
determined.  Increasing the percentage of 2H2O lessens the amount of dipole-dipole 
mediated relaxation (since 2H has ~ 1/6 the gyromagnetic ratio of 1H).  On the other 
hand, increasing the ratio of 2H2O relative to 1H2O reduces the number of nOe cross-
peaks that are crucial for structure calculation.  For backbone resonance assignment 
of EA, we prepare EA by expressing EA as described in the Chapter 2, Section 5 with 
the following exceptions:  growth medium solvent was composed of 70% 2H2O and 
30% 1H2O (pHmeter = 7.0), and 15N and 13C were exogenously supplied with 15NH4Cl 
and 1H13C-glucose.   
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Because protein expression occurred in cells grown in 30% 1H2O, the 37 kDa EA 
domain contained enough protons to be subject to sensitivity losses due to effective 
relaxation processes; whereas, complete deuteration (perdeuteration) would show 
superior sensitivity (Chapter 3, Section 6).  To further combat relaxation, we 
employed the TROSY technique on the following triple resonance experiments: 
TROSY-HNCO, TROSY-HNCA, TROSY-HN(CO)CA, TROSY-HN(CA)CO, 
TROSY-HN(CA)CB, and NOESY-TROSY-HSQC. These sequences were modified 
(as described in Chapter 1, Section 4.vi) to refocus coherence evolution under both 
1H-13C and 2H-13C scalar couplings.  In all of our sequences, ST2-PT TROSY 
elements are used in concert with NàCA/CO concatenation (shortening the sequence 
by 5.5. ms)92.  Sensitivity of these experiments was still relatively poor, so we used 
NUS to bolster sensitivity (with exception of the NOESY-TROSY-HSQC).  By 
sampling 15% of indirect dimension points (while still keeping Nmax within 
conventional resolution parameters), we were able to increase the signal-to-noise of 
our experiments within a conventional amount of experimental time.  Data acquisition 
parameters are shown in Table 3.1.   Although we chose to employ NUS to facilitate 
averaging of more signals and rescue sensitivity rather than access ultra-high 
resolution, we nevertheless targeted resolutions beyond the limitations of the 15N 
constant time period.  To bypass this limitation, our TROSY sequences feature semi-
constant time in the 15N dimension126.  Similarly, our TROSY-H(CCCO)NH and 
TROSY-(H)C(CCO)NH feature semi-constant time periods in the 1Hindirect and 13C 
dimensions, respectively (Figure 3.1).  Data were reconstructed using istHMS as 
described in the Introduction (Chapter 1, Section 3.c) and representative 2D 
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projections of HNCO (most sensitive experiment), HN(CA)CB (least sensitive 
experiment), and HN(CA)CO (moderately sensitive experiment) are shown in Figure 
3.2 to demonstrate the impressive sensitivity and quality of 3D data collection. 
 
Once data collection and reconstruction was achieved, we moved directly to 
backbone assignment.  Assignment of NMR resonances relies on identifying (H,N) 
correlations that belong to sequential residues in the polypeptidic chain. Two distinct 
types of 3D spectra convey this information. In the first type, an additional dimension 
encodes carbon chemical shifts of both the same and the preceding residue (referred 
to as Intra-3D to emphasize the former correlation). The second type reports only 
carbon chemical shift of preceding residues (Seq-3D). The assignment procedure 
consists of identifying (H(i+1),N(i+1),C(i)) correlations for residue i in the Seq-3D 
that feature carbon shifts matching that of a correlation (H(i), N(i), C(i)) found in the 
Intra-3D. This process is performed using Cα (with HNCA for Intra-3D and 
HN(CO)CA for Seq-3D), CO (HN(CA)CO and HNCO), and when possible, Cβ 
(HN(CA)CB and HN(COCA)CB) chemical shifts. The practical implementation of 
the procedure comprises a series of steps. First, (H,N,C) correlations are identified by 
peak picking. Next, H/C (or N/C) strips are generated for each peak in each spectrum. 
The strip of a target residue is selected in Intra-3D and a software package sorts all 
strips of Seq-3D according to the difference in carbon frequencies as determined by 
peak picking (strip matching). In general, the procedure requires simultaneous 
analysis of different carbons (Cα, CO, and Cβ) to help identify true sequential residues 
and eliminate accidental degeneracies in carbon frequencies. Using NUS-collected 
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3D data, approximately 1/3 of backbone residues could be assigned using the 
techniques described as shown in Figure 3.3, where yellow represents assigned 
backbone residues, white represents unassigned backbone residues, and red represents 
prolines that lack HN.    
 
 2.  Covariance NMR spectroscopy 
Clearly, the assignment procedure relies on the accuracy of peak picking, which 
greatly deteriorates in the presence of frequency degeneracies. Thus, unpicked 
correlations will not be represented during strip matching. In addition, carbon 
frequencies of different spectra can be mispaired with (H,N) correlations that overlap; 
for example the Cα of residue i could be paired with the CO of residue j. In such a 
case, strip matching will either be unsuccessful or worse, erroneous. To overcome the 
limitations of pick peaking, we have designed spectral manipulations that, in essence, 
replace this convoluted assignment procedure with a simple inspection of four 3D 
correlation maps. Moreover, each map reports on the combined sequential 
information contained within all pairs of Intra-3D and Seq-3D spectra. The four 
correlation maps provide correlations of the form (H(i), N(i), H(i+1)), (H(i), N(i), 
N(i+1)) (H(i), N(i), H(i-1)), and (H(i), N(i), N(i-1)) and thus permit direct 
identification of sequential residues in (H,N) correlation maps. The method employs 
covariance127–130, albeit with spectra suitably modified to minimize artifacts. 
Covariance and related methods were suggested as tools to help protein assignment 
by creating novel correlations131–133, but artifacts have limited applications to small 
proteins where such artifacts can be identified. Another elegant solution was tailored 
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to sequential assignment134, but it required peak picking and is hence vulnerable to its 
associated limitations. Overall, covariance methods have not been widely adopted for 
resonance assignment. Here, sequential correlation maps with minimal artifacts are 
obtained by (i) taking a spectral derivative prior to covariance between pairs of Intra- 
and Seq-spectra and (ii) multiplying the resulting covariance correlation maps to 
combine the information provided separately by different carbon dimensions into a 
single spectrum.  
 
Covariance NMR can be used to provide a spectral representation of the sequential 
assignment procedure; however preliminary treatment of the original spectra is 
needed to minimize artifacts. To identify and overcome shortfalls of covariance NMR 
in the presence of near degenerate frequencies, we will first reformulate the 
sequential assignment procedure in a context that over-represents overlap: “Amongst 
all (H,Cα) correlations in HN(CO)CA, find the one that possesses a Cα frequency 
matching the observed Cα in HNCA for an (H,N) correlation”, and likewise for all 
pairs of spectra. The mathematical formulation of this procedure consists of 
calculating the covariance matrix between the H/C projection of HN(CO)CA, referred 
to as 2D-H(NCO)CA, and each H/C plane of HNCA (for all nitrogen indices). Using 
the formalism of Brüschweiler and co-workers129,135,136, the following 3D array can be 
constructed: 
𝐻𝑁𝐻!𝑐𝑎 𝑎, 𝑏, 𝑐 =
!
!!!
𝐻𝑁𝐶𝐴(𝑎, 𝑏,𝑑) ∙ 𝐻(𝑁𝐶𝑂)𝐶𝐴(𝑐,𝑑)!!!! ,   (1) 
The symbol “~” indicates that the means along the carbon dimensions have been 
subtracted from the spectra2. Indices a and c represent the HNCA and 2D-H(NCO)CA 
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1H dimensions, respectively; b is the index along the HNCA 15N dimension, and d is 
the common index along the 13C dimensions of both spectra (each with D points). The 
resultant 3D spectrum, HNHsca, correlates (H,N) correlations of HNCA with 
sequential Hs resonances of 2D-H(NCO)CA. HNHsca provides correlations (H(i), 
N(i) , H(i+1)) and is an array of covariance matrices HHs dispersed along a nitrogen 
dimension. Unfortunately, in practice, a multitude of false correlations appear in such 
a correlation map.  To identify the origin of these artifacts and to design a solution, 
we reformulate the mathematics of covariance NMR into two district steps: the 
element-wise product of two Cα vectors and subsequent summation over the elements 
of the resulting vector.  First we define a vector 
𝑣!,!(𝑑) = 𝑐𝑎! 𝑑 ⨀𝑐𝑎!!!(𝑑)      (2), 
where 𝑐𝑎! and  𝑐𝑎!!! are vectors representing 1D C
α traces at 1H frequencies defined 
by the index a in HNCA and c in 2D-H(NCO)CA. Here ⨀ denotes the element-wise 
product and the symbols “~” have been omitted for clarity. Each point (a,c) in the 
plane HHs is proportional to the sum of the elements of the vector 𝑣!,!: 
𝐻𝐻! 𝑎, 𝑐 =
!
!!!
𝑣!,! 𝑑!!!!       (3) 
By observing the individual Cα vectors and their associated element-wise products 𝑣 
prior to summation, we can discern the origin of artifacts in HHs that have plagued 
covariance NMR thus far. 
 
Figure 3.4 uses simulated data to demonstrate the source of artifacts in covariance 
NMR spectra.  Figure 3.4 panels a & b display the same vector 𝑐𝑎! at an index H(i) = 
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a in 1H of HNCA.  Figure 3.4 panel c displays a vector 𝑐𝑎!
∗
!!!∗
 that contains the true 




 containing a nearly degenerate Cα peak at index H(i+1) = cX.  The 
element-wise products of 𝑐𝑎!  with 𝑐𝑎!
∗
!!!∗
 (𝑣∗ ) and 𝑐𝑎!  with 𝑐𝑎!
!
!!!!
(𝑣! ) are 
shown in Figure 3.5 panels e and f, respectively.  Summing the vectors 𝑣∗and 𝑣! 
provides the amplitudes of HHs at indices (a,c*) and (a,cX) in Figure 3.4 panel m.  We 
can see a false correlation resulting from partial overlap in the Cα dimension.  This 
artifact can be reduced by taking the derivative along the Cα dimensions prior to 
covariance (Figure 3.4 panels g—j).  In this case, 𝑣 ! ∗ now contains only positive 
elements (Figure 3.4 panel k), while 𝑣(!)!  contains both positive and negative 
elements due to the mismatched inflection points in 𝑐𝑎!
! and 𝑐𝑎!
!!
!!! (Figure 3.4 
panel l).  Summing 𝑣 ! ∗ results in positive correlation at index (a,c*) in Figure 3.4 
panel n, whereas the sum of 𝑣(!)! gives zero amplitude at index (a,cX).  Here, the 
degree of Cα frequency degeneracy was chosen to completely suppress artifacts when 
using spectral derivatives.  Strong degeneracy would result in positive yet reduced 
artifacts, while weaker degeneracy would create negative artifacts that can safely be 
ignored.   
 
Figures 3.5 and 3.6 illustrate experimentally the effectiveness of artifact suppression 
in covariance matrices when using derivatives of original spectra.  Figure 3.5 shows  
𝑐𝑎 and 𝑐𝑎!!vectors as well as their element-wise products 𝑣, and Figure 3.6 panels a 
and b show traces from the covariance matrix HHs.  Although the vector 𝑐𝑎 shown in 
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Figure 3.5 panel a should only correlate with 𝑐𝑎!!∗  (Figure 3.5 panel b), it also 
correlates, among others, with 𝑐𝑎!!!  (Figure 3.5 panel c).  Both vectors 𝑣∗and 𝑣! 
(Figure 3.5 panels d and e) have only positive elements that, after summation, give 
rise to the signals labeled * and X in Figure 3.6.  Results are improved if the 
derivatives of the vectors 𝑐𝑎 and 𝑐𝑎!!are used for covariance analysis (Figure 3.5 f—
h).  After element-wise multiplication (Figure 3.5 panels i and j) and summation, the 
amplitude of the artifact is either reduced or becomes negative in the covariance 
matrix (Figure 3.6 panel b, signal labeled X).  Thus, true sequential correlations can 
be distinguished to a large extent from contributions of residues with carbons of 
nearly identical frequencies.   
 
A single COSCOM (covariance sequential correlation maps) conveys information 
obtained with four separate original spectra. The traditional sequential assignment 
procedure requires that Cα and CO strips, for example, be analyzed in parallel to 
delineate accidental frequency degeneracies from true sequential correlations. The 
COSCOM procedure applied to Cα in the previous paragraph can also be applied to 
HN(CA)CO and HNCO to produce HNHsco spectra (Figure 3.6 panels c and d). 
Because HNHsca and HNHsco both provide sequential correlations along a common 
proton dimension, placing the same spectral region side-by-side (or overlaying them) 
readily identifies common sequential correlations. Alternatively, the sequential 
information contained in each COSCOM spectrum can be combined via element-wise 
multiplication into a single spectrum, thus permitting further reduction in artifacts due 
to the destructive interference of erroneous correlations. Indeed, Figure 3.6 panels e 
79	
and f show that multiplication of HNHsca and HNHsco to produce HNHscaco 
removes a majority of the erroneous correlations that resulted from accidental (near) 
degeneracies in Cα and CO carbon frequencies. Without using spectral derivatives, 
only three sequential proton candidates remain in HNHscaco (Figure 3.6 panel e). 
However, when taking the derivative prior to covariance only a single correlation 
remains. The other two correlations are severely damped, reflecting that they 
originate from partial overlap in 13C signals, and the true sequential correlation is 
identified (Figure 3.6 panel f). In the end, rather than analyzing four carbon 
dimensions in four 3D spectra, the sequential correlation is unambiguously identified 
with the single 1H trace of HNHscaco shown in Figure 3.6 panel f. 
 
Optimal covariance sequential correlation maps are obtained when all dimensions of 
the original spectra are probed. So far, we have investigated the quality of covariance 
maps in a situation that exacerbates the effect of spectral crowding, namely by using a 
2D projection of the 3D-HN(CO)CA. However, in practice, two three-dimensional 
spectra are available, and the sequential assignment procedure can be reformulated as 
“find which (H,N) correlations in HN(CO)CA possess Cα frequencies matching those 
observed for (H,N) correlations in HNCA.” This sentence translates into: 
𝐻𝑁𝐻!𝑁!𝑐𝑎 𝑎, 𝑏, 𝑐, 𝑒 =
!
!!!
𝐻𝑁𝐶𝐴(𝑎, 𝑏,𝑑)𝐻𝑁(𝐶𝑂)𝐶𝐴(𝑐, 𝑒,𝑑)!!!! , (4) 
The resultant 4D spectrum is the HNHsNsca featuring correlations (H(i), N(i), H(i+1), 
N(i+1)). The index e spans the HN(CO)CA nitrogen dimension. However, the 
computational implementation of equation 4 is problematic since the 4D spectrum 
rapidly exceeds memory capacities. Thus, instead, the four different 3D projections of 
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the 4D spectrum are calculated on the fly, resulting in computational time and disk-
space savings.  Here, our MATLAB137 processing script (available upon request) 
produces four 3D COSCOMs: HNHscaco providing (H(i), N(i), H(i+1)), HNNscaco 
providing (H(i), N(i), N(i+1)), HsNsHcaco providing (H(i), N(i), H(i-1)), and 
HsNsNcaco providing (H(i), N(i), N(i-1)).  Later, others in our group updated the 
MATLAB processing script to make generation of 4D COSCOMs feasible138.    
 
The advantages of sequential covariance spectra over traditional methods are 
exemplified with the 37 kDa monomeric EA for which backbone assignment had been 
in progress for about 5 months.  Figure 3.7 showcases both the ease of use of 
COSCOMs and their ability to overcome the limitations of peak picking. Four 
COSCOMs were used to scan the unassigned HN-TROSY-HSQC of the protein. The 
backbone signals of L189-Q196 were simultaneously picked and assigned within only 
30 minutes (Figure 3.8). HNCA, HN(CA)CO and HN(CA)CB were used for residue 
type assignment. In contrast, only A194, G195, and Q196 had been assigned with 
strip matching. Several mistakes had impeded proper assignment of this segment of 
residues. First, the signals of A190 were erroneously assigned to A194 as all 13C 
sequential correlations in G195 (Cα, Cβ, and CO) had frequencies matching those of 
A190. Second, A194 had not been identified by strip-matching because its Cα had 
been mis-assigned. Finally, the signals of L189 had not been picked. When scanning 
G195 with HHsNscaco and HsNsNcaco (cyan strips, Figure 3.7 panel a top and left), 
A194 (labeled with a red “+” in Figure 3.7) and A190 (unlabeled) were both 
identified. A NOESY-HN-TROSY delineated between the signals of A190 and A194. 
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The chain of sequential residues was rapidly extended with COSCOMs down to 
A190, previously erroneously assigned to A194. Weak correlations in HHsNscaco and 
HsNsNcaco identified a new (H,N) correlation for the predecessor of A190, L189. 
Most likely, L189 had previously escaped peak picking because its (H,N) correlation 
overlaps partially with that of a very intense signal. In the end, the complete sequence 
of residues L189-Q196 was assigned with COSCOMs in a matter of minutes by 
simple scanning of an HN-TROSY, whereas strip matching only provided the correct 
assignment for two of these residues. 
 
 3.  Equilibrium refolding of deuterated protein 
 
Upon inspection of Figure 3.3, we noticed that two stretches of residues could not be 
assigned despite using TROSY, preparing partially deuterated samples, and 
employing NUS and istHMS reconstruction.  We wondered whether slow back 
exchange of amides from N-D (since samples were grown in 70% 2H2O) to N-H 
could be an explanation since all of the triple resonance experiments applied hitherto 
rely upon direct detection of HN signals.  To test this hypothesis, 15N protein was 
grown in H2O and HN-TROSY-HSQC spectra were acquired; then samples were 
lyophilized and resuspended in 2H2O.  HN-TROSY-HSQC spectra were acquired 
intermittently for up to three weeks (Figure 3.9).  At the end of three weeks, we 
observed that about 15 signals remain, indicating slow solvent back exchange.  Given 
this result, we wondered whether we could unfold our purified NMR sample, then 
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refold it (all using H2O with no 2H2O as solvent), in order to facilitate amide 
exchange.   
 
50 mL EA (~ 0.5 mg mL-1) was denatured using 20 mM sodium phosphate 0.2 M 
NaCl 10 mM DTT prepared in 8M deionized urea (BioRad Mixed Bed Resin), pH 6.8 
at 4˚C, and incubated for 1 hour on ice.  Following denaturation, protein folding was 
achieved by serial dialysis for at least 4 steps of dialysis against 4L of 20 mM sodium 
phosphate 0.2 M NaCl 10 mM DTT pH 6.8 for at least 2 hours (at 4˚C).  Finally, 
dialysate was concentrated to ~ 2.0 mL and injected on a Superdex 75 16/60 column 
(GE Healthcare) equilibrated in 20 mM Hepes 0.2 M NaCl 10 mM DTT pH 6.8.  
“Refolded” EA eluted at the same position as native- EA sample indicating refolding 
success.  In order to confirm that the unfolding-refolding transition occurred, 
fluorescence spectra of samples were acquired.  Using an excitation wavelength of 
280 nm, fluorescence emission spectra were compared of native EA, unfolded EA (in 
buffered urea), and refolded EA (from size exclusion chromatography) (Figure 3.10).  
The characteristic bathochromatic shift (red shift) of the tryptophan fluorescence 
emission reflects that the protein has completely unfolded in the presence of 8 M 
urea.  Encouragingly, there is no detectable change (by fluorescence emission 
spectroscopy) from native EA and refolded EA; therefore, we conclude that the protein 
has refolded to its native state.  Further confirmation that the protein came to its 
native state came form NMR spectroscopy.    HN-TROSY-HSQC spectra were taken 
of EA and refolded EA.  A 2D overlay is presented in Figure 3.11, which shows minor 
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CSPs in the refolded sample, that some new signals appear, and that others have a 
dramatic increase in sensitivity.     
 
4.  80% of backbone resonance assignment & impediments to further 
assignment 
 
70-DCN EA was prepared and subjected to equilibrium unfolding/refolding as before.  
The same suite of triple resonance experiments were collected, including (now this 
time) the TROSY-HN(COCA)CB, otherwise thought too insensitive (rescued by 
collection of 144 transients, with 5% sampling).  (See Table 3.2 for NMR data 
acquisition parameters.)  4D COSCOMs were generated using these data.  Using the 
strategies designed in this chapter, backbone assignment was brought to nearly 80% 
of completion.  Using the available Cα and Cβ chemical shift calculations, we ran a 
calculation with the TALOSN server118 (Bax group), which uses Cα and Cβ chemical 
shift information to calculate backbone dihedral angles.  The calculated dihedral 
values are in good agreement with the PSI-PRED predictions, which gives us 
confidence in our assignment.  (Figure 3.12)  The 13C-detected experiment, 
HACACO, was collected on refolded EA and allowed for the assignment of 201 Hα 
signals.   
 
While analyzing data from the second-round of data collection (that is, 70-DCN 
refolded EA), we realized that refolded EA undergoes some amount of degradation.  
Consequently, some peaks are “doubled” reflecting two chemical environments 
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(native and degraded).  (Figure 3.13)  This level of degradation evaded our standard 
protein characterization (size exclusion chromatography and SDS-PAGE analysis).  
Indeed, it was only upon comparison of triple resonance spectra between native EA 
and refolded EA that we realized that several of the new peaks that we had previously 
concluded were products of solvent back exchange were actually signals from 
degradation products generated during our refolding protocol. Attempts to prevent 
proteolysis by supplementing NMR samples with EDTA and Roche Complete 
Protease Inhibitor Tablets (Roche) resulted in sample instability.   At this point, a 
decision was made to focus on the experiment in Chapter 4.  
 
5.  Side-chain/Methyl Assignment 
 
As mentioned previously (Chapter 1, section 4.iii), it is becoming commonplace to 
assign the methyl resonances of large protein using samples that are U-13C15N2H and 
Me-ILV-1H13C41,139,140.  Typically, experiments that take advantage of COSY steps 
are used to transfer magnetization as follows:   
 
After INEPT transfer of polarization form HM to CM, a series of COSY steps, allows 
for transfer along the carbons of the side chains of methyl-bearing amino acids.  The 
use of COSY transfers was initially obvious to Tugarinov and Kay52,53 since (i) 
complete transfer of in-phase magnetization to anti-phase magnetization (or the 
opposite) is possible in 14 ms and (ii) transfers are directional such that the coherence 
transfer trajectory pushes magnetization unidirectionally from CM to C". Alternatives 
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to this strategy would include 13C-13C NOESY or 13C-13C TOCSY-type experiments.  
Unlike COSY transfers, TOCSY transfers are not unidirectional as magnetization is 
mixed (in an optimal scenario) evenly along the side chain.  Secondly, optimal 
TOCSY mixing requires long TOCSY loops (on the order of 30 ms), during which 
coherences are subjected to disastrous relaxation rates.   
 
Our previous use of COSY-type transfers on a 53 kDa Cy1 domain (the sample used 
exclusively in Chapter 4) exhibited good sensitivity, but spectra were plagued with 
multiple quantum artifacts that are an unavoidable byproduct of sequences featuring 
multiple homonuclear COSY steps.  Assignment of ILV resonances from these 
COSY-type experiments requires using {HM, CM} spin systems as anchors.  For Leu 
and Ile, {C&} is connected to the {HM, CM} anchor; for Ile, Leu, Val, {C" and C#} are 
connected to the {HM, CM} anchor.  Finally, C" and C# are matched to {HN, N} 
anchors, allowing for the {HM, CM} spin systems to be merged with the {HN, N} spin 
systems.  In an effort to avoid these indirect assignment methods (that require 
working through both {HM, CM} anchors and {HN, N} anchors) and to acquire spectra 
without multiple quantum artifacts, we decided to adapt the well-known 
H(CCCCO)NH and (H)C(CCCO)NH experiments for U-13C15N2H and Me-ILV-
1H13C samples and to use NUS to rescue sensitivity.  The magnetization trajectory for 
the TROSY-H(CCCCO)NH is shown first below, and TROSY-(H)C(CCCO)NH is 
shown second below (applied to methyl-bearing amino acids):   
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HMx(i) is transferred to 2HMy CMz (i) using INEPT transfers.  A refocused spin-echo, 
converts the coherence into CMx, and a series of long TOCSY pulse trains distributes 
magnetization along the carbon side chain.  After TOCSY, two refocused spin echoes 
are used to first convert Cαx into 2CαyCOz then to convert COy into 2NzCOx.  Finally, 
as in TROSY-HNCO, back transfer to 15N typically occurs in a constant time manner, 
and TROSY line selection can be used to select for the most slowly relaxing 
component of the 1H15N spin system.  Even when non-methyl aliphatic carbons are 
perdeuterated, these sequences do not generally deliver sufficient sensitivity for larger 
proteins.   
 
Since we were previously successful using NUS to rescue sensitivity of otherwise 
insensitive experiments (most encouragingly, the HN(COCA)CB, Section 4), we 
wondered whether we could apply NUS to allow for a high number of scans on the 
TROSY-H(CCCCO)NH and TROSY-(H)C(CCCO)NH.  In order to optimize these 
experiments for methyl groups, a few modifications were made to the standard pulse 
sequences.  First, we placed our 13C carrier frequently on-resonance with methyl 
signals (19 ppm or 2850 Hz at 14.1 T). Secondly and as with other experiments, we 
employed concatenation in the back-transfer pathway of the Cαà N, as described in 
Section 1), and encoded the nitrogen chemical shift in a semi-constant time (Section 
1) period.  Using NUS, we were able to collect 256 scans of the TROSY-
H(CCCO)NH and 224 scans of the TROSY-(H)C(CCO)NH by sampling only 10% of 
indirect dimension points for both experiments.  2D projections of the 3D data sets 
are shown in Figure 3.14.  Inspection of the 2D projections reveals sensitivity beyond 
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our expectations for both experiments.  We underscore that these data are among the 
few TROSY-H(CCCO)NH or TROSY-(H)C(CCO)NH data sets that, to our 
knowledge, have been collected on a monomeric protein of this size.  Using these two 
experiments, we were able to directly connect HM(i) and CM(i) to {HN(i+1), N(i+1)} 
spin systems.   Of the 78 methyl-bearing residues (9 Ile, 56 Leu, and 13 Val), 3 
cannot be assigned because they precede proline residues (not detectable signals in 
TROSY-H(CCCO)NH or TROSY-(H)C(CCO)NH), and another 11 cannot be 
assigned because their successors have not yet been assigned; there are currently 
methyl assignment for 31 (3 Ile, 9 Leu, and 19 Val) of the remaining 64 assignable 





Figure 3.1 Comparison of real time, constant time, and semi-constant time pulse 
sequence blocks.  JNCon is the coupling constant between 15N and 13Con, where 13Con 
is the on resonance nucleus (e.g. 13CO for HNCO), and JNCoff is the coupling constant 
between 15N and 13Coff  (e.g. 13C" for HNCO).  (a) In a real time encoding period, the 
density matrix operator evolves only under 15N chemical shift.  (b) In this constant 
time encoding period, the density matrix operator evolves under 15N chemical shift as 
a function of t1 and under JNC for 2*, where 2* = 1/2JNCon, allowing for in-phase to 
anti-phase magnetization transfer to occur.  Evolution is refocused under JNCoff.  (c) 
This semi-constant time encoding period is similar to the constant time encoding 
period, as it allows for the same evolutions of the density matrix operator; however, 
larger resolutions can be achieved. - = * / Nmax, where * = 1/4JNCon, and Nmax = total 





Figure 3.2 Representative spectra collected on 70-DCN EA.  Projections (H/N, top 
and H/C, bottom) of triple resonance spectra acquired on 15N13C-EA grown in 70% 
2H2O/30% 1H2O and recorded on a 600 MHz at 298 K in a 400 µL sample (prepared 
in a Shigemi tube).  Refer to table 3.1 for more information on NMR data collection.  
Left: projections of the HNCO, most sensitive of triple resonance experiments that 
generates correlations of the form (HNi, Ni, COi-1).  Center: projections of the 
HN(CA)CO, moderately sensitive triple resonance experiment that generates 
correlations of the form (HNi, Ni, COi) & (HNi, Ni,  COi-1).  Right: projections of the 
HN(CA)CB, the least sensitive of these triple resonance experiments that generates 





Figure 3.3 Backbone assignment progress.  Single letter amino acid code of the 
primary sequence of EA is shown.  Residues highlighted in yellow were assigned 
using only low resolution triple resonance data and strip-matching procedures to 
assign backbone resonances; approximately 30% of the backbone of EA was assigned.  
Prolines, which do not contain HN are depicted in red since they cannot be assigned 




Figure 3.4 Spectral derivatives suppress spurious correlations in covariance 
NMR spectra.  The * and X indicate the true and erroneous correlations, 
respectively; (a,b) 𝑐𝑎 at an index H(i) = a (see equations 2 and 3); (c) 𝑐𝑎!!∗ at an index 
H(i+1) = c*; (d) 𝑐𝑎!!! for an erroneous correlation at H(i+1) = c
X.  (e,f) Element-wise 
products of 𝑐𝑎 with 𝑐𝑎!!∗  (𝑣!).  (g—j) Derivatives (𝑐𝑎!) of 𝑐𝑎 vectors in a—d, 
respectively.  (k,l) Element-wise products of 𝑐𝑎! with 𝑐𝑎!!!∗  (𝑣(!)!).  𝑣 ! ∗ and 𝑣 ! ! 
denote the products of the derivatives and not the derivatives of the products.  (m) 
H(i+1) trace in HHs at index H(i) = a, without derivatives.  (n) Corresponding H(i+1) 





Figure 3.5 Differentiating between true (*) sequential and erroneous correlations 
due to partially overlapping signals (X). (a) 𝑐𝑎 (Cα 1D trace) from HNCA at 1H(i) = 
7.558 ppm and 15N(i) = 120.023 ppm; (b) 𝑐𝑎!!
∗ from 2D-H(NCO)CA at 1H(i+1) = 
7.608 ppm; (c)  𝑐𝑎!!
! from 2D-H(NCO)CA at 1H(i+1) = 8.602 ppm. (d) Element-
wise product of  𝑐𝑎 with 𝑐𝑎!!
∗ (𝑣∗).  (e) element-wise product of the traces in a and 
c. f-h) derivatives of 𝑐𝑎 vectors in a-c, respectively. i-j) element-wise products of 𝑐𝑎  
with 𝑐𝑎!!
!   (𝑣!).  (f—h) Derivatives of 𝑐𝑎!  vectors in a—c, respectively.  (i,j) 
Element-wise products of 𝑐𝑎!  with 𝑐𝑎!!!
∗  ( 𝑣(!)∗ ) and 𝑐𝑎!  with 𝑐𝑎!!!
! ( 𝑣(!)! ), 
respectively.  The normalized sum of the elements 𝑣∗, 𝑣(!)∗, 𝑣!, and 𝑣(!)! lead to 





Figure 3.6 Identification of unique proton sequential correlations when using 
spectral derivatives and when multiplying COSCOMs (covariance sequential 
correlation maps).  (a,b) HNHsca, (c,d) HNHsco, and (e,f) HNHscaco obtained by 
multiplying a and c and b and d, respectively.  (a,c,e) Correlations obtained without 
derivatives in the carbon dimensions.  (b,d,f) Correlations obtained with derivatives.  
Covariance was performed with the MATLAB137 covariance NMR toolbox130.  The 
amplitudes of signals labeled * are 𝑣∗ and 𝑣(!)∗ in a and b, respectively, while 
those labeled X are 𝑣! and 𝑣(!)∗!, with the vectors 𝑣as defined in Figure 3.4.  
The * denotes the true correlation.  
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Figure 3.7 Scanning HN-TROSY-HSQC of COSCOMs (covariance sequential 
correlation maps) overcomes shortfalls of strip matching.  (a) HN-TROSY-HSQC 
of EA with strips of HNHpre (left) and HNNpre (top) at the (H,N) coordinates of G195 
(cyan), as well s strips of HNHsuc (bottom) and HNNsuc (right) at the coordinates of 
A194 (green).  (b) Strip matching for the predecessor of G195.  A194 was initially 
missing; its Cα was erroneously picked at the position indicated by the arrow.  
Correlations to A190 and A234 (very weak) are seen in HNHpre and HNNpre 





Figure 3.8 Comparison of the assignment performed with strip matching and 
COSCOMs (covariance sequential correlation maps).  (a) HN-TROSY-HSQC of 
70%-2H-U-15N-13C 37 kDa EA. Signals of residues that have been assigned by 
COSCOMs during this comparison are labeled in red. (b) HN(CO)CA (black) and 
HNCA (grey) strips for the segment L189-Q196. (c) HNCO (black) and HN(CA)CO 
(grey).  Among these residues, only G195 and A196 were assigned correctly with 
strip-matching.  (d,e,f,g) strips of 3D projections of HNHsNs.  The horizontal axis in 
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each strip is along the non-sequential proton dimension.  (d) HNNs provides N(i+1), 
(e) HsNsN provides N(i-1), (f) HNHs provides H(i+1), and (g) HsNsH provides H(i-1).  
The names of the spectra as provided by our script are HNNsuc, HNNpre, HNHsuc, and 
HNHpre for d, e, f, and g, respectively.  Red arrows highlight sequential correlations 




Figure 3.9 Hydrogen-deuterium exchange data as a function of time.  600 ,L 
samples of 1H15N-EA (900 ,M) were purified in 20 mM Hepes, 0.2 M NaCl, 10 mM 
DTT, pH 6.8, lyophilized and resuspended in 2H2O.  Data were collected at 600 MHz 
at 298 K.  512 and 128 complex points were collected in the 1H and 15N dimensions, 
respectively.  Eight transients were collected for each spectrum, with a one second 
recycling delay.  On the left, samples before and after lyophilization are shown in 
blue and red, respectively.  HN-TROSY-HSQC spectra were taken for up to 21 days 
after resuspension and are shown on the right.  We observed that even after ~ 14 days 
(total acquisition time of data used hitherto for backbone assignment) approximately 







Figure 3.10 Demonstration of equilibrium refolding of EA by tryptophan 
fluorescence emission spectroscopy.  Native fluorescence emission spectrum of 
tryptophan (excitation at 280 nm) of native EA (blue), unfolded EA in 8 M urea 
(brown), and refolded EA (green) was monitored from 300 nm – 500 nm.  Native EA 
is completely unfolded by 8 M urea as judged by the large (~ 20 nm) bathochromatic 
shift, indicating fluorescent tryptophans are fully exposed to polar solvent (water).  
The native EA and refolded EA spectra overlay nearly perfectly reflecting that the 
protein has globally refolded to its native state.  The peak at 310 nm is the 
characteristic Raman scattering signal in water (for excitation at 280 nm).   
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Figure 3.11 Overlay of HN-TROSY-HSQC of native EA and refolded EA.   HN-
TROSY-HSQC spectra were recorded on 600 ,M 70-DCN native EA and then on 
refolded 600 ,M refolded EA.  Since sample concentrations were equal, spectra are 
shown at the same contour levels.  Samples were purified in 20 mM Hepes, 0.2 M 
NaCl, 10 mM DTT, pH 6.8, 5% 2H2O (for lock).  512 and 128 complex points were 
acquired in the 1H and 15N dimensions, respectively on a 600 MHz spectrometer at 
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298 K.  For each spectrum, 8 transients were recorded with a 1 second recycling 
delay.    Inspection on HN-TROSY-HSQC revealed that few peaks had shifted and 
that refolded EA showed more peaks than native EA, originally leading us to conclude 





Figure 3.12 Current backbone assignment (~80%) of EA.  Comparable to Figure 
3.2, single letter amino acid code of the primary sequence of EA is shown.  Residues 
highlighted in yellow were assigned using strip matching and COSCOMs 
(covariance sequential correlation maps); approximately 80% of the backbone of 
EA has been assigned.  Prolines, which do not contain HN are depicted in red since 
they are able to be assigned with the available data.   Secondary structure predictions 
from the PSIPRED server114 (top line of each set) are in good agreement with the 
TALOSN server142, which uses experimentally derived chemical shift data (primarily 
of C" and C# chemical shifts) to predict dihedral angles and ergo secondary structure.  
(For residues without chemical shift assignments, TALOSN has a routine for 
secondary structure estimation from primary sequence; these predictions are shown 





Figure 3.13 Evidence of degradation of EA.   Overlays of HN-TROSY-HSQC are 
shown of two unassigned spin systems, numbered 344 (purple) and 477 (green).   
The inlets show spectra recorded immediately after sample preparation (red) and two 
weeks after sample preparation (blue); this clear peak doubling likely is a result of 
proteolysis that did not manifest by another laboratory technique (specifically neither 
by SDS-PAGE nor by size exclusion chromatography).  EA was prepared in 20 mM 
Hepes, 0.2 M NaCl, 10 mM DTT pH 6.8, 5% 2H2O (for lock).  Data were collected 
on a 600 MHz spectrometer at 298 K.  Four transients were recorded with a 1 second 
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recycling delay.  512 and 128 complex points were recorded in the 1H and 15N 
dimensions, respectively.   
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Figure 3.14 2D projections of 3D (H)C(CCO)NH and H(CCCO)NH experiments 
recorded on U-13C15N2H Me-ILV-1H13C.  Samples were prepared in 20 mM Hepes, 
0.2 M NaCl, 10 mM DTT, pH 6.8, 5% 2H2O.  Spectra were collected on a 600 MHz 
spectrometer at 298 K.  For H(CCCO)NH, 256 transients were collected (using a 1.5 
second recycling delay) and 512, 45, and 45 complex points were recorded in the 
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direct 1H, 15N, and indirect 1H dimensions, respectively.  For (H)C(CCO)NH, 224 
transients were collected (using a 1.5 second recycling delay) and 512, 45, and 45 
complex points were recorded in the direct 1H, 15N, and 13C dimensions, respectively.  
A 30 ms mixing time was implemented in both H(CCCO)NH and (H)C(CCO)NH.  
Projected dimensions are indicated in purple in the figure labels.  (a) H/C projection 
of (H)C(CCO)NH (b) H/N projection of (H)C(CCO)NH (c) H/H projection of 
H(CCCO)NH (d) H/N projection of H(CCCO)NH.    
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Figure 3.15 Current backbone & methyl resonance assignment of EA.  
Comparable to Figure 3.2, single letter amino acid code of the primary sequence of 
EA is shown.  Residues highlighted in yellow on the “HN” line reflect assignment of 
amide (1HN, 15N) resonances (and nearly complete assignment of 13C", 13C#, and 
13CO).  Residues highlighted in yellow on the “Met” line were assigned from 
TROSY-H(CCCO)NH and TROSY-(H)C(CCO)NH. Prolines, which do not contain 





Table 3.1 70-DCN EA NMR acquisition parameters for backbone resonance 
assignment. 












HNCO 32 (15%) 45 (15N) 50 (13CO) 512 (1HN) 
HN(CA)CO 128 (15%) 45 (15N) 50 (13CO) 512 (1HN) 
HNCA 48 (15%) 45 (15N) 60 (13Cα) 512 (1HN) 
HN(CO)CA 144 (15%) 45 (15N) 60 (13Cα) 512 (1HN) 





Table 3.2 70-DCN Refolded EA NMR acquisition parameters for backbone 
resonance assignment 












HNCO 64 (5%) 45 (15N) 50 (13CO) 512 (1HN) 
HN(CA)CO 192 (5%) 45 (15N) 50 (13CO) 512 (1HN) 
HNCA 76 (5%) 45 (15N) 60 (13Cα) 512 (1HN) 
HN(CO)CA 144 (5%) 45 (15N) 60 (13Cα) 512 (1HN) 
HN(CA)CB 96 (5%) 45 (15N) 75 (13Cβ) 512 (1HN) 




Chapter 4: A 3D Time-Shared HN-TROSY/HC-CT-HMQC-
NOESY for acquisition of NMR distance restraints in 
uniformly 13C enriched proteins 
A portion of the following text will be submitted for publication.   
1.  Introduction  
Nuclear Magnetic Resonance is a powerful technique for obtaining structures of 
proteins and nucleic acids in near physiological conditions and in the presence of 
dynamics and transient interactions. Due to efficient transverse relaxation (mediated 
by dipole-dipole interactions and chemical shift anisotropy), NMR spectroscopy 
suffers from signal losses as molecular weight (and also magnetic field) increases.  To 
a large extent, these sensitivity losses are overcome upon implementation of the 
TROSY method (transverse relaxation optimized spectroscopy)17 and upon 
replacement of aliphatic and aromatic protons with deuterons139.  As protein 
deuteration renders the relaxation properties of biomolecules more favorable, it 
comes at the cost of decreasing the number of 1H-1H nOes available for structure 
calculations. Consequently, clever strategies have been developed in which proteins 
are expressed in a highly deuterated background yet methyl groups (generally of Ile, 
Leu, and Val) are selectively protonated using special precursors41,62,139,143.  Protein 
structure determination using such a “methyl reincorporation” strategy traditionally 
necessitates two costly samples: In the first, all amino acids are uniformly labeled 
with 13C and 15N and exclusively protonated at methyl groups, which allows for 
assignment of 1Hmethyl and 13Cmethyl signals; in a second sample, all amino acids are 
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uniformly labeled with 12C and 15N, and only methyl groups are labeled with 13C and 
1H, which allows for collection of nOe distance constraints for structure 
determination (Hm à Hm, Hmà HN, HNà HN, and HN à Hm).  (Figure 4.1) 
 
Recently, Krejcirikov & Tugarinov demonstrated that backbone and methyl 
resonances can be assigned with a single, uniformly 13C enriched sample144, and 
under favorable conditions, the same sample may be employed for collecting distance 
constraints.  We recently presented a so-called time-shared experiment75, which 
allowed for simultaneous acquisition of HN-TROSY-NOESY and HC-HSQC-
NOESY spectra with minimal sensitivity losses and allowed us to reinvest time to 
optimize resolution.  Critically, NOESY cross-peaks are featured in the detected 
dimension and benefit from maximal resolution. Such an experiment combined with 
the strategy presented by Krejcirikov & Tugarinov would allow for a complete 
structural study using a single sample and a minimal number of experiments. Success 
of the time-shared experiment, however, ultimately hinges upon generation of a U-
2H15N12C sample that is labeled with 1H and 13C at methyl groups of ILV (Me-ILV-
1H13C, so two expensive samples are needed, regardless of sample stability and 
solubility. Here, we present a time-shared (TS) HN-TROSY/HC-CT-HMQC-NOESY 
experiment that can be used with uniform 13C labeling, in which methyl multiple-
quantum coherences are encoded with 13C chemical shifts in a constant-time manner 
while 15N single-quantum coherences evolve in a real-time fashion and with TROSY 
advantages. The impact of time-shared constraints on sensitivity is minimized, 
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notably through a borrowed evolution period for amide groups and synchronized 
phase handling.   
2.  Pulse Sequence 
 
We adapted our TS-(HN-TROSY/HC-HSQC)-NOESY experiment into a TS-(HN-
TROSY/HC-CT-HMQC)-NOESY experiment featuring constant-time encoding of 
carbon frequencies. Since the constant-time period is set to 28 ms (proportional to 
1/JCC), it refocuses splitting under JCC.  The nOe distance constraints Hm ! Hm, Hm! 
HN, HN! HN, and HN ! Hm can therefore be collected on a sample that is U-
2H15N13C Me-ILV-1H13C, alleviating the requirement of generating a U-2H15N12C 
Me-ILV-1H13C sample.  We modeled our CT-HMQC building block after the 
Griesinger145 CT-HMQC experiment (see Figure 4.2).  In the CT-HMQC experiment, 
the magnetization transfer occurs as follows:  
Longitudinal magnetization on HM, &(a), is converted to proton single quantum 
coherence anti-phase with respect to CM, &(b) = -2HMxCMz (b), and after a 90˚ 13C 
pulse, into multiple quantum coherence, &(b) = 2HMxCMy.  Evolution of the density 
operator under the chemical shift of proton is twice refocused with 180˚ 1H pulses, 
whereas evolution under 13C chemical shifts provides &(d) = -2HMxCMy cos($ct1).  
Using two 180˚ pulses on 1H as opposed to one single 180˚ pulse midway through the 
constant time period ensures that 2HMxCMy cannot evolve under JHC with protons not 
113	
involved in this coherence.  Following a 90˚ 13C pulse, a single quantum coherence is 
generated,σ(e) =  -2HMxCMz, which can evolve under JHC to end with σ(f) = HMy.   
 
As Ollerenshaw, Tugarinov, and Kay noted, HMQC-like experiments that impose 
only inversion pulses to methyl groups prevent mixing of slowly and quickly relaxing 
components of 13C1H3 spin systems, a necessary condition for the so-called “methyl 
TROSY” effect146.  In contrast, 90˚ proton pulses and purge gradients used in single 
quantum coherence experiments result in a density matrix operator reporting on a 
larger fraction of quickly relaxing components.  That is, in this pulse sequence, 
methyl protons should be subject to an inversion at point b.  In contrast, to benefit 
from a TRSOY effect, amide protons must be longitudinal during nitrogen frequency 
encoding.  Ergo, in an effort to create minimal spin manipulation on the HC pathway, 
so as to take advantage of the slowly relaxing component of the methyl spin system 
and successfully store amide magnetization longitudinally, methyl and amide 
coherence pathways were kept orthogonal to one another after the initial  
 period (Figure 4.3, time points a & b).  Thus, concatenation of a hard 90˚ 1H pulse 
with a shaped 90˚ 1Hmethyl pulse between points b and c, simultaneously created amide 
longitudinal two-spin order while methyl coherences are only subject to an inversion.  
Omission of the 90˚ 1Hmethyl shaped pulse between points b and c (density matrix 
operators were of the form 2HNzNz and 2HMzCMz) and use of a high-powered gradient 
pulse to destroy any unwanted coherences, resulted in signal losses of 11%, in line 
with the observations of Ollerenshaw et al.146 Similarly, the proton shaped pulse 
between points dC and eC and the proton hard pulse between points eN and f cumulate 
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to an inversion for methyl groups while amides are only subject to an excitation. 
However, here methyl groups are briefly stored as longitudinal two-spin order (see 
below) so that our experiment does not provide a full methyl-TROSY effect, but it 
nevertheless minimizes losses. Frequency encoding of heteronuclei requires real-time 
evolution for 15N and constant-time evolution for 13C.  Because the labeling scheme 
requires refocusing evolution under JNCO and JNCα, the easiest solution is to encode 
these nuclei sequentially, as shown in Figure 4.3 panel A.  However, methyl groups 
are subject to unnecessary longitudinal relaxation during t1, as 15N is encoded 
between points dN and eN.  In addition, amide groups suffer from longitudinal 
relaxation losses during 2τC with such a sequential chemical shift encoding.  
Alternatively, 15N real-time evolution could be constrained within the constant-time 
period (not shown).  Unfortunately, the spectral widths of 13C methyl (25 ppm) and 
15N amide groups (35 ppm) impose that dwell times are mismatched by a factor of 
~1.8, which would unacceptably limit the resolution in the 13C dimension. Finally, the 
scheme of Figure 4.3 panel B (shown here for t1max) could be employed.  Here, 
methyl groups only relax during a period of (t1maxN -2τC) and amide relaxation is 
lessened as 15N frequency is encoded (just as in the previous section).  Unfortunately, 
to prevent first order correction, 15N single quantum coherences would suffer from 
unnecessary transverse relaxation during 4.55 ms (in contrast to 1.55 ms in other 
schemes).  To palliate these seemingly unavoidable drawbacks, we designed a 
borrowed evolution: The experiment begins as in Figure 4.3 panel A until an 
evolution time n*Δt1  > τQ5 + τRS, when the sequence shown in Figure 4.3 panel B can 
be employed (see figure caption).  This strategy combines the optimal features of 
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each scheme (i) minimal losses due to 15N transverse relaxation at t1~0 and (ii) 
combatting longitudinal relaxation as encoding evolves toward t1max.   
 
Sensitivity enhanced TROSY encoding of amide groups and quadrature detection for 
both amide and methyl pathways are accomplished simultaneously as described for 
the TS-(HN-TROSY/HC-HSQC)-NOESY experiment75 but requires synchronized 
phase handling in the preparation period.  Briefly, four transients are recorded (A1x-
A4x) with ϕ4 = -y and ϕ5 = x, and again with ϕ4 = x and ϕ5 = y (A1y-A4y).  Post-
acquisition processing provides the real and imaginary components in both t1 and t2 
evolution periods together with line-selection.  Similarly, 15N and 13C pathways are 
delineated with phase alteration of ω2 and processing.  Tables 4.1 and 4.2 describe 
density matrix operators for the HNN and HMCM coherence pathways, points eN/eC 
through k.  Table 4.3 shows the transients recorded.  This so-called nested acquisition 
is a priori incompatible with the experiment described so far.  Indeed, the phase of ϕ1 
alternates between y (for A1 and A3) and x (for A2 and A4), so that the 
corresponding pulse does not always lead to an inversion when combined with the 
preceding methyl selective pulse. This impediment leads to 7-14% losses for methyl 
signals. This drawback can be overcome by adjusting the phases ϕ6, ϕ7, and ϕ8 as 
described in Figure 4.3 and in Tables 4.1 & 4.2, which simultaneously ensures that 
methyl are subject to (pseudo) inversions while amide groups benefit from TROSY 
(including addition of 15N magnetization).   
 




We compare our time-shared pulse sequence to the two experiments that it subsumes 
(HN-TROSY-NOESY and HC-CT-HMQC-NOESY) and also with its predecessor 
experiment (TS-(HN-TROSY/HC-HSQC)-NOESY).  All data were collected on the 
yersiniabactin synthetase103–105 U-13C15N2H, Me-ILV-1H 52 kDa Cy1 domain75,138,147 
(445 residues).  Figure 4.8 showcases the well-known advantage of constant-time 
evolutions for uniformly labeled samples and demonstrates integration of the time-
shared principle.  Here, H/C planes of time-shared experiments are compared for real-
time evolution (Mishra et al.75, purple) and constant-time evolution (pulse sequence 
in Figure 1 panels A & B, blue).  Clearly, real-time evolution leads to signal-splitting 
and/or line-broadening that deteriorate the resolution of the spectrum and exacerbate 
signal overlap.  The resolution is rescued when constant-time evolution is employed, 
yet sensitivity is compromised (as anticipated for constant-time experiments). 
 
Comparison between non time-shared HN-TROSY-NOESY and the corresponding 
time-shared experiment reveals a reduction in about 12% in signal-to-noise (Figure 
4.6).  The decrease in sensitivity originates from longitudinal relaxation of amide 
groups during 2τC; when the constant-time is removed from the experiment in Figure 
4.1 panel A, which can now be recorded up to t1max, we observed no appreciable 
losses, in agreement with our previous observations75. Similarly, when the constant-
time period is included and experiment in Figure 4.1 panel A is collected up to t1max 
(sequential evolution, see above), we observe 5-15% losses in sensitivity.  When we 
overlay our Hnoe/Cmethyl and Hnoe/Hindirect planes with those of an HC-CT-HMQC-
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NOESY, derived from the experiment of Griesinger et al.145 we notice ~ 35% loss in 
signal intensity (Figure 4.7).  The time-shared INEPT poses a penalty of 21%, as 
previously observed.  The remaining losses are due to the 90˚ (10%) and 180˚ (7%) 
proton shaped-pulses, and the 90˚ 13C shaped pulse (12%).  Secondly, by virtue of the 
time-shared principle, transfers times for HN à N coherence and HM à 2HMCM 
coherence cannot be optimized for both groups, simultaneously.  We have optimized 
our time-shared INEPT transfers for HN à N transfer; thus results are biased for 
optimal sensitivity of HN source peak nOes.  Finally, in the time-shared experiment, 
the methyl interferogram is subject to a relaxation of 𝑒 !!!!!!!!  which is absent in the 
reference experiment.  
 
Structural studies of larger proteins by NMR spectroscopy rely heavily on selective 
protonation of ILV methyls in a perdeuterated background.  Since these strategies 
absolutely require generation of a U-13C15N2H Me-ILV-1H for methyl resonance 
assignment, for stable and soluble samples where sensitivity is not an issue, this TS-
(HN-TROSY/HC-CT-HMQC)-NOESY experiment may provide distance constraints 
necessary for structure determination without the need of generating a costly U-
12C15N2H, Me-ILV-1H13C sample. Because such samples have been shown to be 
amenable for backbone resonance assignment, a single sample may be used for a 
complete study.  In general, we encourage probing the sensitivity of this TS-(HN-
TROSY/HC-CT-HMQC)-NOESY experiment following typical methyl assignment 
pulse sequences  
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4.  Materials and methods 
 
a)  Expression & purification of U-2H13C15N-MeILV-1H13C Cy1 
Experimental data were recorded on a 52 kDa cyclization domain (Cy1) of the 
HMPW2 subunit of yersiniabactin synthetase103. Expression and purification of this 
domain, and preparation of NMR samples were achieved as previously described75 
with the following exceptions.   A subculture of BL21(DE3) E. coli cells harboring 
the pET30a/Cy1 overexpression plasmid were grown overnight in LB supplemented 
with Kanamycin (50 µg L-1) prepared in H2O.  After ~ 16 hours of overnight 
expression, 1 mL of overnight culture was used to inoculate 1 L of minimal medium 
prepared in 99.9% 2H2O solvent:  6 g Na2HPO4, 3 g KH2PO4, 0.5 g NaCl, 2 mM 
MgCl2, 0.1 mM CaCl2, 2 g 2H-glucose, 1g 15NH4Cl, 10 mL vitamin solution 
(prepared in 99.9% 2H2O: 0.5 g L-1 thiamine, 0.1 g L-1 D-biotin, 0.1 g L-1  choline 
chloride, 0.1 g L-1 folic acid, 0.1 g L-1  niacinamide, 0.1 g L-1  D-panthothenic acid, 0.1 
g L-1 pyridoxal and 0.01 g L-1  riboflavin, 2 mL trace element solution148 (prepared in 
99.9% 2H2O), and 50 µg L-1 of kanamycin).  Upon O.D.600 ~ 0.6, cells were chilled to 
about 16˚C (ice bath) and shaker temperature was lowered to 16˚C.  Metabolic 
precursors (dissolved in 5 mL 2H2O) were added: 62.5 mg 1H-Me-13C4-α-
ketobuytyrate-3,3,-2H (CDLM-4611) and 125 mg 1H-Me-13C5-α-ketoisovalerate-1-2H 
(CDLM-4418), and protein expression was induced with 0.5 mM IPTG for an 
additional 12 hours, until O.D.600 reached ~ 1.4.  Protein purification and sample 
preparation was handled as described previously.   
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b)  Acquisition and Processing 
All NMR experiments were recorded at 298 K on a Bruker 600 MHz AVANCE III 
spectrometer equipped with a QCI cryoprobeTM.  The TS-HN-TROSY/HC-CT-
HMQC-NOESY was recorded with 512 (1H detected, nOe) x 50 (1H indirect) x 84 
(15N/13C indirect) complex points.  The spectral widths in the 1H detected (nOe) and 
in the indirect 15N/13C dimensions were 16 ppm and 35/24 ppm, respectively.  The 
13C and 15N carriers were set to 16.3 ppm and 119 ppm, respectively. The indirect 1H 
dimension spectral width was 6.5 ppm. 16 repetitions of the experiment were stored 
individually and each accumulating 4 scans.  A recycle delay of 1 s was used, which 
resulted in a total experimental time of 4 days and 2 hours.   
 
The data are initially processed with a python script (available on request) that 
handles the necessary signal algebra to separate the interleaved 15N and 13C pathways 
according to Table 4.3 and arranges data such that NMRPipe149 scripts can be used 
for processing.  The detected dimensions of data sets were processed with cosine-
squared bell apodization functions and zero filled to 1,024 points, before Fourier 
Transform.  Linear prediction was used in all indirect dimensions to double the 
number of points, then indirect dimensions were zero-filled to 512 points and 256 
points in the 15N/13C and 1H dimensions, respectively, before Fourier Transform was 






Figure 4.1 Two samples are required for 1H Methyl ILV labeling for resonance 
assignment.  (A) U-13C15N2H, Me-ILV-1H for methyl assignment, and (B) U-





Figure 4.2 Pulse sequence of CT-HMQC and density matrix operators at various 
time points, a through e.  This pulse sequence was reproduced from Marino and 
Griesinger145, and it is the standard Bruker “CT-HMQC” sequence used for H/C 





Figure 4.3 TS-(HN-TROSY/HC-CT-HMQC)-NOESY experiment.  (A) Pulse 
sequence at t1 ~ 0 (B) Pulse sequence at t1 ~ 28 ms (= t1max).  The pulse sequence 
shown in A is used until n*(t1  > *Q5 + *RS (defined below), at which point, B is used 
so that the Rsnob pulse is accommodated by the constant time period, who now also 
includes a Bloch-Siegert compensation pulse.  Density matrix operators are described 
for time points a through k are described in Tables 4.1 & 4.2; since the relative 
positions of some pulses change between A and B, time points e and f have subscripts 
in order to report independently on the HN or HC coherence pathways (Tables 4.1 & 
4.2).  Narrow and wide bars represent 90˚ and 180˚ pulses, respectively.  All pulses 
are applied along the x-axis, unless otherwise specified; phases are detailed in 
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accordance with the spin-dynamic nutation axes detailed in Roehrl et al.150 The empty 
ellipsoid represents a water selective 90˚ rectangular pulse (1 ms).  The shaped pulses 
labeled inside the shape with a single asterisk (*) are Eburp2 1H 90˚ methyl selective 
pulses (τEB = 1.9 ms), and the shaped pulses labeled inside the shape with a double 
asterisk (**) are Reburp 1H 180˚ methyl selective pulses (τRB = 2.5 ms).  The pulses 
labeled with a double dagger (‡) are Q5 13C methyl selective 90˚ pulses (τQ5 = 1.5 
ms), and the pulses labeled with § are amplitude-modulated Rsnob pulses (τRS = 775 
µs) that cover both Cα and CO frequencies.   The block labeled as 3-9-19 is a 
WATERGATE water suppression scheme151.  The delays are Δ = (1/4JNH), Δ’ = 
(1/4JCH), and tm (mixing time) = 150 ms. The delays δ1 (= length of 180˚ 13C 
rectangular pulse) and δ2 (= τRS) are used to prevent first-order phase corrections in 






 and are decremented by ∆!!
!
!
 where ∆𝑡!! =
!
!"!






 and are incremented by ∆!!
!
!
.  Nitrogen frequencies are 
encoded with 𝑡!! and the increment ∆𝑡!! =
!
!"!
.  The pulse sequence shown in B is 
used when t1  = n*Δt1  > τQ5 + τRS; here, t1 is incremented such that encoding 
principally takes place during 2τc while releasing constraints on the size of SWN and 
the resolution of 13C.  In both A and B, the Rsnob pulse (§) is applied halfway 
through t1 to refocus evolution under JNCO and JNCα.  Carbon frequency encoding in B 
follows what is described for A.  Practically, encoding of 15N in B is achieved with 










.  Most of the encoding of 15N, occurs during the 13C constant-time 
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period (2τc), such that at 𝑡!!"#! , 𝑡!!!! = 𝑡!!"#! − 2𝜏! .  At The filled ellipsoids on the 
line labeled GZ are 1 ms smoothed-square shaped-pulse gradients: g1 = -36 G/cm, g2 = 
7.5 G/cm, g4 = 2.5 G/cm, g5 = -40 G/cm, g6 = 4 G/cm; each gradient pulse is followed 
by a 200 µs recovery delay.  13C and 15N decoupling during acquisition are both 
achieved using WALTZ-16 sequences152, with field strengths of 0.71 kHz.  
Simultaneous 13C and 15N decoupling necessitates the use of lower field strengths and 
synchronous pulsing to prevent artifacts153.  Quadrature detection in both indirect 
dimensions (t1 and t2) is achieved by post-acquisition combinations of transients that 
are recorded and stored separately, which have the following phase settings:  A1: ϕ1 = 
y, ϕ2 = x, ϕ3= -x, ϕ6= x, ϕ7= -y, ϕ8 = y, ψ1 = y -y, ψ2 = -y, ψ3 = x, ω1 = -x x, ω2 = x, ω3 = 
x x –x -x; A2: ϕ1 = x, ϕ2 = y, ϕ3= -y, ϕ6= y, ϕ7= x, ϕ8 = x, ψ1 = y -y, ψ2 = -x, ψ3 = y, ω1 = 
-y y, ω2 = x, ω3 = x x -x -x ; A3: ϕ1 = y, ϕ2 = x, ϕ3= x, ϕ6= x,  ϕ7= -y,  ϕ8 = y, ψ1 = y -y, 
ψ2 = -y, ψ3 = x, ω1 = -x x, ω2 = x,  ω3 = x x -x -x ; A4: ϕ1 = x, ϕ2 = y, ϕ3= y, ϕ6= y, ϕ7= x,  
ϕ8 = x, ψ1 = y -y, ψ2 = -x, ψ3 = y, ω1 = -y y, ω2 = x, ω3 = x x -x -x. ϕrec = x, -x for all 
transients.  A1-A4 are recorded with ϕ4 = -y and ϕ5 = x (A1x-A4x) or ϕ4 = x and ϕ5 = y 
(A1y-A4y), where the subscript denotes the phase of ϕ5.  To delineate 15N and 13C 
edited spectra, these 8 transients were recorded a second time with the phase ω2 
inverted.  TPPI154 is implemented during t1 evolution using the phases ψ1, ω1, and 
ϕrec. All experiments were conducted at 298K on a 600 MHz Bruker Avance III 
spectrometer equipped with a CP-QCI 1H/31P/13C/15N-2H cyroprobe with a single axis 
gradient coil.  The Bruker pulse program can be obtained by contacting the 
corresponding author.   
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Figure 4.4 2D projections of 3D TS-(HN-TROSY/HC-CT-HMQC)-NOESY 
spectrum obtained with the pulse sequence shown in Figure 4.3, HN pathway 
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subspectra. Cy1 was prepared in 20 mM Sodium Phosphate, 10 mM NaCl, 1 mM 
EDTA, 5 mM DTT, 0.05% Sodium Azide (w/v), pH 7.0, 5% 2H2O (for lock).  Data 
were collected at 298 K on a 600 MHz spectrometer.  16 repetitions of the 
experiments were stored individually, with each accumulating 4 scans (using a one 
second recycling delay).  The mixing time was 150 ms.  512 complex points were 
acquired in the direct 1H dimension, 50 complex points were acquired in the indirect 
1H dimension, and 84 complex points were acquired in the shared 15N/13C dimension.  
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Figure 4.5 2D projections of 3D TS-(HN-TROSY/HC-CT-HMQC)-NOESY 
spectrum obtained with the pulse sequence shown in Figure 4.3, HC pathway 
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subspectra.  Cy1 was prepared in 20 mM Sodium Phosphate, 10 mM NaCl, 1 mM 
EDTA, 5 mM DTT, 0.05% Sodium Azide (w/v), pH 7.0, 5% 2H2O (for lock).  Data 
were collected at 298 K on a 600 MHz spectrometer.  16 repetitions of the 
experiments were stored individually, with each accumulating 4 scans (using a one 
second recycling delay).  The mixing time was 150 ms.  512 complex points were 
acquired in the direct 1H dimension, 50 complex points were acquired in the indirect 
1H dimension, and 84 complex points were acquired in the shared 15N/13C dimension.  
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Figure 4.6 TS-(HN-TROSY/HC-HSMC)-NOESY comparison with HN-TROSY-
NOESY.  The time-shared experiment is shown in black and the non-time shared 
version is shown in red.  Cy1 was prepared in 20 mM Sodium Phosphate, 10 mM 
NaCl, 1 mM EDTA, 5 mM DTT, 0.05% Sodium Azide (w/v), pH 7.0, 5% 2H2O (for 
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lock).  Data were collected at 298 K on a 600 MHz spectrometer.  16 repetitions of 
the experiments were stored individually, with each accumulating 4 scans (using a 
one second recycling delay).  The mixing time was 150 ms.  512 complex points were 
acquired in the direct 1H dimension, 50 complex points were acquired in the indirect 
1H dimension, and 84 complex points were acquired in the shared 15N/13C dimension. 
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Figure 4.7 TS-(HN-TROSY/HC-CT-HMQC)-NOESY comparison with CT-
HMQC-NOESY.  The time-shared experiment is shown in black and the non-time 
shared version is shown in red.  Cy1 was prepared in 20 mM Sodium Phosphate, 10 
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mM NaCl, 1 mM EDTA, 5 mM DTT, 0.05% Sodium Azide (w/v), pH 7.0, 5% 2H2O 
(for lock).  Data were collected at 298 K on a 600 MHz spectrometer.  16 scans were 
collected using a one second recycling delay.  The mixing time was 150 ms.  512 
complex points were acquired in the direct 1H dimension and 84 complex points were 
acquired in the shared 15Ndimension. 
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Figure 4.8 TS-(HN-TROSY/HC-HSQC)-NOESY comparison with TS-(HN-
TROSY/HC-CT-HMQC)-NOESY.  Overlay of HC component of the real time TS-
(HN-TROSY/HC-HSQC)-NOESY experiment (red) with the HC component of the 
constant time TS-(HN-TROSY/HC-CT-HMQC)-NOESY experiment (black).  The 
1HM dimension of TS-(HN-TROSY/HC-HSQC)-NOESY spectrum (red) has been 
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shifted upfield by 0.25 ppm to emphasize splitting of lines under JCC. In each 
experiment, the same number of indirect dimension points were collected in the 13C 
dimension (84 points, which corresponds to ~ 28 ms).  Note that the real time HC-
HSQC experiment exhibits line splitting due to JCC, which does not occur in the HC-
CT-HMQC experiment.  Cy1 was prepared in 20 mM Sodium Phosphate, 10 mM 
NaCl, 1 mM EDTA, 5 mM DTT, 0.05% Sodium Azide (w/v), pH 7.0, 5% 2H2O (for 
lock).  Data were collected at 298 K on a 600 MHz spectrometer.  16 scans were 
collected, using a one second recycling delay.  The mixing time was 150 ms.  512 
complex points were acquired in the direct 1H dimension, and 84 complex points 









Table 4.1 Density matrix operators of amide (HN-TROSY) coherences at points 
a through k in Figure 4.3 
This table has been adapted from Mishra et al.75 JHN refers to the coupling constant 
between amide proton and nitrogen.  The negative gryomagentic ratio of 15N and the 
negative sign of JHN were taken into account during all calculations.  ωN is the amide 
nitrogen frequency encoded during t1.   
Nc+ = cos[(ωN + π JHN)t1], Nc- = cos[(ωN - π JHN)t1],  
Ns+ = sin[(ωN + π JHN)t1], and Ns- = sin[(ωN - π JHN)t1]   
Table 4.1 Density matrix operators of amide (HN-TROSY) coherences at points a through k in Figure 4.2 
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JHN refers to the coupling constant between amide proton and nitrogen.  The negative gryomagentic ratio of 15N and 
the negative sign of JHN was taken into account during all calculations.  Nc+ = cos[(ωN + π JHN)t1], Nc- = cos[(ωN - π 





Table 4.2 Density matrix operators of methyl (HC-CT-HMQC) coherences at 
points a through k in Figure 4.3 
This table has been adapted from Mishra et al.75 
JHC refers to the coupling constant between the methyl proton and 
methyl carbon. ωC is the methyl carbon frequency encoded during t1.   
  
 
 a b c dC eC f g h j k  
A1 -HMy -2HMxCMz 2HMxCMy 2HMxCMy -2HMzCMz -2HMxCMz HMy HMz -HMz -HMy  cos(ωct1) 
A2 HMx -2HMyCMz -2HMyCMx -2HMyCMy -2HMzCMz 2HMyCMz -HMx HMz -HMz HMx  sin(ωct1) 
A3 -HMy -2HMxCMz 2HMxCMy 2HMxCMy -2HMzCMz -2HMxCMz HMy HMz -HMz HMy  cos(ωct1) 





 Transient recorded 
A1x SNe -iωHt3 cN+cHN- − sN+sHN- + cN- cHN+ + sN- sHN+ − SCe -iωHt3 cos(ωct1)cos(ωHCt2) 
A2x SNe -iωHt3 −cN+cHN- + sN+sHN- + cN- cHN+ + sN- sHN+ − SCe -iωHt3 sin(ωct1)sin(ωHCt2) 
A3x SNe -iωHt3 −cN+cHN- − sN+sHN- − cN- cHN+ + sN- sHN+ + SCe -iωHt3 cos(ωct1)cos(ωHCt2) 
A4x SNe -iωHt3 −cN+cHN- − sN+sHN- + cN- cHN+ − sN- sHN+ + SCe -iωHt3 sin(ωct1)sin(ωHCt2) 
A1y SNe -iωHt3 cN+sHN- + sN+cHN- + cN- sHN+ − sN- cHN+ − SCe -iωHt3 cos(ωct1)sin(ωHCt2) 
A2y SNe -iωHt3 −cN+sHN- − sN+cHN- + cN- sHN+ − sN- cHN+ + SCe -iωHt3 sin(ωct1)cos(ωHCt2) 
A3y SNe -iωHt3 −cN+sHN- + sN+cHN- − cN- sHN+ − sN- cHN+ + SCe -iωHt3 cos(ωct1)sin(ωHCt2) 
A4y SNe -iωHt3 −cN+sHN- + sN+cHN- + cN- sHN+ + sN- cHN+ − SCe -iωHt3 sin(ωct1)cos(ωHCt2) 
 
Table 4.3 Transients recorded before separation of amide and methyl signals.  
This table has been reproduced from Mishra et al.75 and explains the transients 
recorded during the pulse sequence shown in Figure 4.2.  (A1x-A4x) with ϕ4 = -y and 
ϕ5 = x, and four transients are recorded with ϕ4 = x and ϕ5 = y (A1y-A4y).  SN and SC 
are the amplitudes of the detected amide and methyl proton signals, respectively, and 
ωH is the frequency of the NOESY cross-peak encoded in the detected proton 
dimension (t3).  Nc+, Nc-, Ns+, and Ns- are described in Table 4.1.  The negative 
gryomagentic ratio of 15N and the negative sign of JHN were taken into account during 
all calculations.  ωHN and ωHC are the amide proton and methyl proton frequencies 
encoded in t2.   
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