Architektur und Implementierung eines Anwendungsprotokolls für digitale Filme by Keller, Ralf
REIHE INFORMATIK
13/94
Architektur und Implementierung
eines Anwendungsprotokolls f

ur digitale Filme
R. Keller
Universit

at Mannheim
L15,16
D-68131 Mannheim

Architektur und Implementierung eines
Anwendungsprotokolls f

ur digitale Filme
Ralf Keller
Praktische Informatik IV
Universit

at Mannheim
D-68131 Mannheim
keller@pi4.informatik.uni-mannheim.de
Zusammenfassung. Das Movie Transmission Protocol ist ein porta-
bles Anwendungsprotokoll zur

Ubertragung von kontinuierlichen Medien.
Es ist vollst

andig implementiert und setzt auf den Internet-Transport-
protokollen auf. Die Funktionalit

at der existierenden Transportschnitt-
stellen mu MTP allerdings um vorausschauende Fehlerkorrektur und
ratenbasierte Flukontrolle erweitern. In dieser Arbeit werden nach einer
Einf

uhrung in die Architektur des XMovie-Systems zun

achst die funktio-
nalen Einheiten von MTP vorgestellt. Danach wird der Dienst von MTP
beschrieben und die Spezikation des Protokolls skizziert sowie auf einige
Implementierungsdetails eingegangen.
1 Einleitung
An der Universit

at Mannheim wird im Rahmen des XMovie-Projekts die digi-
tale Film

ubertragung als eine innovative Anwendung in Rechnernetzen unter-
sucht [13]. XMovie deniert eine Architektur und Protokolle f

ur ein verteiltes
Multimedia-System, bestehend aus vernetzten heterogenen UNIX-Workstations
(siehe Abb. 1).
Die digitalen kontinuierliche Medien (continuous media, CM) Film und Au-
dio werden

uber ein digitales Hochgeschwindigkeitsnetz

ubertragen; die Filme
werden in Fenstern des X-Window-Systems [22] angezeigt, und vorhandene Au-
diostr

ome werden mit Hilfe des AudioFile-Systems abgespielt [17]. Das XMovie-
System unterscheidet sich von anderen

ahnlichen Systemen (z.B. Pandora [9])
dadurch, da es keine spezielle Hardware zur Verarbeitung und Anzeige von Fil-
men erfordert. Die Verwendung von spezieller Hardware kann zwar die Leistung
eines Systems kurzfristig steigern, schr

ankt aber die Flexibilit

at und Portabilit

at
innovativer Multimedia-Systeme zu sehr ein.
Im Vergleich mit anderen Softwarel

osungen f

ur digitale Filme (z.B. der Ber-
keley MPEG-Player [20] oder QuickTime [1]) zeichnet sich XMovie durch die
Netzwerkf

ahigkeit aus. Die Filme k

onnen anderswo im Netz gespeichert werden.
Bis heute ist es nicht m

oglich, digitale Filme

uber Netzwerke online zu

ubertra-
gen; selbst im World Wide Web (WWW, W3 [2]), das als Hypermedia-System
auch Filme unterst

utzt, werden kontinuierliche Medien per FTP

ubertragen,
zwischengespeichert und dann lokal abgespielt.
Ein wichtiger Teil der XMovie-Architektur ist deshalb auch dasMovie Trans-
mission Protocol (MTP), mit dem CM-Str

ome isochron

uber Hochgeschwindig-
keitsnetze

ubertragen werden k

onnen. Um diesen isochronen

Ubertragungsdienst
in einer heterogenen Umgebung anbieten zu k

onnen, mu MTP die Funktiona-
lit

at der existierenden Transportschnittstellen um vorausschauende Fehlerkor-
rektur und ratenbasierte Flukontrolle erweitern [3, 25] sowie m

oglichst wenig
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Abb. 1. Architektur von XMovie
Verz

ogerung und Verz

ogerungsvarianz dem CM-Strom hinzuf

ugen. Zus

atzlich
soll MTP portabel und erweiterbar sein, um es leicht an neue Anforderungen
und vor allem an neue

Ubertragungsdienste anpassen zu k

onnen.
Die Einordnung von MTP in das OSI-Referenzmodell zeigt Abb. 2. MTP ist
ein Anwendungsschichtprotokoll mit integrierter Darstellungsfunktionalit

at und
baut auf den Diensten der Internet-Transportprotokolle TCP und UDP auf [5].
Andere Protokolle zur

Ubertragung kontinuierlicher Medien wurden bereits
deniert, z.B. [4, 7, 23, 29]. Diese sind jedoch alle der Transportschicht zuzu-
ordnen und setzen nicht auf existierende Transportschnittstellen auf. Die Ar-
chitektur von XMovie basiert dagegen auf g

angigen Transportschnittstellen und
verlagert die anwendungsspezischen Funktionen in die MTP-Schicht. Dies ver-
bessert die Portabilit

at des Systems erheblich, hat allerdings auch den Nachteil,
da w

unschenswerte Funktionen eines Multimedia-Transportsystems wie z.B.
Multicast nicht zur Verf

ugung stehen.
Dieser Artikel ist wie folgt strukturiert: In Kapitel 2 wird MTP vorgestellt.
Dabei wird ausf

uhrlich auf die funktionalen Einheiten von MTP eingegangen.
Kapitel 3 beschreibt den Dienst, den MTP anbietet. Die Protokollspezikation
und die Abbildung auf unterliegende Dienste wird in Kapitel 4 skizziert. MTP ist
vollst

andig implementiert und einsatzf

ahig; Anmerkungen zur Implementierung
enth

alt Kapitel 5. Eine Zusammenfassung und eine Beschreibung des aktuellen
Status bilden den Abschlu dieser Arbeit.
2 MTP
MTP kann sowohl f

ur reine Kontrollaufgaben als auch f

ur eine kombinierte Kon-
trolle und

Ubertragung von CM-Str

omen verwendet werden. In beiden F

allen
wird derjenige MTP-Dienstbenutzer, von dem der Verbindungswunsch ausgeht,
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Abb. 2. Einordnung von MTP ins OSI-Referenzmodell
als Initiator und der andere als Responder bezeichnet. In Abb. 1 werden zwi-
schen der Playback Application als Initiator und dem CM-Client als Responder
nur Kontrollinformationen ausgetauscht. Zwischen dem CM-Client als Initiator
und dem CM-Server als Responder werden dagegen sowohl Kontrollinformatio-
nen ausgetauscht als auch CM-Daten versendet.
MTP zerf

allt in zwei Teile: das Kontrollprotokoll MCP (Movie Control Pro-
tocol) und das Stromprotokoll MSP (Movie Stream Protocol). Beide Teile setzen
sich wiederum aus einzelnen funktionalen Einheiten zusammen (siehe Abb. 3).
Die Trennung in MCP und MSP ergibt aus zwei Gr

unden. Erstens stellen
die Kontrolle und die

Ubertragung von kontinuierlichen Medien an die unterlie-
genden Dienste unterschiedliche Anforderungen. Ein Kontrollprotokoll ben

otigt
einen zuverl

assigen asynchronen

Ubertragungsdienst relativ geringer Bandbrei-
te und stellt nur sehr geringe Anforderungen bez

uglich der Verz

ogerungsvarianz.
Demgegen

uber fordert ein Stromprotokoll hohe Bandbreiten bei m

oglichst iso-
chroner

Ubertragung mit minimaler Verz

ogerung, wobei Datenverluste oft tole-
riert werden k

onnen; ein fehlender Bildteil f

ur die Dauer von 1=25 Sekunde wird
nicht wahrgenommen. Die akzeptable Verlustrate ist jedoch anwendungsab

angig
und sollte regulierbar sein.
Zweitens erm

oglicht die Trennung den Einsatz von MTP in unterschiedlichen
Anwendungen. Ereignisgesteuerte Anwendungen, die die Benutzerschnittstelle
und andere h

ohere Programmfunktionen unterst

utzen, m

ussen auf pl

otzliche Er-
eignisse reagieren. Sie werden normalerweise exibel strukturiert und nicht auf
Leistung hin optimiert. Demgegen

uber werden mediumgesteuerte Anwendungen,
in denen der gr

ote Teil der Verarbeitung abl

auft, auf Leistung hin optimiert.
Ein Beispiel f

ur eine solche ereignisgesteuerte Anwendung stellt die Playback
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Abb. 3. Funktionale Einheiten von MCP und MSP
Application in Abb. 1 dar, die auch nur auf die MCP-Dienste zugreift. Der CM-
Client und der CM-Server sind Beispiele f

ur mediumgesteuerte Anwendungen,
die auch den MSP-Dienst verwenden.
Die Internet-Protokollfamilie stellt f

ur zuverl

assige

Ubertragungen TCP zur
Verf

ugung. Der von TCP bereitgestellte Dienst wird von MCP zur

Ubertra-
gung seiner Protokolldateneinheiten verwendet. F

ur eine isochrone

Ubertragung
kann TCP jedoch nicht eingesetzt werden, da seine Fehlerkorrektur- und Flu-
kontrollalgorithmen zu starken Verz

ogerungen und Verz

ogerungsschwankungen
f

uhren [14]. Daher verwendet MSP den unzuverl

assigen

Ubertragungsdienst UDP
zur

Ubertragung kontinuierlicher Datenstr

ome.
Innerhalb von MSP mu der Dienst von UDP allerdings erweitert werden,
um den an MTP gestellten Anforderungen zu gen

ugen. Dazu geh

oren eine vor-
ausschauende Fehlerkorrektur (Forward Error Correction, FEC), eine ratenba-
sierte Flukontrolle und eine Realzeitsynchronisation. Die Funktionsweise und
das Zusammenwirken der funktionalen Einheiten von MCP und MSP wird in
den folgenden Abschnitten erl

autert.
2.1 Die funktionalen Einheiten von MCP
Das Movie Control Protocol (MCP) verwendet zwei funktionale Einheiten: die
zuverl

assige

Ubertragung und die Darstellungsumwandlung (siehe Abb. 3a).
5Zuverl

assige

Ubertragung. Diese Einheit stellt Dienstprimitive zum Aufbau und
Abbau einer zuverl

assigen Transportverbindung sowie zum Senden und Emp-
fangen von Kontrolldaten bereit.
Darstellungsumwandlung. Die Darstellungsumwandlung sorgt daf

ur, da beim
Informationsaustausch zwischen heterogenen Systemen die Darstellungsart der
Daten angepat wird. Zwischen den beiden MTP-Instanzen werden Daten mit
den Typen Zeichenfolge und Integer ausgetauscht. Jedes Zeichen einer Zeichen-
folge wird in einem Byte kodiert, und es wird der ASCII-Zeichensatz verwendet.
Die Integer-Typen unterscheiden sich untereinander in der Anzahl der Bytes (1,2
oder 4). Auf den Systemen, auf denen XMovie zum Einsatz kommt, existiert als
weiterer Unterschied in der Darstellungsart dieser Typen die Byte-Ordnung: Ei-
nige Maschinen kodieren Integer in der sogenannten Big-Endian Byteordnung,
andere wiederum in der Little-Endian Byteordnung. Die Aufgabe der Darstel-
lungsschicht beschr

ankt sich somit darauf, bei Bedarf die Byte-Ordnung von
Integer-Werten zu ver

andern. Dies ist die gleiche Problemstellung wie beim X-
Protokoll [22] des X-Window-Systems und bei XDR (External Data Representa-
tion [26]) und wesentlich einfacher als die Problemstellung in der Darstellungs-
schicht [10] des OSI-Referenzmodells.
W

ahrend des Verbindungsaufbaus teilt die MTP-Instanz des Initiators der
MTP-Instanz des Responders ihre lokale Byte-Ordnung mit. Die PDUs beim
Verbindungsaufbau werden per Voreinstellung in der Big-Endian Byte-Ordnung

ubertragen. Besitzt der Responder die gleiche Byte-Ordnung wie der Initiator,
so wird der Dienst der Darstellungseinheit nicht ben

otigt. Anderenfalls mu die
MTP-Instanz des Responders alle zu sendenden Daten in die Darstellungsart des
Initiators und alle empfangenen Daten in ihre eigene Darstellungsart umwandeln.
Diese Umwandlung wird bei MCP f

ur alle Integer-Daten durchgef

uhrt.
2.2 Die funktionalen Einheiten von MSP
Um den unzuverl

assigen Daten

ubertragungsdienst von UDP an die Anforderun-
gen von MTP anzupassen, verwendet das Movie Stream Protocol (MSP) eine
Reihe von funktionalen Einheiten (siehe Abb. 3b), die im folgenden beschrieben
werden.
Unzuverl

assige

Ubertragung. Diese Einheit stellt Dienstprimitive zum Auf- und
Abbau einer unzuverl

assigen Transportverbindung sowie zum Senden und Emp-
fangen von Benutzerdaten bereit. Bei UDP beschr

ankt sich der Verbindungs-
aufbau und -abbau auf das

Onen bzw. Schlieen von Verbindungsendpunkten
(Sockets). Um den zu

ubertragenden Teil des kontinuierlichen Mediums nicht
unn

otig kopieren zu m

ussen, werden Header- und Nutzdaten in getrennten Puf-
fern an die Senderoutine

ubergeben bzw. von der Empfangsroutine

ubernommen
(scatter/gather interface, siehe auch [27]).
Darstellungsumwandlung. Diese funktionale Einheit ist mit der bei MCP be-
schriebenen vergleichbar. Bei MSP werden allerdings im Gegensatz zu MCP
vom Responder nicht alle Daten, sondern nur die Header-Datenfelder angepat;
die Daten der kontinuierlichen Medien werden von MSP nur durchgereicht.
Sortierung. An dieser Stelle werden die empfangenen Teile einer Einheit sortiert.
Dabei werden f

ur verlorene Teile Verlustmarken gesetzt und Duplikate verworfen.
6Ratenbasierte Flukontrolle. Bei der

Ubertragung kontinuierlicher Datenstr

ome
mu wie bei der

Ubertragung diskreter Daten darauf geachtet werden, da der
Empf

anger nicht

uberutet wird. Dabei m

ussen zwei Ebenen der ratenbasierten
Flukontrolle unterschieden werden: Die obere Ebene regelt die Rate, mit der
das jeweilige Medium

ubertragen wird, auf einen Wert ein, den das Gesamt-
system verarbeiten kann. Kann z.B. die

Ubertragungskomponente 25 Einheiten
pro Sekunde

ubertragen, die Dekodierkomponente aber nur 20 Einheiten pro
Sekunde verarbeiten, so wird das Gesamtsystem auf 20 Einheiten pro Sekunde
eingeregelt. Diese Regelung ndet auerhalb von MSP statt und wird in [12] be-
schrieben. Innerhalb von MSP hat die Realzeitsynchronisation die Aufgabe, f

ur
die Einhaltung dieser Rate zu sorgen.
Die untere Ebene der ratenbasierten Flukontrolle regelt die

Ubertragung von
einzelnen Einheiten von der MSP-Instanz des Responders zu der des Initiators.
Eine zu hohe Rate, d.h. ein zu schnelles Senden, w

urde zu Verlusten von Teilen
einer Einheit f

uhren. Diese Verluste k

onnen zwar oft durch die weiter unten
beschriebene vorausschauende Fehlerkorrektur kompensiert werden, allerdings
wird durch diesen zus

atzlichen Verarbeitungsaufwand die Verz

ogerung und die
Verz

ogerungsvarianz erh

oht. Daher sollten m

oglichst wenig Verluste auftreten.
Um eine Angleichung der Sende- und Empfangsgeschwindigkeiten durch-
f

uhren zu k

onnen, teilt die MSP-Instanz des Initiators der MSP-Instanz des Re-
sponders ihre Leistungsf

ahigkeit in Form eines Leistungsindexes mit. Die MSP-
Instanz des Responders vergleicht diesen Leistungsindex mit seinem eigenen und
stellt damit die Ratenkontrolle ein.
Diese Ratenkontrolle besteht im Einf

ugen von gewissen Wartezeiten, den
sogenannten interpacket gaps , zwischen dem Senden der einzelnen Teile einer
Einheit. Ist der Responder schneller als der Initiator, so wird nicht gewartet.
Die Wartezeiten k

onnen sehr klein sein. Werte unter einer Millisekunde sind
oft ausreichend. Die Systemuhren auf unseren Workstations arbeiten allerdings
oft mit Granularit

aten

uber diesen Bereich, und Systemaufrufe zum Warten
sind oft erst im Bereich

uber 10 Millisekunden exakt. Das von uns realisier-
te Verfahren beruht auf dem Prinzip des aktiven Wartens. Dazu ermitteln wir
die Puergr

oe f

ur einen Systemaufruf, der m

oglichst exakt 100 Mikrosekunden
dauern soll. Dadurch lassen sich durch unsere Wartefunktion auch sehr kurze
Wartezeiten (alle Vielfachen von 100 Mikrosekunden) realisieren.
Aus dieser Puergr

oe wird quasi als Nebenprodukt der Leistungsindex abge-
leitet.
1
In Tabelle 1 sind als Beispiel die gemessenen minimalen Granularit

aten
von verschiedenen Systemuhren und die ermittelten Leistungsindizes von ver-
schiedenen Rechnern angegeben.
Die Sun SPARCstation und die IBM RS/6000 enthalten Hardware-Register
und spezielle Betriebssystemfunktionen, um eine Au

osung der Systemuhr im
Mikrosekundenbereich zu erreichen. F

ur verschiedene andere Betriebssysteme,
wie z.B. Ultrix und OSF/1 von DEC, sind solche Betriebssystemerweiterungen
bereits verf

ugbar [18]. Allerdings sind auf allen unseren Maschinen die Warte-
funktionen des Betriebssystems erst ab Wartezeiten von mehreren Millisekunden
exakt.
Realzeitsynchronisation. Diese funktionale Einheit hat die Aufgabe, das Senden
von Einheiten u bei der MSP-Instanz des Responders mit der von der oberen
1
Der Leistungsindex ergibt sich als Puergr

oe, ganzzahlig geteilt durch die Dauer
des Systemaufrufs in Mikrosekunden (100).
7Tabelle 1. Granularit

at der Systemuhren und Leistungsindizes
Workstation Betriebssystem Granularit

at der Leistungsindex
Systemuhr [s]
DECstation 5000/133 Ultrix V4.3 3906 3
Sun SPARCstation 10/41 MP Solaris 2.3 3 100
IBM RS/6000 340 AIX V3.2 22 116
DEC AXP 3000/800S OSF/1 V1.3 976 428
Ebene der Flukontrolle eingestellten Rate zu synchronisieren. Bei einer gegebe-
nen Rate R ist jeder Einheit eine Gesamtzeit t=u = 1=R zugeordnet,
2
in der die
Einheit in der Zeit s=u

ubertragen werden mu. Diese Zeit s=u soll so klein wie
m

oglich gehalten werden, damit die Restzeit p=u f

ur die weitere Verarbeitung des
CM-Stroms beim Initiator (z.B. zum Dekomprimieren, Filtern, und Darstellen)
m

oglichst gro ist (siehe Abb. 4).
s/u: Sendezeit pro Einheit beim Responder
t
t/u
s/u
t/u
t/u : Gesamtzeit pro Einheit
p/u
p/u: Verarbeitungszeit beim Initiator
Abb. 4. Synchronisation mit der Realzeit
Wird MCP zu fr

uh mit der

Ubertragung einer Einheit beauftragt, so wird bis
zum n

achsten Intervall t=u gewartet. Wird MCP sehr oft zu sp

at mit der

Uber-
tragung beauftragt, so ist dies ein Zeichen daf

ur, da die von der oberen Ebene
der Flukontrolle geforderte Rate nicht eingehalten werden kann. Es ist aller-
dings die Aufgabe der oberen Ebene der Flukontrolle, geeignete Manahmen
wie die Reduzierung der Rate anzuordnen. MSP

uberwacht nur diesen Vorgang
und kann auf Anforderung eine Rate empfehlen.
Vorausschauende Fehlerkorrektur. MSP unterteilt zu

ubertragende Einheiten
(Units) in kleinere Fragmente, da die unterliegende Dienstschnittstelle nur Be-
nutzerdatenfelder beschr

ankter Gr

oe annimmt.
3
Die Fragmente werden vor der

Ubertragung noch um Header-Datenfelder erg

anzt.
2
Die Zeiteinheit t=u wird auch als Periode bezeichnet.
3
Diese Grenze ist implementierungsabh

angig und auf unseren Maschinen sehr unter-
schiedlich.
8Da es bei der

Ubertragung zu Paketverlusten kommen kann und nicht alle
Verluste tolerierbar sind, kann von der MSP-Instanz des Responders in den Da-
tenstrom Redundanz in Form von zus

atzlichen Fragmenten eingef

ugt werden, die
aus den gegebenen Fragmenten durch geeignete Operationen berechnet werden.
Diese Redundanz wird von der MTP-Instanz des Initiators dazu verwendet, um
verlorene Fragmente einer Einheit zu rekonstruieren.
Die mathematischen Grundlagen dieses Verfahren zur vorausschauenden Feh-
lerkorrektur, genannt AdFEC (Adaptable Forward Error Correction), werden
in [14] und [15] erl

autert. Da AdFEC paketorientiert arbeitet, unterscheidet es
sich wesentlich von Verfahren zur Korrektur von Bit- und Bytefehlern (siehe
z.B. die Arbeiten von Biersack [3]). Die Bitfehlerwahrscheinlichkeit ist in glas-
faserbasierten Netzen wie FDDI sehr gering, und aufgetretene Bitfehler werden
schon von den unterliegenden Schicht erkannt; fehlerhafte Pakete werden da-
bei verworfen. Verluste treten vor allem durch Puer

uberl

aufe in Zwischen- und
Endsystemen auf.
Die Menge der eingef

ugten Redundanz kann an die Erfordernisse des zu

uber-
tragenden Datenstroms angepat werden. In der jetzigen Implementierung von
AdFEC k

onnen zu n gegebenen Teilen, n 2 f1; 2; 3g, jeweils m redundante Teile,
m 2 f1; 2g, generiert werden, wobei n  m. So ist es z.B. sinnvoll, in einem aus
JPEG-Einzelbildern [21] zusammengesetztem Film (Motion-JPEG) regelm

aig
ein Bild mit fehlersichernder Redundanz zu

ubertragen, um eine gewisse Qualit

at
zu garantieren. In MPEG-kodierten Filmen [16] kann es eine gute Strategie sein,
I-Frames mit einer sehr groen, P-Frames mit einer mittleren und B-Frames
ohne fehlersichernde Redundanz zu

ubertragen.
Scatter/Gather. Die Scatter-Einheit teilt eine CM-Einheit in Fragmente fe-
ster Gr

oe auf. Diese Gr

oe ist abh

angig von der Zielmaschine und ist eben-
falls Gegenstand der Verhandlung beim Verbindungsaufbau zwischen den MSP-
Instanzen des Initiators und des Responders. Die Gather-Einheit f

ugt empfange-
ne und rekonstruierte Teile wieder zu einer Einheit zusammen. Sollte die Einheit
nicht vollst

andig sein, so wird dies dem Initiator mitgeteilt; dieser kann dann
dar

uber entscheiden, ob die unvollst

andige Einheit f

ur ihn von Nutzen ist oder
nicht.
3 Dienstdenition
Zur

Ubertragung und Kontrolle von kontinuierlichen Medien in einer hetero-
genen Umgebung stellt MTP einen wohldenierten Dienst und ein wohlde-
niertes Protokoll bereit. Dabei ist auch exakt speziziert, welche Parameter die
Dienstg

ute (Quality of Service, QoS) regeln.
3.1 Hierarchie der Dienstprimitive
Die Dienstprimitive von MTP lassen sich verschiedenen Abstraktionsebenen zu-
ordnen und bilden somit eine Hierarchie (siehe Abb. 5). Die oberste Ebene (MTP
connection regime) enth

alt Dienstprimitive f

ur einen normalen Verbindungsauf-
und -abbau sowie f

ur einen abrupten Verbindungsabbau. In der n

achsten Ebene
(MTP open regime) lassen sich Film

onen und schlieen. Die unterste Ebene
(MTP control regime) beinhaltet Dienstprimitive zur Kontrolle des Filmablaufs
und zur

Ubertragung eines CM-Stromes. Innerhalb der zwei unteren Ebenen
9kann auch noch auf ein Dienstprimitiv zur Steuerung von Abspielparametern
zugegrien werden.
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Abb. 5. Hierarchie der MTP-Dienstprimitive
Die einzelnen Dienstprimitive von MTP werden im folgenden Abschnitt kurz
beschrieben. Dabei wird auch immer angegeben, wer den Dienst aufrufen kann.
3.2 Dienstprimitive
MTP connection regime. Vier Dienste sind mit dieser Ebene verbunden. Ei-
ne Verbindung zwischen Initiator und Responder wird mit einem CONNECT
aufgebaut. Beim Verbindungsaufbau legt der Initiator fest, ob nur die Dienste
von MCP oder auch die Dienste von MSP ben

otigt werden. Auerdem teilt die
MTP-Instanz des Initiators der MTP-Instanz des Responders ihre eigene Byte-
Ordnung mit sowie, falls die Strom-Dienste ben

otigt werden, auch die maximale
PDU-Gr

oe und ihren Leistungsindex. Einen ordentlichen Verbindungsabbau
erreicht der Initiator durch ein DISCONNECT. Einen abrupten Verbindungs-
abbau k

onnen sowohl einer der beiden Dienstnutzer (UABORT) als auch der
Diensterbringer (PABORT) durchf

uhren.
MTP open regime. Mit dem OPEN-Dienst versucht der Initiator, eine von ihm
spezizierte CM-Quelle zu

onen. Dadurch wird eine MSP-Verbindung zwischen
den MTP-Instanzen des Responders und des Initiators ge

onet, falls nicht nur
der MCP-Dienst beim Verbindungsaufbau angefordert wurde. Mit dem CLOSE-
Dienst wird diese Quelle wieder geschlossen.
MTP control regime. Um den Ablauf des CM-Stromes zu steuern, stellt MTP
vier Dienste und zur

Ubertragung des CM-Stromes einen Dienst zur Verf

ugung.
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Mit dem PLAY-Dienst startet der Initiator den Strom. Wurde der MSP-Dienst
beim Verbindungsaufbau aktiviert, so wird der CM-Strom, aufgeteilt in Einhei-
ten, mit dem UNIT-Dienst

ubertragen. Der Initiator kann den Strom zwischen-
zeitlich anhalten (PAUSE) und anschlieend wieder anlaufen lassen (RESUME).
Beide Dienstnutzer k

onnen den STOP-Dienst benutzen; der Initiator zu jeder
Zeit, solange der Film l

auft, und der Responder, um dem Initiator das Ende des
CM-Stromes (z.B. das Dateiende bei einem gespeichertem Film) mitzuteilen.
Ablaufparameter. Die Parameter, die den Ablauf eines CM-Stromes regeln, kann
der Initiator mit dem PARAMETER-Dienst sowohl vor als auch w

ahrend des
Ablaufs des CM-Stromes mit dem Responder aushandeln. Dabei kann der Initia-
tor angeben, mit welcher Rate (period) und welcher Geschwindigkeit (mode) der
Strom ablaufen soll. Er kann sowohl die Richtung (direction) als auch den Aus-
schnitt (section) und die Qualit

at (quality) des CM-Stromes ausw

ahlen. Er kann
die Zuverl

assigkeit (reliability) der

Ubertragung bestimmen und ausw

ahlen, wie-
viele Einzelbilder (frames per unit) bzw. Audiosamples (samples per unit) des
CM-Stromes zu einer Einheit zusammengefat werden. Alle diese Ablaufpara-
meter sind mit Standardwerten vorbelegt; so gilt z.B., da normalerweise pro
Einheit nur ein Bild

ubertragen und die niedrigste Zuverl

assigkeitsstufe (keine
Redundanz) verwendet wird.
Zugriskontrolle. Oensichtlich mu in einem verteilten System der Zugri auf
Ressourcen wie CM-Quellen geregelt sein. Die Details der Zugriskontrolle und
der Authentizierung sind jedoch nicht Gegenstand dieser Arbeit.
3.3 Dienstg

ute
Mehrere Parameter in MTP regeln die Dienstg

ute, die den Benutzern gebo-
ten wird. Dabei existiert keine 1:1-Beziehung zwischen diesen Parametern und
den von Henkel und St

uttgen in [8] erweiterten QoS-Parametern Durchsatz,
Zuverl

assigkeit, Burstiness
4
,

Ubertragungsverz

ogerung, Startverz

ogerung und
Verz

ogerungsvarianz. So wird sowohl durch eine h

ohere Rate, gemessen als Pe-
riode (period), als auch durch bessere Qualit

at (quality) des CM-Stromes der
Durchsatz erh

oht. Beispiele f

ur typische Werte sind 1=25 Sekunde pro Bild f

ur
die Periode und der Q-Faktor in JPEG [21] zur Einstellung der Bildqualit

at. Des-
weiteren wird durch ein Variieren der Werte f

ur frames per unit bei Video und
samples per unit bei Audio die Burstiness des CM-Stromes ver

andert. In Tabel-
le 2 wird neben diesen Beziehungen zwischen den erweiterten QoS-Parametern
und den QoS-Parameter in MTP auch angegeben, mit welchem Dienst die ein-
zelnen Parameter ausgehandelt werden.
Da MTP einen isochronen

Ubertragungsdienst f

ur CM-Str

ome bereitstellt,
existiert kein QoS-Parameter f

ur die Verz

ogerungsvarianz. Die durch die

Uber-
tragung und die weitere Verarbeitung (z.B. Dekompression) entstehende Ver-
z

ogerungsvarianz wird vom Dienstnutzer aus dem CM-Strom entfernt. Dies ist
ebenfalls Aufgabe der oberen Ebene der Flukontrolle und wird in [12] beschrie-
ben.
4
Unter Burstiness verstehen wir das Verh

altnis zwischen der maximalen und der
durchschnittlichen Datenrate.
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Tabelle 2. Dienstg

uteparameter in MTP
Erweiterte QoS-Parameter Ausgehandelt mit
QoS-Parameter in MTP Dienstprimitiv
Durchsatz period PARAMETER
quality PARAMETER
Zuverl

assigkeit reliability PARAMETER
Burstiness frames per unit PARAMETER
samples per unit PARAMETER

Ubertragungsverz

ogerung delay OPEN
Startverz

ogerung start oset OPEN
Verz

ogerungsvarianz | |
4 Protokollspezikation
Da MTP seinen Dienst in einer verteilten heterogenen Umgebung anbietet, mu
das Protokoll pr

azise deniert sein. In diesem Abschnitt beschreiben wir die
MTP-Protokolldateneinheiten (protocol data units , PDUs), ihre Abbildung auf
unterliegende Dienste und das Zustands

ubergangsdiagramm f

ur die korrekte Rei-
henfolge der PDUs.
4.1 Protokolldateneinheiten von MTP
Die PDUs von MTP sind als C-Datenstrukturen beschrieben. Eine komplette
Auistung aller PDUs kann aufgrund der beschr

ankten Seitenanzahl dieser Ar-
beit nicht gegeben werden. Die PDUs von MCP werden auf den zuverl

assigen

Ubertragungsdienst von TCP, die MSP-PDUs auf den unzuverl

assigen

Ubertra-
gungsdienst von UDP abgebildet. Die Zuordnung von PDUs zu den Dienstpri-
mitiven und die Abbildung der einzelnen PDUs auf die Dienste der Transport-
schicht zeigt Tabelle 3.
Eine Besonderheit stellen die beiden PDUs PingRequest (PNGRQ) und Ping-
Response (PNGRP) dar. Mit diesen wird beim

Onen eines CM-Stromes durch
einen mehrmaligen Austausch die

Ubertragungsverz

ogerung zwischen den MTP-
Instanzen des Initiators und des Responders bestimmt, falls der MSP-Dienst ak-
tiviert ist. Die gemessene Verz

ogerung wird mit der vom Initiator geforderten
Verz

ogerung verglichen und das Maximum der beiden Werte wird dem Respon-
der mitgeteilt. Dieser kann den Wert des Verz

ogerungsparameter weiter erh

ohen,
aber nicht herabsetzen. Der neue Wert f

ur die Verz

ogerung wird dem Initiator

ubermittelt, der dann entscheidet, ob diese Verz

ogerung f

ur ihn akzeptabel ist.
4.2 Zustands

ubergangsdiagramm
Neben den exakten PDU-Formaten und den Abbildungen auf tiefere Dienste
mu eine Protokollspezikation auch die erlaubten Ereignisfolgen angeben. Wir
verwenden ein konventionelles Zustands

ubergangsdiagramm, um das dynami-
sche Verhalten des MTP-Protokoll zu beschreiben. Da die Zustands

ubergangs-
diagramme von Initiator und Responder sehr

ahnlich sind, geben wir hier nur
das Zustands

ubergangsdiagramm des Initiators an (siehe Abb. 6).
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Tabelle 3. MTP-Protokolldateneinheiten
Dienstprimitiv PDU

Ubertragungsdienst
CONNECTreq CONRQ TCP
CONNECTresp CONRP TCP
DISCONNECTreq DISRQ TCP
DISCONNECTresp DISRP TCP
OPENreq OPNRQ TCP
OPENresp OPNRP TCP
CLOSEreq CLSRQ TCP
PLAYreq PLYRQ TCP
STOPreq STPRQ TCP
PAUSEreq PAURQ TCP
RESUMEreq RESRQ TCP
PARAMETERreq PARRQ TCP
PARAMETERresp PARRP TCP
UABORTreq UABRQ TCP
| PNGRQ UDP
| PNGRP UDP
UNITreq UNTRQ UDP
5 Implementierung
Die Implementierung von MTP erfolgte in C
++
auf vier unterschiedlichen Sy-
stemplattformen gleichzeitig, um schon von Anfang an ein H

ochstma an Porta-
bilit

at zu garantieren. Dabei wurden nur Systemaufrufe verwendet, die auf allen
Plattformen verf

ugbar sind. Diese Plattformen sind:
{ DECstation unter Ultrix V4.3
{ IBM RS/6000 unter AIX V3.2
{ Sun SPARCstation unter Solaris 2.3
{ DEC AXP unter OSF/1 V1.3
Viele der funktionalen Einheiten von MTP wurden als eigene C
++
-Klassen
realisiert; dadurch wird die Implementierung leichter wartbar und erweiterbar.
Um eine Schnittstelle zu ST-II [28] zu denieren, k

onnte z.B. sehr einfach eine
neue Klasse f

ur die CM-Daten

ubertragung von der existierenden Klasse abgelei-
tet werden. Die

Anderungen in der MTP-Klasse w

aren dabei minimal.
Bei der Entwicklung von Kommunikationssystemen mu die Anzahl der Ko-
pieroperationen minimiert werden [27]; dies gilt insbesondere bei der Verarbei-
tung von CM-Str

omen, da dabei sehr groe Datenmengen sehr schnell bewegt
werden m

ussen. Innerhalb von MTP werden die CM-Daten beim Senden nicht
und beim Empfangen nur einmal beim Zusammenf

ugen der Fragmente zu ei-
ner Einheit kopiert. Dazu wurden alle Modulschnittstellen so ausgelegt, da
nur Verweise auf die Daten weitergegeben werden. Da wir nicht wie in [24] ei-
ne Erweiterung des Betriebssystems vornehmen k

onnen, um ein ezientes Puf-
ferverwaltungssystem einzubetten, m

ussen die zwischen funktionalen Einheiten
ausgetauschten Puer sehr sorgf

altig verwaltet werden.
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1
2
3
Any
state except
Idle
Idle
Connect
Pending
Connected
Open
Pending
Open
Pausing
Playing Parameter
Pending
Pending
Disconnect
5
6
7
8
9
10
11
11
4
21
20
1917
18
16
16
16
15
15
15
14
13
12
12
1 CONNECTreq / CONRQ
2 CONRP(+) / CONNECTresp(+)
4 DISCONNECTreq / DISRQ
3 CONRP(-) / CONNECTresp(-)
5 DISRP / DISCONNECTresp
6 OPENreq / OPNRQ
7 OPNRP(+) / OPENresp(+)
8 OPNRP(-) / OPENresp(-)
9 CLOSEreq / CLSRQ
10 PLAYreq / PLYRQ
11 STOPreq / STPRQ
12  STPRQ / STOPind
21 UNTRQ / UNITind
20 PNGRQ / PNGRP
19 - / PABORTind
18 UABRQ / UABORTind
17 UABORTreq / UABRQ
15 PARAMETERreq / PARRQ
16 PARRP / PARAMETERresp
13 PAUSEreq / PAURQ
14 RESUMEreq / RESRQ
Abb. 6. Zustands

ubergangsdiagramm des MTP-Initiators
6 Status und Ausblick
Mit MTP haben wir ein portables Steuerungs- und

Ubertragungsprotokoll f

ur
CM-Str

ome vorgestellt. MTP ist vollst

andig implementiert. Zur Zeit setzen wir
MTP zur

Ubertragung von CM-Str

omen

uber FDDI und Ethernet ein. Da MTP
auf den Diensten der Internet-Transportprotokolle aufbaut, wird eine Anpassung
an ATM sehr leicht fallen, da die Internet-Protokolle mit als erstes

uber ATM
verf

ugbar sein werden [19]. Im weiteren Ausbau planen wir auerdem eine An-
passung des MSP-Teils von MTP an AAL2, den ATM Adaption Layer f

ur einen
isochronen verbindungsorientierten Dienst mit variabler Bitrate [6].
MTP realisiert den CM-Strom-Dienst von MCAM (Movie Control, Access,
and Management [11]), einem Anwendungsschichtprotokoll zur Steuerung von,
zum Zugri auf und zur Verwaltung von Filmen in einem verteilten System.
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MCAM bildet somit ein Anwendungsdienstelement, das den Dienst von MTP
verwendet, um seinen eigenen Dienst anbieten zu k

onnen.
Der Quellcode von MTP ist frei verf

ugbar. Momentan passen wir verschiede-
ne Klienten und Server, die im XMovie-Projekt entwickelt worden sind, an das
neue MTP an. Eine vollst

andige Version von MTP wird zusammen mit diesen
Klienten und Servern auf unserem FTP-Server bereitgestellt.
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In ersten Versuchen mit der

Ubertragung von verschr

ankten Audio/Video-
Str

ome mit MTP wurde der Audio-Anteil der Str

ome gegen

uber dem Video-
Anteil besonders priorisiert. Es wurden Bilder beim Senden und Empfangen ver-
worfen, um selbst bei langsamen Rechnern noch eine akzeptable Audio-Qualit

at
zur erm

oglichen. Es mu allerdings noch genauer untersucht werden, wie sich
verschr

ankte Str

ome durch AdFEC optimal sichern lassen. Speziell f

ur unter-
schiedlich kodierte Filme (z.B. MPEG-, Motion-JPEG-, H.261-kodiert) arbeiten
wir zur Zeit an der Einstellung der fehlersichernden Redundanz, insbesondere
bei wechselnder Netzbelastung.
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