LTL Semantic Tableaux and Alternating $\omega$-automata via Linear
  Factors by Sulzmann, Martin & Thiemann, Peter
ar
X
iv
:1
71
0.
06
67
8v
1 
 [c
s.F
L]
  1
8 O
ct 
20
17
LTL Semantic Tableaux and Alternating
ω-automata via Linear Factors
Martin Sulzmann1 and Peter Thiemann2
1 Karlsruhe University of Applied Sciences
martin.sulzmann@hs-karlsruhe.de
2 Faculty of Engineering, University of Freiburg
thiemann@acm.org
Abstract. Linear Temporal Logic (LTL) is a widely used specification
framework for linear time properties of systems. The standard approach
for verifying such properties is by transforming LTL formulae to suit-
able ω-automata and then applying model checking. We revisit Vardi’s
transformation of an LTL formula to an alternating ω-automaton and
Wolper’s LTL tableau method for satisfiability checking. We observe that
both constructions effectively rely on a decomposition of formulae into
linear factors. Linear factors have been introduced previously by An-
timirov in the context of regular expressions. We establish the notion of
linear factors for LTL and verify essential properties such as expansion
and finiteness. Our results shed new insights on the connection between
the construction of alternating ω-automata and semantic tableaux.
1 Introduction
Linear Temporal Logic (LTL) is a widely used specification framework for linear
time properties of systems. An LTL formula describes a property of an infinite
trace of a system. Besides the usual logical operators, LTL supports the temporal
operators©ϕ (ϕ holds in the next step of the trace) and ϕUψ (ϕ holds for all
steps in the trace until ψ becomes true). LTL can describe many relevant safety
and liveness properties.
The standard approach to verify a system against an LTL formula is model
checking. To this end, the verifier translates a formula into a suitable ω-au-
tomaton, for example, a Bu¨chi automaton or an alternating automaton, and
applies the model checking algorithm to the system and the automaton. This
kind of translation is widely studied because it is the enabling technology for
model checking [15,13,12]. Significant effort is spent on developing translations
that generate (mostly) deterministic automata or that minimize the number of
states in the generated automata [5,2]. Any improvement in these dimensions is
valuable as it speeds up the model checking algorithm.
Our paper presents a new approach to understanding and proving the cor-
rectness of Vardi’s construction of alternating automata (AA) from LTL formu-
lae [11]. Our approach is based on a novel adaptation to LTL of linear factors,
a concept from Antimirov’s construction of partial derivatives of regular ex-
pressions [1]. Interestingly, a similar construction yields a new explanation for
Wolper’s construction of semantic tableaux [14] for checking satisfiability of LTL
formulae, thus hinting at a deep connection between the two constructions.
The paper contains the following contributions.
– Definition of linear factors and partial derivatives for LTL formulae (Sec-
tion 3). We establish their properties and prove correctness.
– Transformation from LTL to AA based on linear factors. The resulting trans-
formation is essentially the standard LTL to AA transformation [11]; it is
correct by construction of the linear factors (Section 4).
– Construction of semantic tableaux to determine satisfiability of LTL for-
mulae using linear factors (Section 5). Our method corresponds closely to
Wolper’s construction and comes with a free correctness proof.
Proofs for results stated can be found in the appendix.
1.1 Preliminaries
We write ω = {0, 1, 2, . . .} for the set of natural numbers and Σω for the set of
infinite words over alphabet Σ with symbols ranged over by x, y ∈ Σ. We regard
a word σ ∈ Σω as a map and write σi (i ∈ ω) for the i-th symbol. For n ∈ ω,
we write σ[n . . . ] for the suffix of σ starting at n, that is, the function i 7→ σn+i,
for i ∈ ω. We write xσ for prepending symbol x to σ, that is, (xσ)0 = x and
(xσ)i+1 = σi, for all i ∈ ω. The notation P(X) denotes the power set of X .
2 Linear Temporal Logic
Linear temporal logic (LTL) [9] enhances propositional logic with the temporal
operators ©ϕ (ϕ will be true in the next step) and ϕUψ (ϕ holds until ψ
becomes true). LTL formulae ϕ, ψ are defined accordingly where we draw atomic
propositions p, q from a finite set AP.
Definition 1 (Syntax of LTL).
ϕ, ψ ::= p | tt | ¬ϕ | ϕ ∧ ψ | ©ϕ | ϕUψ
We apply standard precedence rules to parse a formula (¬, ©ϕ, and other
prefix operators bind strongest; then ϕUψ and the upcoming ϕRψ operator;
then conjunction and finally disjunction with the weakest binding strength; as
the latter are associative, we do not group their operands explicitly). We use
parentheses to deviate from precedence or to emphasize grouping of subformulae.
A model of an LTL formula is an infinite word σ ∈ Σω where Σ is a finite set
of symbols and there is an interpretation I : Σ → P(AP) that maps a symbol
x ∈ Σ to the finite set of atomic predicates that are true for x.
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Definition 2 (Semantics of LTL). The formula ϕ holds on word σ ∈ Σω as
defined by the judgment σ |= ϕ.
σ |= p⇔ p ∈ I(σ0)
σ |= tt
σ |= ¬ϕ⇔ σ 6|= ϕ
σ |= ϕ ∧ ψ ⇔ σ |= ϕ and σ |= ψ
σ |=©ϕ⇔ σ[1 . . . ] |= ϕ
σ |= ϕUψ ⇔ ∃n ∈ ω, (∀j ∈ ω, j < n⇒ σ[j . . . ] |= ϕ) and σ[n . . . ] |= ψ
We say ϕ is satisfiable if there exists σ ∈ Σω such that σ |= ϕ.
Definition 3 (StandardDerived LTL Operators).
ff = ¬tt
ϕ ∨ ψ = ¬(¬ϕ ∧ ¬ψ) disjunction
ϕRψ = ¬(¬ϕU¬ψ) release
♦ψ = ttUψ eventually/finally
ψ = ff Rψ always/globally
For many purposes, it is advantageous to restrict LTL formulae to positive
normal form (PNF). In PNF negation only occurs adjacent to atomic proposi-
tions. Using the derived operators, all negations can be pushed inside by using
the de Morgan laws. Thanks to the release operator, this transformation runs in
linear time and space. The resulting grammar of formulae in PNF is as follows.
Definition 4 (Positive Normal Form).
ϕ, ψ ::= p | ¬p | tt | ff | ϕ ∧ ψ | ϕ ∨ ψ | ©ϕ | ϕUψ | ϕRψ
From now on, we assume that all LTL formulae are in PNF.
We make use of several standard equivalences in LTL.
Theorem 1 (Standard results about LTL).
1. © (ϕ ∧ ψ)⇔ (©ϕ) ∧ (©ψ)
2. © (ϕ ∨ ψ)⇔ (©ϕ) ∨ (©ψ)
3. ϕUψ ⇔ ψ ∨ (ϕ ∧© (ϕUψ))
4. ϕRψ ⇔ ψ ∧ (ϕ ∨© (ϕRψ))
We also make use of the direct definition of a model for the release operation.
Lemma 1. σ |= ϕRψ is equivalent to one of the following:
∀n ∈ ω, (σ[n . . . ] |= ψ or ∃j ∈ ω, ((j < n) ∧ σ[j . . . ] |= ϕ))
∀n ∈ ω, σ[n . . . ] |= ψ or ∃j ∈ ω, σ[j . . . ] |= ϕ and ∀i ∈ ω, i ≤ j ⇒ σ[i . . . ] |= ψ.
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3 Linear Factors and Partial Derivatives
Antimirov [1] defines a linear factor of a regular expression as a pair of an input
symbol and a next formula (regular expression). The analogue for LTL is a
pair 〈µ, ϕ〉 where µ is a propositional formula in monomial form (no modalities,
see Definition 5) that models the set of first symbols whereas ϕ is a formal
conjunction of temporal LTL formulae for the rest of the input. Informally, 〈µ, ϕ〉
corresponds to µ ∧ ©ϕ. A formula always gives rise to a set of linear factors,
which is interpreted as their disjunction.
Definition 5 (Temporal Formulae, Literals and Monomials). A tempo-
ral formula does not start with a conjunction or a disjunction.
A literal ℓ of AP is an element of AP ∪ ¬AP. Negation of negative literals
is defined by ¬(¬p) = p.
A monomial µ, ν is either ff or a set of literals of AP such that ℓ ∈ µ implies
¬ℓ /∈ µ. The formula associated with a monomial µ is given by
Θ(µ) =
{
ff µ = ff∧
µ µ is a set of literals.
In particular, if µ = ∅, then Θ(µ) = tt. Hence, we may write tt for the empty-
set monomial. As a monomial is represented either by ff or by a set of non-
contradictory literals, its representation is unique.
We define a smart conjunction operator on monomials that retains the mono-
mial structure.
Definition 6. Smart conjunction on monomials is defined as their union unless
their conjunction Θ(µ) ∧Θ(ν) is equivalent to ff .
µ⊙ ν =


ff µ = ff ∨ ν = ff
ff ∃ℓ ∈ µ ∪ ν. ¬ℓ ∈ µ ∪ ν
µ ∪ ν otherwise.
Smart conjunction of monomials is correct in the sense that it produces
results equivalent to the conjunction of the associated formulae.
Lemma 2. Θ(µ) ∧Θ(ν)⇔ Θ(µ ⊙ ν).
We define an operator T that transforms propositional formulae consisting
of literals and temporal subformulae into sets of conjunctions. We assume that
conjunction ∧ simplifies formulae to normal form using associativity, commuta-
tivity, and idempotence. The normal form relies on a total ordering of formulae
derived from an (arbitrary, fixed) total ordering on atomic propositions.
Definition 7 (Set-Based Conjunctive Normal Form).
T (ϕ ∧ ψ) = {ϕ′ ∧ ψ′ | ϕ′ ∈ T (ϕ), ψ′ ∈ T (ψ)}
T (ϕ ∨ ψ) = T (ϕ) ∪ T (ψ)
T (ϕ) = {ϕ} if ϕ is a temporal formula
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Lemma 3.
∨
(T ϕ)⇔ ϕ.
Definition 8 (Linear Factors). The set of linear factors lf(ϕ) of an LTL
formula in PNF is defined as a set of pairs of a monomial and a PNF formula
in conjunctive normal form.
lf(ℓ) = {〈{ℓ}, tt〉}
lf(tt) = {〈tt, tt〉}
lf(ff) = {}
lf(ϕ ∨ ψ) = lf(ϕ) ∪ lf(ψ)
lf(ϕ ∧ ψ) = {〈µ′, ϕ′ ∧ ψ′〉 | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ), µ′ = µ⊙ ν 6= ff}
lf(©ϕ) = {〈tt, ϕ′〉 | ϕ′ ∈ T (ϕ)}
lf(ϕUψ) = lf(ψ) ∪ {〈µ, ϕ′ ∧ ϕUψ〉 | 〈µ, ϕ′〉 ∈ lf(ϕ)}
lf(ϕRψ) = {〈µ′, ϕ′ ∧ ψ′〉 | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ), µ′ = µ⊙ ν 6= ff}
∪ {〈ν, ψ′ ∧ ϕRψ〉 | 〈ν, ψ′〉 ∈ lf(ψ)}
By construction, the first component of a linear factor is never ff . Such pairs are
eliminated from the beginning by the tests for µ⊙ ν 6= ff .
We can obtain shortcuts for the derived operators “always” and “eventually”.
Lemma 4. lf(♦ψ) = lf(ψ) ∪ {〈tt,♦ψ〉}
lf(ψ) = {〈ν, ψ′ ∧ψ〉 | 〈ν, ψ′〉 ∈ lf(ψ)}
Example 1. Consider the formula ♦ p.
lf(♦ p) = lf(p) ∪ {〈tt,♦ p〉}
= {〈p, tt〉, 〈tt,♦ p〉}
lf(♦ p) = {〈µ, ϕ′ ∧♦ p〉 | 〈µ, ϕ′〉 ∈ lf(♦ p)}
= {〈µ, ϕ′ ∧♦ p〉 | 〈µ, ϕ′〉 ∈ {〈p, tt〉, 〈tt,♦ p〉}}
= {〈p,♦ p〉, 〈tt,♦ p ∧♦ p〉}
Definition 9 (Linear Forms). A formula ϕ =
∨
i∈I bi∧©ϕi is in linear form
if each bi is a conjunction of literals and each ϕi is a temporal formula.
The formula associated to a set of linear factors is in linear form as given by
the following mapping.
Θ({〈µi, ϕi〉 | i ∈ I}) =
∨
i∈I
(Θ(µi) ∧©ϕi)
Each formula can be represented in linear form by applying the transfor-
mation to linear factors. The expansion theorem states the correctness of this
transformation.
Theorem 2 (Expansion). For all ϕ, Θ(lf(ϕ))⇔ ϕ.
The partial derivative of a formula ϕ with respect to a symbol x ∈ Σ is a
set of formulae Ψ such that xσ |= ϕ if and only if σ |=
∨
Ψ . Partial derivatives
only need to be defined for formal conjunctions of temporal formulae as we can
apply the T operator first.
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Definition 10 (Partial Derivatives). The partial derivative of a formal con-
junction of temporal formulae with respect to a symbol x ∈ Σ is defined by
∂x(ϕ) = {ϕ
′ | 〈µ, ϕ′〉 ∈ lf(ϕ), x |= µ} if ϕ is a temporal formula
∂x(tt) = {tt}
∂x(ϕ ∧ ψ) = {ϕ
′ ∧ ψ′ | ϕ′ ∈ ∂x(ϕ), ψ
′ ∈ ∂x(ψ)}.
Example 2. Continuing the example of ♦ p, we find for x ∈ Σ:
∂x(♦ p) = {ϕ
′ | 〈µ, ϕ′〉 ∈ lf(♦ p), x |= µ}
= {ϕ′ | 〈µ, ϕ′〉 ∈ {〈p,♦ p〉, 〈tt,♦ p ∧♦ p〉}, x |= µ}
=
{
{♦ p,♦ p ∧♦ p} p ∈ I(x)
{♦ p ∧♦ p} p /∈ I(x)
As it is sufficient to define the derivative for temporal formulae, it only remains
to explore the definition of ∂x(♦ p).
∂x(♦ p) = {ϕ
′ | 〈µ, ϕ′〉 ∈ lf(♦ p), x |= µ}
= {ϕ′ | 〈µ, ϕ′〉 ∈ {〈p, tt〉, 〈tt,♦ p〉}, x |= µ}
=
{
{tt,♦ p} p ∈ I(x)
{♦ p} p /∈ I(x)
3.1 Properties of Partial Derivatives
A descendant of a formula is either the formula itself or an element of the partial
derivative of a descendant by some symbol. As in the regular expression case,
the set of descendants of a fixed LTL formula is finite. Our finiteness proof
follows the method suggested by Broda and coworkers [3]. We look at the set
of iterated partial derivatives of a formula ϕ, which turns out to be just the
set of temporal subformulae of ϕ. This set is finite and closed under the partial
derivative operation. Thus, finiteness follows.
Definition 11 (Iterated Partial Derivatives).
∂+(ℓ) = {ℓ}
∂+(tt) = {tt}
∂+(ff) = {ff}
∂+(ϕ ∨ ψ) = ∂+(ϕ) ∪ ∂+(ψ)
∂+(ϕ ∧ ψ) = ∂+(ϕ) ∪ ∂+(ψ)
∂+(©ϕ) = {©ϕ} ∪ ∂+(ϕ)
∂+(♦ϕ) = {♦ϕ} ∪ ∂+(ϕ)
∂+(ϕ) = {ϕ} ∪ ∂+(ϕ)
∂+(ϕUψ) = {ϕUψ} ∪ ∂+(ψ) ∪ ∂+(ϕ)
∂+(ϕRψ) = {ϕRψ} ∪ ∂+(ψ) ∪ ∂+(ϕ)
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It is trivial to see that the set ∂+(ϕ) is finite because it is a subset of the set
of subformulae of ϕ.
Lemma 5 (Finiteness). For all ϕ, ∂+(ϕ) is finite.
The iterated partial derivative only consider subformulae whereas the partial
derivative elides disjunctions but returns a set of formal conjunctions. To connect
both the following definition is required.
Definition 12 (Subsets of Formal Conjunctions). For an ordered set X =
{x1, x2, . . . }, we define the set of all formal conjunctions of X as follows.
S(X) = {tt} ∪ {xi1 ∧ . . . ∧ xin | n ≥ 1, i1 < i2 < · · · < in}
We regard a subset of S(X) as a positive Boolean formula over X in conjunctive
normal form.
Clearly, if a set of formulae Φ is finite, then so is S(Φ), where we assume an
arbitrary, but fixed total ordering on formulae.
The set of temporal subformulae of a given formula ϕ is also a formal con-
junction of subformulae.
Lemma 6. For all ϕ, T (ϕ) ⊆ S(∂+(ϕ)).
Lemma 7 (Closedness under derivation).
1. For all x ∈ Σ, ∂x(ϕ) ⊆ S(∂+(ϕ))}.
2. For all ϕ′ ∈ ∂+(ϕ) and x ∈ Σ, ∂x(ϕ′) ⊆ S(∂+(ϕ)).
From Lemmas 6 and 7 it follows that the set of descendants of a fixed LTL
formula ϕ is finite. In fact, we can show that the cardinality of this set is expo-
nential in the size of ϕ. We will state this result for a more “direct” definition of
partial derivatives which does not require having to compute linear factors first.
Definition 13 (Direct Partial Derivatives). Let x ∈ Σ. Then, pdx(·) maps
LTL formulae to sets of LTL formulae and is defined as follows.
pdx(tt) = {tt}
pdx(ff) = {}
pdx(ℓ) =
{
{tt} x |= ℓ
{} otherwise
pdx(ϕ ∨ ψ) = pdx(ϕ) ∪ pdx(ψ)
pdx(ϕ ∧ ψ) = {ϕ
′ ∧ ψ′ | ϕ′ ∈ pdx(ϕ), ψ
′ ∈ pdx(ψ)}
pdx(©ϕ) = T (ϕ)
pdx(ϕUψ) = pdx(ψ) ∪ {ϕ
′ ∧ ϕUψ | ϕ′ ∈ pdx(ϕ)}
pdx(ϕRψ) = {ϕ
′ ∧ ψ′ | ϕ′ ∈ pdx(ϕ), ψ
′ ∈ pdx(ψ)} ∪ {ψ
′ ∧ ϕRψ | ψ′ ∈ pdx(ψ)}
pdx(♦ϕ) = pdx(ϕ) ∪ {♦ϕ}
pdx(ϕ) = {ϕ
′ ∧ϕ | ϕ′ ∈ pdx(ϕ)}
where conjunctions of temporal formulae are normalized as usual.
For w ∈ Σ∗, we define pdε(ϕ) = {ϕ} and pdxw(ϕ) =
⋃
ϕ′∈pdx(ϕ)
pdw(ϕ
′).
For L ⊆ Σ∗, we define pdL(ϕ) =
⋃
w∈L pdw(ϕ). We refer to the special case
pdΣ∗(ϕ) as the set of partial derivative descendants of ϕ.
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Example 3. Consider the formula ♦ p. We calculate
pdp(♦ p) = {tt,♦ p}
pdp(♦ p) = {tt ∧♦ p,♦ p ∧♦ p}
(normalize)
= {♦ p,♦ p ∧♦ p}
pdp(♦ p ∧♦ p) = {tt ∧ tt ∧♦ p,♦ p ∧♦ p, tt ∧ ♦ p ∧♦ p,♦ p ∧ ♦ p ∧♦ p}
(normalize)
= {♦ p,♦ p ∧♦ p}
Lemma 8. For all ϕ and x ∈ Σ, ∂x(ϕ) = pdx(ϕ).
The next result follows from Theorem 2 and Lemma 8.
Lemma 9. For all ϕ, ϕ⇔
∨
x∈Σ,ϕ′∈pdx(ϕ)
x ∧©ϕ′.
Definition 14. The size of a temporal formula ϕ is the sum of the number of
literals, temporal and Boolean operators in ϕ.
If ϕ has size n, the number of subformulae in ϕ is bounded by O(n).
Lemma 10. For all ϕ, the cardinality of pdΣ∗(ϕ) is bounded by O(2
n) where n
is the size of ϕ.
4 Alternating ω-Automata
We revisit the standard construction from LTL formula to alternating ω-automata
as reported by Vardi [10]. We observe that the definition of the transition func-
tion for formulae in PNF corresponds to partial derivatives.
The transition function of an alternating automaton yields a set of sets of
states, which we understand as a disjunction of conjunctions of states. The dis-
junction models the nondeterministic alternatives that the automaton can take
in a step, whereas the conjunction models states that need to succeed together.
Many presentations use positive Boolean formulae at this point, our presentation
uses the set of minimal models of such formulae.
Definition 15. A tuple A = (Q,Σ, δ, α0, F ) is an alternating ω-automaton
(AA) [6] if Q is a finite set of states, Σ an alphabet, α0 ⊆ P(Q) a set of sets of
states, δ : Q × Σ → P(Q) a transition function, and F ⊆ Q a set of accepting
states.
A run of A on a word σ is a digraph G = (V,E) with nodes V ⊆ Q× ω and
edges E ⊆
⋃
i∈ω Vi × Vi+1 where Vi = Q× {i}, for all i.
– {q ∈ Q | (q, 0) ∈ V } ∈ α0.
– For all i ∈ ω:
• If (q′, i+ 1) ∈ Vi+1, then ((q, i), (q′, i+ 1)) ∈ E, for some q ∈ Q.
• If (q, i) ∈ Vi, then {q′ ∈ Q | ((q, i), (q′, i+ 1)) ∈ E} ∈ δ(q, σi).
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A run G on σ is accepting if every infinite path in G visits a state in F
infinitely often (Bu¨chi acceptance). Define the language of A as
L(A) = {σ | there exists an accepting run of A on σ}.
Definition 16 ([10,7]). The alternating ω-automaton A(ϕ) = (Q,Σ, δ, α0, F )
resulting from ϕ is defined as follows. The set of states is Q = ∂+(ϕ), the set
of initial states α0 = T (ϕ), the set of accepting states F = {tt} ∪ {ϕRψ |
ϕRψ ∈ Q}, and the transition function δ is defined by induction on the formula
argument:
– δ(tt, x) = {tt}
– δ(ff , x) = {}
– δ(ℓ, x) = {tt}, if x |= ℓ
– δ(ℓ, x) = {}, otherwise
– δ(ϕ ∨ ψ, x) = δ(ϕ, x) ∪ δ(ψ, x)}
– δ(ϕ ∧ ψ, x) = {q1 ∧ q2 | q1 ∈ δ(ϕ, x), q2 ∈ δ(ψ, x)}
– δ(©ϕ, x) = T (ϕ)
– δ(ϕUψ, x) = δ(ψ, x) ∪ {q ∧ ϕUψ | q ∈ δ(ϕ, x)}
– δ(ϕRψ, x) = {q1 ∧ q2 | q1 ∈ δ(ϕ, x), q2 ∈ δ(ψ, x)} ∪ {q ∧ϕRψ | q ∈ δ(ψ, x)}
We deviate slightly from Vardi’s original definition by representing disjunction
as a set of states. For example, in his definition δ(ff , x) = ff , which is equivalent
to the empty disjunction. Another difference is that we only consider formulae
in PNF whereas Vardi covers LTL in general. Hence, Vardi’s formulation treats
negation by extending the set of states with negated subformulae. For example,
we find δ(¬ϕ, x) = δ(ϕ, x) where Φ calculates the dual of a set Φ of formulae
obtained by application of the de Morgan laws. The case for negation can be
dropped because we assume that formulae are in PNF. In exchange, we need to
state the cases for ϕ∨ψ and for ϕRψ which can be derived easily from Vardi’s
formulation by exploiting standard LTL equivalences.
The accepting states in Vardi’s construction are all subformulae of the form
¬(ϕUψ), but ¬(ϕUψ) = (¬ϕ)R (¬ψ), which matches our definition and others
in the literature [4].
Furthermore, our construction adds tt to the set of accepting states, which
is not present in Vardi’s paper. It turns out that tt can be eliminated from the
accepting states if we set δ(tt, x) = {}. This change transforms an infinite path
with infinitely many tt states into a finite path that terminates when truth is
established. Thus, it does not affect acceptance of the AA.
The same definition is given by Pela´nek and Strejcˇek [8] who note that the
resulting automaton is restricted to be a 1-weak alternating automaton. For this
class of automata there is a translation back to LTL.
We observe that the definition of the transition function in Definition 16
corresponds to the direct definition of partial derivatives in Definition 13.
Lemma 11. Let A(ϕ) be the alternating ω-automaton for a formula ϕ according
to Definition 16. For each ψ ∈ Q and x ∈ Σ, we have that δ(ψ, x) = pdx(ψ).
9
Finally we provide an independent correctness result for the translation from
LTL to AA that relies on the correctness of our construction of linear factors.
Theorem 3. Let ϕ be an LTL formula. Consider the alternating automaton
A(ϕ) given by
– Q = ∂+(ϕ),
– δ(ψ, x) = ∂x(ψ), for all ψ ∈ Q and x ∈ Σ,
– α0 = T (ϕ),
– F = {tt} ∪ {ϕRψ | ϕRψ ∈ Q}.
Then, L(ϕ) = L(A(ϕ)) using the Bu¨chi acceptance condition.
5 Semantic Tableau
We revisit Wolper’s [14] semantic tableau method for LTL to check satisfiability
of a formula ϕ. A tableau is represented as a directed graph built from nodes
where nodes denote sets of formulae. A tableau starts with the initial node {ϕ}
and new nodes are generated by decomposition of existing nodes, i.e. formulae.
Wolper’s method requires a post-processing phase where unsatisfiable nodes are
eliminated. The formula ϕ is satisfiable if there is a satisfiable path in the tableau.
We observe that decomposition can be explained in terms of linear factors and
some of the elimination (post-processing) steps can be obtained for free.
We largely follow Wolper’s notation but start from formulae in PNF. In the
construction of a tableau, a formula ϕ may be marked, written as ϕ∗. A formula
is elementary if it is a literal or its outermost connective is © . We write S to
denote a set of formulae. Hence, each node is represented by some S. A node
is called a state if the node consists solely of elementary or marked formulae.
A node is called a pre-state if it is the initial node or the immediate child of a
state.
Definition 17 (Wolper’s Tableau Decision Method [14]). Tableau con-
struction for ϕ starts with node S = {ϕ}. New nodes are created as follows.
– Decomposition rules: For each non-elementary unmarked ϕ ∈ S with decom-
position rule ϕ → {S1, . . . , Sk} as defined below, create k child nodes where
the ith child is of the form (S − {ϕ}) ∪ Si ∪ {ϕ∗}.
(D1) ϕ ∨ ψ → {{ϕ}, {ψ}}
(D2) ϕ ∧ ψ → {{ϕ, ψ}}
(D3) ♦ϕ→ {{ϕ}, {©♦ϕ}}
(D4) ϕ→ {{ϕ,©ϕ}}
(D5) ϕUψ → {{ψ}, {ϕ,© (ϕUψ)}}
(D6) ϕRψ → {{ψ, ϕ ∨© (ϕRψ)}}
– Step rule: For each node S consisting of only elementary or marked formulae,
create a child node {ϕ | ©ϕ ∈ S}. Just create an edge if the node already
exists.
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S0 = {p ∧ ♦¬p}
2

S1 = { p ∧ ♦¬p∗, p,♦¬p}
4

S2 = { p ∧ ♦¬p∗, p∗,♦¬p, p,© p}
3
rr❡❡❡❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
3

S3 = { p ∧ ♦¬p∗, p∗,♦¬p∗, p,© p,¬p} S4 = { p ∧ ♦¬p∗, p∗,♦¬p∗, p,© p,©♦¬p}

S5 = { p,♦¬p}
4

S6 = { p∗,♦¬p, p,© p}
3
rr❡❡❡❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
❡❡
3

S7 = {p∗,♦¬p∗, p,© p,¬p} S8 = { p∗,♦¬p∗, p,© p,©♦¬p}
kk
Fig. 1. Tableau before elimination:  p ∧ ♦¬p
Elimination of (unsatisfiable) nodes proceeds as follows. A node is eliminated
if one of the conditions E1-3 applies.
– E1: The node contains p and its negation.
– E2: All successors have been eliminated.
– E3: The node is a pre-state and contains a formula of the form ♦ψ or ϕUψ
that is not satisfiable.
A formula ♦ψ, ϕUψ is satisfiable in a pre-state, if there is a path in the tableau
leading from that pre-state to a node containing the formula ψ.
Theorem 4 (Wolper [14]). An LTL formula ϕ is satisfiable iff the initial node
generated by the tableau decision procedure is not eliminated.
Example 4. Consider  p ∧ ♦¬p. Figure 1 shows the tableau generated before
elimination. In case of decomposition, edges are annotated with the number of
the respective decomposition rule. For example, from the initial node S0 we reach
node S1 by decomposition via (D2). Node S4 consists of only elementary and
marked nodes and therefore we apply the step rule to reach node S5. The same
applies to node S3. For brevity, we ignore its child node because this node is
obviously unsatisfiable (E1). The same applies to node S7.
We consider elimination of nodes. Nodes S3, S4, S7 and S8 are states. There-
fore, S0 and S5 are pre-states. Nodes S3 and S7 can be immediately eliminated
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due to E1. Node S5 contains ♦¬p. This formula is not satisfiable because there
is not path from S5 along which we reach a node which contains ¬p. Hence, we
eliminate S5 due to E3. All other nodes are eliminated due to E3. Hence, we
conclude that the formula  p ∧ ♦¬p is unsatisfiable.
We argue that marked formulae and intermediate nodes are not essential in
Wolper’s tableau construction. Marked formulae can simply be dropped and in-
termediate nodes can be removed by exhaustive application of decomposition.
This optimization reduces the size of the tableau and allows us to establish a di-
rect connection between states/pre-states and linear factors/partial derivatives.
Definition 18 (Decomposition and Elimination via Rewriting). We de-
fine a rewrite relation among sets of sets of nodes ranged over by N .
“ϕ→ {S1, . . . , Sn}” ∈ {D1, . . . , D6}
{S ∪ {ϕ}} ∪N ֌ {S ∪ S1} ∪ · · · ∪ {S ∪ Sn} ∪N
N ′ = {S | S ∈ N ∧ (∀ℓ ∈ S) ¬ℓ /∈ S}
N ֌ N ′
where the premise of the first rule corresponds to one of the decomposition rules
D1-D6. The second rule corresponds to the elimination rule E1 applied globally.
We write N1 ֌
∗ Nk for N1 ֌ · · ·֌ Nk where no further rewritings are possible
on Nk. We write ϕ֌
∗ N as a shorthand for {{ϕ}}֌∗ N .
As the construction does not mark formulae, we call S a state node if S
only consists of elementary formulae. By construction, for any set of formulae
S we find that {S} ֌∗ N for some N which only consists of state nodes. In
our optimized Wolper-style tableau construction, each S′ ∈ N is a ‘direct’ child
of S where intermediate nodes are skipped. We also integrate the elimination
condition E1 into the construction of new nodes.
The step rule is pretty much the same as in Wolper’s formulation. The (mostly
notational) difference is that we represent a pre-state node with a single formula.
That is, from state node S we generate the child pre-state node {
∧
©ψ∈S ψ}
whereas Wolper generates {ψ | ©ψ ∈ S}.
Definition 19 (Optimized Tableau Construction Method). We consider
tableau construction for ϕ. We assume that Q denotes the set of pre-state for-
mulae generated so far and Qj denotes the set of active pre-state nodes in the
j-th construction step. We start with Q = Q0 = {ϕ}. We consider the j-th
construction step.
Decomposition: For each node ψ ∈ Qj we build {{ψ}}֌∗ {S1, . . . , Sn} where
each state node Si is a child of pre-state node {ψ}.
Step: For each state node Si, we build ϕi =
∧
©ϕ∈Si
ψ where pre-state node
{ϕi} is a child of Si. We set Qj+1 = {ϕ1, . . . , ϕn} −Q and then update the
set of pre-state formulae generated so far by setting Q = Q ∪ {ϕ1, . . . , ϕn}.
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Construction continues until no new children are created.
Theorem 5 (Correctness Optimized Tableau). For all ϕ, ϕ is satisfiable
iff the initial node generated by the optimized Wolper-style tableau decision pro-
cedure is not eliminated by conditions E2 and E3.
Example 5. Consider  p ∧ ♦¬p. Our variant of Wolper’s tableau construction
method yields the following.
S0 = { p ∧ ♦¬p}
decomp

S′4 = {p,© p,©♦¬p}
step
mm
Node S′4 corresponds to node S4 in Figure 1. Nodes S1, S2, and S3 from the orig-
inal construction do not arise in our variant because we skip intermediate nodes
and eliminate aggressively during construction whereas Wolper’s construction
method gives rise S5. We avoid such intermediate nodes and immediately link
S′4 to the initial node S0.
Next, we show that states in the optimized representation of Wolper’s tableau
method correspond to linear factors and pre-states correspond to partial deriva-
tives.
Let S = {ℓ1, . . . , ℓn,©ϕ1, . . . ,©ϕm} be a (state) node. We define [[S]] =
〈ℓ1⊙ . . .⊙ ℓn, ϕ1 ∧ . . .∧ϕm〉 where for cases n = 0 and m = 0 we assume tt. Let
N = {S1, . . . , Sn} where each Si is a state. We define [[N ]] = {[[S1]], . . . , [[Sn]]}.
Lemma 12. Let ϕ 6= ff , N such that ϕ֌∗ N . Then, we find that lf(ϕ) = [[N ]].
Case ff is excluded due to LF (ff) = {}.
So, any state node generated during the optimized Wolper tableau construc-
tion corresponds to an element of a linear factor. An immediate consequence is
that each pre-state corresponds to a partial derivative. Hence, we can reformulate
the optimized Wolper tableau construction as follows.
Theorem 6 (Tableau Construction via Linear Factors). The optimized
variant of Wolper’s tableau construction for ϕ can be obtained as follows.
1. Each formula ψ 6= tt in the set of all partial derivative descendants pdΣ∗(ϕ)
corresponds to a pre-state.
2. For each ψ ∈ pdΣ∗(ϕ) where ψ 6= tt, each 〈ν, ψ
′〉 ∈ lf(ψ) is state where
〈ν, ψ′〉 is a child of ψ, and if ψ′ 6= tt, ψ′ is a child of 〈ν, ψ′〉.
We exclude tt because Wolper’s tableau construction stops once we reach tt.
Example 6. Consider ¬p ∧©¬p ∧ qU p where
lf(¬p) = {〈¬p, tt〉}
lf(tt) = {〈tt, tt〉}
lf(©¬p) = {〈tt,¬p〉}
lf(qU p) = {〈p, tt〉, 〈q, qU p〉}
lf(¬p ∧ qU p) = {〈¬p ∧ q, qU p〉}
lf(¬p ∧©¬p ∧ qU p) = {〈¬p ∧ q,¬p ∧ qU p〉}
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We carry out the tableau construction using linear factors notation where we
use LF to label pre-state (derivatives) to state (linear factor) relations and PD
to label state to pre-state relations.
¬p ∧©¬p ∧ qU p
LF

〈¬p ∧ q,¬p ∧ qU p〉
PD

¬p ∧ qU p
LF

〈¬p ∧ q, qU p〉
PD

qU p
LF
vv♥♥♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
LF

〈p, tt〉 〈q, qU p〉
The reformulation of Wolper’s tableau construction in terms of linear factors
and partial derivatives allows us to establish a close connection to the construc-
tion of Vardi’s alternating ω-automaton. Each path in the tableau labeled by LF
and PD corresponds to a transition step in the automaton. The same applies to
transitions with one exception. In Wolper’s tableau, the state 〈ℓ, tt〉 is consid-
ered final whereas in Vardi’s automaton we find transitions δ(ℓ, tt) = {tt}. So,
from Theorem 3 and Theorem 6 we can derive the following result.
Corollary 1. Vardi’s alternating ω-automaton derived from an LTL formula is
isomorphic to Wolper’s optimized LTL tableau construction assuming we ignore
transitions δ(ℓ, tt) = {tt}.
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6 Proofs
6.1 Proof of Theorem 2
Proof. Show by induction on ϕ: for all σ ∈ Σω, σ |= ϕ iff σ |= Θ(lf(ϕ)).
Case p.
Θ(lf(p)) = Θ({〈p, tt〉}) = p ∧© tt⇔ p
Case ¬p. Analogous.
Case tt.
Θ(lf(tt)) = Θ({〈tt, tt〉}) = tt ∧© tt⇔ tt
Case ff .
Θ(lf(ff)) = Θ({}) = ff
Case ϕ ∨ ψ.
Θ(lf(ϕ ∨ ψ)) = Θ(lf(ϕ) ∪ lf(ψ)) = Θ(lf(ϕ)) ∨Θ(lf(ψ))
Now
σ |= ϕ ∨ ψ ⇔ (σ |= ϕ) ∨ (σ |= ψ)
by IH
⇔ (σ |= Θ(lf(ϕ))) ∨ (σ |= Θ(lf(ψ)))
⇔ (σ |= Θ(lf(ϕ)) ∨Θ(lf(ψ)))
Case ϕ ∧ ψ.
Θ(lf(ϕ ∧ ψ)) = Θ({〈µ⊙ ν, ϕ′ ∧ ψ′〉 | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ)})
=
∨
{(µ⊙ ν) ∧© (ϕ′ ∧ ψ′) | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ)}
Now
σ |= ϕ ∧ ψ
⇔ (σ |= ϕ) ∧ (σ |= ψ)
by IH
⇔ (σ |= Θ(lf(ϕ))) ∧ (σ |= Θ(lf(ψ)))
⇔ (σ |=
∨
{µ ∧©ϕ′ | 〈µ, ϕ′〉 ∈ lf(ϕ)}) ∧ (σ |=
∨
{ν ∧©ψ′ | 〈ν, ψ′〉 ∈ lf(ψ)})
⇔ σ |= (
∨
{µ ∧©ϕ′ | 〈µ, ϕ′〉 ∈ lf(ϕ)}) ∧ (
∨
{ν ∧©ψ′ | 〈ν, ψ′〉 ∈ lf(ψ)})
⇔ σ |= (
∨
{µ ∧©ϕ′ ∧ ν ∧©ψ′ | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ)})
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by Lemma 2 µ ∧ ν ⇔ Θ(µ⊙ ν)
⇔ σ |= (
∨
{(µ⊙ ν) ∧©ϕ′ ∧©ψ′ | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ)})
⇔ σ |= (
∨
{(µ⊙ ν) ∧© (ϕ′ ∧ ψ′) | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ)})
Case ©ϕ. (using Lemma 3)
Θ(lf(©ϕ)) = Θ({〈tt, ϕ′〉 | ϕ′ ∈ T (ϕ)})
=
∨
{tt ∧©ϕ′ | ϕ′ ∈ T (ϕ)}
=© (
∨
T (ϕ))
⇔©ϕ
Case ϕUψ.
Θ(ϕUψ) = Θ(lf(ψ) ∪ {〈µ, ϕ′ ∧ ϕUψ〉 | 〈µ, ϕ′〉 ∈ lf(ϕ)})
= Θ(lf(ψ)) ∨
∨
{µ ∧© (ϕ′ ∧ ϕUψ) | 〈µ, ϕ′〉 ∈ lf(ϕ)}
⇔ Θ(lf(ψ)) ∨
∨
{µ ∧©ϕ′ | 〈µ, ϕ′〉 ∈ lf(ϕ)} ∧© (ϕUψ)
⇔ Θ(lf(ψ)) ∨ (Θ(lf(ϕ)) ∧© (ϕUψ))
by IH
⇔ ψ ∨ (ϕ ∧© (ϕUψ))
⇔ ϕUψ
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Case ϕRψ.
Θ(lf(ϕRψ)) = Θ(
{〈µ⊙ ν, ϕ′ ∧ ψ′〉 | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ)}
∪{〈ν, ψ′ ∧ ϕRψ〉 | 〈ν, ψ′〉 ∈ lf(ψ)}
)
=
∨
〈µ,ϕ′〉∈lf(ϕ),〈ν,ψ′〉∈lf(ψ)(Θ(µ⊙ ν) ∧© (ϕ
′ ∧ ψ′))
∨
∨
〈ν,ψ′〉∈lf(ψ)(Θ(ν) ∧© (ψ
′ ∧ ϕRψ))
by Lemma 2 and the fact that © (ϕ ∧ ψ)⇔©ϕ ∧©ψ
⇔
∨
〈µ,ϕ′〉∈lf(ϕ),〈ν,ψ′〉∈lf(ψ)(Θ(µ) ∧Θ(ν) ∧©ϕ
′ ∧©ψ′)
∨
∨
〈ν,ψ′〉∈lf(ψ)(Θ(ν) ∧©ψ
′ ∧© (ϕRψ))
by repeated application of the following distributivity laws
(ϕ1 ∧ ϕ2) ∨ (ϕ1 ∧ ϕ3)⇔ ϕ1 ∧ (ϕ2 ∨ ϕ3)
(ϕ1 ∧ ϕ2) ∨ (ϕ3 ∧ ϕ2)⇔ (ϕ1 ∨ ϕ3) ∧ ϕ2
⇔
∨
〈ν,ψ′〉∈lf(ψ)(Θ(ν) ∧©ψ
′)
∧(((
∨
〈µ,ϕ′〉∈lf(ϕ)(Θ(µ) ∧©ϕ
′))) ∨© (ϕRψ))
= Θ(lf(ψ)) ∧ (Θ(lf(ϕ)) ∨© (ϕRψ))
by IH
⇔ ψ ∧ (ϕ ∨© (ϕRψ))
by Theorem 1
⇔ ϕRψ
⊓⊔
6.2 Proof of Lemma 5
Proof. By straightforward induction on the linear temporal formula. ⊓⊔
6.3 Proof of Lemma 6
Proof. By straightforward induction on the linear temporal formula. ⊓⊔
6.4 Proof of Lemma 8
Proof. By induction on ϕ.
Case ϕRψ. By definition,
∂x(ϕRψ) = {ϕ′ ∧ ψ′ | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ), x |= µ⊙ ν} (1)
∪{ψ′ ∧ ϕRψ | 〈ν, ψ′〉 ∈ lf(ψ), x |= ν} (2)
Consider (1). For µ⊙ν = ff , the second components of the respective linear forms
can be ignored. Hence, by IH we find that {ϕ′ ∧ ψ′ | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈
lf(ψ), x |= µ ⊙ ν} ⊆ {ϕ′ ∧ ψ′ | ϕ′ ∈ pdx(ϕ), ψ
′ ∈ pdx(ψ)}. The other direction
follows as well as x |= µ and x |= ν implies that µ⊙ ν 6= ff . Consider (2). By IH
we have that {ψ′∧ϕRψ | 〈ν, ψ′〉 ∈ lf(ψ), x |= ν} = {ψ′∧ϕRψ | ψ′ ∈ pdx(ψ)}.
Hence, ∂x(ϕRψ) = pdx(ϕRψ).
The other cases can be proven similarly.
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6.5 Proof of Lemma 10
Proof. The cardinality of ∂+(ϕ) is bounded by O(n). By Lemma 7 (second part)
elements in the set of descendants are in the set S(∂+(ϕ)). The mapping S
builds all possible (conjunctive) combinations of the underlying set. Hence, the
cardinality of S(∂+(ϕ)) is bounded by O(2n) and we are done.
6.6 Proof of Lemma 7
Proof. First part. By induction on ϕ we show that {ϕ′ | 〈µ, ϕ′〉 ∈ lf(ϕ)} ⊆
S(∂+(ϕ)).
Case tt. lf(tt) = {〈tt, tt〉} and tt ∈ S(∂+(tt)).
Case ℓ. Analogous.
Case ff . Holds vacuously.
Case ϕ ∨ ψ. Immediate by induction.
Case ϕ ∧ ψ. Immediate by induction.
Case ©ϕ. lf(©ϕ) = {〈tt, ϕ′〉 | ϕ′ ∈ T (ϕ)} and by Lemma 6, T (ϕ) ⊆
S(∂+(ϕ)).
Case ϕUψ. lf(ϕUψ) = lf(ψ) ∪ {〈µ, ϕ′ ∧ ϕUψ〉 | 〈µ, ϕ′〉 ∈ lf(ϕ)}. By
induction, the second components of lf(ψ) are in S(∂+(ψ)) ⊆ S(∂+(ϕUψ)).
By induction, the second components ϕ′ of lf(ϕ) are in S(∂+(ϕ)), so that ϕ′ ∧
ϕUψ ∈ S(∂+(ϕ) ∪ {ϕUψ}) ⊆ S(∂+(ϕUψ)).
Case ϕRψ. lf(ϕRψ) = {〈µ⊙ν, ϕ′∧ψ′〉 | 〈µ, ϕ′〉 ∈ lf(ϕ), 〈ν, ψ′〉 ∈ lf(ψ)}∪
{〈ν, ψ′ ∧ ϕRψ〉 | 〈ν, ψ′〉 ∈ lf(ψ)}. By induction ϕ′ ∈ S(∂+(ϕ)) and ψ′ ∈
S(∂+(ψ)) so that ϕ′ ∧ ψ′ ∈ S(∂+(ϕ) ∪ ∂+(ψ)) ⊆ S(∂+(ϕRψ)). Furthermore,
ψ′ ∧ ϕRψ ∈ S(∂+(ψ) ∪ {ϕRψ}) ⊆ S(∂+(ϕRψ)).
Second part. By induction on ϕ.
Case ℓ. If ϕ′ = ℓ or ϕ′ = tt, then tt ∈ S(∂+(ℓ)).
Case tt. Analogous.
Case ff . Vacuously true.
Case ϕ ∨ ψ. Immediate by induction.
Case ϕ ∧ ψ. Immediate by induction.
Case ϕUψ. By induction and the first part.
Case ϕRψ. By induction and the first part.
6.7 Proof of Theorem 3
Proof. Suppose that σ |= ϕ. Show by induction on ϕ that σ ∈ L(A(ϕ)).
Case tt. Accepted by run tt, tt, . . . which visits tt ∈ F infinitely often.
Case ff . No run.
Case p. As p ∈ I(σ0), σ is accepted by run p, tt, tt, . . . .
Case ¬p. Accepted by run ¬p, tt, tt, . . . .
Case ϕ ∧ ψ. By definition σ |= ϕ and σ |= ψ. By induction, there are
accepting runs α0, α1, . . . on σ in A(ϕ) and β0, β1, . . . on σ in A(ψ). But then
α0 ∧ β0, α1 ∧ β1, . . . is an accepting run on σ in A(ϕ ∧ ψ) because the state
sets of the automata are disjoint.
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Case ϕ ∨ ψ. By definition σ |= ϕ or σ |= ψ. If we assume that σ |= ϕ, then
induction yields an accepting run α0, α1, . . . on σ in A(ϕ). As the initial state
of A(ϕ ∨ ψ) is chosen from {α0, β0}, for some β0, we have that α0, α1, . . . is an
accepting run on σ in A(ϕ ∨ ψ).
Case ©ϕ. By definition σ[1 . . . ] |= ϕ. By induction, there is an accepting
run α0, α1, . . . on σ[1 . . . ] in A(ϕ) with α0 = T (ϕ). Thus, there is an accepting
run ©ϕ, α0, α1, . . . on σ in A(©ϕ).
Case ϕUψ. By definition ∃n ∈ ω, ∀j ∈ ω, j < n ⇒ σ[j . . . ] |= ϕ and
σ[n . . . ] |= ψ. By induction, there is an accepting run on σ[n . . . ] in A(ψ) and,
for all 0 ≤ j < n, there are accepting runs on σ[j . . . ] in A(ϕ).
We proceed by induction on n.
Subcase n = 0. In this case, there is an accepting run β0, β1, . . . on σ[0 . . . ] =
σ in A(ψ) so that β0 = T (ψ). We want to show that ϕUψ, β1, . . . is an accept-
ing run on σ in A(ϕUψ). To see this, observe that β1 ∈ ∂σ0(β0) and that
∂σ0(ϕUψ) = ∂σ0(β0) ∪ ∂σ0(α0) ∧ ϕUψ, where α0 = T (ϕ), which proves the
claim.
Subcase n > 0. There must be an accepting run α0, α1, . . . on σ[0 . . . ] = σ
in A(ϕ) so that α0 = T (ϕ). By induction (on n) there must be an accepting
run β0, β1, . . . on σ[1 . . . ] in A(ϕUψ) where β0 = ϕUψ. We need to show that
ϕUψ, α1∧β0, α2∧β1, . . . is an accepting run on σ in A(ϕUψ). By the analysis
in the base case, the automaton can step from ϕUψ to ∂σ0(α0) ∧ ϕUψ.
Case ϕRψ.
By definition, ∀n ∈ ω, (σ[n . . . ] |= ψ or ∃j ∈ ω, ((j < n) ∧ σ[j . . . ] |= ϕ)). By
induction, there is either an accepting run on σ[n . . . ] in A(ψ), for each n ∈ ω,
or there exists some j ∈ ω such that there is an accepting run on σ[j . . . ] in A(ϕ)
and for all 0 ≤ i ≤ j, there is an accepting run on σ[i . . . ] in A(ψ).
If there is an accepting run πn0 , E
n
0 , π
n
1 , E
n
1 , . . . in A(ψ) on σ[n . . . ] for each
n ∈ ω where πn0 ∈ T (ψ) and π
n
i+1 ∈ ∂σi+n(π
n
i ), then there is an accepting run in
A(ϕRψ):
∂σ0(ϕRψ) = ∂σ0(ϕ ∧ ψ) ∪ ∂σ0(ψ) ∧ ϕRψ.
Suppose that there is either an accepting run on σ[n . . . ] in A(ψ), for each
n ∈ ω. In this case, there is an accepting run in A(ϕRψ): there is infinite path
of accepting states ϕRψ, . . . and, as ψ holds at every n, every infinite path that
starts in a state in ∂σn(ψ) visits infinitely many accepting states.
Otherwise, the run visits only finitely many states of the form ϕRψ and then
continues according to the accepting runs on ϕ and ψ starting with ∂σj (ϕ ∧ ψ).
Furthermore, any infinite path starting at some ∂σi(ψ)∧ϕRψ that goes through
∂σi(ψ) visits infinitely many accepting states (for 0 ≤ i < j).
Suppose now that σ 6|= ϕ and show that σ /∈ L(A(ϕ)).
σ 6|= ϕ is equivalent to σ |= ¬ϕ. We prove by induction on ϕ that σ /∈
L(A(ϕ)).
Case tt. The statement σ 6|= tt is contradictory.
Case ff . The statement σ 6|= ff holds for all σ and the automaton A(ff) has
no transitions, so σ /∈ L(A(ff )).
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Case p. The statement σ 6|= p is equivalent to σ |= ¬p. That is, p /∈ I(σ0).
As lf(p) = {〈p, tt〉}, we find that ∂σ0(p) = ∅ so that A(p) has no run on p.
Case ¬p. Similar.
Case ϕ ∧ ψ. If σ 6|= ϕ ∧ ψ, then σ 6|= ϕ or σ 6|= ψ. If we assume that σ 6|= ϕ
and appeal to induction, then either there is no run of A(ϕ) on σ: in this case,
there is no run of A(ϕ ∧ ψ) on σ, either. Alternatively, every run of A(ϕ) on σ
has a path with only finitely many accepting states. This property is inherited
by A(ϕ ∧ ψ).
Case ϕ ∨ ψ. If σ 6|= ϕ ∨ ψ, then σ 6|= ϕ and σ 6|= ψ. By appeal to induction,
every run of A(ϕ) on σ as well as every run of A(ψ) on σ has a path with only
finitely many accepting states. Thus, every run of A(ϕ ∨ ψ) on σ will have an
infinite path with only finitely many accepting states.
Case ©ϕ. If σ 6|= ©ϕ, then σ |= ¬© ϕ which is equivalent to σ |= ©¬ϕ
and thus σ[1 . . . ] 6|= ϕ. By induction every run of A(ϕ) on σ[1 . . . ] has an infinite
path with only finitely many accepting states, so has every run of A(©ϕ) on σ.
Case ϕUψ. If σ 6|= ϕUψ, then it must be that σ |= (¬ϕ)R (¬ψ).
By definition, the release formula holds if
∀n ∈ ω, (σ[n . . . ] 6|= ψ or ∃j ∈ ω, (j < n ∧ σ[j . . . ] 6|= ϕ))
We obtain, by induction, for all n ∈ ω that either
1. every run of A(ψ) on σ[n . . . ] has an infinite path with only finitely many
accepting states or
2. ∃j ∈ ω with j < n and every run of A(ϕ) on σ[j . . . ] has an infinite path
with only finitely many accepting states.
Now we consider a run of A(ϕUψ) on σ.
∂σ0 (ϕUψ) = {ϕ
′ | 〈µ, ϕ′〉 ∈ lf(ϕUψ), σ0 |= µ}
= {ψ′ | 〈ν, ψ′〉 ∈ lf(ψ), σ0 |= ν}
∪ {ϕ′ ∧ ϕUψ | 〈µ, ϕ′〉 ∈ lf(ϕ), σ0 |= µ}
To be accepting, the run cannot always choose the alternative that contains
ϕUψ because that would give rise to an infinite path (ϕUψ)ω which contains
no accepting state.
Thus, any accepting run must choose the alternative containing ψ′ a deriva-
tive of ψ. Suppose this choice happens at σi. If the release formula is accepted
because case 1 holds always, then a run of A(ψ) starting at σi has an infinite
path with only finitely many accepting states. So this run cannot be accepting.
If the release formula is accepted because eventually case 2 holds, then i < j
is not possible for the same reason as just discussed. However, starting from
σj , we have a state component from A(ϕ) which has an infinite path with only
finitely many accepting states. So this run cannot be accepting, either.
Case ϕRψ. If σ 6|= ϕRψ, then σ |= ¬(ϕRψ) which is equivalent to σ |=
(¬ϕ)U (¬ψ).
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By definition, the until formula holds if
∃n ∈ ω, (∀j ∈ ω, j < n⇒ σ[j . . . ] 6|= ϕ) and σ[n . . . ] 6|= ψ
We obtain, by induction, that there is some n ∈ ω such that
1. for all j ∈ ω with j < n every run of A(ϕ) on σ[j . . . ] has an infinite path
with only finitely many accepting states and
2. every run of A(ψ) on σ[n . . . ] has an infinite path with only finitely many
accepting states.
Now we assume that there is an accepting run of A(ϕRψ) on σ. Consider
∂σ0(ϕRψ) = ∂σ0(ϕ ∧ ψ) ∪ ∂σ0 (ψ) ∧ ϕRψ
Suppose that the run always chooses the alternative containing the formula
ϕRψ. However, at σn, this formula is paired with a run ofA(ψ) on σ[n . . . ] which
has an infinite path with only finitely many accepting states. A contradiction.
Hence, there must be some i ∈ ω such that A(ϕRψ) chooses its next states
from ∂σi(ϕ∧ψ). If this index i < n, then this run cannot be accepting because it
contains a run of A(ϕ) on σ[i . . . ], which has an infinite path with only finitely
many accepting states. Contradiction.
On the other hand, i ≥ n is not possible either because it would contradict
case 2.
Hence, there cannot be an accepting run. ⊓⊔
6.8 Proof of Theorem 5
We observe that exhaustive decomposition yields to the same set of states, re-
gardless of the order decomposition rules are applied.
Example 7. Consider  p ∧ ♦¬p. Starting with {{ p ∧ ♦¬p}} the following
rewrite steps can be applied. Individual rewrite steps are annotated with the
decomposition rule (number) that has been applied.
 p ∧ ♦¬p
2
֌ {{ p,♦¬p}}
4
֌ {{p,© p,♦¬p}}
3
֌ {{p,© p,¬p}, {p,© p,©♦¬p}}
In the final set of nodes we effectively find nodes S3 and S4 fromWolper’s tableau
construction. Intermediate nodes S1 and S2 arise in some intermediate rewrite
steps. See Figure 1. The only difference is that marked formulae are dropped.
An interesting observation is that there is an alternative rewriting.
 p ∧ ♦¬p
2
֌ {{ p,♦¬p}}
3
֌ {{ p,¬p}, { p,©♦¬p}}
4
֌ {{p,© p,¬p}, { p,©♦¬p}}
4
֌ {{p,© p,¬p}, {p,© p,©♦¬p}}
The set of children nodes reached is the same.
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We formalize the observations made in the above example. Decomposition
yields the same set of nodes regardless if there is a choice in some intermediate
step.
Lemma 13. The rewrite relation ֌ is terminating and confluent.
Proof. By inspection of the decomposition rules D1-6.
So, our reformulation of Wolper’s tableau construction method yields the
same nodes (ignoring marked formulae and intermediate nodes).
Lemma 14. Let S be a pre-state node in Wolper’s tableau construction and S′
be a node derived from S via some (possibly repeated) decomposition steps where
S′ is a state. Then, {S}֌∗ N for some N where S′′ ∈ N such that S′′ and S′
are equivalent modulo marked formulae.
Proof. On a state no further decomposition rules can be applied. The only differ-
ence between our rewriting based formulation of Wolper’s tableau construction
is that we drop marked formulae. Hence, the result follows immediately.
Wolper’s proof does not require marked formulae not does he make use of
intermediate nodes in any essential way. Hence, we argue that correctness of
the optimized Wolper-style tableau construction method follows from Wolper’s
proof.
6.9 Proof of Lemma 12
We first state some auxiliary result.
Lemma 15. Let {S ∪ {ϕ}} ∪ N ֌ {S ∪ S1} ∪ · · · ∪ {S ∪ Sn} ∪ N ֌∗ N ′
where ϕ→ {S1, . . . , Sn} and {{ϕ}}֌∗ {S′1, . . . , S
′
m}. Then, {S ∪ {ϕ}} ∪N ֌
{S ∪ S′1} ∪ · · · ∪ {S ∪ S
′
m} ∪N ֌
∗ N ′.
Proof. By induction over the length of the derivation {{ϕ}} ֌∗ {S′1, . . . , S
′
m}
and the fact that the rewriting relation is terminating and confluent (Lemma 13).
The above says that we obtain the same result, regardless, if we exhaustively
decompose a single formula, or apply decomposition steps that alternate among
multiple formulae. This simplifies the up-coming inductive proof of Lemma 13.
By induction on ϕ we show that if ϕ֌∗ N then lf(ϕ) = [[N ]].
Proof. Case ϕ ∧ ψ. By assumption ϕ ∧ ψ ֌ {{ϕ, ψ}}֌∗ N . By induction we
find that (1) lf(ϕ) = [[N1]] and (2) lf(ψ) = [[N2]] where ϕ ֌
∗ {S1, . . . , Sn},
ψ ֌∗ {T1, . . . , Tm}, N1 = {S1, . . . , Sn} and N2 = {T1, . . . , Tm}. By Lemma 15,
we can conclude that ϕ ∧ ψ ֌ {{ψ} ∪ S1, . . . , {ψ} ∪ Sn} ֌ {S ∪ T | S ∈
{S1, . . . , Sn}, T ∈ {T1, . . . , Tm}} where N = {S ∪ T | S ∈ {S1, . . . , Sn}, T ∈
{T1, . . . , Tm}}. From this and via (1) and (2), we can derive that lf(ϕ∧ψ) = [[N ]].
Recall that elimination via E1 is integrated as part of rewriting (see Defini-
tion 18).
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CaseϕRψ. By assumption ϕRψ֌ {{ψ, ϕ∨© (ϕRψ)}}֌ {{ψ, ϕ}, {ψ,© (ϕRψ)}}֌∗
N . Via pretty much the same reasoning as in case of conjunction, we can estab-
lish that lf(ϕRψ) = [[N ]]
For brevity, we skip the remaining cases. They all follow the same pattern.
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