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Abstract
The maximal operator associated with the commutator of Calderón–Zygmund operator is consid-
ered. It is shown that the maximal commutator enjoys some two-weight norm estimates which are
similar to those of the commutator of Calderón–Zygmund operator.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Weighted norm inequality; Commutator; Maximal operator; Singular integral operator; BMO(Rn)
1. Introduction and main results
We will work on Rn, n 1. Let K(x) be a function which is C1 away from the origin
and satisfies
∣∣K(x)∣∣C|x|−n, ∣∣∇K(x)∣∣ C|x|−n−1, x = 0, (1)
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a<|x|<b
K(x)dx = 0. (2)
Define the Calderón–Zygmund operator T by
Tf (x) = p.v.
∫
Rn
K(x − y)f (y) dy. (3)
By the Calderón–Zygmund theory (see [4]), we known that T is bounded on Lp(Rn)
for any p with 1 < p < ∞, and is bounded from L1(Rn) to weak L1(Rn). Let b be a
BMO(Rn) function, define the commutator of T and b by
Tbf (x) = b(x)Tf (x) − T (bf )(x). (4)
In the remarkable work [3], Coifman, Rochberg and Weiss showed that Tb is bounded
on Lp(Rn) for any p with 1 < p < ∞. By a variant sharp function estimate and some
distribution inequality, Pérez [8] showed that Tb satisfies the weak endpoint estimate
∣∣{x ∈Rn: ∣∣Tbf (x)∣∣> λ}∣∣C
∫
Rn
|f (x)|
λ
log
(
2 + |f (x)|
λ
)
dx. (5)
Furthermore, Pérez [9] established some two-weight norm Lp(Rn) (1 < p < ∞) estimate
for Tb . Precisely, Pérez showed that for any 1 < p < ∞ and δ > 0, there is a positive
constant C, such that for any nonnegative and locally integrable function w,∫
Rn
∣∣Tbf (x)∣∣pw(x)dx  C‖b‖pBMO(Rn)
∫
Rn
∣∣f (x)∣∣pML(logL)p+δw(x) dx
(for the definition of ML(logL)p+δ , see (7) below). Pérez and Predolini [10] showed that
for any δ > 0, there is a positive constant C, such that for any nonnegative and locally
integrable function w,
w
({
x ∈Rn: ∣∣Tbf (x)∣∣> λ}) C
∫
Rn
|f (x)|
λ
log
(
2 + |f (x)|
λ
)
ML(logL)1+δw(x) dx.
In this paper, we will consider the maximal operator associated with the commutator Tb
and defined by
T ∗b f (x) = sup
>0
∣∣∣∣
∫
|x−y|
(
b(x) − b(y))K(x,y)f (y) dy
∣∣∣∣. (6)
It is well known that T ∗b is bounded on Lp(Rn) for any p with 1 < p < ∞. By the method
used in [8], Alphonse [1] proved that T ∗b also satisfies the weak type endpoint estimate (5).
Our main purpose is to show that the operator T ∗b enjoys the two-weight norm estimates
which are similar to those of Tb . To state our result, we first give some notations.
Let M be the Hardy–Littlewood maximal operator. For 0 < r < ∞, set Mr by
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(
M
(|f |r)(x))1/r .
For an appropriate function f and a cube Q, define ‖f ‖L(logL)r ,Q by
‖f ‖L(logL)r ,Q = inf
{
λ > 0:
1
|Q|
∫
Q
|f (y)|
λ
logr
(
2 + |f (y)|
λ
)
dy  1
}
and ‖f ‖expL,Q by
‖f ‖expL,Q = inf
{
λ > 0:
1
|Q|
∫
Q
exp
( |f (y)|
λ
)
dy  2
}
.
The maximal operator ML(logL)r is defined by
ML(logL)r f (x) = sup
x∈Q
‖f ‖L(logL)r ,Q, (7)
where the supremum is taken over all cubes with sides parallel to the coordinate axes.
By a weight w, we mean that w is measurable, nonnegative and locally integrable. For
1 p < ∞ and a weight w, we set
‖f ‖p,w =
( ∫
Rn
∣∣f (x)∣∣pw(x)dx
)1/p
,
and if w ≡ 1, we denote ‖f ‖p,w simply by ‖f ‖p . Also, C denotes a positive constant that
is independent of the main parameters involved but whose value may differ from line to
line.
Our main results can be stated as follows.
Theorem 1. Let K be a function on Rn\{0} which satisfies (1) and (2), b be a BMO(Rn)
function and T ∗b be the maximal operator defined by (6). Then for any δ > 0 and p with
1 < p < ∞, there is a positive constant C depending only on n, p and δ, such that for any
bounded function f with compact support, and any weight w,
∥∥T ∗b f ∥∥p,w  C‖b‖BMO(Rn)‖f ‖p,ML(logL)2p+δ w. (8)
Theorem 2. Let K be a function on Rn\{0} which satisfies (1) and (2), b be a BMO(Rn)
function and T ∗b be the maximal operator defined by (6). Then for any δ > 0, there is a
positive constant C depending only on n, ‖b‖BMO(Rn) and δ, such that for any bounded
function f with compact support, and any weight w,
w
({
x ∈Rn: T ∗b f (x) > λ
})
 C
∫
Rn
|f (x)|
λ
log
(
2 + |f (x)|
λ
)
ML(logL)2+δw(x) dx.
(9)
Remark 1. Alphonse [1] showed that T ∗b enjoys a sharp function estimate which parallels
to that of the commutator Tb , namely, for any r with 0 < r < 1,
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(
T ∗b f
)
(x) CML logLf (x),
where M# is the Fefferman–Stein sharp maximal operator and
M#r h(x) =
(
M#
(|h|r)(x))1/r .
From this sharp function estimate, it follows that for any p with 1 < p < ∞ and u ∈
A∞(Rn),∥∥T ∗b f ∥∥p,u  C‖b‖BMO(Rn)‖MLlogLf ‖p,u, (10)
where A∞(Rn) =⋃p1 Ap(Rn) and Ap is the weight function class of Muckenhoupt (see
[4, Chapter 7] for definition and properties of Ap(Rn)). Note that T ∗b is not a linear opera-
tor, hence we cannot obtain Theorem 1 from the estimate (10) directly, and the method used
in [7,9] does not apply to T ∗b . Our argument in the proof of Theorem 1 depends on a result
obtained by Lerner [6] recently. On the other hand, there exists the difference between our
main results and Pérez results. For example, in the case of Theorem 2, this difference is
expressed in one additional logarithm, this is because the case we considered must add a
iteration of the Hardy–Littlewood maximal function.
The layout of this paper is as follows. In Section 2, we establish some related results. In
Section 3, we prove our major results.
2. Some related results
Let φ and ψ be two C∞ functions on R such that |φ′(t)| + |ψ ′(t) C/t for any t ∈R,
χ[2,∞)  φ  χ[1,∞), χ[0,1/2] ψ  χ[0,2]. Set
Kφ,(x) = K(x)φ
( |x|

)
, ψ(x) = −nψ
( |x|

)
.
It is easy to verify that both Kφ, and ψ satisfy (1) and (2) uniformly on  > 0. Let T ∗φ be
the maximal operator defined by
T ∗φ f (x) = sup
>0
∣∣∣∣
∫
Rn
Kφ,(x − y)f (y) dy
∣∣∣∣.
For b ∈ BMO(Rn), define the operators
T ∗φ,bf (x) = sup
>0
∣∣∣∣
∫
Rn
Kφ,(x − y)
(
b(x) − b(y))f (y)dy
∣∣∣∣ (11)
and
Mψ,bf (x) = sup
>0
∫
Rn
ψ(x − y)
∣∣b(x) − b(y)∣∣∣∣f (y)∣∣dy. (12)
It was pointed by Alphonse [1] that
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Thus, to prove Theorems 1 and 2, it suffices to show the following two theorems.
Theorem 3. Let b be a BMO(Rn) function, T ∗φ,b and Mψ,b be operators defined by (11)
and (12), respectively. Then for any δ > 0 and p with 1 < p < ∞, there is a positive
constant C depending only on n, p and δ, such that for any bounded function f with
compact support, and any weight w,
∥∥T ∗φ,bf ∥∥p,w  C‖b‖BMO(Rn)‖f ‖p,ML(logL)2p+δ w (13)
and
‖Mψ,bf ‖p,w  C‖b‖BMO(Rn)‖f ‖p,M
L(logL)p+δ+1w. (14)
Theorem 4. Let b be a BMO(Rn) function, T ∗φ,b and Mψ,b be operators defined by (11)
and (12), respectively. Then for any δ > 0, there is a positive constant C depending only
on n, δ and ‖b‖BMO(Rn), such that for any bounded function f with compact support, and
any weight w,
w
({
x ∈Rn: T ∗φ,bf (x) > λ
})
 C
∫
Rn
|f (x)|
λ
log
(
2 + |f (x)|
λ
)
ML(logL)2+δw(x) dx
(15)
and
w
({
x ∈Rn: Mψ,bf (x) > λ
})
C
∫
Rn
|f (x)|
λ
log
(
2 + |f (x)|
λ
)
ML(logL)2+δw(x) dx.
(16)
The proofs of Theorems 3 and 4 will follow after some preliminary lemmas.
Lemma 1. (See [6]) Let f be a nonnegative function on Rn such that the level set {x ∈Rn:
f (x) > λ} has finite measures for all λ > 0. Then for any weight w,∫
Rn
f (x)w(x)dx  C
∫
Rn
M#f (x)Mw(x)dx.
Lemma 2. (See [1]) Let b be a BMO(Rn) function, T ∗φ,b and Mψ,b be operators defined
by (11) and (12), respectively. Then for any r with 0 < r < 1, there is a positive constant
C depending only on n and r , such that for any bounded function f with compact support,
M#r
(
T ∗φ,bf
)
(x) C‖b‖BMO(Rn)
(
M
(
T ∗φ f
)
(x)(x) + ML logLf (x)
)
,
and
M#r (Mψ,bf )(x) C‖b‖BMO(Rn)ML logLf (x).
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constant C depending only on n and δ, such that for any weight w,
w
({
x ∈Rn: T ∗φ f (x) > λ
})
 C
∫
Rn
|f (x)|
λ
log
(
2 + |f (x)|
λ
)
ML(logL)1+δw(x) dx.
Proof. By the Cotlar inequality (see [4, Lemma 5.15]), we see that for any σ with 0 <
σ < 1, there is a positive constant C = Cn,α , such that
T ∗φ f (x) C
(
Mσ(Tf )(x) + Mf (x)
)
. (17)
On the other hand, a result of Hu and Li [5] states that for any weight w,
w
({
x ∈Rn: Mσf (x) > λ
})
 Cλ−1 sup
λ>Cτ
τMw
({
x ∈Rn: ∣∣f (x)∣∣ τ}).
This via Pérez’s weighted estimate for Calderón–Zygmund singular integral operator (see
[7, Theorem 1.6]) tells us that
w
({
x ∈Rn: T ∗φ f (x) > λ
})
w
({
x ∈Rn: Mσ(Tf )(x) > Cλ
})+ w({x ∈Rn: Mf (x) > Cλ})
 Cλ−1 sup
τ>Cλ
τMw
({
x ∈Rn: ∣∣Tf (x)∣∣> τ})+ Cλ−1
∫
Rn
∣∣f (x)∣∣Mw(x)dx
 Cλ−1 sup
τ>Cλ
∫
Rn
∣∣f (x)∣∣ log
(
2 + |f (x)|
τ
)
ML(logL)δ (Mw)(x)dx
+ Cλ−1
∫
Rn
∣∣f (x)∣∣Mw(x)dx
 C
∫
Rn
|f (x)|
λ
log
(
2 + |f (x)|
λ
)
ML(logL)δ+1w(x)dx,
where in the last inequality, we have invoked the fact that for any α,β  0,
ML(logL)β (ML(logL)αf )(x) ≈ ML(logL)α+β f (x),
see [2, Theorem 2]. The proof of Lemma 3 is completed. 
3. Proofs of Theorems 3 and 4
Proof of Theorem 3. We only prove the inequality (13), the proof for the inequality
(14) is similar and will be omitted. Without loss of generality, we may assume that
‖b‖BMO(Rn) = 1. By Lemmas 2 and 1, we see that for any r with 0 < r < 1 and non-
negative function g,
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∫
Rn
(
T ∗b f (x)
)r
g(x) dx
 C
∫
Rn
(
M#r
(
T ∗b f
)
(x)
)r
Mg(x)dx
 C
∫
Rn
(
M
(
T ∗f
)
(x)
)r
Mg(x)dx + C
∫
Rn
(
ML logLf (x)
)r
Mg(x)dx.
For each fixed p with 1 < p < ∞ and δ > 0, choose 0 < r < 1 and 0 < δ < 1 such that
p/r + δ1 < p + δ/2. A standard computation shows that∥∥(T ∗b f )r∥∥p/r,w
= sup
‖g‖
(p/r)′,w1−(p/r)′1
∣∣∣∣
∫
Rn
(
T ∗b f (x)
)r
g(x) dx
∣∣∣∣
 C sup
‖g‖
(p/r)′,w1−(p/r)′1
∫
Rn
(
M
(
T ∗f
)
(x) + ML logLf (x)
)r
Mg(x)dx
 C sup
‖g‖
(p/r)′,w1−(p/r)′1
∥∥(M(T ∗f )+ ML logLf )r∥∥p/r,M
L(logL)p/r+δ1−1w
× ‖Mg‖
(p/r)′,(M
L(logL)p/r+δ1−1w)
1−(p/r)′
 C
∥∥(M(T ∗f ))r∥∥
p/r,M
L(logL)p+δ/2−1w
+ C∥∥(ML logLf )r∥∥p/r,M
L(logL)p+δ/2−1w
,
where the second to the last inequality follows from the Pérez’s observation which states
that
‖Mg‖
(p/r)′,(M
L(logL)p/r+δ1−1w)
1−(p/r)′ C‖g‖(p/r)′,w1−(p/r)′ ,
see [7, Theorem 2.1]. Another application of Cotlar’s inequality gives that
∥∥(T ∗b f )r∥∥p/r,w  C
∥∥M2(Tf )∥∥r
p,M
L(logL)p+δ/2−1w
+ C∥∥M2f ∥∥r
p,M
L(logL)p+δ/2−1w
.
Recall that ML(logL)f (x) ≈ M2f (x), therefore, by the weighted estimate for the opera-
tor T (see [7, Theorem 1.5]), we have
∥∥T ∗b f ∥∥p,w  C‖Tf ‖p,ML(logL)p+δ/2+1w + C‖f ‖p,ML(logL)p+δ/2−1w
 C‖f ‖p,M
L(logL)2p+δ w.
The proof is complete. 
Proof of Theorem 4. We only give the proof of (15). Again we assume that
‖b‖BMO(Rn) = 1. For each fixed λ > 0 and bounded function f with compact support,
applying the Calderón–Zygmund decomposition to f at level λ, we can obtain a sequence
of cubes {Qj } with disjoint interiors such that
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∫
Qj
|f (y)|dy  2nλ;
(2) |f (y)| λ, a.e. x ∈Rn\⋃j Qj .
Let
g(x) = f (x)χRn\⋃j Qj (x) +
∑
j
mQj (f )χQj (x)
with mQj (f ) the mean value of f on Qj , and
h(x) = f (x) − g(x) =
∑
j
hj (x).
Recall that ‖g‖∞  Cλ, hj is supported on Qj ,
∫
Rn
hj (x) dx = 0,
∫
Rn
|hj (x)|dx 
Cλ|Qj | and ∑j |Qj | Cλ−1‖f ‖1. Set E =⋃j 2√nQj and write
w
({
x ∈Rn: T ∗φ,bf (x) > λ
})
w(E) + w({x ∈Rn\E: T ∗φ,bg(x) > λ/2})
+ w({x ∈Rn\E: ∣∣T ∗φ,bh(x)∣∣> λ/2}).
Observe that for any j ,
|Qj |−1w(2Qj) C inf
y∈Qj
Mw(y).
Thus,
w(E)Cw(2Qj)|2Qj | |Qj |Cλ
−1∑
j
inf
y∈Qj
Mw(y)
∫
Qj
∣∣f (x)∣∣dx
Cλ−1
∑
j
∫
Qj
∣∣f (x)∣∣Mw(x)dx  Cλ−1
∫
Rn
∣∣f (x)∣∣Mw(x)dx.
For fixed δ > 0, applying Theorem 3 with some p satisfying 1 < p < 1+δ/3, and invoking
the same argument used in [7, pp. 302–303], we can deduced that
w
({
x ∈Rn\E: T ∗φ,bg(x) > λ/2
})
 λ−p
∫
Rn\E
∣∣T ∗φ,bg(x)∣∣pw(x)dx
 Cλ−p
∫
Rn
∣∣g(x)∣∣pML(logL)2p+δ/3(wχRn\E)(x) dx
 Cλ−1
∫
Rn\⋃j Qj
∣∣g(x)∣∣ML(logL)2+δw(x) dx
+ Cλ−1
∑
j
∫
Qj
∣∣g(x)∣∣ML(logL)2+δ (wχRn\E)(x) dx
 Cλ−1
∫
n
∣∣f (x)∣∣ML(logL)2+δw(x) dx.
R
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w
({
x ∈Rn\E: T ∗φ,bh(x) > λ
})
 C
∫
Rn
|f (x)|
λ
log
(
2 + |f (x)|
λ
)
ML(logL)1+δw(x) dx. (18)
We now prove (18). For each fixed j , set bj (x) = b(x)−mQj (b) with mQj (b) the mean
value of b on Qj . Denote by xj the center of Qj and lQj the side length of Qj . Write∣∣T ∗φ,bh(x)∣∣
 sup
>0
∣∣∣∣
∑
j
∫
Rn
(
Kφ,(x − y)
(
b(x) − b(y))− Kφ,(x − xj )bj (xj ))hj (y) dy
∣∣∣∣

∑
j
∣∣bj (x)∣∣ sup
>0
∫
Rn
∣∣Kφ,(x − y) − Kφ,(x − xj )∣∣∣∣hj (y)∣∣dy
+ sup
>0
∣∣∣∣
∫
Rn
Kφ,(x − y)
∑
j
bj (y)hj (y) dy
∣∣∣∣
= I(x) + II(x).
Lemma 3 along with the estimate
inf
y∈Qj
ML(logL)β (wχRn\E)(y) ≈ sup
y∈Qj
ML(logL)β (wχRn\E)(y), β  0,
gives that
w
({
x ∈Rn\E: II(x) > λ})
= wχRn\E
({
x ∈Rn: II(x) > λ})
 Cλ−1
∑
j
∫
Rn
∣∣bj (x)∣∣∣∣hj (x)∣∣ML(logL)1+δ (wχRn\E)(x) dx
 Cλ−1
∑
j
∫
Rn
∣∣bj (x)hj (x)∣∣dx inf
y∈Qj
ML(logL)1+δ (wχRn\E)(y).
For fixed j , an application of the generalization of the Hölder inequality (see [8, p. 168])
leads to that∫
Qj
∣∣bj (x)hj (x)∣∣dx  C|Qj |‖bj‖expL,Qj ‖hj‖L logL,Qj
 Cλ|Qj | + C
∫
Qj
∣∣f (x)∣∣ log
(
2 + |f (x)|
λ
)
dx
 C
∫
Q
∣∣f (x)∣∣ log
(
2 + |f (x)|
λ
)
dx,j
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‖bj‖expL,Qj  C‖b‖BMO(Rn),
and the fact that for each λ > 0,
‖hj‖L logL,Qj C inf
{
μ + μ|Qj |
∫
Qj
|f (x)|
μ
log
(
2 + |f (x)|
μ
)
dx
}
Cλ + C|Qj |−1
∫
Qj
∣∣f (x)∣∣ log
(
2 + |f (x)|
λ
)
dx,
see [10, p. 26]. Therefore,
w
({
x ∈Rn\E: II(x) > λ/4}) C∑
j
∫
Qj
|f (x)|
λ
log
(
2 + |f (x)|
λ
)
dx.
We now turn our attention to the term I(x). A trivial computation shows that for x ∈
R
n\E,
I(x) C
∑
j
∣∣bj (x)∣∣ lQj|x − xj |n+1
∫
Rn
∣∣hj (y)∣∣dy.
On the other hand, it is easy to verify that for each fixed j ,
lQj
∫
Rn\2Qj
|bj (x)|
|x − xj |n+1 w(x)dx
 C
∞∑
l=1
2−l 1|2l+1Qj |
∫
2l+1Qj \2lQj
∣∣b(x) − m2lQj (b)
∣∣w(x)dx
+ C
∞∑
l=1
2−l
|mQj (b) − m2lQj (b)|
|2l+1Qj |
∫
2l+1Qj \2lQj
w(x)dx
 C
∞∑
l=1
2−l
∥∥b(x) − m2lQj (b)
∥∥
expL,2l+1Qj ‖w‖L logL,2l+1Qj + C infy∈Qj Mw(y)
 C inf
y∈Qj
ML logLw(y).
It then follows that
w
({
x ∈Rn\E: I(x) > λ})
 Cλ−1
∑
j
lQj
∫
Rn\2Q
|bj (x)|
|x − xj |n+1 w(x)dx
∫
Rn
∣∣hj (y)∣∣dy
j
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∑
j
inf
y∈Qj
ML logLw(y)
∫
Rn
∣∣hj (y)∣∣dy
 C
∫
Rn
∣∣f (x)∣∣ML logLw(x)dx.
Combining with the estimates I(x) and II(x) yields the desired estimate for w({x ∈Rn\E:
T ∗φ,bh(x) > λ}), and then completes the proof of Theorem 4. 
Remark 2. By Theorems 3 and 4, we can obtain the following conclusion, which improves
the estimate (14) and has independent interest.
Theorem 5. Let b ∈ BMO(Rn) and Mψ,b be the maximal operator defined by (12). Then
for any δ > 0 and p with 1 < p < ∞, there is a positive constant C depending on n, p
and δ, such that for any bounded function f with compact support, and for any weight w,
sup
λ>0
λpw
({
x ∈Rn: Mψ,bf (x) > λ
})
 C‖b‖pBMO(Rn) sup
τ>0
τpML(logL)p+δ+1w
({
x ∈Rn: ∣∣f (x)∣∣> τ}).
Proof. Again we assume that ‖b‖BMO(Rn) = 1. For 0 < r < ∞, define the operator Mψ,r;b
by
Mψ,r;bf (x) =
(
Mψ,b
(|f |r)(x))1/r . (19)
We claim that if 0 < r < 1, then for any δ > 0, there is a positive constant C such that for
any weight w,
sup
λ>0
λw
({
x ∈Rn: Mψ,r;bf (x) > λ
})
 C sup
τ>0
τML(logL)1/r+δ+1w
({
x ∈Rn: ∣∣f (x)∣∣> τ}). (20)
In fact, by homogeneity, it suffices to show that
w
({
x ∈Rn: Mψ,r;bf (x) > 1
})
 C sup
τ>0
τML(logL)1/r+δ+1w
({
x ∈Rn: ∣∣f (x)∣∣> τ}).
(21)
Decompose f as
f (x) = f (x)χ{x∈Rn: |f (x)|>1}(x) + f (x)χ{x∈Rn: |f (x)|1}(x) = f1(x) + f2(x).
Theorem 4 now tells us that
w
({
x ∈Rn: Mψ,r;bf1(x) > 1
})
= w({x ∈Rn: Mψ,b(|f1|r)(x) > 1})
 C
∫
n
∣∣f1(x)∣∣r log(2 + ∣∣f1(x)∣∣)ML(logL)2+δw(x) dx
R
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∞∫
0
ML(logL)2+δw
({
x ∈Rn: ∣∣f1(x)∣∣> t})d(t r log(2 + t))
= C
1∫
0
ML(logL)2+δw
({
x ∈Rn: ∣∣f1(x)∣∣> t})d(t r log(2 + t))
+ C
∞∫
1
ML(logL)2+δw
({
x ∈Rn: ∣∣f (x)∣∣> t})d(t r log(2 + t))
 CML(logL)2+δw
({
x ∈Rn: ∣∣f (x)∣∣> 1})
+ C sup
τ1
τML(logL)2+δw
({
x ∈Rn: ∣∣f (x)∣∣> τ})
∞∫
1
t−1d
(
t r log(2 + t))
 C sup
τ1
τML(logL)2+δw
({
x ∈Rn: ∣∣f (x)∣∣> τ}).
Choose p with 1/r < p < 1/r + δ/2. It follows from Theorem 3 that
w
({
x ∈Rn: Mψ,r;bf2(x) > 1
})
= w({x ∈Rn: Mψ,b(|f2|r)(x) > 1})
 C
∫
Rn
∣∣f2(x)∣∣rpML(logL)p+δ/2+1w(x)dx
= C
1∫
0
ML(logL)p+δ/2+1w
({
x ∈Rn: ∣∣f (x)∣∣> τ})d(τ rp log(2 + τ))
 C sup
τ>0
τML(logL)p+δ/2+1w
({
x ∈Rn: ∣∣f (x)∣∣> τ})
1∫
0
τ−1 d
(
τ rp log(2 + τ))
 C sup
τ>0
τML(logL)1/r+δ+1w
({
x ∈Rn: ∣∣f (x)∣∣> τ}).
Combining the estimates above yields the inequality (21).
We can now conclude the proof of Theorem 5. Let 0 < s < p < ∞. Note that
Mψ,s;bf (x) = (Mψ,s/p;b(|f |p)(x))1/p , hence, by the estimate (20), it is readily to see
that
λpw
({
x ∈Rn: Mψ,s;bf (x) > λ
})
= λpw({x ∈Rn: Mψ,s/p;b(|f |p)(x) > λp})
 C sup
τ>0
τML(logL)p/s+δ+1w
({
x ∈Rn: ∣∣f (x)∣∣p > τ})
= C sup
τ>0
τpML(logL)p/s+δ+1w
({
x ∈Rn: ∣∣f (x)∣∣> τ}).
Taking s = 1 then gives to our desired result. The proof is completed. 
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