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Let S(n) denote the set of subsets of an n-element set. For an element x of 
S(n), let TX and Px denote, respectively, all (1 x I - 1)-element subsets of x and 
all (1 x I + I)-element supersets of x in S(n). Several inequalities involving r 
and P are given. As an application, an algorithm for finding an x-element anti- 
chain X* in S(n) satisfying 1 YX* / < 1 YX / for all x-element antichains X in 
S(n) is developed, where YX is the set of all elements of S(n) contained in an 
element of X. This extends a result of Kleitman [9] who solved the problem in 
case x is a binomial coefficient. 
1. INTRODUCTION AND SOME KNOWN INEQUALITIES 
We begin with terminology, notation and several known inequalities 
involving subsets of a finite set. In Section 2 new inequalities are presented 
and in Section 3 an application is given. 
Let n > 1 be a positive integer. We are concerned with the 2” subsets 
of an n-element set (a, , a, ,..., a,}, or what is the same thing since we can 
identify the subset (al} with the n-tuple (1, 0, O,..., 0), etc., the set S(n) 
of n-tuples of O’s and 1’s. Let S(n) be ordered lexicographically; that is, 
define x = (x1 ,..., x,J < y = (y, ,..., ~3 if and only if xi < yi for the 
smallest integer i such that xi # yi . Ordering S(n) in this way has been 
fruitful in a variety of problems [2-61. It has also been useful to imagine 
the elements of S(n) arrayed in n + 1 columns and 2+l rows by writing 
them in increasing order from left to right, top to bottom, with two 
elements in each row and element x in column x1 + xZ + **. + x, . 
S(6) is exhibited arrayed in this manner in Fig. 1. We henceforth identify 
S(n) and this array. For any subset H of S(n), we denote the elements 
of H which are in column 1 of S(n) in increasing order by (1) H. In particular 
then, 1(Z)S(n)l = (7) where / A 1 denotes the number of elements in a 
set A and (y) is understood to be zero unless 0 < I < n. 
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Column number 
0 1 2 3 4 5 6 01234560123456 
ooomoooooO1 01 60 
oooo1o 000011 02 10 
000100 000101 01 20 
000110 000111 03 10 
001000 001001 01 30 
001010 001011 02 10 
001100 001101 01 20 
001110 001111 04 10 
010000 010001 01 40 
010010 010011 02 10 
010100 010101 01 20 
010110 010111 03 10 
011000 011001 01 30 
011010 011011 02 10 
011100 011101 01 20 
011110 011111 05 10 
100000 100001 01 50 
100010 100011 02 10 
100100 100101 01 20 
100110 100111 03 10 
101000 101001 01 30 
101010 101011 02 10 
101100 101101 01 20 
101110 101111 04 10 
110000 110001 01 40 
110010 110011 02 10 
110100 110101 01 20 
110110 110111 03 10 
111000 111001 01 30 
111010 111011 02 10 
111100 111101 01 20 
S(6) 
111110 111111 06 10 
r(6) P(6) 
FIGURE 1 
T and P are the operators defined on S(n) defined by 
and 
rx = l-(x, ) x2 )...) x,) 
= {(Xl - 1, x2 ,...) Xn), (x, ) x2 - 1, x3 )..., x,) ,... , 
(Xl 2 x2 >..-, G-1 9 &z - l>> n ma 
Px = P(Xl ) x2 ,...) x,) 
= {(Xl + 1, x2 ,..., Xn), (Xl ) x2 + 1, x3 )..., x,) ,..., 
(x1 , X, ,..., x,-~ , X, + 1)) n s(n). 
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Thus TX is the set of all subsets of x obtainable by deleting one element 
of x and Px is the set of supersets of x obtainable by adjoining one 
element to x. In particular, QO, 0 ,..., 0) and P(l, l,..., 1) are both the 
empty set. For a subset A of s(n), TA and PA are defined to be, 
respectively, lJaoA I’a and UaEa Pa. 
We now introduce two more arrays r(n), P(n) which are formed from 
S(n) with the help of r and P as follows. r(n) is the array obtained by 
replacing each x in the array s(n) by the integer I r(x) - r(G)\ where G 
is the set of all elements less than x and in the same column as x. Similarly, 
P(n) is the array obtained by replacing each x in S(n) by the integer 
) P(x) - P(H)\ where H is the set of all elements greater than x and in 
the same column as x. r(6) and P(6) are exhibited in Fig. 1. 
These arrays abound in relations, not all of which are obvious. In 
order to discuss these relations, we introduce the following notation. 
For a subset H of S(n) having at least j elements we denote by F(j, H), 
L(j, H) and C(j, H) the ordered (increasingly) first j elements of H, 
the ordered last j elements of H and any ordered consecutive j elements 
of H, respectively. 
Among the more or less obvious relations we now have: 
(1) The array s(n) is composed of two s(n - 1) arrays in the sense 
that the first 2n-2 rows of the S(n) array is an S(n - 1) array with each 
entry preceeded by 0 while the last 2n-2 rows of S(n) form an s(n - 1) 
array with each entry preceeded by a 1 and the resulting array shifted 
one column to the right. From this it follows that 
(2) the first half of r(n) (the first 2n-2 rows) is exactly r(n - 1) 
while the last half of r(n), except for the very last entry which is n, is 
r(n - 1) shifted one column to the right. This in turn shows that 
(3) NElt (0 r(4) is exactly the same (including order) as 
F(&‘), (I - 1) r(n - l)), 1 = 1, 2,..., (n - 1) while L((“,:t), (n) r(n)) = 
F(F((;I;), (n - 1) qn - 1)) + 1. 
Similar relations hold in P(n). Also, [2, Lemma 31, for 1 <j < l(Z) ,!$(n)l, 
Thus the sets covered (by inclusion) by the first several elements of the 
Zth column of S(n) are the first several elements of the (I - 1)st column. 
We turn now to less obvious known relations. If H is a subset of 
(I) S(n), 0 < Z < n, then 
I J-X I 2 I r’(l H 1, (0 SW>I. 
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Thus any 1 H ] Z-element sets have at least as many (I - I)-element 
subsets as the first Z-element sets. This result is a generalization of a 
theorem of F. S. Macaulay [ll] and is due to Kruskal [lo]. It has been 
rediscovered by Katona [8] and rediscovered yet again by the author 
and B. Lindstrom [2] in more general form. Several applications of (5) 
(the generalized Macaulay theorem) have already been given [3-61. 
Dual to (5) is [2, p. 231, Corollary I] 
I PH I b I =(I H I, (0 W>l. (5’) 
That is, any 1 H ( Z-element sets have at least as many (1 + I)-element 
supersets as the last 1 H 1 Z-element sets. 
The reader will perhaps find it helpful to verify a few instances of (5) 
and (5’) in S(6) (Fig. 1). He can also verify there that for any collection H 
of Z-element sets 
IPHI IHI 
IQ + 1) w a I(0 w?ll - (6) 
This inequality asserts that the density of the supersets of sets in H among 
(I + l)-element sets is at least as great as the density of the sets in H 
among Z-element sets. It is a special case of a result of I. Anderson [I]. 
A simple proof applicable only to the special case (6) of Anderson’s 
result has been given by Kleitman [9]: if N is the number of distinct pairs 
(x, y) of elements x E H and y E Px, then since each Z-element set has 
exactly (“;“)(I + 1)-element supersets, 
or 
A dual of (6) is 
IrHl 
IU - 1) X4l 
where H is again any collection of Z-element sets. This inequality, which 
asserts that the density of the subsets of sets in H among (Z - I)-element 
sets is at least as great as the density of the sets in H among Z-element 
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sets, follows from (6) upon noticing that 1 rH j = 1 PH’ / where H’ 
is the result of replacing each element x in H by its complement 
x’ = (1 - X1) 1 - X2 )..., 1 - xn). Thus, since H’ is the subset of 
(n - I) S(n), we have by (6) 
ITHI IHI 
IQ - 1) w9l = l(n -‘I’+“l, S(n), 3 I(n Y; k(n), = I(0 S(n)1 ’ 
2. SOME NEW INEQUALITIES 
Before formulating our main results [Theorem 1, parts (8) and (9)] 
with the precision required for their proof, we discuss them heuristically. 
Let I, 0 < 1 < II, be given. Suppose one is to pick a given number 
of consecutive entries in column I of r(n) and wishes the sum of the 
entries he selects to be a maximum. Which (consecutive) ones should he 
choose? A glance at P(6) in Fig. 1 suggests that he should take the first 
entries. We show below that this is indeed the correct choice [see (S)]. 
[Actually r(6) suggests that the sum of the first e entries in column I 
is not exceeded by the sum of any e entries in column I; whether or not 
this is correct is an open question.] 
The above state of affairs may be interpreted in terms of our basic 
n-element set {a,, a, ,..., az} = A as follows. Write the subsets of A as 
binary numbers in the obvious way [the set (al} corresponding to the 
n-tuple (1, O,..., 0), etc.]. Imagine the I-element subsets of A listed in 
order as binary numbers and say that an (I - 1)-element subset of A is 
first-covered by a group of consecutive I-element subsets of A if it is a 
subset of a set in the group and not a subset of any Z-element subset of A 
prior to those in the group. Which consecutive I-element subsets of A 
first-cover the most (1 - Q-element subsets of A? The first ones. 
Thus the first consecutive elements of column I of r(n) have maximal 
sum. Now if one is allowed to select from column k in place of column Z, 
from which column should he select the (first) entries in order to 
maximize their sum? Our second main result (9)-again strongly suggested 
by r(6) in Fig. l-is that column max(l, k) should be used. 
In terms of subsets of A this means that if one wishes to first-cover 
as many sets as possible and is allowed to use a fixed number of consecutive 
Z-element subsets of A (only) or the same fixed number of consecutive 
k-element subsets of A (only), he should use the (first) max(Z, k)-element 
sets. 
We now formulate our results precisely. If H is a subset of the array 
of integers r(n> or P(n), we use C H to denote CheH h. 
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THEOREM 1. If n 3 1, and 1 and e are integers satisfying 0 & I < n, 
1 < e < j(Z) S(n)\, then 
C Ck (0 W>> G C W (0 Qn>) (8) 
[where C(e, (I) T(n)) denotes any e consecutive elements in (1) I’(n)], and 
C 1F(e, (I - 1) r(n)> < C F(e, (I) T(n)) (9) 
assuming e < min(l(Z - 1) T(n)l, l(Z) T(n)i). Also duals (using last elements 
in place ofjirst elements) of these inequalities hold: 
C W, (Z - 1) JW) < C L(e, (Z) T(n)) (9’) 
assuming e < min(l(Z - 1) S(n)l, l(Z) S(n)l). 
The reader will perhaps find it helpful to verify instances of these 
inequalities in r(6) (see Fig. 1). The elementary but somewhat complicated 
arguments which follow were all inspired by the study of such arrays. 
Proof. For n = 1, one may verify these inequalities directly. Assuming 
the theorem for 1,2,..., n - 1, we consider it for n. Since the proofs of 
(8’) and (9’) may be obtained from the proofs of (8) and (9) by generally 
replacing “first” by “last”, “increases” by “decreases”, “ <” by “a”, etc., 
we write detailed proofs only for (8) and (9). We will use 1(8, n, , e, , ZJ 
to refer to the part of the induction hypothesis corresponding to the 
n,,(< n), e, , I,, instance of (8), etc. 
Let e, and Z,, be given where 1 < e, < (t) and let some set of e, 
consecutive elements of (I,,) l’(n) be given. We henceforth denote this set by 
C(e, , (I,) I’(n)). We break the proof of (8) into three parts corresponding to 
C(e, , (I,,) F(n)) being contained in (Z,,) I’(n - 1) or (Z,> .Z’(rz) - (Z,,) &z - l), 
or being contained in neither of these sets in which case we will say 
that C straddles (I,,) T(n - 1) and (I,) T(n) - (1,) T(n - 1). 
(a) If C(e, , (2,) r(n)) C (I,) F(n - 1) (i.e., the first 2”-2 rows of T(n)), 
then we are immediately done by 1(8, n - 1, e, , I,,). 
(b) If C(e,, , (ZJ T(n)) C (Z,> r(n) - (I,) r(n - l), we replace 
C(e, , (1,) T(n)) by F(e,, , (I,,) T(n) - (I,) T(n - 1)) thereby only increasing 
C in view of (3) and 1(8, n - 1, e, , I, - 1). Now, 
(i) if e, < l(Z,,) r(n - 1)l we replace F(e, , (I,) I’(n) - (I,,) T(n - 1)) by 
F(e, , (Z,> P(n - 1)) = F(e, , (Z,) T(n)), again only increasing C in view 
of (3) and 1(9, n - 1, e. , z,>, so C C(e,, Uo) JW> G C W. , (loI W> 
follows, while 
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(ii) if e, > I(&) r(n - 1)1, we replace the first I(&) r(n - 1)I elements 
ofF(e, , (I,,) r(n) - (Z,) I+ - 1)) withF(J(Z,) r(n - 1)1, (Z, - 1) Qz - 1)) 
and call the resulting set C’. This replacement is possible and 
C C’ = C F(e, , (IO) T(n) - (Z,) I’(n - 1) in view of (3). Next we 
replace the subset F(I(Z,,) I’(n - l)I, (Z, - 1) r(n - 1)) of C’ by 
F(I(Z,,) r(n - l)\, (ZO) r(n - l))-in other words by (lo) I’(n - 1). 
This only increases C by G4 n - 1, e = IKJ r(n - 9, 0 
Finally we replace the remaining e, - l(Z,) r(n - l)I elements of 
W. , (lo) r(n) - (1,) JTn - 1)) by F(e, - lUo> JTn - 01, (lo) G> - (lo) r(n - 1)). 
This only increases C by I(8, n - 1, e = e, - I(Z,) r(n - l)I, Z = 1, - 1) 
and the resulting set is exactly F(e, , (lo) r(n)), so we again have 
C C(eo T Vo) r(n)) G C E;(eo , (z,) G9>. 
(c) The remaining case is that in which C(e, , (I,,) r(n)) stradles the two 
copies of r(n - 1) which make up r(n)-that is 
I C(eo , (I,) JY4> n U,) r(n - 111 = el > 0, 
I C(eo , U,) WN n Kzo) G9 - Uo) r(fi - 1Nl = e2 > 0, 
and e, + e2 = e, . Letj = l(Z,J r(n - 1) - C(e, , (I,,) Z’(n))l. Now: 
(i) if e2 > j we replace F(j, C(e, , (ZO) I+) n ((I,) I+) - (ZJ r(n - 1)) 
by F( j, (ZO) r(n - 1)). This increases C in view of (3) and 1(9,n - 1, e = j, ZO). 
Next we replace the remaining e, - j elements of C(e, , (lo) r(n)) n 
Wol f’(n) - (zol r(n - 1)) by Ir(e2 - j, GJ W> - Uo) Q - 9. In 
view of (3) and Z(8, n - 1, e = e2 - j, ZO - 1) this replacement 
only increases C; also it leaves us with F(e,, , (I,) I’(n)), so 
C C(e, , (I,,) I’(n)) < C F(e,, , (I,) r(n)) follows in this case. 
(ii) if e2 <j, we replace all of C(e, , (I,) I+)) n ((I,) T(n) - (I,) T(n - 1)) 
by F(e, , (I,,) r(n - 1)). This increases C by (3) and Z(9, IZ - 1, e2 , I,). 
Now by I(n - 1, 8’, e = e, , I,,) we again only increase C if we replace 
W. , (lo) r(n)) n Uo) 0 - 1) = Wl , Uo) JTn - 1)) 
with Z?(e, , (I,,) r(n - 1) - ,F(e, , (I,) r(n - l)), and leaves us with exactly 
F(eo , (zo) G>>, so we again have C C(e, , (lo) r(n)) < C F(e, , (I,) r(n)). 
This completes the proof of the n-case of (8). 
To prove (9), let I,, and e, satisfying 1 < I,, < n and 
be given. This time we separate the argument into parts according as 
Z, 2 (n + 1)/2 or not. 
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If I,, >, (n + 1)/2, then 
= min ((I, ” 1)p (J) = (J = IUo) W)l 
and 
Then if e, < I(&) Qn - 1)1, e, is also < I(/,., - 1) Z’(n - I)/ and 
c FCeo , (lo - 1) Z%)) = c F(c, , (4 - 1) r(n - 1)) 
< C F@, , (lo) r(n - 1)) = C FCeo , (loI WO) 
follows by Z(9, n - 1, e, , Z,>. On the other hand, if e, > I(&) r(n - I)/, 
the inequality I(&,) F(n - I)/ < I(&, - 1) F(n - l)] shows that 
F(l(Z,,) r(a - l)\, (I, - 1) F(n)) C (1, - 1) r(n - 1). Then byZ(9, n - 1, e = 
((lo) T(n - l)l, I = 2,)) we have 
c Jwd e - 111, (47 - 1) w> d c F(l(llJ r(n - l)l, (Z(l) r(4). 
Since 
eo - IV*) m - 91 G (I”) - (” I, ‘) = (; 1 ;, = KC - 1) Z+ - 1)1, 
0 
we can replace the remaining e, - /(I,) Z’(n - l)] elements of 
F(eo, (IO - 1) P(n)) by F(e, - I(lo) r(n - 1)1, (I0 - 1) Z’(n - 1)). This 
replacement only increases C in view of the instance of (8) corresponding 
to ~1, e = e, - I(lo) r(n - l)[ and I = I,, - 1. We are entitled to use 
this inequality even though it is not part of the induction hypothesis 
because we have proved it above. In view of (3), the summands in 
C F(e, - I(&-,) F(n - I)/, (& - 1) F(n - 1)) are exactly the same as the 
summands in x (F(e, , (1,) r(n)) - (lo) F(n - 1)). Then C F(e, , (lo - 1) 
f(n)) < C F(e,, , (lo) r(n)) follows in case lo > (n, + 1)/2. 
If IO < (n + 1)/2 we apply perhaps several times essentially the argument 
just completed for the I, 3 (n + I)/2 case. Take n, = 21, - 1. Then 
n, -=c n, 
midl(h - 1) JWI, IV01 W90 
= min (G, ” 1)j (J) = (lo ” 1) = IV0 - 1) WI, 
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and 
If 
then 
1 F(eo , (lo - 1) &I) = C F(e, , (lo - 1) Qd) 
< C FCe, , (I,) W4) = C F@o , UO) TW) 
follows by 1(9, n, , e, , lo). Now assume e, > (21;). The equality 
(2) = (I, “11) 
shows that 
F ((2) Uo - 1) rCn,,) = (lo - 1) h), 
so 
by 1(9, rt, , e = (21, lo). 
Now let .A = min(e, - I (lo) &,)I, Uo) r(nl + 1) - (W %N, and 
replace the first j, elements in F(eo , (I, - 1) r(n)) - (lo - 1) r(nJ by 
F(j; , (I, - 1) r(n, + 1)). This replacement only increases C by an 
instance of (8) corresponding to n, + 1; we are entitled to use this instance 
of (8) even if til + 1 = n because we have proved the n-case of (8) above. 
In view of (3), the summands in 2 F(jl , (I, - 1) r(n, + 1)) are exactly 
the first jr elements in F(e, , (1,) T(n)) - (lo) I@,). 
Thus if j, = e, - \(1, - 1) F(n,)\ we have 
-i.e., case n of (9) is established; otherwise we have only shown 
Cr;(lUo) Jh + l>l, (lo - 1) r(n)) d Cf’(lUo> I‘(% + l)L (lo) r(n)>, and we 
proceed by repeating our argument. 
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Letj, = min(e, - l(Z,,) Z+, + l)l, l(Z,J r(+ + 2) - (Z,) Wr, + 1)l) and 
replace the first j, elements of F(e,, , (IO - 1) r(n)) - (I,) .@z, + 1) by 
Fth , (4, - 1) W9). Th’ IS only increases C by an instance of (8) corre- 
sponding to n, + 2. In view of (3) the summands in C F(j, , (I,, - 1) r(n)) 
are exactly the first j, elements in F(e, , (I,) T(n)) - (I,,) I’(n, + 1); hence 
ifj, = e, - I(Z,) r(n, + l)l, we have 
otherwise we have shown 
and we must repeat our argument once more. Since e, < ([) and we 
apply the above argument for the ith time only if 
I(4J rh 4 i - l>l = (nl ‘1 - ‘) -=C e,, 
we apply it < n - n, times before arriving at the inequality 
using only justified instances of (8) [instances corresponding to integers 
< rz, + (n - n,) = n]. This completes the proof of (9) and of the theorem. 
The dual of our theorem corresponding to using the operator P in 
place of the operator F is: 
THEOREM l*. If R 3 1, and Z and e are integers satisfying 0 < Z < n, 
1 < e < l(Z)S(n)l, then 
and 
C Cte, (4 P(n)> G C -W, (0 P(n)> 
C Qe, (4 P(n)> 3 C Lte, U + 1) P(n)> 
assuming e < min(l(Z) P(n)], I(Z + 1) P(n)/); also 
@*) 
(g*) 
and 
C Fk (0 p(n)> G C Ck (0 P(n)) 
c Fk (4 P(4) 2 C F(e, (I + 1) JW> 
assuming e < min(l(Z) P(n)l, I(1 + 1) P(n)/). 
@*‘) 
P*‘) 
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3. AN APPLICATION 
Let n 3 1 be given and consider S(n). A subset H of S(n) is said to be 
an antichain if and only if for any two elements x and y of H neither 
x < y nor y < x holds. For subsets H of S(n), let YH denote the set of 
all elements t of S(n) such that there exists h in H for which t < h holds. 
Our problem now is: For a given integer x, 1 < x < 2”, what x-element 
antichain X minimizes 1 Y(.)I? It is no loss of generality to assume 
x < (rdzl) since Sperner’s theorem [12] shows that there are no antichains 
with more elements. This problem was stated and solved by Kleitman [9] 
under the additional assumption that x was a binomial coefficient (y) 
for some j, 0 <j < [%I. Kleitman found that the minimizing set was 
(j) S(n). Using Kleitman’s result and extending his argument we will 
solve the problem for x’s other than binomial coefficients to the extent 
that we will given an algorithm for arriving at a minimum-producing 
x-element set X*(x). In general, there may be more than one minium- 
producing set. The set X*(x) is easily read off the array S(n), the 
construction of which is straightforward but tedious for large n. The 
problem of finding a formula for 1 X*(x)1 is open. 
In order to describe X* we present a definition and several lemmas 
at this point. 
DEFINITION. A nonempty antichain X C S(n) is compressed if and only 
if(j) X = I?(l(j) X 1, (j)S(n) - I’(j + 1) YX), j = n, n - l,..., 0 where r 
applied to the empty set is understood to be the empty set. 
LEMMA 1. If X is a nonempty antichain in S(n), then there is a unique 
corresponding compressed antichain CX satisfying 
and 
l(j) CX I = WXI j = 0, 1, 2 ,..., n (10) 
/ YCXI < I YXI. (11) 
Proof. Take (n) CX = 41(n) X I, (n) S(n)). Then 
i(n) (n) CX is well defined 
ii(n) (n) YCX is the first several (perhaps zero) elements of(n) S(n), 
and 
iii(n) i(n) YCX I = I(n) YX I. 
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Now assuming 
i(j + 1) (j + 1) CX is well defined 
ii(j + 1) (j + 1) YCX is the first several elements of (j + 1) S(n) 
and 
iii(j + 1) l(j + 1) YCX I < l(j + 1) YX I, 
we prove the corresponding statements for j. In view of the generalized 
Macaulay theorem (5), iii(j + 1) and ii(j + 1) respectively, we have 
I W + 1) YX I 2 I TF(l(j + 1) YX I, (j + 1) S(n)>1 
2 I Wl(j + 1) YCLY I, (j + 1) W>)l 
= I.Qj+ 1) YCXI. 
Therefore, since X is an antichain, 
and 
i(j) 0) CX = J’( l(j) X 1, (j) S(n) - r( j + 1) YCX) is well defined. 
Also, in view of ii(j + 1), i(j) and (4), 
ii(j) (j) YCX is the first : several elements of (j)S(n). Finally, we 
have by iii(j + 1), 
iii(j) J(j) YCX 1 = l(j) X I + IW+ 1) YCXI 
G l(j) x I + I W + 1) Yx I = l(j) Yx I. 
The statements i(j), j = IZ, n - l,..., 1,O show that CX is a unique well 
defined x-element compressed antichain, while the statements iii(j), 
j=n,n--1 ,‘.., 0, 1 show that (11) holds, so the proof of the lemma is 
complete. A closely related problem is discussed in [5]. 
LEMMA 2. If X is an x-element antichain, if1 satisjies (7) < x < (&), 
and if 
(j)X= 0 fir j>l+l, 
then(I+ l)X# O. 
Proof Sperner’s theorem shows that I + 1 < [n/2]. It is shown in [7] 
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that S(n) can be completely divided into a finite number m of disjoint 
symmetrical chains uzi’ cji, i = 1,2,..., m; that is, 
m N(i) 
(12) 
113) 
(14) 
1, (15) 
(16) 
where 
S(n) = u u cji, 
i-1 j=l 
Cli < cei < ... < CL(i) ) i = I, 2 ,..., n?, 
N(i) N(h) 
g Cji n (J Cjh = 0 if i # h, 
j=l 
/ Cj+l 1 = / Cji / + 1 1 <i<m, 1 < .i < N(i) 
and 
I cli I t I &r(i) I = n i = 1, 2 ,..., m. 
Now if (I + 1) X = .@, it follows from (12-16) that each element x0 E X 
can be associated in a one-to-one fashion with an element of (I) S(n)- 
namely the unique element in (I)S(n) which is in the symmetrical chain 
that x,, is in. But then 
so (I + 1) X = 0 is impossible and the lemma follows. 
We now consider a compressed x-element antichain X contained in 
(1) S(n) u (I + 1) S(n), which we henceforth abbreviate (I, 1 + 1) S(n), etc., 
where (y) -=c x < (lJ1). Let X-l denote X less the largest element of 
(1+ 1) X (which is not empty by Lemma 2). We define X-j to be (X-j+l)-l 
if I(/ + 1) X I > i > 2. 
Next, if I(r)S(n) - (I) X- r(X)] 3 1, we define X+l to be X with the largest 
element of(Z) S(n) - (1) X - r(X) adjoined; if l(1) S(n) - (2) X - r(X)] 2 j, 
we define X+-j to be (X++I) > . +l 
Now supposing X also satisfies 
(0 yx = (0 S(4, (17) 
we describe an algorithm which converts X into a compressed x-element 
antichain contained in (I, I+ 1) S(n) which satisfies (17) and minimizes 
I Y(.)l. Step i of the algorithm is as follows: If I(1 + 1) X I >j, X-j is 
defined. If l(1) S(n) - (I> X - f(X-j)l < j, proceed to stepj + 1; otherwise 
replace X by (X-j)+j. This results in an x-element antichain contained in 
(1, 1 + 1) S(n). If (X-j)+j d oes not have property (17), we replace it by 
(((X-j)+j)-l)+l and then by (((((X-j)+j)-l)+l)-l)+l if necessary, etc., until 
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we obtain an x-element antichain contained in (I, I + 1) S(n) and 
satisfying (17). This stage is reached in a finite number of steps since 
we otherwise arrive at an x-element antichain contained in (I)S(n) in 
contradiction to Lemma 2. If the resulting antichain is denoted 2 now, 
we have 1 YZ I < ) X I-in fact ( YZ ) < 1 YX / - j. This follows since X 
and Z both satisfy (17) and therefore 
I yx I - I Y(Z)1 = I(0 x I - I (f) z I > j. 
Now relabel Z by X and return to step 1 of the algorithm. 
The algorithm ends at the start of step j if I(/ + 1) X ) < j; therefore, 
since /(I) X 1 is finite, the algorithm does indeed terminate. We denote 
the final resulting set by AX (where X is the original given antichain). 
Since at each step of our algorithm ) Y(e)/ is not increased, we have 
1 YAX I < I YX I. Also the definition of the algorithm shows that 
AAX = AX. We next show that AX is completely determined by j X I. 
LEMMA 3. Let Xi be a compressed x-element antichain satisfying (17), 
and Xi C (I, I + 1) S(n) where (‘1”) < x < (l+nl), i = 1, 2. Then 
AX, = AX,. 
Proof. If I(1 + 1) AX, I - I(r + 1) AX, ) = j > 0, then from (17) and 
I x, 1 = j x, 1 = x follows 
.x = I(1 + 1) AX, I + I(Z) @>I - I w + 1) AX, I 
and 
x = I(/ + 1) AX, I + I r(l + 1) AX, I 
- I w  + 1) AX, I + l(l) S(n)1 - I ru + 1) AX, I. 
Subtraction yields 
I(1 + 1) AX, I - IU + 1) A-&! I = I w + 1) AX, I - I ru + 1) AX, I 
or 
j = I Jyl + 1) AX, I - I T((l + I)(AXY)l 
= l(l> S(n) - (I) AX, - mAxI)-% 
the last equality holding in view of (17). But this shows that AX, will 
be altered by step j of our algorithm contradicting AAX, = AX, . Thus 
I(Z + 1) AX, 1 = I(1 + 1) AX, I. This and the fact that AX, and AX, are 
compressed x-element antichains in (!, I+ 1) S(n) shows that AX, = AX,. 
INEQUALITIES CONCERNING NUMBERS OF SUBSETS 241 
Thus for antichains X satisfying the hypotheses of Lemma 3, AX is 
completely determined by / X 1 = x; we henceforth denote AX by X*(x). 
We now illustrate the algorithm with several examples. The first 
interesting examples seem to occur in S(7). The reader will perhaps find 
it helpful to construct the first four columns of S(7) by using (2) and S(6) 
as given in Fig. 1. 
EXAMPLE 1. Consider X = F(24, (3) S(7)) u L(2, (2) S(7)). Since 
21 = (3 < / X / = 26 < (3 = 35, we have 1 = 2. Step 1 of the algorithm 
replaces X by X, = F(23, (3) S(7)) u L(3, (2) S(7)). We now return to step 1 
which leaves X1 unchanged. Step 2 also leaves X1 unaltered, but step 3 
replaces X1 by X, = F(20, (3) S(7)) u L(6, (2) S(7)). Now step j leaves X, 
unaltered, j = 1, 2 ,..., 20, and 21 > l(3) X, 1 = 20, so the algorithm 
terminates. Thus (with n = 7) X*(26) = F(20, (3) S(7)) U L(6, (2) S(7)). 
AlsolYX]-lYX*j=4. 
EXAMPLE 2. Consider X = F(21, (3) S(7)) u L(4, (2) S(7)). The first 
part of step 1 replaces X by (X-l)+l = F(20, (3) S(7)) u L(5, (2) S(7)). This 
antichain does not have property (17) so the next part of step 1 replaces it 
by (((X--l)+l)--l)+* = F(19, (3) S(7)) u L(6, (2) S(7)). Steps l-19 now have 
no further effect and the algorithm terminates at the start of step 20. 
Thus X*(25) = F(19, (3) S(7)) u L(6, (2) S(7)) and 1 YX I - I YX* / = 2. 
Observe that ( Y(X-l)+l / is also 1 YX*(25)l; thus our algorithm may alter 
an antichain without strictly decreasing / Y(-)I. 
EXAMPLE 3. X*((,,“,)) = (I + 1) S(n) (where 1 + 1 < [n/2]); otherwise, 
(I + 1) X*((&)) is properly contained in (I + 1) S(n), [ YX*((,:,))I < 
2::: (?), and Kleitman’s result [9] is contradicted. We now generalize 
Kleitman’s result to I X 1’s other than binomial coefficients. 
THEOREM 2. For 1 < x < ([r1;2,), 
Fin ) YX 1 = / YX*(x)l 
where the minimum is taken over all x-element antichains in S(n). 
Proof. In view of Example 3, if x is a binomial coefficient, this is 
exactly Kleitman’s result [9]; we henceforth assume that x is not a binomial 
coefficient. Thus let X be an x-element antichain in S(n) and let 1 be 
the integer satisfying (y) < x < ($). We will show that j YX ) > j YX* 1 
by replacing X by a succession of x-element antichains in such a way that 
I Y(e)1 is never increased and the final antichain is X*. 
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Lemma 2 shows that (j) X # o for some j 3 I + 1, and Kleitman’s 
argument [9] shows that X can be replaced by an x-element antichain, 
which we will again call X, with the property that (j) X = o fori > I+ 1. 
This argument may be indicated as follows: Let r be the largest integer 
such that (r) X # 0. If r = I + 1 we have nothing to prove, and r is 
necessarily 3 1 + 1; hence suppose r > I + 1. If 1 r(r) X / > 1 (r) X 1, 
replace (r) X by any I(r) X I-element subset of T(r) X. This results in an 
x-element antichain X, for which r - 1 is the largest integer such that 
(r - 1) X, # ~3, and 1 Y(.)l is reduced (by at least j(r) X I). If 
1 T(r) X / < i(r) X I, replace (r) X by T(r) X. This results in an antichain X, 
with fewer than x elements and 1 Y(e)/ is (greatly) reduced. One continues 
operating in this way until he has an antichainXz contained in lJ:rt (i) S(n); 
in general it has fewer than x elements. 
The antichain X, is now built back up to an x-element antichain by 
introducing the required number of elements by means of a second type of 
operation: let s2 be the smallest integer such that (sz) YX, # (sJ S(n). 
Now replace X, by X3 = X, u ((sz) S(n) - (8.J YX,) if 1 X3 1 < x; 
otherwise replace X, by X, with any (x - I X, ()-element subset of 
(sJ S(n) - (sz) YX, and cease operating. If j X3 I < x, replace X3 by 
X, = X3 u ((~a) S(n) - (sa) YX,) if I X, 1 < x; otherwise replace X3 by X3 
with any (x - / X3 I)-element subset of (s3) S(n) - (s3) YX, adjoined 
until an x-element antichain is obtained. This second type of operation of 
course increases / Y(.)/, but using the inequalities (6) and (6’) Kleitman 
shows that the first operations decrease 1 Y(v)1 at least as much as the 
second operations increase it. If x is the binomial coefficient (l;l) the 
final antichain is (I + 1) S(n) and Kleitman has his result; in our case, 
since we have fewer than (1;1) elements we arrive at an x-element anti- 
chain contained in lJ:ti (i) S(n) with 1 Y(e)1 not increased. We refer the 
reader to Kleitman’s paper for the details. 
Our discussion thus far shows that it is no loss of generality to assume 
that the x-element antichain X given at the beginning of the proof 
is contained in u:z: (i) S(n). In view of Lemma 1, we may also 
assume that X is compressed. We now show that if i is the smallest 
integer such that (j) X # 0 then it is no loss of generality to assume 
(j) X = ,C(l(j) X 1, (j) S(n)). For let s be the smallest integer such that 
(s) Y(X) = (s) S(n). If (S - 1) X # o, then (S - 1) X is L(l(s - 1) X I, 
(S - 1) S(n)) because X is compressed and (s - I) YX = (S - 1) S(n). 
(Thus in this case j is s - 1.) 
If (S - 1) X = 0, we replace X by 
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This replacement only decreases j Y(s)\ since each element removed in 
(1+ 1) X decreased 1 Y(e)] by at least 1 while each element introduced 
in (s) S(n) increased I Y(*)I by exactly 1 since (s - 1) Y(X) was already 
contained in (s - 1) S(n). Now replace XI by its corresponding compressed 
set CX, (see Lemma 1) and repeat the process just described on X, = CX, , 
etc. Since this process always results in an x-element antichain and 
(1 + 1) X is never exhausted in view of Lemma 2, we arrive after a finite 
number of steps at a compressed x-element antichain, which we again 
call X, contained in (s, s + I,..., 1 + 1) S(n). 1 Y(.)l has not been increased 
and (s) X is L(l(s) X 1, (s) S(n)). (Thus in this case j is s.) 
The next step is to show that it is no loss of generality to assume that j 
is 1 (when we have this we will be in position to apply our algorithm). 
This part of the proof depends heavily on the results of Section 2. 
The situation is that X is a compressed x-element antichain 
contained in (j, j + l,..., 1 + 1) S(n) where j < 1, (7) < x < (&) and 
(j) X = L(l(j) X I, (j)S) # m, and (I + 1) X # a. We must have 
IU + 1) X I > (j ;‘- 1) - ltj + 1) YX I (18) 
since otherwise, for any (:)-element subset X, of X we would have 
[ Y(X,)I < C:=,, (;), contradicting Kleitman’s result. 
Since X is compressed and (j) X is the last several elements of (j) S, 
it follows that 
TL ((j ;1 J - l(j + 1) YX I, (j + 1) Sbl) - Qj + 1) KU = (j) X. 
(19) 
Since X is compressed, 
I w  + 1) x I 
>, I WItI + 1) XI, (j + 0 S)l 
3 I WlU + 1) X 0 (j + 1) S) - W + 1) YX I 
>, 1 rL (!i -;f- 1) - ltj + 1) YX 1, U + 1) S) - r(j + 1) YX 1 
= l(j) x Iv 
the inequalities following from (9), (8), and (18), respectively. This 
inequality shows that the set L(l(j) X 1, I’(l + 1) X) exists. By (9*) and (8*) 
respectively, we have 
I W> X I 3 I WI(j) X I, (4 91 
2 I ~~00') x I, r(l+ 1) X) - mw - w  + 1) m. 
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If we call this last integer N, this inequality shows that the set L(N, P(j) X) 
exists. Replacing(j) Xand PL(I(j) X I, r(Z + 1) X) - P((Z) S - r(Z + 1) X) 
respectively, by L(j(j) X 1, r(Z + 1) X) and L(N, P(j) X) gives an x-element 
antichain in (j + I,..., I + 1) S without increasing 1 Y(.)\. The earlier 
parts of the proof show that this set can be replaced with a compressed 
x-element antichain contained in (j + l,..., I + 1) S where (j + 1) X = 
L(j(j + 1) X 1, (j + 1) S) # ia. Thus after several applications of the 
entire argument, the original antichain is replaced by a compressed 
x-element antichain in (I, Z + 1) S which satisfies (17). Applying our 
algorithm to this set gives X*(x) in place of the original antichain, and 
at no point has I Y(e)/ been increased. Thus the theorem is proved. 
In conclusion we remark that these theorems almost surely generalize 
to ordered n-tuples of integers x = (x1, xz ,..., x,) where xi < kc, 
i = 1, 2,..., n, and k, < k, < ... < k, are fixed given integers. The 
inequalities (5) and (6) already exist in this generality [I, 21. 
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