Introduction
The present paper is concerned with bicharacteristics of an effectively hyperbolic differential or pseudo-differential operator. Given a hyperbolic principal symbol p = p(p)=p(x, ^) and an effectively hyperbolic characteristic point p = (x, cf) e T* J?" + *, we consider bicharacteristics p = p(s) tending to p as sfH-cQ or sj -oo. Our main purpose is to prove the following two facts (cf. Concerning (0.1), it was first observed by Melrose [12] that there are at least four such bicharacteristics. Following that work, the second named author showed in [13] that the number of such bicharacteristics is exactly four, under a smallness assumption on the purely imaginary eigenvalues of the Hamilton map. This assumption was then eliminated by Iwasaki [11] by using his result in [10] concerning a factorization of the principal symbol. He also observed the C°° result in (0.2), the C°° continuation of bicharacteristics. The method employed in [10] is the Nash-Moser implicit function theorem or, rather, its proof. It will be extremely difficult, even if it is possible, to obtain an analytic version of the result in [10] .
Our method of proving (0.1) and (0.2) above is completely elementary and applies equally to the analytic case as well as the C°° case; rather, the analytic case is much simpler. We reduce the problem to the study of a Briot-Bouquet singularity (cf. Theorem 2), where a linear algebraic condition appears quite naturally. Nevertheless, it is plausible that the same idea is applied also to a higher order analogue of effectively hyperbolic principal symbol. We hope to return to this matter at a future time.
It has been known that the Cauchy problem for a hyperbolic operator is C°° well-posed independent of the choice of lower order terms if and only if the principal symbol is effectively hyperbolic at every multiple (necessarily double) characteristic point. (There were many contributions of proving this fact in general, and Iwasaki's factorization theorem in [10] was fundamental in order to reduce the general problem to a special case.) The notion of effective hyperbolicity was first introduced by Ivrii and Petkov in [9] . Its definition requires the existence of (necessarily two) non-vanishing real eigenvalues of the Hamilton map i.e. the so-called fundamental matrix obtained by linearizing the Hamilton field of the principal symbol. (It turns out that such eigenvalues must be of the form +A.) The question arises how this linear algebraic definition is reflected in the dynamical system of bicharacteristics near the reference point. This is a motivation of the present work.
The present paper is organized as follows. The main result (Theorem 1) is stated in Subsection 1.1. We then exhibit, in Subsection 1.2, a heuristic argument by considering a linearized problem. An outline of the proof of Theorem 1 is given in Subsection 1.3, where we reduce the problem to the study of a singular initial value problem (cf. Theorem 2). This reduction involves a symplectic change of coordinates, which we achieve in Subsection 2.1. Using the new coordinates p -(3;, rj) with p = (0, 0), we get a factorization of the form p=p + p~ with
cf. (1.7), a factorization which is only valid within a restricted neighborhood of p. This restriction causes no difficulty (cf. Proposition 1), as we see in Subsection 2.2. Thus, Section 2 concerns the reduction of the proof of Theorem 1 to that of Theorem 2. We prove Theorem 2 in Section 3 by using (the C°° version of) the Briot-Bouquet theorem due to Briot-Bouquet [1] (and de Hoog-Weiss [3] , [4] for the C°° version, see also Russell [14] ). We first state, in Subsection 3.1, the original holomorphic Briot-Bouquet theorem in system form (Proposition 2). This implies Theorem 2 in the analytic case, whereas the C°° version (Proposition 3), formulated as a one-sided problem, reduces the proof of Theorem 2 to examining the consistency of the successive right and left derivatives of the solution at the origin. This step requires some knowledge of a related linear system, which is also used in the proof of Proposition 3-we prepare it in Subsection 3.2. Finally in Subsection 3.3, we complete the proof of Theorem 2 after stating and proving Proposition 3. §1. Statement of the Results and Outline of the Proof
Continuation for two pairs of bicharacteristics
Suppose given a linear partial differential (or pseudo-differential) operator It is well known in the linear theory of ordinary differential equations that the nature of the equilibrium point (0, 0) is determined by the spectral property of the real matrix Jtifji if j = 0 (resp. \<j<n l ), then ^j has eigenvalues ±1 (resp. ±^J -l fJLj) y so that the origin (0, 0) is a saddle point (resp. center); if n l <j<n 2 (resp. n 2 <j<n) y then rankJf Non-degenerate (or two-tangent) node: In this case, there are distinct real eigenvalues A+>A_ of the same sign.
Degenerate node: This is the case where two-tangent node degenerates to A + =/l_eJ?\0; it is a stellar node (resp. a one-tangent node) if the matrix in normal form is diagonal (resp. triangular and not diagonal).
Focus: In this case, the eigenvalues 1 ± are not real nor purely imaginary.
One-dimensional flow:
This is the case where the matrix in normal form is diagonal and of rank one.
Therefore, it suffices to consider the saddle point case j = Q.
(B). The simplest model. To consider the casej = 0 amounts to replacing the principal symbol by its simplest model
In this case, we have an obvious factorization P°(y> ri) = (rj Q -y 0 ) (r it is then immediately seen that the singular trajectories constitute two straight lines. Indeed, on the trajectory of each bicharacteristic p° = p°(s) = (y, r\) ofp°, we have a Hamilton system with Hamilton function p°+ or p^. :
Solving it under the initial condition p 0 (0) = (0, Q)eR 2n + 2 , we obtain
Here, the change of parameters s-*t = t ± satisfies the relation |i| = e~2' 5 ' as t-*Q along singular trajectories.
We wish to emphasize that, passing from p° to £4., we can take y 0 as a new parameter t = t ± .
In the case of quadratic model (i.e. the linearized problem), we have a similar factorization In what follows, we shall observe that the general problem can be put in a situation similar to that as above.
L3p How to continue Mcharacterlstlcs
In order to prove Theorem 1 above, we shall perform in Subsection 2.1 below a symplectic change of variables about p = p. In the new coordinates p = (y^ Y\) with p = (0, 0), the principal symbol p = p(p) takes the form 
as w-»0. Therefore, setting v = (y', r\') and
we have a factorization of the principal symbol
which is valid within a certain cone (or, rather, a two-sided wedge having the 77 0 -axis as its edge):
(1.9) |v| = |(3/, ff')l <fl bol with some constant «>0.
It will be shown in Subsection 2.2 below that:
where C > 0 is a constant independent of the choice of a bicharacteristic p = p(s).
By virtue of Proposition 1 above, every solution of (1.1) with (1.2) must stay, locally near p = p, in the cone (1.9). Furthermore, we see, in view of the factorization (1.8) 
Conversely, if we are given a solution of (1.11)~, then we can reproduce a solution of (1.1) with (1.2) by integrating (1.12)*.
It may be worthwhile noting that (1.7) with (1.6) determines how the orientation of the parameter is changed from (1.1) to (1.11)*. Namely, in case g>0 in (1.3), every solution of (1.11) + (resp. (1.11)~) in either t>® or t<® corresponds to an incoming (resp. outgoing) bicharacteristic of p. The situation is reversed in case g<0.
We are thus led to investigate the unique existence and the regularity for the solution of each one of the initial value problems (1.11)*. Here, the uniqueness is for the one-sided problems, whereas the regularity is for the two-sided ones. Evidently, the regularity of v = v(t) in (1.11)* ensures that of r] 0 = ii 0 (t) in (1.12)*.
Let us write (1.11)* as follows:
(1.11) ) = **, <)6*" as dt where N=2n and Proof. We first observe that
-J (/))/0, Co a fact which is obtained without difficulty by using Lemma 1.3.1 in Hormander [5] . Namely, suppose the contrary; then the hyperbolicity implies the vanishing of the Hessian of p(p) at p = p, but this contradicts the effective hyperbolicity.
By virtue of (2.2), we may apply the Malgrange (or Weierstrass) preparation theorem and conclude that p(x, £) takes the form
Here, the hyperbolicity inherits from p(x, £)top(x, ^), so that \J/(x, ^')>0.
The desired symplectic coordinate system is obtained by a repeated application of the Frobenius theorem (see Theorem 21.1.6 in Hormander Remark. The symplectic transformation in Lemma 2.1 above can be taken to preserve the homogeneity (cf. Theorem 21.1.9 in Hormander [6] ). Furthermore, it is possible to make p(x, £) homogeneous in £ in the proof above. Then, \l/(x, £') in (2.1) is homogeneous of degree two in £', so that the problem is completely reduced to the case m = 2. In what follows, however, we shall not use the homogeneity of \l/(x, £').
Without loss of generality, we assume that q(x, £) = 1 in (2.1). It is also convenient to deal with a coordinate system having p as the origin because the homogeneity is not concerned. We thus introduce a coordinate system p = (y, rf) by setting (v, iO = (*-A, {-so that j5 = (0, 0). Then, Lemma 
2,2. After a linear symplectic change of coordinates about p = p, the symbol p=p(y, rf) normalized as above takes the form (2.3) p(y, n) = c{nl-E(y, rj')} + O 3 (y y rj) as p-*p y with some constant c>0, where E(y, rf) is a quadratic polynomial of (y, rj r )
given by (1.
5) with p* = (y, rf). Furthermore, preserved is the hyperbolicity of P(y>') with respect to dy Q near y = Q, after the change of coordinates.
Proof. Let us first write (2.1) in Lemma 2.1 with g(jc, £) = ! in terms of the (y, Y\) coordinates as follows:
Since peE 2 , it follows that ^0 = 0. We next set On the other hand, we have by using (1.5) and Lemma 2.4 that under the notation (2.4). Since \y Q \ is small enough, we obtain the desired conclusion (2.5). Remark. It turns out that every formal solution of (3.1) is necessarily convergent without any assumption on cr(Af), cf. Hukuhara et al. [7] , pp. 77-78. Indeed, the subtraction of the polynomial of degree <r part Cit-\ -----\-c r f from u(t) amounts to reducing the eigenvalues of Mby r. Taking r large enough, we may apply the contraction principle to the reduced equation in order to obtain a holomorphic solution, while the formal solution of the original equation is unique up to terms of degree <r. Hence, an arbitrarily prescribed formal solution must be holomorphic near t = Q.
pp(y, n) = Q((y,
Therefore, it remains to establish the C°° version of the Bnot-Bouquet theorem (Proposition 2) under the assumption (3.2) in place of (3.2)'. This has been done by de Hoog and Weiss [3] , [4] (see also Russell [14] ). We shall reproduce the proof in Subsections 3.2 and 3.3 below, because the setting in [3] , [4] is too general for our purpose.
The proof of Theorem 2 in the C°° case is fairly elementary. We shall first consider in Subsection 3.2 a linear problem with "constant coefficients." Then, the nonlinear problem can be regarded as a perturbation of the linear one -as we shall see in Subsection 3.3. Indeed, the unique existence is obtained via the contraction principle, whereas the proof of the regularity requires a closer look at the linear problem.
3.2.
A linear system
Let us consider a linear system of singular ordinary differential equations Proof. It suffices to choose C in such a way that This yields at first the boundedness of {ctfjjfc, and then the convergence cu fc ->0 as k->oo, which implies the desired conclusion (3.13) r+1 . Therefore, the proof of Proposition 3 is complete.
We are now in a position to prove Theorem 2. By virtue of Propositions 2 and 3, we can finish the proof with the aid of the formula (3.6) 0 as follows.
Proof of Theorem 2. It remains to show that the C°° solution for each one of the one-sided problems continues smoothly across t = Q to that for the other one. But this fact is obvious if we write the equation (1.11) in the form (3.1). Indeed, the limits w (r) (±0) can be computed successively by using the formula (3.6) 0 , and it is easily verified that 
<7^ 0M
Therefore, Proposition 3 can be applied equally to both problems. It remains to verify (3.15), i.e. only on uf±* ( + 0) with r'<r. Therefore, the desired conclusion (3.15)" is obtained by induction on r.
