The ow past the Royal Aircraft Establishment (RAE) 2822 airfoil is studied by three-dimensional computational uid dynamics (CFD), which includes the viscous side walls of the wind-tunnel test, with an aspect ratio of 3. Three turbulence models, two aspect ratios, and several grids are used, as well as two treatments of the oor and ceiling (neither one actually representing slotted surfaces) and small Mach number and incidence adjustments. The results deviate from two-dimensional results suf ciently to revisit the quantitative conclusions and the ranking of turbulence models that were made from two-dimensional CFD in the 1980s and 1990s. However, contrary to our hopes, the three-dimensional effects fail to improve the pressure recovery after shock-induced separation in the more dif cult case 10, so that all of the turbulence models we tried still fail to match measurements by modern standards, even with Mach number and angle-of-attack adjustments. The unseparated case 6 produces very similar trends. With present levels of computer power, tests with fully documented three-dimensional solid-wall boundary conditions appear most desirable, but axisymmetric test cases can already be quite useful.
Introduction

T
HE dominant features of the ow over a transonic airfoil nearing buffet are a strong adverse pressure gradient, shock/boundary-layer interaction, and separation downstream of the shock. That makes an accurate prediction of the major characteristics of such ows (shock location, extent of the separation zone, and pressure recovery downstream of the shock and in the trailing-edge zone) a severe challenge for computational uid dynamics (CFD) codes and turbulence models. These characteristics control lift, pitching moment, and hinge moments on a wing in crucial ight conditions.For this reason,experimentaldata on transonic airfoils and, rst of all, those on the Royal Aircraft Establishment (RAE) 2822 airfoil, 1 which are considered the most complete and reliable, are widely used for evaluationof turbulence-modelcapabilities. (See, for instance,Refs. 2-5, as well as the EC Project 6 directed at a knowledgebase on experiments,test data, sample computations, procedures, and guidelines relating to the industrial challenges in uid mechanics.) However, some methodological issues associated with the interpretation of the data remain unresolved.
The conventional practice in CFD studies of the RAE 2822 ow has been to use the two-dimensional Reynolds-averaged NavierStokes (RANS) equations, the experiments having been designed to provide two-dimensional ow to the best possible degree. Still, to account for differences between "free air" CFD and the real windtunnel environment and, in particular, the slotted oor and ceiling, numerous correction procedures have been used. One procedure consists of adjusting the airfoil angle of attack so that the predicted lift coef cient is equal to the experimental one, or so that the preshock pressure level matches. Then, a turbulence model is evaluated by the level of disagreement between the computed and (M-SST), this procedure provides quite an acceptable accuracy for shock position and airfoil drag (see, for example, Refs. 2 and 4), although a very noticeablediscrepancy,especiallyin the region downstream of the shock of case 10, still exists. It has commonly been attributed to the turbulence models' de ciencies, but many models have now been tried without success,includinghigher-ordermodels, compared with S-A and M-SST. The two-dimensional character of the experimental ow is not demonstratedbeyond doubt by direct measurements, and the aspect ratio of the wing, namely 3, is not very large, which could be the source of the observed discrepancy. Also, the slotted oor and ceiling of the test section in the experiments, although they effectively weaken the blockage effect, are unfortunate from a CFD point of view because we have no simple boundary conditions that duplicate them. In addition, they could interact with the side-wall boundary layers in ways that defeat any simple correction procedure. Besides, the plenum chamber that is behind the slots is not known in any detail.
Therefore, until now, it has not been clear whether a comparison of conventional two-dimensionalCFD with the RAE 2822 data provides an objective information on the real capabilities of turbulence models or, as stated in Ref. 8 , two-dimensional tests may not be de nitive as applied to transonic airfoil ows. Our expectations have risen since the test was conducted.That provides a strong motivation for more careful studies of the RAE 2822 ow and, particularly, for a direct evaluation of the three-dimensional effects in the experiments.
In this paper, we present the results of such a study, which is quite similar to that of Jiang 9 for another test. First, we brie y discuss the problem statement, the numerical algorithm used in the computations, and the complete design of the study. We then present and discuss the major ndings.
Problem Statement, Numerical Method, and Design of the Study
A summary of the computed cases is presented in Table 1 . The computations were performed in the framework of the threedimensional RANS equations, mostly with the use of the S-A turbulence model. Along with that, to estimate the model sensitivity, a baselinecase (that with the experimentalvaluesof the angle of attack and Mach number) was computed with the use of two other models: the S-A model with the rotation/curvature correction 10 (SARC model) and the M-SST model (runs 2 and 3 and 12 and 13 in Table 1 , respectively).
For the solution of the governing equations, a multiblock structured ow solver was used based on the implicit upwind uxdifference splitting numerical scheme of Roe. 11 The inviscid uxes were approximatedwith third-orderaccuracy and the viscous uxes with second-order accuracy. The corresponding nite difference equations were solved by line (for two dimensions) and plane (for three dimensions) Gauss-Seidel relaxation for both the ow eld and turbulence-model equations.
In the rst series of three-dimensionalcomputations we have reproduced the experimental setup for the ow regime, case 10 from Ref. 1, but with account taken of the side walls of the test section only, not the slotted oor and ceiling (runs 11-19 in Table 1 ). The computational domain and grid used in that series are shown in Fig. 1 . They assume symmetry of the ow in the spanwise direction z and include a symmetry plane (z D 0) and a side wall (z=c D ¡1:5), so that the size of the domain in the z direction is equal to one-half of the airfoil span, 1.5c. The computational grid has two blocks. In the XY plane it has 193 £ 65 nodes (128 of the 192 being on the airfoil) and is close to the grid used in the two-dimensional computations of the same ow in Ref. To estimate the effect of the airfoil aspect ratio, one run (run 11) has been repeated with aspect ratio 6, as opposed to 3 in the experiment.
As Finally, to evaluate the maximum possible effect of the oor and ceilingof the test section,two more cases were computed.The rst of them (run 10) is a two-dimensional ow with account taken of only the oor and ceiling.The second(run 20) is a three-dimensional ow with account taken of all four walls of the test section. In both cases, unlikethe experimentalsetup with the slotted oor and ceiling,in the computations they are considered nonslotted free-slip boundaries; this will overstate the effect of these walls. The grid used in the four-wall computationsis shown in Fig. 2 ; it has an additional block with 112 £ 45 £ 53 nodes. The white area in Fig. 2b denotes the region that is cut out of the outer block and covered by the inner block only.
The boundaryconditionsused in the computationsare as follows: At the airfoil surface, we impose the conventional nopermeability and no-slip conditions for velocity components and zero pressure and temperature gradients. At the inlet and outlet of the domain, the boundary conditions are of the characteristic type, and at the symmetry plane (z D 0) symmetry conditions are used.
Finally, to reproduce the experimental thickness of the side-wall boundary layer at x D 0 (the coordinate of the airfoil leading edge), which was about 0.075c, the no-slip boundary conditions at the side wall are imposed only over its part bounded by the grid line, which passes through x D ¡4:3 at y D 0. Outside that grid line, free-slip boundary conditions are used. This loosely approximates the effect of the wind-tunnel contraction. Recall that the side walls did not have any transpiration, in contrast to those considered by Jiang. 
Results and Discussion
Mechanism and Strength of the Side-Wall Effect
Figures 3 and 4a illustrate the unexpectedly strong effect of the side walls of the test section on the computed pressure coef cient distribution over the airfoil surface. This is run 11, case 10, with the S-A model. The same trend is seen clearly in Fig. 5 , which shows the Mach number elds at different span sections of the ow. A striking feature of the ow revealed by those Figs. 3-5 is that the side wall causes a strong alteration of the ow, not only in its close vicinity (which is quite natural), but up to the symmetry plane. For instance, the maximum value of the Mach number from the two-dimensional computation is equal to 1.36, whereas the maximum three-dimensional value at the symmetry plane is as low as 1.27. Also, as seen in Figs. 3-5 , according to the three-dimensional RANS, an upper-surface shock forms only for jzj · ¼ 0:5c. Outside of that region, the supersonic zone of the ow shrinks, and the streamwise pressure distribution becomes quite smooth. As a result, the skin-friction distribution over the airfoil also turns out to be qualitativelydifferent from that observed in the two-dimensional computation. In particular, due to the weaker shock in the central part of the airfoil, no boundary-layerseparation (negative skin friction) is observed there. On the other hand, near the side wall, the separation occurs at x about 0.2c, that is, far upstream of the shock position at the airfoil symmetry plane. This is seen, for instance, in the skin-friction distribution at z=c D ¡1:495 (Fig. 4b) .
The strong three dimensionality of the ow is seen also in Fig. 6 , where we present transverse cuts of the pressure and streamwise velocity at x=c D 0:4, that is, somewhat upstream of the shock position. The pressure distribution over the upper surface of the airfoil is very nonuniform in the z direction. As a result, the spanwise velocity component (not shown) is also high (up to 0.15) and is directed toward the low-pressure region in the central part of the airfoil. The streamlines converge. Though the ow section is located quite a bit upstream of the shock, a separation zone is already quite noticeable. It shows up as a reverse ow in the corner, formed by the airfoil upper surface and the side wall. (Note a negative spot in the streamwise-velocity contours in Fig. 6b .) This early separation is very probably caused by the adverse pressure gradient in the boundary layer on the side wall. Note that the ow over the lower surface of the airfoil at x=c D 0:4 still remains virtually twodimensional with only a relatively thin boundary layer at the side wall. This is consistent with the favorable pressure gradient near the lower surface.
Farther downstream,the trends just outlined continueand amplify to the trailing edge of the airfoil (x=c D 1:0). Namely, both pressure and Mach number elds remain stronglythree-dimensional,with the high spanwise velocity region and the zone of reverse ow in the corner formed by the airfoil and side wall growing. Another feature of the ow eld is the formation and gradual growth of a streamwise corner vortex. Beneath the airfoil, the ow remains virtually two-dimensional, almost down to x=c D 1:0, where some three dimensionality does show up due to interaction with the ow from the upper surface. Farther downstream, in the airfoil wake region, the separation zone is graduallyclosing, and both the corner vortex and global ow three dimensionality are weakening. (For instance, the magnitude of the spanwise velocity at x=c D 10 is no higher than 0.05.) We do not focus on the wake, noting that turbulence models have not been deeply validated in such a region.
Thus, at the present aspect ratio and ow conditions, the interaction of the separated side-wall boundary layer with the ow over the upper surface of the airfoil causes a global change of the ow pattern. In the work of Jiang 9 (also discussed by Spalart 8 ) the effect of the side walls, even with boundary-layersuction, is qualitatively the same, which adds credibility to our results. Also, the admittedly modest spanwise-gridre nement we have performed does not result in any noticeable change of the solution. (Compare runs 11 and 19.) Finally, to make sure that the effect is not caused by some inconsistency in our three-dimensionalproblem statement,we have repeated run 11 with a doubled aspect ratio, d D 6 vs 3 in the experiment. As expected,the resultsof this computationat the symmetry plane of the airfoil turn out to be much closer to the two-dimensional prediction of the same ow than those with the baseline aspect ratio of 3. This is illustrated in Fig. 7 where we compare the pressure distribution over the airfoil at differentspan sections from the three-dimensional solution at d D 6 with the corresponding two-dimensional solution.
All of those observationsseem quite suf cient to concludethat the unexpectedly strong effect of the side walls found in our computations of the airfoil with aspect ratio 3 is not caused by any numerical inconsistency and can be considered established.
As for the agreement between three-dimensional computations accounting for the side walls and the experimental data (the latter presented in Figs. 1-7 and Table 1 ), it turns out far from perfect, dashing hopes that the improved CFD setup would at last resolve the pressurediscrepancyon case 10. The remaining candidatesincludea de ciency of the S-A turbulence model and the effect of the slotted oor and ceiling of the test section in the experiments. Though the authors of the experiment deemed that, thanks to the slotting, the blockage is negligible, no direct con rmation of that is offered in Ref. 1 . Also, as mentioned in the Introduction, fair agreement between two-dimensional CFD and the data 1 has, as a rule, been reached by quite a tangible alteration of the angle of attack. This suggests that the difference between free air CFD and slotted oor and ceiling conditions is serious.
These considerations rst led us to perform a study of turbulencemodel sensitivity for case 10, followed by computations in a range of the freestream parameters (M and ®).
Effect of Turbulence Model
Two turbulence models besides S-A, the SARC and M-SST models, have been used. This choice seems quite justi ed. The SARC model has at least potentialadvantagesover the original S-A model, particularly for three-dimensional ows, and the M-SST model is commonly considered one of the best (if not the best) two-equation model for ows with shock-induced separation.
A comparison of the three models' performance in the twodimensionaland three-dimensionalsetups is shown in Fig. 8 , where we present their predictionsof the pressure distributionat the airfoil symmetry plane and, also, in Table 1 (runs 1-3 and 11-13, respectively). First, note that in three-dimensionalmode, the differencebetween the S-A and SARC models is negligiblein that plane, whereas the M-SST prediction is quite a bit worse. This behavior is quite different from that observed in the two-dimensional RANS solutions with
from what our two-dimensional computations give at the nominal angle of attack. (See Fig. 8 and Table 1 .) Therefore, the ratings of the models turn out to be signi cantly dependenton whether a two-dimensional or three-dimensionalproblem statement is used. Also, whichever the model, the three-dimensionalpredictionsof the pressure distribution and integral lift and drag remain rather poor.
For instance,the differencebetween the computed and measured lift coef cients C L at the symmetry plane of the airfoil ranges from 12 to 19%, dependingon the model being used. (Compare runs 11-13.) This suggests that, at least partially, the discrepancy is caused not by the aws of the turbulence models, but by an inadequate representation of the experimental setup and, rst, by not accounting for the oor and ceiling of the test section. To check this conjecture, following a practice common in two-dimensional studies, we performed computations with different values of the ow freestream Mach number and angle of attack. In addition to that, one case was computed at the nominal values of those parameters but with both side walls and a nonslotted oor and ceiling of the test section. The latter run is aimed at evaluating the maximum possible effect of the oor and ceiling in the experiments.
Effect of Freestream Parameters and of Floor and Ceiling of the Test Section
The study includesvariationof ® in the range from 2.57 to 3.5 deg. First of all, the effect of ® (Fig. 9 ) turns out to be qualitativelydifferent in the three-dimensional(with side wall) and two-dimensional computations.In three dimensions,variationof ® results in quite noticeable changes of the pressure distribution upstream of the shock and of its intensity, but it leaves the shock position and postshock pressure distribution at the airfoil symmetry plane almost unaf- fected. Recall that, in two dimensions, the increase of ® causes a signi cant pressure alteration almost everywhere and, in particular, results in a tangible downstream shift of the shock. (The twodimensional pressure distributions are not shown for clarity but are consistent with the literature and are re ected by the lift in Table 1 .) As far as the skin friction is concerned, both three-dimensionaland two-dimensional predictions upstream of the shock are almost insensitive to ® variations in the considered range. Downstream of the shock, the reaction of the skin friction to ® is similar to that of the pressure and re ects the change of the intensity of the shock in the three-dimensionalcomputation and its shift downstream in the twodimensional computation. Unlike the two-dimensional result, the three-dimensional solutions reattach after the shock, in agreement with the single experimental point.
Second, as is clearly seen in Table 1 , to get the experimentallift in the framework of the three-dimensional(with account of side walls) RANS, one needs to increase ®. (Even at ® D 3:5 deg, the computed value of C L is still quite a bit lower than in the experiment.) On the other hand, in the framework of the two-dimensional RANS, to get the experimental lift, ® should be decreased relative to the experimental value. This means that, in contrast to the two-dimensional computations, in the three-dimensional ones there is no chance of getting good agreement with the experiment on both lift and drag at any ®.
Quite a similar picture is observed when the freestream Mach number is varied (Fig. 10) . The reaction of the three-dimensional and two-dimensional pressure and skin-friction distributions and of the integral forces to M variations are quite different. For the three-dimensional case, deviations of the Mach number from the experimental value of 0.75 do not provide any global improvement of the predictions.
The general conclusioncan be made on the basis of the preceding observations that the relative success of the freestream parameter adjustment procedure in two-dimensional RANS is, most probably, just a result of cancellation of the errors caused by the use of the two-dimensional approach without adequate account of the effect of the wind-tunnel walls.
It could be expected that the preceding issues might be less severe for case 6 (® D 2:92 deg and M D 0:725), which is commonly considered an easier test for the two-dimensional RANS due to the absence of separation. However, this turns out not to be true. As seen in Figs. 11 and 12 and in Table 1 (cases 22-25 and 27-30) , qualitatively,the differencebetween the two-dimensionaland threedimensional predictions for this ow is the same as that for case 10, but is even more pronounced. This is probably caused by a stronger effect of the side walls on the central part of this ow due to a weaker shock. In each case we showed only the two-dimensional case with optimized angle of attack, ® D 2:5 deg.
Thus, the results obtainedshow that the procedureof adjustingthe freestream parameters in the framework of two-dimensionalRANS routinely used for evaluation of the capabilities of turbulence models, at least as far as the RAE 2822 ow is concerned,is not justi ed. The only way to obtain objective data on those capabilities is to reproduce all of the details of the experimental setup.
As a rst step in this direction,we performed a three-dimensional computationof case 10 with account taken of not only the side walls, but also of the nonslotted oor and ceiling. The expectationwas that the predictions would move from those accounting only for side walls toward the experimental data, possibly moving too far. This expectationwas met only partially.This is seen in Fig. 13 , where we compare two two-dimensionaland two three-dimensionalsolutions. As expected, the experimental shock position does lie between the two predictions. However, upstream and downstream of the shock, especially, in the regions x < »0:25 and x > »0:75, the pressure distributions computed with and without account taken of the oor and ceiling are very close to each other.
Possible reasons for that disagreement, other than turbulencemodel de ciencies, might be a nonlinear interaction of the slotted oor and ceiling and the side walls. Unfortunately, it is dif cult to check that by a direct computation, due to the lack of data on the ambient parameters in the experiment. However, whatever the reasons are, one thing seems to be clear: Available experimental data on transonic airfoils are insuf cient to make de nite conclusions about RANS turbulence models' capabilities. Moreover, based on the study outlined from the standpoint of turbulence model validation, trying to reach strictly two-dimensional conditions in the experimentsis less productivethan planning and ensuring the reproducibility of a real three-dimensional experimental setup in threedimensional CFD. The world has changed since the RAE study was conducted, around 1978. 
Conclusions
An extensive RANS study was performed of the threedimensional effects associated with the walls of the test section of the wind tunnel in the experiments with the RAE 2822 transonic airfoil. A major conclusion that can be drawn on the basis of the results obtained is that the conventional two-dimensional approach to modeling such ows is, most probably, incorrect and may even result in an incorrect assessment of turbulence models' capabilities. Furthermore, the available experimental data on transonic airfoils are insuf cient from the standpoint of turbulence-model validation because they do not allow us to reproduce all of the relevant details of the experimental setup in three-dimensional CFD. Slotted walls are particularly troublesome; they are helpful for testing airplane designs, not for CFD and model validation. An aspect ratio equal to 3 is insuf cient and is far from justi ed by the Reynolds number gain it allows. Jiang's 9 ndings for an experiment with side-wall suction also indicate that such suction fails to resolve the side-wall issue. These ndings illustrate again the value of axisymmetric experiments,short of experimentsconductedon complete wings. They also show that computer power, even at the personal computer level as in this study, has resolved the conundrumof creating data sets that are two-dimensionaland free of any wall effects for CFD validation; this is simply not necessary anymore.
