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I. INTRODUCTION
W E wish to develop cooperative robot systems for complex assembly tasks. A typical assembly scenario requires that parts of different types get delivered at the location where they are needed and incorporated into the structure to be assembled, as shown in Fig. 1 . We abstract this process with two operations: 1) tool and part delivery carried out by specialized delivery robots and 2) assembly carried out by specialized assembly robots. In this paper, we consider how a team of delivering and assembly robots will coordinate to achieve assembling the desired object. Tool and part delivery requires robots capable of accurate navigation between the part cache and the assembly location. Assembly requires robots capable of complex grasping and manipulation operations, perhaps using tools. In our problem, different assembly robots work in parallel on different subcomponents of the desired object. The delivery robots deliver parts (of different types) in parallel, according to the sequence in which they are needed at the different assembling stations. We consider the case where the parts are 1) rods of different lengths and 2) connectors for connecting the rods into truss-structured objects. The robots can communicate locally with neighbors. The delivery robots have the ability to find the correct part type in the part cache, pick it up, and deliver it to the correct spot for the assembly process requesting the part, and return to the part cache for the next round of deliveries. The assembly robots have the ability to receive parts from a delivery robot and incorporate it into the assembly.
We assume that the target object is given by a material-density function that encodes the object geometry and is known to all the robots. The construction process starts by a "coverage"-like process during which the assembly robots partition the target structure adaptively into subassemblies, such that each robot is responsible for the completion of that section. To achieve this division, the robots locally compute a Voronoi partition, weighted by the mass of all the rods contained in the partition, and perform a gradient descent algorithm to balance the mass of the regions. The delivery robots also know the density function describing the target structure and the location of the parts. Each delivery robot carrying a part enters the assembling region and delivers the part to the region with the highest demanding mass. That is, the robot asks each assembly robot within communication range what is the current mass of the structure they have created and selects the site of least completion. This ensures global and local balance for part delivery. We see construction as an important application for robotics because the nature of construction is complex, yet it includes many routine jobs in which the robots have to pick up and place regularly shaped source parts such as trusses, blocks, windows, etc.
This robotic construction is challenging because automating operations is hard. One naive option for automation is to use incremental construction with the step-by-step execution of a blueprint. Let us consider the example in Fig. 2 , where that task is to build a densely tessellated (grid-shaped) A-shaped bridge using rods and connectors. Incremental construction by the robot team can be done by step-by-step execution carried out in sequence by one or more robots; however, effectively this method does not maximize the use of the robots with respect to parallelism, nor does it guarantee the fastest completion time of a task.
In order to solve the problem in decentralized and efficient ways, we propose decentralized control algorithms for the partition, part delivery, and assembling steps, as described in Fig. 2 . The algorithms are inspired by the approach in [3] , [17] , and [22] and use equal-mass partitioning as the optimization criterion. The algorithms rely on local information only (e.g., neighbors exchange information about their local mass). The task allocation algorithm is provably convergent. The algorithms are adaptive to the number of delivery robots and assembly robots, as well as to the amount of source material.
We also extend the work to construction beyond trusses where the target consists of any given number of parts from a set of part types. We give an analysis of this algorithm and prove that the algorithm is adaptive to 1) the failure of changing numbers of assembly robots and delivery robots, 2) dynamic constraints such as order of construction, and 3) changes in the geometry of the target structure during assembly. Finally, we demonstrate the performance of the algorithm in simulation.
The main contributions of this paper are 1) the proposal of general procedures for coordinated robotic construction: assignment of equiloaded subassemblies and uniform delivery/assembly in a distributed fashion; 2) the distributed algorithm for equal-mass partitioning of an assembly task with the proof of convergence; 3) the decentralized delivery and assembly algorithms with the provable constant bound of deviation from the optimal distribution of source materials; 4) the adaptiveness of the proposed algorithms for failure, orderly construction, reconfiguration, and multiple components; 5) the experimental implementation of the algorithms on the hardware platform with the mobile manipulators and the smart parts. We implemented the decentralized construction algorithms in simulation and experiments. Several 2-D and 3-D truss structures were created using our algorithms. A hardware implementation using iCreate robots with Meraki communication and a CrustCrawler 4-DOF robot arm has been performed. The delivery and assembly algorithms have been implemented on these robots to demonstrate the coordination infrastructure of the system and the correctness of the algorithms.
II. RELATED WORK
Robotic construction with a team of networked robots using elements from the environment is not new; for example, see the paper by Matthey et al. on stochastic strategies for a swarm robotic construction [12] and references therein.
In this paper, we explore the particular idea of maximizing parallelism in construction using an approach to assembly that decomposes the roles of the robots into tool and part delivery robots and assembly robots, with an emphasis on stable and provably correct controllers. Our proposed systems and algorithms are further related to prior work in the fields of robotic construction, distributed coverage, graph partitioning, and trusshandling robots.
A. Robotic Construction
Industrial assembly automation for highly structured tasks is one of the most successful applications for robotics. Robotic construction extends industrial assembly to unstructured environment. Strong theories, as well as practical hardware systems, are required to achieve this goal.
As for planning algorithms for robotics construction, Fahlman proposed a planning algorithm for robotic construction tasks [4] discussing dependence of the parts and their correct order, and Werfel and Nagpal [25] introduced a 3-D construction algorithm for modular blocks with a provably correct sequence of assembly without a deadlock.
The paper by Matthey et al. on stochastic strategies for a swarm robotic construction [12] simulated a robotic assembly by modeling change of robot states as the chemical reaction equations, and Parker et al. [16] implemented swarm construction algorithms on a small team of mobile robots for blind bulldozing so that the robots can prepare for space missions.
There were many robot hardware for robotic construction such as a self-mobile space manipulator by Nechba and Xu [13] , [15] , the space robot Skyworker [24] by Staritz et al., a robot manipulator equipped with pneumatic actuators by Lee et al. [2] , [11] Our previous work on truss assembly robots includes Shady3D [9] . We also proposed a centralized optimal algorithm to reconfigure a given truss structure to a target structure [8] .
This paper introduces a new approach in which robots are specialized as delivery and assembly robots; distributed algorithms control the assembly of a structure with multiple kinds of source materials.
B. Distributed Coverage
Our assignment algorithm for computing optimal subassemblies given the number of assembly robots is inspired by distributed coverage for a multirobot system, which has been heavily studied to optimize locations of robots [3] , [22] , to find the best partition for vehicle routing [17] , and to distribute workload equally [10] .
We follow the notion of locational optimization developed by Cortes et al. [3] , who introduced distributed coverage with mobile robots.
The same optimization criteria were used in a distributed coverage controller for real-time tracking by Pimenta et al. [18] , and extended by Schwager et al. [21] , [22] using adaptive coverage control when the sensor function is unknown.
The partitioning algorithm in this paper inherits the distributed coverage concept; however, it pursues equal-mass partitioning in which every networked robot is controlled to have the same amount of construction (in our case, truss elements and connectors) to be built with a newly designed controller and corresponding cost function, rather than optimal sensing locations.
Coverage with similar equipartitioning has also been independently used by the power diagram [17] , which requires more parameters and communication, to compute the work load for vehicles in a vehicle routing problem.
III. PROBLEM FORMULATION
We formulate the construction task using two activities: 1) carrying components to an assembly location and 2) creating the assembly at a given location. We have a team of robots specified as component-carrying robots and assembly robots. There are multiple robots of each type and the robots can communicate locally with other robots. Given a team of component-carrying and assembly robots and components of a fixed number of types, we wish for the system to coordinate the activities of the robots to complete the assembly with maximum parallelism. The assembly structure is specialized as a mass-density function φ t . This formulation gives the task-level planner and coordinator higher flexibility in assigning tasks to robots.
We are given a team of robots, n of which are specialized as part delivery robots, and the rest are specialized as assembly robots. The robots can communicate locally with other robots within their communication range. The robots are given a target shape represented as a mass-density function φ t . We wish to develop a decentralized algorithm that coordinates the robot team to deliver parts so that the goal assembly can be completed with maximum parallelism.
Suppose for now that the robots move freely in an Euclidean space (2-D and 3-D). Note that this assumption should be relaxed to implement a hardware experiment in which a partially completed structure creates the geometric constraints and block a path of the robot. We used a heuristic to solve this issue in our experiment in Section IX and leave this as a future work. 1 This assumption makes sense when the robots move in the plane to achieve a planar assembly. However, for 3-D assemblies, factors such as gravity and connectivity of structure, as well as 3-D motion for the robots, must be considered. We will generalize in Section VIII-B.
Algorithm 1 shows the main flow of construction in a centralized view. In the first phase, the goal is to partition the global assembly into subassemblies that can be computed in parallel by the robots. Assembly robots spread in a convex and bounded target area Q ⊂ R N (N = 2, 3) which includes the target structure. They find placements using a distributed coverage controller which assigns to each robot an area of the target structure that has approximately the same assembly complexity. The areas are assigned so that they compose Voronoi partitions. In other words, each robot covers the area which is closest to the robot. In the second phase, the subassemblies are constructed in parallel. The delivery robots move back and forth to carry source components to the assembly robots. They deliver their components to the assembly robot with maximum demanding mass. The demanding mass is defined as the amount of a source component required for an assembly robot to complete its substructure. In this paper, the source components consist of two types: truss elements and connectors. The truss elements are rods and they may be of different lengths. Details of the demanding mass for each type of the source components are presented in Section V-A. is the demanding mass.
After an assembly robot obtains a component from a delivery robot, it determines the optimal placement for this component in the overall assembly and moves there to assemble the component. The assembly phase continues until there are no source components left or the assembly structure is complete.
A. Example Fig. 3 (a) shows a construction system with four assembly robots. To compute subassemblies, the robots spread to cover the blueprint of the target structure according to its Voronoi partition. Intuitively, robot 1 and robot 4 move toward the other robots in order to expand their partition, whereas robot 2 moves away from the other robots because it has the largest area. The moving direction of the robots is determined by combining the normals to the Voronoi edges. Fig. 3(b) shows the red delivery robot carrying a red truss element driven by the gradient of the demanding mass. The yellow region denotes the target density function φ t . The hashed region denotes completed assembly. The demanding mass of a region can be thought of as the difference between the area of yellow regions and the area of hashed regions.
Suppose a delivery robot is in the region of robot 4. Among its neighbors (robots 2 and 3), the maximum demanding mass is with robot 3. Thus, the delivery robot moves to robot 3. The delivery robot finds that robot 1 has the maximum demanding mass among robot 3's neighbors; therefore, it advances toward robot 1 and delivers the truss component. Following the maximum demanding mass gives a local balance for the target structure.
IV. TASK ALLOCATION BY COVERAGE WITH EQUAL-MASS PARTITIONS
This section describes a decentralized equal-mass partitioning controller which is inspired by distributed coverage control [3] , [22] . The algorithm allocates to each assembly robot the same amount of assembly work, which is encoded as the same number of truss elements. This condition ensures maximum parallelism. We continue with a review of the key notation in distributed coverage, then give the mass optimization criteria and end the section with the decentralized controller.
A. Representation of the Target Blueprint
The robots are given a target shape represented as a target density function φ t : Q → R + . φ t represents the goal shape geometry by specifying the intended density of construction material in space. 2 For example, in Fig. 3 , the yellow region has high density (many materials), while the white region has low density.
Without loss of generality, we will focus the examples on truss structures built with two types of components: connectors and links in order to simplify exposition and figures. To represent truss structures as a continuous function, the value of φ t is defined as interpolation the point-wisely defined grid that corresponds to the truss. The point density is proportional to the number of possible truss connection at the point.
B. Equal-Mass Partitioning
Suppose n assembly robots cover region Q with a configuration {p 1 , . . . , p n }, where p i is the position vector of the ith robot. Given a point q in Q, the nearest robot to q will execute the assembly task at q. Each robot is allocated the subassembly defined by its Voronoi partition V i in Q:
The target density function φ t is the density of truss elements, and it is fixed during the construction phase. Given V i , we define its mass as the integral of the target density function in the area
We wish for each robot to have the same amount of assembly work. We call this equal-mass partitioning. The cost function is chosen as the product of all the masses:
where H 0 is a constant and the bound of the product term given by
The cost function is continuously differentiable since each M V i is continuously differentiable [18] . Minimizing this cost function leads to equal-mass partitioning, because of the relationship between the arithmetic mean and the geometric mean
where equality holds only if all the terms are the same. Therefore, the prefect equal-mass partitioning makes the cost function zero. Using the cost function in (3), we have developed a decentralized controller that guarantees H converges to a local minimum.
C. Controller With Guaranteed Convergence
We propose decentralized gradient descent using the cost function H as our solution to decentralized control. We wish for this controller to continuously decrease the cost function:
When N i is the set of neighbors of the ith robot, each term of the partial derivatives is
where
M ij is computed along the sharing edges (sharing faces in 3-D) l ij between V i and V j as in [18] 
(10) where n l i j is a normal vector to l ij as
We can rewrite (6) aṡ
, which is related to the set {i, N i }:
Note that J i is a vector. Given a velocity control for each robot, the decentralized controller that achieves task allocation is given by the control law:ṗ
where k is a positive control gain, and λ is a constant to stabilize the controller even around singularities where J i 2 = 0. Note that all the equations can be computed in a distributed way, since they only depend on the variables of the neighboring robots.
Theorem 1: The proposed controller guarantees that H converges to a local minimum.
Proof: The proposed control inputṗ i yieldṡ
Since k and M V l are positive, each term ofḢ is always negative. In addition, the cost function is differentiable, and trajectories of robots are bounded in Q. Therefore, the controller keeps the cost function decreasing unless all the J i are the empty vectors in which changing the location of the robots does not change the cost function, implying a local minimum. In addition, we tune the cost function in order to obtain intuitively balanced partitions. Details are given in [7] .
V. DELIVERY AND ASSEMBLY ALGORITHMS
Once the assembly robots are in place according to the equalmass partitioning controller, construction may begin. State machines drive the delivery robots and the assembly robots. During construction, we wish to distribute the source components (truss elements and connectors) to the assembly robots in a balanced way. Global balance is asymptotically achieved by probabilistic target selection of delivery robots that uses normalized φ t as a probability density function. For local balance, the delivery robots are driven by the gradient of demanding mass defined as the remaining structure to be assembled by the robot. Robots with more work left to do get parts before robots with less work left. Each assembly robot waits for a new truss element or connector and assembles it to the most demanding location in its Voronoi region. Therefore, construction is purely driven by the density functions regardless of the amount of the source components. We ensure that all the processes of the controllers work in a distributed way, and each robot needs to communicate only with neighbors. Details of the control algorithms are explained next.
A. Assembly Algorithm
Each assembly robot operates using a state machine, as shown in Fig. 4 . The robot has the following states: 1) IDLE; 2) WAITING: waiting for a new component; 3) MOVING: moving to the optimal location to add the part; 4) ASSEMBLING: adding the component to the assembly. Each robot has a graph representation G i = (R i , E i ) of the already built substructure. The graph is composed of sets of nodes and edges in the Voronoi region. For simplicity of exposition, we assume truss elements of two sizes: the unit-box size and the unit box diagonal. The extension to multiple sizes is trivial. We design the density function according to a grid. The unit length of the grid is the length of the truss element. Vertices of the grid have density values equal to the number of truss elements at the vertex. The density of the intermediate points in the space is interpolated. The interpolated value is used in the coverage implementation only. We can generalize this cost function to be a continuous function that encodes the geometry Fig. 4 . State machine for an assembly robot. Each assembly robot waits for the delivery of a source component, moves the component to the optimal spot, and adds it to the structure. The robot's task is complete when there is no demanding mass left.
of the object. The demanding mass is defined uniquely for each component type. As for a truss element, the demanding mass ΔM
where ρ(q) is the density function of the built structure, which increases as a robot assembles truss elements. Note that φ t (q) of the target shape is fixed. Therefore, a bigger demanding mass means that more elements should be included in that area. The demanding mass for connectors is the number of required connectors for the current structure G i . Let Φ c be a set of the required connectors. Note that Φ c is a function of ρ(q). The demanding masses drive a delivery robot according to gradients as in Section V-B. If a structure is composed of other components, we can define the demanding mass for each material. The details of the state machine are the following. 3 When construction starts, an assembly robot initializes the parameters R, E, ρ, Φ c and changes its state to WAITING. Once a new truss element is delivered, the robot finds the optimal place to add it to the structure. Since we want the structure to gradually grow, the optimal edge is chosen among a set of edges E 1 that are connected to G. Let E 2 be a set of edges that have maximum demanding mass in E 1 . The demanding mass of an edge can be computed as the sum of masses of two nodes defining the edge. If multiple edges have the same maximum demanding mass, choose the one with the minimum index of the edge, since the robots its edges in an array.
Each node of the edges in E 2 should have a density value greater than the threshold preventing the robot from assembling the component outside the target structure. In order to achieve a spreading-out structure, priority is given to unconnected edges. If no such edge exists, we choose another seed edge that is not connected to G and has the maximum demanding mass. This jump is required in the case that robot's subassembly includes disconnected regions. If the delivered material is a connector, 3 The more detailed algorithmic table can be found in [7] . the optimal location is a node v ∈ Φ c that is connected to the largest number of edges in E. The state machine sets a target location t according to the optimal location and changes the state to MOVING. In the MOVING state, an assembly robot moves to the target location t and changes the state to ASSEMBLING when it arrives. Finally, a robot assembles the delivered material and updates the parameters. It adds a node of the optimal edge to Φ c if the node / ∈ Φ c and is connected to other edges. If the material is a connector, the robot removes the node from Φ c . The state switches to WAITING again.
B. Delivery Algorithm
Delivery robots operate by a state machine, as shown in Fig. 5 . Each robot has the following states: 1) IDLE; 2) ToSOURCE: moving to get a new element; 3) ToTARGET: moving to a picked point at the target area Q; 4) ToASSEMBLY: delivering the element to an assembly robot. We explain the details of the state machine. 4 Given an initially empty state, a delivery robot changes its state to ToSOURCE and moves to S (the source location). At S, the robot picks a source component if one exists. Otherwise, it stops working. The state is switched to ToTARGET, and the robot moves to a randomly chosen point in Q following the probability density function φ t (normalized). Therefore, materials are more likely to be delivered to an area with a denser φ t . After arrival at the chosen point, the robot changes the state to ToASSEMBLY and moves following the gradient of the demanding mass ΔM V i of assembly robots. Delivery by the gradient of the demanding 4 The assembly and the delivery algorithms provably guarantee completion of the correct target structure. Because of space limitations, the proof is omitted. Empirical results in Section VI show correctness of the algorithms since all the simulations with different initial conditions end up with the same final structure. The more detailed algorithmic table can be found in [7] . mass yields a locally balanced mass distribution. Note that the global balance is maintained by the randomly chosen delivery with density φ t . When the robot meets the assembly robot with the maximum demanding mass, it checks if the state of the assembly robot is WAITING and passes the material. The state changes to ToSOURCE, and the robot repeats delivery.
Note that our algorithm allows a delivery robot continues to move to the next local assembly robot with the maximum demanding mass. Even though some delivery robots may have shuttles or cycles between different assembly robots without actual delivering components, statistically, this does not hurt convergence and performance of the algorithms. Modifying the algorithm so that the movement is limited to the neighbors of the initial target area will eliminate this problem with the equivalent convergence performance.
VI. IMPLEMENTATION
The assembly/delivery algorithms and the equal-mass partitioning were implemented to build 2-D and 3-D structures. We use side truss elements and connectors that lie at a single-source location. We have built several structures using these algorithms.
A. Building an A-Shaped Bridge
The first simulation demonstrates the construction of a bridge from a single-source location of trusses and connectors. The density function φ t and the final Voronoi regions resulting from using the equal-mass partitioning controller for four, six, and ten assembly robots are shown in Fig. 6 . We use a discrete system so that φ t is defined at every node (integer points). The unit length is the length of a truss element. At an arbitrary point q, φ t (q) is interpolated from four surrounding nodes by barycentric interpolation. The interpolation ensures continuity of φ that is required for the cost function H. The robots are deployed from randomly selected starting positions. Fig. 6 shows that each robot has approximately the same area of the yellow region. As expected, the masses converge to the same value, as shown in Fig. 7(b) , and the cost function H approaches zero, as in Fig. 7(a) . A little jitter in the masses and the cost function graphs comes from discrete numerical integrals. Fig. 8 shows snapshots from the simulation after partitioning. We use four robots for truss delivery and four robots for connector delivery. They deliver source materials that have 250 side truss elements and 150 connectors. The area with high density is gradually filled with truss elements and connectors. Because the controller uses equal-mass partitioning and the gradient of the demanding mass, the assembly robots maintain almost the same ΔM V all the time. Therefore, each Voronoi region has a balanced amount of truss elements. Note that the control algorithms do not depend on the amount of the source truss elements.
With fewer elements, we obtain a thinner structure, while the availability of more truss element yields a denser structure. At the end of the simulation, the assembly robot that has built the least amount of the truss component has assembled 58 truss elements, while the robot with the maximum amount has assembled 63. The robot with the minimum number of connectors assembled 33 connectors, and the robot with the maximum number assembled 38. Fig. 9 shows the demanding masses for a truss part and a connector. All four curves are completely overlapped, meaning all the substructures have been balanced at all time. The demanding mass for a connector oscillates since it depends on the already built substructure. Fig. 10 shows snapshots of building an airplane composed of 1575 trusses and 656 connectors. Three-dimensional grids are used, and the target density functions are given and computed in the grids. The same rule is applied to design the corresponding φ t , where density at each grid is the number of possible truss connections in 3-D. Ten assembly robots and 30 delivery robots (20 for truss delivery and 10 for connector delivery) are used. The airplane is divided into ten subassemblies by the equal-mass partitioning algorithm in 3-D. For simplicity, this simulation aims to demonstrate the complexity we can achieve with equalmass partitioning without concern for other constraints such as orderly construction in Section VIII-B.
B. Constructing an Airplane

VII. ANALYSIS OF THE ALGORITHMS
We now build on the algorithms and analyze the performance of the algorithms with respect to balance among the substructures. Simulation data are obtained from building the A-shaped bridge in Fig. 6 .
Our goal has been to develop a decentralized algorithm that partitions the goal structures into subassemblies that can be completed at the same time. This ensures that the overall construction is well parallelized, and there is no unnecessary waiting for subassembly completion. Let us assume the equal-mass partitioning is successful so that each assembly robot has the same amount of the target structure. The probabilistic deployment of the delivery algorithm leads to the traditional problem ball-into-bins [19] , where we throw m balls into n bins one by one with uniformly distributed probability of placing a ball at a bin. The analogy is that a truss is thrown into one of the sub structure with a uniform probability. This problem is also known as online load balancing for distributed computation, where n servers are supposed to match m requests. In both cases, the question is what is the maximum number of balls (requests) in any bin (server).
Theorem 2: If the delivery choose robots probabilistically where to deliver the next part, the maximum deviation of delivery from the mean ( m n ) is bounded by 2 m n log n with high probability.
Proof: In case m n as ours, with high probability (normally 1 − 1 n ), the maximum number of balls [19] is smaller than
Since the mean number of balls is m n , the maximum deviation from the mean is bounded by 2 m n log n. Fig. 11(a) shows the demanding masses simulated from an example where ten assembly robots and ten delivery robots are used and only the probabilistic deployment is implemented. We can see the demanding masses spread out as construction goes on. Fig. 12 shows maximum deviation of the demanding mass from the mean and the theoretical bound. The mean of the maximum deviation and the error bars are obtained from ten simulations.
Algorithm 1 allows a delivery robot to search for the assembly robot with the maximum demanding mass following the initial probabilistic deployment, and that dramatically improves balance, as shown in Figs. 11(b) and 12 . During construction, all the demanding masses are within a range of a single truss element, which implies perfect balance. This local search can be understood as picking multiple bins first and putting a ball at the bin with the minimum number of balls. A well-known property of the balls into bins problem is that the maximum load can be greatly reduced if we can choose two bins at random rather than just one bin [14] . A delivery robot chooses where to place a source component among neighboring robots of the robot that is picked by the probabilistic deployment. This also reduces the unbalance [26] since the delivery robot is given more choices.
If the delivery robots search for the assembly robots with the greatest demanding mass and the connectivity graph that the assembly robots form an almost regular graph, Algorithm 1 yields the maximum deviation bounded by log log n log 2 with high probability since the maximum load decreases into [26] log log n log d + m n (18) where d is a number of bins we can choose. Given a fully connected graph, we use a conservative bound with d = 2. However, in order to qualify the equation, the graph should be regular with degree n , where is not too small [26] . Note that in our case, we cannot guarantee a degree of the graph that equal-mass partitioning would build. We can conjecture that the graph that the robot forms would be likely an almost regular graph if the robot are distributed evenly for a regularly shaped density function.
The black-dotted line in Fig. 12 is the bound with log log n log 2 . Note that the maximum deviation is not dependent on m.
VIII. ADAPTATION
The construction algorithms in Section VII are easily adaptive to several cases of robotic construction: failure of robots, dynamic constraints, multiple types of source elements, and reconfiguration between two structures. We next discuss each case.
A. Robustness to Failure of Robots
Assembly robots are critical since each assembly robot covers a unique region. Failures of the assembly robots can be tolerated by executing the subassembly equal-mass partitioning continuously as a background process to reassign the assembly region. When a robot fails, its remaining subassembly task will get reassigned and all the other assembly loads rebalanced. We assume a failed robot disappears with an element if it is carrying any. Algorithm 2 shows the main control loop for assembly robots with continuous equal-mass partitioning. ρ describes a density function for currently built structure, and Φ c is a set of required connectors for the current structure. The assembly robots reconstruct the Voronoi regions when the surrounding network of the robots has changed. Since assembly robots move during construction, we introduce the virtual center of the Voronoi regionp i and move it instead of a robot position, and reconstruct V i aroundp i . The assembly robots also need to update the parameters such as the graph of the built structure and demanding mass for truss and connectors. We assume that a robot can detect failure of its neighbor. Fig. 13 shows a snapshot from a simulation with a failed robot. The robot in the upper right Voronoi region fails during construction as Fig. 13(b) , and the neighboring robots adapt their Voronoi regions to fill the region of the failed robot while continuing construction. Since the coverage control requires a significant amount of computation, the robots end it when the cost function settles down.
Failure of delivery robots is not critical in our approach, because the system is transparent to that. Only the completion time increases, since we have less number of delivery robots after the failure.
The communication range of assembly robots matters in this case. The algorithm remains adaptive if the remaining robots still maintain a connected network. In the extreme case, if there is only two robots in the workspace and all the other robots failed, the two robot should cover the entire space. In practice, the number of robots should be enough so that the range of communication covers a couple of neighbor of neighbors. More meaningful discussion about that issue is beyond the scope of this paper, and it can be found in [5] .
This online reallocation of workload can be beneficial to many other scenarios requiring adjustment after the initial partitioning. For example, when there is a degraded robot which now cannot handle the full workload initially given, the neighbor robots may sense the low performance of the robot and adjust the partitions by taking over a part of the Voronoi region of the degraded robot.
B. Dynamic Constraint: Construction in Order
Three-dimensional construction on the ground is subject to gravity constraints which in turn imposes ordering constructions on assembly job. A 3-D structure should be built from the ground up. We extend our algorithm to incorporate this type of constraint. Given φ t , we ensure a desired ordering in the assembly process by revealing only the part of φ t that is connected to the current structure. This way, the structure will be built layer by layer, and we will avoid building substructures that will not have a substrate. Equal-mass partitioning and the computation (a) (b) (c) (d) Fig. 13 . Four assembly robots are constructing the bridge and one of them fails at time 500. Green circles are assembly robots, and red ones are delivery robots. Blue hollow circles are the virtual center of V i . After failure, the remaining robots reconfigure their Voronoi regions adaptively and finish the construction.
of the demanding mass are done with the revealed part of φ t , which is now a time-varying function. We model this revealed part of φ t as a time-varying target density function ϕ t . The assembly robots perform equal-mass partitioning based on ϕ t . We update ϕ t by Algorithm 3. Given the grid map Q, R c is a set of nodes that are reachable, Φ 0 is a unit density for each node of a truss element, and T a is an assembly time to finish assembling a truss element. When an assembly robot starts to build a truss element at an edge e opt , it checks whether the adjacent nodes of e opt are in R c or not. For the nodes to be revealed q 1 , the density function increases by the rate φ t T a till time T a . Therefore, only the nodes connected to the current structure (R c ) are used in the current target density function ϕ t . The next chosen edge e opt must be connected to the current structure.
Note that φ t is updated continuously in order to ensure the stability and convergence. Otherwise, the discrete jump in φ t will make the cost function discontinuous.
The coverage control follows Algorithm 2. We modify it to incorporate the time-varying density function. Note that ϕ t is continuous sinceφ t is piecewise constant.
The robots should keep communicating with each other to get the knowledge of ϕ t . We assume the discrete nature of this communication does not affect the convergence proof since, in practice, the communication bandwidth should be order of magnitude faster than update rates of ϕ t because the update involves slow physical work such as assembly. Fig. 14 shows results from our implementation of the control algorithms with two assembly robots. The bridge is to be built from the lower left corner. Only the lower left part of the target density function is revealed as in Fig. 14(a) . The more the robots build, the more of φ t is used until the entire target density function φ t is revealed. As shown in Fig. 15(a) , the cost function is almost flat even though ϕ t changes during construction, since the controller incorporate the time-varying density function. We can see that the masses of two robots are almost identical at all time during construction, as in Fig. 15(b) .
C. Reconfiguration
The goal structure might change after or during construction. We extend the construction algorithm to support adaptation to changing target geometry during construction, in order to efficiently build a new goal structure from the current structure. Suppose a target structure φ t 1 has been built and a new target structure φ t 2 is given. Assuming the assembly robot is capable of disassembly, Algorithm 4 shows how the original structure is reconfigured to the new structure. Here, we set the target density function as difference between two structures |φ t 2 − φ t 1 | for equal-mass partitioning, since disassembly also requires work of assembly robots. We assume cost for disassembly is the same as assembly. If they are different, we can generalize the target density function as
where α is a workload ratio of disassembly to assembly, and (·) + represents positive only. From now on, we set α = 1. The demanding mass is extended to two types: for assembly (ΔM ), which are defined as
where ρ a is the density function of the built structure, and ρ d is of the disassembled structure. Note that there is no source cache. The extension of the algorithm to reconfiguration with additional source material will be trivial.
Extension of the delivery/assembly algorithms is straightforward, and the details can be found in [23] . Fig. 16 shows snapshots of reconfiguration from an A-shaped bridge [see Fig. 16(a) ] to an M-shape [see Fig. 16(b) ]. Four assembly robots and four delivery robots are deployed. We can see that the density function |φ t 2 − φ t 1 | for equal-mass partitioning has cross-like shape (the yellow region without the truss and the truss outside the yellow region in Fig. 16(b) .) The partitioning results in new Voronoi regions as in Fig. 16(c) , and the delivery robots carry a truss element from redundant truss to the yellow region that is not filled by the truss yet.
D. Multiple Types of Source Components
If the components can be built independently and an assembly robot is capable of assembling all of them, φ t is linearly superposed as
where z is the number of the component that can be assembled by an assembly robot, and β u is a constant representing importance of the uth component. ψ u is an individual density function for the uth component. Importance can measure time required to assemble the piece, etc. Fig. 17 shows snapshots of the simulation of building the A-shaped bridge with two types of truss elements: side and diagonal. The density function is a simple sum of that for side and that for diagonal, since we assume assembling times for them are the same.
In the future, we will consider the case source components have dependence on each other so that they have to be built in some order.
IX. EXPERIMENT
We implement the control algorithms on a system compose of four mobile robot and smart parts with embedded communication devices. This paper focuses on delivery and assembly experiments. Experimenting equal-mass partitioning is left for future work. Similar algorithms have been implemented before in our prior work [20] .
A. Experimental System
Our hardware system consists of a team of mobile manipulators, 3-D-printed smart parts each with an embedded communication device, and a VICON motion capture system.
The robot consists of a commercially available iCreate mobile platform and a CrustCrawler robotic arm with a custom chassis, as shown in Fig. 18 . An instrumented gripper that contains an IR communication transceiver is attached to the arm.
Smart parts enable grasping for robotic delivery and assembly via IR communication. We explore the use of communication as an alternative to using computer vision for part identification and grasping. Fig. 19 shows two types of the smart parts: truss and connector. At the top of the parts, the IR communication devices are instrumented, as shown in Fig. 19 . This allows a robot and a part to interact with each other. A part can guide a robot to its location and tell the robot its part type. The robots operate on a square area, and a source cache of trusses and connectors is located at the side of the workspace, as shown in Fig. 20 . The trusses and connectors are manually supplied to the cache during experiments. The robots localize using the motion capture system which broadcasts 3-D poses over a mesh network. The more details can be found in [1] .
B. Experimental Results
In experiments, we use up to four hardware robots, two assembly robots, and two delivery robots in a 5 m × 5 m rectangle. Poses of all the robots are captured by the Vicon system provided with each robot and a GUI that displays and keep a log of all the activities and communication data.
We use a 0.6 m × 0.6 m square blueprint, which consists of four trusses on each side and four connectors at each corners. Fig. 20 shows the blueprint on the GUI part of the snapshots, where the red squares corresponds to the connectors and the blue rectangles are the trusses. The robots send out a message containing the location of the placed part so that the other robot may set the assembled part as an obstacle. In the experiments, we use 0.2 m × 0.2 m square for the size of the obstacle which is booked in the grid map of each robot.
We ran several tests with various combination of robot: one assembly and one delivery robots, one assembly and two delivery robots, and, finally, two assembly and two delivery robots. Fig. 20 shows snapshots of the experiment with two assembly robot and two delivery robots. After 40 min, the robots could locate all the parts at the designated locations. The loosely assembled structure had a few misoriented parts mainly because of the lack of the robot's control precision. Even though the motion capture system provides up to millimeter accuracy, the robot simply cannot achieve the precision. Fortunately, the parts are designed such that they self-align despite of the centimeter transitional and 10
• rotational errors. We will try to assemble a tightly assembled square in the future. Fig. 21 shows trajectories of the four robots in the experiment. Clearly, the assembly robots drive around the parts on the blueprint, and we see the way-points of the wiggling trajectories at some points. A large amount of traffic is seen at the source cache (origin) since only one robot is allowed to pick up a part at the cache and the pickup motion companies searching for a part through scanning the cache (for more detail, see [1] ), and this indeed seriously slows down the execution.
The experimental results are summarized in Table I . Note that each success includes delivery, handoff, and placement. Therefore, each assembly sequence is responsible for four manipulation sequences.
X. CONCLUSION
We have proposed a framework for distributed robotic construction. Robots with specialized tasks (assembly and delivery of various parts) cover the target structure that is given by a density function, and perform their tasks with only local communication. To divide the structure in equally sized substructures, the equal-mass partitioning controller is introduced, guaranteeing convergence of the cost function that is the product of the all the masses. An intuitive control criterion with probabilistic deployment and a gradient of the demanding masses is proposed to maintain a balance among the substructures. Implementation with two kinds of source materials (truss and connector) shows that the proposed algorithms assign an equal amount of construction work to the assembly robots and effectively construct the target structures.
As the next step, we extend the algorithm to be adaptive for various situations. We show the probabilistic delivery algorithm is an instance of a classic problem: balls into bins. Analysis leads to theoretical bounds for unbalance among the substructures that agree with simulation. Given the assumption that equal-mass partitioning has found the global optimum, the local search algorithm reduces the bound from 2 m n log n to log log n log d . Based on the proposed approach, the algorithms are adaptive for several cases. For failure of robots, the convergence property is not affected by failure of delivery robots, and keeping equal-mass partitioning makes the system robust to failure of assembly robots. Construction with dynamic constraints is possible by incorporating the time-varying density function and corresponding controllers which is slightly modified from the original controller. Nondependent source elements can be used by superposing density functions for the elements. Reconfiguration between two structures is implemented by substituting the target density function for difference between target density functions of two structures.
A. Future Direction and Extension
1) Structure-aware path planning: A very interesting future work is a path planning algorithm which considers a partially constructed subassembly as an obstacle, as well as how to avoid robots becoming trapped in the structure. We conjecture that multihop communication is necessary to ensure a clear path from the source cache to a deep-inside region for delivery, and the assembly should be coordinated locally to ensure no robot is trapped in the structure. Each robot should be aware of the current progress of construction and corresponding open paths to its neighbor regions.
2) Scheduling algorithm for delivery: The delivery based on the probabilistic deployment algorithm and the local search algorithm is intuitive and effective for uniform delivery. We may extend the algorithms for faster delivery, while keeping the uniformity by introducing a scheduling algorithm which considers parameters such as 1) the distance between a robot location and a selected location from the probabilistic deployment algorithm, 2) speed of delivery robots, and 3) the difference of demanding masses of the neighbor assembly robots.
Scheduling algorithms have been extensively considered in the computer science literature [6] , and we can customize the off-the-shelf algorithm for construction.
APPENDIX LIST OF MULTIMEDIA EXTENSIONS
The multimedia extensions to this paper are shown as follows.
