We prove under general assumptions that solutions of the thin obstacle or Signorini problem in any space dimension achieve the optimal regularity C 1,1/2 . This improves the known optimal regularity results by allowing the thin obstacle to be defined in an arbitrary C 1,β hypersurface, β > 1/2, additionally, our proof covers any linear elliptic operator in divergence form with smooth coefficients. The main ingredients of the proof are a version of Almgren's monotonicity formula and the optimal regularity of global solutions.
Introduction
In this note we look at solutions of the Signorini or thin obstacle problem and make some remarks about their optimal regularity. The thin obstacle problem consists in minimizing a given functional (associated to an elliptic operator) among all functions that remain above a given obstacle which is defined only on a thin set of the domain, i.e. on a set of codimension 1. More specifically, we are given the following data a functional F(u) = R Theorem 1 Assume that M and φ are both of class C 1,β where β > 1/2, a(x) is an uniformly elliptic matrix of class C 1,γ , (for any γ > 0) and f (x) is any Hölder continuous function, then the solution of the thin obstacle problem is a C 1,1/2 function on both sides of the hypersurface M .
This extends recent results by Athanasopoulos and Caffarelli [1] and Caffarelli, Salsa and Silvestre [5] , the specific improvement consists in dropping the assumption that M is a hyperplane and allowing for a more general divergence operator and not only the Laplacian. We follow closely the approach in [5] which relies on a modified Almgren's monotonicity formula, here we use yet another modification of this formula.
The thin obstacle problem is closely related (when n = 2) to the study of the equilibrium of an elastic membrane that rests above a very thin object, a problem better known as the Signorini problem. It also appears in many other questions of continuum mechanics in both stationary and non-stationary problems, for instance temperature control and flow through semi-permeable walls, as explained in the book of Duvaut and Lions [6] . We recall a few of the classical works on the regularity for this problem: in [7] , Frehse proves the Lipschitz continuity in all dimensions; for the 2 dimensional case, Richardson [9] showed solutions are C 1,1/2 , which is the optimal regularity as it is well known; later, Caffarelli [3] proved solutions were C 1,α in all dimensions for some small α, the book by Friedman [8] discusses this regularity result in detail.
Other applications appear in stochastic control, which require solving an obstacle problem for a fractional power of the Laplacian, the regularity for this obstacle problem was studied by Silvestre in [10] using methods from potential theory, there he obtained almost optimal regularity for a general obstacle and optimal regularity for global solutions. A different approach is the one taken in [5] which is based on the extension technique of Caffarelli and Silvestre (see [4] ), there it is shown that the obstacle problem for ∆ s in R n−1 (0 < s < 1) is equivalent to the thin obstacle problem for an operator Ls in R n with obstacle defined on an hyperplane M (which is identified with R n−1 ), when s = 1/2 the operator Ls reduces to the Laplacian and in that case we are back to the standard thin obstacle problem.
All these results require that M be a hyperplane and do not cover the case of an operator with variable coefficients, the aim of the present work is to extend the regularity theory to this situation in the case when s = 1/2 (the classical thin obstacle problem). We introduce a monotonicity formula that is a bit different from the one in [5] , this formula will be used in future work to study the regularity of the free boundary using classical techniques (see for instance [2] or again [5] ).
General discussion
In order to prove theorem 1 we only need to look at the case f = 0, to see this, let u be the solution of (1) for a non-zero f , and let w solve
then v = u − w solves a new thin obstacle problem where the right hand side is zero and where the thin obstacle is given by ψ = φ − w on the same hypersurface M .
As it is now standard, the regularity of u will follow from estimates for the Neumann problem, namely, our goal is to show that if uν is the Neumann data for u on M (from either side of M ) then uν is a C 1/2 function on M , more so, we only need to check this near free boundary points. Since this is an interior type result, we may take Ω = B 1 and assume 0 is a free boundary point, in fact, we are going to look always at the following normalized situation.
Definition 1
We say u is a normalized solution to the thin obstacle problem if u has the following properties: i) it solves the thin obstacle problem in B 1 with
ii) the hypersurface M goes through the origin and the normal to M there is en, iii) the origin is a free boundary point, and φ satisfies φ(0) = 0 and ∇τ φ(0) = 0 (here and from now on ∇τ will denote the gradient on M ), iv) we also have a ij (0) = δ ij .
Note that we can always assume we are in a renormalized situation: we can substract from u and φ the linear part of φ at 0 (which is a well-defined linear function in B 1 even though φ is only defined in M ), this will change the boundary data and the obstacle, but it will not change the set of free boundary points. All we need to show now is that any normalized solution u separates from 0 like |x| 1+1/2 , then we can conclude that a general solution u separates from its linear part at a free boundary point like |x| 1+1/2 , and therefore uν is of class
In all that follows we will also use the following notation: assume R n − M has two connected components, then we will call them M + and M − . Observe that any M that has some boundary may be extended to a bigger M ′ without boundary, such that it separates R n in two connected components and such that M ∩ B 2 = M ′ ∩ B 2 . So when we want to concentrate on what happens on "one of the sides of M" we will just look at the intersection of M + with some other set. Additionally, ν will be used for the normal to any surface where we are performing integration (and the orientation will be clear from the context). The paper is organized as follows: in section 3 we recall the main results from [3] and [1] in order to show via compactness that solutions to our problem are C 1,α for any α < 1/2, in section 4 we present Almgren's monotonicity formula or its modification and prove an "almost monotonicity" lemma, in section 5 we use the monotonicity formula and the known regularity of global solutions to study blow ups of normalized solutions, finally in section 6 we show that normalized solutions decay as we want near free boundary points and this will complete the proof of theorem 1.
Almost optimal regularity revisited
Using the compactness method we can obtain the "almost"-C 1,1/2 regularity for our problem. The main idea is using the optimal regularity for blow-up solutions and pay a little price to get regularity for the non-blow up case, seeing it as a perturbation of the blow-up situation. The approach here follows the proof of interior estimates for elliptic equations using the regularity of harmonic functions.
Lemma 1 Let u be a normalized solution to the thin obstacle problem in B 1 with obstacle given by φ on M . Then ∀ǫ > 0 there exists a δ > 0 such that if
and ||φ||∞ ≤ δ, ||a ij || C 1,γ ≤ 1 in B 1 ∩M then there exists a function h which solves the thin obstacle problem for the Laplacian in B 1/2 , and for this h the thin obstacle is given by the null function on the hyperplane xn = 0 and we also have
Additionally, there exists a universal constant C such that ||h||
Proof Suppose that for some ǫ we cannot find a δ with the desired property, then for each k we can find a normalized solution u k with obstacle φ k defined on M k such that for any h that is (global, flat thin obstacle) solution of the thin obstacle problem we have
observe that the sequence {u k } is bounded in H 1 , thus by a result of Caffarelli [3] we know that at least for some small
k (see section 2 for notation) and these C 1,α0 norms are uniformly bounded in k. Therefore we can pick a subsequence (wich we also call u k ) converging uniformly in B 1/2 to some function h ∈ H 1 , and such that ∇u k → ∇h uniformly in B 1/2 . Now the uniform C
1,α0
regularity of the u k and the fact that ∇u k (0) = 0 for each k (remember 0 was a free boundary point for each of them) shows that ∇h(0) = 0. Now the assumptions on M k , φ k and a (k) ij force the limit h to solve the thin obstacle problem for the Laplacian with M 0 = {xn = 0}, φ 0 ≡ 0. Since u k → h uniformly in B 1/2 we have for k large enough that sup B1/2 |u k − h| ≤ ǫ since h has all the desired properties we have a contradiction, and this proves the lemma.
Lemma 2 Given any α with 0 < α < 1/2 there exist constants λ (0 < λ < 1) and δ 0 > 0 such that given any normalized solution u of the thin obstacle problem for which ||φ||∞ ≤ δ 0 and M ⊂ B 1 ∩ {|xn| ≤ δ 0 } we have
Proof For a constant ǫ > 0 to be specified later, let δ and h be as in the previous lemma, then sup B1/2 |u − h| ≤ ǫ then by the result of Athanasopoulos and Caffarelli [1] we know that h is of class C 1,1/2 on either side of {xn = 0}, moreover, since h also satisfies ∇h(0) = 0, we have
here C is a universal constant (determined by the universal constant in the previous lemma), then we have for every λ < 1/2 that
by the assumption α is a positive number with α < 1/2, then we can pick λ so that
i.e. by taking λ small enough so that Cλ Theorem 2 Under the same assumptions as theorem 1.1 the solution u is of class C 1,α on either side of the hypersurface M and away from ∂B 1 for every α such that α < 1/2. In particular, since β > 1/2, u must be of class C 1,α for some α for which
Proof Fix α with 0 < α < 1/2, let u be a normalized solution, by Neumann estimates all we need to show is that u decays like |x| 1+α . By a rescaling of the form u(x) → u(tx)
for some small t we may assume without loss of generality that φ and M satisfy the conditions of the previous lemma, therefore for some λ < 1
λ 1+α , it is straightforward to check that u 1 is a normalized solution in B 1 , the thin obstacle is given by some M 1 and φ 1 which again satisfy the conditions of the previous lemma, and this is thanks to the fact that both are of class C 1,β ; a similar argument applies to the coefficients a (1)
i.e. sup
Br |u| ≤ Cr 1+α for some universal C, this finishes the proof.
Monotonicity formula
Given a normalized solution u to the Signorini problem we will study the quantity
our main objective is showing that Fu(r) decays at an optimal rate, this averaged rate of decay will imply a strong decay thanks to the fact that u solves an elliptic equation (this will be done in detail in section 6). Our main tool in the study Fu is a version of Almgren's monotonicity formula.
Recall that by the almost optimal regularity, we may assume u is a C 1,α function on B 1/2 ∩ M ± for some α such that α + β = 1 + ǫ 0 for some small ǫ 0 > 0, this fact will be used extensively in this section.
Theorem 3 (Monotonicity formula)
For a normalized solution u, the quantity
is almost monotone, specifically, there is a universal constant C > 0 such that
The proof involes a technical estimate which we state as a separate lemma.
Lemma 3 Under the same assumptions as before, there is a universal C > 0 such that for each r for which Fu(r) > r n+2 we have the estimate
Remark: As shown in Lemma 1 of [2] , when M is a hyperplane and φ is identically zero we have
which they use to prove that Φu(r) is monotone, the lack of simmetry (i.e. translation/scale invariance) accounts for the appearance of the "error" term −r −1+ǫ0 in the present case.
Proof (of Lemma 3)
Consider the identity
by the C 1,α regularity of u and the regularity of the coefficients a ij it can be seen that ∆u = O(r α ), so that the last term above is O(r α+β+1 ), then by Stokes theorem
the same applies to Br ∩ M − , adding the two formulas we get a term that consists of integrating over the hypersurface M , then taking into account the continuity of tangential derivatives across M we get
which we rewrite as
To estimate the integral on M , observe first that 
Next, note that since M is C 1,β (x · ν) = O(r 1+β ), and once again by the C 
plugging this in (3)
which is the same as
Now recall that for this particular r we have Fu(r) > r n+2 , therefore by Poincaré's inequality we get R Br |∇u| 2 dx ≥ Cr n+1 for some universal C. Then we have
Next, we deal with the term R Br |∇u| 2 dx. By Stokes' theorem we have that we put all this together now and get
In particular, since we already know the integral on the left is bounded from below by Cr n+1 , we conclude that
We arrive to the equation
which using the Taylor expansion for (1 − x) −1 and the inequality (5) leads to
putting this together with (4) we end up with
and this finishes the proof.
Proof (of Theorem 3)
Consider the function Φu(r) = r d dr log max{Fu(r), r n+2 }, to estimate Φ ′ u (r) from below we can concentrate in those r's for which Fu(r) > r n+2 , then in a neighborhood of any such r we have
applying Stokes theorem on both sides of M this gives
moreover, lemma 3 tells us that
by Cauchy-Schwartz, the difference on the right is always non-negative, and we conclude that there exist constants C > 0 and r 0 > 0 such that for all r < r 0 we have
tracing the constants and the "O(.)"estimates the dependence of C can be checked easily.
Corollary 1
There exists a constant C > 0 such that for all r < 1 we have Φu(r) ≥ µ − Cr ǫ 0 where µ = lim inf s→0 +
Φu(s)
The proof of 3 shows almost at once the following slightly more general result Corollary 2 Under the same assumptions as theorem 3 consider the function
Then, if δ 0 < β − Indeed, one only needs to note that everytime we divided by terms controlled from below by r n+2 there was room for a factor of r −δ0 , for a small δ 0 . Thus the final estimate remains as long as we pick δ 0 + ǫ 0 smaller than α + β − 1.
Blowup estimates
We state the main result of this section Theorem 4 Let u be a normalized solution to the Signorini problem. Then
We will prove this by a blowup argument, so assume u is a normalized solution and let
and define ur(x) := 1 dr u(rx) for 0 < r ≤ 1. Observe that ur is still normalized solution, and note by changing variables that Φu(r) = Φu r (1). The following argument is a variation of the one from Lemma 6.2 in [5] .
Lemma 4 Suppose r −3/2 dr → +∞ as r → 0 + , then there exists a sequence r k > 0 with r k → 0 as k → ∞, and a nonzero u 0 ∈ H 1 (B 1 ) such that (writing u k for ur k )
Where u 0 solves the thin obstacle problem for a null obstacle on a hyperplane and it is a homogeneous function of degree (Φu(0) − n + 1)/2.
Proof First we shall prove ur is bounded in H 1 , by the assumption, there exists r 0 > 0 such that Fu(r) > r n+2 for r < r 0 , i.e. Φu(r) = r d dr log Fu(r). Since Φu(r) is bounded for small r, there exists a number C > 0 such that
whenever r < r 0 . If we know apply Stoke's theorem on both sides of M we are left with
then, thanks to the fact that Fu(r) > r n+2 and that u is C 1,α for some α such that α + β > 1, we get that
where C depends on the C 1,α norm of u and the C 1,β norm of M ∩ B 1 . Now doing the change of variables y = rx and using the definition of ur we see that for some C and for all r < r 0 we have
therefore the sequence {ur} is bounded in H 1 (B 1 ), it can be checked (as done in [4] ) that there is a subsequence (renamed u k ) that converges to some non-zero u 0 in H 1 .
We now prove that for all s we have
for this we apply the rescaling x → r k x to the formula for Φu k , we obtain for all s > 0 and every k
moreover we can show that for fixed s
and this proves (7) if we note that the "error term" (see equation (6) What we are left with now is a sequence u k in H 1 satisfying
we conclude that u 0 solves
here M 0 is the tangent hyperplane to M at 0. Now Almgren's monotonicity formula in its original form may be applied directly to u 0 : since (7) says that the monotonicity formula for u 0 is constant then it must be that u 0 is homogeneous of degree (Φu(0) − n + 1)/2, and this concludes the proof.
With the lemma proven we proceed to finish the proof of Theorem 4.
Proof Assume first that lim sup on either side of the hyperplane, therefore the degree of u 0 must be no less than 3/2, so we must have
The second case is dealt with a standard argument, which we include for completeness. Since lim sup r −3/2 dr < +∞ we have dr ≤ Cr 3/2 , for some C; if we had dr k ≤ r k 3/2 for a sequence r k going to zero, it would follow that at once that Φu(0) = n + 2. Then we may assume we have dr ≥ r 3/2 for all small r, that is, we have for all small r (using the definition of dr)
(11) suppose now that there exists a sequence {r k } (r k > 0) that is going to zero and a small ǫ 0 > 0 for which we have Φu(r k ) ≤ n + 2 − ǫ 0 for all k. Taking the logarithm in 11 we have for all k, l with l > k (n + 2)(log r l − log r k ) − C ≤ log Fu(r k ) − log Fu(r l ) = Z r k r l d dr log Fu(r)dr ≤ (n + 2 − ǫ 0 )(log r k − log r l ) the last inequality shows that n + 2 ≤ n + 2 − ǫ 0 by just taking l big enough so that log r k − log r l > 0, so we have a contradiction and the theorem is proved.
Finally we prove u decays as desired near free boundary points, the rest of the proof is word by word just as in [5] , we present it here for completeness. The following lemma says that a normalized solution decays the way we want near every free boundary point, and by the discussion in section 2 this will prove Theorem 1.
Lemma 6 Let u be a normalized solution of the thin obstacle problem, suppose that for some C we have Fu(r) ≤ Cr n+2 for all small r, then there is a constant C 1 such that for all small r sup Br (0) |u| ≤ C 1 r
1+1/2
Proof Let x 0 ∈ Br(0), we claim that that there is a constant C such that
this estimate will follow from the same estimate where the average on Bτ (x 0 ) is replaced by the average on ∂Bτ (x 0 ), then we have (as it is usually done for instance when proving the mean value theorem)
but now, using integration by parts we can see that
