Single phased burst correcting quasicyclic codes of rate I]2, 2]3, 3]4, and 4/5 are constructed which are asymptotically optimal. They are capable of being decoded efficiently and have minimal guard space. One decoding method is similar to that used for the optimal type-B2 Berlekamp-Preparata-Massey convolutional code. Also two rate 1/2 quasicyclic codes having an asymptotic burst to redundancy ratio of 2/5 are given which can be threshold decoded.
INTRODUCTION
Some individual phased-burst correcting binary block codes are constructed in this paper. Because of their high efficiency and easy decodability, they may be useful in certain situations. In Section 2, codes of rate 1/2, 2/3, 3/4, and 4/5 are constructed. They are quasicyclic (Townsend and Weldon, 1967) and, when interleaved, asymptotically approach the Rieger bound (Rieger, 1960) for nonphased burst correction as do the Burton codes (Burton, 1971) . Moreover, these new codes may be instantaneously decoded with a modest amount of hardware. Another decoding method is given that can be used with serial transmission of data. This method is similar to that used for the optimal type-B2 Berlekamp-Preparata-Massey (BPM) convolutional code, (Berlekamp, 1964; Preparata, 1964; Massey, 1965) . The new codes also have minimal guard space. For a rate (m --1)Ira block code, every mth column of the parity check matrix H forms a circulant. Circulants were used for constructing random error correcting codes by Karlin (1969) and Chen, Peterson, and Weldon (1969) . The codes of Section 2 are similar to certain codes constructed by Srinivasan (1971b) but are more efficient; that is, they have a higher correctable burst length to redundancy ratio.
It is conjectured that the codes of Section 2 are members of an infinite family of asymptotically-optimal block codes. So far, no synthetic method has been found for deriving all members of this conjectured family.
In Section 3, two quasicyclic codes of rate 1/2 are given which are threshold decodable and whose correctable burst length to redundancy ratio approaches 2/5. These codes may have applications in communication systems or in digital computer systems, such as for memory protection, especially since encoding and decoding can be virtually instantaneous.
ASYMPTOTICALLY OPTIMAL BURST CORRECTING CODES
Some asymptotically optimal burst correcting codes which can be decoded instantaneously are given in this section. As an example consider the rate 1/2 code having length 8 and the following parity check matrix: I0 10 00 01 01 10 10 00
The H matrix can be considered as being composed of four submatrices (Ho,//1, H2,//3) each having two columns. It is seen that Hi+l is obtained from H i by cyclically shifting Hi one place downward. In other words, the array of the first columns of the Hi matrices for 0 ~ i ~ 3 form a circulant. Likewise for the second columns. A code word has the form,
where the x i are the information digits and the Pi are the parity check digits. This code and the others of this paper are quasicyclic; that is, every cyclic shift by m digits gives another code word where the rate of these codes is (m --1)/m. (In the above example m ~-2.) This is equivalent to the condition that each parity check digit checks only the information symbols in the same position modulo m as itself (Townsend and Weldon, 1967) . It is claimed that the foregoing code can correct all "phased" bursts of length two, (whereby a phased-burst is meant one that is restricted to the subbloek x~pi). The syndrome S is given by S --Hv r (where v r denotes tile transpose of the received code word v.) From H it is seen that the syndrome for an error in x o alone is S% = (0110). The syndrome for an error in Po alone i s S~o = (0001), while the syndrome for a burst covering both x o and P0 is S=o~o = (0111). Each of these syndromes has period 4; that is, the minimal cyclic shift to bring any of these syndromes into the original state 643[=3/3"3 is 4. Now the syndrome for an error in x i alone is Sx~ = C~S~o, where C is the transformation caused by a cyclic shift downward of one digit. Thus, CiS~o is a cyclic shift downward of Sxo by i digits. Similarly
S~ -~ CtS~o and
Sx,~i = C~S~o~ o • All syndromes for errors in the first subblock (xopo) are distinct, and all syndromes of any other subblock are distinct among themselves since they are cyclic shifts of the subblock zero syndromes. Also since all subblock zero syndromes have period 4, all syndromes in subblock i (i > 0) are distinct from subblock zero syndromes, and the syndromes of subblock i are distinct from subblock j syndromes (for i @ j). This will be true of all codes in this section. This code can be decoded in the following manner. If the code word is transmitted in a serial manner, then the syndrome can be obtained by using a four digit shift R 1 register that rotates one digit after each subblock. The whole code word meanwhile enters an eight bit shift register R~. If x o is a one, then 0110 is added (modulo two) to the shift register. If p0 is a one, then 0001 is added to the contents of the shift register R 1 . Then the shift register is cyclically shifted one bit to the left (which is equivalent to cyclically shifting the columns of Ho one bit upward). Then if x 1 is a one, again 0110 is added to the contents of the shift register; if Pl is a one, then again 0001 is added to the register which is then cyclically shifted one bit to the left. If an incoming digit is zero, nothing is added to R 1 before the shift. This procedure continues until after x 3 and Pa are received, the register then contains the syndrome S after its fourth and final shift. S will contain either three ones (or equivalently one zero), two ones, or a single one if a burst has occurred. The number of ones in S can be economically and virtually instantaneously determined by an iterative circuit. Once this number is determined, the output of the iterative circuit will gate a combinational circuit attached to the syndrome shift register R 1 which determines the location of the digit(s) in error by the location of either the single zero, the two ones, or the single one in the register. This circuitry will then invert the corresponding digit(s) in the register R 2 holding the code word. It is seen that once the code word completely enters R 1 , the decoding is almost instantaneously completed.
For applications where the code word is transmitted in parallel such as in computer memory applications, the encoding and all the decoding procedures can be accomplished almost instantaneously. For encoding the parity check digits would be calculated by exclusive OR gates whose inputs would be the information digits.
That is, for the rate 1/2 code:
For decoding, the syndrome is found from the equations:
s2 =p~ + x0 + x3,
where all the variables on the right side of (2) are the received values.
For parallel transmission and instantaneous coding and decoding the above decoding method is useful. However, for serial transmission of data a simpler method can be utilized. This method is quite similar to the method used by Massey (1965) for the optimal type B2 Berlekamp-Preparata-Massey (BPM) convolutional code.
From the cyclic nature of the equations comprising (1) it is seen that logic implement only one equation and a four position shift register are necessary for encoding of the transmitted word. The shift register will hold the information digits: x 0 , x 1 , X 2 , X8 . The first equation of (1) will generate P0 • Then the shift register will be shifted one position to the left, andpl will be generated by the same equation. This will be repeated until all the parity check digits are generated.
For decoding assume a received word has the form,
where e represents the errors applied by the transmission medium. The syndrome is given by 
for some i since it is assumed that the error burst is confined to one subblock. The group of syndromes belonging to a subblock i burst is, therefore, the column space of the matrix H~. There exists a 4 × 2 matrix Gi such that HirGi -~ 0 (that is, G i is the null space of Hi) if and only if
Since Hi = CiHo, it can be easily seen that Gi --CiGo since a cyclic shift leaves the relative positions of the elements of Hi and G i unchanged. Thus, a burst error has occurred in the ith subblock or S = 0 (no error has occurred), if and only if SrG~ is zero. For the above code k°il Go = 10 .
G o can be determined by standard matrix methods involving a system of linear equations, but it should be kept in mind that the rows of H 0 or equivalently the columns of/to r cannot be permuted, for this may change the periodic properties of a column of H o . As an example consider again the above code. Let 
since again a cyclic shift of S rather than of G O preserves the relative locations of the elements of S and G O . Another way of describing this is to say that we cyclically shift the syndrome S until S represents an error in the H 0 subblock. The number of shifts reveals the subblock in error.
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Circuit for detecting subblock zero bursts in rate t/2 code. Figure 1 shows the logic which detects whether or not a burst has occurred in subblock zero. Each input to the OR gate is a parity check given by one column of G o . Here s o corresponds to the top row of H 0 , and s~ the bottom row. The syndrome S will be determined using the register R 1 as described before. After the syndrome is calculated and found to be nonzero, the circuitry of Fig. 1 determines whether the error is subblock zero. If the output of Fig. 1 is a one, then the burst has not occurred in subblock zero and the register R 1 is shifted one position to the left. I f the output is now a zero, then the error burst has occurred in subblock one corresponding to H 1 . I f not, R 1 is cyclically shifted again. This procedure is repeated until the subblock in error is found which happens in a maximum of three shifts. The error term e can now be determined from (4) by a set of four linear equations. However, as with the case of Massey's (1965) decoding for convolutional codes, the H o submatrix is "doubly-systematic;" that is, the information error symbol exo is unaltered in at least one of the syndrome positions for the case of the above code in either s 1 or s~. That is, s 1 = s 2 = e%. Thus, the error digit for the information digit can be read directly from the syndrome. T h e parity error digit may also be so found if desired.
In the decoding procedure S is determined while the received word is being shifted into register R~. The subblock in error and the error digit value can be determined simultaneously with the shifting of the corrected code word out of R 2 . Thus, each cyclic shift of R 1 will occur in the same time period required for 2 shifts of R 2 .
The length eight of the above code is minimal for the rate R = 1/2 and burst length B = 2. Equivalently the guard space G = 6 is minimal since it meets the Gallager bound (Gallager, 1968) R <~ (C --B)/(C + B).
(10)
By interleaving the above code, an asymptotically optimal burst correcting code is obtained. The interleaving is of subblocks just as with the Burton (1971) codes. If K code words are interleaved, the length of the nonphased burst that can be corrected is 2(K --1) -1-1 = 2K-1. The number of parity check digits is 4K. Therefore, the ratio of burst length to redundancy is
and, thus, the interleaved codes are asymptotically optimum with respect to the Rieger bound. A code of rate 2/3 can similarly be constructed in which a code word has the form:
The H matrix will consist of 3 × 6 = 18 columns each of length 6. Each submatrix has three columns. H o will have the form:
[0101 IOOOI lOiO 1 = UOOl. 11oo1
LOOlj
As before Hi = CiHo, that is the columns of the H, submatrix are the columns of H o cyclically shifted downward i digits. That is, the submatrix composed of every third column is a circulant. Determination of all 28 --1 = 7 nonzero syndromes associated with H 0 shows that all have minimal period 6 and none is a cyclic shift of another. These properties imply that all syndromes caused by a burst limited to one subblock (xilxi~p,) are distinct, and, therefore, this code can correct phased bursts of length 3 or less.
The procedure for simultaneous decoding of the rate 2/3 code is similar to that for the rate 1/2 code. The seven syndromes for a burst error in block zeroarefoundffom~tobe Combinational circuits can then be used to distinguish between the syndromes having the same number of ones and to determine which subblock was affected by the burst error.
The decoding for serial transmission of this code can be done in an exactly similar manner as for the rate 1/2 code. Here G O will be:
It is seen from H 0 that this code is doubly-systematic also. A computer search was used to find the H matrix for the following rate 3/4 and 4/5 codes. The rate 3/4 code has as columns of H 0 the transpose of the vectors (given in octal): (6, 52, 330, 1) . (For example, 52 is 00101010.) This code has length 32 and can correct phased bursts of lentgh 4. The rate 4/5 code has as columns of H 0 the transpose of the following vectors: (6, 50, 322, 1502, 1) . This code has length 50 and can correct phased bursts of length 5. As before H i = C~Ho, that is, for a code of rate (m --1) /m the submatrix composed of every k q-mith column of H is a circulant submatrix C k where k is constant integer (1 ~ k ~< m) and i runs from 0 to 2m --1.
All the above codes have minimum guard spaces as given by (10) and the ratio of maximum correctable non-phased burst length to redundancy approaches 1/2 as the number of interleaved codes goes to infinity. All H o matrices are doubly systematic.
No systematic method has been found of generating such codes for rates higher than 4/5. It can be checked that the matrices used for the BPM convolutional codes will not work as the H o submatrix for the block codes as might perhaps have been expected. Codes equivalent to those constructed in this section for which the top half of the H 0 submatrix is the identity matrix have been found for rates 2/3, 3/4 and 4/5. It can be seen that the above submatrices do not resemble those of the corresponding rate BPM codes. It is seen that the codes constructed in this section have error correcting properties that are comparable to the optimal BPM convolutional codes. Moreover, they are block codes which is sometimes advantageous. In particular, at most one word of length B + G can be in error due to one decoding error while for the BPM convolutional codes a maximum of 2G + B digits can be decoded incorrectly due to error propagation from one decoding error. This code is quasicyclic and there are two equations orthogonal on every information digit. Furthermore, in the two equations orthogonal on xi every subscript other than the two for xi is unique. Therefore, an error in a subblock xlpi will not affect any variable other than xi in those two equations orthogonal on xi. Thus, this code can correct all bursts affecting xip i , i.e., it can correct phased bursts of length 2. If K such codewords are interleaved by subblocks then the ratio of correctable nonphased burst length to redundancy is
Another quasicyclic code which gives a slightly better ratio for intermediate values of K is determined by the parity check equations,
where u is any positive integer.
This code has rate 1/2 and length n = 2(3 + 5u). A code~word has the form:
(XoPoXlplX2p~"" x~+a~p2+5~).
The information symbol x i appears in the two equations:
Pi+u ~ Xi -~-Xi+2u+l,
It is seen that if the indices i + 2u + 1 and i --2u --1 are separated by at least u + 1, then a nonphased burst of not more than 2u + 1 digits will affect only one symbol in (18). Thus, the largest index value in (17) must be (2u + 1) + (2u + 1) + u = 5u + 2 and the length of the code is 2(5u + 3) = 10u + 6. The ratio of maximum correctable burst error to redundancy is 2u + 1 2(u + 1) --1 5u+3 --5(u+1)--2'
which goes to 2/5 as u goes to infinity. Ratio (19) is a better ratio for the same maximum correctable burst length; i.e., when u + 1 = K, then the ratio obtained by interleaving the first code of this section. Of course, both these codes are simply decodable by threshold decoding. A code of length 8 somewhat similar to the second code of this section has been constructed by Srinivasan (1971a) .
The author knows of no other burst correcting codes of rate 1/2 or greater using threshold decoding that have a maximum correctable burst length to redundancy ratio of 2/5 or better. This includes interleaved projective and Euclidean geometry codes and Reed-Muller codes (see Lin, 1970 , for a list of these codes).
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