We examine stability under learning of sunspot equilibria in Real Business Cycle type models with indeterminacies. Our analysis emphasizes the importance of examining alternative representations of sunspot solutions. A general bivariate reduced form contains parameter regions in which sunspots are stable under learning. However, for parameters restricted to those generated by standard models of indeterminacy, we find, under one information assumption, that no stable sunspots exist, and under another information assumption, that they exist only for a very small part of the indeterminacy region. This leads to the following puzzle: why does indeterminacy almost always imply instability in RBC-type models?
Introduction
The possibility that business cycle fluctuations are at least in part due to self-fulfilling shifts in private sector expectations was demonstrated in simple dynamic models by (Shell 1977) , (Azariadis 1981) , (Cass and Shell 1983) and (Guesnerie 1986 ). This line of thought has more recently received renewed emphasis in applied stochastic growth models with non-convexities. In particular, the possibility of multiple equilibria in RBC-type models due to increasing returns, externalities or tax distortions has been emphasized in (Benhabib and Farmer 1994) , (Farmer and Guo 1994) , (Schmitt-Grohé and Uribe 1997) , and (Farmer 1999) . For appropriate parameter regions, such models can have an indeterminate steady state near which there exist "sunspot solutions," i.e. solutions depending on an extraneous exogenous stochastic process. Such a sunspot variable in effect acts as a coordinating device that generates changes in expectations that are self-fulfilling and fully consistent with rational expectations.
A question raised early in the theoretical literature concerns the stability under learning of sunspot equilibria. Are sunspot equilibria plausible in the sense that they could be attained by private agents as a result of an adaptive learning process, such as the least squares updating rules described by (Bray and Savin 1986) and (Marcet and Sargent 1989) ? Once again, this possibility was demonstrated first in the context of simple dynamic models: for the overlapping generations model with money, (Woodford 1990) showed that under an adaptive learning rule, the economy could converge to a sunspot equilibrium driven by a two-state Markov process. 1 Despite extensive theoretical work on the new generation of growth models with non-convexities, as well as considerable efforts to calibrate such models to the data, relatively little work has been done on the stability under learning of the sunspot solutions to these models. (Evans and Honkapohja 2001) , Section 10.5, looked at the standard representation of the sunspot solution in the Farmer-Guo model and found that at the calibrated parameter values these solutions were not stable under learning, which is in contrast to the (unique) solution to the standard RBC model. This finding was confirmed and extended in (Packalén 1999) . However, these investigations did not examine the stability of some forms of sunspot solutions, as discussed below, nor did they consider recently developed models that are considered more realistic from the viewpoint of empirical calibration.
The current paper undertakes such an investigation and in doing so we focus on two key points. First, we extend the analysis to include new representations of sunspot solutions that generalize the usual representations of finite-state Markov sunspot solutions. We demonstrate existence and analyze stability of this class of "common factor" or "resonance frequency" stationary sunspot solutions in a general multivariate reduced form model that covers many RBC-type models in which indeterminacies arise. Our analysis extends earlier results that found common factor solutions to be stable under learning in cases in which the "general form" sunspot solutions, which are often the focus, are not stable. 2 Secondly, in addition to the Farmer-Guo model, which we analyze as a benchmark, we examine stability of sunspot equilibria in two prominent formulations of growth models with non-convexities, (Benhabib and Farmer 1996) and (Schmitt-Grohé and Uribe 1997) 3 . In the two-sector model of (Benhabib and Farmer 1996) it is known that indeterminacy can arise with much lower degrees of increasing returns than in the Farmer-Guo set-up, while (Schmitt-Grohé and Uribe 1997) demonstrate that tax distortions at empirically realistic income tax rates can also generate indeterminacies. 4 The central results of our analysis are easily summarized. For a general reduced form that includes all three models as special cases, we are able to find large regions of the reduced form parameter space in which there are sunspot solutions that are stable under learning. In some parameter regions 2 (Evans and McGough 2004) find stable common factor sunspots in calibrated New Keynesian models of monetary policy closed with forward-looking Taylor-type rules.
3 Strictly speaking, the Schmitt-Grohé & Uribe (SGU) model does not have a production non-convexity, but rather a tax distortion, which leads to a model that has a "close correspondence" with increasing returns models: see p. 985 of SGU. 4 After completing a draft of this paper we became aware of the closely related work by (Rudanko 2002) . Both papers, which were developed independently, consider stability under learning of sunspot equilibria in irregular RBC-type models, and the main differences are as follows. (Rudanko 2002 ) focuses on what we call general form sunspot solutions and on minimal state variable solutions, and examines in detail the (Schmitt-Grohé and Uribe 1997) model, including alternative specifications of the fiscal rule. She also investigates stability within the determinacy region. Our paper develops Common Factor representations of sunspot solutions and examines stability for these new solutions as well as for general form sunspots. We investigate an encompassing reduced form model and use it to study the stability of sunspot solutions, within the regions of indeterminacy, for three applied non-convex RBC models.
these take the form of the general form sunspot solutions that were previously studied, while in other regions it is instead the new common factor solutions that are stable. However, surprisingly, we do not find regions of stability for sunspot solutions in the structural stochastic growth models that we analyze. We call this result the "stability puzzle," because there is no obvious reason for this finding, and the puzzle is intensified by previous results in which we found regions of stability for common factor sunspot solutions in a linearquadratic model of investment with tax or externality distortions. 5 Our results for the structural models are not entirely negative. The findings just summarized are based on the information assumption, which we find natural, that when forming expectations private agents have available data on all past variables and on current exogenous variables, but not on the current endogenous variables that those expectations in part determine. Stability under learning can, in principle, be affected by allowing expectations to be made contingent on current endogenous variables, and thus, in Section 5 we examine this case as well.
For almost all of the parameter space examined the stability results are unchanged. However, now, for each of the models, there is indeed a small part of the indeterminacy region in which common factor sunspot solutions are stable under learning. Clearly this provides hope for the possibility of developing versions of non-convex growth models, which exhibit sunspot solutions that are robustly stable under learning. However, the stability puzzle remains: Why is the stability area such a small part of the indeterminacy region, and why is stability in this area sensitive to the detailed information assumptions?
Model and Theory
We consider the following reduced form, which encompasses many of the standard non-convex RBC-type models:
where |ρ| < 1 and u t is iid with mean zero and finite variance. In all of the structural growth models we consider below, k t is the logarithm of the capital stock, c t is the logarithm of consumption and v t can be interpreted as a productivity shock. E * t c t+1 and E * t k t+1 denote forecasts by private agents of c t+1 and k t+1 , respectively, where the expectations are formed in period t.
Representations of REE
The reduced form equations (1) are assumed to determine c t and k t whether or not expectations are formed rationally. Under the standard rational expectations assumption we denote these expectations by E t c t+1 and E t k t+1 , where these are now interpreted as mathematical expectations, conditional on all variables dated t or earlier and given the actual stochastic process followed by (c t , k t , v t ).
A rational expectations equilibrium (REE) is any non-explosive solution to the system of expectational difference equations (1) under the rational expectations assumption.
6 Analysis of these type of equilibria may be done by stacking the model in the canonical form of (Sims 2001) . To this end, eliminate the dependence on expectations by assigning ε t = c t − E t−1 c t , and notice that ε t is a martingale difference sequence (MDS) that captures agents' forecast errors. The model becomes 
which we write in vector form as Hx t = F (x t+1 − φ t+1 ). Noting that F is invertible, we find that every REE satisfies
for some forecast error ε t . As is standard in the literature, we say that the model is determinate if it has a unique REE, indeterminate if it has multiple REE, and explosive otherwise. The nature of the model's determinacy is governed by the (reduced form) parameters in (1), and may be computed by analyzing the eigenvalues of F −1 H; we relegate this exercise to the Appendix. The timing of RBC-type models implies that k t is predetermined: regardless of the determinacy properties of the model, the evolution of k will be described by the following capital accumulation equation:
We now turn to the form of the equation describing the equilibrium evolution of consumption. A given REE may be identified with a forecast error ε t that makes the dynamic system (3) non-explosive. Whether there are multiple forecast errors with this property, that is, whether there are multiple equilibria, depends on the determinacy properties of the model. If the model is determinate then the non-explosiveness constraint is binding and limits to one the number of possible forecast errors yielding an REE. In this case, an additional linear restriction on the state variables x t must be imposed, so that in the unique REE consumption is constrained to follow
For reasons given below, if the dynamics of consumption are given by a system like (5) we say that consumption is of minimal state variable (MSV) form. If the model is indeterminate then the non-explosiveness constraint is non-binding: for any forecast error ε t chosen, the dynamic system (3) is non-explosive. In particular, there are multiple REEs -one for each MDS ε t . Furthermore, if the relevant eigenvalues are real (a requirement that is discussed below and in detail in the Appendix), each REE may be cast as the unique solution to a difference equation in two distinct ways -we call these ways representations.
To fix ideas, assume that the model's parameters imply indeterminacy, and let (ĉ t ,k t ) be a particular REE (one of the many). As noted above, capital necessarily follows the difference equation (4). Our goal is to write down a difference equation describing the evolution of consumption.
Proposition 1 Suppose the model is indeterminate. Let (ĉ t ,k t ) be an REE and ε t =ĉ t − E t−1ĉt . Then there exist unique coefficientsã,b,d,ẽ, such that c t =ãĉ t−1 +bk t−1 +dv t−1 +ẽv t + ε t .
We call the difference equation given in this proposition the general form representation (GF-rep). The proof of this and all propositions is given in the Appendix; however, the computation of the GF-rep is particularly simple: the forecast error ε t is determined by the REE as in the statement of the proposition, and the coefficients may be obtained by simply solving (3), yielding
The coefficients in (6) are independent of the forecast error and of the particular REE under examination, and thus are common to all equilibria of the model. Choosing an alternate forecast error, sayε t , and inserting it into (6) defines an alternate REE; and furthermore, all REE may be represented in precisely this way. Note that part (or all) of the MDS on which consumption depends may be orthogonal to the fundamental noise in the model, and thus the MDS impacts the evolution of the endogenous variables precisely because agents think it does (and form their expectations accordingly). Because of this, the MDS is sometimes called a sunspot or extrinsic noise (i.e. a stochastic process on which the economy should not obviously depend) and the associated equilibria are called sunspot equilibria. As noted in the introduction, the possible presence of sunspot equilibria in models of the form (1) is well known; also, it is standard in the literature to use general form representations when analyzing these equilibria.
Proposition 1 allows us to write down a representation describing the consumption dynamics of our particular REE. Before we proceed to write down two alternate representations, it is helpful recall the notion of a minimal state variable solution to the model.
Proposition 2 Suppose the model is indeterminate and that the eigenvalues of F −1 H are real. Then there are precisely two REE such that
The term "minimal state variable" solution was originally coined by (McCallum 1983) , and describes the solutions that linearly condition on the minimum number of variables.
7 Notice that the MSV solutions have precisely the same functional form as the unique solution in the determinate case.
We now return to the alternate representations of our particular REE (ĉ t ,k t ).
Proposition 3 Suppose the model is indeterminate. Let the eigenvalues of F −1 H be λ 1 , λ 2 , ρ (where ρ is the serial correlation in v t ) and assume the λ i are real. Then for each λ i there exists a unique MDS ε it and unique parameters γ i and η i such that
We call the difference equation (8) a common factor representation (CFrep) and the extrinsic noise term ξ t the associated common factor sunspot. 8 We use the terminology "common factor" because, up to an additive MDS ε it , the state variablesĉ t ,k t and v t all share a common lag polynomial 1−λ i L. Noting that (8) just adds ξ t to an MSV solution (7), one might also call the representation (8) an "extended MSV solution."
Unlike in the general form case, the CF-sunspot exhibits serial correlation as determined by the associated eigenvalue, which we call the resonance frequency of the sunspot. The requirement that CF-sunspots have a particular resonance frequency might appear to be a concern, since if the "frequency" is only slightly off, the associated equilibria fail to exist. 9 We believe this concern to be unfounded. The knife-edge condition requiring serially correlated sunspots to satisfy a resonance frequency is an artifact of the linearization of the model. More general non-linear models, such as all the structural growth models considered in this paper, can allow for far more general serially correlated sunspots in which the first-order autocorrelation parameter need only be near the resonant frequency value. Such existence and stability results for representations depending on finite state Markov sunspots (special cases of our CF solutions) are given in (Evans and Honkapohja 2003a) 7 McCallum employs a further selection criterion that chooses one MSV over others; in this way, according to his original definition, the MSV solution is necessarily unique. 8 The common factor sunspots presented in this paper require the relevant eigenvalues to be real. It is possible to generalize the notion of CF sunspots and representations to incorporate the complex case. We leave this to future work.
9 See p. 1163 and footnote 20 of (McCallum 2003) .
for a univariate nonlinear model. 10 We anticipate that it will be possible to obtain analogous results for sunspots with continuous support and this is the subject of current research.
We conclude this subsection with the following important observation. The particular REE (ĉ t ,k t ) was chosen arbitrarily and so is generic. Thus, according to Propositions 1 and 3, in the indeterminate case, provided the associated eigenvalues are real, every REE has three representations: the usual general form representation that conditions on a sunspot without serial correlation; and two common factor representations that condition on sunspots of the appropriate resonance frequency. And, while the associated representations are of no particular interest when analyzing the time-series properties of a given REE, they are naturally connected to stability under learning, and, in fact, the stability of a given REE may be representation dependent.
Learning
Having characterized the model's equilibria and their representations in Propositions 1 and 3, we now examine their stability under learning. To model private agent learning, as is standard in the literature, we back off of the rationality assumption and instead endow agents with a linear forecasting model, which is often called the perceived law of motion (PLM). Agents are assumed to estimate the parameters of their forecasting model and then use the estimated model to form expectations. Thus the PLM is simply the econometric forecasting model used by the agents.
The actual law of motion (ALM) is obtained by inserting these expectations into the reduced form economic model (1).
11 Provided the PLM is well-specified, the ALM will have the same functional form and the associated parameter values, which we think of as the actual parameter values, will depend on the agents' perceptions. If θ represents the agents' perceived parameter values, we denote by T (θ) the actual parameter values to emphasize the presence of a map taking the perceptions of agents to the implications of their associated behavior.
A PLM is well-specified precisely when its functional form corresponds to a representation. Therefore, in the indeterminate case, provided the eigenvalues are real, there are two distinct well-specified PLMs: one corresponding to general form representations; and one corresponding to common factor representations. A fixed point of the T-map identifies a situation in which agents' perceptions match reality, and thus corresponds to an REE. Viewed differently, a fixed point of the T-map describes an equilibrium exhibiting a particular functional dependence as determined by the form of the PLM; in this sense the fixed point of the T-map also defines a representation of an equilibrium. A more detailed discussion of the relationship between T-maps, REE, and their representations is given in (Evans and McGough 2005) .
Because of the different structure of general form and common factor representations, we will assume PLMs that have functional forms tailored specifically for each type. It is possible to write down a PLM so that the corresponding T-map has, as fixed points, both general form and common factor solutions; however, stability under learning of a particular type of representation would subsequently require a stronger form of stability than is typically sought; specifically, the stability of the representation would have to be robust to over-parameterization. Since the principal stability results of this paper are negative, it makes sense to focus on the weaker notion of stability, and thus we ignore such robustness issues here.
There is one further subtlety that arises in connection with obtaining the map from PLM to ALM parameters, which is that the T-map will be affected by the detailed information set available to agents when forecasts are made. Of course, REE themselves can be affected by the information assumed available to agents, but the issue is even more acute when studying out of equilibrium learning behavior. The main issue is whether expectations can be conditioned on current endogenous variables, as well as on current exogenous variables; although under RE these are equivalent assumptions, they are not equivalent outside of RE. Throughout the remainder of this Section, and in Sections 3 and 4, we assume that agents do not condition on current values of the endogenous variables. In Section 5 we take up the alternative information assumption.
PLMs and T-maps
We now focus our discussion on the specific PLMs used for analyzing learning in our model. Because we are interested in examining the stability under learning of sunspot equilibria, we consider the indeterminate case. We take the functional form of the capital accumulation equation as known. Thus agents are aware that
and this PLM, which by assumption is also the associated ALM, is independent of whether general form or common factor representations are analyzed. General Form Representations. To capture GF representations we postulate for our agents the following PLM:
Here ε t is the observable MDS sunspot. We include a constant term because the reduced form model is written in deviation from steady-state form, but there is no reason to assume agents know the value of the steady state: they must learn that the equilibrium value of the constant term is zero.
As indicated above and in the Introduction, the precise information assumptions can affect learning stability. Our first information assumption will be that when they form their expectations private agents have available data on all past variables and on current exogenous variables, v t and ε t , but not on the current endogenous variables c t and k t that these expectations in part determine. Using their PLM, expectations are thus formed as E general form representations of REE. In particular, the values (ã,b, 0,d,ẽ) from Proposition 1 constitute a fixed point for any value of f . That the perceived coefficient f is unconstrained reflects the fact that if ε t is an MDS then so too is fε t for any f : this failure to pin down the value of f raises a subtle issue when learning is considered and we will return to this point below. The other type of fixed point, which arises when there are real eigenvalues, is given by the values
, where the γ i and η i are from Proposition 2, and f = 0. This fixed point corresponds to an MSV solution.
Common Factor Representations. Assume that the reduced form parameters yield real eigenvalues. CF representations require a PLM of the following form:
where it is assumed that ξ t is an observable common factor sunspot with appropriate resonance frequency. Here we are exploiting the structure of the capital accumulation equation to write the functional form of the CFrepresentation as dependent on past values of endogenous variables, rather than on current capital stock. Expectations of consumption are now formed as
where E * t k t and E * t k t+1 are as before. Again, these expectations may then be imposed into the reduced form model to obtain a T-map (16). This is now specified by (41)- (45) and (47) of the Appendix.
There are again two distinct types of fixed points to this T-map and details of their determination are given in the Appendix. One type corresponds to the general form representation but with the conditional noise in the fundamentals process v t acting as the sunspot. In this case,ã andb are as in Proposition 1, f = 0, d is free and e must be chosen to depend on d. The other type of fixed point is given by
where the γ i and η i are from Proposition 3. Here i ∈ {1, 2} is determined by the resonance frequency of ξ. These fixed points correspond to common factor representations, and to MSV solutions if f = 0.
E-stability
We now turn to the notion of E-stability. In general, let y t be a vector of endogenous variables, X t be a vector of regressors and y t = θX t be a wellspecified PLM. Let θ * be a fixed point of the associated T-map. We say θ * (and the associated representation) is E-stable provided the differential equation
is locally asymptotically stable at θ * . The E-stability Principle says that if the representation is E-stable then it is learnable by recursive least squares and closely related algorithms. 12 The usual RE solutions employed in practice are typically stable under least squares learning -see (Evans and Honkapohja 2001) for numerous examples. In particular the REE in the standard RBC model is stable under least-squares learning.
The definition of expectational stability just given is inadequate when there is a non-trivial connected set of rest points of the differential equation (20), as is the case for our model; if Ω is locally connected then no point in Ω is locally asymptotically stable. In this case the notion of E-stability is extended as follows: we say that a set of fixed points, Q, is E-stable provided there is a neighborhood U of Q so that for any θ 0 ∈ U the trajectory of θ determined by the differential system (20) converges to a point in Q.
A necessary condition for E-stability of Q is that for all q ∈ Q the nonzero eigenvalues of the derivative of T (θ)−θ evaluated at q have negative real part. Sufficient conditions are more difficult to obtain because of the presence of zero eigenvalues, which necessarily obtain when the model is indeterminate and which correspond to the "free" parameters associated to the sunspots. For convenience we will rule out by assumption "non-generic" cases in which the derivative DT − I has any eigenvalues equal to zero, other than those associated to sunspots. Thus we say that a set of fixed points is E-stable if all eigenvalues of the derivative of T (θ) − θ have negative real part except for those eigenvalues equal to zero that arise from the presence of continua of equilibria.
Denote by Ω GF the collection of all fixed points of the T-map generated by the general form PLM (11) that have a =ã and b =b. Note that this 12 For a general discussion of the connection between E-stability and least-squares learning see (Evans and Honkapohja 2001) . (Evans and McGough 2005) provides numerical support, for the types of solution discussed here, within a univariate set-up.
set is independent of the MDS taken to represent the observable sunspot. Furthermore, as is shown in the Appendix, this set is a two dimensional affine subspace of R 6 and the derivative of the T-map is invariant across this set. Because we can identify all general form representations of all equilibria with elements of Ω GF , we say the general form representations are stable under learning provided Ω GF is E-stable as a set of fixed points of T .
Denote by Ω CF,i the collection of all fixed points of the T-map generated by the common factor PLM (17) that have a = γ i d 2 and b = γ i d 1 . This set is independent of the MDS taken to generate the observable CF-sunspot, and, as is shown in the Appendix, it is a one dimensional affine subspace of R 6 and the derivative of the T-map is invariant across this set. Finally, because we can identify all i-th root common factor representations of all equilibria with elements of Ω CF,i , we say i-th root common factor representations are stable under learning provided Ω CF,i is E-stable as a set of fixed points of T .
Discussion
We now briefly place the above analysis in the context of finite state Markov sunspot equilibria, discussed in the Introduction, which have a long tradition in the sunspot literature. That sunspot equilibria could be stable under learning was first demonstrated by (Woodford 1990 ) for finite state Markov sunspots in an OG-model. We here show the close connection of common factor representations and finite state Markov sunspots, a point explored in detail in (Evans and Honkapohja 2003b) and (Evans and McGough 2002b) .
We consider a very simple model 13 to emphasize the key points, namely
The MSV solution is y t = 0, and the model is indeterminate if |β| > 1. A 2-state Markov sunspot equilibrium is a solution that takes on two possible values, i.e. y t ∈ {ȳ 0 ,ȳ 1 }, evolving according to a 2 × 2 transition matrix π, where π ij is the probability y t =ȳ j given that y t−1 =ȳ i . This solution can be represented by y t =ā +bs t ,
where s t is a Markov process taking values in {0, 1} according to the transition matrix π, and whereā =ȳ 0 andb =ȳ 1 −ȳ 0 . It is easily verified that a 13 For the connection in a model that includes y t−1 , see (Evans and McGough 2002b). solution of this form must satisfy
and that in this case there is a continuum of such solutions withȳ 1 = Rȳ 0 , where
To analyze stability under learning, consider the PLM class
for an observable exogenous process s t satisfying (22) and η t perceived unobserved noise. Since E t s t+1 = 1 − π 00 + (π 00 + π 11 − 1)s t and E t y t+1 = a + b(1 − π 00 ) + b(π 00 + π 11 − 1)s t , the mapping from PLM to ALM is
Since the derivative DT has eigenvalues 1 and β, 2-state stationary sunspot equilibria are stable under learning provided β < −1. For more details see (Evans and Honkapohja 2003b) . The proceeding paragraphs characterize a simple representation of 2-state sunspot equilibria. However, we know that all sunspot equilibria may be written in terms of their associated GF (general form) and CF (common factor) representations. For this simple model, in the indeterminate case, every REE has the GF representation
where ε t is the forecast error, and the CF representation
To see this for a given 2-state Markov sunspot equilibrium (21), define
and let ε t = A + Bs t + Cs t−1 .
Then ε t is an MDS and the unique solution to (24) is precisely the 2-state sunspot equilibrium (21). Also, via (24) and (26), this implies that the stochastic process ξ t is precisely the two state sunspot equilibrium. Now consider stability under learning of these representations. For the GF representation, the PLM is
and for the CF representation, the natural PLM is
where µ t , ν t are perceived unobserved noise. The T-map associated with the CF-representation is given by
The eigenvalues of DT CF are again 1 and β. Thus the common factor representation of any sunspot, including a 2-state Markov sunspot, is stable under learning provided β < −1, generalizing the above (known) stability results for finite state Markov sunspots to all sunspot equilibria. In contrast, the T-map associated with the GF-representation is
Since DT b = 2 atb = β −1 the GF-representation of any sunspot equilibrium is unstable under learning for all values of β. Thus for β < −1 stability under learning is representation dependent.
What is the reason for the difference in stability results under CF and GF representations? The different PLMs correspond to different time-series econometric models of y t , and in particular to different sets of regressors. In the CF representation, agents condition on an observable exogenous sunspot with a time series structure having just the right properties to be compatible with an REE, given the expectational feedback β. This is the sense in which the sunspot variable ξ t has a "resonance frequency." This is possible only if |β| > 1, but for stability under learning we also need negative expectational feedback, i.e. β < −1. In contrast, the GF class of PLMs includes only a dependence on the lagged endogenous variable and a MDS sunspot. It is not surprising (though by no means obvious) that stability depends on the type of variables included in the econometric model.
To summarize, (Woodford 1990 ) established the possibility of stable finitestate Markov sunspots. (Evans and Honkapohja 2003a) and (Evans and Honkapohja 2003b) found, in the model of this Section, that this stability is representation dependent.
14 As just shown, and as demonstrated more generally in (Evans and McGough 2005) , (Evans and McGough 2004) and the current paper, this point holds for more general types of sunspot equilibria and in more general models. The upshot of these remarks is two-fold. First, as emphasized in the introduction, we believe it is essential to test the sunspot equilibria in the family of indeterminate RBC-type models for stability under econometric learning. But secondly, it is also essential to check for stability under both CF and GF representations, since there are important examples in which solutions are stable for CF-type PLMs, even when they are not stable for GF PLMs.
Indeterminacy and Stability in the Reduced Form Model
Having developed the necessary theory, we begin our analysis with what is essentially a mathematical question: does the structure of the reduced form model (1) preclude stable sunspot solutions? Specifically, we ask whether there are parameter values for which the model is indeterminate and for which either the general form representation or one or both of the common factor representations is stable under learning. We find that the answer is yes, and this answer constitutes the first piece of the stability puzzle. Indeterminacy is characterized by the eigenvalues of the matrix M = F −1 H, where the matrices are given in (3). Necessary and sufficient conditions for indeterminacy are provided in the Appendix. We denote by P I ⊂ R 6 the set of all reduced form parameters (d 1 , d 2 , e 1 , f 1 , f 2 , ρ) for which the model (1) is indeterminate, or, equivalently, the set of all reduced form parameters for which sunspot equilibria exist. It is well-known that P I is non-empty. We include ρ, which does not impact determinacy, because it enters the E-stability conditions. We omit g 1 and g 2 , which do not affect either determinacy or stability.
Stability of rational expectations equilibria is representation dependent, and the required E-stability conditions obtain if the eigenvalues of the Tmap's derivative, not corresponding to sunspots, have real part less than unity when evaluated at the representation's fixed points. 15 We denote by P GF ⊂ P I the collection of all reduced form parameters for which the general form representation is stable under learning, and by P CF ⊂ P I the collection of all reduced form parameters for which the relevant eigenvalues are real and at least one of the two common factor representations is stable under learning.
Before continuing our analysis, it is important to connect these results to those of (Duffy and Xiao 2003) , which were mentioned in the Introduction. Using a slightly simpler model -specifically, setting e 1 = 0 and disregarding exogenous noise -they characterize indeterminacy and general form stability as we have done above, and the details of our results, as reported in the Appendix, reduce to theirs by setting e 1 = 0 and ρ = 0.
16 However, the findings of (Duffy and Xiao 2003) do not apply to common factor sunspots. Because past work has indicated that common factor sunspots are more likely to be stable under learning, we consider the stability of CF representations to be a central focus of this paper.
Denote by P S the collection of all reduced form parameters to which there corresponds at least one stable sunspot representation, that is, P S = P GF ∪ P CF . We have the following result:
Proposition 4 Stable sunspots exist, i.e. P S is nonempty. More specifically, both P GF and P CF contain open sets of reduced form parameters.
The first part of the proposition is proved by simply finding an element in P S , which can be done numerically, and the second part of the proposition follows from the implicit function theorem and continuity of eigenvalues. For details see the Appendix.
Furthermore, the same type of numerical analysis yields the following observations: there are regions in reduced form parameter space for which each of the following was true:
1. No stable sunspots exist. 15 As discussed in the section on learning, one or two of the eigenvalues will be equal to one due to the presence of a linear continuum of fixed points corresponding to scaled sunspot solutions. 16 The analytic results in this Section were added after reading (Duffy and Xiao 2003) . In the earlier version (Evans and McGough 2002a) , we reported numerical results.
2. Exactly one CF-solution is stable and the GF-solution is unstable.
3. Both CF-solutions are stable and the GF-solution is unstable.
4. Both CF-solutions are unstable and the GF-solution is stable.
5. The GF-solution is stable and exactly one of the CF-solutions is stable.
We conclude that not only is P S non-empty, but also has positive measure and yields almost all possible permutations of representation stability and instability.
The Stability Puzzle. Proposition 4 constitutes the first part of the stability puzzle: nothing about the form of the economic reduced form model (1) precludes the existence of stable sunspots. Furthermore, these sunspots may well take the specific form of stable CF-solutions. This finding is not particularly surprising given earlier results from the literature on linear models: finite state stable sunspots in univariate purely forward looking models were found by (Evans and Honkapohja 2003b) , stable common factor sunspots were exhibited in forward looking univariate models with a lag by (Evans and McGough 2005) , and (Evans and McGough 2004) demonstrated the existence of stable common factor sunspots in models of monetary policy. 17 Furthermore, both the univariate model with lag, and models of monetary policy exhibit stable common factor sunspots even when the values of the reduced form parameters are obtained from calibrated structural parameters. We therefore turn to calibrated RBC-type models fully expecting to find stable sunspots. Our failure to find them constitutes the second piece of the stability puzzle.
Instability in Applied Models
We study three well known Real Business Cycle type models: the FarmerGuo Model (FG-model), the Schmitt-Grohé-Uribe Model (SGU-model), and the Benhabib-Farmer Model (BF-model) . We begin by building maps from the models' structural parameters to the reduced form parameters. Then, for different values of the structural parameters, we consider the stability of general form and common factor sunspots in the corresponding reduced form model. We find, in all cases, that all sunspot equilibria are unstable. 
The Farmer-Guo Model
We begin with this model because it is a well-known benchmark. To obtain a model exhibiting indeterminacy, Farmer and Guo rely on increasing returns to scale in certain production functions: see (Farmer and Guo 1994) for details. Their model yields the following set of equations:
t−1 S t where m = λµ, n = λν and λ measures market power in the monopolistically competitive market for intermediate goods. Here K is capital, Y is output, C is consumption, L is labor, and V is a multiplicative productivity shock. The notation used here is consistent across the applied models under consideration. To obtain a reduced form model, normalize the variables by dividing out the growth and then log-linearize around the steady state; see the Appendix for details.
Results
Following (Farmer and Guo 1994) , we take β = .99, δ = .025, and γ = 1. The standard RBC model is obtained with λ = 1 indicating competitive markets, and ν = 1 − µ indicating constant returns to scale. With these parameter values the model is determinate so that sunspots do not exist, and the unique equilibrium is stable under learning.
19 To obtain indeterminacy in their model, Farmer-Guo choose λ = .58, µ = .4, and ν = 1.21.
These parameters correspond to firms having market power and the technology exhibiting increasing returns to scale. The subsequent model is indeed indeterminate so that sunspots exist. However, these sunspots are not stable under learning. Instability of the general form solution was reported by (Evans and Honkapohja 2001) , Section 10.5. Furthermore, for these parameters, the relevant eigenvalues are complex so that common factor solutions do not exist. Setting ν = 1.1 yields real eigenvalues and the model remains indeterminate so that common factor sunspots do exist, but, again, they are not stable under learning.
We analyzed a lattice over a region of parameter space corresponding to λ(µ + ν) = 1 for λ ∈ (.2, 1] and µ > 0. These restrictions were chosen to obtain the RBC model as a limiting case.
FIGURE 1 ABOUT HERE
The results are reported in Figure 1 . Here, marked lattice points correspond to indeterminate models. A lattice point marked by an "×" or "O" indicates existence of common factor representations (the distinction will be discussed in Section 5), and a lattice point marked by a dot indicates only general form solutions exist. Points east of the eastern boundary of the pictured lattice correspond to parameter pairs for which the associated value of µ was negative, and points west of the western boundary correspond to parameter pairs for which the model is determinate. None of the points analyzed yielded a stable representation.
The Schmitt-Grohé & Uribe Model
To obtain an indeterminate model for calibrated values of the structural parameters, (Schmitt-Grohé and Uribe 1997) consider a simple RBC model with potentially income-elastic government spending, and endogenous capital and labor income tax rates, which are denoted τ k t and τ l t respectively. To simplify matters, we assume, as did Schmitt-Grohé-Uribe, that the ratio of tax rates is constant: τ k t = Rτ l t . For calibration purposes they considered four policy methods; for simplicity we consider only the case of fixed exogenous government spending, which, in their paper, is denoted Policy 1. We use a discrete time version of their model. Letting τ t = τ l t be the endogenous labor income tax rate and imposing the equilibrium conditions results in the following equations describing the dynamics of the economy:
The reduced form model is obtained by log-linearizing about the steady-state; see the Appendix for details.
Results
Following SGU, we take β = .96, χ = 0, m = .3 and δ = .1 (annual depreciation rate and discount factor). 20 Two exogenous parameters remain: fixed government spending g; and the fixed tax ratio R.
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SGU report the numerically computed region of indeterminacy for their model in terms of the endogenously determined tax rates, and subsequently, we do as well; this region, as determined by our computations is reported in Figure 2 , and is broadly consistent with the region reported by SGU [See page 987 of (Schmitt-Grohé and Uribe 1997)]. 21 For convenience, a nonlinear lattice structure was used and the lattice points are marked as in Figure 1 . For reference, we include the approximate income tax rates of Canada, US, UK, Japan, Italy, Germany, and France as reported by SGU. Notice that some countries are quite near values for which common factor solutions exist; however, all sunspot representations obtained from the SGU-model are unstable under learning. Figure 2 , we used β = .99 and δ = .025; these being the quarterly analogues of SGU's annual calibrations. A quarterly calibration of our discrete model yields results that more closely approximate the continuous time model analyzed by SGU.
21 Some differences can be expected due to our use of a discrete time model. 22 The values for the UK and Japan were clearly in the indeterminacy region as reported by SGU; however, they appear to lie on the boundary of our region of indeterminacy. Again, we attribute this to our discretation of their model.
The Benhabib-Farmer Model
The Farmer-Guo model has been criticized because the degree of increasing returns required for indeterminacy can not be empirically supported. To address this criticism, (Benhabib and Farmer 1996) develop a model that relies on sector specific externalities to generate regions of indeterminacy.
The following six equations describe the aggregate behavior of the economy:
. To obtain the reduced form model, log-linearize around the steady-state. This linearization process is outlined in the Appendix.
Results
Consistent with (Benhabib and Farmer 1996) (BF), we choose δ = .025, β = .99, m = .35 and n = .65. We analyze numerically a lattice over a subregion of (θ, χ)-space roughly corresponding to the region presented in (Benhabib and Farmer 1996) .
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The results of our analysis are presented in Figure 3 and the lattice points are marked as in Figure 1 . Points to the west of the region of indeterminacy correspond to determinate models.
BF suggest values of χ = 0 and θ = .2. According to Figure 3 , the corresponding model would be indeterminate and only general form representations would exist. Again, we see that near the boundary of the region of indeterminacy, the CF-solutions exist. None of the points analyzed yielded a stable representation.
The Stability Puzzle
While there exist reduced form models that yield stable sunspots, corresponding structural models remain elusive. This apparent incompatibility is the stability puzzle. What is the reason for instability in the structural economic models? For GF representations of sunspots the source of instability is straightforward to locate. The E-stability condition for the intercept c of the PLM is shown in the Appendix to be f 2 (1 + a) + f 1 d 2 < 1. Inserting the GF value a = f −1 2 (1 − d 2 f 1 ) yields the condition f 2 < 0. However, numerically, we find that this reduced form parameter is always positive when determined by one of the three structural models. The necessary condition for stability -that f 2 be negative -does not, however, carry over to the CF representations, in which a = γ i d 2 , and a useful analogous analytical result appears unavailable since γ i depends on the choice of eigenvalue and depends on the matrix of eigenvectors.
To analyze numerically the relationship between indeterminacy and stability we consider the evolution of these characteristics while varying one parameter in the BF-model. Specifically, we hold χ fixed at zero and let the coefficient θ, which controls the size of the sector-specific positive externalities, increase from zero. As a result the model transitions from determinacy to indeterminacy, and we consider the stability of the REE as this transition takes place.
Recall that, when the model is determinate, the unique stationary REE is given by a particular (minimal state variable) common factor solution. Thus, by eliminating f from the PLM (11), we can analyze the stability of the determinate REE by analyzing the associated CF-representation.
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This observation was used to produce Figure 4 . The top panel of Figure 4 represents the maximum modulus of the eigenvalues of F −1 H; the model is indeterminate if and only if this modulus is less than one, and indeterminacy obtains for θ greater than approximately .11. The model's equilibria are stable under learning provided the real part of the eigenvalues of DT are less than one. The bottom panel plots the minimum among representations of the maximum of this real part. 24 It turns out that this is the same as the eigenvalue corresponding to the intercept term c.
Notice that throughout most of the determinate region, the CF-representation is stable under learning. As θ approaches .1 a singularity is crossed beyond which the CF-representation becomes unstable. This qualitative relationship repeats itself for other parameter values and for other models; determinate solutions are typically stable, and then, as the boundary of indeterminacy is approached, the unique REE becomes unstable. Our intuition, based on (Evans and Honkapohja 2003b) , (Evans and McGough 2005) and (Evans and McGough 2004) , and illustrated in Section 2.3, is that strong negative expectational feedback is required to generate sunspot solutions that are stable under learning. In contrast, the production externalities and related mechanisms that yield indeterminacies in the structural economic models considered in this paper, generate such strong positive expectational feedback that this leads to instability. An open question is whether adding another factor with negative expectational feedback could lead to stable sunspots in these models.
Results for Alternative Information Assumption
In the above analysis, we assumed that agents do not use current consumption to forecast future consumption. Alternatively, we can suppose that agents forecast c t+1 using c t as well, in which case, E * t c t+1 and c t are determined simultaneously. Although this information assumption is different, we can specify our PLMs as before; see equations (11) and (17). For the general form PLM expectations are then given by
while for common factor PLMs E * t k t+1 is as above and E * t c t+1 is given by
Note that in an REE the previous information assumption and the alternative information assumption discussed in this section are identical, since in an REE c t and k t are exact functions of predetermined variables and the observable exogenous variables. However, learning takes place outside of a rational expectations equilibrium and thus this assumption can have a non-trivial impact on stability. In particular, although agents' PLMs are not altered, their conditional expectations are, and so the associated T-maps and derivatives are different: see the Appendix for details. As with the earlier information assumption, we first investigate stability for the unrestricted reduced form. Besides the analytic result that the GFsolutions are always unstable, we find the following:
1. There are parameter regions in which neither of the CF-solutions is stable.
2. There are parameter regions in which exactly one CF-solution is stable.
3. There are parameter regions in which both CF solutions are stable.
In addition we find that there are regions in which a CF-solution is stable under both information assumptions.
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For each of the structural models analyzed above, we now reconsider the stability of the common factor REE. In particular, we re-analyze each lattice of parameter values and report the relevant properties of the associated REE. The results are identical with those described earlier, except for points marked by "O" in Figures 1, 2 and 3 . These identify structural parameters that yield at least one CF solution that is stable under learning, though they all were unstable under the previous information assumption. 26 Thus corresponding to each model are several parameter values that yield stable common factor solutions. Furthermore in the SGU model the calibrations for US and Canada are tantalizingly close to stable CF-solutions. However, for each of the models the region of stable CF-solutions is a thin subset of the indeterminacy region. Our stability puzzle can thus be restated as follows: why do the structural models have such limited areas of stability within the indeterminacy region, and why do even these stability results depend delicately on the information assumptions? Indeed, the results of the current section in some respects intensify the stability puzzle since they show that the economic assumptions of RBC-type models do not in themselves preclude stable CF-solutions, at least under the alternative information assumption. However, while for the general reduced form we can find regions in which CF sunspots are stable, regardless of the information assumption chosen, these do not appear to arise in the applied RBC-type models studied here.
Conclusions
One approach to explaining the business cycle phenomenon is that it is at least in part due to self-fulfilling fluctuations, formally modeled as rational expectations equilibria depending on extraneous exogenous variables known as sunspots. Such solutions can be reached through natural adaptive learning rules provided an appropriate stability condition is satisfied, and examples of stable sunspot solutions have been provided in the theoretical literature.
The current paper has examined whether the required stability conditions hold for sunspot solutions in several prominent applied macroeconomic models that use non-convex versions of standard RBC models to generate indeterminacy. To examine the stability question we have shown how to apply the common factor approach to obtain new representations of sunspot solutions in a bivariate reduced form that includes the models of interest, and we have tested both these common factor and the standard general form representations for stability under learning. In addressing this question we have also considered two alternative information assumptions for out of equilibrium learning behavior.
Our answer to the stability question is both striking and puzzling. For the unrestricted reduced form there are large parameter regions in which sunspot solutions are stable. Common factor sunspots are stable in many cases in which general form sunspots are not, extending our earlier findings for a univariate framework. However, when the reduced form parameters are restricted to agree with calibrated structural models the stability results are almost wholly negative: under one of our information assumptions, none of the sunspot solutions are stable under learning, while under the alternative information assumption only small parts of the indeterminacy region have stable sunspots. Our results lead to the puzzle: why are sunspot solutions stable under learning in such small parts of the parameter space and why is the stability, even there, sensitive to the information assumptions?
Although we have cast these results in a negative light, they could be reinterpreted as a challenge to construct calibrated versions of non-convex RBC models that are stable under learning. That this may indeed be possible is indicated by our equally striking positive stability results for the unrestricted reduced form model. We suspect that what is required is an additional mechanism with strong negative expectational feedback. Finally, we remark that the common factor technique introduced here can be generalized and applied to other multivariate frameworks. This is the subject of current research.
Appendix
This Appendix is organized as follows: Section 7.1 develops the restrictions on reduced form parameters necessary to ensure indeterminacy; Section 7.2 constructs the general form and common factor representations, and thereby proves Propositions 1 -3; Section 7.3 obtains the T-maps associated to the representations, computes their derivatives, and collects the corresponding stability restrictions, and further, contains the proof of Proposition 4; Section 7.4 presents the T-maps and derivatives in case the alternate information assumption is used; and finally Section 7.5 develops the applied models under consideration in more detail, and also explicitly provides the maps from their structural parameters to those of the reduced form.
Indeterminacy
Indeterminacy is characterized by eigenvalues of the matrix M = F −1 H, where the matrices F and H are given in (2). Necessary and sufficient conditions for indeterminacy are
Using Mathematica, it is straightforward to obtain the following equivalent expressions in terms of reduced form parameters:
Representations
Recall that to state Propositions 1 and 3, we focused on a particular REE, which we labeled (ĉ t ,k t ). We now develop in detail the representations of this equilibrium; and in the process, we note that the development is independent of the forecast error ε t =ĉ t − E t−1ĉt , and therefore the development applies to all equilibria.
GF-representations
To obtain the GF-representation, begin with the stacked reduced form model, which we reproduce here for convenience:
where we have placed hats on the variables to indicate we are focusing on the particular REE as determined by the forecast error ε t =ĉ t − E t−1ĉt . We may simply solve this model forĉ t+1 andk t+1 , and then step the recursions back one period to obtain the required difference equation. The equation associated withk t is trivially seen to be the usual capital accumulation equation, and it is easily seen thatĉ t can be written uniquely aŝ
Notice that the coefficientẽ on v t referenced in the proposition is actually zero. We maintain v t in the general form representation to ensure that the associated PLM is well-specified. Furthermore,ĉ t may be written in general form with a non-zero coefficient on v t , just not uniquely. For example, let e ∈ R. Then setd
andε t (ẽ) = ε t −ẽu t . 27 This shows that the set of general form representations associated to our particular REE forms a continuum, and may be indexed by R. The other GF representations of this solution are driven by the MDS'ŝ ε t (ẽ) rather than ε t . This continuum is not present in common factor representations, and captures one of the two unit eigenvalues associated with the general form T-map's derivative. The other will come from the fact that for fixed general form coefficients, scaling the forecast error produces different REE: this continuum is present in common factor representations, which is why the derivatives of their T-maps have only one unit eigenvalue.
One final point: using the method of undetermined coefficients, it is straightforward to show that for anyẽ, providedd satisfies (35), the difference equation c t =ãc t−1 +bk t−1 +dv t−1 +ẽv t + fε t , defines an REE for any MDSε t , and any f .
CF-representations
The construction of common factor representations also begins with the stacked model, rewritten as (3) and reproduced here for convenience:
where
Notice that if ε t is taken to be the forecast error associated toĉ t , then (3) describes our particular REE.
We require some notation: If A and B are real numbers then their direct sum is written
The idea is to decompose the dynamics of (3) along the eigenspaces. To this end, we focus on the matrix decomposition
Changing coordinates to z t = S −1 x t , and writing
In the determinate case |λ 1 | > 1. For the process (36) to be stationary, z 1t must be zero; accordingly, the martingale difference sequence ε t must be such that η 1t = 0. Imposing this requirement restricts the dynamics of the solution process to the contracting eigenspace, and the corresponding process is stationary. 28 This method yields the unique (stationary) REE and selects the same solution as the method developed by (Blanchard and Kahn 1980) . Note that in this case the solution does not depend on sunspots.
29 28 In case of models with initial conditions, the initial value of the free variables must be chosen so that the corresponding state vector lies in the contracting eigenspace.
29 To see this note that z 1t ≡ 0 implies that c t is a linear function of k t and v t . This relationship, together with the second two equations from (1), fully specify the solution.
One can proceed from (36) slightly differently, and obtain a method of solution that generalizes to the indeterminate case. Rewrite (36) as
Restricting ε t as above, we get that η 1t = 0. Now act on each side of the equation
Notice that since η 1t = 0, by dividing out (1 − λ 1 L), we deny the solution z 1t = λ 1 z 1t−1 . Thus we have restricted the dynamics just as above and the corresponding solution is the unique REE in the determinate case.
We call the method of solution described in the preceding paragraph "common factor analysis". This method does not require a determinate model, and, in fact, becomes more interesting in the indeterminate case, as we proceed to discuss now. Assume both eigenvalues are real and are inside the unit circle. Equation (36) still holds and the solution is stationary for any ε t . We can again act on each side of the equation by (1 − λ 1 L) −1 ⊕ 1 ⊕ 1, but this time we can permit η 1t 6 = 0, so that the solution z 1t = λ 1 z 1t−1 + η 1t is not discarded; rather, the corresponding dynamics are captured by
where the second equality defines notation. Finally, notice that z 1t is simply a linear combination ofĉ t ,k t and v t , and further, without loss of generality, the coefficient onĉ t can be taken to be one (by choosing the eigenvectors defining the matrix S appropriately). Thus we may writê
where η 1t = ε t + S 13 u t . Here S ij is the ij th entry of the matrix S −1 . Equations (39) and (40) provide the common factor representation referenced in Proposition 3, provided we relabel η 1t as ε 1t . Of course, precisely the same construction could be performed using λ 2 , and the other common factor representation would be obtained.
To demonstrate uniqueness, one may first use the method of undetermined coefficients to show that an REE of the above form must have the coefficient −S i2 onk t and −S i3 on v t , for i = 1 or 2; ξ t is then determined by (39) and ε 1t ≡ η 1t by (40).
Finally, using the method of undetermined coefficients, it is straightforward to show that for any MDSε t , if ξ t = λ i ξ t−1 +ε t then
defines an REE for any f. Letting f = 0 yields the two MSV solutions.
T-maps and Stability
The T-map takes perceived coefficients to actual coefficients. The functional form of the T-map depends on that of the corresponding PLM, which, in turn, depends on the representation under investigation. As mentioned previously, it is possible to write down a PLM that encompasses both general form and common factor representations, but the associated notion of stability is stronger, and here we focus on PLMs tailored to specific representations.
General Form PLM
Recall the general form PLM (11), rewritten here for convenience:
The associated T-map is obtained by imposing the expectations as determined by this PLM into the reduced form model, and then computing the corresponding ALM. Substituting the GF expectations E * t c t+1 and E * t k t+1 (12)- (14) and (13)- (15) into the reduced form (1) produces the following mapping:
Let θ = [a, b, c, d, e, f ] 0 . The subsystem (41) and (42) decouples from the rest and so can be solved separately. This subsystem simplifies into a cubic in a and the corresponding solutions are given as
We proceed to analyze these solutions separately.
Case 1: a = a 0 , b = b 0 . In this case, c = 0 and f 2 a + f 1 d 2 = 1. This implies that d and f are free and e satisfies (35). Recall from the main text that Ω GF is the set of all fixed points of T such that (θ 1 , θ 2 ) = (a 0 , b 0 ), and notice that Ω GF is a two dimensional affine subspace. We would like to identify general form representations with elements of Ω GF ; however, there is one caveat, which requires us to slightly modify our definition. Because d is free, it will not necessarily coincide with the coefficient of v t−1 as determined by (6).
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To avoid this complication, we generalize our definition slightly and say that for fixed MDS ε t , a representation is of general form if its coefficients can be identified with a point in Ω GF . Notice this includes all representations of the form (6).
Case 2: a = a i , b = b i . Again we have that c = 0, but in this case, f 2 a + f 1 d 1 6 = 1 so that f = 0 as well. Also, d and e are pinned down and algebra shows these fixed points correspond to the minimal state variable solutions.
According to the definition provided in the main text, general form representations of sunspot equilibria are E-stable provided all eigenvalues of DT have real parts less than one, apart from those eigenvalues equal to one that arise from the presence of continua of equilibria. The decoupled nature of 31 Of course there is an alternative mds, ε 0 t , such that the corresponding representation satisfies (6) exactly. If d = (f 1 g 2 − g 1 )/f 2 then, by (35), e = 0 and the result follows for the original mds. If d is some other real number then v t = ρv t−1 + u t implies
Since d+ eρ = (f 1 g 2 −g 1 )/f 2 by (35), this fixed point defines a general form representation with sunspot mds ε the T-map allows us to analyze separately the stability of certain subsystems. The relevant derivatives are given below:
Notice that these derivatives are invariant over the set Ω GF and that at the GF-solution DT d = 1 and the second diagonal element of DT ef is also unity. From the definition above, it follows that the set Ω GF is E-stable if the eigenvalues of DT ab and DT c have real parts less than one and if the other eigenvalue of DT ef is less than one i.e. f 2 (a + ρ) + f 1 d 2 < 1. If Ω GF is E-stable we also say that the general form representation is stable under learning. Using Mathematica, the following conditions for the GF-representation of a sunspot equilibrium to be stable can be obtained:
We remark that the first and last conditions together imply ρ > 0. This implies that the presence of an exogenous noise term can affect E-stability of GF sunspots.
Common Factor PLM
Recall the common factor PLM (17) rewritten here for convenience:
where it is assumed that ξ t is observable and follows a process of the form
where ε it is now any martingale difference sequence. Substituting the CF expectations E * t c t+1 and E * t k t+1 , given by (18)- (19) and (13)- (15), into the reduced form (1) yields the corresponding T − map, given by equations (41)-(45) above and
Because the subsystem in a and b is the same as for the GF PLM, the same two cases arise, which we analyze separately.
Case 1: a = a 0 , b = b 0 . Here f = 0, d is free, and e is pinned down by the choice of d. This fixed point corresponds to representations which capture general form solutions that depend only on intrinsic noise, though, in case e 6 = 0, these solutions are not minimal.
Case 2: a = a i , b = b i . Now d and e are determined and a i + λ i = a 0 . This implies f is free and algebra shows these fixed points correspond to the common factor representations. Note that if f = 0 then the fixed point corresponds to a minimal state variable solution.
Recall that Ω CF,i is the set of fixed points of the T-map such that (θ 1 , θ 2 ) = (a i , b i ), and notice that Ω CF,i is a one dimensional affine subspace. We identify i-th root common factor representations with points in Ω CF,i .
Stability analysis similar to the above can be performed in the case of common factor PLMs. The only difference is DT ef and the new form of this derivative is given here:
These derivatives are invariant over the set Ω CF,i and note that at a CFsolution the second diagonal element of DT ef is equal to unity. It follows that the set Ω CF,i is E-stable if the eigenvalues of DT ab , DT c and DT d all have real parts less than one and if f 2 (a + ρ) + f 1 d 2 < 1. 32 If Ω CF,i is E-stable, we say that the i-th root common factor representation is stable under learning.
The following are the conditions for stability of the common factor solutions. The ± symbol distinguishes between the two CF representations.
Then the required conditions are
As we noted in the text, for both PLMs our definition of E-stability, and the E-stability conditions given, include convergence of the intercept term. While its REE value is equal to zero in the linearization given, this is simply because variables have been expressed as (log) deviations from their steady state values. Since the intercept value in the PLM, for variables not expressed in deviation form, depends on these steady state values as well as on structural parameters, it is most natural to assume that the intercept as well as slope parameters would need to be estimated under least squares learning. As noted in the earlier literature, including stability of the intercept coefficient can in some cases be a binding requirement.
We are now ready to prove Proposition 4.
Proof of Proposition 4:
The first part of the proposition is proved by simply finding points in P S , which is straightforward to do numerically, and in particular there are points in both P CF and P GF . Turning to the second part of the proposition we first show that P CF contains an open set of reduced form parameters. Letθ = (a, b, c, d, e) and α = (d 1 , d 2 , e 1 , f 1 , f 2 , ρ). A CF solution is specified by a fixed point of the mapθ →T (θ, α) (for given α) defined by (41)- (45), with f free.T (θ, α) is continuously differentiable with respect to (θ, α) and from α ∈ P CF it follows that DθT − I is nonsingular. The implicit function theorem can therefore be applied at any point α * ∈ P CF to give fixed pointsθ(α) in a neighborhood of α * that are CF solutions. We next use the well-known result that eigenvalues of matrices are continuous functions of their elements. In particular, for a sufficiently small open ball around α * the eigenvalues of M = F −1 H will remain inside the unit circle, so that the steady state is indeterminate, and at the CF solutionθ(α) the eigenvalues of DT ab , DT c , DT d and the non-unitary eigenvalue of DT ef will all have real parts less than one so that the CF solution is E-stable. It follows that a sufficiently small open ball around α * is contained in P CF . The proof of the second part of the proposition for P GF is similar. Letθ = (a, b, c) . The GF-solution is specified by a = a 0 ≡ f −1
and c = 0. In the GF-solution we also have d and f free and e given by (35). At any point α * * ∈ P GF , it is immediate from the form of a 0 and b 0 that there is an open ball around α * * such thatθ(α) yields a GF solution. By continuity of eigenvalues, it again follows that there is a sufficiently small open ball around α * * contained in P GF . ¥
Alternate Information Assumption
Here we assume agents forecast c t+1 using c t as well, in which case, E * t c t+1 and c t are determined simultaneously. For the general form PLM expectations are then given by (33) and for common factor PLMs expectations are given by (34).
The T-map is as follows:
where, in the general form case, λ = 0, and in the common factor case, λ = λ i . When evaluated at a = a 0 , we have Λ = 0 so that the T-map is not defined at the point corresponding to the general form representation. This does not necessarily prevent the general form solution from being stable under learning; the T-map could still direct perceptions toward this singularity. However, (48) shows that in fact this singularity is unstable.
The fixed points of the T-map are exactly the common factor represen-tations. The derivative of the T-map is given by
Review of Models
Here we briefly outline the three non-convex RBC-type models considered in this paper.
Farmer-Guo
There are several interpretations of the model; we base ours on monopolistic competition as is consistent with (Farmer and Guo 1994) . Assume the economy is populated by a continuum of identical agents who are consumer-producers. Each agent produces a unique intermediate good.
The intermediate goods are then combined using an aggregation technology and sold competitively as a single final good. The utility function of the representative consumer is given by
and consumer i maximizes this utility subject to the constraint
The final summand on the right hand side of this budget constraint represents the income received by the i th -consumer-producer for producing Y it units of her intermediate good; P it is price relative to final goods. Assume the aggregation technology is given by
Perfect competition in the final goods market implies
The firm of the i th -producer is small and so she takes the aggregate output level as given; but she does have market power so that her problem can be written
where ω t is the competitive wage and r t is the competitive rental rate on capital. The producer's production function is given by
where V t is a technology shock, γ represents growth, and µ +ν > 1 indicating increasing returns to scale. Concavity of the objective function is guaranteed provided λ(µ + ν) ≤ 1. Solving the agent's problem, combining and aggregating yields the system (30) describing the aggregate economy. Setting χ = 0, the steady state is determined by the following system of equations:
The model may now be log-linearized to obtain the following linear system of expectational difference equations in four endogenous variables, which then may be reduced to a system in consumption and capital: see (Evans and Honkapohja 2001) , Chapter 10, Appendix 1 for details on the loglinearization technique.
k t+1 =Ȳ K y t + (1 − δ)k t −C K c t y t = µk t + νl t + v t y t = l t + c t c t = E t µ c t+1 − β mȲ K (y t+1 − k t+1 ) ¶
Schmitt-Grohé & Uribe
This model is a simple modification of a standard RBC model. Agents have the same utility as specified in the FG-model and maximize this subject to a budget constraint which includes labor income tax rate τ l t and capital income tax rate τ k t . The latter is levied on capital income after depreciation. Firms have access to a Cobb-Douglas production function Y = K m L 1−m , and behave competitively so that capital and labor are paid their marginal products. Government spending is assumed fixed and the budget is balanced so that the government's budget constraint is given by
To simplify matters, we assume, as did Schmitt-Grohé-Uribe, that the ratio of tax rates is constant: τ k t = Rτ l t . Letting τ t = τ l t be the endogenous labor income tax rate and imposing the equilibrium conditions results in the system (31) describing the dynamics of the economy.
We now apply the linearization technique to the structural equations given by (31). Let θ = 1 + (R − 1)m. The steady state is determined by the following system of equations:
Using these values, the log-linearization technique yields 0 = τ t + θτ Y g y t − δRτ K g k t y t = c t + (1 + χ)l t + τ 1 − τ τ t c t = E t c t+1 + βmY /K(1 − Rτ )E t (k t+1 − y t+1 ) + βRτ (mY /K − δ)E t τ t+1 y t = mk t + (1 − m)l t + v t k t+1 = Y /Ky t + (1 − δ)k t − C/Kc t .
These five equations can be combined to eliminate the variables y, τ , and l, leading to the reduced form model.
Benhabib-Farmer
Assume the economy is populated by a continuum of agents who are consumerproducers. Each agent owns a firm that produces consumption goods C and investment goods I according to the following constant returns to scale technologies:
n where A and B are defined by
and represent sector specific externalities, and V t represents technology shocks. Agents are assumed to maximize the same utility function as presented in the Farmer-Guo model. Factor markets are assumed competitive; optimizing behavior by the firm then implies a budget constraint of the form
where Y it = V t K m it L n it and m + n = 1. The dynamic system describing the aggregate behavior of the economy is given by (32).
The steady state is determined by the following system of equations:
Using these values, the log-linearization technique yields k t+1 = (1 − δ)k t + (I/K)i t y t = mk t + nl t + v t y t = (1 + θ) −1 C 1/(1+θ) /Y c t + (1 + θ) −1 I 1/(1+θ) /Y i t y t = (1 + θ) −1 c t + (1 + χ)l t θi t + c t = β(1 − δ)θE t i t+1 + E t c t+1 + β(1 + θ)mI θ/(1+θ) Y /K(E t (k t+1 − y t+1 )) v t = ρv t−1 + s t .
These six linear equations can be combined to eliminate the variables l, y, and i leading to the reduced form model (1). 
