Allowing digital video users to make choices of picture size and codec would significantly reduce energy usage, electricity costs and the carbon footprint of Internet users. Our empirical investigation shows a difference of up to a factor of 3 in energy usage for video decoding using different codecs at the same picture size and bitrate, on a desktop client system. With video traffic already responsible for the largest and fastest growing proportion of traffic on the Internet, a significant amount of energy, money and carbon output is due to video. We present a simple methodology and metrics that can be used to give an intuitive, quantitative and comparable assessment of the energy usage of video decoding. Providing energy usage information to users would empower them to make sensible choices. We demonstrate how small energy savings for individual client systems could give significant energy savings when considered at a global scale.
INTRODUCTION
Video has become a popular use-case for many of today's Internet users. With 65% of all Internet traffic being some form of video [1] , it is already the largest and fastest growing class of traffic today. This percentage is expected to rise to as much as ∼80% -∼90% by 2017, as new technology makes it easier, cheaper and more accessible to send and receive video. While it is still most popularly used for entertainment / leisure purposes (e.g YouTube, Netflix, Vine etc.) and communication purposes (e.g Skype, Facetime, etc.), Internet video is also used in several other crucial, important applications such as education [2] , surveillance [3] , healthcare [4] , and agriculture [5] .
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load of video could be extremely significant. Indeed, video is a great enabler for countries where functional literacy is low: video communication has greater utility for users than textbased communication. It has been conservatively estimated that in 2014, ICT would contribute 3.2% of all carbon emissions globally, greater than that produced by the aviation sector [6] , and so video will be responsible for a significant proportion of this.
Video diversity
Today, there are many video codecs that are widely used. The diversity of video codecs also provides an opportunity for users to exercise choice in their usage. There are several trade-offs involved in such a decision. Some codecs might offer a wider range of options and configurability than others, while some perform best for particular use-cases and scenarios. Consequently, there are several metrics for Quality of Service (QoS) and Quality of Experience (QoE) involved in benchmarking and selection of codecs. While energy usage is of some concern to users, especially for mobile devices which have a constrained energy supply in the form of battery, there are currently no well-defined metrics which specifically take energy usage of codecs into consideration in a way that can be (i) integrated into applications, and (ii) be understood by users so that they can be empowered to make appropriate choices.
Contribution
We have investigated client-side energy usage of a number of popular and important video codecs: Flash video (Sorenson Spark/FLV1); MPEG-4 Part 2 (two variants); MPEG-4 Part 10 / H.264; H.265 / High Efficiency Video Codec (HEVC); and Google's VP8 & VP9. We have used a simple testbed to examine the energy and compute-resource usage of these codecs. Our contributions are:
1. We define a simple methodology and metrics to provide intuitive, quantitative and comparable energy usage and quality assessment for video codecs.
2. Applying our methodology in an inexpensive desktop testbed, we present empirical measurements and assessment of significant differences in energy usage across the codecs.
3. We propose ways in which the energy metrics can be integrated into video applications and how users can be empowered to make choices about codec usage based on measured energy usage information.
We focus here on decoding (playback) of pre-existing video content, as video decoding events today far outnumber video encoding (creation) events, e.g. consider video downloads from YouTube. However, YouTube is also a prime example of how video creation is becoming widespread, so we also include a discussion of how our methodology and findings would apply to encoding of video. We also consider some hardware issues for video decoding, but as most of the video codecs available to users are software only, the energy savings we present are complimentary to energy-efficient hardware, can be applied to legacy systems that are not 'green', and so have the potential to offer huge energy savings globally, from relatively small individual client-side and serverside savings, especially as use of ICT grows.
RELATED WORK
In recent years, studies in energy awareness for ICT systems (or 'Green IT') have gained increasing interest, both in research and industry. While most of these studies have focused either on hardware or data-centre optimisations, some have investigated how software behaviour can have significant impacts on energy usage. For example, Sabharwal et. al. [7] discuss several aspects of software architecture which can affect energy use. Based on testbed measurements, they show how relatively simple optimisations in source code can lead to considerable energy savings (e.g. improved laptop battery life).
The human users of these software applications also have an important role to play in energy-efficiency. In our previous work [8] , we show through a 2-year study, how providing feedback and incentives to IT-system users encouraged behavioural changes towards saving energy. We recorded savings of up to 56% in individual energy consumption. Similarly, Amsel et. al. [9] present a tool which provides measurement-based feedback on application energy usage to users, who may then modify their behaviour accordingly.
With the widespread use of video in ICT, previous work has looked into making video 'greener'. Again, while the bulk of the work has looked at improving hardware, some have looked at software based optimisations at various levels. Li et.al. [10] examine improving energy efficiency at the application layer using mechanisms such as dynamic cache management. Nencioni et. al. [11] present a predictive prefetching algorithm to save energy used by the BBC iPlayer TV-catchup service. Song et. al. [12] examine optimising the energy use of video transcoding CPUs using a modified DVFS algorithm.
Video diversity, as discussed in Section 1.1 above, has also generated considerable research interest. Several works, e.g. [13] [14] [15] , have compared various video codecs for typical quality of experience (QoE) metrics, such as peak signal to noise ratio (PSNR), structural similarity index metric (SSIM) and mean opinion scores (MOS). Also quality of service (QoS) metrics, such as network bit-rate variability and bit-error or delay tolerance, have been considered. Other works have investigated the characteristics, performance and resource usage of various popular video applications such as YouTube, Netflix and Vine e.g. [16] [17] [18] Surprisingly, very little work has explicitly examined the energy use of different codecs as used in these popular applications. However, Lin et.al [19] present a (now dated) investigation on the energy use of some codecs on a mobile platform. Sharrab et. al. [20] present an analytical model of the power consumption of capturing and encoding using H.264 and MPEG4 codecs.
We have investigated how choice of codec and picture size for video playback impact client-side energy usage. This is the first work to investigate the energy consumption of the newest codecs, VP9 and H.265, which might increase in popularity, and compare them with popular codecs including H.264, VP8, Flash Video (FLV) and MPEG-4 Part 2. This is also the first work to propose providing information to users of video energy usage.
EXPERIMENT METHODOLOGY
The aim of our experiment was to perform an empirical investigation of the energy and resource consumption of various popular codecs during encoding and decoding (playback). Based on that energy usage, we have defined how energy usage information can be presented to users to enable choice of codec to be made.
Overview
We chose two opensource, high-definition (HD) video files, as summarised in Table 1 . These were then re-encoded at different picture sizes, and with several different codecs, using the opensource FFmpeg 1 software. The picture sizes we chose cover a range of common use-cases, as described in Table 2 . The video codecs are a mix of some that are commonly used and some that might become popular, and are listed in Table 3 . Only default settings were used for encoding the test video files, whilst varying only the picture size of the output video and target bit-rate to obtain similar file attributes. b Also known as 288p.
Testbed
The testbed is shown Figure 1 . A single host was used to decode and playback the encoded video files -two of these units are shown in the left of the figure. Each system is a Shuttle XPC Glamor SG31G2 2 , with Intel® Core™ 2 Quad . To examine the effects of hardware-assisted video decoding, we performed experiments with a PCI-express Nvidia® G86 GeForce™ 8400GS with 256MB GDRAM. This is considered a midrange desktop configuration. The machine ran a minimal installation of Ubuntu Linux 13.10 64-bit (x86-64) Server installation, with no desktop environment, and with a minimal set of background processes running. This was to avoid any unnecessary load on the machines when measuring energy usage. However, to enable video playback on the client machine, we used the lightweight Openbox 3 window manager. We played-back the video files using the opensource VLC media player application, version 2.2.git Weatherwax (revision 2.1.0-git-2995-dgf36375) 4 . The machine used for encoding the video files from the YUV source was a mini-tower workstation (on the right in Figure 1 ) with an Intel Core i5 4440, 3.1GHz, Quad-Core (Haswell) processor, 4GB (2x2GB) Corsair DDR3 (1333MHz) memory, and a C220 Series Chipset. This ran the Ubuntu Linux 13.10 64-bit (x86-64) Desktop installation. This is considered a mid-range workstation configuration, which is affordable for home use. No hardware assist was available for encoding video and so this was not assessed. This is fairly typical at the time of writing, though hardware assisted encoding is becoming available, and we would expect this to be more common in the future. The black Shuttle systems on the left were used for the decoding experiments, and are connected to the Kill-AWatt/MoteWatt power meters in the centre. The mini-tower on the right is the workstation used for encoding the videos form the YUV HD source.
We obtained power readings for the experiments using our modified Prodigit 'Kill-a-Watt' 2000MU power meter 5 , dubbed the 'WattMote' (the two units in the centre). The unmodified meter is a cheap but sensitive and accurate realtime home power meter. Using instructions available online [22] , the meter was modified with an RFM12B radio to enable captured readings to be sent to a receiver (one of the other Shuttle units, on the left).
Measurement regime and observables
We took power measurements for decoding and encoding for each combination of the 7 codecs (vvv) and 6 picture sizes (ppp), a total of 42 combinations. The measurement was for the system as a whole, as this is the power usage seen by the user when undertaking the {de,en}encoding tasks. Each power measurement was repeated 20 times for decoding, and 5 times for encoding, which we found to give acceptable variations for either experiment. As each video sample was 2 minutes long, for the 2 films this is a total of 3360 minutes of measurements for decoding. Encoding times varied greatly, depending on codec and picture size, from 0.5 seconds to 360 minutes.
Each vvv −ppp combination used only the software codecs and the main system CPU. The NVIDIA graphics card supports hardware assist for H.264 decoding using libVDPAU v304.88, so a separate set of measurements were conducted for H.264 with hardware assist -6 picture sizes, 20 runs, 2 minutes per run for each film, for an additional 480 minutes of tests. We also measured the system power usage when idle to assess the additional power usage of the systems as a whole due to the {de,en}coding tasks.
The observables we capture for this experiment are summarized in Table 4 . The derived metrics we used are explained in Section 4. Our results are detailed in Section 5. 
ENERGY AND QUALITY METRICS
We describe the metrics we have used to (i) evaluate our measurement-based study; and (ii) demonstrate how energy information could be used within video applications.
Energy usage for video
For video, we are concerned with energy usage with respect to the video stream, so we choose to define a metric which measures energy used per second of video stream content. Such a definition is independent of the way the video is encoded, and so can be used to make comparisons across different codecs. It is also a simple metric for users and developers to understand. Note that the units of our metric, which we will call Pxv (where x = d for video decoding and x = e for video encoding) , are then Joules per second (of video content), i.e. J/sv . These are the same units as electrical power (Watts, W = J/s), but we choose to write the units as J/sv to make clear the different assessment we are making. However, this does mean that we can also translate directly from measured power usage for a system to our video energy metric Pxv, which is very convenient. Pxv = energy usage for video {en,de}coding
where Pxv is the mean energy usage per second of video (J/sv ) by video encoding (Pev) or decoding (P dv ), and tv is the duration of the video stream in seconds. Pa is the mean measured power of the system during encoding or decoding of the video. P idle is the mean measured power when the system lies idle. This is summarised in Table 5 . 
Energy metric
We wish to assess the amount of energy used for a system (workstation or server) as a whole in either encoding or decoding video. It would also be possible to assess the energy usage for individual components of a system, including hardware components (e.g. CPU memory, graphics card) and software (e.g. operating system, graphics driver, etc). For now, our concern is with energy usage as a whole, but more detailed analyses of energy usage of individual components may yield benefits for targeting or optimising energy efficient operations -we leave this for future work.
Decoding video
We wish to create a normalised decoding metric, E dv . We define vvv E dv−ppp as the energy metric for decoding video using codec vvv (from Table 3 ) at picture size ppp (from Table 2 ). We define vvv E dv−ppp for decoding video:
with Pa, P dv and P idle as defined in Section 4.1. Note that the denominator is simply the mean power measured during the decoding process. For example, for decoding using H.264 to 720p, we would define:
Encoding video
For our experiments here, we chose to use the measured energy required to convert the full-quality source, which is a YUV encoding of picture size 1920x1080 and 30fps, to the encoding scheme supported by the video codec while maintaining picture size and frame rate. So, using similar notation to that for decoding, we define Eev:
where vvv, ppp and P idle are as defined for the complementary decoding expression given in Eqn. 3. For example, for encoding using H.264 at 720p, we would define:
Limitations of Exv
From the discussion above, the metric, Exv is defined in terms of real energy measurements. This has the advantage that, being defined in terms of Pxv from Eqn. (1), values are comparable across the system for different codecs.
Creating a purely analytic model for evaluating an energy metric might be more convenient from a methodical viewpoint, but it is not practical: it would need to encompass the complexities of the different video encoding/decoding algorithms, the specific implementations of those algorithms, and the range of hardware and software components that are involved. Our measurement-based approach removes that complexity by treating the system as a black box.
However, one drawback of a measurement-based approach is that all measurements are system-specific: the same methods used to conduct the same measurements on a different system would yield different results. Differences in implementation of the same video encoding and decoding algorithms, as well as differences in hardware and software components and configuration mean that the actual values of vvv P dv−ppp and vvv Pev−ppp could be very different for the same coding scheme (vvv) when measured on different systems (or even on the same system but with different configurations of codecs, drivers, etc). Additionally, some systems might have hardware assist for specific algorithms, reducing their values of vvv P dv−ppp and vvv Pev−ppp, where as other systems might use only software. For example, many modern smartphones will have hardware assist for H.264, but many low-end desktop machines may not. However, where a set of measurements are made relative to the same system, the values of vvv P dv−ppp and vvv Pev−ppp do provide indicative energy performance comparisons, and additional measurements can be made to cater for hardware assist for direct comparison also. Indeed, this is what we have done in our measurements.
Combined quality-energy metric
To demonstrate how the energy values could be incorporated into an application, we take a simple approach, using a compound metric as in Eqn. (7) and Table 6 . Qm an application quality metric, e.g. for a video codec or some other relevant quality metric αm a weight With respect to Eqn. (7), Exv (from Eqn. 3 or 5) would be treated as a quality measure. This is very convenient to incorporate into applications, allowing application control and decision policies to use energy along with traditional quality measures. Additionally, if more than one video quality metric was required for assessment of quality, then those multiple metrics could also be integrated as different Qm, using appropriate weights αm.
However, if such a method of composing the energy metric into an applications is not suitable, then a more appropriate algorithm could be used, as required. The intention of our presentation here is to demonstrate that from a measurement-based approach, it is possible to derive an energy metric that could be incorporated into applications.
Examples of codec quality metric Qm
There has been much debate within the community about which objective video metrics are appropriate for measuring video quality, e.g. [23] . Rather than take a position in that discussion, our quality assessment leaves the choice of metric to the user and only requires that it conform to the normalised range and semantic as given in expression (8) . Existing quality metrics should be transformed in order to be used as we have expressed in Eqn. (7) .
For example with SSIM [24] , the value is already normalised to the range [0,1]. However, PSNR must be converted in a way that makes sense to the applications. One method for converting PSNR is to note that some studies have observed a near-linear correspondence between PSNR and MOS [25] , allowing normalisation and mapping to the appropriate range for Qm as given in expression (8).
RESULTS
Our focus is on our decoding results, but we also consider briefly some of our encoding experiments. Figure 2 shows the results from the decoding experiments entirely by software using the CPU without the hardware card installed. The H.265 codec, overall, consumes the greatest energy, followed by VP9. H.264 and VP8 consume an equal amount of energy and system resources during playback, while FLV consumes the least amount of resources during playback. It is important to note that these differences in energy and resource usage are at roughly the same target bit-rates. There are differences in the perceived quality of the decoded file, which we capture using SSIM and PSNR values in Figures 4. While the use of such metrics (especially PSNR) remain in debate, they do give indications of the level of perceived video quality (especially the SSIM metric), and help us to explain how video quality and energy usage can be used together (Section 6). More suitable metrics could be substituted as requirements dictate.
Decoding measurements

Limitations of QoE measurements
The results of the PSNR and SSIM assessments are shown in Figure 4 . We observed that the popular opensource x264 codec (considered to be the best implementation of the H.264 codec standard [14] ), produces poor results when analysed by the tiny ssim tool [26] . However, a quick visual examination of the resultant videos shows that the quality is good, comparable to VP8, VP9 and H.265, and visibly better than MPEG4 and FLV. A possible explanation is that x264's default psycho-visual optimisations provide improved visual quality to human viewers, but negatively impact calculated PSNR and SSIM scores. Another limitation is in how tiny ssim is implemented. It requires that the comparison it makes is on two YUV files, so we need to transcode our encoded video files to YUV, e.g. the H.264 video file is converted to YUV format before being used by tiny ssim, and some of x264's optimisations may not be visible in the YUV format.
We used tiny ssim as it allowed us to assess all the codecs. Other tools (e.g. the widely-used MSU Video Quality Measurement tool [14] ), do not support H.265, VP8 and VP9.
TRADE-OFFS AND SAVINGS
We focus on discussing decoding, for the sake of brevity, but similar analysis is possible for encoding also.
Software only decoding
Values for metrics for P dv , E dv , and Q dSSIM are shown in Fig. 6 . P dv is as from Eqn. 1, and the graph shows the energy consumption of video playback. We observe very small differences among the various codecs for picture sizes up to 360p. For example, at 360p (which is YouTube's default size) all but one of the codecs consume approximately 4-5J/sv . H.265 consumes the most energy at this picture size, ∼7J/sv . From 480p, we begin to notice significant differences among the codecs. At 1080p we see a difference of factor of 3 between FLV (lowest P dv ) at 15J/sv (3 times more than at 360p), and H.265 (highest P dv ) at 53J/sv for 'Tears of Steel' (∼8 times more than at 360p).
The E dv graphs show the normalized values of P dv as calculated using Eqn. (5) . These values for E dv are used to create Q dSSIM as in Eqn. 7, along with measured SSIM values to represent quality, each with equal weight. For Q dSSIM , we find that at QCIF picture size, the VP9 codec provides the best energy-quality tradeoff for the 'Big Buck Bunny' movie, whereas for 'Tears of Steel', it is the HEVC codec. MPEG4 and H.264 rank lowest at this picture size, because for approximately the same amount of energy, they provide a relatively poor quality. At 360p, the MSPEG4 codec provides the best energy-quality trade-off, while at 1080p it is FLV (for 'Tears of Steel'). However, please note our comments in Section 5.2 on our use of tiny ssim.
We have observed that at different picture sizes, different codecs may provide the best trade-off between energy use and picture quality. Based on this, an energy-aware application could dynamically adapt its picture-size and/or video codec with the aim of conserving energy while maintaining the best possible quality [27, 28] . (A similar analysis is possible for the encoding results.)
Hardware assisted decoding
Our NVIDIA G86 (Geforce 8400) graphics card supports only decode for H.264 from our chosen codecs. However, we can still draw some general conclusions. We compared the energy use of the system using hardware and software and present results in Fig. 5 . Using hardware can make the playback process more energy efficient. At 360p, while software decoding consumes ∼5J/sv , hardware-assisted decoding consumes just ∼3J/sv . The difference is greater at 1080p, with software decoding consuming ∼25J/sv compared to ∼10J/sv using hardware assist. System resource usage (i.e. CPU and RAM) is also much reduced using hardware assist, leaving the system available to perform other tasks. However, the video card adds ∼25W to the system's idle power. So, it is only when there is an energy saving of at least 25J/sv that we gain from hardware assist. In future systems, energy savings could be gained by turning on hardware assist only when it would yield an energy benefit. This would require changes to hardware and software (e.g. drivers), and would also require new interfaces for the user to control this behaviour. A system profiling tool would need to execute in order to determine when the hardware control should be applied, the result being stored as part of a configuration file on the system, which is updated when system configuration changes (hardware or software).
Impact of energy savings
From Figures 2 and 6 , we see how the differences in energy consumption of the codecs and picture sizes can be significant. For the same picture size, by using different codecs, we see that there are small and large differences in in energy usage, e.g. 1J/sv between FLV and H.264 at 360p for 'Big Buck Bunny', and 40J/sv between FLV and H.265 at 1080p for 'Tears of Steel'. Also, even with the same codec, we can see large differences with energy usage depending on picture size, e.g. 40J/sv difference between 1080p and 480p for 'Tears of Steel' with H.265. This allows us to gain some measure of upper and lower bounds of savings that could be made by users exercising choice in the video stream they select. Our evaluation of the related impact is in the spirit of a Fermi estimate.
It is estimated that there are 6 billion hours of video streamed from YouTube every month 6 , a total of 72 billion hours per year, and we use this with UK energy consumption data in Table 7 to give an estimate of impact. At energy savings of just 1J/sv (the difference between FLV and H264 software decoding at 360p) for example, and assuming similar savings could be made on all client systems (in reality, it would vary), this would be enough to power 18947 homes in the UK for a year (mean annual home usage is 3800KWh [29] ). In monetary terms, this represents ∼£10.8M (∼US$17.8M) per year, and in terms of carbon emissions, 12.2M KgCO2 emissions. The second row in Table 7 shows equivalent numbers for a reduction of 40J/sv (the difference between using 480p instead of 1080p with H.265). Real savings will depend on the choices users make and the specific software, hardware and video sources, and will be subject to regional variations (e.g. the US emits 0.69KgCO2 / KWh 8 , over 3 times as much as the UK). It is clear that the potential benefits economically and environmentally are significant at a global scale.
However, we believe our numbers in Table 7 are likely to be an underestimate by at least an order of magnitude because (i) we do not include other substantial video sources similar to YouTube (e.g. TED and news agencies such as the BBC), or movie services (e.g. Netflix, Amazon, etc.), or real-time video (e.g. Skype, Facetime, etc.); and (ii) we do not assess the impact of transmitting fewer video bits across network infrastructure to the client and possible savings in network systems and devices [30] . There are also likely to be secondary impact factors, e.g. the energy use of content caches and proxies. Both of these will be significant when considered at a global scale. Also, different platforms will behave differently, e.g. on smartphones and tablets with hardware support for H.264, the situation is likely to be different, with other codecs decoded in software having much higher energy-consumption than H.264.
EMPOWERING USERS
Users must be given enough information to be empowered to make choices about video streams. We make two suggestions in this section, each with different levels of detail for client systems. Each scheme would allows users to make assessments based only on codec and picture size. So, for example, if a video stream provider only gives a choice of picture size and not of video codec, the user is still empowered with suitable knowledge to make a choice with respect to energy usage. As our methodology is measurement-based, we discuss first the use of a benchmark tool to provide data on the client system. Providing appropriate information in the correct format would require further analyses, additional experimentation, software development, testing and human factors work for real use.
System benchmark tool
Users are familiar with the use of benchmarks in order to assess the performance of equipment. For example, the Standard Performance Evaluation Corporation (SPEC)
9 is a non-profit organisation that produces many benchmarks 10 9 http://www.spec.org/ 10 http://www.spec.org/benchmarks.html that are widely used for IT equipment and components, e.g. SPEC CPU2006 for CPU, SPECvirt sc2013 for virtualisation, etc. SPEC also produces SPECpower ssj2008 11 , which assesses power usage using a suite of Java code that can be downloaded and executed on systems.
Consider a similar benchmark tool for video, which we shall call vEQ-benchmark. This would be downloaded by client systems, executed, and result in the creation of a system file containing information about energy usage of the system when decoding (and encoding) video. That is, it would be a suite that would produce a machine-readable summary, which we shall call vEQ-summary, based on the methodology presented in this paper, along with other data (e.g. video hardware information). The vEQ-summary file would contain information on codec types, estimates on energy usage for those codec types, QoE information, and other relevant information for users. It would be executed on system initialisation and when the system configuration changes. Especially at the larger picture sizes, there is a difference in energy usage between the two different types of content we have used in our experiments, both for encoding and decoding. So a benchmark would need to allow for such variation, e.g. by using a suite of reference video files.
SPECpower ssj2008 relies on power analyser hardware to provide power information. However, future hardware would have power usage information available through an API much like the Advanced Configuration & Power Interface (ACPI) 12 already provides today for a range of systems.
Based on the contents of the vEQ-summary file, a video codec, video component (such as a browser plugin) could, along with information about the video, provide an interface to the user, to inform them about the energy usage and other information for a specific video file. A future applica-11 http://www.spec.org/power ssj2008/ 12 http://acpi.info tion adaptation mechanism could use that information along with user preferences to automatically adapt video quality to trade-off energy usage and QoE as required.
Simple user information
A simple way of presenting feedback to the user would be to indicate how 'green' a video file is, with a simple visual symbol, indicating the relative 'greenness' of a video file with respect to another. Figure 7 shows a mock-up for such an indicator from the YouTube video playback control bar in a web browser. The video plugin for the browser would, based on the contents of the vEQ-summary file, place green markers (a 'leaf' logo in this case) next to the different video formats that are already offered for playback. More green leaf markers indicate a 'greener' file. 
Detailed energy labelling
For many appliances, standard energy labelling is being used to indicate energy usage. For example, the "Directive 2010/30/EU of the European Parliament and of the Council of 19 May 2010" 13 defines the indication by labelling and standard product information of the consumption of energy and other resources by energy-related products 14 . Many regions of the world have similar schemes and labelling. Such labels are now required on many appliances in the EU.
We propose that such a labelling scheme also be devised for video. However, rather than a printed label, a dynamic, adaptive label would be displayed on screen, using the vEQsummary information to generate detailed energy and performance information. For example, in place of the YouTube display above in Figure 7 , when a video file is selected the video file meta-data, along with the information from the vEQ-summary could be used to generate a label as shown in the mock-up of Figure 8 . Qualitative indicators (top) as well as detailed quantitative information (bottom, for more technically aware users) allow users to make their selection. The qualitative indicators would be evaluated from using a combined quality/energy measure such as in Eqn. 7, using appropriate weights. Like other labels, e.g. for domestic appliances, our label contains other relevant information, such as QoE, file size, detailed video coding information, and availability of hardware assist. (Such a scheme could be applied to software components and systems more generally, not just video codecs, to complement labelling on hardware components and systems. This is an item for future study.)
CONCLUSION
Suitably informed users could provide economic and environmental benefits when using video. We have presented empirical results from our test-bed evaluations of the system energy usage of decoding and encoding of video streams. We examined seven popular codecs: FLV, H.264, H.265 (HEVC), MPEG4-II, Microsoft MPEG4-II (MSMPEG4), VP8 and VP9. Using a simple, measurement-based methodology, we have shown that the differences in energy usage between these codecs can be significant, e.g. a factor of 3 between decoding FLV and H.265 at a large picture size (1080p), and up to a factor of 10 for encoding. Both picture size and video codec choice impact energy usage. We presented simple energy metrics and demonstrated how these could be used with QoE to make an energy performance trade-off. We have also proposed two schemes to present energy usage information to users, to empower them to make choices on video usage. When considered across a global population of video users, individual client-side savings sum to show a potential for significant energy and cost savings, as well as environmental impact.
