Marcus stochastic differential equations (SDEs) often are appropriate models for stochastic dynamical systems driven by non-Gaussian Lévy processes and have wide applications in engineering and physical sciences. The probability density of the solution to an SDE offers complete statistical information on the underlying stochastic process. Explicit formula for the Fokker-Planck equation, the governing equation for the probability density, is well-known when the SDE is driven by a Brownian motion. In 
Fokker-Planck equations, also known as Fokker-Planck-Kolmogorov equations or forward Kolmogorov equations, are deterministic equations describing how probability density functions evolve. For Itô or Stratonovich SDEs driven by Brownian motions, there are well established formula to write down the corresponding Fokker-Planck equations [1, 2, 4] . For example, consider the following Itô SDE dX(t) = f (X(t))dt + σ(X(t))dB(t),
where X(t) = (X 1 (t), X 2 (t), · · · , X d (t))
is an n-dimensional Brownian motion, and f and g satisfy certain smoothness conditions. The probability density function p(x, t) for the solution X(t) in (1) can be expressed as [1] ∂p(x, t) ∂t
where D ij (x) = n k=1 σ ik (x)σ kj (x). However, up to date, there is no formula available for the Fokker-Plank equations corresponding to SDEs driven by general non-Gaussian Lévy processes. The reason lies in that Fokker-Planck equations require explicit expressions for the adjoint of the infinitesimal generator associated with the solution of the SDEs. These explicit forms, however, are often unavailable for SDEs driven by non-Gaussian Lévy processes. For Itô SDEs driven by Lévy processes, although the general result is unknown, there are some special cases where the corresponding Fokker-Planck equations are available, e.g., Schertzer et al. [14] derived Fokker-Planck equations for Itô SDEs driven by α-stable processes. There is little existing result for Fokker-Planck equations for Marcus SDEs. The only published result we can find so far is given by [15] , where the authors have derived Fokker-Plank equations for one-dimensional Marcus SDEs driven by scalar Lévy processes under the very stringent condition that the noise coefficient is strictly nonzero. However, for Marcus SDEs, driven by multi-dimensional Lévy processes and with more general noise coefficients, a form of Fokker-Planck equations that is accessible for computation still remains an open problem.
Fokker-Planck equations have been a widely-used important tool to quantify the propagation of uncertainty in stochastic dynamical systems driven by Brow-nian motions [16, 4] . In contrast, the unavailability of the Fokker-Planck equations for Marcus SDEs driven by Lévy processes poses as a significant obstacle on quantifying the uncertainty in stochastic dynamical systems under excitation of non-Gaussian Lévy noise. We note that since the Fokker-Planck equations are not available for Marcus SDEs with non-Gaussian Lévy noise, effort has been made to obtain approximate Fokker-Planck equations by stochastic averaging under the condition of small parameters, see [17] among others.
The main objective of this paper is to derive the Fokker-Planck equations for multi-dimensional Marcus SDEs driven by Lévy processes.
Let L(t) denotes the R n -valued Lévy process characterized by the generating triplet (b, A, ν), where b is a vector in R n , A = (A ij ) is a positive definite n-by-n matrix, and ν is a measure defined on R n \{0} satisfying
Here y = (y 1 , y 2 , · · · , y n ) is a vector in R n , |y| = y 2 1 + y 2 2 + · · · + y 2 n is the usual Euclidean norm of y, and the operation '∧' is defined as a ∧ b = min{a, b}.
By Lévy-Itô decomposition [3] , the Lévy process L(t) can be expressed as
where B(t) is the Brownian motion with the covariance matrix A, and N (t, dy)
is the Poisson random measure defined as
with #{·} representing the number of elements in the set '·'. Q is a Borel set in
andÑ (dt, dy) is the compensated Poisson measure defined asÑ (dt, dy) =
where b j is the j-th component of vector b, B k (t) (k = 1, 2, · · · , n) are independent standard scalar Brownian motions and τ = (τ ij ) is a n-by-n real matrix, which is related to the the covariance matrix
Note that, throughout of this paper, if x represent an element in R n , then x j will be used to denote the j-th component of x without further claim.
Consider the SDE in sense of Marcus,
where
The solution to the SDE (7) is interpreted as
where X(s−) is the left limit lim u<s,u→s X(u), and "⋄" indicates Marcus integral [5, 6, 7, 3] defined by
Hereσ(X(s−)) is a vector in R d with the i-th element as
being the solution to the initial value problem of the system of ordinary differential equations (ODEs)
It can be written in the form of components as
The first term in the right hand side of (9) is the stochastic integral in sense of Itô. The second term is the correction term due to the continuous part of X(t), which is actually the correction term due to Stratonovich integral. The last term is the correction term due to the jumps of X(t). Note that Marcus integral reduces to Stratonovich integral when jumps are absent.
The goal of this paper is to derive the Fokker-Planck equations for the multidimensional Marcus SDEs (7) driven by Lévy processes. Sections of this paper are organized as follows. We introduce the main results in section 2, give the proof of the main results in section 3, and present some examples in section 4
to illustrate how the main results is applied to obtain Fokker-Planck equations in some specific applications.
Main Result
Let p(x, t X(0) = x 0 ) represent the probability density function for the solution X(t) of the SDE (7), and for convenience, we drop the initial condition and simply denote it by p(x, t).
Throughout this work, we assume the following.
Assumption (H1).
Probability density function p(x, t) for the solution X(t) defined in (7) exists and is continuously differentiable with respect to t and twice continuously differentiable with respect to x for t ∈ R and x ∈ R d .
d×n is Lipschitz and twice continuously differ-
The study of conditions for existence and regularity of the probability density for the solution of SDE (7) is out of the scope of the current paper. We note that existence and regularity of probability densitys for SDEs driven by Lévy processes are currently active research area. See [18, 19, 20] among others.
Our form of Fokker-Planck equation requires the mappingH defined below.
we introduce the mappingH that relies on σ = (σ ij ), the coefficient of the noise term in the SDE (7) such that
where Ψ :
is the solution of the ODEs
Theorem 1 (Main result). Suppose the assumptions H1 and H2 hold, then the probability density function p(x, t) for the solution X(t) to the SDE (7) satisfies the following equation
where (b, A, ν) is the generating triplet of the Lévy process L(t),H is defined in (13) and (14), and ∂H(x, y) ∂x is the Jacobian ofH(x, y) with respect to x, defined as
Proof of the main result
The following lemma reveals the relationship between the mapping H, as defined in (9) and (11), andH, as defined in (13) and (14).
is Lipschitz continuous and continuously differ-
is invertible with the inverse mapping as
(ii) both H(·, v) andH(·, v) are continuously differentiable.
Proof of Lemma 1. Note that σ is Lipschitz continuous, then the solution of the ODE (11) or (14) exists globally and is unique.
represent the flow of ODE (11) and ξ r :
be the time-r mapping. The uniqueness of the ODE solution implies that
(18) indicates that time-u mapping ξ r is invertible and ξ −1 r = ξ −r . Moreover, it is well known that the time-r mapping associated with (11) or (14) is as smooth as σ, which follows from the dependence of the ODE solution on the initial value [21] .
Since for all v ∈ R n , H(·, v) andH(·, v) are actually time-1 mapping associated with (11) and (14), respectively, and the flow for (14) is exactly the time reversal version of that for (11), we get the Lemma immediately.
The following Lemma can be found in many textbooks on theory of distributions. See [22] among others.
Proof of Theorem 1. It follows from (4) and (7) that, for 1
By using (19) and the Itô formula, ∀ϕ ∈ C ∞ 0 (R d ), we can get
Taking expectation at both sides of (20), we get
To obtain (21), we have changed the orders of integrals justified by Fubini's theorem, since ϕ ∈ C ∞ 0 (R). Moreover, we rely on the following facts for getting
and
The first identity in (25) follows from (24).
Dividing both sides of (21) by ∆t, and taking the limit of ∆t → 0, we deduce
Using integration by parts, we rewrite the first four terms at the right-hand side
The last integral in the RHS of (26) becomes
Let z = H(x, y). By Lemma 1, we have x =H(z, y). Making the changing the variable x =H(z, y), we have
where ∂H(z, y) ∂z is the Jacobian ofH(z, y) with respect to z. Also, we have
Substituting (30) and (31) into (29), we get
Substituting (27), (28)and (32) into (26), we get
The main result (15) follows from Lemma 2.
Examples
According to the main results presented in Theorem 1, for a given SDE (7) driven by the Lévy process L(t) with the generating triplet (b, A, ν), we only need solving the ODE (14) for the mappingH to obtain the corresponding Fokker-Planck equation.
The following lemma, which can be verified easily from the definition, will be used in the examples to obtain the generating triplet of an R n -valued Lévy process given each of its component being a scalar Lévy process with known triplet and being independent of each other.
Lemma 3. Let {L i (t), i = 1, 2, · · · , n} be n independent scalar Lévy processes 
, where δ 0 (·) is the Dirac measure on R centered at 0.
Example 1. One-dimensional Marcus SDE driven by α-stable process
Consider the following SDE,
where X(t) ∈ R, f : R → R is Lipschitz and continuously differentiable, L(t) is a symmetry α-stable process with the generating triplet (b, A, ν) as A = 0 and ν(dy) = dy |y| 1+α . Equation (34) can be written in the form of (7) with d = 1, n = 1, and σ(X(t)) = X(t).
Solving (14), which becomes
we getH
By substituting b, A, ν, andH into (15), we get the following Fokker-Planck equation which governs the probability density function of X(t) in SDE (34),
Example 2. Nonlinear oscillator under excitation of combined Gaussian and Poisson white noise
Consider the second-order SDË
where Y (t) ∈ R, f : R 2 → R, B(t) is a scalar Brownian motion, and C(t) is a compound Poisson process expressed as
Here N (t) is a Poisson process with intensity parameter λ and {r i , i = 1, 2, · · · , N (t)} are i.i.d random variables with probability distribution function ρ(dx). Note that (38) describes an stochastic oscillator [23] . The first term in the left-hand side of (38) represents the acceleration, the second term represents elastic force, and the RHS represents all other forces. Let X 1 (t) = Y (t), X 2 (t) =Ẏ (t), then (38) can be written as
.
It can be expressed in the form of (7) with 
Now the ODE (14) becomes
with Φ(0) = u. It follows from (40) and (13) that
where K(·) is defined as
Let p(x 1 , x 2 , t) be the joint probability density function of (X 1 (t), X 2 (t)). From Theorem 1, the governing equation for p is
with initial value X 0 = x 0 ∈ R 2 , where L 1 (t) and L 2 (t) are two independent α-stable processes with generating triplets as (1, 0, ν 1 ) and (1, 0, ν 2 ), respectively. ν 1 and ν 2 are defined as ν 1 (dy) = dy |y| 1+α1 and ν 2 (dy) = dy |y| 1+α2 .
Note that (44) can be expressed in the form of (7) 
