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Abstract—As collaborative coding environments make it easier
to contribute to software projects, the number of developers
involved in these projects keeps increasing. Consequently, making
it more difficult for code reviewers to deal with harmful contri-
butions. Collaborative environments like GitHub provide a rich
source of data on developers’ contribution, which can be used
to extract information on technical (e.g., developers’ experience)
and social (e.g., interactions among developers) factors related to
developers. Recent studies analyzed the influence of these factors
on different activities of the software development. However,
there is still little knowledge on the relation between these factors
and the introduction of bugs. We present a broader study on
relating five technical, two social factors and the introduction of
bugs. The results indicate that both technical and social factors
present statistically significant relations with the introduction
of bugs. Particularly, the developers’ habits of not following
technical contribution norms are associated with an increase on
commit bugginess. Unexpectedly, the presence of tests in commits
presents a relation with the increase of commit bugginess. Finally,
the developer’s experience presents a contradictory relation with
the introduction of bugs. But, the analysis of both code complexity
and developer’s experience may explain this contradiction.
I. INTRODUCTION
Collaborative coding environments [1] like GitHub,1 make
it easier to contribute to software projects. However, these
environments also make the process of evaluating contri-
butions a challenging task for project managers and code
reviewers [2], since developers with wide ranges of experience
and commitment work simultaneously on the same projects. To
make the matter worse, during the development of a software,
developers can perform contributions that may lead to the
introduction of bugs [3].
Although collaborative coding environments have made it
more difficult to evaluate developers’ contributions, they pro-
vide a rich source of data. This data can be explored to extract
information on technical (such as developers’ experience)
and social (such as interactions among developers) factors
related to developers and their contributions. Understanding
the relation between those factors and the introduction of bugs
may be useful for project managers and code reviewers. For
example, let’s consider the case a developer with bug-related
factors decides to perform a pull request in a project. Thus,
code reviewers might want to double check this contribution,
potentially avoiding the introduction of a bug.
1https://github.com/
Previous studies [1], [2], [4]–[10] have used these factors
to perform different analyses on developers’ contributions. For
instance, studies [1], [2], [4] indicate that both technical and
social factors impact the acceptance rate of contributions on
GitHub. However, these studies did not analyze the influence
of these factors on the introduction of bugs. Other studies [5]–
[10] evaluated this influence in a very limited way by consider-
ing only proprietary projects [5], [8], [10] or a reduced number
of factors as well as characteristics to represent them [8], [9].
To provide a deeper understanding on the relation between
technical, social factors and introduction of bugs, we present a
broader study involving five technical and two social factors.
In particular, we analyze factors related to the developers’
experience [5], [6], [11], [12], developers’ habit to follow
well-known technical contribution norms [1], ownership [8],
[11], [13], nature of developers’ changes [14], bugginess of
developer’s commits [6], communication with the community
of a project [7], and the project establishment [1]. First, we
investigate how buggy commits (i.e., a commit that introduces
a bug) differ from clean commits (i.e., commits that did
not introduce any bug) in terms of these factors. Then, we
analyze how strong is the difference between buggy and clean
commits. Finally, we evaluate the effect of each factor on
commit bugginess (i.e., the likelihood of a commit to introduce
a bug) when considering the presence of multiple factors.
To perform our study, we collect data from eight open-
source projects hosted on GitHub. In particular, we collect
6,832 bug reports and compute 19 metrics. We use these
metrics to characterize the factors analyzed. Our study led
to four main findings: (i) both technical and social factors are
able to discriminate between buggy and clean commits; (ii)
the developers’ habits of not following technical contribution
norms are associated with an increase on commit bugginess;
(iii) unexpectedly, the presence of tests in commits presents a
relation with the increase of commit bugginess; and, finally,
(iv) the developer’s experience presents a contradictory rela-
tion with the introduction of bugs. But, the analysis of both
code complexity and developer’s experience may explain this
contradiction. These findings shed light towards improving
state-of-the-art techniques that may assist project managers
and code reviewers during the inspection of bugs.
The remainder of this paper is structured as follows. Sec-
tion II presents the design of the empirical study, while its
results are presented in Section III. Section IV discuss our
findings and compare them with the literature. Section V
presents the threats to validity. Section VI discusses the related
work on commit bugginess. Finally, Section VII concludes this
paper.
II. STUDY DESIGN
Open-source environments like GitHub enable developers
with different technical capabilities and social interactions to
contribute actively and simultaneously on the same software
project. Also, developers may perform a variety of activ-
ities, for instance: push commits, open/close pull requests
and issues, as well as discuss about contributions. Although,
developers can collaborate on different projects, their technical
capabilities and social interactions may be determining factors
to the quality of a software. For example, a developer that has
never communicated with others involved in a project may
not have enough knowledge about it and, therefore, he may
inadvertently introduce bugs when performing a commit. In
this context, our study wants to investigate the relation between
technical, social factors and the introduction of bugs in open-
source software projects. To do so, we define three research
questions:
RQ1: Do bug-introducing commits differ from clean com-
mits in terms of technical and social factors?
Understanding which factor is more related to buggy or
clean commits may help code reviewers to avoid the introduc-
tion of bugs during the software development. For example,
if the number of modified files in buggy commits is greater
than clean commits, code reviewers may want to double check
commits with a high number of modified files. Hence, the
RQ1 aims at investigating if there is a statistically significant
difference between buggy and clean commits by considering
technical and social factors.
RQ2: How strong is the difference between buggy and clean
commits?
In the previous research question, we aim at understanding
whether buggy commits differ from clean commits in terms
of technical and social factors. Although these factors may
indicate a difference between buggy and clean commits, the
strength of this difference may be negligible [15]. As a
consequence, these factors may not be useful to characterize
buggy commits. Hence, we define the RQ2 to evaluate how
strong is the difference between buggy and clean commits.
Our understanding is that the higher this difference, the more
technical and social factors may characterize buggy commits.
RQ3: When we consider multiple factors, what is the effect
of each one on commit bugginess?
In the previous research questions, we analyze which factors
are able to discriminate between buggy and clean commits as
well as how strong is this difference. However, during the
development of a software, the influence of different factors
may lead to commit bugginess [5]–[7], [9], [12], [13], [16].
For example, the commit size and developer’s experience may
simultaneously contribute to commit bugginess. Hence, this
research question aims at investigating the effect of each factor
on commit bugginess by considering the presence of other
factors.
A. Technical and Social Factors
To answer our research questions, we analyze five technical
and two social factors. The former factors are related to tech-
nical contributions: developer’s experience in a project (F1),
developer’s habit to follow well-known technical contribution
norms (F2), ownership of a developer’s code (F3), nature of
a developer’s commits (F4), and bugginess of a developer’s
commits (F5). The latter factors are related to the interactions
among developers in open-source projects. Particularly, we
focus on comments performed by developers (F6) and the
project establishment (F7). We selected these factors since
they were previously analyzed in studies involving investiga-
tions on open-source environments [1], [3], [4], [6], [16], [17].
Each studied factor and their motivations are detailed below.
1) Developers’ Experience (F1): Although previous studies
have assessed the influence of developer’s experience on the
likelihood of their commits being buggy [5], [6], [11], [12],
they presented contradictory conclusions about such relation.
While Eyolfson et al. [6] and Rahman & Devanbu [11]
show that experienced developers are less likely to introduce
bugs, Mockus [5] and Tufano et al. [12] indicate that more
experienced developers are more likely to introduce bugs.
The contradictory findings indicated by these studies lead us
to investigate again some of their analysis. However, these
studies have assessed the influence of developers’ experience
by considering only their number of previous commits or
the number of days in which they have been associated
with a project. Only those metrics may be not sufficient to
characterize the experience factor. For example, the devel-
opers’ experience may increase as they participate in the
code review process of a project [13], [18]. Therefore, we
also use data about the code review process to characterize
the developers’ experience. Hence, we analyze the F1 factor
to provide a deeper understanding regarding the relationship
between developer’s experience and commit bugginess.
2) Developer’s Habit to Follow Technical Contribution
Norms (F2): Studies [1], [17] indicate that project managers
and code reviewers prefer to receive contributions (pull re-
quests) that follow certain norms, such as, the inclusion of
tests, commits with a lower number of files changed and a
higher legibility, to improve the software quality. Moreover,
other studies [3], [5], [16] assessed quality measures associated
with technical contribution norms (e.g., commits size and com-
plexity) and their influence on commit bugginess. However,
none of these studies assess the relation between the habit of
following technical contribution norms and commit bugginess.
For example, if the developer’s commits include tests or are
performed with small pieces of code; do these commits tend
to insert fewer bugs? Hence, we analyze the F2 factor, which
wants to investigate the relation between following technical
contribution norms and the commit bugginess.
3) Ownership Level of Developer’s Commits (F3): Prior
work [8], [11], [13] have studied the relation between code
ownership, i.e., how much a developer is responsible for a
source code, and commit bugginess. Such studies focus only
on the ownership of a particular source code entity, e.g., files,
at the instant that a commit is pushed. There is no work
analyzing the relationship between developer’s ownership and
commit bugginess. For instance, is a developer that works
mostly on his own code less (or more) likely to introduce
bugs? Therefore, in our study, we want to analyze the relation
between the developer’s ownership and the commit bugginess.
Hence, we define the F3 factor to evaluate this relationship.
4) Nature of Developer’s Commits (F4): Previous stud-
ies on commit bugginess [10], [16], [19] state that bug-
fix commits are more likely to introduce a new bug in the
software. This finding indicates that the nature of a commit
may be a relevant indicator of commit bugginess. In addition,
studies [14], [20], [21] provide commit classification strategies
able to recognize the nature of a code change. Based on
these strategies, we define the F4 factor to evaluate the
relation between the nature of developer’s commits and their
bugginess.
5) Developer’s Commits Bugginess (F5): The bugginess
(i.e., the likelihood of a commit to introduce a bug) of
developer’s commits has been commonly used as the outcome
measure in previous studies [5], [6], [11], [16]. Eyolfson
et al. [6] used the percentage of developer’s commits that
are buggy to determine how buggy a developer’s commits
are. However, these studies did not evaluate if a developer’s
commit bugginess (i.e., the buggy percentage) may influence
the introduction of new bugs. For instance, is a developer
whose commits are mostly buggy more likely to introduce
bugs in the future? Thus, we study the F5 factor to investigate
the relation between developers’ commits bugginess and the
introduction of new bugs.
6) Communication with the Community of a Project (F6):
A previous study [7] analyzed the relation between the com-
munication among developers and the introduction of bugs.
The results suggest that bug-introducing committers discuss
significantly less than other committers. In this study, the
authors considered only the interaction among developers in
the bug-tracking system (Bugzilla 2) of two projects. However,
open-source environments [1], [17] support the communication
among developers in different ways, for instance, GitHub
supports discussions about: (i) feature implementation and bug
fixes through pull requests; (ii) report bugs or feature requests
through issues; or (iii) changes made in a specific commit. Our
intuition is that those different ways of communicating in a
project community should also be considered when we inves-
tigate the effects on commit bugginess. Hence, we define the
F6 factor. This way, we analyze the relation between commit
bugginess and the amount of developer’s communication with
the community of a project hosted on GitHub.
7) Project Establishment (F7): Open-source projects are
constantly evolving, attracting new developers and followers,
who, eventually, will demand an increase in the stability of the
2https://www.bugzilla.org
project [22]. As a project becomes more stable, other important
projects may become dependent on that project [17]. Thus, in
light of these concerns, code reviewers of more established
projects may be much more conservative and careful when
accepting new contributions [1]. Hence, we define the F7
factor, which aims at investigating whether the establishment
of a project affects commit bugginess.
In the next sections, we provide a detailed description of the
methodology used to answer our research questions in terms
of the seven factors studied.
B. Metrics
To characterize the factors discussed in the previous section,
for all commits of a project, we compute different metrics
related to each factor, as follow:
Developer’s Experience (F1): We use six metrics to char-
acterize the developer’s experience in a project. Our intuition is
that the higher the value of these metrics, the more a developer
understands the project and its source code, and, therefore, the
more experienced he is. To compute the values of each metric,
we consider the interval between the first developer’s commit
to a project and the instants in which the commits authored
by him were pushed. These metrics are detailed below:
• Experience (EXP): this metric measures experience as the
number of commits authored by a developer [16];
• Recent Experience (REXP): to measure the recent ex-
perience, we consider the developer’s experience (EXP)
weighted by the age of his previous changes, as defined
by [16]. By using the REXP, we give a higher weight to
more recent changes. As a consequence, we can attribute
more experience to developers who have contributed
recently;
• File Experience (FEXP): it measures the developer’s
experience in the files modified in a commit authored
by him. Particularly, for each file modified in a commit,
we define the developer’s experience as the number of
previous commits authored by him on this file. Then, we
measure this metric as the sum of the experience in each
file;
• Code Review Experience (EXPRev): this metric indicates
the developers’ experience regarding their activities in-
volving code review in GitHub projects. Particularly, we
measure these activities in terms of the number of: (i)
open and closed issues; (ii) open and closed pull requests;
and (iii) comments on issues and pull requests;
• Recent Code Review Experience (REXPRev): this metric
attributes more experience to developers that performed
code review activities recently. To do that, we analyze the
code review experience (EXPrev) weighted by the age of
previous review activities performed by the developer.
Even though such metrics may not be sufficient to fully
characterize experience, they represent different aspects of the
activities performed by developers when they contribute to
GitHub projects.
Technical Contribution Norms (F2): We use five metrics
to characterize the factor related to the technical contribution
norms. Such metrics are based on the norms described in the
work of Tsay at al. [1], which analyzed the influence of the
presence of tests (and other technical metrics) in commits
on the acceptance of pull requests. In our study, we can
analyze, for example, if the higher the presence of tests in
the developer’s commits, the more compliant with technical
contribution norms the developer is. We describe these five
metrics below:
• Tests (%) (TP): this metric measures the percentage of
developer’s commits that contain tests. Studies [1], [17]
indicate that reviewers prefer contributions containing
tests because they are more reliable. Hence, we define the
TP metric to measure how reliable developers’ contribu-
tions are. To extract this metric, we adopt the procedure
described in [1] since the authors report a high accuracy.
First, we retrieve the files modified in a commit authored
by a developer. Then, we check if at least one of these
files contains the “test” word in its pathname.3 In the
affirmative case, we consider that the commit contains
tests;
• Modified Files (MF): this metric counts the number of
files modified in a commit. The motivation for this metric
relies on studies [1], [23] that indicate large contributions
(involving a high number of modified files) are harder to
understand or evaluate by project reviewers;
• Median of Modified Files (MMF): it measures the median
of modified files among all the commits authored by a
developer. This metric was defined to characterize the
usual behavior (habit) of developers in terms of the
number of files modified in their commits. By calculating
the median of modified files, we can investigate, for
instance, if developers that constantly modify many files
are more (or less) likely to introduce bugs;
• Changed Lines (CL): it represents the number of changed
lines in a commit. A changed line can be an addition or
a deletion in a commit.
• Median of Changed Lines (MCL): it represents the me-
dian of changed lines among all the commits authored by
a developer.
We define the CL and MCL metrics as complementary
metrics of MF and MMF, respectively, aiming at characterizing
the legibility of developers’ contributions. We computed the
MF and CL metrics by considering the instant that the commits
were pushed in a project. To extract the TP, MMF, and MCL
metrics, we adopted the same interval used to compute the
experience metrics.
Ownership Level (F3): We use two metrics to characterize
the ownership level factor. Our intuition is that the higher
the value of these metrics, the higher the ownership level of
developer’s commits. We describe these metrics below:
• Commit Ownership (CO): this metric measures how much
a developer “owns” the files modified in a commit that
he authored. For each modified file, we measure the
3The complete name indicating the location of a file in a file system.
ownership of a developer in a file as 1
d
, where d is the
number of developers that previously authored a commit
involving the file. Then, we define the ownership level
of a developer in a commit as the median of the files
ownerships. To compute this metric, we consider the
instant that a commit was pushed to a project;
• Median Ownership (MO): it represents the median of the
commits’ ownerships among all the commits authored by
a developer. The process of computing this metric is the
same adopted for the developer’s experience metrics;
Nature of Commits (F4): We use four metrics to char-
acterize the nature of developers’ commits. These metrics
are based on the commit nature classification described in
Hattori & Lanza [14]. The authors define four categories of
commits based on a keyword analysis of the textual content of
their messages: (Forward Engineering) this category is related
to development activities, for example, the implementation
of new features; (Reengineering) this category is related to
refactorings, redesigns, and other actions to enhance code
quality without properly adding new features; (Corrective
Engineering) this category handles defects, errors, and bugs in
the software; and (Management) it handles activities that are
unrelated to codification, such as, documentation and cosmetic
changes. We employed such strategy because of its simplicity
and good performance [14]. Our intuition is that the higher
the value of these metrics, the more a developer is focused
on a specific commit nature. The process of computing such
metrics was the same adopted for the experience metrics. We
describe these metrics below:
• Forward Engineering (%) (FEP): this metric measures the
percentage of commits classified as Forward Engineering;
• Reengineering (%) (RP): it measures the percentage of
commits classified as Reengineering;
• Corrective Engineering (%) (CEP): it measures the per-
centage of commits classified as Corrective Engineering;
• Management (%) (MP): this metric measures the percent-
age of commits classified as Management.
Commits Bugginess (F5): Inevitably, during the develop-
ment process of a software, developers make changes that
introduce bugs [3]. In this context, we analyze if the commits
of developers who have previously introduced bugs are more
likely to be buggy. To measure this factor, we evaluate the
Percentage of Buggy Commits (PBC) previously authored by
a developer. Our intuition is that the higher the value of this
metric, the more “harmful” developer’s commits are. The
process of computing this metric is the same adopted for the
developer’s experience metrics.
Communication with the Community (F6): During the
software development, developers can perform diverse activ-
ities on GitHub. For instance, they can communicate with
the community by posting comments about different topics
in issues and pull requests. Such interactions may represent
the involvement of a developer on a project. In this context,
we evaluate the Number of Comments (NC) performed by a
developer in a GitHub repository. Our intuition is that the
TABLE I
SELECTED GITHUB PROJECTS AND THEIR CHARACTERISTICS
Project Domain Commits Bug Reports Developers Stars
Elasticsearch Search Engine 28,653 2,305 902 30,381
Spring-boot App Builder 13,134 949 395 23,587
Netty Framework 8,500 1,136 295 13,620
Bazel Build System 12,082 854 261 8,772
Presto Query Engine 11,413 296 198 7,387
RxJava Library 5,161 208 179 32,485
Signal-Android Messenger 3,203 509 159 9,316
OkHttp HTTP Client 3,060 282 144 26,186
higher the value of this metric, the more a developer is
involved in a project. The process of computing this metric
is the same adopted when we compute the F1 metrics.
Project Establishment (F7):We measure the establishment
of a project as the Age of a project since its first commit, i.e.,
how long (in days) a project has existed on GitHub. Such
metric was defined by Tsay et al. [1] and our intuition is
that the higher the value of this metric, the more mature, and
therefore, established, a project is. We compute this metric at
the instant that a commit was pushed.
C. Project Selection
To perform our study, we manually selected eight GitHub
Java projects according to the following criteria: (i) the
projects must be open-source and their changes history must
be hosted on GitHub. This way, we ensure the full access to the
software history; (ii) the projects must use the GitHub issues
as the default bug-tracking tool. This way, we standardize our
bug report analysis; (iii) the projects must be currently active
and have been maintained or evolved for a long period of
time. The main motivation to this criteria is to ensure that the
projects are active and relevant to the GitHub community; and
(iv) the projects must have a relevant number of reported bugs
and involved developers. This way, we ensure that the projects
have enough bug-related data to be investigated.
Table I summarizes the characteristics of the selected
projects. Notice that each project has a high number of
developers involved, varying from 144 (OkHttp) up to 902
(Elasticsearch). Moreover, the projects have a large number of
commits and bugs associated with them. Notice also that all
projects have thousands of GitHub stars4, which is a measure
of community interest in a project [17]. All this data enable
us to perform a deep analysis regarding the relation between
commit bugginess and the factors analyzed in our study.
D. Collecting Bug Reports
The GitHub issues are used to keep track of tasks, enhance-
ments, and bugs related to a project. Furthermore, developers
can associate labels with each issue to characterize it. For
example, an issue can be opened to fix a bug and a “bug”
label can be associated with this issue. After fixing the bug,
the issue is closed.
To collect the reports of fixed bugs in the selected projects,
we mined the closed issues related to bugs (or defects) existing
4https://github.com/trending
in each project. In order to identify these issues, we verified
the ones containing the “bug” or “defect” labels. As a result
of this process, we collected 6, 832 bug reports from the eight
projects analyzed.
Furthermore, we conducted a careful manual validation of
the collected bug reports to guarantee that they are related to
the report of bugs. After the manual validation process, we
considered 5, 034 GitHub issues (73% of the total collected)
that were classified as actual bug reports and investigated in
our study.
E. Locating Bug-introducing Changes
During the development of a software, developers make
changes in the source code, either to add new functionality,
repair an existing bug or restructure the code. Inevitably, some
of these changes may introduce bugs. We will further refer to
these changes as bug-introducing changes [24].
To locate bug-introducing changes in the selected projects,
we implemented the SZZ algorithm [3] to identify the commits
that introduced a bug in the projects analyzed. To locate the
commits that introduced bugs, the SZZ algorithm requires the
commits that fixed these bugs.
GitHub provides a functionality to close an issue or pull
request using commit messages. For example, prefacing a
commit message with the keywords “Fixes”, “Fixed”, “Fix”,
“Closes”, “Closed”, or “Close”, followed by an issue number,
such as, “Fixes #12345”, will automatically close the issue
when the commit is merged into the master branch. This way,
when this strategy is used to close a bug issue, we assume the
commit that closed the issue as being the bug fix commit.
We employed the SZZ algorithm for each validated bug
report from the eight selected projects. As a result, we obtained
a total of 10, 748 unique candidate bug-introducing changes.
In addition, similarly to the collection of bug reports (see
Section II-D), we conducted a careful manual validation on a
sample of 250 bug-introducing changes reported by SZZ. The
validation was conducted due to the high numbers of false-
positives (changes reported as bug-introducing when they are
actually not) reported in previous studies [24]–[26].
F. Data Collection
To collect the data used to compute the metrics related
to technical and social factors (Section II-B), we use the
GitHub API as follows. First, we collect the public identifier
(username) on GitHub of the developers that authored at
least one commit in the studied projects. Then, we mine the
commits, issues, pull requests, and comments performed by
the developers involved in the studied projects.
As a result of this process, we obtained data about 2, 949
developers, which authored at least one commit in the repos-
itory. Moreover, we collect 96, 258 commits, 33, 244 pull
requests, 45, 554 issues, and 358, 200 comments related to
the eight projects analyzed. We use the collected commits to
compute the metrics of experience (F1), technical contribution
norms (F2), ownership (F3), nature (F4), bugginess (F5), and
establishment of a project (F7). Moreover, we use the collected
issues and pull requests to compute the experience (F1) and
communication (F6) metrics.
G. Data Analysis
To answer RQ1, we use the Wilcoxon Rank Sum Test [27] to
verify which metrics are able to discriminate between buggy
and clean commits. This test allows us to decide whether two
populations (in our study, metrics related to the buggy and
clear commits) are identical or not without assuming that the
populations follow a normal distribution. To ensure statistical
significance, we adopted the customary .05 significance level
(p− value < 0.05) for this test.
Furthermore, to answer RQ2, we used the Cliff ’s Delta (d)
measure [28] to evaluate how strong is the difference between
buggy and clean commits in terms of the metrics analyzed.
Similarly to the Wilcoxon Rank Sum test, the Cliff ’s Delta (d)
is a non-parametric effect size measure. In order to interpret
the Cliff’s Delta (d) effect size, we employed a well-known
classification [29]. It defines four categories of magnitude:
negligible if |d| < 0.147, small if 0.147 ≤ |d| < 0.33, medium
if 0.33 ≤ |d| < 0.474, and large if |d| ≥ 0.474. To compute
the Cliff’s Deltas, we used the cliff.delta functionality from the
effsize [30] package, based on the R statistical language [31].
To answer the RQ3, we evaluate the effect of each metric in
the presence of other metrics. To perform this evaluation, we
created a multiple logistic regression model for each studied
project, where each metric is a predictor and the outcome
variable is whether a commit introduces or not a bug in the
project. In other words, we create a regression model that
predicts the likelihood of commit bugginess.
We report the effect of the metrics in the likelihood of a
commit being buggy in terms of odds ratios. Odds ratios are
the increase or decrease in the odds of a commit being buggy
occurring per “unit” value of a predictor (metric). An odds
ratio < 1 indicates a decrease in the odds, while an odds
ratio > 1 indicates an increase. Since our metrics are heavily
skewed, we apply a log
2
transformation on the right-skewed
predictors and a x3 transformation on the left skewed ones.
To ensure that multicollinearity would not affect our model,
we remove the metrics which have a pair-wise correlation
coefficient above 0.7 [32] using the findCorrelation func-
tionality from the caret [33] package, also based on the R
statistical language [31]. Moreover, to ensure normality, we
normalize the continuous predictors in the model. As a result,
the mean of each predictor is equaled to zero and the standard
deviation to one. Finally, to ensure statistical significance of
the predictors, we employ the customary .05 significance level
for each predictor in the model.
H. Replication Package
To make our study as much reproducible as possible, we
provide a replication package,5 that contains the source code
used to: collect all the data used in this study (see Sec-
tion II-F); run the SZZ algorithm (see Section II-E); compute
5https://github.com/filipefalcaos/ISSRE-18
TABLE II
STATISTICAL SIGNIFICANCE (p-value) OF THE WILCOXON RANK SUM
TEST
Factor Metric Elastic Spring Netty Bazel Presto RxJava Signal OkHttp
F1
EXP <.01 <.01 <.01 <.01 0.125 <.01 <.01 0.078
FEXP <.01 <.01 <.01 0.183 <.01 0.015 0.035 0.01
REXP <.01 <.01 <.01 <.01 <.01 <.01 <.01 0.056
EXPRev <.01 <.01 <.01 0.841 <.01 <.01 <.01 0.143
REXPRev <.01 <.01 <.01 <.01 <.01 <.01 <.01 0.056
F2
TP 0.078 0.376 <.01 <.01 0.959 <.01 <.01 <.01
MCL <.01 <.01 <.01 0.987 <.01 <.01 <.01 <.01
CL <.01 <.01 <.01 <.01 <.01 <.01 <.01 <.01
MMF <.01 <.01 0.099 0.466 <.01 <.01 <.01 <.01
MF <.01 <.01 <.01 <.01 <.01 <.01 <.01 <.01
F3
MO <.01 <.01 <.01 <.01 0.797 <.01 <.01 0.503
CO <.01 <.01 <.01 <.01 0.014 <.01 0.342 <.01
F4
RP <.01 <.01 0.024 <.01 0.264 <.01 0.08 <.01
CEP <.01 <.01 <.01 <.01 0.482 <.01 0.804 <.01
FEP <.01 <.01 <.01 <.01 <.01 <.01 <.01 <.01
MP <.01 <.01 <.01 <.01 0.163 0.312 <.01 <.01
F5 PBC <.01 <.01 <.01 <.01 <.01 <.01 <.01 <.01
F6 NC <.01 <.01 <.01 0.874 <.01 <.01 <.01 0.171
F7 Age <.01 <.01 <.01 <.01 <.01 <.01 <.01 <.01
the metrics (see Section II-B); and perform the statistical
analyses (see Section II-G). The replication package also
includes all the data we collected and used in the analyses.
III. RESULTS
In this section, we present and discuss our main results in
terms of three research questions (Section II).
RQ1: Do bug-introducing commits differ from clean com-
mits in terms of technical and social factors?
Table II presents the results that support the RQ1. We use
the Wilcoxon Rank Sum test to verify if there is a statistically
significant difference between buggy and clean commits in
terms of the metrics related to the technical and social factors
analyzed in our study. The first column represents these
factors. The second column describes the metrics associated
with each factor and the remaining columns describe the p-
values of the Wilcoxon Rank Sum test for each metric in the
projects analyzed in our study. The cells in gray present the
p-values of the metrics that obtained statistical significance,
i.e., p-value < 0.05.
We observe that the developers’ experience metrics (F1)
obtained a statistically significant difference in 33 out of 40
cases analyzed. Both the EXP and EXPRev metrics did not
obtain statistical significance only in two projects. The remain-
ing F1 metrics presented results even better; each one did not
obtain a statistical significance only in one project. Regarding
the technical contribution norms metrics (F2), they obtained
statistical significance in a number of cases slightly greater
than the F1 metrics. The F2 metrics obtained a statistically
significant difference in 85% of the cases analyzed. The CL
and MF metrics presented statistical significance in all projects
analyzed.
Both metrics characterizing the F3 factor presented a statis-
tical significance in the vast majority of the projects analyzed.
While the CO metric obtained a statistically significant differ-
ence in seven out of eight projects, the MO metric obtained
in six projects. Regarding the F4 factor, its metrics presented
statistical significance in 26 out of 32 cases analyzed. Partic-
ularly, the FEP metric obtained statistical significance in all
projects analyzed. Similarly to the FEP metric, CL (F1), MF
(F1), and the PBC (F5) also obtained statistical significance
in all projects analyzed. Such results indicate that technical
factors are able to discriminate between buggy and clean
commits. Regarding the social factors, we observe that the NC
(F6) metrics presented a statistical significance in six projects.
The Age (F7) metric reached results even better by obtaining
statistical significance in all projects analyzed.
Summary for RQ1. The analyzed metrics obtained a
statistically significant difference in 84% of the cases in-
vestigated. In particular, the CL, MF, FEP, PBC, and Age
metrics obtained statistical significance in all projects
analyzed. Hence, these metrics may be a promising way
distinguish between clear and buggy commits, suggesting
that clean and buggy commits differ in terms of both
technical and social factors.
RQ2: How strong is the difference between buggy and clean
commits?
In the previous analysis, we investigated if there is a
statistically significant difference between buggy and clean
commits in terms of technical and social factors. Now, we use
the Cliff ’s Delta technique to analyze the magnitude of such
difference. Table III supports the analysis related to the RQ2.
Similarly to Table II, the first column represents the technical
and social factors analyzed. The second column represents the
metrics associated with each factor. The remaining columns
describe the magnitudes [29] of the Cliff’s Delta (d) related
to each metric in the projects used. We use the (+) symbol
to indicate if d was positive, and (−) otherwise. In addition,
we use four levels to measure the strength of a magnitude:
(small) *; (medium) **; (large) ***; and (negligible) we do
not use a symbol to represent this level.
Positive Magnitude. Notice that the MCL (F2), MF (F2), CL
(F2), and PBC (F5) metrics presented a positive magnitude in
all projects analyzed. Indeed, we observe that the CL metric
obtained a large magnitude in all projects analyzed. The MF
and PBC metrics obtained a strength slightly lower than CL by
reaching magnitudes between small and large. Both the MCL
and MMF reached magnitudes that varied from negligible up
to medium. While MCL presented a positive magnitude in all
analyzed projects, the MMF presented in seven ones. Finally,
the majority of the F1 metrics presented a small or medium
positive magnitude in Netty and RxJava.
Negative Magnitude. Regarding the negative magnitudes,
the Age metric presented negative magnitudes in six projects,
reaching a large one in Spring-boot. Similarly to the Age met-
ric, the REXP and REXPRev metrics also presented negative
magnitudes in six projects. However, they obtained a strength
equal or slightly lower than Age in such projects. We also
TABLE III
CLIFF’S DELTA (d) MAGNITUDE CLASSIFICATION
Factor Metric Elastic Spring Netty Bazel Presto RxJava Signal OkHttp
F1
EXP (+) (−) ** (+) * (−) (−) (+) * (−) * (−)
FEXP (+) (−) (+) (+) (+) (+) (−) (+)
REXP (−) (−) ** (+) * (−) * (−) (+) * (−) * (−)
EXPRev (−) (−) ** (+) * (+) (−) (+) ** (−) * (−)
REXPRev (−) (−) ** (+) * (−) * (−) (+) * (−) * (−)
F2
TP (+) (−) (+) (−) (+) (+) * (−) * (+)
MCL (+) * (+) ** (+) (+) (+) * (+) ** (+) ** (+) *
CL (+) *** (+) *** (+) *** (+) *** (+) *** (+) *** (+) *** (+) ***
MMF (+) (+) ** (−) (+) (+) * (+) ** (+) * (+) *
MF (+) ** (+) *** (+) ** (+) ** (+) *** (+) *** (+) *** (+) **
F3
MO (+) * (+) * (+) (+) * (−) (−) (+) (−)
CO (+) (+) * (−) (+) (−) (+) ** (−) (+) *
F4
RP (−) (+) * (+) (−) * (−) (−) * (−) (+) *
CEP (+) (+) * (+) (−) * (−) (+) ** (−) (+)
FEP (+) (+) (−) (−) (+) (−) ** (+) (+) *
MP (−) (−) ** (−) (+) * (+) (−) (+) (−) *
F5 PBC (+) ** (+) ** (+) * (+) ** (+) * (+) *** (+) ** (+) *
F6 NC (−) (−) ** (+) * (+) (−) (+) ** (−) * (−)
F7 Age (−) * (−) *** (+) (−) ** (−) * (+) ** (−) ** (−)
observe that the majority of the F1 metrics presented a medium
and small negative magnitude in the Spring-boot and Signal-
Android, respectively. Such result shows an opposite tendency
of the magnitudes obtained by these metrics in the Netty and
RxJava, which indicates that the F1 metrics do not have a
consistent tendency.
Summary for RQ2. Results show that buggy commits
had a significant higher CL, MF, and PBC than clean
commits. On the other hand, in the majority of the
projects, buggy commits had a significant lower Age,
REXP, and REXPRev than clean commits. Therefore,
there are strong differences between clean and buggy
commits in terms of both technical and social factors.
RQ3: When we consider multiple factors, what is the effect
of each one on commit bugginess?
In the RQ1 and RQ2, we analyzed the metrics individually.
Now, we use the odds ratios technique to investigate the effect
of each metric on commit bugginess in the presence of other
metrics analyzed in our study. Table IV summarizes the effects
of the metrics on commit bugginess in each project. The
first column represents the technical and social factors. The
remaining columns describe the metrics and their respective
odds ratios related to the projects. For each project, we
consider only the metrics that do not have collinearity among
them. Similarly to the RQ1, the cells in gray present the odds
ratios of the metrics that obtained statistical significance. In
addition, we use the ↑ symbol to indicate a risk-increasing
effect, and the ↓ symbol otherwise.
Risk-increasing Effect.When we analyze the effect of each
metric in the presence of the other ones, we observe that
only the F2 factor could obtain at least one metric having
a statistically significant effect in all projects analyzed. In
particular, the CL (F2) metric obtained a risk-increasing effect
in all cases. Moreover, this metric reached the highest effect
in seven of the projects, reaching an odds ratio up to 6.67
in the Spring-boot project. Such fact shows that each unit
TABLE IV
MULTIPLE LOGISTIC REGRESSIONMODEL OF COMMIT BUGGINESS
Factor Elasticsearch Spring-boot Netty Bazel Presto RxJava Signal-Android OkHttp
F1
FEXP (0.961) ↓ FEXP (0.831) ↓ FEXP (0.95) ↓ FEXP (1.04) ↑ FEXP (1.042) ↑ FEXP (1.131) ↑ FEXP (1.102) ↑ FEXP (1.025) ↑
EXPRev (1.804) ↑ REXPRev (0.751) ↓ EXP (1.084) ↑ REXPRev (0.677) ↓
F2
TP (1.252) ↑ TP (1.139) ↑ TP (1.475) ↑ TP (1.08) ↑ TP (0.848) ↓ TP (0.865) ↓ TP (0.899) ↓ TP (1.361) ↑
MCL (1.111) ↑ MCL (1.22) ↑ CL (3.262) ↑ MCL (1.071) ↑ MCL (1.1) ↑ MCL (1.099) ↑ MCL (1.117) ↑ MCL (1.01) ↑
CL (2.939) ↑ CL (6.674) ↑ MMF (0.801) ↓ CL (2.459) ↑ CL (2.942) ↑ CL (1.726) ↑ CL (3.073) ↑ CL (2.472) ↑
MMF (1.014) ↑ MMF (0.842) ↓ MF (1.031) ↑ MMF (0.8) ↓ MF (1.161) ↑ MMF (1.079) ↑ MMF (0.996) ↓ MF (1.234) ↑
MF (1.01) ↑ MF (1.5) ↑ MF (1.334) ↑ MF (1.828) ↑ MF (1.164) ↑
F3
CO (0.885) ↓ CO (0.949) ↓ CO (0.886) ↓ CO (0.869) ↓ CO (0.844) ↓ CO (2.11) ↑ CO (0.677) ↓ CO (1.106) ↑
MO (1.019) ↑ MO (1.064) ↑ MO (0.642) ↓ MO (0.403) ↓
F4
RP (0.935) ↓ RP (1.037) ↑ RP (0.846) ↓ RP (1.138) ↑ RP (1.017) ↑ RP (1.076) ↑ RP (0.894) ↓ RP (1.094) ↑
CEP (1.056) ↑ CEP (0.908) ↓ CEP (0.831) ↓ CEP (0.794) ↓ CEP (1.035) ↑ CEP (0.949) ↓ CEP (0.945) ↓ CEP (1.109) ↑
FEP (1.058) ↑ FEP (1.129) ↑ FEP (1.287) ↑ FEP (1.07) ↑ FEP (0.873) ↓ FEP (0.991) ↓ FEP (1.017) ↑ FEP (1.051) ↑
MP (0.873) ↓ MP (0.925) ↓ MP (0.779) ↓ MP (1.016) ↑ MP (0.733) ↓ MP (1) MP (0.657) ↓
F5 PBC (1.174) ↑ PBC (0.999) ↓ PBC (1.206) ↑ PBC (1.49) ↑ PBC (1.59) ↑ PBC (2.74) ↑ PBC (1.109) ↑ PBC (0.8) ↓
F6 NC (1.204) ↑ NC (1.063) ↑ NC (1.493) ↑
F7 Age (0.417) ↓ Age (0.241) ↓ Age (0.986) ↓ Age (0.173) ↓ Age (0.413) ↓ Age (0.296) ↓ Age (1.125) ↑
of the CL metric increases the odds of a commit of these
seven projects being buggy by a factor of 1.726 (RxJava) up
to 6.67 (Spring-boot). This metric could not reach the highest
risk-increasing effect only in RxJava, where the PBC metric
obtained the highest effect by reaching an odds ratio of 2.74.
This means that each unit of the PBC metric increases the odds
of a commit of the RxJava project being buggy by a factor
of 2.74. Indeed, this metric has a statistically significant risk-
increasing effect in five of the projects analyzed, varying its
odds ratio from 1.17 (Elasticsearch) up to 2.74 (RxJava).
The MF (F2) metric also presented a statistically significant
risk-increasing effect, but only in four projects, with an odds
ratio of up to 1.83 in the RxJava project. Similarly to the
MF, the TP metric also presented a statistically significant
risk-increasing effect in four projects. However, it obtained a
significant risk-decreasing effect in the Presto project. This
high number of risk-increasing effects obtained by the TP
introduces some questions concerning code reviewers that
prefer contributions containing tests [1]. In the next section,
we discuss some issues that may lead the TP to obtain this
tendency.
Risk-decreasing Effect.We observe that the Age (F7) met-
ric reached the highest statistically significant risk-decreasing
effect in five out of the eight projects analyzed. It was able
to obtain an odds ratio of 0.241, which means that each unit
of the Age decreases the odds of a commit being buggy by a
factor of 0.241. Similarly to the Agemetric, the CO metric also
obtained significant risk-decreasing effects in five projects.
However, it was not able to obtain the highest effect in none of
the projects. Moreover, while the MP (F4) metric obtained the
highest risk-decreasing effect in the Netty and OkHttp projects,
the MO (F3) reached the highest one in the OkHttp. Indeed,
these metrics obtained statistical significance only in the cases
in which they have a risk-decreasing effect. Still on the CO
metric, we observe an exceptional case in RxJava. This metric
reached a statistically significant high risk-increasing effect.
We discuss in more details such case in the next section.
Summary for RQ3. The CL, PBC, and MF metrics present
a higher tendency to risk-increasing effect. On the other
hand, the Age, CO, MP, and MO present a higher tendency
to risk-decreasing effect. Therefore, the results show that
some metrics of both technical and social factors have
an opposite tendency when we consider multiple metrics.
IV. DISCUSSION
In this section, we discuss our main findings and exceptional
cases.
The contradictory effects of experience metrics. Re-
garding the developers’ experience, we observe that four
metrics reached a medium and small negative magnitude in
the Spring-boot and Signal-Android projects, respectively. On
the other hand, the same metrics reached a medium or small
positive magnitude in the Netty and RxJava. Such contradiction
reinforces the results discussed by previous studies [5], [6],
[11], [12]. Eyolfson et al. [6] provide evidence from two
open-source projects that more experienced developers are less
likely to introduce bugs. On the other hand, prior work [5],
[12] explains that more experienced developers are more
likely to introduce bugs due to the complexity of their tasks.
Thereby, to understand why the effects of the experience
factor are contradictory, we further investigate the relation
of this factor with the complexity of the changes performed
by the developers. In particular, we investigate whether more
experienced developers perform more complex changes. To
do so, we use the Spearman ρ rank [34] technique to evaluate
if there is a correlation between the developers’ experience
metrics and the complexity of their commits (i.e., median of
changed lines in the previous commits).
We perform our investigation in the Spring-boot and RxJava
projects since five experience metrics (EXP, FEXP, REXP,
EXPRev, and REXPRev) presented opposite effects in these
projects. We use the classification defined in [35] to determine
the strength of the correlations between these five metrics and
the commits complexity. In the Spring-boot, the five experi-
ence metrics presented only negative correlations ranging from
−0.21 (small) up to −0.53 (large). Such result suggests that
more experienced developers usually perform less complex
changes in the Spring-boot. Such finding may be an indication
why more experienced developers introduce fewer bugs in this
project. On the other hand, the same five experience metrics
presented positive correlations ranging from 0.27 (small) up
to 0.45 (medium). Such result indicates that more experi-
enced developers usually perform more complex changes in
the RxJava. Such finding may be an indication why more
experienced developers introduce more bugs in this project.
Even though these results shed light in the understanding
about why experience metrics presented contradictory effects
on commit bugginess, it is still necessary more analysis in
order to obtain relevant conclusions.
The risk-increasing effect of the TP metric. Previous
work [1], [17] show that code reviewers prefer contributions
that contain tests aiming at improving the software quality.
However, results from RQ3 (see Table IV) show that the
percentage of developer’s commits that contain tests (TP) is
a risk-increasing effect on commit bugginess. This finding
sounds contradictory to the assumption that testing practices
would improve the software quality. Thus, to better understand
the reason behind this tendency, we further investigate the
relation of the TP metric with the complexity of the changes
performed by developers. Our intuition is that this metric may
have a risk-increasing effect if the developers who constantly
write tests in their commits also perform more complex
changes. Similarly to the previous discussion, we use the
Spearman ρ rank correlation to evaluate the relation between
the TP metric and the complexity of their commits (i.e.,
median of changed lines in the previous commits).
We perform our investigation by using the Netty, Spring-
boot, OkHttp, and Elasticsearch projects, since the TP metric
has a risk-increasing effect in these projects (see Table IV).
Spring-boot, OkHttp, and Elasticsearch presented positive
correlations ranging from 0.15 (small) up to 0.42 (medium).
However, the Netty project presented a medium negative corre-
lation of −0.36. Hence, despite the different behaviour in one
project, we find evidence (that should be further explored in
future work) indicating that the TP metric is a risk-increasing
factor due to the complexity of developer’s commits.
Commit Ownership and RxJava. The results of the
RQ3 show that the F3 metrics have a tendency to risk-
decreasing effects on commit bugginess, as previously dis-
cussed in [8], [11], [13]. However, the CO metric presents a
risk-increasing effect only in the RxJava project, reaching an
increase in the odds of a commit being buggy by a factor
of 2.11. This effect may be explained by a singularity in
the RxJava project. In this project, only two developers were
responsible for 85.6% of the bug-introducing changes reported
by SZZ. Indeed, we observe that these developers are the most
active ones in the project. Moreover, while the median of the
CO metric for the remaining developers involved in the project
is 0.23, these two most active developers presented values
equals to 0.70 and 0.64. Such fact shows that the developers
responsible for the vast majority of bug-introducing changes
in RxJava work mostly on their own code. Such behavior
may explain why the CO metric is a risk-increasing factor
in the RxJava project. This result suggests that the tendency
of risk-decreasing effects obtained by the CO metric, in the
vast majority of the projects, may not hold to projects where a
few developers are responsible for most of the bug-introducing
commits and also work mostly on their own code.
Reengineering and Bugs. A previous work of Bavota
et al. [36] states that while some kinds of refactorings are
unlikely to introduce bugs, other refactoring operations (e.g.,
Pull-up Method or Inline Temp) tend to introduce bugs very
often. In our study, we also analyze the impact of refactoring
operations, i.e., Reengineering commits (see Section II-B),
on commit bugginess. Results show that the percentage of
developer’s reengineering commits present a risk-decreasing
effect in Elasticsearch and Netty. Such result suggests that
the more focused a developer is on refactoring operations,
the less likely that his commits introduce bugs in these two
projects. Although our investigation does not deal with the
specific kinds of refactorings studied in Bavota et al. [36], our
finding suggests that general refactoring operations decrease
the likelihood of a commit being buggy.
The risk-decreasing effect of project establishment. Re-
sults of the RQ1 indicated that the Age (F7) metric can
be used to discriminate between clean and buggy commits
in the vast majority of the analyzed projects. Moreover, the
RQ2 results showed that this metric is negatively associated
with commit bugginess. These results suggest that the more
established a project is, the less likely that the commits from
this project are buggy. In a previous work on pull request ac-
ceptance [1], authors showed that the code reviewers involved
in established projects are more careful when evaluating new
contributions. Our findings support this conclusion, since a
more careful evaluation of contributions may be directly
related to a lower commit bugginess.
V. THREATS TO VALIDITY
This section presents the threats to validity by following the
criteria defined in Wohlin et al. [37].
Construct Validity. The set of technical and social factors
analyzed in our study may not fully represent the reasons that
may lead developers to introduce bugs in open-source projects.
To mitigate this threat, we selected factors that were analyzed
by previous studies involving investigations on open-source
environments [1], [4]. We considered the perceptions of code
reviewers [17], [23] to define the metrics related to technical
contribution norms. Nonetheless, we cannot guarantee that the
community of the analyzed projects agrees with such norms.
Prior work [38] found that 33.8% of the bug reports from
five open-source projects analyzed in our study were misclas-
sified, i.e., a feature is requested instead of a bug reported. We
mitigated this threat by performing a manual validation in all
the bug reports collected (see Section II-D). Another threat is
related to correctly identify the commits that fixed bugs. To
mitigate this threat, we used a GitHub functionality to identify
bug-fix commits, as described in Section II-E.
Internal Validity. We rely on the SZZ approach to locate
the introduction points of the analyzed bugs. Although the
SZZ has been widely used to locate bug-introducing changes
[26], it presents high false positive and false negative rates. To
mitigate this threat, we also performed a manual validation on
a sample of 250 bug-introducing changes reported by SZZ
(see Section II-E). However, the false negatives, i.e., bug-
introducing changes not detected, were not included in the
manual validation because of the high effort needed to validate
such cases.
Conclusion Validity. Regarding the validity of our findings,
the metrics used in this study did not follow a normal distri-
bution due to high skewness. To mitigate this, we used non-
parametric methods, such as the Wilcoxon Rank Sum Test [27]
and the Cliff’s Delta [28]. Moreover, since multicollinearity of
predictors may heavily affect the results of a multiple regres-
sion model [32], we removed from our models the predictors
with pair-wise correlations above 0.7 (see Section II-G). In
addition, these statistical procedures have been widely used in
software engineering researches [5], [12], [16].
External Validity. Regarding the generality of our findings,
we selected only projects in which the primary language is
Java. Although we have analyzed eight projects with different
sizes, developers, and domains, our results might not hold to
other projects, mainly the ones in which the primary language
is not Java. This may be due to the fact that each project has
specific characteristics and different communities.
VI. RELATED WORK
Some previous studies focus on the relation between quality
measures and commit bugginess. S´liwerski et al. [3] presents
an approach to automatically locate fix-inducing commits
(SZZ). They found that buggy commits are roughly three times
larger than other commits. Correlations between developer
characteristics (commit frequency and experience) and commit
bugginess were previously investigated by Eyolfson et al. [6].
The authors found that developers who commit to a repository
on a daily basis write less buggy commits, while developers
who commit as their day-job are more likely to produce bugs.
Also, Eyolfson et al. [6] suggest the existence of a correlation
between developer experience and commit bugginess.
Rahman & Devanbu analyzed four open-source projects and
found that high levels of ownership are associated with a
lower bug introduction rate. Moreover, the authors found that
specialized experience is consistently associated with buggy
code, while general experience is not. Similar findings on
the ownership factor were presented in the work of Bird
et al. [8]. Thongtanunam et al. [13] show that there is a
relationship between ownership and code review. In addition,
the proportion of reviewers without expertise shares a strong
relation with commit bugginess. Tufano et al. [12] presented
an empirical study on developer-related factors. Their results
show that commit coherence, developer experience, and past
interfering changes are associated with commit bugginess.
Mockus [5] investigated the organizational factor (e.g, size
of the organization, time between releases) relating to the
presence of defects in the software. The author found that
recent departures from an organization and distributed devel-
opment are related with commit bugginess. Bernardi et al. [7]
studied the influence of developer communication on commit
bugginess, finding that developers who introduce bugs have
a higher social importance and communicate less between
themselves.
Those studies [5]–[8], [12], [13], [16] evaluated the rela-
tion between the factors discussed above and commit bug-
giness in a very limited way by considering only proprietary
projects [5], [8], projects that do not adopt modern code review
practices [12], [16] or a reduced number of factors as well
as characteristics to represent them [6], [8], [13]. Our study
differs from prior work by providing a more extensive and
complete study on the relation between technical, social factors
and the introduction of bugs.
VII. CONCLUSION
This paper investigated the relation between different techni-
cal, social factors and the likelihood of developers to introduce
bugs. We analyzed a total of 5, 034 bug reports (manually
validated) and 10, 748 bug-introducing changes from eight
open-source Java projects hosted on GitHub. To understand
which factors may be related to the introduction of bugs, we
analyzed seven different technical and social factors. First, we
investigated how buggy commits differ from clean commits
in terms of these factors. Then, we evaluated how strong is
the difference between buggy and clean commits. Finally, we
evaluated the effect of each factor on commit bugginess when
considering the presence of multiple factors.
Our findings show that: (i) both technical and social factors
are able to distinguish between buggy and clean commits;
(ii) there is a association between an increase on commit
bugginess and the developer’s habits of not following technical
contribution norms and a high number of previous bugs
authored by them; (iii) commits from developers who work
mostly on their own code or are focused in management
activities are less likely to introduce bugs; and, finally, (iv)
a well-established project is less likely to have new bugs.
We believe that these findings benefit project managers and
code reviewers, since, they may want to carefully verify
contributions from developers that present factors related to
commit bugginess.
As future work, we intend to expand this investigation
for more projects of different programming languages and
domains. We also intend to asses the importance of con-
tributions outside an analyzed project, to better understand
developers’ experience and interactions in such a complex
social environment that GitHub is. Moreover, we intend to
expand our work on commit bugginess and social factors to
analyze a wider amount of social interactions.
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