Abstract. We prove a new symplectic analogue of Kashiwara's Equivalence from D-module theory. As a consequence, we establish a structure theory for module categories over deformation quantizations that mirrors, at a higher categorical level, the Bia lynicki-Birula stratification of a variety with an action of the multiplicative group Gm. The resulting categorical cell decomposition provides an algebro-geometric parallel to the structure of Fukaya categories of Weinstein manifolds. From it, we derive concrete consequences for invariants such as K-theory and Hochschild homology of module categories of interest in geometric representation theory.
Introduction
Since the 1970s, categories of (ordinary or twisted) D-modules on algebraic varieties and stacks have become fundamental tools in geometric representation theory [BeBe] . More recently, an emerging body of important work in geometric representation theory relies on sheaves over deformation quantizations of symplectic algebraic varieties more general than the cotangent bundles whose deformation quantizations give rise to D-modules [BK, Ka, KR, DKr, BKu, McN, GL, BPW, BL] . A sophisticated theory of such quantizations now exists thanks to the efforts of many (cf. [BK2, DS, DP, DKa, Ks, KS1, KS2, NT, NT2] among many others).
The present paper establishes a structure theory for deformation quantizations that mirrors, at a higher categorical level, the fundamental Bia lynicki-Birula stratification of a variety with an action of the multiplicative group G m and the corresponding decomposition of its cohomology. In the most prominent examples, the resulting categorical cell decomposition has many immediate and concrete consequences for invariants such as K-theory and Hochschild homology; it also makes possible the extension of powerful tools from D-module theory, such as the Koszul duality relating D-modules to dg modules over the de Rham complex, to a more general symplectic setting [BDMN] . The structures that we identify parallel those described for Fukaya-type categories in real symplectic geometry in [N] . We derive these structures on module categories from a new symplectic analogue of Kashiwara's Equivalence for D-modules.
In Section 1.1 we describe an enhancement of the Bia lynicki-Birula decomposition for symplectic varieties with a nice G m -action. Section 1.2 explains our categorical cell decomposition for sheaves on the quantizations of such varieties; in Section 1.3, we lay out the symplectic Kashiwara Equivalence that underlies categorical cell decomposition. Section 1.4 describes basic categorical consequences. Section 1.5 provides immediate applications of this structure theory for module categories of deformation quantizations. Section 1.6 explores parallels with Fukaya categories.
1.1. Symplectic Varieties with Elliptic G m -Action. We work throughout the paper over C. Let X be a smooth, connected symplectic algebraic variety with symplectic form ω. Definition 1.1. A G m -action on X is said to be elliptic if the following hold.
(1) G m acts with positive weight on the symplectic form: m * t ω = t ℓ ω for some ℓ > 0. (2) For every x ∈ X, the limit lim t→∞ t · x exists in X.
We remark that if we assume that ω is rescaled by G m with some weight ℓ ∈ Z, then the existence of limits already implies that ℓ ≥ 0.
Write X Gm = Y i , a union of smooth connected components. For each i, let
these subsets are the Morse-theoretic attracting loci for the elliptic G m -action. Note that X = C i by condition (2) of Definition 1.1.
Recall that if i : C ֒→ X is a smooth coisotropic subvariety, a coisotropic reduction of C consists of a smooth symplectic variety (S, ω S ) and a morphism π : C → S for which ω| C = π * ω S . We establish a basic structural result for the decomposition X = C i in Section 2: Theorem 1.2 (Theorem 2.1).
(1) Each C i is a smooth, coisotropic subvariety of X and a G m -equivariant affine bundle over the fixed point set Y i . (2) There exist symplectic manifolds (S i , ω i ) with elliptic G m -action and G m -equivariant coisotropic reductions π i : C i → S i .
Part (1) of the theorem is a symplectic refinement of the Bia lynicki-Birula stratification [BeBe] arising from a G m -action. Our proof of assertion (2) relies on formal local normal forms for symplectic varieties in the neighborhood of a coisotropic subvariety, which we develop in Section 2.
We provide a refined description of the symplectic quotients S i and corresponding G m -equivariant affine fibrations S i → Y i of Theorem 1.2. We need two definitions. First, let Y be a smooth connected variety. A symplectic fibration over Y is a tuple (E, η, {−, −}), where η : E → Y is an affine bundle and {−, −} a O Y -linear Poisson bracket on E such that the restriction of {−, −} to each fiber of η is non-degenerate. The symplectic fibration is said to be elliptic if G m acts on E such that {−, −} is homogeneous of negative weight, Y = E Gm and all weights of G m on the fibers of η are positive. Second, note that T * Y is naturally a group scheme over Y . Suppose p : B → Y is a smooth variety over Y equipped with a symplectic form ω B . Suppose that B is equipped with an action a : T * Y × Y B → Y of the group scheme T * Y over Y . We say B → Y is symplectically automorphic if, for any 1-form θ on Y , we have a(θ, ·)
* ω B = ω B +p * dθ. In the special case that B is a T * Y -torsor, B is thus a twisted cotangent bundle in the sense of [BeBe] .
Theorem 1.3 (Theorem 2.21). Keep the notation of Theorem 1.2(2). Then for each i:
(1) The fibration S i → Y i comes equipped with a free T * Y i -action making S i symplectically automorphic over Y i .
(2) The quotient E i := S i /T * Y i inherits a Poisson structure, making E i → Y i into an elliptic symplectic fibration. ]. There is a natural analogue for W of coherent sheaves on X, the category of G m -equivariant good W-modules, denoted W -good; see Section 3.3 for details.
Locally in the Zariski topology on
Definition 1.4. The category of quasicoherent W-modules is Qcoh(W) := Ind W -good .
For each subcollection of the coistropic attracting loci C i of Section 1.1, whose union C K , with K ⊂ {1, . . . , k}, is a closed subset of X, we let Qcoh(W) K denote the full subcategory of Qcoh (W) whose objects are supported on C K . By Lemma 2.3, the loci C i are naturally partially ordered. Refining to a total order, for each i there are closed subsets C K ≥i = ∪ j≥i C j and C K>i = ∪ j>i C j . (1) The category Qcoh(W) is filtered by localizing subcategories Qcoh(W) K ≥i .
(2) Each subquotient Qcoh(W) K ≥i /Qcoh (W) K>i is equivalent to the category of quasicoherent modules over a deformation quantization of the symplectic quotient S i .
Mirroring the structure of S i in Theorem 1.3, the category of G m -equivariant quasicoherent modules over a deformation quantization of S i is equivalent to the category of modules for a specific type of algebra. We describe this relationship explicitly in Sections 4.11 and 4.12, and in Theorem 1.8 below. In particular, in the special case when Y i is an isolated fixed point, we obtain: Corollary 1.6. Suppose the fixed-point set X Gm is finite. Then each subquotient
is equivalent to the category of modules over the Weyl algebra D(A ti ) for t i = 1 2 dim(S i ).
The Weyl algebra D (A ti ) is a quantization of the algebra of functions on an "algebraic cell" A 2ti . Moreover, this category, although complicated, looks contractible from the point of view of certain fundamental invariants, for example algebraic K-theory and Hochschild/cyclic homology. Thus, we view the category D(A ti )−mod as a "categorical algebraic cell," parallel to the way that the category Vect C of finite-dimensional complex vector spaces is a categorical analogue of a topological cell. In particular, in the case when the fixed-point set X
Gm is finite, we interpret the filtration of Qcoh(W) provided by Theorem 1.5 as providing a categorical cell decomposition of Qcoh (W) . Building the category Qcoh(W) from algebraic cells is thus a "bulk analogue" of the process of building a quasihereditary category from "categorical topological cells," i.e., copies of Vect C . In particular, to the extent that categories of the form Qcoh(W) undergird many representation-theoretic settings of intense recent interest, our categorical cell decompositions are a basic structural feature of the "big" geometric categories that arise in representation theory.
We expect Theorem 1.5 to have many consequences for Qcoh (W) and related algebraic categories from representation theory. One such application will appear in [BDMN] : a symplectic analogue of the Koszul duality, sometimes called "D − Ω-duality," between D-modules on a smooth variety X and dg modules over the de Rham complex Ω X of X [Kap] . More precisely, the Koszul duality of [Kap] generalizes, to arbitrary coherent D-modules, the Riemann-Hilbert correspondence between regular holonomic D-modules and their associated de Rham complexes, which are constructible complexes on X. Since Ω X sheafifies over X, embedded as the zero section of T * X, one can view this correspondence as a categorical means of sheafifying the category of D X -modules over X. Such a sheafification is tautologous in the D-module setting, but becomes less so in a general symplectic setting. Namely, in [BDMN] , starting from a bionic symplectic variety-a symplectic variety X with both an elliptic G m -action and a commuting Hamiltonian G m -action defining a good Lagrangian skeleton Λ of X-we will use Theorem 1.5 to establish a Koszul duality between W X -modules and dg modules over an analogue of Ω X that "lives on" Λ. As a result, the bounded derived category D b (W -good) naturally sheafifies over Λ. We explain in Section 1.3 the main technical result that makes Theorem 1.5 possible, namely, an analogue of Kashiwara's Equivalence. In Section 1.5 we derive several applications to the category Qcoh (W) . In Section 1.6 we describe parallels to the structure of Fukaya categories in more detail, and indicate some future work in that direction.
1.3. Analogue of Kashiwara's Equivalence for Deformation Quantizations. Theorem 1.5 is a consequence of a symplectic version of a fundamental phenomenon of D-module theory, classically encoded in the following topological invariance property.
Kashiwara's Equivalence. Suppose that C ⊂ X is a smooth closed subset of a smooth variety X. Then the category Qcoh(D X ) C of quasicoherent D X -modules supported set-theoretically on C is equivalent to the category Qcoh(D C ) of quasicoherent D C -modules.
Assume now that (X, ω) is a smooth, connected symplectic variety with elliptic G m -action. Let Y be a connected component of the fixed point set of X under G m -action and C the set of points in X limiting to Y under G m . Assume that C is closed in X. Let C → S denote the symplectic quotient whose existence is assured by Theorem 1.2(2). The subcategory of W-good consisting of objects supported on C is W-good C .
To the algebra W and the coisotropic subset C we associate a sheaf of algebras W S on the symplectic quotient S. We define a natural coisotropic reduction functor H : W X -good C → W S -good. The following provides an analogue of Kashiwara's Equivalence for W-modules. (1) The functor H : W X -good C → W S -good is an exact equivalence of categories. It induces an exact equivalence H : Qcoh(W X ) C → Qcoh(W S ). (2) The functor H preserves both holonomicity and regular holonomicity.
We also analyze the structure of W S more fully. More precisely, we prove that, on Y , there exists a sheaf of "generalized twisted differential operators" D S , a filtered O Y -algebra, whose completed Rees algebra sheafifies over S and gives exactly W S . We obtain: for some t i .
We emphasize that the elliptic G m -action is both essential to relate W-modules to representation theory and an intrinsic part of the geometry behind Theorems 1.7 and 1.8: it is not simply a technical convenience to make the proofs work. As an illustration, consider D-modules on A 1 with singular support in the zero section, i.e., local systems. The zero section is a conical coisotropic subvariety in T * A 1 with symplectic quotient a point. However, the category of all algebraic local systems on A
1
is not equivalent to the category Vect C of finite-dimensional vector spaces, i.e., coherent D-modules on a point: such a statement is only true once one passes to the subcategory of local systems regular at infinity. One can define a good notion of regularity in the deformation-quantization setting [DP] ; and then a regular W-module supported on a coisotropic subvariety C will be in the essential image of the corresponding functor quasi-inverse to H. In particular, passing to regular objects yields a version of Theorem 1.7 as in [DP] , but at a cost too high for our intended applications: the subcategory obtained is no longer described in terms of support conditions, and correspondingly one loses control over what the subquotients look like. Theorem 1.7, on the other hand, imposes a natural geometric condition on the coisotropic suvariety C: it must arise from the (algebro-geometric) Morse theory of the G m -action. With that condition satisfied, regularity can be replaced by the more natural geometric support condition, thus yielding a precise structural result on Qcoh(W).
1.4. Abelian and Derived Categories. Our main results and techniques also establish some basic properties of categories of W-modules that are analogues of familiar assertions for categories of coherent or quasicoherent sheaves.
1.4.1. Abelian Categories. As one example, we identify (G m -equivariant) W-modules on any G mstable open subset U ⊂ X with the natural quotient category of W-modules on X. More precisely, suppose j : U ֒→ X is a G m -stable open subset, with closed complement i : K ֒→ X. Theorem 1.9 (Corollaries 3.28 and 3.29).
(1) The inclusion functor i * : Qcoh(W) K → Qcoh(W) realizes Qcoh(W) K as a localizing subcategory of Qcoh (W) . In particular, i * admits a right adjoint i ! such that the adjunction
In particular, j * admits a right adjoint j * :
As corollaries of Theorem 1.9, we immediately get corresponding statements for both the bounded and unbounded derived categories. Unfortunately, it is clear that neither j * or i * can admit left adjoints in general. However, we show in the forthcoming paper [BDMN] that the inclusions C K iK ֒→ X jK ←֓ U determine a full recollement pattern on the derived category of holonomic W-modules. Theorem 1.9(2) parallels [BPW] , Theorem 5.20. More precisely, [BPW] treats fullness and essential surjectivity for G-equivariant modules under the Hamiltonian action of a group G on X, provided U = X ss is the GIT-semistable locus for some choice of G-polarization. In the present paper, we treat only the non-equivariant situation-or more precisely, G m -equivariant, for a G m -action with nontrivial weight on ω, but not equivariant for an additional Hamiltonian G-action. It easily follows, however, from standard simplicial methods that the G-equivariant statement (for arbitrary G-stable open U ⊂ X) follows from the one for trivial G: this is explained in Sections 5.3 and 5.4 of [McN2] . (W) extends to the derived level: the (unbounded) derived category D(Qcoh (W) ) is filtered by the full localizing triangulated subcategories D K ≥i (Qcoh(W)) of objects with cohomology supported on the closed subvarieties C K ≥i . The associated minimal subquotients are given by
Since D Si is a sheaf of O Yi -algebras of finite homological dimension, standard arguments show that the triangulated category D(Qcoh(D Si )) enjoys strong generation properties. Namely, the category is compactly generated and the full subcategory of compact objects is precisely the category of perfect complexes. Our symplectic generalization of Kashiwara's equivalence allows one to inductively show that these properties lift to the categories
c denotes the full subcategory of compact objects, then: Theorem 1.10 (Corollaries 5.8 and 5.9). The derived category D(Qcoh (W) ) is compactly generated and there is an equality
of full, triangulated subcategories of D(Qcoh (W) ).
An analogous compact generation result was shown by Petit [P] , though the category of cohomologically complete deformation quantization modules considered in loc. cit. is (in a precise sense) orthogonal to Qcoh(W).
1 In [McN2] , this is discussed in the case when X is a cotangent bundle. However, the discussion of [McN2] , Sections 5.2-5.4, immediately applies to any smooth X with Hamiltonian G-action, to yield equivariant versions of Theorem 1.9.
1.5. Applications to Invariants. Theorem 1.5 yields immediate consequences for the structure of fundamental invariants associated to the category of sheaves over a deformation quantization of X. For example: Corollary 1.11 (Section 5.3). Suppose X Gm is finite of cardinality k. Choose a refinement of the partial ordering of coisotropic attracting loci C i of X to a total ordering. Then the group K 0 (perf (W) ) comes equipped with a canonical k-step filtration each subquotient of which is isomorphic to Z; in particular, K 0 (perf (W) ) is free abelian of rank k.
In fact, using the fundamental properties of holomonic modules developed in the sequel [BDMN] , one can show that there are natural isomorphisms
for all n ≥ 0. Similar results hold for the cyclic and Hochschild homology of the dg-enhancement Perf(W).
Corollary 1.12 (Section 5.2). Suppose X Gm is finite of cardinality k. Let H * (X) denote the BorelMoore homology of X, with coefficients in C. There are isomorphisms of graded vector spaces
where ǫ is assumed to have degree two.
In most situations, such as those that appear in representation theory, it is also possible to calculate the Hochschild cohomology of Perf (W) . Namely, in Proposition 5.17 we show:
Via derived localization, see [McN] , the above results allows one to easily calculate the additive invariants HH * , HC * and HH * of many quantizations of singular (affine) symplectic varieties that occur naturally in representation theory. See Section 5.4 for a discussion and applications. For example, let Γ be a cyclic group and S n ≀ Γ the wreath product group that acts as a symplectic reflection group on C 2n . The corresponding symplectic reflection algebra at t = 1 and parameter c is denoted H c (S n ≀ Γ). Corollary 1.14 (Proposition 5.19). Assume that c is spherical. Then,
One can deduce similar results for finite W -algebras associated to nilpotent elements regular in a Levi, and quantizations of slices to Schubert varieties in affine Grassmanians.
1.6. Relation to Fukaya Categories of Weinstein Manifolds. There are a close conceptual link and, conjecturally, a precise mathematical relationship between the categories Qcoh(W) that we study and the Fukaya categories of Weinstein manifolds in real symplectic geometry. More precisely, a growing body of important work in real symplectic geometry (by, among others, Abouzaid, Kontsevich, Nadler, Seidel, Soibelman, Tamarkin, Tsygan, Zaslow) establishes fundamental links between structures of microlocal sheaf theory and Fukaya categories. The exposition of Nadler [N] sets the Fukaya theory of Weinstein manifolds squarely in a Morse-theoretic context, by showing how to use integral transforms to realize brane categories as glued from the homotopically simpler categories of branes living on coisotropic cells. Theorem 1.5 provides an exact parallel to the structure described in [N] . One difference worth noting is that our categories include objects with arbitrary coisotropic support, not just Lagrangian support as in standard Fukaya theory: we provide such gluing structure for an algebro-geometric "bulk" category of all coisotropic branes rather just than the "thin" category of Lagrangian branes.
Expert opinion supports a direct relationship between the category Qcoh(W) (or more precisely the holonomic subcategory) and the structure of Fukaya categories described in [N] . Namely, many examples of hyperkähler manifolds with S 1 -action fit our paradigm and have affine hyperkähler rotations possessing the requirements described in [N] . In such cases, it is natural to try to prove that the category of [N] is equivalent to Qcoh(W) for a particular choice of W by first proving cellby-cell equivalences; next, describing a classifying object for categories built from cells as in Theorem 1.5 and [N] ; and, finally and most difficult, isolating a collection of properties that distinguish the Fukaya category of [N] in the universal family and matching it to some Qcoh (W) . We intend to return to this problem in future work.
1.7. Outline of the Paper. Section 2 describes some of the basic geometric properties of symplectic manifolds equipped with an elliptic G m -action. The basic properties of modules over deformationquantization algebras are recalled in Section 3. In Section 4 we describe a version of quantum coisotropic reduction for equivariant DQ-algebras and prove a version of Kashiwara's equivalence. This equivalence is used in Section 5 to study the derived category D(Qcoh (W) ) and also calculate the additive invariants of W-good.
1.8. Conventions. Deformation-quantization algebras A, sheaves of DQ algebras A, W-algebras W (global section case) and W (sheaf case), their modules and equivariant modules, are defined in the body of the paper. For a (sheaf of) DQ-algebra(s) A (respectively A) with G m -action, we always write (A, G m )-mod for the category of finitely generated equivariant modules (respectively, (A, G m )-coh for the category of coherent modules).
For a W-algebra W, we write W-good for the category of good W-modules. If T is a torus acting on X and W is a T-equivariant W-algebra (where T acts on via a character), we write (W, T)-good for the category of good T-equivariant W-modules, or, if T is clear from context, just W-good. We write Qcoh(W), respectively Qcoh(W, T), for the ind-category of W-good, respectively (W, T)-good. nitzer, David Nadler, and Eric Vasserot for very helpful conversations.
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The Geometry of Symplectic Varieties with Elliptic G m -Action
We assume throughout this section that (X, ω) is a smooth, connected symplectic, quasi-projective variety with elliptic G m -action. By symplectic manifold we mean a smooth quasi-projective variety over C equipped with an algebraic symplectic form. In this section, we describe some basic geometric consequences of the G m -action.
2.1. A Symplectic Bia lynicki-Birula Decomposition. The connected components of the fixed point set of X under the G m -action will be denoted Y 1 , . . . , Y k . Each Y i is a smooth, closed subvariety of X. Recall that
Then it follows that X = k i=1 C i . Let C a smooth, connected, locally closed coisotropic subvariety of X. A coisotropic reduction of C is a smooth symplectic variety (S, ω ′ ) together with a smooth morphism π : C → S such that
Theorem 2.1. Suppose (X, ω) is a symplectic manifold with elliptic G m -action. Then: (1) Each C i is a smooth, coisotropic subvariety of X and an G m -equivariant affine bundle over the fixed point set Y i . (2) There exist symplectic manifolds (S i , ω i ) with elliptic G m -action and G m -equivariant coisotropic reductions π i :
The proof of the first statement of Theorem 2.1 is given in Section 2.2. The proof of the second statement of Theorem 2.1 is given in Section 2.3 after some preparatory work.
2.2. Proof of Theorem 2.1(1). The proof of Theorem 2.1(1) is essentially a direct consequence of the Bia lynicki-Birula decomposition together with some elementary weight arguments. However, we provide details for completeness. The fact that each C i is an G m -equivariant affine bundle over Y i follows directly from [BB, Theorem 4.1] .
With regard to G m -representations, the following conventions will be used throughout the paper. If V is a graded vector space then V i denotes the subspace of degree i. Let V be a pro-rational G m -module: that is, V is the limit of its G m -equivariant rational quotients. Then V rat = i∈Z V i , the subspace of G m -finite vectors, is a rational G m -module.
To show that each C i is coisotropic, we first show that T p C i is a coisotropic subspace of T p X at each point p ∈ Y i . Indeed we claim that
This implies that ω(v, w) = 0 if ℓ = −a − b and ω restricts to a non-degenerate pairing
e. −ℓ − j > 0 and hence j < −ℓ. Hence V j ⊂ W . This implies that W ⊥ = W <−ℓ and equation (2.1) follows. Then, the following lemma completes the proof of Theorem 2.1(1).
Lemma 2.2. Let C be an attracting set in X and Y ⊂ C the set of fixed points. Then C is coisotropic if and only if ( 
of as a family of skew-symmetric bilinear forms on the fixed vector space T p X.
If ∂ i is dual to dx i , then as shown above T p C is spanned by all ∂ i of degree ≤ 0 and (T p C) ⊥p is spanned by all ∂ i of degree less that −ℓ. By definition U ∩ C is the set of all points in U vanishing on all f ∈ C[U ] of negative degree. Let
⊥p and so the Lemma follows.
Define a relation on the coisotropic attracting loci
Lemma 2.3. The relation C i ≥ C j is anti-symmetric: in particular, it defines a partial order on the Bia lynicki-Birula strata.
Proof. Equivariantly compactify X to a smooth projective G m -variety X, c.f. [CG, Theorem 5.1.25 ].
Since we assume that every point in X has a G m -limit in X, a point in x ∈ X has its G m -limit in the closed set ∂X = X X if and only if x ∈ ∂X; in particular, ∂X is a union of BB strata of X. The relation on BB strata defined above on X is a subset of the relation defined using the BB stratification of X (some stratum closures may intersect at the boundary in ∂ but not in X itself).
Since the BB stratification of X is filterable by [BB2] , the conclusion follows.
2.3. Proof of Theorem 2.1(2): From Global to Local. We fix C to be one of the coisotropic strata (one of the C i ) in X and let Y = C Gm . We may assume without loss of generality that C is closed in X. We first describe a canonical global construction of a morphism π : C → S. To show that this construction yields a coisotropic reduction is a local computation, which we carry out in the next section, giving a local normal form for the symplectic form on a formal neighborhood of C.
The global construction can be described as follows: Let ρ : C → Y be the projection map and I denote the sheaf of ideals in O X defining C. The embedding of H into ρ • O C defines a dominant map π : C → S := Spec Y H of schemes over Y . The final claim of Theorem 2.1 is that the map π is a coisotropic reduction and, in particular, S is a symplectic manifold. Since both C and S are affine over Y and the statement of the claim is local on S, it suffices to assume that we are in the local situation of section 2.4 below. Then the claim is a consequence of Theorem 2.6; see the end of section 2.4.
2.4. Proof of Theorem 2.1(2): Affine Local Case. In this section we prove that the construction described in section 2.3 does indeed give a coistropic reduction. The idea is to show that, locally, there is a different construction of π using the G m -action on X. This construction clearly gives a coisotropic reduction. Unfortunately, this construction doesn't obviously lift to a global construction. Therefore the main thrust of this section is to show that this second construction agrees (locally) with the construction given in section 2.3.
It follows from [BB, Theorem 2.5 ] that, for each point y ∈ Y , there is some affine open neighborhood of y in Y such that the affine bundle ρ : C → Y trivializes equivariantly. Replacing Y by such an affine open subset, we assume that ρ is equivariantly trivial. Moreover, we may assume that X is also affine (still equipped with a G m -action). Set R = C[X], a regular affine C-algebra with non-degenerate Poisson bracket {−, −} and G m -action such that {−, −} has weight −ℓ. Let I be the ideal in R defining C.
Let l = I/I 2 . The Poisson bracket on R makes l into a Lie algebra which acts on R/I. Let
{I,−} denote the "coisotropic reduction" of R with respect to I. The bracket {−, −} descends to a bracket on H and R/I is a Poisson module for H. We set S = Spec H and π is the dominant map coming from the inclusion H ֒→ R/I. This is the local version of the construction described in section 2.3.
Lemma 2.4. The ideal I equals the ideal of R generated by all homogeneous elements of negative degree and is involutive i.e. {I, I} ⊂ I.
Proof. Let J be the ideal of R generated by all homogeneous elements of negative degree. The fact that {−, −} has degree −ℓ implies that J is involutive. Moreover, the set of zeros of I and J clearly coincide. Therefore the lemma is really asserting that J is a radical ideal. If X were not smooth then this need not be true. Let D = Spec R/J. Since the non-reduced locus is a closed, G m -stable subscheme of D, it suffices to show that the local ring O D,y is a domain for all G m -fixed closed points of D. But in this case, if m is the maximal ideal in R defining y, then T * y D is precisely the subspace of m/m 2 of non-negative weights and D is locally cut out by homogeneous lifts of the elements of m/m 2 of negative degree. Since X is smooth at y, these elements form a regular sequence and hence O D,y is reduced. Now we give our alternative, local construction of π which we will use to verify the morphism π is a coisotropic reduction. For the remainder of this section, let S denote the affine variety such that
is the subalgebra generated by all homogeneous elements of degree at most ℓ and let π denote the dominant morphism C → S.
Lemma 2.5. The variety S is symplectic and π is a coisotropic reduction of C.
Proof. Fix some y ∈ Y . First we establish that S ′ is a smooth variety of dimension dim (T y C) ≥−ℓ . By definition, there is an equivariant trivialization φ :
where V ⊂ T y C is the sum of all weight spaces with weight −ℓ ≤ i < 0 and Z the sum of all weight spaces of weight < −ℓ. Since φ is equivariant and S defined in terms of weights, φ
Thus, S is smooth of the stated dimension and π is a smooth morphism.
Since C is only coisotropic, the bracket on X does not restrict to a bracket on R/I. However, as explained above, it does induce a bracket on H. Since C[S] is generated by homogeneous elements of degree at most ℓ, and I is generated by elements of negative degree, the algebra C[S] is contained in H. Again, weight considerations imply that it is Poisson closed. Thus, it inherits a bracket from X making π a Poisson morphism.
Finally we need to show that the Poisson structure on C[S] is non-degenerate. Since C[S] is positively graded and smooth, it suffices to check the induced pairing {−, −} y : T * y S × T * y S → C is non-degenerate. As noted in the proof of Lemma 2.4, T *
is generated by all elements of degree at most ℓ in C[C], (T * y X) ≤ℓ /(T * y X) <0 is contained in T * y S. But these two spaces have the same dimension. Therefore they are equal. Since {−, −} has degree −ℓ and is non-degenerate on T * y X, the induced pairing
As shown in the proof of Lemma 2.5, we have Poisson subalgebras C[S] ⊂ H of R/I and the Poisson structure on C[S] is non-degenerate. Therefore, to show that H is also a regular affine algebra with non-degenerate Poisson bracket it suffices to show that C[S] = H. In order to do this, we shall need to investigate more closely the local structure of the symplectic form. In particular, we shall need a Darboux-Weinstein type theorem to describe the behavior of the form near C ⊂ X. Since we are working in the Zariski topology, we shall take the formal completion along C.
Shrinking Y further if necessary, we may assume that the normal bundle N X/C to C in X is G m -equivariantly trivial. Thus, have a G m -equivariant trivialization Tot(N X/C ) ≃ C × Z * . This implies that I/I 2 is a free R/I-module. In these circumstances, [I, III.1.1.10 and Theorem III.1.2.3] imply that we can choose (G mequivariantly) an identification of the formal neighborhood C of C in X with the formal neighborhood N X/C of the zero section in N X/C . By Lemma 2.5, C ≃ S × Z, where Z ≃ A m . It follows easily that there is a G m -equivariant isomorphism C ≃ S × T * Z where T * Z denotes the completion of T * Z along the zero section; the corresponding ideal in C[C] = R is therefore the completion of I, denoted I. Then π extends to a projection map S × T * Z → S. The inclusion S ֒→ C is denoted ι.
For an arbitrary morphism f :
From X, the space C inherits a symplectic form ω of weight ℓ. Set ω S = Ω π (Ω ι (ω)), a closed 2-form on C. Our local normal form results states:
with respect to some homogeneous bases z = z 1 , . . . , z m and
The proof of Theorem 2.6 will be given in section 2.5.
Remark 2.7. We have deg z i > ℓ, deg w i < 0 and deg
Theorem 2.6 implies that:
We can now complete the proof of Theorem 2.1. Recall from section 2.4 that our goal is to show that C[S] = H as subalgebras of R/I.
The ring R can be identified with functions on C. Under this identification, the ideal I = RI is the ideal of functions vanishing on the zero section C and R/ I = R/I. Since I is involutive and I = RI, the ideal I is involutive. By Theorem 2.6, there is an automorphism φ * of R such that φ * ({f, g}) = {φ * (f ), φ * (g)} can , where {−, −} can is the canonical Poisson bracket coming from the symplectic two-form (2.2). By construction, φ
and I is generated by w 1 , . . . , w m , the embedding
The following observation will be useful later.
Lemma 2.9. The projection ρ : C → Y factors through π : C → S.
Proof. The algebra R/I is N-graded such that the quotient by the ideal generated by all elements of strictly positive degree equals C[Y ]: the proof of this last claim is identical to the proof of Lemma 2.4, using the fact that C is smooth. On the other hand we can also identify C[Y ] with the degree zero part of R/I. Therefore, it suffices to show that all sections of R/I of degree zero lie in T . To see this, notice that the Poisson bracket on R has degree −ℓ. Therefore, given f ∈ (R/I) 0 and g = i g i h i ∈ I, where deg h i < 0 for all i, the element {f, g} = i g i {f,
2.5. The Proof of Theorem 2.6. The crucial tool in the proof of Theorem 2.6 is an algebraic version of the Darboux-Weinstein theorem which is due to Knop, [Kn, Theorem 5 .1]. In our setup, Knop's Theorem can be stated as:
Theorem 2.10. Let {−, −} ω and {−, −} ωcan denote the Poisson brackets on R associated to the symplectic forms ω and ω can respectively. Denote their difference by {−, −} − . If { R, R} − ⊂ I, then there exists an automorphism φ of C as described in Theorem 2.6.
Knop's proof of Theorem 2.10 is based on the proof by Guillemin and Sternberg of the equivariant Darboux-Weinstein Theorem, [GuSt] , except that Knop works in the formal algebraic setting.
In our case, it is not necessarily true that { R, R} − ⊂ I. Instead, we construct an equivariant automorphism ψ of R, such that ψ( I) = I and the difference of {−, −} ψ * (ω) and {−, −} ωcan has the desired properties. In fact we prove the following: Proposition 2.11. There exist homogeneous elements w 1 , . . . , w m and z 1 , . . . , z m in R, and a graded subalgebra T of R such that:
(1) T ∩ I = 0 and the map R → R/I induces a graded algebra isomorphism T → C[S].
(2) The elements w 1 , . . . , w m generate I.
4) With respect to the given Poisson structure {−, −} = {−, −} ω , we have {w i , z j } = δ ij mod I, {z i , T }, {w i , T } ⊂ I and {z i , z j } ∈ I for all i and j.
Since the choice of such elements w 1 , . . . , w m , z 1 , . . . , z m clearly yield a G m -equivariant automorphism of R (which fixes I and S), one sees directly that this proposition implies the existence of ψ as described above.
So we turn to the proof of Proposition 2.11. As in the proof of Lemma 2.9, we identify
where V and Z are as in Lemma 2.5. Let V * ℓ be the ℓ-weight subspace of V * .
Lemma 2.12. The Poisson bracket on C[S] defines an isomorphism of C[Y ]-modules
Proof. That the map is well-defined and C[Y ]-linear follow from degree considerations. Lemma 2.5 implies that the Poisson bracket on C[S] is non-degenerate. This non-degeneracy implies that the above map is surjective. Since it is a surjective map between two projective C[Y ]-modules of the same rank, it is an isomorphism.
Choose an arbitrary point y ∈ Y . Our strategy will be to complete at y and use the Darboux theorem for a symplectic formal disc to control the behavior of the Poisson bracket in some neighborhood of y. For the convenience of the reader we recall the statement of the Darboux theorem in the presence of an elliptic G m -action: Theorem 2.13. Let R y denote the completion of R at y. Then, in R y there is a regular sequence {u 1 , . . . , u n , v 1 , . . . , v n } of homogenous elements such that {u i , v j } = δ ij and {u i , u j } = 0 = {v i , v j } for all i and j. Lemma 2.14. Multiplication defines an isomorphism
Proof. By Krull's intersection theorem, we may consider R/I as a subalgebra of R y /I R y , and hence of ( R y /I R y ) rat too. The ring R y /I R y is a Poisson module over the ring
rat . Reordering if necessary, we may suppose that {v 1 , . . . , v m } are the elements of Theorem 2.13 that have negative degree. They generate the ideal I R y . There exist α 1 , . . . , α r and β 1 , . . . , β s such that
. In this case, it follows from Theorem 2.13 that
Lemma 2.12 implies that we may fix a basis x 1 , . . . , x r of V * ℓ ⊂ C[V −ℓ ] and regular sequence y 1 , . . . , y r in C[Y ] such that dy 1 , . . . , dy r are a basis of Ω 1 Y and {x i , y j } = δ ij for all i and j. This, together with the identification (2.3), implies that
rat .
Now we begin constructing elements that satisfy the conditions of Proposition 2.11. Since the statement of Proposition 2.11 is local, it suffices to replace X by some sufficiently small affine neighborhood of y where the statement holds. We prove the following
We show that the elements z i can be modified so that the lemma holds. If x 1 , . . . , x r is the basis of V * ℓ as in the proof of Lemma 2.14, then that lemma implies that we may uniquely decompose:
Since the x i have degree ℓ > 0 it follows that deg(p
Using this fact, it is straight-forward to show by induction on degree that
0 ], which implies the lemma. Indeed if z 1 , . . . , z k have the minimal possible degree then deg(p
The inductive step is entirely analogous.
Recall that the Lie algebra l = I/I 2 acts on R/I as well. Next, we consider the action of l on C[Z]. Recall that we have assumed that Y is small enough so that we have a G m -equivariant trivialization Tot(N X/C ) ∼ = C × Z * . It follows l is a free R/I-module of rank equal to dim(Z). We now consider the action of l on C[Z] viewed as a subalgebra of R/I via the isomorphism constructed in Lemma 2.15: Lemma 2.16. There exists a homogeneous subspace W ⊂ l such that l = R/I ⊗W as an R/I-module and the action of l on R/I restricts to a non-degenerate, equivariant pairing W × Z * → C.
Proof. Let {z 1 , . . . , z m } be the generators of C[Z] ⊂ R/I as in the proof of Lemma 2.15, viewed as elements of Z * . We must show that there is a homogeneous R/I-basis of l dual to the z i s with respect to the pairing induced by the Poisson bracket. Fix {w 1 , . . . , w m } some homogeneous R/I-basis. We will modify this basis by increasing induction on degree in order to obtain the required dual basis. N ℓ+m and n −m is also nondegenerate. It follows that we may modify the w j s in n −m to be dual to the z j ∈ N ℓ+m , that is, so that {w j , z k } = δ j,k .
Thus we suppose by induction that for all d < −m the w j of degree −d are dual to the z k of degree ℓ + d and the pairings {w j , z k } = 0 for w j and z k in degrees (less than −m and greater than ℓ + m respectively) which are not paired. Note that for sufficiently large m this holds vacuously. In degree −m, modify the w i s to be dual to the z k of degree ℓ + m as above. To complete the inductive step we must ensure the new w i s have trivial Poisson bracket with the z k s of higher degree, modify the w i according to the homogeneous substitution:
Since the l-module structure on R/I is left R/I-linear, it follows from the inductive hypothesis that for these new w i s we have {w i , z k } = 0 whenever deg(z k ) > ℓ + m. Moreover, these new w i are still linearly independent, as they remain dual to the z k of degree ℓ + m, since {w j , z k } = 0 for all w j of degree less than −m by consideration of degree.
With these two Lemmas in hand we may now give:
Proof of Proposition 2.11. If we denote by the same letter a homogeneous lift of the space W of Lemma 2.16 to I, then R = (R/I)[ [W ] ]. In this way we regard W and Z * as subspaces of R. Now by Lemma 2.16 we may choose a basis w 1 , . . . , w m and z 1 , . . . , z m of W and Z * respectively so that conditions (2), (3), and the first condition of (4) in Proposition 2.11 hold. It remains to ensure the conditions that {z i , z j } belong to I and to find a suitable subalgebra T . For this we repeatedly use the substitution strategy of Lemma 2.16: Inductively define
One checks directly that these elements Poisson commute with each other modulo I, and since z
Finally, if V is as in Lemma 2.5, and we pick a basis x 1 , . . . ,
, and set
and let T be the algebra generated by C[Y ] and the x ′ i . Then it follows easily that {z ′ i , T } = 0 mod I and {w i , T } = 0 mod I (the latter from elementary degree considerations) and thus the proposition is proved.
2.6. Special Case of Theorem 2.1: Isolated Fixed Points. Assume now that each fixed-point component Y i of the elliptic G m -action is a single point {p i }. In this case each S i is isomorphic to A 2ti and there exists globally a splitting S i ֒→ C i πi ։ S i . Let (A 2n , ω can ) be the 2n-dimensional affine space equipped with the constant symplectic form. We now check that in this case the symplectic reduction is isomorphic to a linear symplectic form.
Proposition 2.17. Let (S, ω S ) be an affine symplectic manifold, isomorphic to A 2n , equipped with an elliptic G m -action with unique fixed point o ∈ S. Then there exists an isomorphism φ : S → A 2n and homogeneous algebraically independent generators z = z 1 , . . . , z n ,
Proof. Take the completion at o ∈ S. Then by the formal Darboux theorem we may choose homogeneous generators {u 1 , . . . , u n , v 1 , . . . , v n } for which the Poisson bracket associated to ω has standard form. We may view C[S] ⊂ C[S] via the obvious map, and so we are reduced to showing that the generators u i , v j are actually elements of C [S] . But the G m -action naturally extends to C[S], and since o is the unique fixed point which is therefore the limit of every point in S, it follows that we may describe
rat the elements for which the G m -action is locally finite. Clearly any homogeneous element is locally finite and so we are done.
Corollary 2.18. Suppose X Gm is finite, of cardinality k. Then, for all i, there is a coisotropic reduction π i :
2.7. Symplectic Fibrations. In this subsection, we consider those symplectic manifolds equipped with an elliptic G m -action for which the set of G m -fixed points is a connected variety. At one extreme, we have cotangent bundles of a smooth variety, with G m acting by rescaling the fibers; at the other extreme one has symplectic fibrations, which are affine bundles such that each fiber is a copy of affine symplectic space. We show that generally one gets a mix of these two extremes. Let Y be a smooth connected variety.
Definition 2.19.
• The symplectic fibration is said to be elliptic if G m acts on E such that {−, −} is homogeneous of negative weight, Y = E Gm and all weights of G m on the fibers of η are positive.
If (E, η, ω) is a elliptic symplectic fibration then (η −1 (y), {−, −}| η −1 (y) ) is a symplectic manifold for each y ∈ Y .
Since T * Y is a vector bundle, it is naturally an abelian group scheme over the base Y .
Definition 2.20. Suppose p : B → Y is a smooth variety over Y equipped with a symplectic form ω B . Suppose that B is equipped with an action a :
As remarked in the introduction, if B is a T * Y -torsor, this reduces to the notion of twisted cotangent bundle as in [BeBe] .
For the remainder of this section we assume that X is equipped with an elliptic G m -action such that the fixed point set Y of X is connected and hence every point of X has a limit in Y . By [BB, Theorem 4 .1], there is a smooth map ρ : X → Y , making X an affine bundle over Y . We should like to show that such symplectic varieties are symplectically automorphic varieties built from cotangent bundles and elliptic symplectic fibrations.
Theorem 2.21. Let X be a smooth sympectic variety equipped with an elliptic G m -action such that the fixed point locus Y = X Gm is connected. Then
(1) The group scheme T * Y acts freely on X, making X → Y symplectically automorphic.
Moreover, the restriction of the symplectic form ω to T * Y ⊂ X equals the standard 2-form on T * Y . (3) The quotient E := X/T * Y inherits a Poisson structure making the projection E → Y an elliptic symplectic fibration.
The proof of Theorem 2.21 is similar to the proof of the local normal form Theorem 2.6; however, we must also use the powerful Artin approximation theorem of [A] . For brevity, we write O X for the algebra ρ • O X . Let K be the ideal in O X generated by (O X ) 0<i<ℓ .
Lemma 2.22. The symplectic form on X restricts to a symplectic form on
This is a map of Lie algebroids:
Since the Poisson bracket on X is non-degenerate, φ is surjective. Locally trivializing X ≃ Y × V shows that E is locally free of rank dim
Proof. Recall that the comultiplication on the Hopf algebra Sym
≤ℓ and extending to O X using the fact that ∆ X should be an algebra homomorphism. Here f denotes the image of
Since O X is not freely generated by (O X ) ≤ℓ , we need to show that this is well-defined.
Choose a local set x 1 , . . . , x k , z 1 , . . . , z r of homogeneous algebraically independent generators of
This clearly defines a local comodule structure on O X . We just need to show that it equals ∆ X i.e. it is independent of the choice of local generators. Take f ∈ (O X ) ≤ℓ , a homogeneous element. There exist a i ∈ O Y and some
Finally, to check that ∆ X is compatible with the comultiplication on Sym
• Θ Y , it suffices to do so locally, as above, were it is clear.
From the definition of ∆ X given in the proof of Lemma 2.23, the algebra F is contained in O ∆ X X . Thus, we have a dominant map X/T * Y → E. Moreover, the local description of ∆ X given in the proof of Lemma 2.23 shows that X/T * Y is the space of T * Y -orbits in X and the map X/T * Y → E is an isomorphism. Thus, parts (1) and (2) of Theorem 2.21, except for the "symplectically automorphic" assertion of (1), are a consequence of Lemmata 2.22 and 2.23. For part (3) we need to show that the Poisson bracket on O X , restricted to F , makes E into a symplectic fibration. For this and the "symplectically automorphic" assertion, we need a local normal form of the Poisson bracket on O X . Proposition 2.24. Locally, in theétale topology on Y , there is a G m -equivariant isomorphism of Poisson algebras
where the inherited Poisson bracket on C [A 2n ] is the standard one.
Proof. Let r = dim Y . Since the statement is local we assume that X ≃ Y × V is affine, where V is a G m -module with strictly positive weights. The algebra R :
Concretely, we wish to show that there exists an equivariant etalé morphism p :
], where the {x
, and the Poisson bracket satisfies {x
Assuming we have done this, weight considerations imply that
as Poisson algebras and Lemma 2.12 implies that
Remark 2.25. Since this identification is compatible with the action of T * Y , the "symplectically automorphic" assertion of part (1) of Theorem 2.21 follows immediately from the same assertion for
Choose y ∈ Y , and consider the algebra R rat y 
where the last equality follows from the fact that {x k , g ij } = 0 for all i, j, k for reasons of degree. Since these relations are taking place in the finite, free Now, we can base change the affine map X → Y to get an affine bundle X U → U ; furthermore, the induced map X U → X isétale since U → Y is. Therefore, the pullback of the Poisson bracket induces a Poisson bracket on p * C[X], which is homogeneous of weight −ℓ by construction. Thus the given solutions of these equations yield elements
which satisfy the Poisson relations as in the conclusion of the proposition. Furthermore, the choice of 
Moreover, the proof of Theorem 2.21 shows that, locally in the Zariski topology,
as smooth varieties with G m -actions, though not as Poisson varieties.
2.8. We can now give a generalization of Theorem 2.1. Fix a coisotropic stratum ρ : C → Y and let π : C → S be the coisotropic reduction of C given by Theorem 2.1. Let Y ′ ⊂ Y be a smooth, closed subvariety and set
. The proof of Theorem 2.1(1) shows that C ′ ⊂ C is coisotropic. Let I be the sheaf of ideals in O S vanishing on C ′ . Since it is generated by elements in degree zero, it is an involutive ideal. Let ρ ′ : S → Y be the projection map. We perform coisotropic reduction as before and set (2.5)
a Poisson variety. Just as in the proof of Theorem 2.1, to show that S ′ is a coisotropic reduction of C ′ , it suffices to do so locally on Y . Instead of considering the formal neighborhood of Y in S, we pass to an etalé local neighborhood. Thus, by Proposition 2.24, we may assume that
Corollary 2.27. The space C ′ is coisotropic in X and there is a coisotropic reduction π ′ :
In section 4.11 the above coisotropic reduction will be quantized.
Deformation-Quantization Modules
In this section, we recall the basic properties of DQ-algebras and their modules. We also prove an extension result, Proposition 3.25, which will play a key role in section 5.
3.1. DQ-algebras: Affine Setting. We begin by recalling the definition of a deformation-quantization algebra. Let (R, {−, −}) be a regular Poisson C-algebra. 
for arbitrary lifts a, b of a, b in A. The algebra A is a deformation-quantization algebra or DQalgebra if it is a deformation-quantization of some regular Poisson algebra R. An isomorphism of DQ-algebras that are quantizations of the same Poisson algebra R is a C[[ ]]-algebra isomorphism such that the induced map on R is the identity.
Lemma 3.2. Let A be a deformation-quantization algebra.
(1) A is a (left and right) Noetherian domain of finite global dimension.
(2) The Rees ring Rees A = n≥0 n A is Noetherian. (3) If M is a finitely generated A-module, then M is -complete.
Proof. Part (1) follows from the fact that the associated graded of A with respect to the -adic filtration is R[ ], which is a regular domain. Part (2) is shown in Lemma 2.4.2 of [L2] . Part (3) is a consequence of the Artin-Rees lemma.
We also have the following well-known complete version of Nakyama's lemma.
A n and A is said to be -adically complete if the canonical morphism A → A is an isomorphism.
-algebras A on X is said to be a deformation-quantization algebra if it is -flat and -adically complete, equipped with an isomorphism of Poisson algebras
If, moreover, the algebra A is equipped with a G m -action that acts on ∈ A with weight ℓ and the Poisson bracket on X has degree −ℓ, then we replace A by A[ 1/ℓ ] and by 1/ℓ so that, without loss of generality t · = t and the Poisson bracket on O X coming from A is defined by
Remark 3.5. For a symplectic variety X with G m -action and deformation quantization A, we always assume A is equivariant in the above sense.
In the algebraic setting, the existence and classification of sheaves of deformation-quantization algebras is well understood. See [BK, L3] for the equivariant setting. Assume that X is affine and let R = C[X]; let A be a deformation-quantization of R. For any multiplicatively closed subset S of R, there is an associated microlocalization Q 
A is a sheaf and the following proposition holds. Proposition 3.6. Assume that X is affine. Then microlocalization defines an equivalence between the category of DQ-algebras quantizing R and sheaves of DQ-algebras on X.
3.3. Sheaves of DQ-Modules. In this section, we define those A-modules that will be studied in sections 4 and 5. First,
Proof. Consider the short exact sequence 0 → A
Taking derived global sections, it suffices to show that H 1 (X, A) = 0. Induction on n using the exact sequence 0
Thus, write A = Γ(X, A) and A n = Γ(X, A n ). If M is an A n -module then, thinking of A n and M as constant sheaves on X, we define
As in the commutative case, we have:
Assume that X is affine and let A = Γ(X, A). Let M be an A-module. We define
We remark that if {M n } is an inverse system of sheaves, then lim ←− n M n is defined to be the sheaf U → lim ←− n Γ(U, M n ); there is no need to sheafify. In particular, Γ(X, lim ←−
We may now define the two classes of modules that play a role in this paper:
Definition 3.10. Let M be an A-module.
(1) M is said to be coherent if it is -complete and each M n is a coherent A n -module.
(2) M is said to be quasi-coherent if it the union of its coherent A-submodules.
The category of all coherent, resp. quasi-coherent A-modules is denoted A-coh, resp. A-qcoh. The proof of the following is based on [AW, Theorem 5.5 ].
Proposition 3.11. Assume that X is affine. Then Γ(X, −) defines an exact equivalence between A-coh and the category A-mod of finitely generated A-modules, where
Proof. As for any localization theorem, the proof has three parts. First, we show that Γ is exact on A-coh. Then, we show that Γ(X, M ) is a finitely generated A-module, for all M ∈ A-coh. Finally, we show that M is generated by its global sections. Let M n = Γ(X, M n ) and M = Γ(X, M ). Since the A n -module n−1 M / n M is a submodule of the coherent A n -module M n , it is coherent, and hence Proposition 3.9 implies that the cohomology groups H i (X, n−1 M / n M ) are zero for all i = 0. Therefore, we have surjective maps M n → M n−1 → · · · . Therefore, the inverse system {M n } n satisfies the Mittag-Leffler condition and hence [EGAIII, Proposition 13.3 .1], together with the fact that M is assumed to be complete, implies that [Be, Lemma 3.2.2] , the fact that each M n is a finitely generated A n -module implies that M is a finitely generated A-module.
The fact that Γ is exact implies that M n = M/ n M . Therefore, by Proposition 3.9,
Finally, to show that this is the same as
Then, we get the usual commutative diagram
so the result follows from the Five Lemma and the fact that (A m ) ∆ = (A) m , which in turn is a consequence of the fact that mircolocalization is an additive functor.
Remark 3.12. It is clear that, under the identification of the proposition, if U ⊂ X is an inclusion of affine opens, the restriction functor
Corollary 3.13. Let M ∈ A-coh and U ⊂ X an affine open set. Then,
∆ , where M is a finitely generated Γ(U, A)-module.
Lemma 3.14. Let M be an A-module. The following are equivalent:
(1) M is coherent.
(2) M is locally finitely presented.
(3) M is locally finitely generated.
Proof. 1) implies 2). Let U be an affine open subset of X and M = Γ(U, M ). Then, M is finitely generated. Since A is Noetherian, it is actually finitely presented and hence there is sequence
The functor ∆ is an equivalence on A-mod, hence we have
The module ker φ is a submodule of the coherent A-module A m | U . Therefore the ArtinRees lemma implies that the filtrations { n ker φ} and {(ker φ) ∩ ( n A m )} are comparable. Hence lim
Recall that a C[[ ]]-module is flat if and only if it is torsion free. The following is a consequence of [Yak, Theorem 5.6 ].
Lemma 3.15. Let M be a -adically complete and -flat A-module.
Based on Lemma 3.15, a A-module M is said to be -adically free if it is -adically complete and -flat. At the other extreme, an A-module M is said to be -torsion if, for each p ∈ X, there exists an affine open neighborhood U of p and N ≫ 0 such that N · Γ(U, M ) = 0. Since X is assumed to be quasi-compact, this is equivalent to requiring that N · M = 0 for N ≫ 0. We define A-coh tor be the full subcategory of A-coh consisting of all -torsion sheaves.
Equivariant Algebras and Modules.
Terminology 3.16. Let T be a torus, i.e., T is isomorphic to G n m for some n. We recall that a representation M of T is pro-rational if it is the inverse limit of rational T-modules. Fix a character χ of T and let T act on
Let (X, ω) be an affine symplectic variety with G m -action. Assume that m * t ω = χ(t)ω for all t ∈ T. A finitely generated A-module is said to be T-equivariant (or just equivariant) if it is a pro-rational T-module such that the multiplication map
The category of all finitely generated, equivariant A-modules is denoted (A, T)-mod and the corresponding ind-category is (A, T)-Mod. The morphisms in these categories are equivariant. Proof. Nakyama's lemma implies that if V is any subspace of M whose image in M/ M generates M/ M , then V generates M . As noted in [GL, Section 5.2 .1], each M n is a rational T-module and M is the inverse of these T-modules. Since T is reductive, we may fix T-equivariant splittings M n = K n ⊕ M n−1 such that K n is the kernel of M n ։ M n−1 . This implies that M = n K n as a T-module. Hence, if we choose a finite-dimensional T-submodule
3.5. Equivariant DQ-Algebras and Modules. We maintain Terminology 3.16. Let (X, ω) be any smooth symplectic variety with T-action: assume m * t ω = χ(t)ω for all t ∈ T. Definition 3.20. A deformation quantization A of X is said to be T-equivariant if it is equipped with the structure of a T-equivariant sheaf of algebras, with T acting on C[[ ]] as in Terminology 3.16, so that the T-action on each A n is rational.
A coherent A-module M is T-equivariant if it comes equipped with a T-equivariant structure making each M n a T-rational A n -module. The category of T-equivariant coherent A-modules is (A, T)-coh.
Proposition 3.21. Assume that X is affine. Then Γ(X, −) defines an exact equivalence between (A, T)-coh and the category (A, T)-mod of finitely generated T-equivariant A-modules, where
Proof. This is immediate from Proposition 3.11.
3.6. Support. Let M be an A-module. Then Supp M denotes the sheaf-theoretic support of M i.e. it is the set of all points x ∈ X such that M x = 0.
is a closed subvariety of X.
Proof. Since both notions of support are local, we may assume that X is affine and set M = Γ(X, M ), A = Γ(X, A) and R = A/ A.
As noted in section 3.2, it follows from [VS, Theorem 4 .2] that the claim is true when M = A. Since M is finitely generated we may, by Lemma 3.14, fix a finite presentation A n → A m → M → 0 of M . Then, the claim follows from the fact that Q µ f (−) is exact on finitely generated A-modules and the five lemma applied to the diagram
This completes the proof of the claim.
For each f ∈ R, the short exact sequence 0 Lemma 3.24. Let U be a T-stable open subset of X and M n a coherent T-equivariant A n | U -module.
(1) The A n -module j * M n is quasi-coherent, where j : U ֒→ X.
(2) There exists a coherent T-equivariant
The analogous result for A-modules plays a key role in our proof of Theorem 1.5.
Proposition 3.25. Let U be a T-stable open subset of X and f : N → M a homomorphism of coherent T-equivariant A| U -modules. Then there exist a homomorphism of coherent T-equivariant
with f . Moreover, we may assume that N ′ , M ′ have no submodules supported on the complement X\U .
Proof.
M n and each M n is a coherent A n | U -module. The analogous statements hold for N . Write f n : N n → M n for the reduction of f .
First, we assume that X is affine. Let j : U ֒→ X be the embedding. For each n, let j * M n , j * N n denote the usual (quasicoherent) direct images. Note that, for any n ≥ m, j
m+1 ), and similarly for N ; it follows that j * M n → j * M m is surjective (and similarly for N ).
By induction on n, we will construct coherent, T-equivariant A n -submodules
(1) Under the induced map r n : j * M n → j * M n / n = j * M n−1 , we have r n (H n ) = H n−1 , and similarly for G and N .
(2) The following diagram is commutative:
and similarly for G and N .
For n = 0, it is standard that we can choose a coherent T-equivariant A 0 = O X -submodule H 0 of j * M 0 whose restriction to U equals M 0 ; moreover, for any choice of coherent extension G 0 ⊂ j * N 0 , H 0 can be chosen to contain the image of G 0 under j * (f 0 ).
By way of inductive hypothesis, suppose given T-equivariant, A n -coherent subsheaves G n−1 ⊆ j * N n−1 and H n−1 ⊆ j * M n−1 satisfying (1)-(3) above. Let G ′ n be the preimage of G n−1 under the quotient map j * N n → j * N n−1 ; it is T-equivariant and its restriction to U equals N n . Let S(N ) denote the set of all coherent, T-equivariant submodules of G ′ n whose image in G n−1 is the whole of G n−1 ; since X is affine, the set S(N ) is non-empty. Note that if m is a section of N n−1 defined on a principal, T-stable open subset D(f ) of X contained in U , then there exists some N ≫ 0 and g ∈ Γ(X, A n ) such that f N is the symbol of g and g ·m extends to a section of G ′ n . Since U has a finite open cover by such affines D(f ) and N n | D(f ) requires only finitely many generators, this implies that there exists some G n ∈ S(N ) such that G n | U = N n . By construction, G n is T-equivariant and coherent and satisfies (1) and (2) above.
We next construct H n ⊂ j * M n so that j * (f n )(G n ) ⊂ H n . To do this, define H ′ n analogously to G ′ n in the previous paragraph, and note that j * (f n )G n ⊆ H ′ n is coherent. Thus, defining S(M ) to be the set of set of all coherent, T-equivariant submodules of H ′ n that contain j * (f n )(G n ) and whose image in H n−1 is the whole of H n−1 , we similarly find that S(M ) is nonempty and indeed contains an element H n for which j * H n = N n . This completes the inductive step. We now set G = lim
By construction, we also have an induced map j * (f ) : G → H which, on restriction to U , agrees with f . Also by construction, G and H are T-equivariant A-modules whose restrictions to U are isomorphic to N , M . Unfortunately, the fact that each G n , H n is a coherent A n -module is not enough to imply that G , H are coherent. Thus, we need to find coherent submodules N ′ ⊆ G , M ′ ⊆ H whose restrictions to U equal N , M and so that j * (f )(N ′ ) ⊆ M ′ . We argue as in the proof of [KS2, Lemma 1.2.14]. The A 0 = O X -module G 0 is coherent and T-equivariant. Therefore, since X is affine, there exists a finite dimensional T-representation V and equivariant surjection L := A ⊗ C V ։ G 0 . As in the proof of loc. cit. this gives a projective system of morphisms {L → G n } n . Hence we get a morphism L → G . However, unlike in loc. cit., the morphisms L → G n are not in general surjective. Let
† → H , and let M ′ denote its image in H . Repeating the argument of the previous paragraph, we find that M ′ is also coherent, M ′ | U = M , and the induced map
′ agrees with f upon restriction to U . Thus, we have proven the proposition in the case when X is affine.
In general, we fix a finite, affine, T-stable open cover {X i } i=1,...,k of X (one exists by [Su] ). Let
Then, there exists an extension of f :
compatibly with the homomorphisms f , the sheaves glue to give a T-equivariant homomorphism of coherent A| Ui+1 -modules. Let Z = X\U . For the final statement of the proposition, it suffices to note that the presheaf
is actually an A-submodule of M ′ (in particular it is a genuine sheaf), and similarly for N ′ ; and that the submodules supported on Z form a subcategory closed under quotients.
Corollary 3.26. The restriction functor
is full and essentially surjective. It restricts to a full and essentially surjective functor
3.8. W-Algebras and Good Modules. Let A be a T-equivariant DQ-algebra on X. Then, W :
] is a sheaf of C(( ))-algebras on X, it is the W-algebra associated to A. Base change defines a functor (A,
it is a T-lattice if it is a T-equivariant coherent module. The category of all T-equivariant W U -modules that admit a (global) T-lattice is denoted (W U , T)-good and we refer to a module in this category as a good (T-equivariant) W U -module. Recall that (A U , T)-coh tor denotes the full subcategory of (A U , T)-coh consisting of all -torsion sheaves.
Proposition 3.27. The category (A U , T)-coh tor is a Serre subcategory of (A U , T)-coh and we have an equivalence of abelian categories
Corollary 3.28. For any T-stable open sets U
• ⊆ U ⊆ X:
(1) The functor j * : (W U , T)-good −→ (W U • , T)-good is full and essentially surjective. (2) j * induces an equivalence:
Proof. The first assertion is immediate from Corollary 3.26. The second follows immediately from the fact that the kernel of j * consists exactly of those modules supported on U U • .
The Ind-category of (W, T)-good is denoted Qcoh(W, T), or Qcoh(W) if T is understood from context; we call it (abusively) the quasicoherent category. We say a quasicoherent object has support in a closed subset K ⊂ X if one can write M = lim −→ M i where each M i is good and has support in K. We write Qcoh(W) K for the full subcategory whose objects have support in K.
Recall (for example, from [KS1] ) that a full subcategory of a Grothendieck category is called localizing if it is closed under subobjects, quotients, extensions and small inductive limits.
) is full and essentially surjective and induces an equivalence
Moreover, j * admits a right adjoint j * :
Proof. Fullness and essential surjectivity are immediate from the previous corollary. The existence of a right adjoint follows since the kernel of j * , i.e., the subcategory of modules supported on U U • , is a localizing subcategory.
3.9. Holonomic Modules. By Gabber's theorem, the support of any good W-module has dimension at least dim X/2. A good W-module is said to be holonomic if the dimension of its support is exactly dim X/2. The category of holonomic W-modules is denoted W-hol. The theory of characteristic cycles implies that: Lemma 3.30. Let M be a holonomic W-module. Then, M has finite length.
A W-module M is said to be regular holonomic if there exists a lattice M ′ of M such that the support of M ′ / M ′ is reduced. The category of regular holonomic W-modules is denoted W-reghol.
3.10. Equi-dimensionality of Supports. In this subsection we note that the analogue of the Gabber-Kashiwara equi-dimensionality theorem holds for W-algebras. First, given a coherent Amodule M , the sheaf n≥0 n M / n+1 M is a coherent O X [ ]-module. Therefore, its support is a closed subvariety of X × A 1 , which we will denote Supp M .
Lemma 3.31. Let p : X × A 1 → X be the projection map. Then, Supp M = p Supp M .
Proof. Since M is coherent and support is a local property, we may assume that X is affine and set M = Γ(X, M ), an A = Γ(X, A)-module. Both Supp and Supp are additive on short exact sequences, therefore the sequence 0 → M tor → M → M t.f. → 0 implies that we may assume that M is either -torsion or -torsion free. Let dim X = 2m. The analogue of the Gabber-Kashiwara equi-dimensionality theorem reads Theorem 3.32. Let M be a good W-module. Then, there exists a unique filtration
Proof. We fix a lattice M ′ of M , it is a coherent torsion-free A-module. We will show that the analogue of the above statement holds for
is independent of the choice of lattice. The uniqueness property actually implies that the statement will hold globally on X if it holds locally, therefore we may as well assume that X is affine and set M ′ = Γ(X, M ′ ). Since M is -torsion free, the proof of Lemma 3.31 shows that SuppM = SuppM × C. Then, noting this fact, the required result is [Gi, Theorem V8] .
Therefore, it suffices to show that D i (M ) is independent of the choice of lattice. Let M ′′ be another choice of lattice and N ≫ 0 such that
. By symmetry, we have
As a corollary of the theorem, we can strengthen our extension result. Again, let T be a torus. Proof. Let N be a lattice of M . By Proposition 3.25, there exists a coherent T-equivariant Amodule N ′ such that N ′ | U = N . Replacing N ′ by its torsion free quotient, we may assume that N ′ is torsion free and set
If M is assumed to be simple then there is some simple subquotient of M ′ whose restriction ot U is isomorphic to M . In order to show uniqueness of the extension, let M 1 and M 2 be two simple extensions of M . Denote by j the open embedding U ֒→ X and by j • the naive sheaf-theoretic pushforward. Then the canonical adjunction M i → j • M is an embedding because it is an isomorphism over U (and hence non-zero) and M i is assumed to be simple. Therefore
Remark 3.34. Let M be a simple W-module or a primitive quotient of W. Then Theorem 3.32 implies that the support of M is equi-dimensional. A proof of the analogous result in the setting of localization via Z-algebras was recently given in the paper by Gordon and Stafford [GS] .
Quantum Coisotropic reduction
In this section we consider the process of quantum coisotropic reduction. Our main result is that quantum coisotropic reduction can be used to prove an analogue of Kashiwara's equivalence for DQmodules supported on a coisotropic stratum. At the end of the section we consider W-algebras on a symplectic manifold X with an elliptic G m -action such that Y = X Gm is connected. We show that Qcoh(W) is equivalent to the category of quasi-coherent shaves for a sheaf of filtered O Y -algebras quantizing X. These filtered O Y -algebras behave much like the sheaf of differential operators on Y .
Notation 4.1. Throughout the remainder of the paper, W-good and Qcoh(W) will denote the category of good, G m -equivariant W-modules and the Ind-category of good, G m -equivariant W-modules respectively. Moreover, all W-modules that we consider will be assumed to be G m -equivariant.
Quantum Coisotropic Reduction (Local Case).
We maintain the notation and conventions of Sections 2 and 3.
Thus, let R be a regular affine C-algebra equipped with a Poisson structure {·, ·} making X = Spec(R) into a smooth affine symplectic variety. We assume in addition that R comes equipped with a G m -action for which the Poisson structure has weight −ℓ.
Let A be a deformation-quantization of R, equipped with an action of G m that preserves the central subalgebra C[[ ]] ⊂ A and has as a weight vector. The quotient map ρ : A → R is equivariant. The fact that the Poisson bracket {−, −} on R is graded of degree −ℓ implies that has weight ℓ. Let J be the left ideal generated by all homogeneous elements in A of negative degree.
As in Section 2.4 we have I = ρ(J), the ideal in R generated by all homogeneous elements of strictly negative degree. We write C = Spec(R/I), a closed coisotropic subvariety of X. We write Y = C G m , the G m -fixed locus of the coisotropic subset C. As in Section 2.4, we also assume that Y has been shrunk suitably so that the affine bundle ρ : C → Y of [BB] splits equivariantly,
where V is isomorphic to a vector space with G m -weights lying in [−ℓ, −1] and Z is isomorphic to a vector space with G m -weights less than −ℓ.
Notation 4.2. Let R denote the completion of R with respect to the ideal I, and A the completion of A with respect to the two-sided ideal K := ρ −1 (I).
Lemma 4.3. Let A be as above.
(1) The algebra A is flat over A and Noetherian.
(2) If M is a finitely generated A-module then lim
(3) The algebra A is -adically free and A/ A ≃ R. (4) The algebra A is an equivariant quantization of R with the Poisson structure on R induced from the Poisson structure on R.
Parts (1) and (2) of the lemma have also been shown by Losev [L2] using a different argument.
Proof. Take u 1 = and let u 2 , . . . , be arbitrary lifts in A of a set of generators of I; these form a normalizing sequence of generators as defined in [MR, Theorem 4.2.7] , and hence by that theorem the ideal K satisfies the Artin-Rees property in A. Then the proofs of [Ei, Lemma 7.15 and Theorem 7.2b ] apply also in the non-commutative case to imply that A is flat over A. The fact that A is Noetherian follows from part (3) which implies that gr A ≃ R[ ], a Noetherian ring. Therefore we need to establish that A/ A ≃ R and that A is a complete, flat -module. By Lemma 3.2, and using the fact that inverse limits commute, we have
which implies that A is -adically complete. By part (1), A is A-flat, hence a fortiori it is -flat. Consider the short exact sequence
is surjective, the inverse system A+K n K n n satisfies the Mittag-Leffler condition. Therefore, we have
where the final equality follows from the fact that ∈ K and hence (K n + A)/ A equals I n . The only thing left to show, in order to conclude that A is a quantization of R, is that the Poisson bracket on R coming from A equals the Poisson bracket on R coming from the fact that it is a completion of R. To see this, we note the following well-known properties of algebras:
Sub-Lemma 4.4.
(1) Suppose that A → B is a filtered homomorphism of almost-commutative filtered algebras.
Then the induced map gr(A) → gr(B) is a Poisson homomorphism. (2) Suppose that φ : R → S is a continuous homomorphism of topological algebras and φ(R)
is dense in S. Suppose R is equipped with a Poisson structure. Then there is at most one continuous Poisson structure on S making φ a Poisson homomorphism.
Applying part (1) of the sub-lemma to A → A shows that the Poisson structure on R induced from A makes R → R a Poisson homomorphism. Part (2) then implies that this Poisson structure must agree with the Poisson structure on R induced from R. Lemma 4.3(4) follows.
4.2. The total space of the normal bundle N X/C has a canonical symplectic structure of weight ℓ. Choosing homogeneous bases z and w as in Theorem 2.6, the symplectic form on N X/C is given by
Moyal-Weyl quantization of the ring of functions F on the formal neighborhood T * V of V in T * V . We write C for the formal neighborhood of C in N X/C ; recall that, as in Section 2.4, this is equivariantly isomorphic (though non-canonically) to the formal neighborhood of C in X. Let Ω (1) Every derivation of R is continuous, i.e., . Similarly, we have Θ C = i * Θ N X/C . Thus the nondegenerate Possion structure on N X/C defines an isomorphism
The differential on the complex Ω * ,cts C is defined as in section 7 of [H2, Chapter I] . Thus, the fact that we have an isomorphism of complexes ∧ * Θ C ≃ Ω * ,cts C follows from the corresponding isomorphism
for N X/C due to Lichnerowicz (cf. [DZ, Theorem 2.1.4 
]).
Remark 4.6. Unlike for vector fields, we have Ω
1,cts C
= Ω 1 C : indeed, the latter is not coherent over C. As in Section 2.4 we let C → S denote the coisotropic reduction of C (though in our present, affine, setting the symplectic quotient is denoted S ′ in that section); as in loc. cit., this projection has a section ν : S ֒→ C. Let z : C ֒→ C be the embedding of the zero section and write j = z•ν : S ֒→ C for the composite embedding. This is a closed immersion of formal Poisson schemes. Hence, restriction defines a morphism j −1 ∧ * Θ C → ∧ * Θ S . Similarly, functorality of the de Rham complex implies that we have a morphism j −1 Ω * ,cts C
→ Ω * S . These form a commutative diagram
Lemma 4.7. The morphism of complexes j −1 Ω * ,cts C
→ Ω * S is a quasi-isomorphism. Hence, the de Rham cohomology groups H 2 DR (C) and H 2 DR (S) are isomorphic. Proof. We factor j −1 Ω * ,cts C
→ Ω *
S is a quasi-isomorphism. That the first is a quasi-isomorphism is Proposition 1.1 in Chapter II of [H2] . Since C = S × V and V ≃ A m is contractible, the second morphism is a quasi-isomorphism.
Now we would like to use the above results to relate quantizations of C to quantizations of S. To accomplish this, we shall use some results of Bezrukavnikov and Kaledin [BK] on period maps for quantizations. Their results are stated only for algebraic varieties, but they apply without essential change to smooth formal schemes as well. Since the results of this section are by now quite standard, and have also been summarized very well in [L3] , where the details of compatibility with G m -actions are also examined, we shall content ourselves with a very terse recollection.
To describe the results of [BK] , we first recall the notion of a Harish-Chandra torsor on X (see also page 1227 of [L3] for more details): suppose that G is a (pro-algebraic) group with Lie algebra g and that h is a Lie algebra such that g ⊂ h. Suppose further that h is equipped with an action of G whose differential agrees with the adjoint action of g on h. Then the pair (G, h) is known as a Harish-Chandra pair. A Harish-Chandra torsor for (G, h) is a pair (M, θ), where M is a G-torsor on X and θ is an h-valued flat connection on M (the notions of torsor and flat connection are defined for (formal) schemes exactly as they are in usual differential geometry).
A symplectic variety comes equipped with a canonical Harish-Chandra torsor, defined as follows: let A denote the algebra of functions on a symplectic formal disc. Then the group of symplectomorphisms Aut(A) of A is naturally a pro-algebraic group. Furthermore, the Lie algebra of Hamiltonian derviations of A, denoted H, is a pro-Lie algebra and (Aut (A) , H) is a Harish-Chandra pair. Then the Harish-Chandra torsor M symp (X) is defined to be the pro-scheme parameterizing all maps Spec(A) → X which preserve the symplectic form. Now, let D denote the (unique) quantization of a 2n-dimensional formal disc over C. Then the group of automorphisms Aut(D) comes with a natural pro-algebraic group structure; similarly, the Lie algebra of derivations Der(D) is naturally a pro-Lie algebra making Aut (D) , Der(D) a HarishChandra pair; we note that the map "reduction mod " gives a morphism of Harish-Chandra pairs Aut (D) 
, Der (D) to be the set of all isomorphism classes of Aut (D) , Der(D) -torsors on X which are liftings of M symp ; i.e., those torsors equipped with a reduction of structure group to Aut (A) , H such that the resulting Aut(A), H -torsor is isomorphic to M symp .
It is shown in [BK, §3] that there is a natural bijection Loc :
, where the right-hand side denotes the set of all isomorphism classes of quantizations of X. This bijection respects the G m -action on both sides, and hence it can be checked that it induces a bijection between equivariant quantizations and H 1 Msymp Aut (D) , Der (D) Gm .
Now the non-Abelian cohomology group admits a natural "period map"
which moreover restricts to give a map Per :
In good situations, such as when H i (X, O X ) = 0 for i = 1, 2, this equivariant period map is an isomorphism. We thus have the following classification:
Theorem 4.8. Let X be a smooth symplectic affine algebraic variety or formal scheme, with an elliptic action of G m (assumed to be pro-rational if X is formal). We let Q Gm (X) denote the set of isomorphism classes of G m -equivariant quantizations of X. Then there is a natural bijection
. To relate quantizations of C to quantizations of S we may thus relate the corresponding HarishChandra torsors: given a Harish-Chandra torsor on S and a Harish-Chandra torsor on T * V , the external product defines a new Harish-Chandra torsor on S × T * V ≃ C. If we suppose that these Harish-Chandra torsors are liftings of M symp (S) and M symp ( T * V ), then under the map Loc, this external product of torsors corresponds to taking a quantization B of S and associating to it the quantization B ⊗ D on C. On the other hand, the map Per is constructed by associating, to a HarishChandra torsor which is a lifting of M symp , a certain canonical cohomology class associated to the lifting. From this is follows that the map Q(S)
DR (C) associated to the inclusion S → C. Since this has been shown to be an isomorphism above, we have shown: Proof. Clearly we have J ′ ⊆ J. In order to get the opposite inclusion, let a ∈ J be any element; since J is generated by homogeneous elements, it suffices to assume a is homogeneous. Recall that ρ : A → R is the projection. Since ρ(J) = I = Ru, we may write
for some homogenous elements {a i }, and we may select these elements so that deg( a i y i ) = deg(a) < 0. But since deg( ) = ℓ, we have that a ′ 1 = a 1 for some a 1 of strictly smaller degree than a; evidently a 1 is again in J J ′ . We may repeat this process to find a ′ 2 = a 2 , etc. But now if we look at these equations in the finitely generated left A-module N = J/J ′ , we see that we have a sequence a = a 1 = 2 a 2 = . . . . But this implies that n≥0 n N is nonzero; which contradicts the fact that N is h-complete and hence separated. To see the last statement, note that the first statement shows that the image of the natural map J/ → A/ = R is precisely I. Then the statement follows from applying the functor M → M/ to the short exact sequence J → A → A/J. 4.4. We require the following result, which is Lemmata 1.2.6 and 1.2.7 of [KS2] .
Lemma 4.11. Let L be a finitely generated, free A-module and N a submodule. Then, 
Claim 4.13. We have
Proof of Claim.
Consider the expansion of (J + A) n . Since is central, a term of this expansion containing i copies of A equals i J n−i A. Multiplying JA + A = J + A on the left by i J n−i−1 implies that
On the other hand, Lemma 4.11 says that
This completes the proof of Claim 4.13.
Returning to the proof of Proposition 4.12, the second assertion will now follow from the fact that A/ J is -flat. By Lemma 4.10, Proposition 4.14.
( , we may assume that the elements w 1 , . . . , w m of u are coordinate functions on V * . Write L := D/ Du. It is standard for a cyclic left module S/P over a ring S that End S (S/P ) ∼ = {q ∈ S/P |P q ⊆ P }; it is also standard that {f ∈ D/Du | u · f = 0} ∼ = C[[ ]] (and in any case this can be computed, by hand, inductively using the Moyal-Weyl product).
Letting z i denote the dual coordinates on V as in Theorem 2.6, we get an identification
with Moyal-Weyl product * satisfying
It follows from Lemma 4.10 that the natural composite
is an isomorphism of vector spaces: via the vector space isomorphism of (4.5) and the formulas above, we can write any element of D as I,j f I,j (z) * w I j , and then those terms with nonconstant w I vanish in L. Under this identification, for f (z) ∈ L, we have (4.6)
denote the Koszul complex of C as a Sym(u)-module, and let
It is then evident from (4.6) that the identification
→ L intertwines the Koszul differential and times the de Rham differential, thus yielding, when is inverted,
, which proves the i > 0 part of (1).
(2) Again, we have
where the last isomorphism follows by adjunction as before. Let d B denote the Koszul differential on this completed tensor product and d the Koszul differential on 
Thus, Ext
reducing the assertions of part (2) to part (1).
For any
s > 0, let A s = A/ s A and let A J = lim ←− n A/J n .
Even though J is only a left ideal of
A, we can form the Rees algebra Rees J (A) = n≥0 J n , with the obvious multiplication. We shall abuse notation and denote by J the left ideal generated by the image of J in A s .
Lemma 4.15.
(1) The inclusion J n ⊂ K n induces an isomorphism of complete topological algebras A J ∼ → A. (2) The Rees algebra Rees J (A s ) is (both left and right) Noetherian.
n−s for all s, n > 0. Therefore the filtrations {K n } n and {J n } n of A s are comparable and the canonical morphism lim
A s /K n is an isomorphism. Thus, commutativity of limits implies that
Part 2). Since A s is finitely generated and nilpotent, we may choose a finite dimensional vector subspace n of A s which is bracket closed and generates A s as an algebra; enlarging n if necessary, we may suppose J ∩ n = n 1 is a lie subalgebra which generates J as an ideal. Then n is a nilpotent Lie algebra, and we have a surjection U (n) → A s . Further, we have the subalgebra U (n 1 ); the image of its augmentation ideal in A s is J. Thus the claim is reduced to showing the following: let n 1 ⊂ n be nilpotent Lie algebras, and let a be the left ideal of U (n) generated by n 1 ; then Rees a (U (n)) is Noetherian. But this is a standard argument, see for instance [Sk] .
Part 3). This is a non-commutative analogue of [Ei, Theorem 7.2] . If M ′ is a submodule of M , then the argument given in the proof of Lemma 7.15 of loc. cit. shows that the claim reduces to showing that the morphism
is an isomorphism. This will be an isomorphism if, for each s, n ≥ 1, there exist
By Lemma 3.2 (2), the Rees algebra Rees A (A) is Noetherian. Therefore, there exists some s 0 such that
Since we have shown in Part 2) that the Rees algebra Rees J (A s+s0 ) is Noetherian, the usual Artin-Rees argument shows that there exists some N ≫ 0 such that
as required. 
Therefore, claims (1) and (2) of the theorem follows from Lemma 4.14. By Proposition 4.12, A/J is -flat, or equivalently -torsion free. Since it is finitely generated over A, it is also -complete. Therefore, [KS2, Corollary 1.5.7 ] says that it is cohomologically complete. By 4.10, (A/J)/ (A/J) ≃ R/I and hence is a free T -module. Thus, [KS2, Theorem 1.6.6] implies that A/J is a faithfully flat B-module.
], a W-algebra. By base change, Theorem 4.17 implies:
Corollary 4.18. The algebra
is a W-algebra, and Ext
4.7. Equivariant Modules. We maintain the notation and assumptions of the prior subsections of Section 4. In particular, X = Spec(R) is a smooth affine symplectic variety with G m -action and with coisotropic subvariety C = Spec(R/I), where I is generated by all homogeneous elements of negative degree. Moreover, A is a deformation-quantization of R, and
We have a symplectic quotient C → S, also assumed affine, and B is a deformation-quantization of C[S].
Definition 4.19. The full abelian subcategory of (A, G m )-mod consisting of all modules supported on C is denoted (A, G m )-mod C . The full abelian subcategory of (W, G m )-good consisting of good W-modules supported on C is denoted by (W, G m 
We define a filtration on a finitely generated, equivariant A-module by letting
By induction on n, the exact sequence
4.8. Quantum Coisotropic Reduction: Affine Case. We maintain the notation of Section 4.7.
. By Theorem 4.17, we can define an adjoint pair (H ⊥ , H) of functors
The functors H, H ⊥ clearly preserve the subcategories of -torsion modules, and in particular by Proposition 3.27 they thus induce a well-defined adjoint pair of functors
for which
Theorem 4.21. The functors H, H ⊥ of (4.8) are exact, mutually quasi-inverse equivalences of abelian categories. Next, we show:
To prove the claim, we observe that the global dimensions of B and W S are finite, and therefore we prove, by induction on the projective dimension of N ∈ (B, G m )-mod, that:
When N is a finitely generated projective B-module, the assertions are immediate from Corollary 4.18. So we may assume that assertions (a) and (b) hold for all modules F with projective dimension less than p.d. B N . Fix a presentation 0 → F → B k → N → 0, so that the projective dimension of F is less than the projective dimension of N . Since H ⊥ is exact we get an exact sequence
Inverting and using the inductive hypothesis that assertion (b) holds for F , we get a short exact sequence
Assertion (a) for F and B k then implies assertion (a) for N . Similarly, it follows, by continuing the exact sequence (4.9), from assertion (b) for B k and F that Ext Finally, we need to show:
] is a lattice. Taking kernels and cokernels gives
Applying H and localizing gives
This implies that H(E)[
−1 ] = 0 and hence H(E) is -torsion. But by Remark 4.22, H ⊥ (H(M )) is -torsion-free, hence so is E, hence again by the remark so is H(E); this implies that H(E) = 0. But H is conservative, so E = 0. Thus, we have
Again, applying H, localizing, and using assertion (b) above to obtain that the extension group Ext
] is zero, we get an exact sequence
tf denote the quotient of E ′ by its -torsion submodule. Using the exact sequence
) and that the left-hand and right-hand terms are -torsion, together with Remark 4.22, we conclude that
Since H is conservative, E ′ tf = 0, and thus E ′ is a torsion module. The claim follows. This completes the proof of the theorem. 4.9. Quantum Coisotropic Reduction: Global Case. In this section, we fix a connected component Y of the fixed point set of X and let C ⊂ X denote the set of points converging to Y under the elliptic G m -action. We assume that C is closed in X. Let W X -good C denote the category of G m -equivariant, good W X -modules supported on C.
Lemma 4.25. There exists an affine open covering {U i } i∈I of X such that
Proof. Recall that X = j C j . We order the strata C j such that i≥j C i is open in X for all j. The proof is by reverse induction on j. To begin with we assume that X = C 1 . Choose an affine open covering {V i } of Y 1 and let U i be the set of points in X limiting to some point of V i . By [BB] , U i is affine and is clearly G m -stable. Now we do the general case. By induction, we may assume that j>1 C j has a covering {U i } i∈I satisfying all the listed properties. Replacing X by X\(Y 2 ∪ · · · ∪ Y k ), we may assume that Y 1 is precisely the set of fixed points in X. Fix p ∈ Y 1 . By Corollary 2* of [Su] , there is a G m -stable affine open subset U of X containing p. Assumptions (1) and (2) Proof. Let {U i } i∈I be a G m -stable open cover of X satisfying the properties of Lemma 4.25. Since C is assumed to be closed in X, we may assume moreover that C ∩ U i = ∅ implies that the limit of x ∈ C ∩ U i belongs to U i . It suffices to construct a sheaf J i on each U i , together with a natural identification on over-laps U i ∩ U j . If U i ∩ C = ∅ then we set J i = A. If U i ∩ C = ∅, then J i is defined to be the coherent sheaf associated to the left ideal of Γ(U i , A) generated by all homogeneous sections of negative degree. In each case, J i is a subsheaf of A| Ui . Therefore, it suffices to show that
If U i ∩ C = U j ∩ C = ∅ there is nothing to prove. Therefore, we assume that
. The argument being symmetric in i and j and applying to all G m -stable affines in an open cover of U i ∩ U j , we get
Finally, assume U i ∩ U j ∩ C = ∅. Since U i ∩ U j is affine, it suffices to show that J i | Ui∩Uj = J i,j , where J i,j is the left ideal in A i,j := A| Ui∩Uj generated by negative sections. Noting that J i | Ui∩Uj is clearly contained in J i,j , we have
By Proposition 4.12, A i,j /J i,j is -flat, therefore tensoring by C[[ ]]/( ), and applying Lemma 2.4 we get 0
Let us recall that π : C → S denotes the morphism of symplectic reduction. Since the sheaf A/J is supported on C, we shall denote the sheaf restriction i −1 (A/J ) simply by A/J . Under this convention, we have:
Proof. This is a local statement. Therefore, the proposition follows from Corollary 4.18.
; by Proposition 4.27, W S is a W-algebra on S. As we did in the affine setting in Section 4.8, define an adjoint pair (H ⊥ , H) of functors of DQ-modules by (4.10)
As in the affine setting, these functors preserve -torsion modules and thus descend to an adjoint pair on the W-module categories defined by
where M ′ , respectively N ′ , is a choice of lattice in M , respectively N .
Theorem 4.28. The adjoint functors (H ⊥ , H) defined by (4.11) form a pair of exact, mutually quasi-inverse equivalences of abelian categories Proposition 4.29. Let M ∈ W X -good C and N ∈ W S -good. Then
Proof. Since support is a local property, we may assume that S ֒→ C = S × V ։ S. Let N be the global sections of a lattice for N . Since H is an equivalence it suffices to show that Supp H ⊥ ( From this, both claims are clear.
We recall that a holonomic W X -module M is said to be regular if it admits a lattice M ′ such that the support of the O X -module M ′ / M ′ is reduced. Proposition 4.29 implies that the functors H and H ⊥ preserve both holonomicity and regular holonomicity:
Corollary 4.30. The functor H restricts to equivalences
Proof. The first claim follows directly from Proposition 4.29.
For the second claim, we may assume given a regular lattice. Then it suffices to check that applying either functor of DQ-modules yields again a regular lattice; moreover, this can be checked locally. We thus revert to the affine setting of Section 4.8. Suppose first that M is an -torsion-free A-module for which M/ M has reduced support. We use the following variant of Lemma 7.13 of [McN] , whose proof is identical.
Lemma 4.31. Let R be a Noetherian, flat C[t]-algebra (in particular, C[t] is central in R). Suppose that M is an R-module of finite type and N
• is a complex of C[t]-flat R-modules. Then for any a ∈ C,
Then by the lemma we have Hom
The support of the last module is the scheme-theoretic intersection of C with Supp(M/ M ), but since the latter is set-theoretically contained in C and is assumed to be reduced, this intersection is reduced. Since C[S] ⊂ R/I, the annihilator of Hom R (R/I, M/ M ) in C[S] is thus also a radical ideal, as required.
Suppose, on the other hand, that N is a B-module with N/ N reduced; we must show that A/J ⊗ N is also regular. For this we note the equality
which follows from standard base-change identities. If we view the right hand side as a module over R/I, then it follows that (N/ ) and since the map T → R/I is (locally) an inclusion of polynomial rings, we have that ann C[S] (N/ ) is reduced implies ann R/I ((R/I) ⊗ C [S] (N/ )) is reduced. Finally, we have that the annihilator of (R/I) ⊗ C [S] (N/ ) as an R-module is the pre-image under R → R/I of the annihilator as an R/I-module. The result follows because I ⊂ R is a generated by a regular sequence.
4.11. Filtered Quantizations. Using Theorem 4.28 we can reduce the study of equivariant modules supported on a smooth closed coisotropic subvariety C ⊆ X to the situation where the set of fixed points Y of our symplectic manifold X with elliptic G m -action is connected. In this section we study deformation-quantization algebras on such manifolds. Such algebras are equivalent to filtered quantizations, which we now define.
Suppose X is a smooth symplectic variety with elliptic G m -action and connected fixed locus Y = X Gm . Let ρ : X → Y be the projection. Recall that, as in Theorem 2.21, the group scheme T * Y acts on X such that the quotient E = X/T * Y is an elliptic symplectic fibration. In this section we write O X for the sheaf ρ • O X of algebras on Y . 
Gm is a filtered quantization of X.
Gm defines an equivalence W-good
Proof. Let A be the DQ-algebra on X such that W = A[ −1 ]. We note that since G m acts on A with positive weights, the sheaf of algebras
rat is a polynomial quantization of
for a proof of this fact. From this it follows easily that
Furthermore, via this isomorphism D X inherits a filtration from the grading on D X , inducing an isomorphism D X ≃ Rees(D X ); c.f. [L1] , section 3.2 for a detailed discussion. Summing up, we see that A can be recovered as the -completion of the algebra Rees(D X ). Now, for any finitely generated D X -module N , we may choose a good filtration on N and obtain the D X -module Rees (N ) . Completing at gives a A-module Rees(N ), and it is easy to see that the W X -module Rees(N )[h −1 ] doesn't depend on the choice of good filtration on N . Now one checks directly that this is a well-defined functor which is quasi-inverse to the one above.
When Y is a single point, X is isomorphic to A 2n and a filtered quantization of X is isomorphic to the Weyl algebra on A n , equipped with a filtration whose pieces are all finite dimensional. In the other extreme, when 2 dim Y = dim X, one gets a sheaf of twisted differential operators (we refer the reader to [BeBe] for basics on twisted differential operators, Lie and Picard algebroids). If 0 −→ O −→ P −→ Θ Y −→ 0 is a Picard algebroid on Y , then we denote by U (P) the enveloping algebroid of the Picard algebroid [BeBe] . Since P is locally free as an O Y -module, the algebra U (P) is equipped with a canonical filtration such that gr
Proof. We construct a Picard algebroid P on Y and show that D X is isomorphic, as a filtered algebra, to the sheaf of twisted differential operators U (P). The assumption X = T * Y implies that [D, f ] and P is closed under the commutator bracket on D X . Therefore we get a filtered morphism U (P) → D X whose associated graded morphism is just the identity on Sym
• Θ Y .
In fact, one can show that there is an equivalence of categories between twisted differential operators on Y and G m -equivariant deformation-quantizations of T * Y . 
opp is a filtered quantization of S ′ .
In order to establish the above proposition we first consider the case were X = T * Y . Let D X be a filtered quantization of X. By Lemma 4.34, D X ≃ U (P) is a sheaf of twisted differential operators on Y . The following is the analogue of Kashiwara's equivalence for twisted differential operators.
Lemma 4.36. Let P be a Picard algebroid on Y and D Y = U (P) the associated sheaf of twisted differential operators.
(1) The sheaf P ′ associated to the presheaf {s ∈ P/PI | [I, s] = 0} is a Picard algebroid on Y ′ . (2) The sheaf of twisted differential operators U (P ′ ) associated to the Picard algebroid Proof. The proof is analogous to the untwisted case; therefore we only sketch the proof. The main difference is that one must work in a formal neighborhood of each point of Y ′ since Picard algebroids do not trivialize in theétale topology; see [BeBe] . One can check that P ′ is a sheaf of O Y ′ -modules, which is coherent since P is a coherent O Y -module. The anchor map σ : 
where the final identification is (2.5). Therefore it suffices to show that the embedding is an isomorphism.
We will do this byétale base change. Let φ : U → Y be anétale map and let X ′ = U × Y X. Assume now that U is affine, and replacing Y by the image of U we will assume that Y is too. Let A X be the sheaf of DQ-algebras on X corresponding to D X via Proposition 4.33. Then we have a
Since the multiplication in A X is given by polydifferential operators, it uniquely extends to a multiplication structure on n≥0 O X ′ n , which by abuse of notation we write as φ * A X . This shows that filtered quantizations behave well under etale base change. Shrinking U if necessary, Proposition 2.24, together with the BezrukavnikovKaledin classification, implies that there is an equivariant isomorphism φ
Inverting and taking G m -invariance as in Proposition 4.33, we get an isomorphism of filtered algebras φ
where D (A 2n ) is the usual Weyl algebra (but equipped with a particular filtration) and D T * U is a filtered quantization of T * U .
Lemma 4.34 says that D T * U is a sheaf of twisted differential operators on U . Hence, by Lemma 4.36, 
is an equivalence. The arguments involved are analogous to the proof of Theorem 4.28 and are omitted.
4.13. Generalizing Kashiwara's Equivalence. Combining Theorem 4.28 with the above equivalence gives a direct generalization of Kashiwara's equivalence. Let X be an arbitrary symplectic manifold with elliptic G m -action, equipped with a G m -equivariant DQ-algebra A X . Fix a smooth, closed coisotropic attracting locus ρ : C → Y and let π : C → S be the coisotropic reduction of C. Let Y ′ ⊂ Y be a smooth, closed subvariety and set C ′ = ρ −1 (Y ′ ). Proposition 4.29 implies that the equivalence H of Theorem 4.28 restricts to an equivalence between the category W X -good C ′ of good W X -modules supported on C ′ and the category W S -good π(C ′ ) of good W S -modules supported on π(C ′ ). By the G m -equivariance of π, π(C ′ ) = ρ −1 (Y ′ ), where ρ : S → Y is the bundle map. By Corollary 2.27, there exists a coisotropic reduction π
As we have argued above in terms of filtered quantizations, the category W S -good π(C ′ ) is equivalent to the category W S ′ -good of good W S ′ -modules. Thus, we have shown:
Theorem 4.37. The category W X -good C ′ of G m -equivariant good W X -modules supported on C ′ is equivalent to the category of G m -equivariant good W X ′ -modules.
Categorical Cell Decomposition and Applications
We use the generalized Kashiwara equivalence to show that Qcoh(W) admits a categorical cell decomposition. As a consequence we are able to calculate additive invariants of this category.
In this section, open subsets U ⊂ X are always assumed to be G m -stable.
5.1. Categorical Cell Decomposition. Recall from Lemma 2.3 that the closure relation on coisotropic strata is a partial ordering. This provides a topology on the set S of indices of strata, so that a subset K ⊆ S is closed if and only if i ∈ K implies that j ∈ K for all j ≤ i. Given a subset K ⊆ S, we let C K := ∪ i∈K C i . When K is closed, we let Qcoh(W) K denote the full subcategory of G m -equivariant objects whose support is contained in the closed set C K ⊂ X. The open inclusion X C K ֒→ X is denoted j K . On occasion below we shall use the naive sheaf extension functor j K,• . Although j K,• does not even preserve Qcoh (W) , if M is a good module on X C K which admits a good extension M to X, there is a natural map M → j K,• (M ) whose image is a good extension of M .
The closed embedding
Proposition 5.1.
(
(2) The categories Qcoh(W) K provide a filtration of Qcoh (W) , indexed by the collection of closed subsets K of S, by localizing subcategories.
, * is an isomorphism. Both functors are continuous and hence the functors extend to Qcoh (W) .
Let U = X K. It is clear that the subcategory W -good K of W -good L is a localizing subcategory, from which part (2) follows. Part (3) is immediate from Corollary 3.29.
Corollary 5.2. The category Qcoh(W) has a filtration by full, localizing subcategories whose subquotients are of the form Qcoh(W Si ) for various i ∈ S.
Proof. Fix i ∈ S. Replacing S by {j | j ≥ i}, we may assume that C i is closed in X. Then the corollary follows from Proposition 5.1 and Theorem 1.8. 
Proof. This is almost identical to the proof of [HTT, Corollary 1.6 .2]; the quasi-inverse to this functor is given by Ri
(this follows by induction on the length of the complex). Since i K,L, * is fully faithful and t-exact with respect to the standard t-structure, it follows that Ri
is an equivalence, with quasi-inverse Ri ! K,L . Now the unbounded case follows from the bounded by noting that both functors are continuous.
The full subcategory of compact objects in a triangulated or DG category T is denoted T c . The full subcategory of D(Qcoh(W)) consisting of all objects locally isomorphic to a bounded complex of projective objects inside W-good (i.e., the perfect objects) is denoted perf (W) . To see that this is well behaved, we first note that perf(W) is contained in D b W-good (Qcoh(W)); this follows from the fact that any object in Qcoh(W), being a limit of good modules, is in W-good iff it is locally in W-good. Next, we recall from Lemma 2.6 of [HMS] , that in fact
Lemma 5.4. We have
Moreover, when X is affine,
Proof. Since both perf(W) and D b (W-good) are locally defined full subcategories of D(Qcoh(W)), the first statement follows from the second. So we suppose X is affine. In this case, Proposition 3.11 says that the category A-mod is equivalent to A-mod. Under this equivalence the full subcategory of -torsion sheaves is sent to the subcategory of -torsion A-modules. The quotient of A-mod by this subcategory is equivalent to W -mod. Hence, since the global section functor commutes with colimits, Qcoh(W) is equivalent to (W, G m 
As usual, the projective good objects in (W, G m )-Mod are precisely the summands of a finite graded free W modules. Since the category (W, G m )-Mod has finite global dimension and W is Noetherian, the claim is now standard.
Lemma 5.5. Let U be an open subset of X. Then, any perfect complex on U admits a perfect extension to X.
Proof. Write j : U ֒→ X. As noted above, perf(W) = D b (W-good). Therefore it suffices to show that any bounded complex M
• of good W U -modules can be extended to a bounded complex of good W-modules. We shall construct this as a subcomplex of j • M
• . Assume that M 0 is the first non-zero term. By Proposition 3.25, there exists a good extension Proof. By Lemma 5.4, we already know this when U is affine. In general, the result follows from the argument given in example 1.13 of [Ne2] . Namely, given a perfect complex P, we consider the map of sheaves of C(( ))-modules
This is an isomorphism since Lemma 5.4 implies that its restriction to every G m -stable affine open subset of U is an isomorphism. Then, since U is a Noetherian topological space, [H1, 3.2.9] implies
In the following, we let S i ⊂ S be a collection of subsets such that C Si = U i is open in X, S i ⊂ S i+1 , and C Si+1 C Si is a union of strata of the same dimension. We have that C S0 = U 0 is the open stratum, and that S n = S for n ≫ 0, so that U n = X.
Proposition 5.7. The triangulated category D(Qcoh(W Ui )) is compactly generated for all i.
Proof. Since every perfect complex is compact, it suffices to show that D(Qcoh(W Ui )) is generated by its perfect complexes. The proof is by induction on i. When i = 0, U 0 is a single stratum and Proposition 4.33 implies that D(Qcoh(W)) ≃ D(Qcoh(D X )). Then, we have the restriction and induction functors
we can argue in exactly the same way as in the case of D-modules, see [Ne2, example 1.14], we see that this category is compactly (indeed, perfectly) generated.
Next, we assume that the theorem is known for U i , and we set C = U i+1 U i , a union of closed strata in X. Then, Theorem 4.28 together with Proposition 4.33 implies that D(Qcoh(W Ui+1 ) C ) is equivalent to the direct sum of the D(Qcoh (D S k ) ), where the S k are the coisotropic reductions of the strata in C. As above, these categories are generated by their subcategories of perfect objects. Since the natural functors D(Qcoh(D S k )) → D(Qcoh(W Ui+1 ) C ) take good modules to good modules, we see that D(Qcoh(W Ui+1 ) C ) is generated by perfect (and hence compact) objects in D(Qcoh(W Ui+1 )).
Now we wish to show that D(Qcoh(W) Ui+1 ) is perfectly generated, given that both of the categories D(Qcoh(W Ui+1 )) C and D(Qcoh(W Ui )) are generated by their perfect objects. Assume that M ∈ D(Qcoh(W Ui+1 )) such that Hom(P, M ) = 0 for all perfect objects P in D(Qcoh(W Ui+1 )). In particular, Hom(P, M ) = 0 for all perfect objects
By Lemma 5.5, there exists some perfect complex Q ′ on U i+1 whose restriction to U i equals Q. Then the composite Q ′ → j i, * Q → j i, * j * i M is non-zero since its restriction to U equals φ, and we have a contradiction. Thus, D(Qcoh(W) Ui+1 ) is perfectly, and hence compactly, generated as claimed.
Corollary 5.8. Let K ⊂ L ⊂ S be closed subsets.
(1) The subcategory
Proof. We first prove 1), by induction on |K|. We assume that S is totally ordered such that K = {i ≤ k}. The case |K| = 1 has been done in Proposition 5.7. We define perf K (W) to be the full subcategory of perf(W) consisting of all complexes whose cohomology is supported on
) is generated by perf K ′ (W) . Since the objects in perf K ′ (W) are compact in D(Qcoh(W)), construction 1.6 of [Ne1] says that there exist a right adjoint j K ′ , * to j * (W) ) such that Hom(P, M ) = 0 for all P ∈ perf K (W). In particular, Hom(P, M ) = 0 for all P ∈ perf K ′ (W) and hence M = j K, * j * K M . Assume that there exists some Q ∈ perf K K ′ (W U ) and non-zero morphism φ : Q → j * K ′ M . Just as in the proof of Proposition 5.7, this implies that there is some Q ′ ∈ perf(W) and nonzero φ ′ : Q ′ → M extending φ. However, the fact that X = U ⊔ C K ′ and the cohomology of Q was assumed to be contained in C K C K ′ ⊂ U implies that the cohomology of Q ′ is supported on C K i.e. Q ′ belongs to perf K (W). Thus, we conclude that Hom(Q, j * Corollary 5.9. For any closed K ⊆ S, the compact objects in D K (Qcoh (W) ) are precisely the perfect complexes i.e. D K (Qcoh(W)) c = perf K (W).
5.2. Consequences: K-Theory and Hochschild and Cyclic Cohomology. In this section we consider the case where X has only finitely many G m -fixed points. The fact that W -good admits an algebraic cell decomposition in this case (see definition 5.10) allows us to inductively calculate K 0 , and the additive invariants Hochschild and cyclic homology of perf (W) . When X has isolated fixed points, the cosiotropic strata C i are affine spaces and their coisotropic reductions S i are isomorphic as symplectic manifolds to T * A ti , for some t i . Moreover, Qcoh(W Si ) ≃ D(A ti )-Mod. For each i ∈ S we can form the open subsets ≥ i = {j|j ≥ i} and > i = {j|j > i}.
Definition 5.10. Let C be an abelian category with a collection of Serre subcategories C K indexed by closed subsets K in a finite poset. We say that the C K form an algebraic cell decomposition of C if each subquotient C ≤i /C <i is equivalent to the category of modules over some Weyl algebra.
By Corollary 5.2, W-good admits an algebraic cell decomposition. Let DG-cat C denote the category of all small C-linear DG categories and DG-vect C the dg derived category of C-vector spaces. Let L denote a C-linear functor from DG-cat C to DG-vect C . We are interested in the case when L admits a localization formula. This means that any short exact sequence of dg categories gives rise, in a natural way via L, to an exact triangle in DG-vect C .
For any quantization W, we denote by Perf(W) the dg category of perfect complexes for W, c.f. [Ke1] , section 4.
Moreover, we say that L is even if
for all n and all odd i.
Proposition 5.11. Suppose L : DG-cat −→ DG-vect is an even C-linear functor that admits a localization formula. Then, there is a (non-canonical) splitting:
Proof. By induction on k := |S|, we may assume that the result is true for U = X C K , where K = {k}. is exact. Since all functors involved lift to the dg level, we obtain an exact sequence
Applying L, we get a triangle
and hence a long exact sequence in cohomology. Therefore, the fact that L is even implies by induction that H i (L(Perf(W))) = 0 for all odd i, and we have short exact sequences of vector spaces
for all i. The claim of the proposition follows.
Next we prove Corollary 1.12. By [Ke2, Theorem 1.5 (c)], both Hochshild and cyclic homology are localizing functors. Let ǫ be a variable, given degree two. We recall that the main theorem of [W] respectively. Therefore, in order to identify HH * (Perf(W)) with H * −dim X (X) as graded vector spaces, it suffices to show that
This follows from the BB-decomposition of X, noting that dim C i = 1 2 dim X + 2t i . 5.3. The Grothendieck Group of Perf (W) . Finally, we turn to the proof of Corollary 1.11, which states that the Grothendieck group K 0 (Perf (W) ) is a free Z-module of rank |S|. Again, the proof is by induction on k = |S|. Using the Bernstein filtration on D(A ti ), Theorem 6.7 of [Q] says that we have identifications
where K j (D(A ti )) is the jth K-group of the exact category of finitely generated projective D(A ti )-modules. The higher K-groups K j (C), j ≥ 1, of C have been calculated by Suslin and are known to be divisible, see [PW, Corollary 1.5 ]. Quillen's Localization Theorem, [Q, Theorem 5.5] , says that the short exact sequence (5.2) induces long exact sequences
Since a divisible group is an injective Z-module and the quotient of a divisible group is divisible, the subsequence
is exact and it follows by induction that K 0 (Perf (W) ) is free of rank k.
5.4. Hochschild Cohomology. In many instances one can apply Van den Bergh's duality theorem to calculate the Hochschild cohomology of the category W -good. In this subsection, we assume that X is a symplectic resolution f : X → X where X is an affine cone, i.e. X has a G m -action with a single attracting fixed point. Moreover, we assume that X arises as the GIT quotient of a Grepresentation W , where G is a reductive algebraic group. Thus, X = µ −1 (0)/ / χ G for an appropriate character χ of G. Note that in this case, Lemma 3.7 of [McN] shows that Assumptions 3.2 of that paper apply once we assume (as we shall) that the moment map is flat. Let U denote the algebra of G m -invariant global sections of W X . Recall that U is said to have finite Hochschild dimension (or is smooth) if U has a finite resolution when considered as a U e = U ⊗ U opp -module.
Lemma 5.12. Suppose that f : X → X is a symplectic resolution as above and that G acts freely on W χ−ss . Then if z = (g/[g, g]) * the Duistermaat-Heckman map z → H 2 (X) is an isomorphism.
Proof. Since X is a conic symplectic resolution, [Ka, Corollary 1.9] shows that the cohomology of X comes from algebraic cycles. More precisely, the map from the Chow groups A * (X) → H BM * (X) is an isomorphism in even degree, and H BM * (X) vanishes in odd degrees. It follows from Poincare duality that H 2 (X) then is isomorphic to C ⊗ Z Pic(X) via the Chern character map. Now since the action of G is free on W χ−ss , line bundles on Y are equivalent to equivariant line bundles on W χ−ss . Since it is an open subset of an affine space Pic(W χ−ss ) = 0, and so any such line bundle is trivial (forgetting its equivariant structure). It follows that Pic(X) ∼ = X(G), the character group of G. Since G is reductive, we have z ∼ = X(G) ⊗Z C and so since this map clearly agrees with the Duistermaat-Heckman map, we are done.
Remark 5.13. Kaledin's result comes from the fact that his tilting generator provides a resolution of the diagonal by vector bundles and the fact that the fixed-point locus of the G m action on X (which automatically lifts from X) is smooth and projective. In the case of quiver varieties π : M(v, w) → M 0 (v, w) of type ADE, Nakajima [N1] produces such resolutions explicitly, and uses them, along with a G m -action for which M 0 (v, w) is a cone, to establish as a result freeness of K-theory and other cohomological invariants attached to quiver varieties of type ADE.
In [L3] it is shown that via the Bezrukavnikov-Kaledin noncommutative period map, graded quantizations of X are parametrized by H 2 (X, C). Moreover, one can show that this period map for quantum Hamiltonian reductions U c for c ∈ z is realized by the Duistermaat-Heckman map, up to a shift corresponding to the canonical quantization. Since the Rees construction gives an equivalence between filtered and graded quantizations, it follows from this and Lemma 5.12 that any filtered quantization is of the form U c for some c ∈ z. As the G m -invariant global sections U of our quantization of X gives such a filtered quantization, and thus is of the form U c for some c ∈ z.
Lemma 5.14. Let W be a G-representation as above, and χ : G → G m . Then W ⊕ W is a G × Grepresentation, and the (χ, χ)-unstable locus contains W χ−un × W χ−un .
Proof. Let W × C χ be the G-representation given by g(w, z) = (g(w), χ(g).z). By the HilbertMumford criterion, a point x ∈ W is unstable if there is a one-parameter subgroup λ : G m → G such that lim t→0 λ(t)(x, 1) = (0, 0), for (x, 1) ∈ W × C χ , and similarly for (x, y) ∈ W ⊕ W . Thus if x and y are both in W χ−un , destabilized by one-parameter subgroups λ 1 , λ 2 respectively, it is clear that (λ 1 , λ 2 ) gives a one-parameter subgroup of G × G which destabilizes (x, y), and we are done.
Lemma 5.15. Let c : g → C be a character of g for which the algebra U = U c has finite cohomological dimension. Then U c is smooth, that is, U e has finite global dimension.
Proof. First note that since U c is (left or right) Noetherian, its global dimension is its Tor-dimension, and hence it has finite global dimension if and only if U op c has finite global dimension. Moreover, it follows from the construction of the noncommutative period map in [BK] and the DuistermattHeckman theorem (see for example [L3] ) that the algebra U op c is isomorphic to U ρ−c where 1 2 ρ is the character corresponding to the canonical quantum moment map, i.e. the quantum moment map which yields the canonical quantization of X.
To see that U e = U c ⊗ U op c ∼ = U c ⊗ U ρ−c has finite global dimension, first note that
or, in the notation of [McN] , (M c ⊠M ρ−c ) G×G . Now, since X is smooth, Corollary 7.6 of [McN] shows that U c ⊗ U c−ρ has finite global dimension if and only if the pull-back functor Lf * is cohomologically bounded. Explicitly, Lf Choose free U c , respectively U ρ−c , resolutions P • of M c and Q
• of M ρ−c . By Corollary 7.6 of [McN] , each of π(P • ), π(Q • ) has only finitely many cohomologies, i.e, for each of P • , Q • all but finitely many cohomologies have associated graded supported in W χ−un . Hence the resolution Tot(P • ⊠ Q • ) of M c ⊠ M ρ−c has all but finitely many cohomologies with associated graded supported in W χ−un × W χ−un . Thus using Lemma 5.14 it follows the cohomologies are (χ, χ)-unstably supported after finitely many terms also. Thus Lf * is bounded and hence U e has finite global dimension as required.
Remark 5.16. In a number of examples, such as the Hilbert scheme of points in C 2 or the minimal resolution of C 2 /Γ ℓ the cyclic quotient singularity, it is known explicitly when the algebra U c has finite global dimension, moreover it is shown in [BPW] , building on work of Kaledin, that the algebra U c has finite global dimension for sufficiently generic c.
Proposition 5.17. Assume that U c has finite global dimension. Then HH * (Perf(W)) = HH * (U c ) = H * (X, C).
Proof. By [McN, Lemma 3.14] , the algebra U c is Auslander Gorenstein with rigid Auslander dualizing complex D * = U c . By Lemma 5.15, the enveloping algebra U e of U c has finite global dimension, and hence U c has finite Hochschild dimension, thus we are able to apply Van den Bergh's duality result [VdB1, Theorem 1] to conclude that HH * (U c ) = HH dim X− * (U c ). Since U c has finite global dimension, [McN, Theorem 1.1] and Corollary 1.12 shows that HH * (Perf(W)) = HH * (U c ) = HH dim X− * (U c ) = HH * −dim X (Perf(W)).
But now by Hochschild-Kostant-Rosenberg, HH * (U c ) is isomorphic to the deRham cohomology of X, and hence On the other hand, Poincaré duality [CG, Equation (2.6 .2)] says that H * (X) = H dim X− * (X), and so the result follows. (Note the degrees in cohomology are twice those in Hochschild cohomology.)
Example 5.18. Let Γ be a cyclic group and S n ≀ Γ the wreath product group that acts as a symplectic reflection group on C 2n . The corresponding symplectic reflection algebra at t = 1 and parameter c is denoted H c (S n ≀ Γ). The following result, which was proved for generic c in [EG, Theorem 1.8] for generic c, follows easily from the results of this paper.
Proposition 5.19. Assume that c is spherical. Then,
HH
* (H c (S n ≀ Γ)) = HH 2n− * (H c (S n ≀ Γ)) = gr F * (ZS n ≀ Γ), as graded vector spaces.
In [EG] , it is shown that the identification HH * (H c (S n ≀ Γ)) = gr F * (ZS n ≀ Γ) is as graded algebras. Presumably one can also apply directly the results of [D] and [KS2, Section 2.5 ] to the category Perf(W) in order to express directly the Hochschild cohomology of that category in terms of its Hochschild homology.
