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Abstract
3D hand pose estimation has received a lot of attention for its
wide range of applications and has made great progress ow-
ing to the development of deep learning. Existing approaches
mainly consider different input modalities and settings, such
as monocular RGB, multi-view RGB, depth, or point cloud,
to provide sufficient cues for resolving variations caused by
self occlusion and viewpoint change. In contrast, this work
aims to address the less-explored idea of using minimal infor-
mation to estimate 3D hand poses. We present a new architec-
ture that automatically learns a guidance from implicit depth
perception and solves the ambiguity of hand pose through
end-to-end training. The experimental results show that 3D
hand poses can be accurately estimated from solely hand sil-
houettes without using depth maps. Extensive evaluations on
the 2017 Hands In the Million Challenge (HIM2017) bench-
mark dataset further demonstrate that our method achieves
comparable or even better performance than recent depth-
based approaches and serves as the state-of-the-art of its own
kind on estimating 3D hand poses from silhouettes.
Introduction
Human hand analysis is an important topic due to its breadth
of applications, including AR/VR, object manipulations,
driving assistance, and human-computer interaction. In the
past decade, studies on vision-based human hand analysis
have opened various research directions like 3D hand pose
estimation, hand modelling and rendering, gesture recogni-
tion, etc. Among these topics, hand pose estimation can be
construed as the essence of hand analysis since hand articu-
lation is the core for solving most of the problems.
Methods on 3D hand pose estimation adopt monocular
RGB (Oberweger, Wohlhart, and Lepetit 2015), multi-view
RGB (Zhou et al. 2016; Ge et al. 2017), or depth map as the
input modality for resolving variations caused by self oc-
clusion (Yuan et al. 2018) and viewpoint change. Although
depth information is supposedly useful for hand pose pre-
diction, it is seldom investigated whether high-resolution or
dense depth maps are indeed indispensable. The requirement
of high-cost depth sensors for those approaches also con-
strains the applicability of 3D hand pose estimation. It would
be better if such limitations can be relaxed. This motivates
us to build a robust and relatively low-cost system for 3D
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Figure 1: The proposed Silhouette-Net is capable of estimat-
ing 3D hand joints from hand silhouettes. We evaluate our
model on the dataset of 2017 Hands In the Million Chal-
lenge (HIM2017) (Yuan et al. 2017a), but use simply the
binary-valued hand silhouettes as the input. The max-per-
joint error achieved by our model is only 7.63mm on the test
set. We use the predicted 3D hand poses to render synthetic
hand shapes for better visualization.
hand pose estimation by reducing the input signals to mini-
mal requirements while retaining comparable accuracy.
We advocate that, for 3D hand pose estimation, accurate
prediction can be achieved using limited input from low-cost
devices. Our experiments show that the learning of depth
perception is comparably more essential than the explicit
depth values provided in the depth map. This argument can
be supported by the fact that human beings are able to guess
the possible hand pose from its silhouette even in an ex-
tremely dim environment. Furthermore, the human visual
system enables us to perceive relative depth from various vi-
sual cues without the need of sensing the actual depth value.
These simple facts motivate us to come up with a more chal-
lenging task: learning to infer 3D hand joint positions from
minimal input information. We consider the silhouettes ob-
tained by binarizing depth values to a minimal level (i.e., 2D
binary maps) as the input for hand pose estimation. At the
training phase, the learning model incorporates depth maps
as guidance for learning depth perception. However, at the
test phase, the system requires nothing but simply the sil-
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houettes of hands to infer the 3D positions of hand joints.
We propose a solution to this task and verify the effective-
ness of the concept. Some of our 3D hand pose estimation
results are shown in Figure 1.
Unsurprisingly, depth-based methods usually perform
better than RGB-based approaches in that the depth cue is
more explicitly correlated with the 3D positions of joints
than the color cue. Silhouette alone holds the relevant struc-
tural information, but we still need to address the issues
of hand joint occlusion and hand shape variability. To dis-
ambiguate the possible poses and predict hand articulations
precisely, we design a self-guidance network that learns the
implicit depth perception to automatically generate missing
spatial features. This self-guidance mechanism alleviates the
problems caused by joints occlusion and lack of depth cue.
We aim to justify that learning the ‘concept of depth’
(we call it depth perception in this work) is crucial for im-
proving the accuracy of estimating 3D hand poses from
binary-valued silhouettes, given that we do not want to rely
on inputs of explicit depth values. Therefore, we propose
a novel network architecture, which contains Depth Per-
ceptive Network (DPN) and Residual Prediction Network
(RPN). Specifically, DPN guides RPN and yields a combi-
nation of detection-based and regression-based approaches.
We adopt a structure similar to Feature Pyramid Network
(FPN) (Lin et al. 2017a) and U-Net (Ronneberger, Fischer,
and Brox 2015) to construct DPN, which hierarchically up-
samples and downsamples at different scales with the lateral
connections in between. With the generated representation
and guidance from DPN, our binary-based method can accu-
rately predict 3D hand poses from silhouettes while achiev-
ing similar or better performance as depth-based methods.
To the best of our knowledge, this is the first work to suc-
cessfully show that estimating 3D hand poses from silhou-
ettes can achieve comparable performance as depth-based
methods in terms of mean error and max-per-joint error. Fur-
thermore, inspired by Ge et al. (Ge et al. 2016), we design
a latent representation to characterize depth perception from
multiple views. The main contributions of this work can be
summarized as follows:
1. We propose a novel end-to-end trainable architecture that
can infer 3D hand poses from binary-valued silhouettes.
Our method, which is called Silhouette-Net, requires min-
imal information to achieve comparable results as most of
the RGB-based and depth-based approaches.
2. We incorporate the notion of depth perception into our ar-
chitecture as a latent representation, which provides suf-
ficient details for hand pose estimation. The depth per-
ception guidance is essential in our network since it au-
tomatically learns the required constraints and the spatial
structure information.
3. This work introduces a new task of estimating 3D hand
poses from silhouettes. Our binary-based approach is
competitive with the state-of-the-art depth-based meth-
ods, and should be able to serve as a strong baseline on
this task for future study.
Related Work
3D hand pose estimation from RGB images: Early at-
tempts (de La Gorce, Fleet, and Paragios 2011) have shown
to be able to extract hand poses from RGB image sequences.
More recent methods aim to estimate the 3D hand pose from
a single RGB image using deep neural networks (Zimmer-
mann and Brox 2017; Tome, Russell, and Agapito 2017)
owing to the advance in deep learning techniques and com-
putation power. Some approaches apply the detection-based
strategy (Cai et al. 2018) to a single RGB image, and then lift
the predicted 2D heatmaps into 3D directly. Since the struc-
ture information obtained from a single RGB image is lim-
ited, Sridhar et al. (Sridhar, Oulasvirta, and Theobalt 2013)
adopt multi-view RGB images and depth data to estimate the
3D hand pose in a discriminative manner. Spurr et al. (Spurr
et al. 2018) propose a fully generative VAE framework to
obtain a latent space, which is directly used to estimate hand
poses from RGB images.
3D hand pose estimation from depth maps: The perfor-
mance of estimating 3D hand poses from depth maps has
been improved rapidly (Choi et al. 2015; Deng et al. 2017;
Ye, Yuan, and Kim 2016; Baek, In Kim, and Kim 2018;
Wan et al. 2018) in terms of prediction accuracy. The stud-
ies on depth-based hand pose estimation generally adopt
either generative or discriminative methods. Some gener-
ative methods track a hand pose through a manually de-
signed hand model and a matching function by fitting the
depth data (Sridhar et al. 2016; Tkach, Pauly, and Tagliasac-
chi 2016), while the discriminative methods directly learn
a hand pose from the annotated 3D data. Before the re-
cent approaches exploit deep networks and the availability
of considerable labeled data (Yuan et al. 2017a), some early
methods focus on mapping between depth data and hand
poses (Keskin et al. 2012). More recently, the state-of-the-
art approaches further address several aspects such as the di-
mension of data in 2D or 3D (Baek, In Kim, and Kim 2018;
Ge et al. 2017), the detection or regression based methods,
etc. Most of the depth-based approaches adopt a single-view
depth map, while some methods generate 3D voxels (Moon,
Yong Chang, and Mu Lee 2018) or depend on the multiple
viewpoints of orthogonal planes (Ge et al. 2016) to use the
3D spatial information for pose estimation. Some detection-
based methods use Recombinator Networks (Honari et al.
2016) to produce a probability dense map for each hand
joint. Regression-based methods (Madadi et al. 2017;
Chen et al. 2017; Ge et al. 2018) transform the locations of
hand joints into the depth map, e.g., Region Ensemble Net-
work (Guo et al. 2017) and DeepPrior++ (Oberweger and
Lepetit 2017), which improve the accuracy by data augmen-
tation and better initial hand localization.
3D hand pose estimation from silhouettes: Not much
previous research has focused on the estimation of 3D pose
from silhouettes. Dibra et al. (Dibra et al. 2017) develop a
method for capturing human body shape from a human sil-
houette. However, to the best of our knowledge, no promis-
ing work has been presented on solving 3D hand pose es-
Figure 2: Our pipeline takes hand silhouettes as the input and predicts the 3D hand articulations. Depth Perceptive Network
(DPN) generates a depth perception guidance Φdp which is a multi-scale feature map that represents viewpoints and spatial
distributions of hand joints. Residual Prediction Network (RPN) leverages the depth perception and the ground-truth hand pose
to make accurate prediction. The overall network is an end-to-end structure with jointly trainable DPN and RPN. Note that the
depth-related paths (in blue) are only active during training.
timation from silhouettes. Therefore, inspired by the afore-
mentioned progress in 3D hand pose estimation using deep
learning, we develop a novel network structure for learning
to infer 3D hand poses from silhouettes, basing on the ad-
vantage of end-to-end training to achieve similar or better
performance than the more common depth-based and RGB-
based approaches.
Proposed Framework
The proposed network architecture, Silhouette-Net, is an
end-to-end trainable network whose objective is to predict
the 3D hand pose based on binary-valued silhouettes only.
A 3D hand pose is represented by a set of hand articula-
tions X = {xj ∈ R3}Jj=1, where J is the number of hand
joints (J = 21 in this work) and xj denotes the 3D po-
sition of joint j. Figure 2 illustrates the proposed network
architecture. Silhouette-Net consists of two sub-networks:
Depth Perceptive Network (DPN) and Residual Prediction
Network (RPN), which attain different objectives. Given the
cropped image of hand silhouette posing a certain gesture,
the overall network aims to resolve the difficulty of lack-
ing the depth cue and to deal with the underlying learning
task. The output of the network comprises the 3D locations
of hand joints, which are represented in the real-world coor-
dinates and scale (measured in millimeter) and are evaluated
under the standard error metrics suggested by the benchmark
dataset HIM2017 (Yuan et al. 2017a). Note that our DPN is
only used during training. At the testing phase, we only need
RPN to predict hand joints without using the depth cue.
We deploy and modify the Feature Pyramid Network
(FPN) framework (Lin et al. 2017b) to discover the latent
depth space through the learning process with depth guid-
ance. The modified network, Depth Perceptive Network, is
abbreviated to DPN as a sub-network in our Silhouette-Net
architecture. DPN is trained under supervision with depth
maps, and is crucial to facilitate the training of Silhouette-
Net since it generates reliable guidance for disambiguating
the variability in hand shape with respect to the silhouette.
In addition, our experiments show that DPN can improve
the performance in 3D hand pose estimation as it provides
additional constraints on the latent hand pose space.
Residual Prediction Network (RPN) leverages the ad-
vantage of detection-based method and regression-based
method by inducing the probability feature map and per-
forming direct regression. RPN branches into two main
paths and eventually predicts the hand joint locations:
branch0 extracts the higher level features and branch1 pro-
duces a latent heatmap based on the feedback from the guid-
ance. In our design, DPN complements the preceding RPN
properly during the training phase within the end-to-end
trainable architecture.
Network Architecture of Silhouette-Net
Feature Pyramid Network (FPN): Features of multiple
spatial resolutions can be extracted using FPN, which con-
tains a top-down pathway with lateral skip-connections. The
top-down pathway upsamples the received feature map and
integrates it with higher-resolution features from the bottom-
up pathway. We modify the FPN structure to learn the depth
perception, which is a latent representation that downscales
to 1/2 or 1/4 of the original resolution of input image.
Depth Perceptive Network (DPN): In our design, we
seek to learn the depth perception guidance as a latent repre-
sentation that contains multi-scale knowledge of depth by an
FPN-style mechanism. For the purpose of achieving accu-
rate prediction from silhouettes, the learned guidance repre-
sentation should i) extract features that contain effective spa-
tial information to localize the hand articulations, ii) com-
bine multi-resolution features to learn the concept of depth
(i.e., depth perception), and iii) be able to approximate the
depth map to ensure that there is sufficient influence from the
depth perception guidance. We design a lightweight FPN-
style module which consists of three levels of downsampling
and upsampling. The highest level of pyramid produces a
feature at the 1/8 scale, and the other two levels operate at
the scale of 1/4 and 1/2. We employ a similar mechanism
as in FPN: for each upsamping stage, adding a higher-level
downsampling skip-connection in the output of the previous
stage, where each upsampling stage performs 3×3 deconvo-
lution, batch normalization, ReLU, and a 3× 3 convolution
with skip-connection.
The objective of DPN is to provide the guidance for RPN
and to address the problem of inferring spatial information
from hand silhouettes. The depth perception guidance Φdp
covers multi-scale resolution and combines the output of
each level of upsampling. We adopt a unique transformation
for each scale of information to form the same channel di-
mension, where the transformation is mainly implemented
by convolution layers with respect to the specified resolu-
tion. The depth perception guidance Φdp is therefore a ten-
sor of size S × S × (J · V ), where (J · V ) is the number
of channels accounting for the J hand joints multiplied by
V views. In our experiment S is fixed to the scale of 1/4
of the hand silhouette and V is 1 or 3 since we consider
single-view or three-view input silhouettes. Given the hand
silhouettes of V views, DPN produces a depth perception
Φdp with (J · V ) channels.
We model a depth generator path (decoder) that begins
from the lowest level to the highest level of upsampling to
generate a fake depth map Dfake. The generated depth map
is supervised by the real depth map Ddepth, which is then
represented as a guidance for the residual prediction net-
work. The depth generator path aims to ensure that each
scale of information contains sufficient and effective spatial
cues. This additional constraint is optional and contains vari-
ants in our experiments , and can be written as the following
loss function Lp:
LP = ‖Dfake −Ddepth‖1 . (1)
DPN provides RPN a latent heatmap for estimating the
locations of hand joints. The depth perception heatmap is
a combination of features at each level of the pyramid, and
optionally including the generated fake depth map Dfake.
In our experiments, we show that the combination of multi-
level resolutions performs better than explicitly using the
generated fake depth map as guidance. A visualization of
depth perception is shown in Figure 3. The number of chan-
nels is set to be the number of joints times the number of
views.
Residual Prediction Network (RPN): The objective of
RPN is to infer the 3D hand joint from the binary images of
hand silhouettes. Inspired by Wu et al. (Wu et al. 2018), we
employ an effective residual architecture that leverages the
advantages of detection-based and regression-based meth-
ods. We first apply a feature extractor that contains three
convolution layers and a residual module similar to In-
ception ResNet (Szegedy et al. 2017). In the middle stage
of RPN, it receives higher-level features generated by the
residual module and comprises two branches. One branch
(branch 0) keeps the extracted higher-level features with the
information of hands, and the other branch (branch 1) is
guided by the depth perception Φdp to automatically con-
strain the predicted heatmap in the proper feature domain.
At the final stage of RPN, two branches are merged and
Figure 3: Visualization of the latent representation yielded
by DPN. The resolution of depth perception is fixed to the
scale of 1/4 of an input image. The latent representation that
models the depth perception can be seen as a useful guid-
ance for RPN. This figure shows the 63 channels of depth
perception as 21 color images.
element-wise summed to yield the input for the prediction
block. The prediction block directly regresses our predicted
3D coordinates xˆj to the ground truth xj by minimizing the
L2 loss Lreg:
Lreg(xj , xˆj) =
J∑
j=1
‖xj − xˆj‖22 . (2)
The middle stage of RPN is designed to predict a proper
latent heatmapHwith (J ·V ) channels, which can be super-
vised by depth perception Φdp. Each channel of the heatmap
can be viewed as a pixel-wise probability for each hand joint.
Compared with the human designated constraints or the
guidance map, the network can learn the accurate prediction
by automatically inferring the depth perception. We apply
the smooth L1 loss Ldp for the supervision between depth
perception guidance Φdp and the produced latent heatmap
H as follows:
Ldp(H,Φdp) = ˜`1 (‖H− Φdp‖1) , (3)
in which
˜`
1(z) =
{
z − 0.5 , |z| > 1 ,
0.5z2 , otherwise.
(4)
We also adopt the identity in the middle stage of RPN (re-
peated one time) to increase the confidence of heatmapH as
suggested in (Newell, Yang, and Deng 2016).
Training and Inference
Training of Silhouette-Net: By combining the losses in
equations (1), (2), and (3), we obtain the overall loss func-
tion as L:
L = Lreg + λPLP + λdpLdp + λWLW , (5)
where Ldp from (3) is for the depth perception guidance that
supervises the latent heatmap generated at the middle stage
of RPN, and LP from (1) ensures that the learned depth per-
ception should contain the sufficient spatial information con-
cerning the depth. We apply a common LW regularization
term to the weights of convolution operators. For these loss
terms, λP , λdp, and λW are the scaling factors.
Figure 4: Experimental settings and results. (a) Hand silhouettes as the input. (b) Ground-truth 3D annotation projected to 2D.
(c) Our predictions projected to 2D. (d) Our predictions in 3D. (e) Side views of our predictions in 3D. (f) Top views of our
predictions in 3D. (g) Differences between the ground-truth joints (solid blue lines) and our predictions (dotted green lines).
Inference of Silhouette-Net: We predict the 3D hand
pose from merely the hand silhouettes in our inference
pipeline (illustrated in Figure 2), where only the residual
prediction module takes part in the prediction task without
the supervision of either the depth map or the depth percep-
tion guidance. The following loss function LI indicates the
inference process:
LI = Lreg . (6)
The inference of Silhouette-Net shows the possibility of us-
ing minimal information to infer 3D human hand articula-
tions. With the mechanism of depth perception guidance in
the proposed architecture during training, our model is able
to achieve better or similar performance on the evaluation
benchmark to the state-of-the-art depth-based approaches.
Experiments
Experimental Setup
The performance is evaluated using the 2017 Hands In
the Million Challenge (HIM2017) (Yuan et al. 2017a)
dataset, which is created by sampling images from Big-
Hand2.2M (Yuan et al. 2017b) and First-Person Hand Ac-
tion (Garcia-Hernando et al. 2018). HIM2017 contains ap-
proximately 950K raw depth images at 640× 480-pixel res-
olution. The dataset is fully annotated with 21 hand joints
as the ground truth. We split the data into 8:1:1 for train-
ing/validation/test sets, respectively, and evaluate the 3D lo-
calization accuracy on all 21 annotated hand joints. The
evaluation protocol we take is derived from and consistent
with the benchmark used in Wu et al. (Wu et al. 2018).
We use this protocol in our comparison with state-of-the-art
depth-based approaches.
The primary objective of our experiments is to predict the
3D hand pose solely from minimal information, i.e., hand
silhouettes, see Figure 4. Therefore, we apply preprocessing
as follows: align with the center of all the joints, crop the
hand segments from the raw depth images, and then convert
them into binary hand silhouettes without further data aug-
mentation. Note that, in this work, we do not concern hand
segmentation and detection, but mainly focus on demon-
strating the effectiveness of depth perception guidance in
non-depth-based hand pose estimation.
The experiments consider two input types: i) a 2D bi-
nary image of a single-view silhouette, which is resized to
128 × 128 pixels, and ii) binary images of multi-view sil-
houettes (also resized to 128 × 128 pixels) to provide the
additional side-view information. In the case of multi-view
hand silhouettes, we reproject the 3D points (derived from
depth images) onto three orthogonal planes as implemented
in (Ge et al. 2016) and then convert the projected depth im-
ages into binary images.
The proposed pipeline, either takes single-view or multi-
view silhouettes as input, adopts the guidance from depth
perception Φdp during training. Besides, we choose differ-
ent resolution settings for the depth perception guidance of
the single-view and multi-view approaches. We have the res-
olution in scale of 1/4 (32 × 32 pixels) for single-view and
scale of 1/2 (64× 64 pixels) for multi-view.
Implementation Details
Adam optimization with default parameters is employed for
training. For the training phase, the whole network iterates
30 epochs with a starting learning rate of 10−2 and the
weight decay of 9 × 10−1. The scaling factors for Eq. (5)
are λP = 0.1, λdp = 0.1, and λW = 0.01. Our method
is implemented in TensorFlow, and all the experiments are
performed on a GeForce GTX 1080 Ti.
Figure 5: Some more examples of 3D pose estimation re-
sults. The predictions are projected to 2D view on top of the
input silhouettes.
Evaluation Metrics
We report the standard error metrics for all the joints in
all testing frames of 2017 Hands In the Million Challenge
(Yuan et al. 2017a) in terms of mean error and max-per-joint
error in real-world coordinates (measured in millimeter).
Since there is few related research which can be found con-
cerning 3D hand pose estimation from binary hand data, our
evaluation results are mainly compared with depth-based ap-
proaches notwithstanding that we use less input information.
To show the validity of the comparison results, the test set
for evaluating depth-based approaches and our Silhouette-
Net architecture is consistent.
Silhouette-Net and Its Variants
In this section, we show our evaluation results of 3D hand
pose estimation from hand silhouettes using Silhouette-Net
and its variants. Figures 4 & 5 illustrate some qualitative
results obtained by Silhouette-Net.
Learning depth perception guidance: To demonstrate
the validity of learning depth perception guidance, we ana-
lyze the performance of our baseline (intuitive method) and
several variants of depth perception as illustrated in Table 1.
For fair comparison, we adopt the identical RPN with the
Table 1: The mean error and max-per-joint error on different
implementations of depth perception Φdp, where the number
in parentheses denotes the max-per-joint error. DP: imple-
mentation type of depth perception Φdp, half-level (HDP) or
full-level (FDP). Fake Depth: guidance including the gener-
ated depth map Dfake.
Model DP Fake Depth Reported Errors
Baseline 7 3 7.10 (10.32)
Baseline HDP 3 6.17 (9.18)
Baseline FDP 3 5.81 (7.90)
Silhouette-Net FDP 7 5.60 (7.63)
Figure 6: A comparison of our method and the variants. We
illustrate the effectiveness of depth perception in different
combinations.
Figure 7: The mean error comparison between predicted
hand joints, where T, I, M, R, and P denote the thumb,
index, middle, ring, and pinky fingers. Silhouette-Net with
depth perception guidance performs best when using full
level of multi-resolution information without the generated
depth map.
three-view setting for the experiment. We design an intuitive
yet effective approach as our baseline, which comprises a
generative model (encoder-decoder framework) and an RPN
without the guidance of Φdp. The DPN in the baseline is
equivalent to a depth generator which generates a fake depth
map Dfake and feeds it to the regression module.
As shown in Figure 6 and Figure 7, we analyze the vari-
ants of combinations of depth perception, including half-
level of depth perception (HDP) and full-level of depth per-
ception (FDP), where “level” indicates the involved level of
upsampling in DPN (from the highest level at scale of 1/8
to the lowest level at scale of 1/2). For instance, HPD con-
stitutes the resolution at 1/8 to 1/4 and FPD consists of
the resolution at 1/8 to 1/2 with respect to the input size.
The studies suggest the effectiveness of the proposed DPN
in modeling the latent space of depth perception and pro-
viding sufficient information. Furthermore, from the experi-
mental results we can find that the proposed DPN performs
best when the generated depth mapDfake is excluded. Such
results imply that the actual depth values in the depth map
might not be requisite for 3D hand pose estimation, while
the implicitly learned spatial cues from the silhouettes are
rather useful and sufficient.
Table 2: A summary of 3D hand joint estimation error, eval-
uated on HIM2017 dataset. The variants of our method all
use the hand silhouettes as the input rather than the depth
map. Silhouette-Net: three-view input silhouettes using the
proposed architecture with the guidance of depth percep-
tion; 2D Silhouette-Net: singe-view version. All errors are
reported in millimeter. The results are sorted with respect to
the mean error.
Model Mean Max-per-joint
Error Error
Silhouette-Net 5.60 7.63
Wu et al.(ECCV’18) 5.9 8.04
2D Silhouette-Net 7.07 9.85
Ge et al.(CVPR’17) 8.0 12.30
Ge et al.(CVPR’16) 8.15 12.17
Single-view-baseline 8.93 12.88
Moon et al.(CVPR’18) 9.49 13.60
Table 3: Influence of the use of ground-truth depth map GT
during training. Depth supervision in DPN is optional; how-
ever, Silhouette-Net performs better with the supervision
from ground-truth depth during training. Note that depth
maps are not needed by all the variants during testing. Depth
perception (DP) here is implemented with full level of depth
perception. All errors are reported in millimeter.
DP GT Mean Max-per-joint
Supervision Error Error
7 3 7.10 10.32
3 7 6.75 10.29
3 3 5.60 7.63
As mentioned earlier in the introduction and now further
supported by the experimental results, the learning of depth
perception guidance Φdp is essential for receiving spatial in-
formation of hand pose estimation while the exact depth map
might not be. The automatically learned depth perception
guidance also demonstrates its generalizability, in compari-
son with the manually designed constraints (Wu et al. 2018).
The version of depth perception with full-level of FPN is
called Silhouette-Net, which achieves the best performance
in terms of mean error (5.60 mm) and max-per-joint error
(7.63 mm) on HIM2017 dataset.
Multi-view vs. single-view: To obtain more accurate and
robust estimation, we preprocess the hand silhouettes to
three views (Ge et al. 2016), in which the frontal view (sin-
gle view) and the side-views complement each other. For the
single-view approach, we also implement a simple network
which is similar to Inception-Resnet (Szegedy et al. 2017)
as the baseline. This single-view baseline employs 2D di-
rect regression to predict 3D coordinates of joints without
involving depth perception guidance and depth maps. Our
2D Silhouette-Net is implemented for single-view hand sil-
houette, which infers from a single binary hand image that
contains only the frontal view. Table 2 summarizes the eval-
uation results and comparisons of our Silhouette-Net and 2D
Silhouette-Net versus the baseline and several state-of-the-
art depth-based approaches. As the results show, our single-
view 2D Silhouette-Net is quite effective, yet the multi-view
version Silhouette-Net can further improve the accuracy by
a large margin, illustrating a promising solution to the prob-
lem of 3D hand pose estimation.
Supervision of ground-truth depth map: In Silhouette-
Net, the ground truth of depth map is optional during train-
ing (See Table 3). The experiments suggest that the depth
map is not as crucial as in depth-based method for our ar-
chitecture; nevertheless, the performance can be further im-
proved under the depth map supervision during training.
Comparison with State-of-the-Art Depth-Based
Methods
We compare our best results with several state-of-the-art
depth-based methods (Wu et al. 2018; Ge et al. 2017;
Moon, Yong Chang, and Mu Lee 2018) on HIM2017 bench-
mark. It can be seen that on HIM2017, even we use the min-
imal information of input data (binary-valued silhouettes),
our end-to-end approach that automatically learns the depth
perception is able to outperform the state-of-the-art depth-
based method (Wu et al. 2018) as shown in Table 2. Our
method improves the errors of (mean error, max-per-joint
error) from (5.90, 8.04) to (5.60, 7.63). Note that our ap-
proach demonstrates the potential capability of using min-
imal information rather than relying on dense depth maps.
Silhouette-Net is also superior to some of previous RGBD-
based methods.
Conclusion
We have presented a new method to predict the 3D
hand pose from hand silhouettes. The proposed architec-
ture, Silhouette-Net, combines the Residual Prediction Net-
work (RPN) with the generative Depth Perceptive Network
(DPN), and we jointly train the entire model end-to-end us-
ing 2D binary hand images. The DPN learns from the latent
depth space that contains sufficient information to guide and
constrain the prediction of RPN. Silhouette-Net achieves
comparable results of hand pose estimation as state-of-the-
art depth-based methods by inferring the 3D hand pose from
merely binary-valued hand silhouettes.
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