Linear algebra provides the building blocks for a wide variety of scientific and engineering simulation codes. Users of these codes face a world of continuously changing algorithms and high-performance implementations. In this paper, we describe new capabilities of our Lighthouse framework, whose goal is to match specific problems in the area of high-performance numerical computing with the best available solutions. Lighthouse's innovative strategy eliminates intensive reading of documents and automates the process for developing linear algebra software. Lighthouse provides a searchable taxonomy of popular but difficult to use numerical software for dense and sparse linear algebra while providing the user with the best algorithms for a given problem based on machine learning methods. We introduce the design of Lighthouse and show examples of its interface. We also present algorithm classification results for the preconditioned iterative linear solvers in the Parallel Extensible Toolkit for Scientific Computation (PETSc) and the Trilinos library.
Introduction
Solving large linear systems and computing eigenvalues are fundamental problems in high-performance scientific and engineering computing (HPC). In response to the need for high-performance algorithms, applied mathematics and computer science researchers have created a number of comprehensive numerical software packages that are widely used today. Because of the number and complexity of the algorithms available in these packages, finding the most suitable solution to a particular problem is a nontrivial task, even for experts in numerical methods. For example, for the relatively limited problem of solving a dense system of linear equations, the numerical library LAPACK [25] alone offers over 100 different functions.
Lighthouse [36] is a framework for creating, maintaining and using a taxonomy of available software for highly optimized matrix algebra computations. The taxonomy serves as a guide to HPC application developers seeking to learn what is available for their programming tasks, how to use it and how the various parts fit together. A number of taxonomies exist to aid developers in the translation of linear algebra algorithms to numerical software, e.g., [16, 24, 29] . However, these taxonomies do not provide accessible, comprehensive, and usable interfaces, nor do they supply tools for high quality code production.
Lighthouse is the first framework that offers an organized taxonomy of software components for linear algebra that enables functionality-and performance-based search and generates code templates and optimized low-level kernels. Lighthouse outperforms its alternatives in many ways. It offers functional classification of software as well as a variety of code generation and optimization capabilities. It also provides information about the code in the form of automatically extracted documentation. These characteristics make Lighthouse a multi-purpose tool that automates portions of the software design and implementation process for HPC applications while also helping to educate developers.
In this paper, we briefly introduce the features of the Lighthouse tool.We then focus on new Lighthouse capabilities in the area of parallel iterative solvers for sparse linear systems in the Portable Extensible Toolkit for Scientific Computation (PETSc) [3] [4] [5] . PETSc has been used for modeling in many areas, ranging from acoustics [39] to brain surgery [2] to ocean dynamics [38] . We then discuss our current efforts for measuring accuracy and performance for the Trilinos library. Trilinos, like PETSc is used in a variety of scientific applications, mainly focused around multiphysics simulations [1, 11] .
While our initial focus is on numerical linear algebra, the Lighthouse approach is generalizable to any reusable software where multiple solution methods exist. The decadesold approach to reusing software by (1) requiring users to read documentation and (2) use low-level code completion is not sufficient for most effectively and efficiently using rapidly evolving third-party libraries. Creating and managing the software descriptions and performance attributes in a more systematic way allows for effective categorization of the development environments. Lighthouse is one possible solution to this need.
Design and Implementation
The main components of the Lighthouse framework are illustrated in Figure 1 . Lighthouse defines its software taxonomy using Django [15] models, which correspond to MySQL databases that store information about the different packages. Currently Lighthouse contains routines from LAPACK, SLEPc [34] , and PETSc. Lighthouse offers three search variants: guided search, advanced search and keyword search. In the guided search, users are asked detailed questions in order to describe the problem they wish to solve with Lighthouse. After answering all the questions, the user sees exactly one subroutine that corresponds to all the answers provided. The keyword search interface supports keyword-based search of the taxonomy information. In it, Lighthouse supports auto completion of words and spelling correction. Finally, the advanced search is geared toward users who are familiar with the packages.
Lighthouse generates two types of code. First, given a specific search result, Lighthouse provides users with the option of generating a complete program that uses those function(s) correctly, including declarations and initialization of all data structures. Second, Lighthouse provides a separate experimental interface that allows users to define their own high-level linear algebra computations for dense and some sparse linear systems and vectors. Using a MATLAB-like language as input, Lighthouse interfaces with the BTO compiler [7, 35] to generate highly optimized C implementations that can be downloaded and used in larger applications.
Taxonomy Search Interfaces
We briefly illustrate the user interfaces of Lighthouse with two examples: one that leads to functionality implemented by LAPACK and another that involves solving a large sparse linear system using PETSc. For each numerical library supported by Lighthouse, we have created decision trees with the questions used in the guided search interfaces. These trees are stored in databases from which the actual interactive Web forms are generated dynamically. Figure 2 shows an example of a guided search interactive session, in which the user wishes to compute the condition number of a matrix. The interfaces for other LAPACK functionality are structured similarly. After answering a few questions, the user is given a single function in LAPACK (which has dozens of functions that relate to computing condition numbers). The user then can have Lighthouse generate a code template in C or Fortran90, which is a complete program that can be downloaded, compiled, executed, and modified as needed for integration into larger applications. Figure 3 shows the guided search dialog in the Lighthouse PETSc interface which has a series of questions for the user. It is an interactive system that enables users to generate as well as download PETSc programs for solving sparse linear systems. To begin, the user has the option to upload a coefficient matrix and make Lighthouse compute the matrix's properties or features. If the user chooses this option, Lighthouse computes the festures and uses them in a machine learning classification process (described in Section 4) to predict a good performing solver for the given system with that coefficient matrix. On the other hand, a user who does not opt to upload the matrix is offered the following options by Lighthouse: a PETSc program to download and use for computing matrix properties or a general PETSc program for solving a linear system. The code generated by Lighthouse as a result of the PETSc guided search is shown in Figure 4 . Lighthouse currently generates code templates in C or Fortran90 for the functions returned in the search. The template is a complete program, including all variable declarations and correct invocation of library functions, many of which take very large numbers of parameters. The template program is easy to modify as it is divided into multiple subprograms. 
Sparse Linear Solver Classification
Large sparse linear system solution is a fundamental computational step in many scientific and engineering applications. Users generally choose one of many iterative methods for approximating the solution to a system (subsequently, we refer to these methods as solvers). Individual solver convergence and performance is highly dependent on the specific input problem characteristics and can be difficult to predict.
Lighthouse automates the performance-based solver selection process by employing machine learning techniques to classify solvers based on a training set generated with over 1,000 linear systems from the University of Florida matrix collection [31] . We applied several supervised machine learning techniques to help make this decision based on relatively few, easily computed properties of the input system. Supervised learning involves determining a classification based on a set of already classified data. These data are split into training and testing sets. The training set is used to build the classifier and the testing set is used to verify the accuracy of the classifier. For our experiments, this process was repeated 10 times (10-fold cross validation), each time with a different subset as the testing set. Our ultimate goal is to provide a scalable and automated approach for choosing an efficient and accurate solver for a given linear system by classifying linear solvers using several machine learning methods. The success of previous research into performance-based multi-solver methods [8, 17, 20] motivates the addition of solver classification to Lighthouse, which we describe next.
Linear solver classification in Lighthouse is performed as a sequence of steps. Note that this process is generalizable to other problems beyond sparse linear system solution. The features used in building the solver classifiers include matrix properties such as simple (norm-like) quantities, variance (heuristics estimating how different matrix elements are), normality (estimates of the departure from normality), structure (nonzero structure properties), and spectral properties. Because computing so many matrix properties (in the case of PETSc 68) while an application is executing is too costly, we also performed feature set reduction, removing the features that do not contribute significantly to the process of deciding the best solver for a given linear system. Our primary software for this work was Weka [19] , which is is a collection of machine learning algorithms for data mining tasks. We used Weka's RemoveUseless filter and attribute evaluators to generate the reduced features for PETSc and Trilinos. The evaluator determines a method to assign a worth to each subset of features and rank the features, allowing us to discard those that do not contribute much to the classification. Feature set reduction brings down the overall cost of the process for building and using the classifiers. The next step involves building classifiers by using several machine learning methods in Weka: BayesNet [9] , k-nearest neighbor [13] , Alternate Decision Trees [18] , Random Forests [10] , J48 [32] , Support Vector Machines (SVM) [12] , Decision Stump [22] and LADtree [21] methods. We compared the performance of these methods to select the one that produces the best (most accurate) solver classification.
Classification Results
We calculate the results based on two parameters : the performance accuracy of the classifiers and the time taken to construct each classifier, which can vary by orders of magnitude between different methods. The classification results were evaluated using 10-fold cross validation. The performance accuracy for PETSc and Trilinos is shown as radar charts in Figure 5 , 6 and 7. An accuracy of 100% indicates a classifier that predicts the good classifiers correctly each time. An accuracy of 0% indicates a classifier that fails to predict good classifiers in each case. In these charts, we show the performance accuracy for all features as well as both reduced feature sets for comparison.
The reduced feature sets shown in Tables 1 and 3 for PETSc and Trilinos, respectively, are different because our experiments indicate that using same sets for both PETSc and Trilinos drops the accuracy for one of them. Figure 5 and 6 include results from features computed using Anamod. Figure 7 have results for features extracted from Trilinos. These figures demonstrate that better perfomance is achieved with Trilinos-generated results than with Anamodgenerated ones.
PETSc
To generate the input dataset used by the machine learning methods to classify solvers, we measured the performance of several solver and preconditioner combinations in PETSc version 3.5.3 on a Blue Gene/Q supercomputer with a total of 154 solver-preconditioner configurations.
For each input, we computed the features of the matrix, then solved the system using a specific solver configuration and measured the execution time, resulting in 4,648 data points. The threshold used for labeling this dataset, both for PETSc and Trilinos was 35%, which means the solvers with times within 35% of that of the best solver time were labeled as "good". The threshold value was chosen by generating the classification results with threshold values varying from 1% to 45% and choosing the value that gave the best performance accuracy. Next, these data were used to build solver classifiers by using different machine learning methods. In Lighthouse, we focus only on the true positive rate (TPR) which is the probability that the classifier predicts a good entry as good. It is computed using the usual true positive rate formula: TPR = TP /P = TP /(TP +FN ), where P is the actual number of positive instances, i.e., solvers labeled as good.
We performed experiments with all features and with reduced features sets. Our experiments suggest that sizebased features have minimal impact on the accuracy of the best classification. For PETSc, Reduced Set 1 (RS1 P ) has 8 features which are shown in Table 1 . Reduced Set 2 (RS2 P ), also shown in Table 1 , is generated by removing size-dependent features from RS1 P . Among all machine learning methods we used, BayesNet produced the best TPR solver accuracy of 87.6% with 68 input features. Using only eight computationally inexpensive features, the BayesNetbased classifier predicted good (well-performing) solvers correctly 86.9% of the time. Figure 5 shows the true positive prediction accuracy of several of the machine learning methods we tested for the full and reduced feature sets.
In addition to the accuracy of the classifier, we also considered the time it took to build the classifier which can be seen in the Table 2 . The BayesNet method, which has the 
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All#Features# Reduced#Set#1# Reduced#Set#2# Figure 5 . Machine learning method accuracy comparison for PETSc using Anamod-calculated features (RS1 P , RS2 P ). 
Trilinos
Generating the input dataset using Trilinos is similar in approach to the methods used for PETSc. Trilinos consists of packages that each perform a specific linear algebra task.
This structure allows for several approaches to solving linear algebra problems depending on which packages are chosen. From Trilinos version 11.12, we are using Tpetra [37] for data objects like matrices, Ifpack2 [23] for preconditioners, and Belos [6] for iterative solvers. Data from Trilinos, both the properties and solver-preconditioner timings, were recorded from single-node (12-core) executions on the University of Colorado's Janus supercomputer [30] . To gather the timing data for each matrix, we performed solves using 66 solver-preconditioner pairs from the Belos and Ifpack2 packages. To determine the features of each matrix, we used two similar but unique approaches. The first feature set was calculated using Anamod, while the second was calculated using Trilinos itself. The main difference between them is that Anamod runs serially while Trilinos supports parallel execution. The Trilinos feature-set we calculate is currently a subset of the features available in Anamod.
We first used the Anamod-calculated features to perform classification on the same matrices used in the PETSc classification discussed in 4.1.1 to generate 14,348 data points. For the Anamod-calculated Reduced Set 1 (RS1 A ) we have 8 features which are shown in Table 3 . Reduced Set 2 (RS2 A ), is generated by removing size-dependent features from RS1 A .
The best TPR solver accuracy with all 68 of the Anamodcalculated features was 71.8%. With RS1 A the best TPR was 75.0% using Random Forest (100 trees). With RS2 A , the best accuracy of 73.1% was given by Random Forest (100 trees) as well. Table 4 shows the timing results to build the classifiers. LibSVM takes many times longer to build than Random Forest, and it is the worst performing model for predictions.
We performed the same steps for classification using the features calculated natively with Trilinos rather than Anamod. This feature set is a subset of those found in Anamod and currently contains 38 of its 68 features. The total number of data points available for this training set was 39,388 using the various solver-preconditioner pairs available within Trilinos. The best TPR for all 38 features was 93.0% via VFI [14] . For the Trilinos-calculated Reduced Set 1 (RS1 T ) we have 8 features which are shown in Table 5. Reduced Set 2 (RS2 T ), is generated by removing size-dependent features from RS1 T .
Using the reduced feature sets found in Table 5 we achieved a TPR of 92.0% and 92.5% for the Trilinoscalculated feature sets, RS1 T and RS2 T , respectively, via VFI. Table 6 shows the timing results to build the classifiers for the Trilinos-based feature set. VFI takes the least amount of time to build, and is the best performing model for predictions. Figures 6 and 7 show the true positive prediction accuracy of the machine learning methods tested for the Anamod and Trilinos based feature sets respectively.
Our work of identifying solver-preconditioner pairs with PETSc and Trilinos is not currently available to users of Lighthouse, but results with a high accuracy model for PETSc packages and Trilinos' Belos iterative solver package and the Ifpack2 preconditioner package show promising results for Lighthouse. We will increase the number of features being calculated to potentially improve selection accuracy. Currently for Trilinos, we only calculate 38 features whereas Anamod calculates 68. After the larger feature set has been used for classification, the resulting model can be added to Lighthouse allowing users to find solvers and preconditioners for PETSc and Trilinos more effectively. Further work will need to be done to add additional Trilinos packages beyond Belos and Ifpack2. Table 3 . Reduced feature set for Trilinos using Anamodbased matrix properties. 
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All#Features# Reduced#Set#1# Reduced#Set#2# Figure 6 . Machine learning method accuracy comparison for Trilinos using Anamod-calculated features (RS1 A , RS2 A ).
Using the Classification Results to Select Solvers
The process discussed in the previous section helps us to answer the question of which classifier should be chosen for a given linear system. Once we have that classifier, we perform experiments with it to choose the solver configurations that are likely to perform well. The interface of Lighthouse to PETSc and Trilinos is presently in the development phase. Once complete, Lighthouse will compute a reduced feature set for a system to uploaded to its interface by a user and will return a list of solver configurations that are likely to perform well. Lighthouse is a tool that targets users from various backgrounds, including researchers and students. There might be cases where a user is interested in not just solving a problem but also in understanding the behavior of various solvers on different kinds of linear systems. In such cases, it will be helpful to not just deliver the best solver to the user but also to provide details about other good solvers. Keeping this in mind, we plan also to give the information about the top 10 solvers that were labeled as "good" for PETSc and Trilinos. The user will be able to easily view or download these solvers from the interface easily.
Evaluation
As Lighthouse continues to grow, we plan to apply formal methods of user testing from human computer interaction (e.g., [26] [27] [28] 33] ) to evaluate its usability. For example, we will employ techniques for interface developers, such as cognitive walkthrough [33] and heuristic evaluation [27, 28] , and we will continue to use those directed at users, such as thinking aloud [26] .
To date, we have carried out thinking aloud evaluations of Lighthouse in graduate courses at the University of Colorado Boulder. The clients had education and expertise in fields of engineering (aerospace, electrical, civil), mathematics, computer science, and computational science and varying expertise in linear algebra and programming. These clients discovered a number of usability issues and also made very good suggestions for improvement of Lighthouse. These preliminary evaluations aptly demonstrate the value of user feedback.
Conclusions and Future Work
Guidelines for creating a reusable component include automation, ease of use, and good documentation. However, reducing the dependence on documentation makes it easier for the user to use that software and saves a lot of time. With Lighthouse, we illustrate this idea and make a first effort to improve the conventional way of building numerical software. Because there are thousands of valid linear solver configurations, we have added to Lighthouse a machine learning-based solver classification. It can substantially improve developer productivity because there is no need to experiment with various solvers in an ad hoc fashion, and it can improve application performance. At present, Lighthouse for PETSc provides an efficient navigation system that allows users to generate, download and extend PETSc applications for solving large sparse linear systems. The addition of Trilinos into Lighthouse is underway and already shows significant results in terms of accuracy and speed.
Future work includes extending the present Lighthouse interface to automate more fully the solver selection process. More automation will enable the regular regeneration of the classifiers as more data are collected from different applications, both user-provided and our own. Our current analysis considers only sequential runs; we aim to add runs in parallel as well. More work needs to be conducted in order to incorporate our Trilinos results into Lighthouse's user interface. Ifpack2 and Belos are only two of Trilinos' many packages and only represent a small portion of problem types. In order to increase functionality for more problems, more Trilinos packages must be considered and measured. Other future goals involve expanding the number of iterative solvers packages covered by the framework and improving the performance accuracy. Currently Lighthouse does not factor in the scale of computational resources available. Scalability needs to be incorporated so that recommendations can be made across various machine sizes. Solver selection can also be integrated directly into the PETSc and Trilinos libraries, which provide extensible interfaces that enable this. As Lighthouse continues to support more options and users the maintainability will become more difficult and will therefore need to be adjusted as we expand.
