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Abstract 
Melt Initiation and Propagation in Polycrystalline Thin Films 
Wenkai Pan 
 Melting of elemental solids can be identified and appreciated as a particularly simple 
example of discontinuous phase transitions involving condensed phases. Motivated, on the one 
hand, by the need to improve the microstructural quality of laser-crystallized columnar-grained 
polycrystalline Si films for manufacturing advanced AMOLED displays and, on the other hand, 
to investigate the fundamental details associated with phase transformations transpiring in 
condensed systems, this thesis examines the initiation and evolution of melting in polycrystalline 
thin films. Distilling the essence of the classical nucleation theory and extending its description 
to address more general cases of phase initiation and evolution, a general thermodynamic method 
based on capillarity effect is developed and applied to determine the shape of solid/liquid 
interfaces that are in mechanical equilibrium.  
We first explicitly identify and build our analysis based on how the shape of solid/liquid 
interfaces must comply with the contact angle conditions at the junctions and also the property of 
constant mean curvature. Bi-crystal and tri-crystal models are presented to capture the 
microstructural features such as junctions and vertices of interfaces in polycrystalline thin films. 
At each of the potential melt initiating sites, the parameter space of contact angles is divided into 
domains depending on the shape of the solid/liquid interface that can be established in 
mechanical equilibrium. Melting initiation mechanisms are subsequently determined based on 
the permissible shape for each domain. This analysis is further extended to the edges and corners 
of embedded cubic crystals (with nonidentical contact angles at different faces). 
Secondly, in order to facilitate the thermodynamic analysis of the melting initiation and 
interface propagation, we extend our curvature-evolution-centric method to identify and develop 
what we consider as the central function for discontinuous phase transitions. Specifically, 
starting with a local governing condition, identifies and builds on two curvatures: 𝜌𝐸(𝑉) and 
𝜌∗(𝑇). 𝜌𝐸(𝑉) captures the evolution of the mean curvature of the solid/liquid interface as a 
function of liquid volume for the case in which the mechanical equilibrium condition is satisfied, 
whereas 𝜌∗(𝑇) incorporates the temperature effect on the difference between the volumetric free 
energy of solid and liquid phases using the corresponding equilibrium mean curvature. We 
define and identify the interface driving stress function 𝑓(𝑉, 𝑇) = 𝜕𝐺/𝜕𝑉 = 𝜎(𝜌𝐸(𝑉) − 𝜌∗(𝑇)) 
of the phase transition as being an important fundamental quantity, which can be directly derived 
by taking the difference of the two curvature terms. In contrast to the conventional analysis that 
requires integration of volumetric and interfacial free energy terms over various geometric 
domains to derive the total free energy as a function of volume for a given temperature, this 
formation completely disentangles geometry from the thermodynamic aspects of the phase 
transition and allows them to be treated separately. In addition to providing essentially all 
relevant thermodynamic information about the phase initiation and evolution, the above method 
readily permits the use of powerful general-purpose numerical tools to calculate the potentially 
complex geometry of the solid/liquid and other interfaces and obtain 𝜌𝐸(𝑉) directly as the 
output. Plotting the 𝜌𝐸(𝑉) function together with the temperature-dependent iso-curvature line, 
𝜌∗(𝑇), unveils the critical thermodynamic information regarding the melting transition at the 
temperature, such as whether equilibrium points exist, the number of equilibrium points, their 
stability, and their corresponding volumes. The change of free energy as a function of liquid 
volume can be derived through integration of the interface driving stress function. The velocity 
of the solid/liquid interface is simply proportional to the interface driving stress function. The 
application of this method is demonstrated in both shape-preserving (which we term as 
isomorphic) and shape-changing (which we term as non-isomorphic) examples. The analysis and 
findings presented in this thesis are relevant and useful for understanding discontinuous phase 
transitions, in general, and can be particularly so for small, confined, and embedded systems that 
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Chapter 1: Introduction 
The melting of solids has been a longstanding topic of interest in several academic fields, 
such as materials science and condensed-matter physics. In addition to being a ubiquitous 
phenomenon in nature, it also plays a critical role in many materials processing techniques 
among various industries, such as metallurgy, polymers, and semiconductors. Therefore, a better 
understanding of the melting transition may have far-reaching impacts across various fields. 
This thesis is motivated by the investigations of melting transition in pulsed-laser 
irradiated columnar-grained polycrystalline-silicon thin films. For a partial-melting-based 
annealing method, such as Excimer-Laser Annealing (ELA), melting is of crucial importance as 
the transition dictates the microstructure of resulting materials (since solidification just follows 
predictably from unmelted solid regions). Therefore, it is essential to have a clear understanding 
of how melt initiates and propagates in such conditions.  
1.1 Excimer-Laser Crystallization 
Excimer laser crystallization (ELC) techniques are extensively used in modern electronic 
display manufacturing because they effectively transform amorphous silicon thin films into high-
quality polycrystalline silicon on low-thermal-budget substrates such as low-cost glass or 
flexible polymer. These techniques usually begin with a precursor amorphous silicon film that 
has been deposited onto a substrate at relatively low and substrate-compatible temperatures using 
PECVD. Next, an excimer laser beam (of ultraviolet wavelength) is used to irradiate the a-Si on 
glass. Due to the short duration of the laser pulse and high absorption coefficient for the UV 
beam, the majority of the laser energy is absorbed in the first ten nanometers beneath the top 
surface of the film, leaving the substrate virtually uninfluenced by the heating process. The 
significant temperature difference between the Si thin film (usually above 1400°C) and the 
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substrate (about room temperature) causes fast cooling of the Si film due to heat conduction and 
crystallization of the Si film during solidification after the laser beam is turned off. 
Due to the relatively lower defects density and consequently higher electron mobility, 
such ELC-generated poly-Si films are suitable as the active-channel material for fabricating thin-
film transistors on the backplane of advanced displays. To further improve the electron mobility 
of poly-Si films, it looks natural to reduce the density of grain boundaries and therefore increase 
the overall grain size. However, device uniformity could be compromised as the grain size is 
close to the effective size of the active channel of the TFTs because the fluctuation of the amount 
of grain boundaries present in each device becomes significant.  
To address the need for control over both the grain size and uniformity, an important 
ELC technique, referred to as Excimer-Laser Annealing (ELA), was developed and has since 
been used extensively in display manufacturing. ELA is a partial-melting-based laser 
crystallization process that converts amorphous silicon films into polycrystalline material with 
desired grain size and uniformity using multiple pulses per area. After the first pulse, which 
crystallizes the amorphous silicon through explosive crystallization, the subsequent shots induce 
partial melting and resolidification of columnar grains, leading to incremental enhancement of 
the average grain size and uniformity. 
Though it is generally acknowledged that melting tends to initiate at more defective sites 
with higher excess-free-energy, additional aspects of the transient melting transition in such 
columnar-grained poly-Si thin films, which contain material defects including random high-
angle grain boundaries and Si/SiO2 interfaces, still need to be carefully examined. The findings 
of this work may (1) shed light on the fundamental mechanism of melting in polycrystalline 
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films and (2) aid in the development of a melting model capable of accurately describing and 
accounting for the microstructure evolution observed in ELA processes. 
1.2 Approach for the Work 
As with any other first order (discontinuous) phase transition, melting and solidification 
happen through the creation and movement of interphase interfaces. Based on the 
thermodynamic elements that form the basis of classical nucleation theory, also considering the 
small spatial and temporal scale of melting transition in such films, we take the shape of 
solid/liquid interfaces to be in mechanical equilibrium along its transition pathway. This means 
the shape of the solid/liquid interface is dictated such that the total free energy of the system is 
minimized given the volume of the liquid region.  
The solid/liquid interface that minimizes the free energy requires a balance of forces on 
each of its elements, which means (1) contact angles between the solid/liquid interface and other 
interfaces must satisfy the equilibrium of the tangential components of the interface tensions, and 
(2) the mean curvature must be constant throughout the solid/liquid interface. After the 
prescribed contact angles and constant-mean-curvature (CMC) condition have been identified, 
the shape of the solid/liquid interface (as a function of liquid volume) can be calculated 
analytically or computationally.  
We use the bi-crystal and tri-crystal models to incorporate the key microstructural 
features of polycrystalline thin films, which generally contain grain boundaries and Si-SiO2 
interfaces, as well as junctions and vertices formed by the interfaces. For each model, we identify 
the mechanical equilibrium shape of the solid/liquid interface for different sites that melting 
initiates. Melting initiation mechanisms (such as premelting or nucleation) will be identified 
based on the shape of the solid/liquid interface for each domain in the parameter space spanned 
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by the contact angles. A holistic view of the parameter space helps reveal previously 
underrecognized and underappreciated scenarios and establish a more explicit connection 
between different domains. 
Utilizing a particular attribute of the mean curvature of surfaces that relates the change in 
its area to the volume swept by the motion along the normal direction, we conduct a 
thermodynamic analysis from the perspective of local and global curvature evolution that results 
from the phase transition. Various thermodynamics details such as the existence and stability of 
thermodynamic equilibrium can be intuitively extracted from the analysis. We will also show 
that this curvature-evolution-centric analysis is a useful general analytical tool that splits out the 
potentially complex geometry details and captures the essence of the overall transformation 
evolution. 
1.3 Organization of the Dissertation 
The main content of this dissertation is organized into the following chapters: 
Chapter 2 "Background and Motivation" provides an overview of the relevant knowledge 
on the classical thermodynamic descriptions of melting in solids. We also review the 
fundamental theory of capillarity phenomena in phase transitions. Classical nucleation theory is 
introduced with a focus on the thermodynamic treatment of homogenous and heterogeneous 
nucleation. In the latter half of this chapter, we review the current state of partial-melting-based 
crystallization techniques. Chapter 3 " Melting Initiation Mechanism of Bi-crystals" introduces 
the geometric configuration of the bi-crystal model. Based on different regimes of contact angle 
conditions, we identify various permissible shapes of solid/liquid interface and the melting 
initiation mechanism associated with each type of shapes. Chapter 4 " Thermodynamic Analysis 
of Phase Initiation and Evolution" develops a curvature-evolution-centric method for the 
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thermodynamic analysis of phase initiation and evolution in discontinuous phase transition. 
Examples of melting transition in different settings are treated using the new method. The 
analysis approaches of Chapter 5 " Melting Initiation Mechanism of Tri-crystals" and Chapter 6 " 
Melting Initiation Mechanism of Embedded Cubic Crystals" are similar to that of Chapter 3, but 
deal with more complex scenarios. Chapter 7 "Conclusions" summarizes the results of this 




Chapter 2: Background and Motivation 
Because of its prevalence in nature and wide utilization in the processing of materials, the 
research of melting is of tremendous scientific and technological relevance. Several models have 
been proposed considering melting mechanisms in a single crystal at its theoretical superheating 
limit [1]–[4]. However, the way that melt initiates and propagates in real solids is not only 
affected by the thermodynamic situations, but also by the defects in the material. As a result, 
many theoretical, computational, and experimental research are conducted to understand the 
melting mechanism at different types of material interfaces (e.g., free surfaces, grain boundaries, 
solid/solid heterophase interfaces). The complex nature of melting, especially in heterogeneous 
solids, has led to unanswered questions that are both scientifically meaningful and 
technologically relevant. In this chapter, we first present a classical thermodynamic description 
of the melting transition. After that, we will review the fundamental theory of the capillarity 
phenomenon, which is crucial in the initiation of phase transition in polycrystalline materials. 
We also discuss the classical nucleation theory and its spherical-cap treatment of the solid/liquid 
interface. Finally, we will review melting initiation mechanisms at various sites in polycrystals 
that have been studied previously. In addition to the scientific background of melting, this 
chapter overviews some important melt-mediated processes of silicon films that utilizes pulsed 
laser. 
2.1 A Classical Thermodynamic Description of Melting 
At a given pressure, the solid and liquid phases of an elemental material can coexist in 
thermodynamic equilibrium at a temperature known as the equilibrium melting temperature. At 
this point, the free energies of the phases are identical, while below or above the equilibrium 
temperature, either the solid or liquid phases are energetically favored. 
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Melting is a first-order discontinuous phase transition because it involves a discrete 
change in enthalpy.[5] Along with the consumption of enthalpy, melting results in an abrupt 
change in density, heat capacity, and other physical properties. [6], [7] 
 
Figure 2.1 (a) Schematic plot of the temperature-dependent Gibbs free energy of the solid 
phase Gs and of the liquid phase Gl. Tm is the melting point. (b) Schematic plot of the 
temperature-dependent enthalpy of the solid phase Hs and of the liquid phase Hl. 
 






where ∆𝑇 = 𝑇𝑚 − 𝑇 and ∆𝐻𝑓 is the enthalpy of fusion and 𝑇𝑚 is the bulk equilibrium melting 
point. 
2.1.1 Interface Response Function 
The melting transition is generally manifested as the movement of the solid/liquid 
interface towards the interior of the solid phase. Given a planar solid/liquid interface, its 
movement direction and velocity is dependent on the local temperature at the interface. The 
velocity of a planar interface is described by the interface response function 
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𝑣(𝑇) = 𝑣0 exp (−
𝑄
𝑘𝑇




𝑇 is the local temperature, 𝑣0 is a kinetic prefactor, 𝑄 is the activation energy related to atomic 
jumps across the interface and 𝜅 is the Boltzmann constant.  ∆𝐺𝑠𝑙 is the difference in per-atom 
Gibbs free energy between the liquid phase and the solid phase. When ∆𝐺𝑠𝑙 is sufficiently close 
to zero, the velocity function can be linearized approximately using Taylor series expansion.  
2.1.2 The Gibbs-Thomson Effect 
For a curved solid/liquid interface, the local equilibrium temperature is generally affected 
by the local mean curvature. This phenomenon is called the Gibbs-Thomson effect and is 
captured by the equation: 
𝑇𝑚





𝑙𝑜𝑐𝑎𝑙 is the local effective melting temperature, 𝑇𝑚 is the bulk melting point, 𝜎𝑠𝑙 is the solid-
liquid interface free energy, ∆𝐻𝑓 is the enthalpy of fusion, and ℋ is the local mean curvature of 
the liquid phase. Conditioning on the sign of the local mean curvature, the local effective 
equilibrium melting temperature can be increased or decreased. 
2.2 Capillarity Phenomena in Phase Transitions 
“Capillarity” is a broad term that refers to a variety of phenomena involving 
thermodynamic effects of interfaces and surfaces. Understanding the shape of interfaces is a 
major goal in a wide range of scientific domains. The significance of capillary effects in the 
thermodynamic property of a system is generally dependent on the surface-to-volume ratio. For a 
region of some specific phase (such as a liquid embryo in the matrix of a crystal parent phase) 
with linear scale 𝐿, the amount of atoms or molecules at the interfaces or surfaces is proportional 
to 𝐿2 while the number inside the bulk is proportional to 𝐿3. The surface-to-volume ratio is 
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therefore inversely proportional to the linear scale 𝐿, and capillarity effects become increasingly 
significant as 𝐿 decreases. So, for the initiation stage of melting when liquid emerges on a small 
scale, capillarity effects are of crucial importance. 
A familiar example of capillarity phenomena is a drop of water resting on a glass 
substrate. Between the two materials, we presume that there's no chemical reaction. In the 
mechanical equilibrium state, the droplet should keep a particular morphology, which is 
dependent on the characteristics of interfaces and surfaces. There are two equivalent principles 
that govern such capillary behavior in mechanical equilibrium:  
• The balance of forces on each element of the fluid interface. Each interface element 
experiences hydrostatic pressure on its area and surface tension along its perimeter. 
• The minimization of the total energy of the fluid under the constraint of constant fluid 
volume. 
Based on these principles, liquid interfaces are usually treated as surfaces with constant mean 
curvature (CMC) in a microscopic scale or microgravity environment. In addition, the classical 
boundary condition for contact angle along the line of separation between phases is imposed.  
2.2.1 Wetting and Contact Angle 
When it comes to wetting, there are three phases of matter to consider: gas, liquid, and 
solid. Wetting refers to a liquid's ability to sustain contact with a solid surface due to 
intermolecular interactions. A balance between adhesive and cohesive forces determines the 
degree of wetting. 
The concept of wetting is also of great relevance in phase transformation. We can 
consider some solid, inert, and non-deformable planar surface denoted by N. Without losing 
generality, the phases in contact with N are labeled as 𝛼 and 𝛽, as illustrated in Figure 2.2. For 
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each pair of phases, the interfacial energy are assumed to be isotropic. We define them as 𝜎𝛼𝑁, 
𝜎𝛽𝑁 and 𝜎𝛼𝛽. If neither of 𝛼 or 𝛽 wets N completely, the inequality  
𝜎𝛼𝛽 ≥ |𝜎𝛼𝑁 − 𝜎𝛽𝑁| (2.4) 
is satisfied, and both 𝛼 and 𝛽 phases can be in contact with N at the same time. The 𝛼/𝛽 
interface would meet the N surface at a contact angle of 𝜃 determined by Young's equation: 
𝜎𝛼𝛽 cos 𝜃 = 𝜎𝛼𝑁 − 𝜎𝛽𝑁 (2.5) 
𝜃 should be in the range 0 ≤ 𝜃 ≤ 𝜋. 
 
Figure 2.2: Illustration of the contact angle θ that is determined by a balance of the interfacial 
energies at the junction of a α/β interface with a planar surface of a substrate N. 
 
2.2.2 Interfaces of Constant Mean Curvature  
The curvature 𝜅 of a plane curve is a geometric property that quantifies the change in the 
direction of the local normal vector (∆𝜃) caused by unit displacement ∆𝑆 tangential to the curve, 
which means 𝜅 = 𝑑𝜃/𝑑𝑆. At each point on a surface, two orthogonal principal planes can be 
determined by selecting intersection curves on the surface that correspond to the maximum and 
minimum curvature. These are known as the principal curvatures. The mean curvature ℋ at the 
point is equal to the average of the principal curvatures. Constant Mean Curvature (CMC) 
surfaces arise widely as natural or man-made structures. The shape of CMC surfaces is primarily 
determined by some surface area minimizing processes working in concert with constraints. 
Examples of such objects are soap bubbles and soap films, like shown in Figure 2.3. The soap 
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bubble takes the shape of a sphere as it minimizes the surface area given a certain volume, 
whereas the soap film "seeks" to minimize its surface area while maintaining the boundary 
condition: keep contact with the wire loops that bound it. At equilibrium, it forms a special CMC 
surface with zero mean curvature called minimal surface. Simple examples of CMC surfaces 
include spheres, cylinders, and catenoids. 
The Young–Laplace–Gauss equation forms the basics of the classical mathematical 
model utilized for equilibrium configurations of CMC interfaces: 







∆𝑝 is the pressure difference across the fluid interface, 𝜎 is the isotropic surface tension, 𝑅1 and 
𝑅2 are the principal radii of curvature, and ℋ is the mean curvature. Assuming no gravity and 
uniform surface tension, we can infer that the mean curvature of a fluid interface should be 
constant from point to point.  The constant mean curvature condition can also be obtained from a 
variational argument that CMC surfaces are critical points of the area functional regarding 
variations that contain a fixed volume and cover a fixed boundary. 
From a thermodynamic equilibrium point of view, assuming uniform temperature, 
pressure, and chemical composition throughout a solid/liquid coexistence system, if there are two 
points on the solid/liquid interface with different mean curvatures, a chemical potential gradient 
will be established; thus, the local interface with lower mean curvature will grow from material 
supplied from the dissolution of the local interface with higher mean curvature. As a result, the 
solid/liquid interface will progress toward constant mean curvature in the absence of anisotropic 




Figure 2.3: (Left) Picture of a single spherical soap bubble. (Right) A soap film bounded by 
two wire loops. 
 
2.3 Classical Nucleation Theory 
Melting, as a discontinuous phase transition, can resist initiation even from a superheated 
parent phase. This is because of the energy barriers that impede the formation of supercritical 
embryos of the liquid phase, which can grow spontaneously once formed. The formation of a 
nucleus that is large enough to be supercritical requires the accumulation of 'excess' free energy 
of sufficient magnitude. At any non-zero absolute temperature, thermodynamic fluctuations 
constantly perturb the local states of atomic systems. Across a phase, a range of thermal 
fluctuations appears, the majority of which are weak but a few of which are substantially 
stronger. Although the appearance of stronger fluctuations are not frequent, they can 
stochastically boost the metastable phase within a small region to an energy level that is high 
enough to overcome the energy barrier preventing the transition to a phase state with a lower 
total free energy. Once produced, the cluster of the new phase expands freely and consumes the 
parent phase, therefore bringing the system out of metastability and into thermodynamic 
equilibrium. 
Experimentally it is observed that in some cases, it is possible to heat a solid volume 
significantly above the equilibrium temperature without the immediate formation of liquid. In 
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such a superheated state, the solid exists in a metastable state energetically higher than the liquid 
phase. Eventually, the liquid phase appears, seemingly spontaneously and randomly, with a 
temperature dependence characteristic of an activated process.  
2.3.1 Homogeneous Nucleation  
In a metastable parent phase, homogeneous nucleation is caused by random 
thermodynamic fluctuations that occur throughout the parent phase, unaffected or helped by the 
existence of any extrinsic interfaces. In the classical nucleation theory, embryos are typically 
treated as spheres, which implicitly assume mechanical equilibrium under the influence of phase 
interface. After all, spheres are CMC interfaces that minimize surface area given the interior 
volume. The change of total free energy required to form a spherical embryo of radius 𝑟 consists 
of (1) per-volume and (2) per-interface-area contributions, with each geometric domain 
integrated with the corresponding free energy per unit. The volumetric free energy difference for 
the phase change from 𝛼 to 𝛽 is defined as ∆𝐺𝑉, which is a function of temperature. At the 
equilibrium temperature, ∆𝐺𝑉 = 0 (as shown in Figure 2.1(a)). The creation of an embryo 
volume of 𝛽 requires the formation of an 𝛼/ 𝛽  interface, the additional free energy associated 
with the interface is proportional to its area. It is worth noting that the additional free energy is 
always positive for any interface, as negative interfacial energy would trigger infinite phase 







At a temperature for which phase 𝛽 is more stable, ∆𝐺𝑉 < 0. This formula predicts a net positive 
energy of formation for nuclei below a critical radius 𝑟∗ (which corresponds to the maximum of 
∆𝐺ℎ𝑜𝑚), which favors its reduction in size and disappearance. However, once the radius becomes 
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greater than 𝑟∗, increasing the size of the cluster progressively lowers the total free energy of the 
system and it is favored to grow and proceed to transform the 𝛼 volume. Take the derivative of 














We can verify that ∆𝐺ℎ𝑜𝑚 reaches a maximum instead of a minimum by taking its second 
derivative at 𝑟 = 𝑟∗ and check the sign, which gives −8𝜋𝜎𝛼𝛽 < 0. 
 
2.3.2 Heterogeneous Nucleation at Planar Heterophase Interfaces 
Heterogeneous nucleation of a child phase can occur at catalyzing sites, for example 
heterophase interfaces, grain boundaries, and other heterogeneities in the parent phase. The 
presence of such sites enables the child phase to nucleate with a lower energy barrier comparing 
with the homogeneous case within the parent phase. 
Heterogenous nucleation at a planar heterophase interface is commonly described using a 
spherical-cap model in accordance with the contact angle and CMC conditions. We consider the 
heterogeneous nucleation of a new phase 𝛽 from an original metastable phase 𝛼 (𝛼 and 𝛽 have 
the same composition) in contact with a substrate phase N. First neither 𝛼 or 𝛽 should 
completely wet N. Otherwise, if 𝛽 wets N, then there won't be a nucleation barrier and the 




From Young's equation, the contact angle 𝜃 is determined by interfacial energies and 0 <
𝜃 < 𝜋. The 𝛽 phase forms on the substrate N as a spherical cap, with its shape determined by 𝜃 
as shown in Figure 2.4.  The smaller 𝜃 value means 𝛽 phase has a higher ability to wet N and 
results in a smaller cap volume given the same radius of the sphere, thus a lower nucleation 
barrier. 
 
                       
Figure 2.4: Illustration of how the shape of a spherical-cap embryo is determined by contact 
angle θ at the nucleant surface. (Left) θ<π/2 (Right) θ>π/2 
 
The total excess free energy can be written as: 
∆𝐺ℎ𝑒𝑡 = 𝑉𝛽∆𝐺𝑉 + 𝐴𝛼𝛽𝜎𝛼𝛽 + 𝐴𝛽𝑁(𝜎𝛽𝑁 − 𝜎𝛼𝑁) (2.10) 




(2 + cos3 𝜃 − 3 cos 𝜃) (2.11) 
𝐴𝛼𝛽 = 2𝜋𝑟
2(1 − cos 𝜃) (2.12) 
𝐴𝛽𝑁 = 𝜋𝑟
2 sin2 𝜃 (2.13) 
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(2 + cos3 𝜃 − 3 cos 𝜃)∆𝐺𝑉 + 2𝜋𝑟
2(1 − cos 𝜃)𝜎𝛼𝛽 + 𝜋𝑟
2 sin2 𝜃 (𝜎𝛽𝑁 − 𝜎𝛼𝑁)(2.14) 
Young's equation: 
𝜎𝛼𝛽 cos 𝜃 = 𝜎𝛼𝑁 − 𝜎𝛽𝑁 (2.5) 




(2 + cos3 𝜃 − 3 cos 𝜃)∆𝐺𝑉 + 2𝜋𝑟
2(1 − cos 𝜃)𝜎𝛼𝛽 − 𝜋𝑟





(2 + cos3 𝜃 − 3 cos 𝜃)∆𝐺𝑉 + 𝜋𝑟
2𝜎𝛼𝛽[2(1 − cos 𝜃) − sin
2 𝜃 cos 𝜃] (2.16) 
Substituting sin2 𝜃 with 1 − cos2 𝜃, and we get: 




2𝜎𝛼𝛽] = 𝑓(𝜃)∆𝐺ℎ𝑜𝑚 (2.17) 
where 
𝑓(𝜃) =
2 + cos3 𝜃 − 3 cos 𝜃
4
(2.18) 
(2.17) indicates that for a given contact angle 𝜃, ∆𝐺ℎ𝑒𝑡 is the same as ∆𝐺ℎ𝑜𝑚 except for a 
constant multiplier 𝑓(𝜃), which takes value between 0 and 1. This means the critical radius 𝑟∗ 
are identical for homogenous and heterogenous nucleation provided same ∆𝐺𝑉 and 𝜎𝛼𝛽, but the 







2.3.3 Heterogeneous Nucleation at Grain Boundaries 
Clemm and Fisher [8] presented the shape of 𝛽 embryo at symmetric two-, three- and 
four- 𝛼 grain junctions, in the interior of an 𝛼 poly-crystal. At a grain boundary (two-grain 
junction), two 𝛼/𝛽 interfaces join with an 𝛼/𝛼 interface, as shown in Figure 2.5. Assuming 𝛼 is 
a crystal phase, and all interfaces are incoherent and nonfaceted, and the two 𝛼/𝛽 interfaces have 
similar energies 𝜎𝛼𝛽 , then the two 𝛼/𝛽 interfaces have symmetric directions. Defining the 𝛼/𝛼 
interface (grain boundary) energy as 𝜎𝛼𝛼, the contact angle 𝛽 is decided by 
𝜎𝛼𝛼 = 2𝜎𝛼𝛽 cos 𝛽 (2.19) 
the new phase forms a symmetrical lenticular shape as shown in Figure 2.6. It is noteworthy that 
the contact angle at grain boundaries should be in the range 0 ≤ 𝛽 ≤
𝜋
2
 , because grain boundary 
energy is always non-negative. 
 
 
Figure 2.5: Illustration of the contact angle β that is determined by a balance of the interfacial 





Figure 2.6: Illustration of how the shape of a symmetrical lenticular embryo is determined by 
contact angle β at the grain boundary. 
 
For three- and four- 𝛼 grain junctions, the shape of 𝛽 embryo is determined in a similar way: 
equivalent spherical surfaces are used to form the bound of new phase embryos. 
 
 
Figure 2.7: (Left and Middle) Illustration of the newly formed phase particle that is bounded 
by three equivalent spherical surfaces at a three-grain junction. (Right) At a four-grain 




Clemm and Fisher concluded that four-grain junctions have the lowest nucleation barrier, 
followed by three-grain junctions then two-grain junctions. They also pointed out that when 
cos 𝛽 (𝛽 is the contact angle at the grain boundary, which is determined by the ratio of the grain 
boundary energy 𝜎𝛼𝛼 and interfacial energy 𝜎𝛼𝛽) exceeds some critical values, the forces at the 
grain edges will no longer be in equilibrium, and there will be a continuous free energy decrease 
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as the new phase grows from zero size. The growth of a new phase will be controlled not by 
nucleation but only by its growth rate and the amount of grain boundary present per unit volume 
2.4 Melt Initiation Mechanism at Various Sites in Polycrystalline Solids 
Defects in materials, such as grain boundaries, surfaces, and heterophase interfaces are 
unavoidable in the laser crystallization processes of silicon films,. They greatly affect the way 
melting is triggered compared to perfect crystals. Here we provide some background on melting 
at the interfaces related to the analysis performed in the thesis. 
2.4.1 Surface Melting 
In common scenarios, it is usually hard to heat a solid substantially past the melting point 
because of the presence of surfaces. It has been shown that pre-melting at a surface can occur 
below the melting point as the solid is heated[9]. Pre-melting at solid surfaces can be thought of 
as the wetting of the surface by its own liquid phase. The wetting condition is given by [10] 
𝜎𝑠𝑣 > 𝜎𝑠𝑙 + 𝜎𝑙𝑣 (2.20) 
𝜎𝑠𝑙, 𝜎𝑠𝑣, and 𝜎𝑙𝑣 are the interfacial energies of solid/liquid, solid/vapor, and liquid/vapor 
interfaces. 
2.4.2 Grain Boundary Melting 
A lot of evidence supports that the initiation of melting is possible near the melting 
temperature at grain boundaries [11]–[15]. However, the type of grain boundary can influence its 
tendency to melt. The free energy of a grain boundary is mostly determined by the degree of 
crystallographic misorientation between the two adjacent crystals. If this inequality 
𝜎𝑔𝑏 > 2𝜎𝑠𝑙 (2.21) 
is satisfied, then melting at grain boundary is thermodynamically favored and can proceed 
without barriers once the temperature is above bulk melting temperature. However, it has been 
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shown that grain boundaries with low excess free energy can sustain a significant degree of 
superheating [16]–[18]. 
2.4.3 Melting at Solid/Solid Heterophase Interfaces 
The resistance of a heterophase interface (such as Si-SiO2 interfaces) to melting is 
strongly reliant on its material properties such as chemical composition and structure. Generally, 
at interfaces with low excess free energy, for instance in coherent or semi-coherent interfaces, 
significant degree of superheating is possible [19], [20]. On the other hand, high-excess-free-
energy interfaces typically cannot undergo substantial superheating [21]. We recently discovered 
in experiments that the Si-SiO2 interface might be capable of withstanding superheating of 
hundreds of degrees [22], [23]. 
2.4.4 Internal Melting 
The formation of liquid within the interior of a crystal free of defects usually involves 
substantial superheating and is related to fundamental melting mechanisms that are scientifically 
important. 
There have been several models proposed to characterize the superheating phenomenon 
and explain the mechanism of subsequent internal melting. The limit of superheating is of 
particular interest in these research. Fecht and Johnson [2] proposed the isentropic point (which 
refers to the temperature at which the entropy of the liquid phase is equal to that of the solid 
phase) as an upper limit of solid phase superheating. Later Tallon [24] pointed out that the 
temperature at which the shear modulus of the solid phase vanishes (the rigidity limit) is below 
the isentropic point. There are also criteria of melting that cites atomic vibrational instability and 
vanishing elastic shear modulus [1]. It has also be shown that classical nucleation theory [3] is 
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able to provide upper bound of the superheating limit that is lower than others mentioned 
previously for typical heating rates in experiments. 
2.5 Pulsed-Laser-Induced Melt-Mediated Crystallization of Silicon Films 
One of the motivations of this thesis is to study the melting transition induced by pulsed 
lasers in columnar polycrystalline silicon films. As will be shown in the following sections, the 
details of melting can, to a great extent, determine the resulting microstructure and the electrical 
characteristics of the irradiated silicon films, thus critically affect the behavior of the devices 
based on them. 
2.5.1 Melting Regimes in Excimer Laser Processing of Silicon Films 
There are three distinct melting regimes that have been identified by the maximum melt 
depth reached during the melting process [25]. The depth depends primarily on energy density, 
as well as the temporal profile of the beam and film thickness. In the regime of complete 
melting, because the full thickness of the film over a certain area is melted completely, 
solidification initiates through nucleation and growth. The microstructure after this process is 
essentially independent of the beginning microstructure because of the stochastic nature of 
nucleation. In the partial melting regime and in the super-lateral growth regime, the remaining 
solid acts as a seed and facilitates the prompt regrowth of the solid phase. 
 
Figure 2.8 Illustration of the three melting regimes of a silicon thin film: (a) partial melting, 





2.5.2 Excimer Laser Annealing (ELA) 
ELA is a partial-melting-based excimer-laser crystallization process that can produce 
poly-Si films consisting of uniform and moderately sized grains on low-thermal-budget and 
temperature-sensitive substrates. Such material is suited for the fabrication of TFTs used in high-
performance displays [26]. 
The process starts with amorphous silicon films on substrates. During the initial laser 
irradiation, the amorphous silicon crystallizes into fine-grained polycrystalline silicon. At 
following laser pulses, partial melting and subsequent resolidification transpire in the irradiated 
area, leading to microstructure evolution. The average grain size increases (and approximately 
saturates to the wavelength of the incident beam) while the grain size distribution narrows. 
Even though ELA has been used and researched for many years, there is still much to be 
desired from the process. For example, to increase the output and efficiency of the manufacturing 
process, it is beneficial that the required repetition of pulses could be decreased. The process 
window (in terms of energy fluctuation) could also be increased. Also, because of the increasing 
market for higher resolution displays, silicon films of better microstructural uniformity is 
desirable. 
 
Figure 2.9 Plain-view TEM images showing the microstructure evolution of an initially 50-
nm-thick amorphas silicon film under typical ELA processing conditions after 12, 16, and 20 
pulses. Light defect etching was applied before TEM imaging to enhance grain boundary 
contrast. (adapted from [23]) 
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As a partial-melting process, in ELA, the melting portion of the phase transition cycle 
essentially dictates the evolution of microstructure. (since solidification predictable follows in a 
"near-equilibrium" manner seeded by remaining solid regions) Thus, it is beneficial to gain a 
clearer understanding of various mechanisms through which melting is triggered in ELA. 
2.5.3 Mixed-Phase Solidification (MPS) 
In the MPS [27] process, the silicon thin films are irradiated by an energy beam source 
(such as a continuous wave laser) multiple times. During the process, the average grain size and 
area percentage of (100)-surface-textured grains saturates softly. Therefore, it is able to produce 
highly (100)-surface-textured and micron-grain-sized films.  
MPS occurs in a unique environment that allows the coexistence of solid and liquid 
phase. As the thin poly-Si film is melted through irradiation, it is kept in a dynamic near-
equilibrium thermal condition close to the melting point. As a result, MPS can be regarded as 
dominated by thermodynamics.  
At the beginning of each melting and solidification cycle, melting is initiated in a 
heterogeneous manner, mainly at random high angle grain boundaries. When the incident beam 
intensity increases (decreases), the liquid region expands (shrinks), and melting (resolidification) 
happens as manifested by the lateral displacement of the s/l interfaces. The velocity of the 
solid/liquid interfaces depends on the local interface mean curvature, which is determined by the 
energies of the interfaces between the grains and the top/bottom oxide layers. The interfacial 




Figure 2.10 Schematic cross-section exhibiting the grain-orientation-dependent evolution of 
the microstructure following MPS cycles. (adapted from [28]) 
 
Beginning from small-grained randomly-oriented poly-Si films that are in between top 
and bottom SiO2 layers, the (100)-surface-oriented grains are thermodynamically favored to 
grow during each of the cycles, on the other hand, grains with alternate orientations tend to 
decrease and gradually disappear. As a result, after multiple repeats of such cycles, a nearly 






Chapter 3: Melting Initiation Mechanism of Bi-crystals 
Although the microstructure of the columnar-grained polycrystalline thin films 
encountered in ELA is relatively simple geometrically, it contains interesting features such as 
various types of interfaces (including grain boundaries and oxide/crystal interfaces), junctions 
(lines where interfaces meet), and vertices (points where junctions meet). Due to the presence of 
these features, there is an abundance of melting initiation mechanisms that do not manifest at 
planar interfaces such as surfaces, grain boundaries, and heterophase interfaces, or within the 
interior of bulk crystals. This makes it a unique opportunity for systematic research of melting 
initiation mechanisms at various heterogeneous sites. Our analysis seeks the mechanical 
equilibrium shapes (i.e., shapes that locally minimize the total free energy for a given volume of 
the liquid region) of the solid/liquid interface in conformity with the contact angle at other 
interfaces and the constant mean curvature requirement. The melting initiation mechanism at an 
initiation site can then be inferred based on the evolution of the solid/liquid interface shape when 
the liquid volume change. 
We first examine the bi-crystal, an elementary model that captures the most fundamental 
microstructure feature of columnar polycrystalline thin films: the T-junction. 
3.1 Structural Configuration of the Bi-crystal Model 
 




Figure 3.1 shows the cross-section of the bi-crystal structure: grain 1 and grain 2 each 
occupy a quarter of the space, covered by an oxide layer on the top. The two grains and the oxide 
top layer join at a one-dimensional line junction named T-junction. The most significant 
distinction of a T-junction from the grain boundary junctions inside bulk polycrystals is that two 
different types of interfaces are involved at a T-junction: the oxide-crystal interface and the grain 
boundary.  
3.2 Geometric Analysis of the Solid/liquid Interfaces of the Melting in Bi-crystals 
Similar to the process of determining the spherical-cap shape of the embryo in 
heterogeneous nucleation, the geometry of a solid/liquid interface in the mechanical equilibrium 
can be precisely captured by first placing two unit circles side-by-side horizontally, then 
positioning a horizontal line that intersects both circles, as shown in Figure 3.2. The unit circles 
represent the shapes of the solid/liquid interfaces for each grain, and the horizontal line 
represents the capping oxide layer. The distance between the centers of the two spheres is then 
decided by 𝛽 (contact angle of the solid/liquid interface at the grain boundary); the relative 
position of the horizontal line to the sphere centers is determined by 𝜃(contact angle of the 
solid/liquid interface at oxide interface). As discussed in Chapter 2, the symmetrical lenticular 
intersection of the two circles captures the shape of the cross-section of the liquid embryo at the 
grain boundary (illustrated in Figure 3.3), and the circle segment above the horizontal line 
captures the cross-section of the spherical-cap liquid embryo at the oxide interface. The 
positioning of the horizontal line with respect to the lenticular intersection comprises three 
possible situations: above, overlap, and below. Based on the relation between 𝛽 and 𝜃, three 
domains of the parameter space can be identified accordingly. The three domains correspond to 
different balance of wetting and nonwetting conditions at the grain boundary and oxide 
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interfaces, and yield energy-minimizing shapes with drastically different thermodynamic 
properties. 
 
Figure 3.2: Illustration of the relative placement of the two circles and the horizontal line that 
determine the permissible shapes of the liquid region. 
 
Figure 3.3: 3D illustration of the lenticular-shaped embryo at the grain boundary (Left) Top 
view (Right) A view from the side and above. 
 
3.3 Domains of Melting Initiation Mechanisms 
Domain 1: Pre-melting 
In this domain, the horizontal line is positioned above the lenticular intersection. The 
mechanical equilibrium shape of liquid regions at the T-junction is demonstrated in Figure 3.4 
and Figure 3.5.  The format of Figure 3.4 is designed to directly and intuitively relate the 
permissible liquid shapes to each point in the cos 𝜃-cos 𝛽 parameter space (which is a 
[−1,1] × [−1,1] square if both 𝜃 and 𝛽 can take value between 0 and 𝜋). A unit circle is 
inscribed in the square, partitioning the space into five separate zones. Domain 1 is 
correspondent to the left-bottom zone. Two red dashed lines are placed in parallel to each of the 
axes, with the intersection’s coordinates being the values of cos 𝜃 and cos 𝛽.  It is worth noting 
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that since the contact angle at grain boundary 𝛽 cannot exceed 𝜋/2 (i.e., cos 𝛽 ≥ 0), for the bi-
crystal model, the effective parameter space is [−1,1] × [0,1]. The cross-section shape of the 
liquid region is captured by the area bounded by the circle and two lines. Aside from the 
lenticular shape at the grain boundary (Figure 3.4 Left) and the spherical-cap shape at the oxide 
interface (Figure 3.4 Left), a concave liquid region is permissible at the T-junction (Figure 3.4 
Right). The concaveness (i.e., negative mean curvature of the solid/liquid interface) enables the 
liquid region at the T-junction to be stabilized below the bulk melting point, and this is referred 
to as pre-melting. The mechanism for the stability of the liquid region can be explained in terms 
of the Gibbs-Thomson effect as follows: at the temperature and mean curvature that satisfy the 
equilibrium condition (2.9), if the liquid region shrinks due to some perturbation, the negative 
mean curvature of the solid/liquid interface decreases (magnitude increases), thus the local 
equilibrium melting point decreases, which enables the liquid region to grow back. On the other 
hand, if the liquid region expands, the mean curvature of the solid/liquid interface increases 
(magnitude decreases), leading to a higher local equilibrium melting point, thus the liquid region 
retracts. A more concise analysis of this pre-melting scenario based on the partial derivative of 
free energy with respect to liquid volume will be developed and presented in the next chapter.  
 
Figure 3.4: Illustration of a point (the intersection of dashed lines) in the parameter space and 
its corresponding permissible liquid region shapes for domain 1. The shaded area stands for 







Figure 3.5: Permissible liquid region shapes at various sites of the bi-crystal for domain 1. 
The pre-melting configuration is highlighted in orange. Homogeneous nucleation inside 
either grain is permissible but not shown. 
 
Figure 3.6: 3D illustration of the pre-melting liquid region for domain 1. 
 
Domain 2: Nucleation at the T-junction 
In domain 2, the horizontal line overlaps with the lenticular intersection of the two 
circles. As shown in Figure 3.7 (Right), the solid/liquid interface for the liquid region at the T-
junction has positive mean curvature as opposed to domain 1 due to the sum of 𝛽 and 𝜃 being 
greater than 𝜋/2. According to the Gibbs-Thomson effect, there is a positive critical mean 
curvature for any given temperature higher than the equilibrium melting point. The shape of the 
liquid region at the T-junction is a truncated section of the lenticular shape at the grain boundary. 
For the same interface mean curvature or radius, the liquid volume is smaller at the T-junction 
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than at the grain boundary or oxide interface. It is important to note that given the cross-section 
shape in Figure 3.7 (Right), in 3D space, the liquid region can either expand infinitely in both 
directions like Figure 3.9 (Left) or be localized like Figure 3.9 (Right). The former being 
bounded by cylindrical segments and the latter being enclosed by spherical segments, both 
comply with constant mean curvature conditions and prescribed contact angle at boundaries. 
However, since the embryo emerges from a local fluctuation cluster of a few atoms (or 
molecules), it should always take the localized spherical-cap shape.  
 
Figure 3.7: Illustration of a point (the intersection of dashed lines) in the parameter space and 
its corresponding permissible liquid region shapes for domain 2. The shaded area stands for 




Figure 3.8: Permissible liquid region shape at varies sites of the bi-crystal for domain 2. The 
lowest-energy configuration is highlighted in orange. Homogeneous nucleation inside either 





Figure 3.9: 3D illustration of the embryo shapes that are in mechanical equilibrium at the T-
junction for domain 2. 
 
Figure 3.10: 3D illustration of the shape of the truncated-lens-shaped embryo at the T-
junction. (Left) Top view (Right) A view from side and above 
 
Domain 3: No shape exists that wets both the grain boundary and the oxide interface 
In this domain, the horizontal line is positioned below the lenticular intersection, which 
means the contact angle at the oxide interface is larger than the other two domains (i.e., wetting 
is less favored). No mechanical equilibrium shape of liquid could be established that satisfies the 
contact angle conditions at both grain boundary and oxide interface. Embryos can form either at 
grain boundary or oxide interface as shown in Figure 3.11 and Figure 3.12. 
 
Figure 3.11: Illustration of a point (the intersection of dashed lines) in the parameter space 
and its corresponding permissible liquid region shapes for domain 3. The shaded area stands 





Figure 3.12: Shape of the liquid embryo at oxide interface for domain 3. The lowest-energy 
configuration is highlighted in orange. Homogeneous nucleation inside either grain is 
permissible but not shown. 
 
It should be noted that nuclei at the grain boundary can still be in contact with the oxide 
interface, but the contact angle of solid/liquid interface no longer complies with the contact angle 
that satisfy force balance at the oxide interface. In this case the T-junction acts as a wetting 
barrier, the solid/liquid interface can wind from the contact angle with the better-wetting grain 
boundary to the contact angle with the worse-wetting oxide interface. This effect has been 
termed “canthotaxis” [29]. This reveals a previously under-appreciated scenario that nucleation 
doesn’t “benefit” from a junction, because of the participation of oxide interfaces. This effect is 
also not encountered in traditional studies of melting in polycrystals, since the tetrahedrally 
joined grain boundaries do not permit the nonwetting condition at any of the interfaces [8].  
To bring the three domains into one picture, we plot the melting mechanism diagrams 
that identify the domains in both cos 𝜃 − cos 𝛽 and 𝜃 − 𝛽 parameter spaces, as shown in Figure 
3.13 and Figure 3.14. Note that we “flipped” 𝜃 and 𝛽 axes compared with the diagrams in which 
we determine the liquid region shape. Generally, given some intermediate grain boundary 
contact angle 𝛽, if we gradually increase the oxide interface contact angle 𝜃 from 0 to π, we will 
be in the “pre-melting” domain ① first, then move into “T-junction heterogeneous nucleation” 
domain ②. Within this domain, the volume of the liquid region at the T-junction increases 
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continuously, as shown in Figure 3.15. The boundary between ② and ③ is signified by the 
critical condition that the liquid region shape at T-junction becomes identical to that at the grain 
boundary.  
 









Figure 3.15: Shapes of the liquid region (shaded area) at T-junction with increasing θ. 
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To summarize the melting mechanism for all the domains, Table 3.1 is compiled with 
each row corresponding to one of the domains and each column corresponding to one site. The 
melting mechanism is represented as N (Nucleation), P (Pre-melting), and X (No shape exists 
that satisfies the contact angle condition for all the interfaces involved). For all cases, 
homogenous nucleation could happen at the grain interior, and heterogeneous nucleation could 
happen at the grain boundary and the oxide interface. The difference between the three domains 
is mainly manifested at the T-junction. 
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Chapter 4: Thermodynamic Analysis of Phase Initiation and 
Evolution 
 
As stated in the second law of thermodynamics, there is generally a natural tendency to 
achieve a minimum of the Gibbs free energy for systems at a given pressure and temperature. 
How the system's free energy evolves with the emergence and expansion of a new phase dictates 
the thermodynamic driving force and therefore is of crucial importance in the study of phase 
transitions. This chapter develops a curvature-evolution-centric method for the thermodynamic 
analysis of phase initiation and evolution in discontinuous phase transition. We point out that this 
method is instrumental in the analysis of other general discontinuous phase transition situations 
in addition to the melting of columnar-grained polycrystalline thin films. 
4.1 Curvature-volume Relationship 
Under the mechanical equilibrium condition, the shape of the solid/liquid interface is 
determined by the geometry of adjacent bounding interfaces and the contact angles between 
interfaces for given melting initiation site and liquid volume. Thanks to the constant mean 
curvature property of solid/liquid interfaces, there is a single mean curvature value that 
corresponds to one state of the interface. Therefore, the mean curvature evolution during the 
phase transition can be captured by a single-valued function, which we term as the curvature-
volume function 𝜌 = 𝜌𝐸(𝑉). In some cases, the curvature-volume relationship is straightforward 
to derive. For instance, the heterogeneous nucleation at the T-junction discussed in Chapter 3 
involves an isomorphic liquid region that preserves its shape when the volume changes. As such, 
the volume of the liquid embryo is proportional to the cube of its linear scale or the inverse cube 
of the mean curvature of its solid/liquid interface.  However, for more complicated cases, 
analytical methods may not be feasible, and the surface needs to be computed numerically. 
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Figure 4.1 illustrates the surfaces of constant mean curvature that are arranged inside a unit cube 
to meet the cell's boundary planes at a prescribed contact angle. Bohlen et al. [30] used a 
Galerkin weighted residual formulation of the surface divergence theorem with finite element 
basis functions to compute surfaces for various contact angles and mean curvatures. A curvature-
volume relationship is derived, as shown in Figure 4.2. 
 




Figure 4.2 Volume fraction of internal domain as a function of mean curvature for various 




Numerical simulation programs such as the Surface Evolver [31] can also compute the geometry 
of constant mean curvature surface according to the boundary conditions provided by the user. 
Figure 4.3 exhibits the possible shapes of a droplet on a hydrophilic band located between two 
hydrophobic half-planes with different mean curvatures and volume, calculated by the Surface 
Evolver [32]. 
 
Figure 4.3 Possible shapes of a droplet pinned at a Wettability Separation Line. (adapted 
from [32]) 
 
4.2 Energy-volume Relationship 
Because the evolution of Gibbs free energy resulting from the phase transition determines 
the thermodynamic driving force of the process, it is desirable to obtain the change of free 
energy as a function of volume (or alternatively a function of radius if the solid/liquid interface is 
spherical or cylindrical). Traditionally, the free energy change for a given volume is calculated 
directly by aggregating the contribution of various components. Take the heterogeneous 
nucleation of liquid on a planar oxide substrate as an example, the geometric quantities involved 
are (1) the volume of the liquid region 𝑉𝑙, (2) the area of the solid/liquid interface 𝐴𝑠𝑙 and (3) the 
oxide interface area that the liquid region has absorbed 𝐴𝑙𝑜. The chemical and thermodynamical 
parameters involved are the volumetric free energy difference ∆𝐺𝑉 and per area energy of 
various interfaces 𝜎𝑠𝑙 , 𝜎𝑙𝑜 , 𝜎𝑠𝑜. The total free energy needed to form a spherical-cap-shaped liquid 
embryo can be calculated by summing the volumetric contributions and area contributions: 
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∆𝐺ℎ𝑒𝑡 = 𝑉𝑙∆𝐺𝑉 + 𝐴𝑠𝑙𝜎𝑠𝑙 + 𝐴𝑙𝑜(𝜎𝑙𝑜 − 𝜎𝑠𝑜) (4.1) 
The format of this equation indicates that the thermodynamic, chemical, and geometry aspects of 
the system are entangled with each other in the sense that all thermodynamic and chemical 
parameters need to be explicitly integrated over geometric domains. 
4.3 Derivation of Energy-volume Relationship from Curvature-volume Function 
In this section, we show that, by recognizing a particular attribute of the mean curvature 
of a curved interface, and the constant mean curvature (CMC) property of solid/liquid interfaces 
under mechanical equilibrium, the relationship between the free energy change and the liquid 
volume can be conveniently derived from the curvature-volume function if the evolution of the 
solid/liquid interface is smooth and continuous. 
4.3.1 Local Governing Equation 
Consider an infinitesimal displacement of a small patch of the solid/liquid interface, the 
free energy change associated with the movement of the patch is: 
𝑑𝐺 = 𝐺𝑉𝑠𝑑𝑉𝑠 + 𝐺𝑉𝑙𝑑𝑉𝑙 + 𝜎𝑑𝐴 = ∆𝐺𝑉𝑑𝑉 + 𝜎𝑑𝐴 (4.2) 
Where 𝑑𝑉 = 𝑑𝑉𝑙 = −𝑑𝑉𝑠 and ∆𝐺𝑉 = 𝐺𝑉𝑙 − 𝐺𝑉𝑠. 
Take the derivative of free energy with respect to the volume swept by the small patch: 
𝜕𝐺
𝜕𝑉




The mean curvature ℋ of a moving curved interface has a special property that relates the 
infinitesimal change in its area 𝑑𝐴 to the volume 𝑑𝑉 swept by the motion normal to itself. 








To avoid the factor of 2, we use an alternative definition of 𝜌 that's twice the value of ℋ 
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= ∆𝐺𝑉 + 𝜎𝜌 (4.6) 
The local thermodynamic equilibrium (i.e., when the thermodynamic effect that drives the 
motion of the interface motion vanishes) is achieved at 
𝜕𝐺
𝜕𝑉
= 0. A critical mean curvature 𝜌∗ can 
be defined such that 
𝜕𝐺
𝜕𝑉
= ∆𝐺𝑉 + 𝜎𝜌





Recall that ∆𝐺𝑉 is a function of temperature 𝑇 and can be linearly approximated as 
∆𝐺𝑉(𝑇) ≅
∆𝐻𝑓 ∙ (𝑇𝑚 − 𝑇)
𝑇𝑚
(4.9) 





∆𝐻𝑓 ∙ (𝑇 − 𝑇𝑚)
𝜎 ∙ 𝑇𝑚
(4.10) 
Note that 𝜌∗(𝑇) is approximately linear to (𝑇 − 𝑇𝑚), and 𝜌
∗(𝑇𝑚) = 0. 
Substituting (4.10) into (4.6), we derive 
𝜕𝐺
𝜕𝑉
= 𝜎(𝜌 − 𝜌∗(𝑇)) (4.11) 
Equation (4.11) reveals that the local mean curvature is of central importance to the 
thermodynamic behaviors encountered when a curved solid/liquid interface proceeds or retreats 
during melting or solidification. If 𝜌 > 𝜌∗(𝑇), then 
𝜕𝐺
𝜕𝑉
> 0, interface moves in the direction that 
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reduces the volume of liquid, and vice versa. When the local mean curvature equals 𝜌∗(𝑇), the 
interface is in thermodynamic equilibrium. The situation is equivalent to the Gibbs-Thomson 
equation introduced in Chapter 2: 
𝑇𝑚






𝑙𝑜𝑐𝑎𝑙) = 𝜌 (4.12) 
 
4.3.2 Evolution of Total Free Energy 
Due to the constant mean curvature property of the solid/liquid interface under 
mechanical equilibrium, at any point on the interface, the local mean curvature equals the global 
mean curvature 𝜌𝐸(𝑉). Applying (4.11) over the whole area of the solid/liquid interface, we can 
re-interpret the equation in a global sense: 
𝜕𝐺
𝜕𝑉
= 𝜎(𝜌𝐸(𝑉) − 𝜌∗(𝑇)) (4.13) 
  𝜕𝐺/𝜕𝑉 now refers to the derivative of the total free energy with respect to the total volume of 
liquid. Because the instantaneous interface velocity is proportional to the quantity 𝜕𝐺/𝜕𝑉, which 
has a unit of stress, we term 𝑓(𝑉, 𝑇) = 𝜕𝐺/𝜕𝑉 as the “interface driving stress function”. The 
significance of this formulation is that the geometry/chemistry aspect is now completely 
untangled with the thermodynamic considerations, and it is possible to treat them separately.  
𝜌𝐸(𝑉) can be regarded as a "capillarity term" that fully captures the geometric configuration and 
capillarity effects induced by the contact angles (which is in turn determined by the energy of 
various interfaces). The derivation of 𝜌𝐸(𝑉) can be fully formulated as a geometrical problem, 
and the task can be offloaded to tools like the Surface Evolver.  𝜌∗(𝑇) is viewed as a "Gibbs-
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Thomson term" that incorporates the temperature effect through the difference of volumetric 
bulk free energy between phases. It is worth noting that either the "capillarity term" or the 
"Gibbs-Thomson term" alone does not provide sufficient information about the phase 
transformation. The "capillarity term" only represents the shape of the solid/liquid interface 
given a fixed volume; it does not imply expansion or shrinkage. The "Gibbs-Thomson term" 
provides the equilibrium mean curvature for a temperature, but it is not possible to infer whether 
the solid/liquid interface would ever achieve an equilibrium state or whether the equilibrium is 
stable. 
 Combining both of the two terms, we get a complete picture of the thermodynamics of 
the melting transition. At any temperature and liquid volume, we can directly derive 𝜕𝐺/𝜕𝑉, the 
thermodynamic driving stress that dictates the direction and speed of the phase transition, by 
taking the difference of the two terms. In the same curvature-volume diagram, we can plot the 
𝜌𝐸(𝑉) function together with the line of constant mean curvature representing 𝜌∗(𝑇). Their 
intersections stand for the possible equilibrium points and the slope of 𝜌𝐸(𝑉) at the point has the 
same sign as 
𝜕2𝐺
𝜕𝑉2
, which determines the stability. 
Along a continuous and smooth transformation pathway from 𝑉1 to 𝑉2, we can integrate 
over the range of volume evolution and finally obtain the change of free energy as a function of 
volume: 










4.3 Quadrants of Melting Initiation Mechanism for Isomorphic Liquid Regions 
As discussed in Chapter 3, the liquid regions involved in bi-crystals are isomorphic as 
their shapes are preserved throughout the melting process. In this section, we utilize the 
curvature-volume analysis to study the thermodynamics of melting transition with isomorphic 
liquid regions. Based on the sign of the mean curvature of solid/liquid interface and the sign of 
the critical mean curvature (The sign of critical mean curvature 𝜌∗, the volumetric difference of 
free energy between liquid and solid phase ∆𝐺𝑉, and (𝑇 − 𝑇𝑚) are one-to-one correspondent, as 
summarized in Table 4.1), we demonstrate four quadrants of curvature-volume and energy-
volume relationship with distinct patterns and corresponding melt initiation mechanisms.  
Table 4.1: Relationship between the sign of critical mean curvature ρ*, the volumetric 
difference of free energy between liquid and solid phase ΔGv, and (T-Tm). 
𝝆∗ ∆𝑮𝑽 𝑻 − 𝑻𝒎 
+ - + 
- + - 
 
If a localized liquid region preserves its shape while the volume changes, for example, in 
a sharp conical crevice as illustrated in Figure 4.4, the absolute value of the solid/liquid interface 





Figure 4.4 Cross-sectional illustration of the liquid region shape in a sharp conical crevice 
with different solid/liquid interface contact angle θ. (Left) θ is small and the mean curvature 
of the solid/liquid interface is negative. (Right) θ is large and the mean curvature of the 
solid/liquid interface is positive. 
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For each combination of the signs of 𝜌 and ∆𝐺𝑉, we can plot the curvature-volume 
diagram and mark the critical mean curvature, as shown in Figure 4.5. If 𝜌 and ∆𝐺𝑉 have 
opposite signs, there must be exactly one intersection between the curvature-volume curve and 
the critical mean curvature line. If the signs of 𝜌 and ∆𝐺𝑉 are the same, then there is no 
intersection. Figure 4.6 illustrates 𝜕𝐺/𝜕𝑉 as a function of 𝑉. Note that the intersections in the 
curvature-volume diagram become zero points in the 𝜕𝐺/𝜕𝑉-volume diagram. Finally, we can 
obtain the pattern of ∆𝐺 evolution by integration, as shown in Figure 4.7. 
 
Figure 4.5 Curvature-volume quadrants diagrams for liquid regions in a sharp conical 






Figure 4.6 ∂G/∂V-volume quadrants diagrams for liquid regions in a sharp conical crevice, 




Figure 4.7 Energy-volume quadrants diagrams for liquid regions in a sharp conical crevice. 
 
We term the four quadrants as growth, nucleation, pre-melting, and fluctuation. The key 
characteristics are described below: 
Growth: 𝜌 < 0 and ∆𝐺𝑉 < 0 
The energy-volume curve decreases monotonically, indicating that the growth of the liquid 
embryo is always thermodynamically favored and proceeds without barriers. 
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Nucleation: 𝜌 > 0 and ∆𝐺𝑉 < 0 
There exists one maximum for the energy-volume curve as a barrier, which indicates that the 
liquid embryo is thermodynamically favored to shrink and dissipate if its volume is smaller than 
the critical volume, but free to grow after reaching the critical volume. 
Pre-melting: 𝜌 < 0 and ∆𝐺𝑉 > 0 
There exists one minimum for the energy-volume curve, so the liquid embryo can be 
thermodynamically stabilized at the critical volume. As ∆𝐺𝑉 > 0 corresponds to 𝑇 < 𝑇𝑚, this is 
denoted as pre-melting. Larger ∆𝐺𝑉 corresponds to equilibrium mean curvature of higher 
magnitude. 
Fluctuation (and shrinkage): 𝜌 > 0 and ∆𝐺𝑉 > 0 
The energy-volume curve increases monotonically; this means that the liquid embryo always 
tends to shrink and dissipate. However, liquid embryos can still possibly emerge in a localized 
and stochastic manner through thermal fluctuation.  
It is worth noting that under the isomorphic condition, negative mean curvature of 
solid/liquid interface is necessary for a stable coexistence of two phases. However, as we will 
show later, it is not the case for non-isomorphic scenarios. 
4.4 Complete Melting of the Grain Boundary in Bi-crystal Thin Films 
In the melt-mediated processing of columnar-grained polycrystalline thin films, for the 
microstructure evolution to happen, the grain boundaries must be completely melted. The 
unmelted portion of the grain boundary would serve as the seed for solid growth and prevent the 
grain boundary from moving after resolidification. In this section, we consider a thin-film bi-
crystal model that involves two T-junctions separated by the thickness of the film. We assume 
the same contact angle 𝜃 at the two oxide interfaces are the same, and 𝜃 + 𝛽 < 90° which 
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satisfies the pre-melting condition at T-junctions. As shown in Figure 4.8(a), when the 
temperature is low, the pre-melted regions are small. With temperature rising towards the 
melting point, they grow with the preserved shape until they come in contact. At this point, the 
grain boundary is completely melted, and the shape of the solid/liquid interface is no longer 
affected by the contact angle 𝛽 at the grain boundary; instead, its mean curvature 𝜌0 is purely 
determined by 𝜃 and independent of the liquid volume. An abrupt shape transition (from the 
solid line in Figure 4.8(a) to the solid line in Figure 4.8(b)) happens because of the sudden 
change of the boundary conditions. Note that after the transition, the solid/liquid interface's mean 
curvature drops (downward arrow in Figure 4.9), therefore its equilibrium temperature becomes 
lower. As a result, if the temperature stays the same after the transition happens, melting of the 
two grains would proceed as the two solid/liquid interfaces move away (i.e., the liquid region 
grows freely), shown in Figure 4.8(b). During melting, if the temperature drops such that 𝜌∗(𝑇) 
is below 𝜌0, resolidification happens, and the interfaces draw near to each other, as shown in 
Figure 4.8(c). When the interfaces contact each other, the grain boundary forms again, and 
another shape transition takes place, as shown from Figure 4.8(c) to 4.8(d). This shape transition 
involves an increase of the solid/liquid interface mean curvature, corresponds to the upward 
arrow in the curvature-volume diagram. The melting and reformation of the grain boundary 
happen at different temperatures and liquid volumes; therefore, hysteresis is observed. It is also 
worth noting that because of the positive mean curvature of the solid/liquid interface throughout 





Figure 4.8: Illustration of the complete melting and resolidification of grain boundary with 
symmetric contact angle conditions. 
 
 
Figure 4.9: Curvature-volume diagram for the complete melting and resolidification of a 
grain boundary with symmetric contact angle conditions. 
 
The thin-film bi-crystal model can be further extended to an asymmetric scenario. Due to 
different crystallographic orientations, the two grains could have different contact angles 
between the solid/liquid interface and the oxide interface. As shown in Figure 4.10, we assume 
the contact angle of the right grain is smaller. Under the melting point, an asymmetric pre-
melting region can be stabilized in equilibrium, with the mean curvature of the solid/liquid 
interface being the same for left and right grains. The difference compared with the symmetric 
case is that after two grains get detached, they each have distinct mean curvatures individually 
determined by the contact angles at the oxide interface. This leads to different 
𝑑𝐺
𝑑𝑉
, and therefore 
different melting/solidification speeds for the two grains under the same degree of superheating 
or undercooling. 
 





The mean curvature difference after the complete melting of the grain boundary connects 
naturally to the thermodynamic model of MPS [28]. We can visualize the movement of the 
interfaces and the subsequent displacement of the grain boundary location during an MPS cycle 
graphically. Assuming the melting and solidification take place under isothermal conditions, 
respectively (i.e., the temperatures at both solid/liquid interfaces are constant), the interface 
velocities associated with both grains must be certain values, as shown in Figure 4.11 (Left). The 
difference in the local interface mean curvature essentially shifts the linearized interface response 
function into two parallel lines, one for each grain. During the melting stage, the interface 
velocities are 𝑉1 and 𝑉2, whereas during the solidification stage the interface velocities are 𝑉1
′ and 
𝑉2
′. Note that 𝑉1
′ − 𝑉2
′ = 𝑉1 − 𝑉2. The displacement of the two solid/liquid interfaces during the 
melting/solidification cycle is plotted in Figure 4.11 (Middle). We can see that in the end, when 
two grains re-solidify completely, their grain boundary would move a distance of  ∆𝑡(𝑉1
′ − 𝑉2
′), 
where ∆𝑡 is the duration of the cycle. 
 
Figure 4.11: (Left) Diagram of interface velocity for two grains as a function of temperature. 
(Middle) Schematic plot and (Right) Schematic diagram illustrating the movement of the 






4.5 Application of the Curvature-volume Analysis to Non-isomorphic Melting  
 In this section, we demonstrate the application of the curvature-volume analysis to two 
examples of non-isomorphic melting scenarios. 
4.5.1 Circular Inoculant 
We first study the melting initiation mechanism on a circular inoculant[33] with a 
nucleant surface. In generally, absorption on a surface can act as a template for the growth of a 
new phase or the formation of a wetting layer that can stabilize a new phase before it is 
thermodynamically stable in bulk. At small superheating, by adsorption, wetting, or 
heterogeneous nucleation, a liquid layer is formed on the inoculant substrate and spreads laterally 
to cover the nucleant area. Subsequent transformation occurs by increasing the height of the 
spherical cap, as illustrated in Figure 4.12 (Left) 
 
Figure 4.12 (Left) Cross-sectional illustration of the spherical cap shape of a liquid embryo on 
a circular inoculant of various heights. (Right) Demonstration of the two embryo shapes 
corresponding to the same mean curvature. 
 
The curvature-volume relation for the liquid embryo is fully determined by the radius of 
the inoculant. When the volume of the liquid region is very small, the mean curvature of its 
solid/liquid interface is close to zero. When the liquid volume increases, the mean curvature also 
increases until reaching the maximum 𝜌𝑚𝑎𝑥 (as the liquid region becomes a hemisphere and the 
mean curvature is the reciprocal of the radius of the inoculant). After that, the mean curvature 
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decreases monotonically. For any mean curvature that's below the maximum value, there are two 
volumes corresponding to it, which is illustrated in Figure 4.12 (Right).  
Given the pattern of the curvature-volume relationship, we identify three scenarios for the 
range of critical mean curvature, as shown in Figure 4.13.  
In scenario ①,  𝜌∗(𝑇) < 0 (i.e., 𝑇 < 𝑇𝑚), thus  
𝜕𝐺
𝜕𝑉
> 0 for all volumes. The liquid phase 
only appears via fluctuation and will eventually shrink and disappear.  
In scenario ②, 0 < 𝜌∗(𝑇) < 𝜌𝑚𝑎𝑥, there exist two equilibrium points that correspond to 
one minimum and one maximum for free energy, as shown in Figure 4.14(Left column). This 
implies that a liquid embryo can be stabilized at a certain degree of superheating, but once its 
size exceeds some threshold through thermal fluctuation, it will continue to grow without more 
barriers. At a higher temperature within this scenario, the liquid region is larger in terms of the 
stabilized size and smaller in terms of the free growth threshold size. The energy barrier between 
the two equilibrium states (one stable and one unstable) is smaller at higher temperatures. 




 is negative for all volumes, which indicates free growth (Figure 4.14 Right column). 
 
Figure 4.13 Categorization of critical mean curvatures for melting from a catalyzed circular 




Figure 4.14 (Top) Curvature-volume diagram for liquid initiating from a catalyzed circular 
inoculant, horizontal dotted lines represent different critical mean curvatures. (Bottom) 
Energy-volume diagram for temperature corresponding to the critical mean curvature 
marked as dashed lines in the top diagrams. 
 
4.5.2 Rounded Conical Crevice 
Physically, the tip of a conical crevice cannot be infinitely sharp. As such, we consider a 
modified model that deals with a crevice tip with a rounded bottom [34], as shown in Figure 
4.15. The wall of the crevice is assumed to be wetting enough such that the solid/liquid interface 
has a negative mean curvature away from the rounded tip. When melting initiates from the center 
of the rounded bottom, the growth of the liquid embryo consists of two stages: when the 
solid/liquid interface is in contact with the rounded bottom (interior of a spherical cap) and when 
the solid/liquid interface is in contact with the cone. For the first stage, the liquid volume starts 
from zero, and the mean curvature starts positive with a large magnitude. As volume increases, 
the mean curvature decreases and eventually becomes negative before the solid/liquid interface 
reaches the transition from a spherical cap to a cone. When the solid/liquid interface is in contact 
with the cone, the mean curvature stays negative but decreases in magnitude as the volume 




Figure 4.15 Cross-sectional illustration of liquid embryo growth in a rounded conical crevice 
with different solid/liquid interface contact angles.  
 
Given the curvature-volume diagram, we can perform thermodynamic analysis for 
various critical mean curvatures. Because of the slope, if the critical mean curvature line 
intersects the first stage of the curvature-volume curve, the intersection corresponds to a 
maximum of the free energy. If it intersects the second part, then a minimum in the energy-
volume curve should be matched. 
 
Figure 4.16 Categorization of critical mean curvatures for melting in a rounded crevice that 
correspond to different melting mechanisms. 
 
There are three scenarios for the range of critical mean curvature, shown in Figure 4.16. 
In category ①, the entire curvature-volume curve is above the critical mean curvature line, thus 
energy increases monotonically with the increase of liquid volume. This means that for 
temperatures under a certain threshold, no liquid could be stabilized. Any existing liquid embryo 
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is thermodynamically unfavorable and will tend to dissolve. It is worth noting that this threshold 
is below the bulk melting point because it corresponds to negative critical mean curvature. In 
category ②, the critical mean curvature line intersects with the curvature-volume curve twice, 
once at the first stage and once at the second stage, as shown in Figure 4.17 (a)-(d). The range for 
this category is all negative, from the transition point between the first and second stage to zero 
(asymptote of the second stage). The energy-volume curve, therefore, has a maximum followed 
by a minimum. The minimum means that a liquid region can be stabilized at the negative critical 
mean curvature. However, if there is no liquid already present, an energy barrier needs to be 
overcome for the stabilized liquid embryo to form. The process is similar to classical nucleation 
and growth, with the main distinction being that growth would be "trapped" at a finite volume 
after the "nucleation" event, and the mean curvature of the solid/liquid interface at the maximum 
energy state is negative as opposed to the classical nucleation process in which mean curvature is 
always positive. In category ③, the critical mean curvature is positive, and the corresponding 
temperature is above the bulk melting point. Thus, the corresponding line only intersects the first 
stage once. The resulting energy-volume curve only has a single maximum as an energy barrier. 
In this case, once the liquid embryo reaches the volume corresponding to the critical mean 
curvature, it is favored to grow indefinitely.  
From another perspective, if we start from a stabilized liquid region and slowly decrease 
the temperature, to maintain equilibrium, the liquid region will shrink such that the mean 
curvature of the solid/liquid interface tracks the critical mean curvature corresponding to the 
current temperature. However, once the contact line of the solid/liquid interface moves into the 





Figure 4.17 (Top) Curvature-volume diagram for the liquid embryo in a rounded crevice, 
horizontal dotted lines represent different critical mean curvatures (Bottom) Energy-volume 
diagram for temperature corresponding to the critical mean curvature marked as dashed lines 
in the top diagrams. 
 
4.6 Summary 
In this chapter, we developed a curvature-evolution-centric analysis for melt initiation 
and evolution under general interface boundary conditions. The basis for this curvature-volume 




, and the constant mean curvature (CMC) property of solid/liquid interfaces under 
mechanical equilibrium. The change of the free energy with the growth of liquid volume can be 
conveniently derived from the curvature-volume function 𝜌𝐸(𝑉) and critical mean curvature 
𝜌∗(𝑇) for the smooth and continuous evolution of the solid/liquid interface: 
𝜕𝐺
𝜕𝑉
= 𝜎(𝜌𝐸(𝑉) − 𝜌∗(𝑇)) (4.13) 
This equation suggests that, by plotting the 𝜌𝐸(𝑉) function together with the line representing 
𝜌∗(𝑇), the critical thermodynamic information regarding the melting transition at the 
temperature 𝑇, such as the number of equilibrium points and their stability, can be 
straightforwardly and intuitively identified. 
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 Chapter 5: Melting Initiation Mechanism of Tri-crystals 
The tri-crystal model discussed in this chapter captures the microstructure feature of three 
oxide-capped grains joining together and forming a single junction, which widely exists at 
surfaces of general polycrystalline thin films.  
5.1 Structural Configuration of the Tri-crystal Model 
The structure of a tri-crystal is illustrated in Figure 5.1: Grain 1, Grain 2, and Grain 3 
each occupy 1/3 of the half-space, with a planar oxide layer covering the top. We first identify 
and define the terminology of the heterogeneous sites involved in the model: I-junction is the 
one-dimensional junction of the three grains; T-junctions are the three junctions that join each of 
the grain boundaries and the oxide interface; The Y-vertex is the point at which the I-junction 











5.2 Related Previous Work 
There have been models proposed to capture the melting behavior at the junction of three 
grains in a columnar-grained thin film. Observing the interesting experimental results by Hsieh 
and Balluffi [13], [35] showing that the melt in polycrystals accumulates at triple grain junctions 
(shown in Figure 5.2), Raj [14] pointed out that such melting can be predicted. The geometry of 
the interfaces provides the excess free energy required for pre-melting at the triple junction, 
which may be exactly described in terms of the contact angle at grain boundaries and the ideal 
thermodynamic parameters of the material, as shown in Figure 5.3. Pre-melting is shown to be 
possible if the grain boundary contact angle is less than 30°. However, this model neglects the 
effect of the oxide capping layer (which served in the experiment for the purpose of 
encapsulating and protecting the specimen thin film) and effectively assumes an infinitely long 
junction, or the contact angle of solid/liquid interface at the oxide interfaces to be 90°. It will be 
shown later that if the top oxide interface favors wetting, pre-melting could be possible even 
when the grain boundary contact angle is greater than 30°. 
 
Figure 5.2: Disappearance of melts at triple junctions of aluminum at different degrees of 






Figure 5.3: (Right) The difference between the Gibbs free energy of States I (Left) and II 
(Middle) as a function of the radius of curvature of the melt pocket at a fixed temperature. 
The minimum in the free energy denotes a stable size of the melt pocket. This stable size 
depends on the contact angle. (adapted from [14]) 
 
5.3 Geometric Analysis of the Solid/liquid Interfaces of the Melting in Tri-crystals 
Similar to the bi-crystal model, we seek the shape of liquid regions using the relative 
position of three unit spheres, which represent the solid/liquid interface for each grain, and a 
separate horizontal plane, which represents the oxide interface. For simplicity, the contact angle 
at the oxide is assumed to be the same everywhere. Because of the symmetry, the centers of the 
three spheres must form an equilateral triangle. The distance between the sphere centers is 
determined by the contact angle 𝛽 of solid/liquid interfaces at grain boundaries, as shown in 
Figure 5.4. The relative height of the oxide plane to the sphere centers is decided by the contact 
angle 𝜃 between the solid/liquid interface and Si/SiO2 interface. Similar to the analysis for T-
junction, the relative height takes the value of cos 𝜃, as illustrated in Figure 5.5. 
 





Figure 5.5: Relative position of the horizontal plane to the spheres for (a) θ<π/2, (b) θ=π/2, (c) 
θ>π/2. 
 
There is a critical point of 𝜋/6 for 𝛽 that distinguishes whether an intersection of all three 
spheres exists. When 𝛽 < 𝜋/6, there is a concave void in the middle of the three spheres, as 
shown in Figure 5.6 (Left). When 𝛽 > 𝜋/6, the three spheres have a convex intersection, as 
shown in Figure 5.6 (Right). 
 
Figure 5.6: Top view of the placement of the three unit spheres when β<π/6 (Left) and  β>π/6  
(Right). 
 
Given the three-sphere intersection exists (𝛽 < 30°), its 3D illustration is shown in Figure 
5.7.  Depending on 𝜃, the oxide plane could either cut through or stay clear of the intersection. 








Figure 5.7: Illustration of the intersection of the three unit spheres. 
 
As shown in Figure 5.8, three scenarios can be identified. The plane is above the 
intersection when 𝜃 is greater than cos−1(√1 −
4
3
𝑐𝑜𝑠2𝛽), cut through the intersection when 𝜃 is 
between − cos−1(√1 −
4
3
𝑐𝑜𝑠2𝛽) and cos−1(√1 −
4
3
𝑐𝑜𝑠2𝛽), and below the intersection when 𝜃 





Figure 5.8: Relative position of the horizontal plane for different θ. 
 
Based on whether the three-sphere intersection exists and its relative position to the 
horizontal plane, we can establish a partition of the 𝜃 and 𝛽 parameter space into four domains, 
as shown in Figure 5.9. Domain a indicates that the three spheres have no common intersection. 
Domain b means that the plane intersects with the three-sphere common intersection. Domain c 
and d correspond to the situations that the plane is above and below the common intersection, 








Figure 5.9: Partition of the parameter space for the tri-crystal model. 
 
For domain a, there exists a liquid region shape with negative mean curvature along the I-
junction that’s in mechanical equilibrium. Away from the oxide interface such that its effect is 
negligible, the liquid region is bounded by three cylindrical segments, and the cross-section takes 
the shape of the concave void shown in Figure 5.6(Left). The negative mean curvature of the 
solid/liquid interface and the isomorphic (i.e., shape-preserving) nature of the liquid region 
means the liquid region can be stabilized below the equilibrium melting point. 
 In a specific scenario that 𝜃 =
𝜋
2
, the solid/liquid interface contacts the top oxide interface 
at a right angle. The liquid region thus has an identical cross-section along the entire I-junction, 
as shown in Figure 5.10(b). If 𝜃 deviates from 
𝜋
2
, the liquid region would taper (𝜃 >
𝜋
2




) at the top oxide interface (i.e., the Y-vertex), depending on whether the oxide interface 
favors wetting. 
 
Figure 5.10: Shape of the liquid region along the I-junction at the top oxide interface.  




For domain b, c, and d, melting initiates via nucleation and growth at the I-junction away 
from the oxide interface. The shape of the liquid embryo, bounded by three equivalent spherical 
surfaces, is captured by the three-sphere intersection shown in Figure 5.7 and Figure 5.11.  
 
Figure 5.11: Illustration of the shape of the liquid embryo at the I-junction. (Left) Top view 
(Right) A view from the side and above. 
 
We now discuss the melting situation at the Y-vertex. For domain b, there exists a 
mechanical equilibrium shape for the liquid region with negative mean curvature. Therefore, pre-
melting happens, and liquid can be stabilized below the equilibrium melting point. For domain c, 
the top oxide interface can assist the heterogenous nucleation along the I-junction. Therefore, the 
shape of the liquid embryo is truncated and bounded by three equivalent spherical surfaces and 
one plane, as shown in Figure 5.12. For domain d, because the oxide interface does not favor 
wetting, the canthotaxis effect is manifested, and liquid embryos formed along the I-junction 
take the same shape no matter whether they are in contact with the oxide interface or not. 
 
Figure 5.12: Illustration of the truncated shape of the liquid embryo at the Y-vertex. 
62 
 
Then we move on to consider whether the horizontal plane intersects the intersection of 
any two of the three spheres. It is the same geometric condition as the T-junction for bi-crystal. 
Thus we can reuse the diagram for bi-crystal Figure 5.13. Overlaying the two diagrams and we 
can get a complete melting initiation mechanism diagram for all sites in the tri-crystal, as shown 
in Figure 5.14.  
 
Figure 5.13: Partition of parameter space for bi-crystal model. 
 
 
Figure 5.14: Complete melting initiation mechanism diagram for tri-crystal. 
 
In the following sections, we will examine each of the domains, illustrate the relative 
position of the three spheres and horizontal plane by showing the spherical segments underneath 




5.4 Domains of Melting Initiation Mechanisms  
Domain 1: 
In this domain, the three unit spheres do not intersect in the middle, and the plane does 
not intersect with any of the two-sphere intersections, as shown in Figure 5.15. Thus, there 
would be stabilized liquid channels with negative solid/liquid interface mean curvature along 
both the I- and T-junctions. The shape of the liquid region is shown in Figure 5.16. The channels 
are interconnected at the Y-vertex. Close to the inter-connection, the shape of the liquid channels 
would be distorted to accommodate the transition (no longer bounded by perfectly cylindrical 
surfaces), but the constant mean curvature property and the contact angles at boundaries are 
preserved across all the solid/liquid interfaces. 
 











Like domain 1, the three unit spheres do not intersect in the middle, but the plane 
intersects each two-sphere intersection, as shown in Figure 5.17. There would be a pre-melting 
liquid region with negative mean curvature that expands along the I-junction only. The liquid 
channel connects to the oxide interface, and close to the connecting, the shape of the channel 
would deviate to accommodate the prescribed contact angle of solid/liquid interface at the oxide 
interface, as in Figure 5.10. Liquid embryos with positively-curved truncated-lens shapes can 
also form at T-junctions above the melting point. 
 
Figure 5.17: Illustration of the sphere and plane placement for domain 2. 
 
Domain 3: 
From any point in domain 2, if we increase 𝜃 (which is equivalent to moving down the 
plane), the plane will eventually not intersect any of the two-sphere intersections, which 
indicates entering domain 3 (as shown in Figure 5.18). The difference of domain 3 from domain 
2 is that truncated-lens-shapes embryos can’t form at the T-junction, which is similar to the 





Figure 5.18: Illustration of the sphere and plane placement for domain 3. 
 
Domain 4: 
The three unit spheres have a common intersection in the middle, and the plane does not 
cut through the three-sphere intersection or any of the two-sphere intersections. This means there 
would be pre-melting liquid channels with negative mean curvature along T-junctions, but not 
the I-junction. The shape of the liquid region is shown in Figure 5.19. Near the inter-connection 
of three channels at the Y-vertex, the shape of the channel is distorted and expands into the I-
junction due to the tendency of grain boundaries to facilitate melting.  
 
Figure 5.19: Illustration of the sphere and plane placement for domain 4. 
 
 




The three unit spheres intersect in the middle, but the plane only cuts through the two-
sphere intersections. It does not intersect with the three-sphere intersection in the middle. This 
leads to a localized (i.e., does not expand along T-junction or I-junction) liquid region with 
negative mean curvature at the Y-vertex. The pre-melting liquid region is bounded by three 
equivalent sphere segments, as shown in Figure 5.22.  
 
Figure 5.21: Illustration of the sphere and plane placement for domain 5. 
 
 
Figure 5.22: Illustration of the shape of the pre-melting region for domain 5. 
 
Domain 6: 
In this case, the plane intersects with the three-sphere intersection in the middle. 
Geometrically no liquid region with negative mean curvature can be established. As a result, no 
liquid region could be stabilized under bulk melting temperature. However, embryos can form 




Figure 5.23: Illustration of the sphere and plane placement for domain 6. 
 
Domain 7: 
 From any point in domain 6, if we increase 𝜃 (equivalent to moving down the plane), the 
plane will eventually clear the three-sphere intersection but still intersect with each of the two-
sphere intersections, which characterizes domain 7. The embryo can no longer form at the Y-
vertex that satisfies the contact angle condition for all the interfaces involved, but T-junction and 
I-junction are still permissible sites for heterogeneous nucleation. 
 
Figure 5.24: Illustration of the sphere and plane placement for domain 7. 
 
Domain 8: 
 Continue increasing 𝜃 from domain 7, the plane moves further down and finally does not 
intersect with any sphere intersections. Compared with domain 8, no embryo is permissible at T-




Figure 5.25: Illustration of the sphere and plane placement for domain 8. 
 
To summarize the melting mechanism for all the domains, Table 5.1 is compiled with 
each row corresponds to one of the domains and each column corresponds to one site. The 
melting mechanism is represented as N (Nucleation), P (Pre-melting), and X (No shape exists 
that satisfies the contact angle condition for all the interfaces involved). For all cases, 
homogenous nucleation could happen at grain interior, and heterogeneous nucleation could 
happen at grain boundary and oxide interface.  














1 N N N P P P 
2 N N N N P P 
3 N N N X P P 
4 N N N P N P 
5 N N N N N P 
6 N N N N N N 
7 N N N N N X 









As the size of a crystals decreases, the impact of surfaces on its thermodynamic 
properties becomes more significant. The melting behaviors of small crystal particles are 
different from their bulk counterparties because of the increased surface area to volume ratio. 
Since the experimental findings by Takagi [36], it is widely recognized that the melting 
temperature of a crystal is dependent on its size, and investigations of the size effect on melting 
have been carried out on a wide variety of elemental particles. Generally, small crystals melt at 
temperatures lower than the bulk melting point, and there is a roughly linear relationship 
between the shift of melting point and the reciprocal particle size [37]. 
On the other hand, the melting point of crystals can be increased when they are embedded 
in another material. Melting point hysteresis has been observed experimentally and modeled 
successfully using classical nucleation theory [38], [39]. Crystals can be heated up to 
temperatures at which their liquid phase is more stable than the solid phase, but nucleation of the 
liquid phase is impeded by the energy cost of creating a new solid/liquid interface. In general, 
free-standing crystals cannot be superheated because the liquid phase usually completely wets 
the solid phase, and melting can initiate promptly from the outer surface. Surface melting can be 
suppressed for embedded crystals if the liquid phase only partially wets the crystal-matrix 
interface. In this case, melting will be initiated through heterogeneous nucleation at the interface. 
In this chapter, we extend our analysis of the melting initiation mechanism in bi- and tri- crystals 
to embedded cubic crystals. Specifically, we focus on one corner of a cubic crystal where three 
planar crystal-matrix interfaces join.  Geometrically, a corner involves three junctions (the edge 
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that joins two crystal-matrix interfaces) and one vertex (the point at which the three edges meet). 
The key physical parameters are the contact angles of the solid/liquid interface on each of the 
three crystal-matrix interfaces, which are determined from the balance of interfacial energies. 
Each contact angle can take an arbitrary value between 0 and 𝜋. We first present the melting 
initiation mechanism analysis for a single junction, which is an extension of the T-junction 
discussed in Chapter 3. Then the full model for the cube corner will be discussed. 
6.2 Related Previous Work 
Several models have been proposed to explain the melting mechanism and account for 
the melting point shift of crystal clusters. Here we provide a brief review of previous work, 
which includes a simple homogenous melting model and two capillarity-based models that deal 
with free-standing and embedded spherical clusters. However, a capillarity-based treatment for 
an embedded cubic crystal is not yet available in the literature. Therefore, we will present it in 
this chapter. 
6.2.1 Homogenous Melting Model 
Pawlow [40] proposed a homogeneous model that melting occurs at the triple point 
equilibrium of the particle. At this point, solid and liquid spheres of equal mass are in contact 
with their common vapor and are in thermodynamic equilibrium. The total free energy of a 
spherical solid particle is written as: 




For liquid particle: 






𝐺𝑆(∞) and 𝐺𝐿(∞) are the bulk free energy of solid and liquid particles, 𝑉𝑆 and 𝑉𝐿 are their 
volumes, 𝑟𝑆 and 𝑟𝐿 are their radii. The equilibrium condition requires that  
𝐺𝑆(𝑟𝑆) = 𝐺𝐿(𝑟𝐿) (6.3) 
Combining the equations, one can yield the melting point shift as a function of size: 












𝐿𝑚 is the latent heat per unit mass, 𝜌𝑆 and 𝜌𝐿 are the density of solid and liquid phases. 
6.2.2 Surface Melting Model for a Free-standing Spherical Cluster 
Reiss [41] discussed the coexistence of liquid and solid clusters in terms of a theory 
based on capillarity phenomena. The liquid phase is assumed to wet its solid at the cluster 
surface and 𝜎𝐿𝑆 = 𝜎𝑆𝑉 − 𝜎𝐿𝑉. Therefore, a partially molten cluster can be modeled as a 
composite sphere of radius 𝑅 that has a spherical solid core of radius 𝑟 < 𝑅 surrounded by a 
liquid layer of thickness 𝑅 − 𝑟.  
 
Figure 6.1 Cross-section of the partially melted cluster. A liquid layer (shaded area) encloses 
the solid core. The solid-liquid interface is considered spherical. (shown as dotted circles) 
 
Given the geometry configuration, free energy change as a function of liquid layer 
volume can be calculated for different temperatures. To better illustrate the effect of temperature 
on the energy-volume relationship, we utilize the curvature-volume analysis developed in 
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Chapter 4 and show the curvature-volume diagram along with the critical mean curvature 
corresponding to the temperature. As discussed in Chapter 4, when the critical mean curvature 
line is above (below) the curvature-volume line, free energy decreases (increases) with the 




 and negative infinity, there is a critical temperature 𝑇0
′, manifested as the critical mean 
curvature line in Figure 6.2(Middle column). 
If  𝑇 < 𝑇0
′, the critical mean curvature line intersects the curvature-volume line, as 
illustrated in Figure 6.2(Right column). Correspond to the intersection, there is a maximum in 
the energy-volume diagram, which indicates a free energy barrier between the fully molten state 
and fully solid state. Depending on the temperature, these two states are in either metastable or 
stable equilibrium. Dynamic coexistence of both phases is established for an ensemble of such 
clusters, each of which fluctuates between entirely solid or entirely liquid. The population ratio 
between solid and liquid clusters is determined by the relative free energy of solid and liquid 
clusters.  
If 𝑇 > 𝑇0
′, as shown in Figure 6.2(Left column), the free energy barrier vanishes, and 




Figure 6.2 (Top) Curvature-volume diagrams for the liquid surface layer, horizontal dotted 
lines represent different critical mean curvatures (Bottom) Energy-volume diagrams for 
temperature corresponding to the critical mean curvature marked in the top diagrams. 
 
6.2.3 Heterogeneous nucleation and growth model for an embedded spherical 
cluster 
Caupin [39] proposed a model for the freezing and melting transition of a spherical 
inclusion in a host matrix. The contact angle between the solid/liquid interface and matrix wall 
can take an arbitrary value between 0 and 𝜋. Classical nucleation theory is used to calculate the 
energy barrier for heterogeneous nucleation in a spherical inclusion of radius R for a given 
temperature and contact angle. The liquid phase emerges as a lenticular nucleus, as shown in 
Figure 6.3. The mean curvature of the solid/liquid interface approaches positive infinity when the 
liquid volume is infinitesimal and approaches negative infinity when melting proceeds and 




Figure 6.3 Cross-sectional illustration of the melting process of embedded spherical clusters 
with different solid/liquid interface and matrix contact angles 𝜃. The liquid phase appears as 
a lenticular nucleus (shaded area), and the solid/liquid interface (dashed curves) changes 
mean curvature as melting proceeds. (a) 𝜃=𝜋/6 (b) 𝜃=𝜋/4 (c) 𝜃=𝜋/3 (d) 𝜃=𝜋/2 
 
Because the range of interface mean curvature is from negative infinity to positive 
infinity, regardless of the temperature and contact angle 𝜃, there must be an intersection between 
the critical mean curvature line and curvature-volume curve. As a result, a maximum always 
exists in the energy-volume diagram, as shown in Figure 6.4. Therefore, the dynamic coexistence 
of solid and liquid clusters in an ensemble is always manifested. 
 
Figure 6.4 (Top) Curvature-volume diagrams for the liquid region with contact angle 𝜃=𝜋/2, 
horizontal dotted lines represent different critical mean curvatures. (Bottom) Energy-volume 




6.3 Melting Initiation Mechanism at the Junction of Two Perpendicular Interfaces 
We first examine the melting initiation mechanism at one of the edges of an embedded 
cubic crystal. Specifically, an edge is a junction that joins two perpendicular planer crystal-
matrix interfaces. To determine the possible shape of the liquid region that contacts the two 
crystal-matrix interfaces (denoted by 𝑥 and y) with contact angles 𝜃𝑥 and 𝜃𝑦, we use two 
perpendicular lines (representing the two interfaces) to intersect a unit circle (representing the 
solid/liquid interface). The position of each line is controlled by 𝜃𝑥 and 𝜃𝑦 respectively, the 
coordinate of their intersect is (cos(𝜃𝑥) , cos (𝜃𝑦)). Similar to the melting initiation mechanism 
diagram for T-junctions, the parameter space [−1,1] × [−1,1] is divided into five domains by the 
inscribed unit circle, as shown in Figure 6.5. Here we assign a “type code” to each of the 
domains, namely a, b, c, and d. “b” accounts for two domains due to symmetry. The key 
difference between this scenario and the T-junction is that in this scenario, the full parameter 
space [−1,1] × [−1,1] can be reached since both 𝜃𝑥 and 𝜃𝑦 can take a value between 0 and 𝜋, in 
contrast to the contact angle at grain boundary 𝛽 that cannot exceed 
𝜋
2
 (i.e., cos 𝛽 ≥ 0). 
 









The shaded areas in Figure 6.6(i) and (ii) illustrate the cross-section of the spherical cap 
shape of liquid nuclei that can be mechanically stabilized and are in contact with either y-
interface or x-interface. (iii) shows the mechanically permissible liquid region shape that is in 
contact with both x-interface and y-interface and meets the boundary conditions of prescribed 
contact angles. The solid/liquid interface has negative mean curvature and can be stabilized 
under bulk melting temperature. 
 
Figure 6.6 (Top) Illustration of the relative placement of the circle and two horizontal lines 
for domain a. Shaded areas are the cross-sections of the mechanical equilibrium shapes of 















Figure 6.7 (Top) Illustration of the relative placement of the circle and two horizontal lines 
for domain b. Shaded areas are the cross-sections of the shape of mechanical equilibrium 
shapes of liquid regions. (Bottom) 3D illustrations of the liquid regions. 
 
The distinction of domain b compared with other domains is that the nuclei shape in 
contact with one of the interfaces is strictly contained in the nuclei shape that’s in contact with 
the other interface. Similar to the domain ② in the bi-crystal model, there is no mechanical 
equilibrium shape that contacts both oxide interfaces with the prescribed contact angles that 
satisfy force balance at the oxide interface. 
Domain c: |𝜽𝒙 − 𝜽𝒚| <
𝝅
𝟐
  and 𝜽𝒙 + 𝜽𝒚 >
𝝅
𝟐




There exists a liquid region shape that is in contact with both the x- and y- interfaces and 
satisfies the contact angle conditions at both interfaces, as shown in Figure 6.8(iii). It is 
noteworthy that the shape in (iii) is the intersection of shape in (i) and (ii). Therefore, its volume 




Figure 6.8 (Top) Illustration of the relative placement of the circle and two horizontal lines 
for domain c. Shaded areas are the cross-sections of the shape of mechanical equilibrium 
shapes of liquid regions. (Bottom) 3D illustrations of the liquid regions. 
 





Figure 6.9 (Top) Illustration of the relative placement of the circle and two horizontal lines 
for domain d. Shaded areas are the shape of mechanical equilibrium shapes of liquid 
regions. (Bottom) 3D illustrations of the liquid regions. 
 
The difference of domain d compared with domain c is that although the liquid is in contact with 
both x- and y- interfaces, it does not contact the junction formed by these two interfaces. Instead, 
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it forms a “bridge” that connects the two interfaces. The formation of this type of nuclei should 
require a different pathway compared with typical heterogeneous nucleation. 
6.4 Melting Initiation Mechanisms at a Corner of an Embedded Cubic Crystal 
This section comprehensively examines the melting initiation mechanism at a corner of an 
embedded cubic crystal, which also involves the potential scenarios that liquid region being in 
contact with all three crystal-matrix interfaces. It should be emphasized that we focus on the very 
initiation phase of the melting transition. Therefore, the volume of liquid can be deemed 
infinitesimal, and the size effect of the cluster can be neglected. From another perspective, a 
corner can be treated as isolated from other corners and three edges extend infinitely from the 
corner being considered. The parameter space is now 3-dimensional [−1,1] × [−1,1] × [−1,1] 
spanned by cos 𝜃𝑥, cos 𝜃𝑦 and cos 𝜃𝑧, in which 𝜃𝑥, 𝜃𝑦 and 𝜃𝑧 are the contact angles 
corresponding to 𝑦𝑧-, 𝑥𝑧- and 𝑥𝑦- interfaces, respectively. We define x-junction as the junction 
formed by 𝑥𝑦 and 𝑥𝑧 interface, y-junction as the junction formed by 𝑥𝑦 and 𝑦𝑧 interface, z-
junction as the junction formed by 𝑥𝑧 and 𝑦𝑧 interface.  
To determine the permissible shape of the liquid region that is in contact with all three crystal-
matrix interfaces, we use three orthogonal planes to intersect the single inscribed unit sphere in 
the parameter space; each plane is perpendicular to one of the axis. The positions of the three 
planes are determined by the coordinate of their intersection, which is (cos 𝜃𝑥, cos 𝜃𝑦, cos 𝜃𝑧).  
Before considering general conditions, we first demonstrate a special subset of conditions that 
𝜃𝑥 = 𝜃𝑦 = 𝜃𝑧 = 𝜃. Five different possible scenarios exist for this specific case, as illustrated in 
Figure 6.10. 𝜃 increases sequentially from (a) to (e). When 𝜃 is small (i.e., liquid wets the matrix 
well) like shown in 6.10(a) and (b), a liquid region can be stabilized at the crystal corner with 
negative mean curvature of solid/liquid interface, which indicates pre-melting below the bulk 
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melting temperature. (a) is different from (b) in that the pre-melt liquid region is connected via 
edges (i.e., the three edges, as individual junctions, satisfy the pre-melting condition 
corresponding to domain a), whereas in (b), the liquid region is isolated at the corner (i.e., edges 
do not pre-melt). As 𝜃 increases, nuclei with positive solid/liquid interface mean curvature can 
be formed at the corner as shown in 6.10(c) and (d), which suggests a smaller volume for a given 
mean curvature, thus lower nucleation energy barrier compared with nuclei only in contact with 
one or two of the crystal-matrix interfaces. Scenario (d) is interesting because it indicates that a 
solid region with negative mean curvature can stabilize the corner above the melting point. It is a 
symmetric situation compared with localized pre-melting under the melting point. In scenario 
(e), the liquid nuclei “bridge” the three matrix interfaces without contacting the edges or the 
corner. At the same time, the three edges are in domain d discussed in the previous section. 
To identify the domains in the whole 3D parameter space, we first seek the boundaries between 
domains. The partition of the 2D parameter space for each of the three edges (shown in Figure 
6.5) still holds and can be projected into the 3D parameter space as an inscribed cylinder. The 
projection is illustrated in Figure 6.11(i), (ii), and (iii) for x-junction, y-junction, and z-junction. 
In the meanwhile, whether the three-plane intersection point (cos 𝜃𝑥, cos 𝜃𝑦, cos 𝜃𝑧) lays inside 
the unit sphere influences the nature of the liquid region, so the unit sphere is also a divider 




Figure 6.10 (Top) Illustration of the placement of the circle and two horizontal lines for 
domain a. Shaded areas are the shape of mechanical equilibrium shapes of liquid regions. 
(Bottom) 3D illustrations of the liquid regions. The small insert is the view from the opposite 





Figure 6.11 Illustration of the boundaries between domains in the 3D parameter space for 
melting initiation mechanisms at a corner of an embedded cubic crystal.  
 
To facilitate identifying different domains in the 3-dimensional parameter space, we can 
“slice” it and visualize each domain and its boundaries in 2D cross-sections, as shown in Figure 
6.12. Due to the interchangeable nature of 𝑥, 𝑦 and 𝑧 axis, we slice perpendicular to the cos 𝜃𝑧 
axis (i.e., parallel to the 𝑥𝑦- interface) without losing generality. Four different types of cross-
sections are identified, named A1, A2, B1, and B2. A1/A2 and B1/B2 are symmetrical with 
opposite cos 𝜃𝑧 values. In each of the cross-sectional diagrams, there are four lines and two 
circles that separate different domains. The two lines parallel to cos 𝜃𝑥 axis are the boundaries 
between different domains regarding the x-junction. Similarly, the two lines parallel to cos 𝜃𝑦 
axis are the boundaries between different domains regarding the y-junction. The bigger circle 
separates the five domains regarding the melting initiation mechanism along the z-junction, 
while the smaller circle is the intersection with the unit sphere. In the following step, we assign 
each domain an index and identify the type code of melting mechanism (a, b, c, or d) for each of 
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the three junctions. From that, we can define a three-character “type code” for each domain that 
fully describes the situation along individual junctions.   
 




Figure 6.13 Indexing of the melting initiation mechanism domains in different slices of the 
3D parameter space. 
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It is noteworthy that the domain corresponding to type code “ccc” (which is the 
intersection of the square bordering the four lines and the larger circle in the 2D slices of 
parameters space) is further divided by the smaller circle. We designate the sub-domains as 
“ccc_1” to “ccc_5”. Detailed mapping from each domain index to its corresponding melting 
initiation mechanism is listed in Table 6.1 and 6.2. For each of the types, we present an example 
of the possible relative location of the three planes that intersect the unit sphere, as well as the 
mechanically permissible liquid region shape (if it exists) that is in contact with three, two, and 
one of the matrix wall interfaces. In the text of this chapter, we only show one type, “ccc_3”, in 
Figure 6.14 as an example. Demonstrations of all other types are shown in Appendix B. For each 
example, there are four rows of subplots: the first row shows the position of the three planes in 
the parameter space. The second/third/fourth row shows the shape of the liquid region that 
involves contact to one/two/three of the three matrix walls. Some of the subplots may be missing 
because no mechanical equilibrium shape can be established. The small insert is the view from 
the opposite view angle for a clearer demonstration. 
Now that all the domains are identified, we can correspond the five “diagonal” scenarios 
shown in Figure 6.10 to the type codes: (a) is in the domain “aaa”; (b) to (d) corresponds to 





Figure 6.14 Illustration of the permissible liquid region shapes for the 3D parameter space 
domain ccc_3. (First Row) Position of the three planes in the parameter space. (Second Row) 
The shape of the liquid region involves one of the three matrix interfaces. (Third Row) The 
shape of the liquid region involves two of the three matrix interfaces. (Fourth Row) The 





Table 6.1 Mapping of domain indexes to the corresponding melting initiation mechanisms 





Table 6.2 Mapping of domain indexes to the corresponding melting initiation mechanisms 
type for A2 and B2 
 
For all the domains that correspond to a type code containing “a”, there is at least one of 
the three edges that satisfies the pre-melting condition, and liquid can be stabilized at the corner 
and aforementioned edges below the bulk melting point. The only domain that manifests an 
“isolated” pre-melting region is the one that corresponds to “ccc_1”, in which liquid can be 
stabilized at the corner but not at edges away from the corner. All other domains require melting 
to initiate through nucleation and growth. The shape of the nuclei or pre-melting region at each 





6.5 Summary  
In this chapter, we first discussed the melting initiation mechanism for a single junction 
of two perpendicular interfaces. Four domains within the two-dimensional parameter space of 
contact angles are identified, with “a” for pre-melting at the edge, “b” for the canthotaxis 
scenario that no mechanical equilibrium shape exists that contacts both interfaces with the 
prescribed contact angles. “c” and “d” represents the situation that nuclei take the shape of 
spheres truncated by both interface. For “c”, the nuclei are in contact with the edge, whereas in 
“d”, the nuclei form a bridge between the two interfaces without touching the edge. 
The comprehensive analysis for one corner of an embedded cubic cluster is presented in 
terms of the three-dimensional parameter space that captures the contact angles at three 
interfaces neighboring the corner. The boundaries between melting initiation mechanism 
domains are presented in the 3D space, then each of the domains is identified in the 2D “slices” 





Chapter 7: Conclusions 
7.1 Summary 
Due to the heterogeneous nature of polycrystalline thin films (as a result of grain 
boundaries, various interfaces, junctions, and vertices as excess-free-energy sites), melting 
initiation is expected to be governed in a complicated manner. For a partial-melting-based 
crystallization method such as ELA, melting is extremely important as the transition dictates the 
microstructure of the resulting materials. Therefore, basic transformation-related details of 
melting should be characterized and established to enhance our ability to modify and optimize 
future ELA systems and procedures. 
The work in this thesis takes an interface-centric perspective in the treatment and analysis 
of melt initiation and propagation in polycrystalline thin films. Recognizing the implicit 
assumption that takes the shape of the solid/liquid interfaces to be spherical in classical 
nucleation theory and considering the small spatial and temporal scale of melting transition in 
such thin films, we regard the shape of the sharp solid/liquid interface to be in mechanical 
equilibrium throughout its evolution. Therefore, the shape of the solid/liquid interface must (1) 
comply with the contact angle conditions at the junctions with other interfaces; and (2) possess 
constant mean curvature.  
We discussed the bi-crystal and tri-crystal models that capture the essence of 
microstructural features such as T-junctions and Y-vertices in polycrystalline thin films. We also 
extended our discussion to the edges and corners of embedded cubic crystals. For each model, 
we identified the shapes of the solid/liquid interface in mechanical equilibrium at different melt 
initiating sites for each domain in the contact angle parameter space. Melting initiation 
mechanisms were determined based on the shape of the solid/liquid interface for each domain. 
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For T-junction, we identified an unusual "canthotaxis" scenario in which nucleation is not 
enhanced by the presence of additional interfaces. 
Two main mechanisms of melt initiation were identified for isomorphic (i.e., shape-
preserving) cases: (1) if the mean curvature of the solid/liquid interface is negative, liquid can be 
stabilized below the bulk melting point; (2) if the mean curvature of the solid/liquid interface is 
positive, melting must initiate through nucleation and growth above the bulk melting point.  
In order to address the problem of melt initiation and evolution under general and non-
trivial interface boundary conditions, we developed the curvature-evolution-centric analysis of 
the phase transition. The basis for this so-called curvature-volume analysis involves recognizing 




recalling the constant mean curvature (CMC) property of solid/liquid interfaces under 
mechanical equilibrium. Then, the change of the free energy with the growth of liquid volume, 
which we name as “interface driving stress function”, can be conveniently derived from the 
curvature-volume function 𝜌𝐸(𝑉) and critical mean curvature 𝜌∗(𝑇) for smooth and continuous 




= 𝜎(𝜌𝐸(𝑉) − 𝜌∗(𝑇)) (4.13) 
The significance of this formation is that the geometry and chemical aspect of the system are 
now completely untangled from the thermodynamic parameters, and it is possible to treat them 
separately.  𝜌𝐸(𝑉) can be regarded as a "capillarity term" that fully captures the geometric 
configuration and capillarity effects induced by the contact angles, and it can be numerically 
computed even for complex cases; 𝜌∗(𝑇) is viewed as a "Gibbs-Thomson term" that incorporates 
the temperature effect through the difference of volumetric bulk free energy between phases. At 
any temperature and liquid volume, we can directly derive  𝜕𝐺/𝜕𝑉, the thermodynamic driving 
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stress that dictates the direction and speed of the phase transition, by taking the difference of the 
two terms. In a curvature-volume diagram, the intersections between the 𝜌𝐸(𝑉) curve and the 
horizontal line representing 𝜌∗(𝑇) stand for the possible equilibrium points; the slope of 𝜌𝐸(𝑉) 
at the point has the same sign as 𝜕2𝐺/𝜕𝑉2, which determines the stability. Utilizing the newly 
developed curvature-centric method for thermodynamic analysis, we discussed the transition in a 
bi-crystal thin film that starts with the pre-melting at the T-junctions and leads to the complete 
melting of grain boundary and subsequent free growth through shape transition of the 
solid/liquid interface. Hysteresis is identified in the melting and resolidification cycle of the grain 
boundary. It should be noted that the concepts (such as shape-transition-led free growth), the 
curvature-volume analysis, and the interface driving stress function that we developed in this 
thesis are useful for understanding and describing general discontinuous phase transitions.  
Although our work is motivated by the laser-induced melting of columnar-grained 
polycrystalline silicon thin films with oxide interfaces, it is in fact generally applicable to 
melting transitions in real-world polycrystalline materials. This is because many materials often 
develop an oxide coating. Also, solid materials are usually heated from the exterior in processing 
techniques. Therefore, the melting initiation sites and mechanisms identified in the bi- and tri-
crystal models would be broadly manifested in various situations. With the recent development 
of technologies such as nanofabrication and 3D printing with metal materials, the melting of 
nanoparticles is of great current interest. Our analysis of the melting initiation mechanism in 






7.2 Suggestions for Future Work 
In this thesis, we discussed an example of shape-transition-led free growth in bi-crystal 
thin films. Actually, depending on the initiation sites, various different shape-transition pathways 
can be identified and studied using the newly developed curvature-volume analysis. For 
example, one simple case is the spherical-cap-shaped liquid embryo emerging at the bottom 
interface of an ultra-thin film and touching the top interface before it reaches the critical size. 
Once the embryo touches the top interface, an abrupt shape transition takes place, and the liquid 
region could become cylindrical if the contact angle of the solid/liquid interface at the top and 
bottom interfaces is 90°. It would be interesting to analyze how the abrupt change of the mean 
curvature and the boundary conditions would influence the evolution after the shape transition. 
In addition to the thermodynamics of nucleation that's discussed in this thesis, it is also 
critical to describe the kinetics involved. Specifically, and in particular, we may want to analyze 
the transient behavior of nucleation (i.e., time-dependent rates of nucleation) at different 
initiation sites and in both isothermal and non-isothermal scenarios. This includes the evolution 
of cluster populations and estimation of nucleation rates, especially for cases in which shape 
transition is involved.  
 It would also be interesting to consider the thermal fluctuation of the stabilized 
solid/liquid interface under pre-melting conditions. Take the complete melting of the grain 
boundary in bi-crystal thin films (Figure 4.8) as an example, the liquid regions from the top and 
bottom T-junctions could touch through fluctuation and lead to shape transition before the 
equilibrium shapes meet in the middle. Therefore, the grain boundary could be melted in a 




Appendix A: Simulation of Melting of Columnar-grained Silicon 
Thin Films under Pulsed-laser Irradiation 
Laser-induced melting of thin films is an extreme example of rapid phase transition in 
which large temperature gradients and fast transient evolution greatly influence the initiation of 
the liquid phase and subsequent melting process. Due to the extremely transient and spatially 
varying phase distribution and temperature field, as well as the dependency of physical 
properties (such as heat capacity and thermal conductivity) on temperature, it is improbable that 
it could be adequately captured by analytical methods. The advancement of computational 
models, on the other hand, demonstrates that the challenges may be addressed by using the 
proper formulation. 
A.1 Introduction to the 3DNS Numerical Model 
The 3-dimensional numerical simulation package (3DNS) [42] utilized in this thesis is 
primarily intended to deal with the melting and solidification processes that occur during laser 
irradiation of silicon thin films, which lie in the kinetically limited regime. It presents modeling 
difficulties owing to the severe far-from-equilibrium situations and highly nonlinear effects 
related to interface movement, heat absorption and release, and phase initiation. To realistically 
simulate these effects and conditions, the numerical model must incorporate each of its 
components (shown in Figure A.1) individually, as well as their feedback on each other. 
 
Figure A.1 Flow chart of the simulation. During each time step, the energy changes caused by 
laser absorption and the energy and state changes associated with phase change are 
calculated. These results are used in the heat flow algorithm, which calculates the updated 
temperature distribution. An output mechanism enables periodic storage of different state 
variables, such as temperature and phase fields, as well as interface location and velocity. 
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Core to the development of the 3DNS model is partitioning the simulated space into a 
three-dimensional grid of orthorhombic nodes. The array is utilized to capture heat flow, 
interface motion, and nucleation at the same time. The size of nodes should be decided by joint 
evaluations of numerical stability and accuracy for the processes being simulated. Generally, a 
smaller node size leads to more accurate results at the cost of computational resources. To 
optimize for the consumption of computational resources, a variable node size method is used to 
allow for larger nodes located in the regions where no phase transition happens, and temperature 
gradients are not large. Each node’s starting phases and materials properties can be individually 
set for each node within the sample in the form of overlays of subregions. 
 
Figure A.2 A diagrammatic representation of a typical three-dimensional node network used 
to simulate laser melting and solidification in thin films. Orthorhombic nodes of varying 
sizes are used to subdivide the simulated structure. (Left) The laser pulse is incident on the 
top surface and causing melting of the Si film. (Right) Resolidification occurs as a result of 
nucleation, which may be homogeneous or heterogeneous. (adapted from [42]) 
 
A.1.1 Heat Transfer 
Heat flow is an essential part of the simulation of melting and solidification. Generally, a 
numerical model must consider heat being conducted within the simulated domain and the 
exchange of heat with the environment, as well as the release and consumption of latent heat at 






= 𝛻 ∙ (𝜅(𝜙, 𝑇)𝛻𝑇) + ?̇? (𝐴. 1) 
The temperature field's temporal evolution is driven by thermal energy diffusion, as well as by 
heat sources or sinks. The volumetric heat capacity 𝐶𝑃 and the thermal conductivity 𝜅 are general 
functions of temperature 𝑇 and phase 𝜙. The source term ?̇? consists of two parts; one 
corresponds to the release or consumption of latent heat at solid/liquid interface, the other 
corresponds to the heat introduced by external sources such as the laser beam.  
The finite difference method is used to find solutions to the differential equation in 
different configurations. A control volume formation is used to incorporate the source terms in 
the model. As previously stated, the system is partitioned into a three-dimensional orthorhombic 
node grid. Each node's temperature is considered to be uniform and evolve over a series of time. 
A balance of thermal energy is calculated for each node at each time step, taking into account the 
net quantity of heat transferred along with the source terms ?̇?. The amount of heat transferred 
between adjacent nodes is calculated using an effective thermal resistance that follows Fourier's 
law for linear heat transport. Each time step, the temperature is assumed to be constant within 
each node, and the temperature-dependent conductivities for each node are calculated using user-
specified formulas for each material in the system. Each node's updated temperature is totally 
dictated by the net heat transfer that occurred in the prior time step, using the prior temperatures 
as a reference. 
 
A.1.2 Melting and Solidification 
To accurately simulate a melting and solidification process, we require a detailed 
description of the boundaries and an understanding of how they evolve as the phase 
transformation proceeds. Algorithms based on volume-of-fluid and cellular automata are 
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employed to accommodate the various interface geometries and to allow for the addition or 
removal of new boundaries. The velocity of the solid/liquid interface is determined depending on 
the local temperature using a kinetically constrained model with an interface response function. 
The interface temperature is a free parameter in this setup, and a significant departure from the 
equilibrium temperature is permitted. In contrast to the conventional Stefan problem, a nonlinear 
relationship exists between heat flow and the heat of transformation consumed or released due to 
the interface's movement. 
The interface tracking method of 3DNS enables interfacial movement in one, two, and 
three dimensions. At the boundary between different phases, parameters including enthalpy, 
thermal conductivity, and heat capacity change abruptly and discontinuously. Discrete flat 
surface elements are used to approximate the sharp interface. Each surface element is contained 
within individual mixed-phase nodes. The remaining nodes are either fully liquid or solid. The 
same node network is employed to facilitate the connection of interface motion and heat flow. 
Each mixed-phase node calculates motion independently in discrete time steps. The temperature 
at each interface element is projected for each step using linear interpolation of the temperatures 
at the node's center. Each interface element is displaced with a distance of 𝑣(𝑇𝑖𝑛𝑡)Δ𝑡, where 
𝑣(𝑇𝑖𝑛𝑡) is calculated from the interface response function supplied to the simulation model, and 
Δ𝑡 is the length of the time step. The fraction of volume that solid phase occupied within the 
node increases or decreases as a result of the interface element's movement. Multiplying this 
changed volume by the volumetric heat of fusion, the result contributes to the source term ?̇? as 




Figure A.3 Schematic views of the interface tracking model. (Left) 1D geometry with a single 
planar interface. (Middle) Curved interfaces in 2D. (Right) Fully 3D interface geometries. 
(adapted from [42]) 
 
The basic connection between heat flow, phase boundary movement, and phase initiation 
is established here using a cellular automata (CA) technique. Cellular automata methods aim to 
simulate complex nonlinear phenomena by discretizing space completely into "cells" that are 
governed by simple local rules and are updated in discrete time steps. The phase transition is 
captured using a grid of orthorhombic nodes in the same way as heat flow is modeled. For each 
node, a state variable corresponding to the fractional amount of solid is kept and updated. Given 
a node that is pure liquid or solid in the beginning, three types of interactions can change its 
state. The first type is simple interfacial motion, which results in the solid/liquid interface 
traversing into the node from its neighbor. In this situation, the interface should 
proceed uninterruptedly across the boundary between nodes. The second type is the initiation of 
melting or solidification at a material boundary. When thermodynamically favorable, the 
existence of an adjacent node of a different material or crystal of the same material can aid to 
initiate melting or solidification. Melting happens preferentially and exclusively at free surfaces, 
grain boundaries, and other discontinuities, as has been demonstrated. The third type of 
transformation is the spontaneous nucleation of liquid or solid, either heterogeneously at a 
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material boundary or homogenously within the node.
 
Figure A.4 General interaction types in the cellular automata model for phase evolution 
(Left) Simple interfacial motion during melting and solidification. (Middle) Melting and 
solidification initiated at a material or sample boundary. (Right) Heterogenous nucleation at 
a material boundary and homogeneous nucleation. (adapted from [42]) 
 
In the current model, the melting or growth of a solid is assumed to be isotropic, with the 
interface velocity assumed to be normal to the interface. Only the local instantaneous interface 
temperature determines the value of velocity. Cellular automata allows for the movement of a 
solid/liquid interface from one node to another when the first node is entirely solidified or 
melted. An interface can proceed in one of the following directions relative to the grid: (100), 
(110), or (111). During solidification, the orientation of an interface element is dictated by the 
position of its closest liquid neighbors. The method also evaluates the states of closest neighbors, 
enabling an interface element to change orientation in response to the instantaneous solid/liquid 
states of adjacent nodes. In Figure A.3, the interface contained within the left column has a (010) 
orientation due to the presence of a single solid neighbor below, the interface contained within 
the center column has a (110) orientation due to the presence of two solid neighbors to the left 
and below, and the interface contained within the right column has a (100) orientation due to the 
presence of two solid neighbors to the left and below. Once one of the neighbors becomes 
entirely solid, the node in the middle column can begin to solidify in a (100) or (010) direction 
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and later change to a (110) direction when a second neighbor turns fully solid.
 
Figure A.5 Interface elements used in the 3-dimensional model. An interface is allowed to 
propagate in any of the six (100), twelve (110), and eight (111) directions, or as a higher-order 
geometry. The unit normal vector pointing from the solid into the liquid phase denotes the 
positive direction, and node temperatures are calculated by tri-linear interpolation from the 
adjacent node center temperatures to the center of the element face. (adapted from [42]) 
 
A.1.3 Nucleation 
Nucleation is a birth process that is generally considered to occur from the fluctuations in 
the parents phase. It is treated properly as a stochastic process. Nucleation in condensed systems 
is often sensitive to the temperature and usually occurs through catalyzed mechanisms at 
heterogeneous sites such as heterophase interfaces and exterior surfaces. In the 3DNS simulation 
program, nucleation is treated as a fully localized and probabilistic event. Isothermal conditions 
are assumed by the model in each liquid node for each time step. The possibility that the phase 
within the node remains unchanged during time interval 𝑡 to 𝑡 + ∆𝑡 is 
𝑃𝑁𝑜𝑁𝑢𝑐 = exp (− ∫ Γ(𝑇)
𝑡+∆𝑡 
𝑡
𝑑𝑡) ≈ exp(−Γ(𝑇)∆𝑡) (𝐴. 2) 
For homogenous nucleation, Γ(𝑇) = 𝑣𝐼𝑣(𝑇) is the nucleation frequency in the node of volume 𝑣. 
For heterogeneous nucleation,  Γ(𝑇) = 𝑎𝐼𝑎(𝑇) is the nucleation frequency on the catalytic 
surface of area 𝑎 associated with the node. 𝐼𝑣(𝑇) and 𝐼𝑎(𝑇) are homogenous (volumetric) and 
heterogeneous (area) rates of steady-state nucleation as functions of temperature and can be 
specified by the user. 
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A.1.4 Laser Beam Interaction 
In the process of thin-film melting and solidification that 3DNS is designed for, the 
energy to induce melting is provided by a laser beam. The model can account for temperature 
effects, thin-film interference effects, and spatially non-uniform irradiation. The laser beam is 
generally weakened when it passes through an absorbing material. As a result, the beam's 
intensity decreases exponentially, therefore, the distribution of energy deposition also decreases 
exponentially. The model calculates the quantity of heat that is absorbed in each node, then use 
as the source term ?̇? of the heat transfer equation (A.1).  
Thin-film interference is frequently found in systems involving dielectric thin films, and 
the beam energy reflected or absorbed is considerably influenced by top weakly absorbing films. 
In 3DNS, only one single top layer of non-absorbing dielectric is considered in the calculation. 
This is a reasonable approximation because 308nm excimer laser beam is mostly absorbed 
within the first tens of nm of crystal silicon thin films and SiO2 layers are transparent to 308nm 
wavelength. 
A.2 Simulation Study of Melting in ELA of Si Films 
Since Excimer-laser annealing (ELA) is identified as a partial-melting-based pulsed-laser 
crystallization process [25], [43], the resulting microstructure of the ELA-generated materials 
must be predominantly dictated by the specific way in which the melting transition initiates and 
transpires within the columnar-grained polycrystalline Si films during the heating portion of the 
melt-mediated crystallization process [2], [3].  
A.2.1 Melting Dimensionality in ELA of Si Films 
By investigating excimer-laser-pulse-induced melting of ELA-prepared polycrystalline Si 
films using in situ transient reflectance analysis, we have shown that melting in these columnar-
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grained Si films proceeds in a surprisingly and predominantly 2D manner [44].  Figure A.6 
schematically illustrates the expected variations in the reflectance and transmission signals 
corresponding to the idealized 1D and 2D partial melting and solidification processes with 
identical melt-fraction versus time evolutions. In the perfectly 1D case, the planar solid/liquid 
interface proceeds vertically downwards upon melting; in the perfectly 2D case, the interface 
proceeds laterally outwards. The corresponding reflectance signals primarily manifest the effects 
that arise from the higher reflectivity of liquid Si than that of solid and thin-film interference 
effects from the change of the thickness of the solid. 
Figure A.7 shows the transient reflectance and transmittance signals that were obtained 
when the ELA-Si films were irradiated from the substrate side. Irradiating from the substrate side 
enables us to avoid the formation of periodically located hot spots, which appear as the result of 
the scattering of the beam at the surface caused by the presence of surface protrusions, and the 
location of which can presumably coincide at grain boundaries and junctions [3]. The signals 
show in a consistent and clear manner that the transition is still proceeding in a substantially 2D 







Figure A.6 Schematic diagrams illustrating the (a) perfect 1D and (b) perfect 2Dscenarios for 
Si thin film laser-induced partial melting with a simple rectangular temporal intensity 
profile. Corresponding front-side transient reflectance (FTR), back-side transient reflectance 
(BTR), and transient transmittance (TT) are plotted as a function of time. (adapted from [44]) 
 
 
Figure A.7 In situ front-side transient reflectance (FTR), back-side transient reflectance 
(BTR), and transient transmittance (TT) measured during substrate/back-side-irradiation 
induced melting and solidification of the 50-nm-thick polycrystalline Si film on an 
oxide/glass substrate at 0.96 CMT. The signals show in a consistent and clear manner that the 
transition is still proceeding in a substantially 2D manner, even though the formation of 




Following the procedure, explanations, and arguments detailed in [44], we conclude from 
these signals that the back-side irradiated films also melt in a highly 2D manner (i.e., without the 
appearance of a plateau in the signals even when the incident energy density is close to the 
complete melting threshold value). This result is meaningful for identifying and “untangling” the 
possible causes that could affect the dimensionality of melting; in particular, as stated previously, 
the formation of periodically located hot spots that must at least be present when the film is top-
side irradiated, and the presence of which can enhance the 2D character of melting, is essentially 
eliminated due to the bottom interface lacking such a morphological character [45]. 
By considering the extent of localized full melting taking place at and near the grain 
boundaries at the bottom Si-oxide interface for a given total fraction of liquid attained at the 
maximum point of melting, we suggest, and support quantitatively using numerical simulation 
results, that the dimensionality associated with the melting transition can figure considerably in 
terms of dictating (1) the laser beam energy utilization efficiency associated with the 
microstructural evolution of the grains, and (2) the microstructural uniformity in the resulting 
ELA-processed polycrystalline Si films (which, in turn and significantly, can be correlated with 
the width of the processing energy density window and/or manufacturing yields of the displays). 
For the present investigation, a set of new melting-transition-related functionalities is 
implemented in 3DNS (derived from experimental findings as well as theoretical considerations 
[22], [44]) to simulate and examine the melting dynamics in rapidly heated polycrystalline Si 
films. Specifically, while generally permitting potentially substantial superheating of the nodes, 
we designate particular nodes to correspond to microstructural defects (e.g., surface, interface, 
and grain boundaries) and assign/control the deterministic and/or stochastic conditions under 
which melting may be triggered (or kinetically resisted) at these nodes. 
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In general, based on the established theoretical considerations and our recent 
experimental observations, we conclude and incorporate in our formulation that (1) free surface 
and random high-angle grain boundaries are quite melt-prone (and subsequently that melting 
initiates at or near the equilibrium point), while (2) the Si that is situated at the Si-SiO2 interfaces 
(which is always present at the bottom of the film, and which also can be present at the top 
surface when either native SiO2 exists or a thin layer is formed conventionally via surface 
treatment prior to the ELA process) can transiently withstand a substantial degree of 
superheating [22]. With these functionalities, we currently view 3DNS as being a useful and 
valuable tool for quantitatively evaluating and modeling how melting proceeds in rapidly heated 
polycrystalline Si films.  
 
Figure A.8 Temporal intensity profile of the incident beam used in ELA simulations 
 
We now discuss the significance of the dimensionality of melting on the ELA method. 
We start by noting that, as was first explicitly recognized and discussed many years ago [43], an 
important and necessary melting-related detail that must at least transpire (in order for any 
excimer-laser-pulse-induced microstructural evolution to take place in columnar-grained 
polycrystalline Si films within the partial-melting regime) corresponds to localized complete 
melting of the film at and near the grain boundaries; we argue that if the grain boundary region is 
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not fully melted throughout its thickness, no displacement of the grain boundaries is possible as 
the boundaries are pinned by the un-melted layer/portion of the film. This realization can then be 
extended to note how the extent of grain boundary displacement can be correlated to the extent 
of localized melting taking place at the bottom interface.   
The above consideration, in turn, permits us to identify that one way to capture the 
microstructure-evolution-relevant information during a melting/solidification cycle of these 
columnar-grained polycrystalline Si films (the resulting plot of which depends on the 
dimensionality of melting) is to track against incident energy density the full melt distance from 
the original location of the grain boundary into the interior of the grain as manifested at the 
bottom interface, 𝜆𝑏, as a function of the incident energy density (or the maximum overall melt 
fraction attained within the film, the value of which should approximately linearly depend on the 
incident energy density). Alternatively, for the case in which the grain interior melt-
nucleation/initiation is not triggered, one could also keep track of the bottom melt fraction (i.e., 
the maximum fraction of “surface” liquid formed at the bottom interface), instead of 𝜆𝑏. As we 
will discuss in the following sections, such a plot can help us to recognize and appreciate how 
the dimensionality of melting can influence both the energy efficiency of the process, as well as 
the microstructural uniformity of the resulting polycrystalline material (i.e., the degree of 
sensitivity of the localized complete melting on the incident beam energy density, the variation 
of which is known to be detrimental, and the variation of which can arise due to (1) pulse-to-
pulse laser energy fluctuation as well as (2) the presence of persistent hot spots and cold spots in 




Figure A.9 Schematic diagram of the simulated structure. Two half-sized crystal silicon 
grains are placed side-by-side and form a grain boundary in the middle. Adiabatic boundary 
conditions are enforced at the left and right boundaries, which makes them symmetry 
surfaces corresponding to grain centers. A thin layer of silicon oxide and a thick silicon oxide 
substrate are positioned at the top and bottom of the grains. The laser irradiation comes 
uniformly from the top. 
 
In order to illustrate the aforementioned correlation between the dimensionality of 
melting and the extent of full melting occurring at and near the grain boundaries (and hence the 
degree of microstructure evolution during a melting-solidification cycle), we have simulated 
melting of Si films with different geometric parameters such as film thicknesses and grain width, 
as well as other conditions such as the presence of hotspots and limited degrees of superheating 
that the Si/SiO2 interface can withstand. The configuration of the simulated structure is 
illustrated in Figure A.9. For the conditions being simulated in this paper, the grain boundaries 
melt promptly once the temperature reaches the bulk melting point, and they correspond to the 
only sites where melting initiates unless otherwise specified. Note that, in reality, the actual 
dimensionality of melting can be affected by a number of different experimental and physical 
factors (such as sample configuration (especially the presence or absence of the surface oxide 
layer), laser-pulse profile, microstructural details/grain size, surface/interface/grain boundary 
energies, etc.). In essence, we are using the expression “melting dimensionality” in these 
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columnar-grained films as a way to capture the competition between, and the consequence of, the 
extent of the localized vertical melting taking place at the grain boundary (which depends, 
among other things, on the thickness of the film), and the extent of melting taking place on the 
surface of the film (which depends on the width of the grains when melting is simply initiated 
only at grain boundaries and junctions). 
A.2.1.1 Effect of Film Thickness on Melting Dimensionality 
In this section, we present the simulation results for the melting of 300-nm-wide-grained 
Si films at four different film thicknesses (30 nm, 50nm, 70nm, and 100nm). 
 
Figure A.10 Bottom melt fraction versus total melt fraction for simulated melting in pulsed-
laser irradiated 30-, 50-, 70- and 100-nm-thick polycrystalline Si consisting of 300-nm-wide 






Figure A.11 Top, bottom, and overall melting fraction as a function of time for (Left) 30-nm-
thick and (Right) 70-nm-thick polycrystalline Si film consisting of 300-nm-wide grains. The 




Figure A.12 Evolution of solid/liquid interface position (black line) and relative temperature 
distribution (brighter color representing higher temperature) during the melting of (Left) 70-
nm-thick and (Right) 30-nm-thick polycrystalline Si film. Note the center region between the 
solid/liquid interfaces corresponds to the liquid phase, and the regions to the left and right 
correspond to the solid phase. 
 
The differences in the overall melting process (viewed from the perspective of melting 
dimensionality as conceptually defined above) shown in the simulation results (Figure A.10-
A.12) are both expected and remarkable. When the film is ultra-thin, the melting transition can 
be categorized as proceeding in an essentially 2D “lateral melting” manner; here, full/complete 
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melting at the grain boundary is promptly attained as soon as the film starts to melt (i.e., just 
above the partial melting threshold), while full surface melting is realized eventually near the 
complete-melting threshold. For a much thicker film, the situation is quite different as the overall 
evolution of the interface can be described effectively as proceeding in a substantially less 2D 
manner in that full melting at the grain boundary is achieved in a delayed manner close to the 
complete-melting threshold. For a typically employed 50-nm-thick Si film, the simulation results 
show the situation to be closer to, but not quite as 2D as, the 20-nm thick Si film case. 
A.2.1.2 Effect of Grain Width on Melting Dimensionality 
In this section, we present the simulation results for the melting of 50-nm-thick Si films 
with three different grain widths (30 nm, 50nm, 70nm, and 100nm). 
 
Figure A.13 Bottom melt fraction versus total melt fraction for simulated melting in pulsed-
laser irradiated 50-nm-thick polycrystalline Si consisting of 200-, 300-, and 400-nm-wide 




The simulation results are shown in Figure A.13-A.15. It’s clear that wider grains 
correspond to more 2D-like melting. At the early stage, until the grain boundary has just been 
melted, the melting process is very similar for 200-nm-wide and 400-nm-wide grains (as can be 
deemed from the first two rows of Figure A.15). After that, the difference between the top melt 
width and bottom melt width becomes more significant for the 200-nm-wide grains.  
 
Figure A.14 Top, bottom, and overall melting fraction as a function of time for 50-nm-thick 
polycrystalline Si films consisting of (Left) 200-nm-wide and (Right) 400-nm-wide grains. 
The incident laser energies for the two simulations are set such that the maximum overall 




Figure A.15 Evolution of solid/liquid interface position (black line) and relative temperature 
distribution (brighter color representing higher temperature) for (Left) 200-nm-wide and 
(Right) 400-nm-wide grain polycrystalline Si film. Note the center region between the 
solid/liquid interfaces corresponds to the liquid phase, and the regions to the left and right 




This could be explained by the temperature distribution shown in Figure A.16. For 200-
nm-wide grains, the solid/liquid interface temperature at the bottom is very close to the bulk 
melting point. This means the ratio between interface velocity at the top and at the bottom is very 
high. Therefore, the interface becomes more “tilted” away from vertical. 
 
Figure A.16 Temperature distribution of the pulsed laser irradiated poly-Si film with 30-nm-
wide grains (Left) and 70-nm-wide grains (Right). The green line represents the temperature 
at the top of Si film; the blue line represents the temperature at the bottom; the red line 
represents the temperature at the solid/liquid interface. The horizontal dashed line 
designates the equilibrium melting temperature of Si. The insert illustrates the solid/liquid 
interface position (black line) and relative temperature distribution (brighter color 
representing higher temperature). 
 
Figure A.17 Evolution of temperature at the top center of a grain for (Left) 30-nm-thick and 
(Right) 70-nm-thick polycrystalline Si film. The horizontal dashed line designates the 
equilibrium melting temperature of Si. 
 
Another point that’s worth noting is when grains are wider, given the same overall melt% 
in one melt-solidification cycle, the maximum temperature at the center of grains will become 
higher. This is expected because the solid/liquid interface (as a heat sink during the melting 
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process) is farther to the grain center when the grains are wider. This could make heterogeneous 
nucleation of liquid more likely to happen.  
A.2.1.3 Effect of Laser Beam Hot Spot 
As mentioned above, the microstructure of the ELA-processed polycrystalline Si films 
consists of grains with surface protrusions occurring at the grain boundaries and grain junctions 
[3]. Hot spots, therefore, appear as the result of the scattering of the beam at the surface caused 
by the presence of surface protrusions, and the location of which can presumably coincide at 
grain boundaries and junctions [3]. Here we examine how these hot spots participate in the local 
thermal profile and assist the films to melt in a more 2D manner. We incorporate a hot spot by 
superimposing a Gaussian profile on top of the uniform laser intensity distribution. The width 
and intensity of the hot spot are chosen arbitrarily, so the simulation results are for qualitative 
comparison only. 
 
Figure A.18 Lateral laser beam intensity distribution. The hotspot is located at the middle of 
the simulation structure with four times the baseline intensity. The profile is Gaussian with 
a sigma of 10nm.  
 
The simulation results are shown in Figure A.19-A.20. The simulation results confirm 
that hot spot at the grain boundary makes the melting process more 2D-like. From the 
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temperature distribution shown in Figure A.21, we can see that the hot spot elevates the 
temperature of the solid/liquid interface at the bottom of the film, therefore increasing the bottom 
melt fraction given the same overall melt fraction. 
 
Figure A.19 Bottom melt fraction versus total melt fraction for simulated melting in pulsed-
laser (with and without hot spots) irradiated 50-nm-thick polycrystalline Si consisting of 300-
nm-wide grains. The perfect 1D and 2D melting cases (dotted and dashed lines, respectively) 
are also plotted. 
 
 
Figure A.20 Top, bottom, and overall melting fraction as a function of time for (Left) uniform 




Figure A.21 Temperature distribution of the pulsed laser irradiated poly-Si film without 
(Left) and with (Right) hot spot. The green line represents the temperature at the top of Si 
film; the blue line represents the temperature at the bottom; the red line represents the 
temperature at the solid/liquid interface. The horizontal dashed line designates the 
equilibrium melting temperature of Si. The insert illustrates the solid/liquid interface 
position (black line) and relative temperature distribution (brighter color representing higher 
temperature). 
 
A.2.1.4 Effect of Maximum Degrees of Superheating at Si/SiO2 Interface  
The TR signals shown in Figure A.7 permit one to point out how the 2D melting behavior 
must at least intrinsically arise from the melt-prone nature of the grain boundaries and the 
kinetically melt-resistant nature of Si at the Si-oxide interface. The result also confirms how we 
can conclude with certainty that substantial superheating of the interior of the grains must take 
place during the melting phase of the process. In this section, we highlight the importance of 
grain interior superheating by examining hypothetical situations in which the top Si/SiO2 
interface cannot sustain superheating or can only sustain a limited amount of superheating before 
melt is initiated heterogeneously at the interface. 
We first consider the case where melting initiates promptly at both the grain boundary 
and the top Si/SiO2 interface at the equilibrium point of Si (i.e., no superheating can be sustained 
at interfaces). As shown in Figure A.22, the melting process is very close to 1D, as the bottom of 
the Si film only starts to melt when the irradiation energy is high enough to melt more than 65% 
of the film overall. This is visually confirmed by the illustration of the melting process for given 
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energy shown in Figure A.23: Melting is initiated across the top solid/liquid interface as soon as 
the bulk melting temperature is reached. The melting proceeds faster at the grain boundary 
because the liquid is initiated from two directions. Away from the grain boundary, melting 
proceeds in an almost 1D manner. 
 
Figure A.22 Bottom melt fraction versus total melt fraction for melting that initiates at both 
the grain boundary and the top Si/SiO2 interface in pulsed-laser irradiated 50-nm-thick 
polycrystalline Si consisting of 300-nm-wide grains. The perfect 1D and 2D melting cases 






Figure A.23 Evolution of solid/liquid interface position (black line) and relative temperature 
distribution (brighter color representing higher temperature) for a 50-nm-thick 
polycrystalline Si film that melts from both grain boundaries and top Si/SiO2 interface. Note 
the center region between the solid/liquid interfaces corresponds to the liquid phase, and the 
regions to the left and right correspond to the solid phase. 
 
We also simulated situations that the top Si/SiO2 interface can only sustain respectively 
50K and 100K of superheating. In this set of simulations, we programmed the 3DNS model to 
initiate melting at the top Si/SiO2 interface as soon as the temperature reaches the threshold. In 
reality, melting through heterogeneous nucleation is a stochastic process that isn’t triggered at a 
fixed temperature. The simulation results are shown in Figure A.24-A.27. From Figure A.26, we 
can see that given the temporal profile of laser intensity that’s used in the simulation, the 
maximum superheating at the top Si/SiO2 interface (which should also be at the grain center) 
exceeded 50K but did not reach 100K. Once the melting is triggered at the grain center, the 
melting process becomes significantly more 1D-like. This is because the liquid region initiated 
from the grain center proceeds both laterally and vertically, increasing the melt fraction at the top 
Si/SiO2 interface as well as the overall melt fraction. On the other hand, the melting at the 
bottom Si/SiO2 interface initiated from the grain boundary is not assisted but undermined due to 




Figure A.24 Bottom melt fraction versus total melt fraction in pulsed-laser irradiated 50-nm-
thick polycrystalline Si consisting of 300-nm-wide grains that withstand 100K and 50K of 
superheating at the top Si/SiO2 interface. The perfect 1D and 2D melting cases (dotted and 




Figure A.25 Top, bottom, and overall melting fraction as a function of time for 50-nm-thick 
polycrystalline Si film consisting of 300-nm grains that withstand (Left) 100K and (Right) 





Figure A.26 Evolution of solid/liquid interface position (black line) and relative temperature 
distribution (brighter color representing higher temperature) for 50-nm-thick polycrystalline 
Si film that withstands (Left) 100K and (Right) 50K of superheating at the top Si/SiO2 
interface. Note the center region between the solid/liquid interfaces corresponds to the liquid 
phase, and the regions to the left and right correspond to the solid phase. 
 
 
Figure A.27 Evolution of temperature at the top center of a grain for 50-nm-thick 
polycrystalline Si film that withstands (Left) 100K and (Right) 50K of superheating at the top 
Si/SiO2 interface. The horizontal dashed line designates the equilibrium melting 
temperature of Si. 
 
A.2.1.5 Discussion  
The melt-fraction plots shown above capture and illustrate the aforementioned point 
regarding the significance of the melting dimensionality; it can be gleaned from the plots that, as 
far as microstructural evolution of the grains is concerned, the closer the melting proceeds in the 
2D manner, the corresponding ELA process should (1) become energy-utilization-wise more 
efficient in that the deposited energy ends up being utilized more selectively to fully melt the 
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film at and around the grain boundaries, which will consequently induce (i) more efficient 
elimination of “smaller” grains in the grain-size-distribution space, and (ii) greater net 
displacements of the grain boundaries between the surviving grains to take place, as well as (2) 
generate more uniformly microstructured polycrystalline Si films (i.e., the slope in the plot 
becomes smaller at high energy densities where the ELA process is typically carried out as the 
melting situation becomes more 2D; this means that any energy density fluctuation/variation 
caused by laser-source or beam-profile non-uniformity will lead to commensurately reduced 
local variation in the microstructure of the resulting polycrystalline Si films). Note that this 
second point can also be directly correlated to the increased width of the optimal processing 
energy density window and/or the manufacturing yields of the displays; these parameters 
correspond to critical factors in the manufacture of the displays. 
 
A.2.2 Grain Boundary Displacement in ELA 
 
Figure A.27 The GB maps (red) overlapped with the TEM images of the microstructure 
resulting from 5 shots (Left) and 30 shots (f) of laser irradiation [46]. 
 
As introduced in Chapter 2, excimer laser annealing (ELA) is a crystallization method 
based on sequential laser irradiations. Each of the laser pulses irradiated on the same area causes 
a melting and resolidification cycle, resulting in a gradual microstructure evolution. Utilizing a 
novel digital image processing-based grain boundary extraction program [46], the microstructure 
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is demonstrated in Figure A.27 for samples after 5 and 30 shots. One can intuitively tell that the 
microstructure after five shots doesn’t manifest the periodicity of grain arrangement. However, 
the microstructure after 30 shots exhibits clear periodicity. As the shot number increases, the 
average grain size increases (and approximately saturates to the wavelength of the incident 
beam) while the grain size distribution narrows relative to the average grain size. In this section, 
we demonstrate using simulations some of the mechanisms in ELA that lead to microstructure 
evolution. 
A.2.2.1 GB Displacement Induced by Hot Spots  
In ELA, the hot spots of incident energy result from the LIPSS effect [47], [48] caused by 
the surface protrusions (the formation of which arises as a consequence of the fundamental 
difference in the densities of liquid and solid Si [45], [49]) that appear during the process at grain 
boundaries and junctions. By considering the way through which these protrusions are formed as 
a result of the mass accumulation of Si during local “lateral” solidification [45], [49], we can 
point out that the very formation of the protrusions must at least be further assisted and amplified 
by the enhanced 2D nature of melting [49]. This is a point with an important ramification as such 
hot spots are recognized actually as the primary and beneficial factor that nudges many of the 
grains to eventually form an unusual partially self-organized polycrystalline microstructure 
consisting mainly of ~300-nm square-shaped grains, a characteristic feature of ELA-generated p-
Si. 
In this section, we demonstrate through simulation how the periodicity of microstructure 
is enhanced through repeated irradiation of laser beam with periodic hot spots. The initial state of 
the microstructure being simulated and the location of hot spots is shown in Figure A.28. The 
simulation consists of five pulsed laser irradiations and five separate melt-solidification cycles. 
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After each cycle, the resulting microstructure is stored. The next cycle is upon the stored 
microstructure and starts at room temperature. From Figure A.29, we can see that after five 
cycles, the grain boundaries become much more aligned to the hot spots. 
 
Figure A.28 Schematic diagram of the initial state of the simulated structure and the spatial 
intensity profile of the incident beam. Five crystal silicon grains (two of which are half-sized) 
are placed side-by-side and form four grain boundaries. Adiabatic boundary conditions are 
enforced at the left and right boundaries, which makes them symmetry surfaces 
corresponding to grain centers. A thin layer of silicon oxide and a thick silicon oxide 
substrate are positioned at the top and bottom of the grains. The laser profile has four local 
Gaussian peaks with a sigma of 10nm; the distance between each peak is 300nm. The initial 
positions of the grain boundaries are slightly misaligned with the peaks. 
 
 
Figure A.29 Evolution of location of the solid/liquid interface at the bottom of the Si thin 
film. Each grain is associated with two lines of the same color (except for the top and bottoms 
lines which only represent the boundaries of the simulation structure). The width of 
unmelted grain at the bottom corresponds to the distance between the same color lines. The 
horizontal dashed lines mark the locations of the laser peaks. Each subplot corresponds to 
one melt-resolidification cycle. (Left) corresponds to the first cycle while (Right) corresponds 
to the fifth cycle.  
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A.2.2.2 GB Displacement Induced by Film Thickness Variation 
As the average grain size increases with multiple melt-solidification cycles, it must 
involve the shrinking and eventually elimination of some grains. Intuitively, smaller grains next 
to larger grains are more prone to be completely melted because of the shorter full melt distance 
required from the original location of the grain boundary into the interior of the grain. Here we 
point out that the variation of film thickness can also lead to the shrinkage of certain grains. The 
simulated microstructure is shown in Figure A.30. One thinner grain is placed in between two 
thicker grains, and there is a gradual transition of film thickness at the initial locations of the 
grain boundaries. 
 
Figure A.30 Schematic diagram of the simulated structure. Two 70-nm-thick half-sized crystal 
silicon grains are placed on both sides of a 30-nm-thick and 300-nm-wide grain. A gradual 
transition of thickness is implemented. Adiabatic boundary conditions are enforced at the 
left and right boundaries of the structure, which makes them symmetry surfaces 
corresponding to grain centers. A thin layer of silicon oxide and a thick silicon oxide 
substrate are positioned at the top and bottom of the grains. The laser irradiation comes 
uniformly from the top. 
 
The temperature and phase evolution during one cycle is illustrated in Figure A.31. It can 
be seen that upon solidification, the grain boundaries moved towards the inside of the thinner 





Figure A.31 Evolution of solid/liquid interface position (black line) and relative temperature 
distribution (brighter color representing higher temperature) for a melting-solidification 
cycle for the simulated poly-Si film with one 30-nm-thick and two 70-nm-thick grains. The 
vertical dashed red line marks the initial grain boundary locations. 
 
A.2.3 Summary and Discussion 
Much interest currently exists within the laser crystallization community to improve the 
ELA method. The most well-identified and urgent goals are to (1) generate microstructurally 
uniform polycrystalline materials (especially for improving the manufacturing yields of ultra-
high-resolution OLED screens) and (2) reduce the operating costs associated with the ELA step. 
To the extent that a proper, clear, and detailed physical model of the ELA method does 
not yet exist and that such knowledge can be helpful in achieving the above goals, the findings, 
ideas, and arguments we are presenting in this thesis may be appreciated as being technologically 
relevant and potentially useful, at least for the ELA method as well as other partial-melting-
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based Si laser-crystallization techniques [27], [50], and possibly more generally for other 
materials processes involving controlled melting of polycrystalline materials. 
A.3 Simulation Study of QCW-laser-based Spot-beam Crystallization of Si Films 
The laser-annealing-based low-temperature polycrystalline Si (LTPS) technology is 
employed extensively in manufacturing high-resolution LCDs and AMOLED displays. 
Currently, the LTPS-based product category is expected to undergo additional and substantial 
expansion as the demand is growing rapidly for advanced mobile AMOLED displays with 
various value-added features. No doubt then that the LTPS technology can more effectively seize 
the opportunity by addressing the following two primary issues that are currently identified 
regarding the technology: (1) high operating costs associated with the laser processing step, and 
(2) “laser-mura” pattern-forming material non-uniformity present in the laser-crystallized 
polycrystalline Si films. 
 
Figure A.32 Illustration of types of mura patterns that comes with ELA.  Shot mura is caused 
by power fluctuation between each pulse from the laser source. Scan mura is caused by the 
non-uniformity of the beam energy profile shaped by the optical components. 
 
Driven, in part, by the aforementioned technological opportunity, we are presently 
developing a new laser annealing method with, among other things, the potential to address the 
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processing cost and material-uniformity issues. The method is referred to as Spot-Beam 
Crystallization (SBC) as it utilizes scanning of a small-spot beam generated typically by a solid 
state laser; the combination of these factors enables the method to largely avoid (1) high 
operating costs stemming from excimer-laser-maintenance and (2) the line-beam optics and 
processing generated microstructure non-uniformity issues (i.e., shot-mura and scan-mura 
problems) that are encountered with the currently employed excimer-laser annealing (ELA) laser 
crystallization approach. 
A.3.1 Introduction: Spot-Beam Crystallization of Si 
The SBC method was conceived and formulated from the onset to be a general and 
flexible laser crystallization approach. It can, for instance, be implemented using various laser 
sources (CW, QCW, and pulsed lasers) and can perform either partial melting-based ELA-like 
crystallization or complete-melting-based sequential lateral solidification (SLS) of Si films at 
various heating and cooling rates. One aspect of the technology that highlights its difference 
(compared to line-beam-based laser crystallization techniques) pertains to the way in which the 
beam is shaped, delivered, and scanned (as illustrated in Figure A.33) over the films. The laser 
beam, which is generated from an efficient solid-state laser (or multiple such lasers), propagates 
through a beam-scanning and delivery system that controls the scanning motion of the spot 
beam. This can be performed, for example, using a well-developed polygon scanner in 
conjunction with F-theta/telecentric optics [51]. SBC over a large area can be achieved via 
simple raster scanning of the beam over the area, accomplished by moving the sample with 
respect to the beam in the approximately perpendicular-to-the-scan direction. This is illustrated 
in Figure A.33(b), where the new scanning lines are sequentially and partially overlaid over the 




Figure A.33 (a) Schematic diagram of SBC set up with major system components. (b) 
Schematic diagram illustrating the raster-scan pattern for “blanket” crystallization of a large 
area. 
 
Presently, we consider and identify high-power, ultra-high-frequency, low-pulse-energy, 
UV, solid-state fiber lasers as being the most optimal light source for the SBC method, based on 
various crystallization-, equipment-, and process-related considerations. One particularly 
empowering approach that becomes an increasingly viable option as the total pulse frequency of 
the irradiation system increases (and enters the range of ~ hundreds of MHz) is to interlace the 
irradiated spots spatially and temporally during the continuous lateral scan via substantial 
overlapping of a small spot beam. (Here, typical spot size is envisioned to be in the range of 5 to 
50 µm at least in the smaller dimension (perpendicular to the scanning direction) and in the range 
of tens to hundreds of µm in the parallel-to-the-scanning dimension.) By appropriately 
designing, configuring, and executing the process, it is possible to actualize in Q-SBC an optimal 
thermal environment for melt-mediated laser crystallization. That is, it is possible to induce 
gradual and incremental heating of a region via multiple irradiations as experienced by the region 
with the “total-irradiation time” or “effective pulse duration” in the range of tens to hundreds of 
ns. That this can be done simply and merely via beam-overlapped scanning (without the use of 
scan-mura-generating line-beam-formation optical components) where an individual pulse/beam 
only marginally and fractionally affects a spatially confined area (as opposed to one single pulse 
fully dictating the resulting melting-and-solidification sequence over an incomparably larger area 
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(~ 1.5 m by 0.4 mm), leading to the well-recognized shot-mura non-uniformity pattern problem 
in ELA-processed films). This makes the Q-SBC approach potentially well-matched for making 
laser-mura-free ultra-high-resolution AMOLED displays. 
A.3.2 Simulation and Results 
In this section, we focus on examining the thermal- and transformation-response that are 
manifested within a polycrystalline film during a melting-and-solidification cycle resulting from 
a single linear scanning of a Gaussian-shaped spot beam (effectively analogous to a single-line 
beam irradiation in the conventional ELA process). 
The local thermal/transformation evolution expected to take place as a result of the 
overlap-scanned spot beam sweeping by a region is captured by appropriately changing the beam 
intensity profile incident on the region within the sample as a function of time. For 
computational efficiency and demonstration purposes, we perform a two-dimensional simulation 
analysis on a thin-but-wide slice of 50-nm-thick Si film on SiO2. The width of the slice was 
made to be sufficiently greater than the FWHM of the Gaussian beam that traverses 
perpendicular to the slice to ensure that the resulting simulation is not dependent on the width 
itself. Some major details are schematically captured in Figure A.34, where (a) illustrates how 
the scanning beam is overlap irradiated over a region (where the steps are exaggerated to clarify 
the movement); the dashed line perpendicular to the beam scan direction represents the slice of 
the sample which is being analyzed in the current work. Figure A.34(b) shows how the moving 
beam is effectively captured and modeled in the work; as the beam sweeps through the material 
at the observation line/slice, the region only “sees” the part of the total energy curve that is 
incident specifically at the slice at the time. The intensity profile initially increases and then 
eventually decreases as a function of time, as the Gaussian beam sweeps by the line. The 
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projection of the curves on the time domain is the temporal profile of the beam intensity (shown 
in Figure A.34(c)). The width of the columns in Figure A.34(c) is the single pulse duration. 
 
Figure A.34 (a) Temporal profile of beam intensity deposited at the center point in the 
observation line. (b) Schematic illustration showing the top view of the sample as the beam 
traverses through a region in the sample. Each ellipse schematically represents the location of 
the Gaussian spot beam incident on the film. (c) Spatial distribution (2-D) of laser intensity 
profile on the slice of material as captured in simulation, at the line of observation, as a 
function of time.  
 
The thermal and phase-transition-related response of the film is simulated by the 3DNS 
model. An important and enabling element of the present work relates to the implementation of a 
set of new melting-initiation-related functionalities in the 3DNS package to properly simulate the 
melting transition transpiring in a small-columnar-grained polycrystalline Si film. We explicitly 
designate and mark the nodes that correspond to extended material defects (top surface, bottom 
interface, and grain boundaries) and control the conditions under which melting may be triggered 
(or kinetically avoided) at these sites; for simplicity, we have used deterministic conditions at 
these defects to capture and illustrate the essential melting behavior of the material.  
Based on theoretical considerations as well as our recent experimental findings, we have 
updated the program to account for how (1) the free surface and high-angle random grain 
boundaries melt easily (by enabling these melt-prone nodes to melt deterministically at or near 
the equilibrium point), while (2) Si at the Si-SiO2 interface can resist melting and transiently 
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withstand a substantial degree of superheating (by permitting the corresponding nodes to 
withstand up to approximately three hundred degrees of superheating). In order to facilitate the 
comparison to the situations encountered in the ELA process, (1) a polycrystalline Si film layer 
consisting of 300-nm-diameter columnar grains was used in simulation, and (2) the effective 
pulse duration (90 ns FWHM) commensurate to that obtained in the actual multi-peak excimer at 
laser profile was chosen for the analysis. 
We identify (1) the irradiation pulse frequency, (2) individual pulse duration as being 
important irradiation parameters. We also identify (1) the effective pulse duration, as can be 
defined by the FWHM interval of the “incident beam intensity vs. time” profile, and (2) the 
irradiation shot number, as for instance, captured by the number of shots fired within the FWHM 
interval of the pulse train profile, as being the fundamental processing parameters for Q-SBC. 
We note that various other identifiable and technically important process parameters may be 
recognized as being more indirect and non-fundamental parameters as far as the physical process 
of heating, melting, and solidification is concerned; such parameters, which are technically and 





Figure A.35 Variations in the maximum top Si/SiO2 interface temperature (second row) and 
melt fraction (third row) as a function of time under various irradiation and processing 
parameters (the dashed line is the melting temperature of crystalline Si). Column (a): Laser 
frequency is 300 MHz, and pulse duration is 1 ns. Column (b): Laser frequency is 300 MHz, 
and pulse duration is 1.5 ns. Column (c): Laser frequency is 300 MHz, and pulse duration is 2 
ns. Column (d): Laser frequency is 600 MHz, and pulse duration is 1 ns. The figures show 
quite clearly that a “well-behaving” trend is obtained with increasing frequency and 
increasing duty cycle (i.e., increasing pulse duration for a given irradiation frequency). Note: 
the zoomed-in figures in the first row show the beam intensity between 120 and 135 ns. 
 
To examine how these irradiation and processing parameters affect the melting and 
solidification transitions, we have generated and implemented some exemplary irradiation 
temporal profiles (as shown in Figure A.35). In the figure, each column is associated with one 
simulation with the corresponding temporal profile of pulses shown in the first row of the 
figures; (a) 300 MHz and 1 ns pulse duration; (b) 300 MHz and 1.5 ns; (c) 300 MHz and 2 ns (d) 
600 MHz and 1 ns. The temporal profiles are scaled so that the total area under the curve (the 
total energy deposition) is identical for all simulations. For simplicity, a rectangular temporal 
profile was utilized for each individual pulse. 
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The second row of figures in Figure A.35 corresponds to the maximum top Si/SiO2 
temperature (which corresponds to the center of grain) as a function of time. Because of the 
pulsed nature of QCW irradiation, the temperature profile exhibits multiple temperature spikes 
that are caused by the individual pulses incident on the film. The temperature spikes can be 
reduced by increasing the pulse duration and/or laser frequency while keeping the total energy 
deposition constant. As shown in the plots, the maximum values of temperature spike/fluctuation 
(defined as the degree of rapid temperature rise resulting from the individual pulses) are (a) 362 
K, (b) 302 K, (c) 247 K, and (d) 130 K. The corresponding maximum degrees of superheating of 
Si film during the melting period, as measured at the center of a grain located at the center of the 
Gaussian beam, are (a) 230 K, (b) 173 K, (c) 130 K, and (d) 104 K. The third row of figures 
corresponds to the matching melt-fraction observed at the center region of the irradiated spot as a 
function of time. 
A.3.3 Discussion and Impact 
The results presented above reveal that it should be possible to realize multiple-pulse-
induced heating, melting, and solidification cycles over an extended time interval, during which 
optimal partial-melting-based ELA-like laser crystallization can be performed in a procedurally 
straight-forward manner via simple overlap scanning of a small spot beam. The results also 
unambiguously point out some distinct Q-SBC-specific details that could have important 
ramifications regarding the effectiveness of the process. The primary differences expected to be 
encountered in the process result from the significant short-time-scale temporal variation in 
deposited energy as a result of the individual pulses lasting only a fraction of the time between 
the pulses (i.e., as a result of the low/limited “duty cycle”). As shown in the Figure A.35 plots, 
this fluctuation is manifested simply in terms of the short-lived, limited, and periodic 
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temperature fluctuation superimposed on top of the gradual and substantial rise and evolution in 
the temperature profile of the film.  
Prior to melting, the situation is simple as the temperature profile does not depend 
spatially on the microstructure of the material. 
Once the columnar-grained polycrystalline film starts to melt, however, the thermal 
environment becomes more complex and interesting; this is due primarily to (1) the 
heterogeneous initiation and subsequent propagation of the interface and (2) the endothermic 
nature of the melting transition being manifested at the moving interface (i.e., interfacial 
decalescence). Based on the latest set of experimental results and analysis [6-10], we argue that 
the transition promptly and heterogeneously initiates at the grain boundaries and junctions (at 
least for a typical ultra-thin-oxide-layer-passivated small-columnar-grained polycrystalline Si 
films), and then proceeds in a mostly 2-D manner into the interior of the superheated grains. 
During this time, the individual-pulse-induced fluctuations will be physically further manifested 
(1) in the velocity variation of the moving liquid-solid interface (the extent and sign of which can 
depend on the exact location within the interface), and also (2) in terms of the fluctuation in the 
degree of superheating, the maximum values of which are experienced at the center of the grains 
[7]. The analysis of recent experimental findings shows that, remarkably, a few hundred degrees 
of superheating can be transiently accommodated at the thin-oxide-layer passivated top surface 
of the film. Note that this particular situation corresponds precisely to the environment in which 
ELA is conventionally carried out and, therefore, also the condition we have adapted for the 
present work. 
In the view of complete grain boundary melting requirement for microstructure evolution, 
the circumvention of surface melting by avoiding excessive superheating within the interior of 
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the grains becomes an important consideration in the design of the partial-melting-based ELA-
like Q-SBC process. This being the case, it makes much sense to increase the irradiation 
frequency for a given value of deposited total energy density and for a given individual pulse 
duration. (Note, however, that such thermal-spike-related details are not as relevant when 
complete-melting-based SLS of the films are performed via Q-SBC.) Indeed, the current results 
definitively and quantitatively show that Q-SBC is best implemented using higher-frequency 
irradiation as doing so (1) leads to spatially uniform energy density profile over the scanned 
region and, more significantly, (2) prevents excessive temperature fluctuations and 
commensurate superheating of the grains during 2-D melting of the columnar grains.  
 
Figure A.36 Temperature distribution of the pulsed laser irradiated poly-Si film when the 
beam is on (Left) and off (Right). The green line represents the temperature at the top of Si 
film; the blue line represents the temperature at the bottom; the red line represents the 
temperature at the solid/liquid interface. The horizontal dashed line designates the 
equilibrium melting temperature of Si. The insert illustrates the solid/liquid interface 
position (black line) and relative temperature distribution (brighter color representing higher 
temperature). 
 
One way to achieve the above objective, while simultaneously and additionally gaining a 
number of significant system and process-related benefits, is to combine multiple lasers and fire 
the pulses sequentially to obtain a correspondingly higher effective irradiation frequency (other 
process-related details, such as the size and number of the beams being simultaneously 
employed, may all be adjusted in order to permit efficient use of the power). 
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A.4 Metal Film as the Laser Absorbing Medium 
Because ultraviolet light is efficiently absorbed by Silicon and converted into heat, in the 
ELA process, the silicon thin film itself can act as the absorbing medium of the energy beam. 
However, as shown in Figure A.37 [52], if a laser source with a longer wavelength is used, the 
absorption depth of silicon increases dramatically, this leads to (1) inefficiency in terms of 
energy utilization because of the low fraction of beam energy converted into heat and (2) 
requirement for much more powerful laser beam to generate sufficient heat to induce melting. 
One way to circumvent this limitation is by introducing a dedicated layer of absorbing medium 
that can convert laser into heat more efficiently. This approach is aimed to utilize lower-
frequency lasers that are much cheaper to engineer and are already available on the market with 
high output power. 
 
Figure A.37 The absorption depth (inverse of the absorption coefficient) as a function of 
wavelength of intrinsic Silicon at 300 K. 
 
One potential application of this is to process the Si thin films with an additional 
absorbing layer using the spot beam scanning scheme previously described but utilizing a longer-
wavelength laser source. This enables a more flexible choice of laser sources. Therefore, the 
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temporal profile of laser intensity (shown in Figure A.38) used here is the same form as the 
above SBC simulations.  
In reality, there would be a number of considerations necessary to select the appropriate 
material for the absorbing layer. For the purpose of this simulation study, we do not specify the 
actual type of the material. Instead, we assume the material doesn’t change phase in the 
temperature range of our simulation, and its thermal and optical properties (heat capacity, 
thermal conductivity, and absorption coefficient) stays constant. The values of these parameters 
are borrowed from Aluminum at 300K for 1000nm wavelength. In addition, solid-phase Silicon 
is assumed to be transparent (non-absorbing) for the laser beams.  
 
Figure A.38 Temporal profile of laser intensity used in the simulation. 300MHz with pulse 
duration of 1ns and FWHM of 60ns. 
 
A.4.1 Configurations of Simulated Structures 
We evaluate two potential configurations (shown in Figure A.39) to incorporate the 
absorbing medium in the composition. The absorbing layer is either above or beneath the Silicon 
film, separated by a thin layer of SiO2. The Silicon layer is heated by heat conduction through an 
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oxide layer with a greater melting point. Simulations are performed on the two new 
configurations. In addition, as a reference, we ran simulations on the traditional ELA film 
structure in which the laser is absorbed by Silicon. The same laser temporal profile is used for all 
simulations. The Silicon layer consists of two half-sized 300-nm-wide grains and one grain 
boundary in between, the same as simulated for ELA and SBC as shown in Figure A.9. 
 
Figure A.39 Schematic diagram of the simulated structures. (Left) A 20-nm-thick layer of 
absorbing medium is on the top; underneath is a 5-nm-thick layer of silicon oxide and a thick 
silicon oxide substrate sandwiching the 50-nm-thick crystal silicon grains. (Right) The 
absorbing layer is placed underneath the silicon layer. The laser irradiation comes uniformly 
from the top. 
 
 
Figure A.40 The traditional ELA film configuration for ultraviolet laser beam irradiation as a 
reference. 
 
A.4.2 Simulation Results 
Simulation results are shown in Figure A.41-A.46. When the absorbing layer is placed 
above the silicon layer, the melting process is similar to the reference case in which the laser is 
directly absorbed by Silicon. The fluctuation of temperature and melt fraction is slightly smaller, 
and the melting dimensionality is slightly more 1D-like compared with the reference.  
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When the absorbing layer is underneath, the situation becomes drastically different. The 
melting process becomes almost perfectly 2D-like; the melt fraction at the top and bottom is well 
synchronized. The temperature difference between the top and bottom Si/SiO2 interface is 
minimal compared to the other configuration, especially for the junctions with solid/liquid 
interface. This demonstrates the reason for the much 2D-like melting behavior. 
In summary, the results above (1) largely confirm and validate the viability of the 
absorbing medium layer approach, and (2) suggest a specific configuration to enhance the 2D 
characteristics of the melting process. 
 
Figure A.41 Top, bottom, and overall melting fraction as a function of time for a 50-nm-thick 
polycrystalline Si film consisting of 300-nm grains that is heated through heat conduction 
from the absorbing layer above, as shown in Figure A.39(Left). 
 
 
Figure A.42 Top, bottom, and overall melting fraction as a function of time for a 50-nm-thick 
polycrystalline Si film consisting of 300-nm grains that is heated through heat conduction 





Figure A.43 Top, bottom, and overall melting fraction as a function of time for a 50-nm-thick 
polycrystalline Si film consisting of 300-nm grains that is heated through direct absorption of 
the laser beam, as shown in Figure A.40. 
 
Figure A.44 Bottom melt fraction versus total melt fraction in pulsed-laser irradiated a 50-nm-
thick polycrystalline Si consisting of 300-nm-wide grains that is heated in various ways. The 




Figure A.45 Temperature distribution of the pulsed laser irradiated poly-Si film when heated 
by the absorbing layer above the Silicon layer (Left) and underneath the Silicon layer 
(Right). Greenline represents the temperature at the top of Si film; the blue line represents 
the temperature at the bottom; the red line represents the temperature at the solid/liquid 
interface. The horizontal dashed line designates the equilibrium melting temperature of Si. 
The insert illustrates the solid/liquid interface position (black line) and relative temperature 




Figure A.46 Temperature distribution of the pulsed laser irradiated poly-Si film when the 
beam is directly absorbed by Silicon. The green line represents the temperature at the top of 
Si film; the blue line represents the temperature at the bottom; the red line represents the 
temperature at the solid/liquid interface. The horizontal dashed line designates the 
equilibrium melting temperature of Si. The insert illustrates the solid/liquid interface 
position (black line) and relative temperature distribution (brighter color representing higher 
temperature). 
 
A.5 Summary and Discussion 
Our recent investigations have revealed that substantially 2D melting transpires during 
the ELA process. In this thesis, we first present the experimental finding that shows how this 
behavior at least stems intrinsically from the presence in the material of melt-prone grain 
boundaries and superheating permitting Si-oxide interface. We investigated the impact of various 
factors on the dimensionality of the melting process in ELA, as well as their role in the formation 
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of periodic microstructure. We also point out that the manifested dimensionality of melting can 
figure in affecting (1) the energy utilization efficiency of the ELA method, as well as (2) the 
microstructural uniformity of the resulting polycrystalline materials.  
We are in the process of developing a new laser annealing method referred to as Spot-
Beam Crystallization (SBC). The SBC method, which is potentially well suited for 
manufacturing advanced ultra-high-resolution AMOLED displays, is most effectively 
implemented using ultra-high frequency quasi-continuous-wave (QCW) pulsed lasers. 
Conceptually and physically, this QCW-laser-based SBC (QSBC) approach builds on a 
thermally additive utilization of multiple short-lived ultra-high-frequency pulses, achieved via 
overlapped scanning of a small spot beam to heat and melt the beam-irradiated region 
incrementally and gradually. Using an updated version of a previously developed numerical 
program, we have carried out a simulation-based investigation to quantitatively examine and 
evaluate the basic tenets of the approach relevant specifically to partial-melting-based “ELA-
like” crystallization of small-columnar-grained polycrystalline Si films using the Q-SBC method. 
The results from the effort to date as reported in this thesis (1) largely confirm and validate the 
viability of the Q-SBC approach, and (2) suggest some specific directions for optimal 
development of the Q-SBC equipment and process. 
With the functionality of triggering melting at designated sites and temperature, we 
currently view 3DNS as being a useful and valuable tool for quantitatively evaluating and 
modeling how melting proceeds in rapidly heated polycrystalline Si films. Even so, in addition to 
the usual lack of quantitative information on a number of material, thermodynamic, and kinetic 
parameters (which inevitably weakens the results), some important near-equilibrium melting-
transition-relevant thermodynamic details and considerations (e.g., the curvature effect on the 
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interface response function) have not yet been incorporated into the package. For example, as 
illustrated in Figure A.47, the corner of the unmelted region of a square-shaped grain should be 
melted more favorably, because of the high local mean curvature of the solid/liquid interface. 
But in 3DNS, such effect is not yet incorporated. As such, the model should be refrained from 
being overextended to simulate those instances where such omitted thermodynamic factors can 
be identified as playing important roles. 
 
 
Figure A.47 (Top view) Illustration of the solid/liquid interface position and relative 
temperature distribution when using 3DNS to simulate the melting of a 3D structure that 




Appendix B: Permissible Liquid Region Shapes of Melting Initiation 
Mechanism Domains of an Embedded Cubic Crystal 
In Chapter 6, we identified the melting initiation mechanisms associated with a corner of 
an embedded cubic crystal. For each domain in the parameter space of contact angles, we 
demonstrate an example of the relative location of the three planes that intersect the unit sphere, 
as well as the mechanically permissible liquid region shapes (if it exists) that are in contact and 
satisfies the contact angle condition with three, two, or one of the matrix wall interfaces. For the 
plot of each example, there are four rows of subplots: the first row shows the position of the 
three planes in the parameter space. The second/third/fourth row shows the liquid region shapes 
that involve contact to one/two/three of the three matrix walls. Some of the subplots are missing 
because no mechanical equilibrium shape can be established. The small insert is the view from 
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