Abstract-Causal discovery studies the problem of mining causal relationships between variables from data, which is of primary interest in science. During the past decades, significant amount of progresses have been made toward this fundamental data mining paradigm. Recent years, as the availability of abundant large-sized and complex observational data, the constrain-based approaches have gradually attracted a lot of interest and have been widely applied to many diverse real-world problems due to the fast running speed and easy generalizing to the problem of causal insufficiency. In this paper, we aim to review the constraint-based causal discovery algorithms. Firstly, we discuss the learning paradigm of the constraint-based approaches. Secondly and primarily, the state-of-the-art constraint-based casual inference algorithms are surveyed with the detailed analysis. Thirdly, several related open-source software packages and benchmark data repositories are briefly summarized. As a conclusion, some open problems in constraint-based causal discovery are outlined for future research.
INTRODUCTION
Discovering causal relationships between variables from data is fundamental in all areas of sciences, such as computer science, medicine, statistics, economy, and social sciences [29, 44, 52, 69, 74, 90, 114] . Causal discovery from observational data has been widely accepted as the best alternative to randomized controlled experiments [44, 53, 83, 117] , since observational data can often be collected cheaply and is abundant, while in many settings, randomized controlled experiments are unethical or impossible [38, 70, 82] . Over the last two decades, many algorithms have been developed using observational data to infer causal relations, particularly in the area of graphical causal modeling [34, 44, 74, 87] . The most frequently used causal models belong to two broad families: (1) causal Bayesian networks [18, 72, 87] , and (2) structural equation models (functional causal models) [26, 107] .
In this paper, we focus on reviewing the algorithms for casual discovery using causal Bayesian networks. The algorithms for learning Bayesian networks can be mainly grouped in two categories: score-based and constraintbased algorithms. Score-based algorithms assign a score to each candidate Bayesian network for measuring how well the candidate Bayesian network fits a data set [15, 21] . Constraint-based algorithms learn Bayesian networks with conditional independence tests through analyzing the probabilistic relations entailed by the Markov property of Bayesian networks [72, 74] .
The main advantage of the constraint-based algorithms over the score-based methods are illustrated as follows. Firstly, a constraint-based algorithm is easier to generalize to the situation where the observed variables are not causally sufficient than a score-based method. Causal sufficiency assumes that there are no latent common causes, for two or more of the observed variables in the underlying datagenerating process. Without assuming casual sufficiency, the score-based methods need to pre-determine the number of latent variables and the exact locations of the latent variables with the observed variables in data before learning starts [85] . However, these knowledge is hard to be achieved in advance. The constraint-based algorithms can deal with the problem without those knowledge in advance. Secondly, a constraint-based algorithm is much faster than a scorebased method [14] . The computational intractability is a key drawback of the score-based methods [18] .
With the exponential growth of electronically accessible information (i.e. big data) in recent year, abundant largesized and complex observational data provide critical challenges in casual discovery. Recent years, due to the advantage mentioned above, the constraint-based algorithms have opened up new possibilities to develop scalable and accurate causal discovery algorithms to deal with largesized, complex, and high-dimensional data, especially in the situation of local learning, multiple data sets, and the violation of casual sufficiency. Therefore, the constraintbased approaches have gradually attracted a lot of recent interest and has been widely applied to diverse real-world problems in climate research [28, 84] , bioinformatics [43, 49] , medical science [20, 56, 62] , and epidemiology [55, 64, 71] .
Although some reviews on causal inference have been proposed [8, 25, 45, 58, 73, 88] , those reviews attempt to introduce types of causal discovery methods in a conceptual level or limited algorithmic discussion. There is no paper for comprehensive reviewing the constraint-based algorithms. In this paper, we focus on the constraint-based algorithms that are categorized in Figure 1 . There are two research lines for constraint-based causal inference. One is to learn Fig. 1 . The framework of the paper a DAG (directed acyclic graph) to represent casual relations between variables under the causal sufficiency assumption. In this line, there includes the following approaches to discover causal relationships.
• Global approach. The approach learns a whole skeleton involving all variables in a data set, then learn the causal structure (represented by a completed partially directed acyclic graph, CPDAG) from the skeleton.
• Local-to-global approach. The approach first mines a local skeleton around each variable, then constructs a global skeleton by integrating these local skeletons, finally, learns a CPDAG through the global skeleton.
• Active-learning approach. This approach only focuses on edge orientations. It first learns a whole CPDAG using the global or local-to-global method, then uses the experimental data to orient the remaining undirected edges in the CPDAG.
• Local causal discovery. Instead of discovering the whole causal structure, this approach only studies direct causal relationships around a given target variable.
With assuming causal sufficiency, the idea behind learning a DAG from multiple data is that we first discover a sub CPDAG from each data set, then integrate those CPDAG to obtain a causal model to fit all data sets.
The second research line is to learn a MAG (maximal ancestral graph) [81] to represent casual relations when causal sufficiency is not assumed. When dealing with a single data set, all developed constraint-based methods attempt to learn the whole MAG (i.e. the global approach). As to handle multiple data sets, all algorithms adopt a style of the local-to-global approach, that is, first use an existing learning algorithm to learn a sub MAG for each data set, then design an effective strategy, such as conflict resolution in discovered (in)dependence constraints, to integrate those sub MAGs to achieve a causal model to fit all data sets.
LEARNING PARADIGM
In the section, we will discuss (1) learning framework in Section 3.1, (2) key assumptions in constraint-based learning in Section 3.2, (3) conditional independence test in Section 3.3, (4) evaluation metrics in Section 3.4, and (5) key challenges in Section 3.5. Table 1 summarizes some mathematical notations frequently used in this paper. a data set defined on V P a probability distriubtion V i , V j , X, Y, T a variable within V DAG directed acyclic graph M AG maximal ancestral graph V i ⊥ ⊥ V j |S V i is conditionally dependent of V j given S V i ⊥ ⊥ V j |S V i is conditionally independent of V j given S Z, S a subset within V pa (.) the set of parents ch (.) the set of chirdren des (.) the set of descendents an (.) the set of ancestors adj(V i , G) the set of adjacent nodes of V i in G V \{V i } all variables in V excluding V i α significance level for independence tests
Learning Framework
Given an observational data set D defined on a variable set V , the constraint-based algorithms consists of three key steps: (1) uncovering the entire skeleton, (2) discovering vstructures, and (3) orienting edges as many as possible, as shown in Figure 2 . Step 1: Skeleton identification. There are two approaches employed in skeleton identification, global approach and local approach. The global approach attempts to discover the skeleton including all variables [13, 90, 90, 106] , while the local method mines local skeletons, i.e., the set of adjacent variables (parents and children) or Markov blanket of each vertex, then constructs a global skeleton by local skeletons [65, 75] .
Step 2: V-structure discovery. This identifies v-structures by the found separation sets (i.e. conditional sets) between variables.
Step 3: Edge orientation After obtaining v-structures, the main orientation methods are listed as the followings.
• The orientation rules (i.e. Meek rules and Zhang Jiji's rules) defined in [67, 118] using observational data.
• Experimental orientation rules by using experimental data. The method involves manipulating a variable and assessing its statistical association with the undirected neighbors in order to determine the orientation [22, 97] .
• Edge orientation using both observational data and experimental data, which first applies the rules in (1) to orient edges as many as possible, then orients the remaining unoriented edges with the method in (2) [37] .
Key Assumptions.
There are three key assumptions are assumed to develop and analyze a constraint-based algorithm.
• Assumption 1: causal sufficiency. The set V (observed variables) satisfies the causal sufficiency assumption.
• Assumption 2: faithfulness and Markov condition. The distribution P over V is faithful to a DAG of the causal structure (faithfulness) and satisfies the Markov condition.
• Assumption 3: reliable independence tests. The statistical tests employed by algorithms are correct and reliable.
Conditional Independence Tests
In constraint-based algorithms, the independence tests generally can be implemented using the G 2 test [1] , mutual information [59, 108] , and Fisher's Z-test [77] . The the G 2 test and mutual information are both for dealing with discrete (categorical) data, while the Fisher's Z-test for handling continuous (numeric) data (The details of these tests are given in Appendix).
Evaluation Metrics
The frequently used metrics to evaluate the constraint-based algorithms are summarized as the following.
• Missing edges. The number edges that are present in the original structure but are missing in the learned structure.
• Extra edges. The number of edges that are found in the learned structure but are not present in the original structure.
• Correct undirected edges. The number of undirected edges that are present both in the original structure and the learned structure.
• Correct directed edges. The number of directed edges that are present both in the original structure and the learned structure with the same orientations.
• Correct directed edges. The number of directed edges in the learned structure that are oriented correctly.
• Incorrect directed edges. directed edge in the learned structure that are oriented incorrectly.
• Computational efficiency. There are two metrics always used, run times and number of statistical tests.
Key Challenges
Reliability. (1) By performing a reliable conditional independence test between V i and V j given V k , the average number of instances per cell of the contingency table of {V i , V j } ∪V k must be at least ϕ, i.e., N/((r i − 1)(r j − 1)r k ) ≥ ϕ (N is the total number of instances, r i is the number of distinct values of V i , and ϕ is often set to 5 or 10) [1] . Thus, independence tests of high order can be unreliable unless the size of the sample is huge. Unreliable tests not only produce errors in the resulting causal model structure, but also produce cascading errors. That is to say, an error early on in the search can have a cascading effect that causes many errors to be present in the final graph. (2) Constraint-based methods suffer the problem of multiple testing, that is, type I error and type II error, and the multiple testing is sensitive to error propagation. (3) Using G 2 test, Fisher's Z-test, or mutual information, we need to choose a threshold (or the significance level) to decide whether the independence test is passed or not. It is hard to select a suitable threshold or significance level, thus, the resulting networks are not easily evaluated in terms of reliability [51] .
Scalability. Learning the whole causal network which includes all variables involved in data is computational expensive or even infeasible in large-scale data mining applications with thousands of variables, thus it is challenging to develop algorithms scaling up to real-world data with high dimensionality [86] .
Contradictory independence constraints. The conflict (in)dependences discovered from multiple data sets are common in constraint-based algorithms. For example, V i is a parent of V j in one DAG but a child of V j in another DAG, resulting from statistical test errors or when the input samples are not identifically distributed. It is challenging to solve the conflicts from different data sets to result in a consistent casual structure.
Violation of the faithfullness assumption.The Faithfullness assumption is a key assumption to design causal structure learning methods, but in many real-world applications, such as biomedical science [92] and climate research [115, 116] , the assumption is often violated. Thus it is challenging to design robust causal inference algorithms by relaxing this assumption [119] .
Violation of the causal sufficiency assumption. In realworld applications, such as medical science, epidemiology, and sociology, it is impossible to ensure that all common causes are measured in study data [17] . Thus, it is a challenging task to deal with causal inference without assuming causal sufficiency.
LEARNING WITH CAUSAL SUFFICIENCY

Problem Definition and Algorithm Overview
Problem Definition. Given an observational data set D defined on a variable set V and its underlying DAG G, under the assumptions of the faithfullness and causal sufficiency, the constraint-based search algorithms learn a CPDAG of G.
Algorithm Overview. Table 2 gives an overview of constraint-based algorithms under the assumptions of causal sufficiency and faithfullness. In Table 2 , "global" means that an algorithm uses a global search strategy to find a whole skeleton while "local" represents that an algorithm employ a local discovery approach to discover skeletons. In the table, a tick mark indicates that the main modification of the corresponding algorithm, and "-" denotes the step has not changes. In Table 2 , except for SLPR, the other algorithms all deal with a single data sets.
Global algorithm
SGS Algorithm
Description of SGS. The SGS (SGS stands for Spirtes, Glymour and Scheines who invented this algorithm) algorithm is one of the earliest constraint-based algorithms proposed by Spirtes et. al. [90] , which provides a theoretical framework for learning structures of causal models. Algorithm 1 gives the description of the idea of the SGS algorithm. In Algorithm 1, if there exists a subset S ⊆ V \{V i , V j } to make the term V i ⊥ ⊥ V j |S hold, the set S is called a separation set of V i ∈ V and V j ∈ V . 
where S is the separation set of V i and V j . If so, then continue Step 2; (ii) otherwise, discover a v-structure, i.e.,
Step 3: Edge orientation*/ repeat /*Rule 1: avoiding yielding a new v-structure/* if V i → V j , V j and V k are adjacent, V i and V k are not adjacent, and there is no arrowhead at V j , then orient V j − V k as V j → V k ; /*Rule 2: avoiding generating a directed cycle/* If there is a directed path from V i to V j , and an edge between V i and V j , then orient V i − V j as V i → V j . until no more edges can be oriented; Output CPDAG
In the original version of the SGS algorithm [90] , at the step of edge orientation, Rule 1 is used to avoid any alternative orientation would yield a new v-structure, while Rule 2 is employed to avoid any alternative orientations would generate a directed cycle. An orientation rule is sound if and only if any orientation other than the orientation indicated by the rule would lead to a new unshielded collider or a directed cycle [67] . Later, Meek [67] extended the rules by the additional two rules (noted as Rule 3 and Rule 4) which are summarized as the following.
• Rule 1. If V i → V j , V j and V k are adjacent, V i and V k are not adjacent, and there is no arrowhead at
If there is a directed path from V i to V j , and an edge between V i and V j , then orient
• Rule 3. If there are two chains,
Meek [67] proved that these four rules are sufficient in terms of the soundness and completeness (please refer to Theorem 2 and Theorem 3 in Section 2 in [67] ). In other words, given a correct skeleton and v-structures of a DAG G, the repeated application of the four rules will eventually orient all arrows that are common to the Markov equivalence class of G.
Rational and correctness of SGS. Based on the Assumptions 1 to 2 mentioned above, the rational of the SGS algorithm is validated by the following three properties of d-separation [87] .
• V i and V j are adjacent in DAG G if and only if
Theorem 3.1. [90] Given the distribution P over set of variables V and its corresponding DAG G, under Assumptions 1 to 3, the output of the SGS algorithm is the CPDAG that represents G.
Drawback of SGS.
By Theorem 3.1, to determine whether V i and V j are adjacent, SGS needs to test V i ⊥ ⊥ V j |S for all possible subsets S ⊆ V \{V i , V j }. Such an exhaustive search quickly becomes computationally infeasible for a large number of variables. Besides the problem of computational feasibility, the algorithm suffers the problem of reliability when the number of data instances is small.
PC algorithm
The PC (PC stands for Peter Spirtes and Clark Glymour who invented this algorithm) algorithm [89, 90] was proposed to improve learning efficiency in skeleton identification (Step 1 in Algorithm 1). Instead of checking every possible conditioning set at every order of conditioning, the PC algorithm tests only conditioning sets involving variables that are adjacent to the variables under testing. The main idea of the PC algorithm in skeleton identification is summareized as the following.
• The PC algorithm starts by a complete undirected graph, then refines the graph by removing edges with an empty condition set for independence tests. If a pair of variables is found to be independent, the edge between them is removed.
• Next, for each pair of nodes (V i ,V j ) that are still adjacent, it tests conditional independence of the corresponding variables conditioned on all possible subsets of size 1 of adj(V i , G * )\X j and of adj(V j , G * )\V i , where G * is the current graph and adj(V i , G * ) represents the variables adjacent to V i in G * . The edge will be removed if such a conditional independence is concluded to be true.
• The PC algorithm continues in this way by performing level by level of the size of conditioning sets, until the size of the current conditioning set is larger than the size of the adjacency sets of the variables.
This procedure gives the correct skeleton when using perfect conditional independence information (the tests are reliable and the data instances are enough large). The PC algorithm uses the same procedure as the SGS algorithm to identify v-structures. After applying the edge orientation rules, i.e., Rules 1 to 4, the output of the PC algorithm is a CPDAG. The complexity of the algorithm for a DAG G is bounded by the largest degree over all pairs of vertices in G. Let k be the maximal order of the conditional independence relations that need be tested, the computational requirements increase exponentially with k, as the the number of vertices becomes large.
Rational and correctness of PC. The PC algorithm can significantly improve the computational feasibility of SGS using Theorem 3.2 below. Theorem 3.2. [2, 90] Under Assumptions 1 to 2, in a DAG G, there is an edge between the pair of variables V i ∈ V and
Theorem 3.3. [89, 90] Under Assumptions 1 to 3, the PC algorithm gives the same output as the SGS algorithm.
Consistency of the PC Algorithm. Whether causal effects can be consistently estimated from observational studies alone is a central problem in causal inference. As a pioneer work, under the framework in which causal relationships are represented by edges in a DAG, Spirtes et.al. [87] and Pearl [74] described asymptotically consistent procedures for determining features of causal structure from data under Assumptions 1 and 2 in Section 3.2. Spirtes et.al. [87] presented a pointwise consistent estimator of the Markov equivalence class of any causal structure that can be represented by a DAG for any parametric family with a uniformly consistent test of conditional independence under Assumptions 1 and 2. Kalisch and Bühlmann [42] showed the PC-algorithm is asymptotically consistent for the equivalence class of the DAG and its skeleton with corresponding high-dimensional and sparse Gaussian distribution. They proved that the uniform consistency of the PC algorithm for high-dimensional and sparse DAGs, when the number of variables is allowed to quickly grow with sample size N , as fast as O(N a ) for any 0 ≤ a ≤ ∞. Harris and Drton [36] studied the PC algorithm in the nonparanormal distributions, i.e., continuous distributions with Gaussian copula, and employed the rank-based partial correlation estimates for conditional independence tests. The study presented that the PC algorithm has high-dimensional consistency properties when the observations follow a nonparanormal distribution and the rank-based measures of correlation are used to assess conditional independence.
Conservative SGS and PC algorithms
In this section, we will review some variants of SGS and PC by relaxing the assumption of faithfullness, i.e., Assumption 2. To the beginning, we introduce two consequences of the faithfulness assumption proposed by [80] , i.e., the Adjacency-Faithfulness assumption and the OrientationFaithfulness assumption, that justify the step of inferring adjacency and the step of inferring edge orientations, respectively 1 .
Definition 3.1 (Adjacency-Faithfulness assumption). Given a set of variables
V in DAG G, if two variables V i ∈ V and V j ∈ V are adjacent in G, then ∀S ⊆ V \ {V i , V j }, V i ⊥ ⊥ V j |S holds.
Definition 3.2 (Orientation-Faithfulness assumption).
Given a set of variables V in DAG G, let < V i , V k , V j > be any unshielded triple in G:
Under the Adjacency-Faithfulness assumption, any edge removed in the step of skeleton identification is correctly removed. If the Orientation-Faithfulness assumption is true, for any unshielded triple < V i , V k , V j >, we need check only the separation set S found in the step of skeleton identification that renders V i and V j independent. The triple is a v-structure if and only if the set S does not contain V k [80, 119] . The SGS and PC algorithms both adopt the approach in Step 2 for inferring v-structures.
Conservative PC algorithm. The CPC (Conservative PC) algorithm was proposed by Ramsey et. al. [80] for improving the robustness of the PC algorithm in the orientation phase. Assuming the Adjacency-Faithfulness condition is true, Ramsey et al. [80] extended the PC algorithm to capture violations of the Orientation-Faithfulness assumption. If the Orientation-Faithfulness does not hold in the step of vstructure discovery, the CPC algorithm is able to avoid drawing certain wrong conclusions that the PC algorithm would draw.
To improve the robustness of Step 2 for the v-structure discovery in PC, the CPC algorithm replaces this step in the PC algorithm with the Step 2' as the following.
Step 2' in CPC. Let G ′ be the graph skeleton resulting from Step 1 in PC. For each unshielded triple < V i , V k , V j >, check all subsets of V i 's potential parents and of V j 's potential parents:
• If V k is not in any such set conditioned on which
• If V k is in all such sets conditioned on which V i and V j are independent, leave V i − V k − V j as it is, i.e., a non v-structure;
• Otherwise, mark the triple as "unfaithful" by underlining the triple, V i −V k −V j . An unfaithful triple is a triple which we cannot qualify as being a v-structure or a Markov chain.
In the step of edge orientation (Step 3), the CPC algorithm does not apply the orientation rules to the ambiguous triples. The output of the CPC-algorithm is a partially directed graph in which ambiguous triples are marked. The rational of the CPC algorithm is based on Theorem 3.4. Theorem 3.4. [119] Assuming the causal Markov condition and the Adjacency-Faithfulness condition hold, any violation of the Orientation-Faithfulness condition is detectable.
Very Conservative SGS Algorithm. Zhang and Spirtes [119] proved that given the Causal Markov, Minimality, and Triangle-Faithfulness assumptions, any violations of faithfulness are detectable. They concluded that the Triangle-Faithfulness Condition is a consequence of the Adjacency-Faithfulness condition and is strictly weaker than the latter.
2 Then Spirtes and Zhang [91] proposed the VCSGS algorithm under those two weaker assumptions of faithfullness. Compared to the CPC algorithm, the VCSGS algorithm relaxes both the Adjacency-Faithfulness assumption and the Orientation-Faithfulness assumption.
Spirtes and Zhang [91] only analyzed the soundness of the VCSGS algorithm in theory without any experimental validation, and they theoretically described a uniformly consistent estimator of both the Markov equivalence class of a linear Gaussian causal structure and the identifiable structural coefficients in the Markov equivalence class under the Markov assumption and the Triangle-Faithfulness assumption.
Adjacency Conservative PC algorithm. In practice, as an another extention of the CPC algorithm by relaxing the Adjacency-Faithfulness assumption, Lemeire et. al. [50] proposed two specific violations of the Adjacency-Faithfulness assumption, i.e., pseudo-independent relations and equivalent edges. Both PC and CPC algorithm fail to detect those two violations in skeleton identification. By relaxing the assumption from the Adjacency-Faithfulness assumption to the Triangle-Faithfulness assumption, Lemeire et. al. [50] developed the Adjacency Conservative PC (ACPC) algorithm to deal with the two violations. Their experimental results illustrated that the ACPC algorithm is superior to the PC and CPC algorithms.
PC-stable algorithm
The PC-algorithm is known to be order-dependent, in the sense that the output can depend on the order in which the variables are given. This order-dependence is a minor issue in low-dimensional data. However, the order-dependence can become very severe in data with high-dimensionality and a small sample size, and lead to highly variant results and conclusions for different variable orderings [17] .
PC-stable algorithm. Colombo and Maathuis [17] proposed the PC-stable algorithm and its variants to address this order-dependence problem. The main difference between PC and PC-stable lies in the skeleton discovery step. Compared to the PC algorithm, at each level of d (the size of the current conditioning set), PC-stable records which edges should be removed, but for keeping the adjacency sets unchanged for other pairs of variables at this level of d, PC-stable removes these edges only when it goes to the next value of d. These stored adjacency sets are used whenever we search for conditioning sets of this given size. Consequently, an edge deletion no longer affects which conditional independencies are checked for other pairs of variables at this level of d.
Under Assumptions 1 to 3, PC-stable is sound and complete, and yields order-independent skeletons by the following theorems. However, the PC-stable algorithm requires more independence tests and therefore results in even longer running time than the PC algorithm. Theorem 3.5. [17] Let the distribution of P be faithful to a DAG G, and assume that we are given perfect conditional independence information about all pairs of variables (F i , F j ) in P given subsets S ⊆ F \ {F i ∪F j }. Then the output of the PC-stable algorithm is the CPDAG that represents G.
Theorem 3.6. [17] The skeleton resulting of the PC-stable algorithm is order-independent.
CPC/MPC stable algorithm. The CPC-stable algorithm [17] is the combination of the PC-stable algorithm and the CPC algorithm, that is, using the idea of the CPC algorithm to identify v-structures. Since the CPC algorithm is very conservative, in the sense that very few unshielded triples are unambiguous in real-world data, Colombo and Maathuis [17] proposed the majority rule PC-stable algorithm (MPC-stable). As in CPC-stable, we first determine all separating sets Z of adj(U G, F i ) and of adj(U G, F k ) satisfying F i ⊥ ⊥ F k |Z where U G is the skeleton computed from Step 1. We then label the triple < F i , F j , F k > as unambiguous if at least one such separating set is found and F j is not in exactly 50% of those separating sets. Otherwise it is labeled as ambiguous. Clearly, we can also use different cut-offs to declare ambiguous and non-ambiguous triples. If a triple is unambiguous, it is oriented as v-structure if and only if F j is in less than half of the separating sets. As the same as CPC-stable, the orientation rules (Step 3) are adapted so that only unambiguous triples are oriented, and the output is a partially directed graph in which ambiguous triples are marked. Theorem 3.7. [17] Let the distribution of P be faithful to a DAG G, and assume that we are given perfect conditional independence information about all pairs of variables (
Then the output of the CPC/MPC-stable algorithm is the CPDAG that represents G.
Theorem 3.8. [17] The decisions about v-structures in the sample versions of the CPC/MPC-stable algorithms are order-independent.
Parallel PC algorithm
It is known that in the worst case, the PC algorithm is exponential to the number of variables, and thus it is computational inefficiency when applying to a high dimensional data set involved thousands of variables. The work [47, 48] proposed the parallelized versions of the PC algorithm and the PC-stable algorithm using the parallel computing technique, and showed that the parallel PC and PC-stable algorithms produce the same outputs as the PC and PCstable algorithms, but much more efficient in running time.
P C f dr -skeleton algorithm
In multiple hypothesis testing for learning skeletons (
Step 2), a type I error occurs when the variables are independent but the test indicates that they are dependent, while a type II error occurs when the variables are dependent but the statistical test indicates independence. The false discovery rate (FDR) [10, 94] is a criterion to assess the errors when multiple hypotheses are simultaneously tested. It is the expected ratio of the number of falsely claimed positive results to that of all those claimed to be positive. Colombo and Maathuis [16] proposed the P C f dr -skeleton algorithm by embedding an FDR-control procedure into the PC algorithm to curb the error rate of the skeleton of the learned PDAGs. Instead of individually controlling the type I error rate of each hypothesis test, the FDR-control procedure considers the hypothesis tests together to correct the effect of simultaneously testing the existence of multiple edges. Since the P C f dr -skeleton algorithm built within the framework of the PC algorithm, the P C f dr -skeleton algorithm provides the PC algorithm with the ability to control the FDR over the skeleton of the recovered network. TheP C f dr -skeleton algorithm controls the FDR while the standard PC algorithm controls the type I error rate. It is not only applicable to both the Gaussian model and any models for which conditionalindependence tests are available, such as discrete models.
Colombo and Maathuis proved that the P C f dr -skeleton algorithm can control the FDR under a user-specified level at the limit of large sample sizes. In the cases of moderate sample size (about several hundred), empirical experiments show that the method is still able to control the FDR under the user-specified level. The algorithm can be applicable to any models for which statistical tests of conditional independence are available.
AIT Framework
Against the P C f dr -skeleton algorithm, Bromberg and Margaritis [12] proposed the AIT (Argumentative Independence Test) framework to improve the reliability of the constraintbased algorithms when independence tests on small data sets are not reliable. The AIT framework modeled the problem of unreliability of statistical independence tests as a knowledge base containing a set of independence facts that are related through Pearls well-known axioms [72] , as shown as follows.
Statistical tests on finite data sets may result in errors in these tests and inconsistencies in the knowledge base. For example, consider an independence-based knowledge base that contains the following propositions, obtained through statistical tests on data.
• P1: ({0} ⊥ ⊥ {1}|{2})
Suppose that P3 is in fact wrong. Such an error can be avoided if there exists a constraint involving these independence propositions. For example, suppose that we also know that the following rule holds in the domain (this is an instance of an application of the Contraction and Decomposition axioms:
P4, together with the independence proposition in P1 and the dependence proposition in P2, contradict the independence proposition in P3, resulting in an inconsistent knowledge base. If P4 and the propositions in P1 and P2 are accepted, then the proposition (3) in P3 must be rejected, correcting the error in this case.
In the AIT framework, these inconsistencies are solved through the argumentative independence test, which is a defeasible logic proposed by Amgoud and Cayrol [5] to reason about and correct errors. Thus, in the argumentation framework, the outcomes of independence tests are not themselves independent but are constrained by the outcomes of other tests through Pearls properties of the conditional independence relation. The constraints can correct certain inconsistent test outcomes and select the outcome that can be inferred by tests that do not result in contradictions. Experimental evaluation shows significant improvements in the accuracy of the argumentative independence test over other simple statistical tests (up to 13%), and improvements on the accuracy of the PC algorithms s (up to 20%).
A disadvantage with this approach is that, as it is a propositional formalism, it requires to propositionalizing the set of rules of Pearl, which are first-order. As these are rules for super-sets and sub-sets of variables, its propositionalization involves an exponential number of propositions, and then, the exact argumentative algorithm proposed is exponential.
TPDA algorithm
The TPDA (three phase dependency analysis) algorithm was proposed by Cheng et. al. [13] . Compared to the PC algorithm, TPDA employs mutual information for independence tests to learn graph skeletons from data and divides the structure learning process into three phases, i.e., drafting, thickening, and thinning. There are two versions of the TPDA algorithm, TPDA, which learns DAGs when a node ordering is not given, and TPDA-II, when the node ordering is given. When the correct node ordering is available, TPDA-II requires only the standard DAG-faithfulness, while TPDA is correct under a sufficient quantity of training data and the monotone DAG faithfulness condition.
Instead of starting by a complete undirected graph, TPDA begins with a "drafting" phase, which produces an initial set of edges based on pairwise mutual information tests. Then, in the "thickening" phase, TPDA adds edges to the current graph when the pairs of nodes cannot be separated using a set of relevant independence tests. The graph produced by this phase will contain all the edges of the underlying dependency model when the underlying model is DAG-faithful. Next, in the "thinning" phase, each edge is examined and it will be removed if the two corresponding nodes are found to be conditionally independent. Finally, TPDA orients edges of the learned graph using Rules 1 to 4.
As for TPDA, for each pair of variables, each decision in the "drafting" phase requires one independence test and each decision in "thickening" phase requires O(N 2 ) independence tests, where N is the number of variables. The "thinning" then requires O(N 2 ) independence tests tests to verify each edge proposed in these two phases. Thus, TPDA makes O(N 2 ) correct decisions to produce the DAG structure, and each such decision requires O(N 2 ) independence tests. In total, TPDA requires at most O(N 4 ) independence tests to learn an DAG with N variables. When a correct node ordering is given, the TPDA-II algorithm requires O(N 2 ) tests and is correct whenever the underlying model is DAG-faithful.
Local-to-global approach
The main problem of the global constraint-based algorithms is their inefficiency and inaccuracy in performing conditional independence tests for large condition sets. For example, the PC and TPDA algorithms requires an exponentially growing number of independence tests with the number of nodes to learn a skeleton. Their time complexity can be can be reduced to polynomial by fixing the number of parents (PC algorithm) or using a threshold to control the number of mutual information tests and some strong assumptions (TPDA algorithm). In addition, the TPDA algorithm is ignoring the problem of the curse-of-dimensionality by not limiting the size of the condition set. To reduce the conditional sets for testing independence, in the section, we review the causal discovery algorithms using a Local-toglobal learning approach.
Decomposition approaches
Geng et. al [33] proposed a decomposition method for simplifying the search for v-structures for efficient structure learning. The key idea is that given an undirected moral graph, they first decomposed it into several subgraphs, then search for v-structures in each subgraphs separately. The rational behind the idea is that if vertices V i and V j are adjacent in the moral graph but there exists a vertex set S such that V i ⊥ ⊥ V j |S, then there exists a decomposed subgraph that contains V i , V j and a variable set S ′ such that V i ⊥ ⊥ V j |S ′ , and vice versa [33] . To decompose a graph into subgraphs, the approach in [33] needs a moral graph and requires that each dseparator (conditional sets) has a complete subgraph in the moral graph. To solve the condition, Xie et al. [110] proposed an improved decomposition approach using d-separation tree instead of a moral graph. But this algorithm performs decomposition only based on the entire undirected independence graph containing all vertices in V and cannot perform decomposition of undirected independence subgraphs.
Later, Xie et al. [109] proposed a recursive method for learning structures of DAGs. Specifically, the algorithm mainly includes the top-down step and the bottom-up step. At the top-down step, the independence graph at the top is decomposed into two small subsets, each of which is decomposed recursively into two smaller subsets until each node cannot be decomposed further at the bottom of the tree. At each step, the decomposition is achieved by learning an independence graph for a variable subset. Then, at the bottom-up step, the skeletons of leaf nodes are first constructed, and then a pair of child skeletons are combined together into a large subgraph at their parent node until the entire graph is constructed at the top of the tree. By recursively decomposing the entire variable set into small subsets, search for d-separators in a large network is localized to small subgraphs, and thus this approach improved the efficiency of searches and the power of statistical tests for structure learning.
Markov blanket approach
The composition approaches mentioned above need to construct the undirected independence graph at first. For a small set of variables, the composition approaches start with a complete undirected graph, and then check an edge between each pair of vertices X and Y . The edge X − Y is removed if X and Y are independent conditionally on the set of all other variables. However, it is a computational challenge to construct undirected network structure with a large number of variables. In the section, we review two algorithms using Markov blankets to allevate the computational problem. The key idea of the two algorithms is that firstly it learns a Markov blanket for each variable, secondly constructs the local skeletons around each variable through the learned Markov blankets, thirdly builds the global skeleton by those local skeletons, and at last, discovers vstructures and orients edge directions. The main advantage of the algorithm comes through the use of Markov blankets to restrict the size of the conditioning sets and localize learning the skeleton of each variable. [66] proposed the Grow-Shrink Bayesain network learning (GSBN) algorithm for constrain-based causal network learning. In the GSBN algorithm, Margaritis and Thrun first invented a sound and efficient algorithm, the GSMB (Grow-Shrink Markov Blanket discovery) algorithm, for computing the Markov blanket of a node under the failthful condition, and then used the properties of the Markov blanket to facilitate fast reconstruction of the local skeleton around each variable under assumptions of bounded neighborhood size. But the GSMB algorithm requires exponential number of data instances to the size of the Markov blanket, thus impractical for many real data sets. To conquer this drawback of the GSMB algorithm, Tsamardinos and Aliferis [100] proposed a modified version of the GSMB algorithm, called the IAMB algorithm, which guarantees to find the actual Markov blanket given enough training data and the method is more sample efficient than GSMB, and its variants, such as inter-IAMB [102] , Fast-IAMB [102] , and IAMBFDR [77] . However, the IAMB algorithm still requires a sample size exponential in the size of a Markov blanket. Thus, HITON-MB [2, 4] and MMMB [101, 104] were introduced to mitigate the problem of data inefficiency. Different from GSMB and IAMB, HITON-MB and MMMB take two steps to find the Markov blanket of a target node: (1) discovering the parents and children of the target node; and then (2) identifying its spouses based on Step 1. As an efficient implementation of Step 1, two major algorithms HITON-PC [2, 4] and MMPC were introduced [101, 103] . Following the ideas above, PCMB [78] , IPCMB [30] , STMB [32] , WLCMB [57] was also proposed to efficient and effective discovery of Markov blankets. Note that both those Markov blanket discovery algorithms do not distinguish causes from effects between variables in the discovered Markov blankets.
GSBN algrithm. Margaritis and Thrun
Total Conditioning (TC) algorithm Tsamardinos and
Aliferis [100] associated Markov blankets in Bayesian networks with strongly relevant variables defined by Kohavi and John in feature selection, then transferred the feature selection task to the discovery of Markov blankets in Bayesin networks. Based on the work, in contrast, Pellet and Elisseeff [75] connected the problem of learning causal structures with a problem of feature selection in data mining. They proposed the Total Conditioning (TC) algorithm, and its improved version, the T C bw algorithm, using the Recursive Feature Elimination (RFE) algorithm [35] . The work illustrated that under the Markov and faithfulness assumptions, the smallest set of variables relevant to predicting variable X is the Markov blanket of X, and we can use existing feature-selection techniques to design scalable structure learning algorithms in high-dimensional data under different assumptions.
Recursive Autonomy Identification
The RAI (Recursive Autonomy Identification) algorithm was presented in [111, 112] which uses a structure decomposition approach. While the RAI (Recursive Autonomy Identification) algorihtm combines the skeleton discovery and edge orientation, all algorithms mentioned above all separate the skeleton discovery and edge orientation into the independent steps. Beginning with a complete undirected graph and proceeding from low to high sizes of condition sets, the RAI algorithm uncovers a casual structure by performing the following sequence of operations: (1) pairwise independence test between nodes, followed by the removal of edges related to independence, (2) edge direction according to orientation rules, and (3) structure decomposition into autonomous sub-structures. For each autonomous substructure, the RAI algorithm is applied recursively, while increasing the order of independence testing.
Definition 3.3 (exogenous cause.). [72] A node Y in G(V, E)
is an exogenous cause to G(V , E), where V ⊂ V and
∈ Adj(X, G).
Definition 3.4 (autonomous sub-structure.). [112] In a DAG
A ⊂ E is said to be autonomous in G given a set V ex ⊂ V of exogenous causes to
If V ex is empty, we say the sub-structure is (completely) autonomous.
Due to structure decomposition into separated, smaller, autonomous sub-structures, RAI requires a small number of independence tests and the small sizes of condition sets used in these tests. This reduces computational complexity and increases the accuracy of the learned structure. Moreover, by combining skeleton discovery and edge orientation, additional edges can be directed, which also reduce the complexity of independence tests of the subsequent iterations.
Active learning-based approaches
The existing methods for casual discovery fully rely on observational data to discover causal relations between variables up to a Markov equivalence class, and thus leave many edge directions undetermined [90] . In general, complete identification of all edge directions requires manipulation/experimentation to augment discoveries from observational data. This has led to the recent development of several methods for active learning of causal networks that utilize both observational and experimental data.
The active learning approach first learns a CPDAG from observational data, then orients remaining undirected edges in the resulting CPDAG via intervention experiments. The type of methods includes the work of [22, 27, 68, 97] and the method proposed by He and Geng [37] . The main idea behind these approaches is to employ the PC algorithm to obtain an undirected or partially directed graph from observational data, then to use some decision criteria to select a variable for manipulation, with the goal of maximizing the number of edges that are oriented after the experiment. The ALCBN algorithm [68] uses either the mini-max, maximin or Laplace decision criteria, whereas the approach proposed by He and Geng [37] uses either the maxi-min or maximum entropy criteria. Once the variable is selected and manipulated, they perform a statistical independence test between the manipulated variable and each of its unoriented adjacency in the graph, using experimental data. The method in [68] repeats this process until all edges in the graph are oriented. The algorithm in [37] first partitions the graph into chain components which are only connected by directed edges and orients each of these components separately.
Local discovery of direct causes and effects
Many causal learning algorithms generally learn the global causal structures in the form of CPDAGs to find causal relationships between variables. While these algorithms are effective, it is often unnecessary and wasteful to find the global structures when we are only interested in the causal relationships around a target variable. Below we discuss the algorithms for distinguishing causes from effects to a target variable, which is more scalable than global methods and more efficient than local-to-global methods.
LCD algorithm. The LCD (Local Causal Discovery) algorithm and its variants [19, 61, 86] aim to find causal edges by testing the dependence/independence relationships among every four-variable set in a causal network. Bayesian Local Causal Discovery (BLCD) [63] and CD-B/H algorithm [60] explores the Y-structures among the nodes in a Markov blanket to infer causal edges using Baysain scoring-based method. To discover the effects of a node X, BLCD estimates the Markov blanket of a variable and uses it for the identification of Y structures from sets of four variables. BLCD does not specifically identify the sets of parents and children from the Markov blanket. While LCD/BLCD algorithms aim to identify a subset of causal edges via special structures among all variables, not distinguishing causes from effects of a target variable in which we are interested.
PCD-by-PCD approach. The general idea of the PCDby-PCD approach (PCD denotes Parents, Children and some Descendants) is to discover the Markov blanket of a target variable of interest, then to orient the edges connected to the target [113] . But it is not sufficient to orient the edges connected to the target using only the variables in the Markov blanket. To solve this problem, the PCD-by-PCD algorithm first discovers P CD(T ) of the target T and P CD(X) for variable X ∈ P CD(T ), then sequentially finds P CD(X) for a variable X which is contained in the previous P CD's. During the sequential process, the PCD-by-PCD algorithm finds local v-structures and try to orient the edges connected to the target T as much as possible. When all of the edges connected to the target T are oriented, the PCD-by-PCD algorithm stops the process and obtain all direct causes and effects of the target T .
Suppose that a causal network is faithful to a probability distribution and that independence tests are correctly performed, the PCD-by-PCD algorithm was proved that it obtains edges connected to the target T , and further it returns the same orientations of these edges as a partially directed graph for the Markov equivalence class of the underlying global causal network.
CMB algorithm. Based on the idea of the PCD-by-PCD algorithm, Tian and Ji [31] propose a new Causal Markov Blanket (CMB) discovery algorithm to identify the direct causes and effects of a target variable of interest. The CMB algorithm has three major steps: 1) to find the Markov blanket set of the target and to identify some direct causes and effects by tracking the independence relationship changes among the parent and child nodes of a target before and after conditioning on the target node, 2) to repeat Step 1 but conditioned on one parent and child node's MB set, and 3) to repeat Step 1 and 2 with unidentified neighboring nodes as new targets to identify more direct causes and effects of the original target until all edges adjacent to the target are oriented.
The CMB algorithm was proved that it is soundness and completeness. It can identify the same causal structure as the global and local-to-global causal discovery algorithms with the same identification condition, but uses a fraction of the cost of the global and local-to-global approaches.
ODLP algorithm. The local causal discovery methods discussed above are fully dependent on observational data and may not orient all edge directions with observational data alone [3, 93] . Statnikov et. al. [93] introduced a local causal discovery method, called ODLP, for discovery of local causal pathways around the target variable of interest (i.e., direct causes and direct effects of the target) using observational and experimental data, rather than learning a entire causal network with both observational and experimental data. The ODLP algorithm discovers members of the local causal pathway of a target variable (i.e., the set of parents and children of the target) using observational data, while all orientation decisions are based on experimental data exclusively. In the edge orientation step, the ODLP algorithm uses single-variable manipulation experiments to determine the sequence of manipulation for the variables that belong to the local causal pathway of the target. By using the local discovery strategy and single-variable manipulation experiments, the ODLP algorithm reduces the number of required experiments and scales to high-dimensional data with thousands of variables. There two versions of the ODLP algorithm, ODLP* and ODLP.
Under the faithfullness assumption, the ODLP* algorithm was proposed. The ODLP* algorithm first uses the HITON-PC or MMPC algorithm to discover the set of parents and children of the given target with observational data, then orient edge directions with experimental data to distinguish direct causes from direct effects of the target. The ODLP* algorithm is sound and complete under the assumptions of Assumption 1 to 3.
In order to increase the discovery accuracy, by relaxing the faithfullness assumption, the ODLP algorithm was presented by employing the TIE* algorithm to discover multiple local casual path ways (i.e., multiple sets of parents and children) of a target, then to find the true local casual path way of the target from the discovered the multiple local casual path ways with experimental data. The rational behind the idea is that a variable may have multiple sets of parents and children when the faithfullness assumption is violated [92] , while the TIE* algorithm was designed to discover multiple Markov blanket of a target as the assumption does not hold in data. Assuming a relaxation of local adjacency faithfulness to allow for target information equivalency relations (near faithfullness), the ODLP algo-rithm is sound under Assumptions 1 and 3.
Learning from overlapping variable sets
Instead of learning with a single observational data set, sometimes we need to deal with several data sets that do not share the same set of variables, but share significant overlap variable sets due to privacy or ethics [23, 24] . In this setting, co-analyzing a collection of data sets and learning causal structures over the joint set of observed variables are an active research field.
As a pioneering work, Danks [23] proposed the SLPR (Structure learning using prior results) algorithm to learning the causal structure over the joint set of observed variables. The SLPR algorithm first learns the a sub CPDAG for each data set using the existing constrain-based algorithm. Then beginning with a complete undirected graph, the SLPR algorithm uses each sub CPDAG and edge removal rules to get a full CPDAG. In particular, the SLPR algorithm designs some edge removal rules to extract casual information about the true (unknown) Bayesian network from the previously learned sub CPDAG. Finally, the SLPR algorithm employs orientation rules to orient as many as rules. The problem for the SLPR algorithm is that it is hard to guarantee that all data sets satisfy the assumption of causal sufficiency, thus in addition to Assumption 1 and 3, the SLPR algorithm works at the assumption of the joint causal sufficiency, that is, the joint set of observed variables are assumed to be causally sufficient.
LEARNING WITHOUT CAUSAL SUFFICIENCY
In real-world applications, such as medical science, epidemiology, and sociology, it is impossible to ensure that all common causes are measured in real-world data [6, 17] . Thus, the assumption of causal sufficiency is often violated in many situations. There has been some work on learning a Bayesian network with latent variables. However, this type of approaches (mainly based on score-based methods) still deals with latent variables under a DAG model and assumes causal sufficiency, since those algorithms need to pre-determine the number of latent variables and the exact locations of the latent variables with the observed variables in data before learning starts. In this case, by involved latent variable into the structure to be learnt, these methods then transfer the problem of latent variable learning to the problem of missing data completing [85] . In practice, since the latent variables are not observed, both the number of those variables and their locations with the observed variables in data are unclear in advance. Moreover, with latent variables, the space of DAGs is not closed under marginalization [17] .
Instead of DAGs, using a MAG (maximal ancestral graph) [81] model to represent latent common causes is an emerging research direction in causal discovery without the assumption of causal sufficiency [11, 17, 85] . The key difference between DAGs and MAGs is that a MAG includes bidirected edges between pairs of the observed variables, in addition to directed edges. Any latent common cause causing two or more of the observed variables will be represented implicitly by bidirected edges between all pairs of the affected variables in MAGs, instead of explicitly [98] marking the given latent common causes in structures. In the section, we will review some representative constraintbased algorithms designed for learning MAGs without assuming the causal sufficiency.
Problem Definition and Algorithm Overview
Problem Definition. Given a perfect oracle of conditional independence and faithfulness, the algorithm for Learning causal structures without the assumption of causal sufficiency is to find a PAG of the Markov equivalence class of the true causal MAG. Algorithm Overview. Tabel 3 gives an overview of constraint-based algorithms under the assumptions of causal sufficiency and faithfullness. In Table 3 , "single or multiple" indicates whether an algorithm is able to deal with a single data set or multiple data sets.
Different from a DAG, a mixed graph can contain three types of edges: directed edges (← or →) , bidirected edges (↔), and undirected edges (−). In a mixed graph, if the edge
Let an(V i ) be the set of ancestors of V i , a directed cycle occurs in a mixed graph when V j → V i and V i ∈ an(V j ). An almost directed cycle occurs when V j ↔ V i appears and V i ∈ an(V j ), i.e., removing the arrowhead at V j results in a directed cycle. In the following, we use the symbol " * " to denote an arbitrary edge mark > or −. Definition 4.1 (ancestral graph). [81] A mixed graph is ancestral if the conditions hold that (1) it does not contain directed cycles, (2) it does not contain almost directed cycles, and (3) for any undirected edge V i − V j , V i and V j have no parents or spouses.
So in an ancestral graph, V i → V j means that V i is a cause (ancestor) of V j , while V j is not a cause (ancestor) of V j . V i ↔ V j denotes that V i is not a cause of V j and V j is not a cause of V i , which implies that there is a latent common cause of V i and V j . Definition 4.2 (m-separation). [81] In an ancestral graph, V i and V j are m-separated by Z ⊆ V \{V i , V j }, if every path between V i and V j is blocked by Z. A path τ in the ancestral graph is said to be blocked by Z if and only if one of the conditions holds.
• τ contains a subpath < V i , V j , V k > such that variable V j is a noncollider on this path and V j ∈ Z;
• τ contains a v-structure V i * → V j ← * V k such that V j / ∈ Z and no descendants of V j is in Z.
Definition 4.3 (maximal ancestral graph, MAG).
[81] For any two non-adjacent variables in an ancestral graph, if there exists a set of variables that m-separates them, then the ancestral graph is said to be maximal. 
Learning from a single data set
IC* algorithms. The IC* (Inductive Causation) algorithm [74] is the pioneer work to learn causal structures without assuming causal sufficiency. It starts with an empty graph, and performs the following steps.
•
Step 1: Find the undirected structure: add an undirected edge between X and Y if no set S XY ⊆ V \ {X, Y } can be found such that X ⊥ ⊥ Y |S XY .
•
Step 2: Determine the v-structures. For each connected triple X − Z − Y where X and Y are nonadjacent, direct the edges and add a v-structure X ← Z → Y if Z / ∈ S XY , i.e., if and only if X and Y are dependent given Z.
Step 3: Orient the directions of the remaining edges.
Step 1 is identical to that of the SGS algorithm, but IC* uses the following rules to deal with the adjacency between variables and edge orientation. In the edge orientation, IC* just adds arrow heads into the identified colliders, independently of what the other arrow endpoints. 
Rule 1 preserves acyclicity, while Rule 2 honors the noncollider constraint when one of the two endpoints is an arrowhead. Like SGS, Step 1 of IC* requires a subset search, which has an exponential time complexity.
FCI algorithm. To improve the efficiency of the IC* algorithm, the FCI algorithm [90] was proposed which finds an graph skeleton in Step 1 using the PC algorithm. Before we give the details of the FCI algorithm, we give the following definition. Definition 4.5. Let C be a graph with any of the following edge types:
, is defined as follows: V k ∈ pds(C, V i , V j ) if and only if there is a path π between V i and V j in C such that for every subpath
The FCI algorithm includes the following steps:
Step 1: Finding the graph skeleton (called C1) using the PC algorithm and every edge in C1 is reoriented as • − •.
Step 2: Orienting unshielded triples
Step 3: Computing pds(C2, V i ,) for every V i ∈ X suppose C2 is the graph achieved from Step 2.
For every element V j in adj(C2, V i ), the algorithm tests whether
If there exists a set Z that makes V i and V j conditionally independent given Z, the edge between V i and V j is removed and the set Z is saved as the separation set in sepset(V i , V j ) and sepset(V j , V i ).
Step 4: Orienting the v-structures again based on the updated skeleton and the updated information in sepset.
Step 5: Replacing as many circles as possible by arrowheads and tails using the R1-R10 orientation rules (in total 10 rules) described by [118] .
For sparse graphs, Step 3 of the FCI algorithm dramatically increases the computational complexity of the algorithm when compared to the PC algorithm. The additional computational effort can be divided in two parts: computing the Possible-D-SEP sets, and testing conditional independence given all subsets of these sets. The latter part is computationally infeasible when the sets pds(C2, X i ,) are large, containing, say, more than 30 vertices. Thus, the size of the Possible-D-SEP sets plays such an important role in the complexity of the FCI algorithm.
RFCI algorithm. The RFCI (Really Fast Causal Inference) algorithm [17] is a modification of the FCI algorithm. The step 1 of the RFCI algorithm is identical to Step 1 of the FCI algorithm, and is used to find an initial skeleton. The main difference between RFCI and FCI is that the RFCI algorithm avoids preforming the conditional independence tests given subsets of Possible-D-SEP sets in Step 3 of the FCI algorithm. Instead, in Step 2, RFCI performs some additional tests before orienting v-structures and discriminating paths in order to ensure soundness. In Step 2, RFCI orients all unshielded triples as v-structures or non-v-structures. In
Step 3, the RFCI algorithm orients as many further edges as possible.
MBCS* algorithm.
The main difference between the MBCS* algorithm [76] and the FCI algorithm exists in Step 1. Both FCI and RFCI need to construct a graph skeleton (undirected graph) at first. But it is a computational challenge to construct undirected structure with a large number of variables. Different from FCI and RFCI, the MBCS* algorithm first learns a Markov blanket of each variable, then constructs the global skeleton of graph by the learned Markov blankets. By localizing learning the skeleton of each node, the MBCS* algorithm restricts the size of the conditioning sets, and thus performs much fewer conditional-independence tests than FCI and RFCI in Step 1. By the learned skeleton, the MBCS* algorithm examines the triangle structures to identify colliders and noncolliders. Finally, it uses the same orientation rules as FCI to obtain the maximally oriented PAG.
Learning with overlapping variable sets
In many situations, we may have several data sets with overlapping variable sets. Those data sets can be observational data, experiment data, or both. In this setting, it is hard to assume that the causal sufficiency assumption holds in a data set. To deal with learning MAGs from multiple data sets without assuming causal sufficiency, some methods have been designed for learning MAGs from overlapping variable sets.
ION algorithm. The ION (Integration of Overlapping Networks) algorithm [95] is the first and an asymptotically correct algorithm for discovering the complete set of causal DAG structures that are consistent with multiple observational data with overlapping variables. The ION algorithm first uses FCI to learning the common characteristics a sub MAG from each data set. Then beginning with the complete graph with all variables, the algorithmn takes these PAGs as input to learn a set of PAGs that is consistent with the underlying MAG through a series of designed graph operations.
But the ION algorithm requires exponential number of tests with respect to the number of variables, and thus is often computationally intractable even for a small number of variables. Moreover, since each PAG in the input set is learned independently using a different data set, it is often the case that different PAGs in the input set may entail contrary conditional independences and dependences. For example, V i is a parent of V j in one PAG but a child of V j in another PAG, resulting from statistical errors. But the ION algorithm ignores such contradictory information rather than attempting to resolve it. When ION encounters contradictory inputs, it may either produce inaccurate results or no results since it cannot find any structures which are consistent with the entire input set.
IOD algorithm. To deal with the problem of conflict information resulted from different data sets, the IOD (integration of overlapping datasets) algorithm [96] was proposed which is asymptotically correct and complete. The IOD algorithm requires significantly less memory and computation time than ION. Rather than learning PAGs for each data set independently, the IOD algorithm learns PAGs directly from the multiple data sets. This avoids the problem of contradictory inputs and also results in a more robust learning procedure since the algorithm can often use more than one data set at a time when performing any statistical tests, which results in a more accurate test. cSAT+ algorithm. Triantafillou et al. [99] also presented a cSAT+ algorithm to improve the efficiency of the ION algorithm. The cSAT+ algorithm exploits the power of a general computer science technique called SAT-solving (satisfiability of logical statements) for integrating the independence constraints discovered from each data set into a MAG consistent with all available data sets. The basic idea of the method is to convert the (in)dependence constraints found in the data into logical constraints on the presence and absence of certain pathways in the underlying causal structure, and to use a SAT-solver to find the causal structures consistent with all constraints. Experiments show that the cSAT+ algorithm is more efficient than the ION algorithm. Latter, Hyttinen et al. [40] proposed a general SAT-based procedure by transforming the observed dependences and independences constraints into a SAT instance. This approach is able to deal with cyclic structures, but assumes lack of statistical errors and corresponding conflicts. Thus, it relies on an oracle of conditional independence and cannot be directly applied to real problems. Instead of the SAT solver, recently, Hyttinen et al. [39] presented an ASP-based constraint optimization approach to handle inconsistent (in)dependence constraints obtained from overlapping experimental or observational data sets. But the scalability of the approach is still quite limited.
INCA approach. Tsamardinos et. al. [105] unified the prior work above and proposed the INCA (Integrative Causal Analysis) framework for the co-analysis of heterogeneous data sets with overlapping variables. The framework can predict the presence and strength of conditional and unconditional dependencies between two variables never jointly measured based on multiple data sets. To implement this idea, three algorithms were proposed, the Full-Testing Rule (FTR), the Minimal-Testing Rule (MTR), and FTR-S. The FTR and MTR algorithms both were presented to predict the presence unconditional and conditional dependencies between variables not jointly measured, but the FTR algorihtm is much better than the MTR algorihtm. Meanwhile, the FTR-S predicts the strength of the dependence.
FTR is a greedy algorithm that sacrifices completeness to improve computational efficiency and scalability, while the ION, IOD, and cSAT+ algorithms are complete algorithms and could make more predictions, and more general types of predictions (e.g., also predicting independencies) than FTR. But the computational costs of the ION, IOD, and cSAT+ algorithms in high-dimensional data sets are expensive or even prohibitive.
COmbINE algorihtm. The COmbINE (Causal discovery from Overlapping INtErventions) algorithm [98] builds upon the ideas in the cSAT+ algorithm [99] and is the first algorithm to address both overlapping variables and multiple (hard) interventions for acyclic structures without relying on specific parametric assumptions or requiring an oracle of conditional independence. The algorithm converts the observed statistical dependencies and independencies in study data into path constraints on the data-generating causal model and encodes them as a SAT instance. However, due to statistical errors in the determination of dependencies and independencies, conflicting constraints may arise. In this case, the SAT instance is unsolvable and no useful information can be inferred. To address the problem, the COmbINE algorithm proposed a conflict resolution technique that ranks dependencies and independencies discovered according to confidence as a function of their p-values. The constraints are added to the SAT instance in decreasing order of confidence, and the ones that conflict with the set of higher-ranked constraints are discarded. This technique allows it to be applicable on real data that may present conflicting constraints. The algorithm is proved to be sound and complete in the sample limit under different interventions in acyclic domains [98] . The limits of COmbINE may be that it only scales up to 100 variables in sparse graphs.
Recently 
PUBLIC SOFTWARE AND BENCHMARK DATA
In the section, we list some main public software packages related to constraint-based methods in Table 4 . The frequently used benchmark Bayesian networks are from the Bayesian Network Repository 3 . We can also use the software package above to generate synthetic Bayesian networks. Specially, the Causal Explore package provides a bn tiling algorithm to generate an arbitrary size of Bayesian networks.
CONCLUSION AND DISCUSSION
In this paper, we present a comprehensive survey on algorithms for constraint-based causal discovery. We first introduce the learn paradigm of the constraint-based methods. Then, we give the problem definitions and discuss the details of the state-of-the-art causal structure learning algorithms. Finally, we briefly mention publicly-available software and data sets for constraint-based causal discovery. As we discussed above, the emerging of big data brings not only opportunities to constraint-based methods, but also challenges.
Firstly, large-sized and high dimensional data present an immediate challenge to learning a whole casual structure due to the computational feasibility, although the current local causal discovery techniques can scale up to hundreds of thousands of variables. Furthermore, the current constraintbased methods all assume the causal structure to be learnt is spare, that is, limiting the maximum neighborhood size for each node (i.e. the number of parents and children), since the number of independence tests is exponential to the neighborhood size. How to deal with causal structure 3 . http://www.bnlearn.com/bnrepository/ learning with large neighborhood sizes is still an open problem.
Secondly, in big data analytics, the availability of multiple heterogeneous data sets makes us be able to acquire causal knowledge from multiple data sets instead of any individual data source alone [8] . Although significant efforts have been spent on this research direction, there are still two problem unsolved. One is the efficiency problem. The current methods only deal with data with the number of variables no more than 100. And the other is that the current methods focus on the theoretical foundations of this field, and thus, bridging the gap between theory and practice is crucial of causal discovery in multiple data sets. Recent, the idea of invariant causal inference may open a new way to handle those issues [79] .
Thirdly, the MAG models provide a different perspective in causal inference without assuming causal sufficiency, compared to DAGs [81] . Using MAGs to represent latent variables is an emerging direction in causal discovery without the assumption of causal sufficiency [17, 46, 85] . Thus, developing scalable and accurate global and local methods to learn MAGs is an emerging research topic.
Finally, except for latent variables, a sample selection bias represents an another major obstacle to causal discovery [7] . Although some existing work described the selection biases, such as FCI and RFCI, those work in fact focused on handling latent variables. Recently, some work has been proposed to address the problem of selection bias in causal discovery, but those work is still in a theoretical aspect [7, 9, 41] . As emerging multiple data sets, it is an open problem to design algorithms to deal with the problem of selection bias and apply to real applications. 
This formula can be easily extended to the case in which Vi and Vj are conditionally independent given a subset of S, and the number of degrees of freedom df used in the test is calculated as df = (ri − 1)(rj − 1) ( r k ∈ S)r k where ri is the discrete domain (number of distinct values) of Vi. As a heuristic, Spirtes et al. reduced the number of degrees of freedom by one for each count that is equal to zero [90] .
A significance level of α is used to measure the probability of rejecting a conditional independency hypothesis. The G 2 test uses a p-value to measure whether the term Vi ⊥ ⊥ Vj |S holds or not. Under the null hypothesis of the conditional independence between a feature Vi and Vj given the subset S\{Vi, Vj }, assuming ρ is the p-value returned by the G 2 test and α is a given significance level, the term Vi ⊥ ⊥ Vj|S holds if and only if ρ > α, which concludes that the null hypothesis is accepted. Otherwise, the term Vi ⊥ ⊥ Vj|S holds, i.e., the null hypothesis is rejected. Mutual information. Given two random variables X and Y , and a subset Z\{X, Y }, by employing mutual information, the mutual information between X and Y , noted by I(X; Y ), and condition information between X and Y given Z, noted as I(X, Y |Z), are computed as follows. Eq.(2) defined the entropy between X and Y .
H(X) = −Σx∈XP (x) log P (x).
And the entropy of X after observing values of another feature Y is defined as H(X|Y ) = −Σy∈Y P (y)Σx∈XP (x|y) log P (x|y).
In Eq. (2) and Eq.(3), P (x) is the prior probability of value x that variable X takes, and P (x|y) is the posterior probability of x given the value y that feature Y takes. According to Eq.(2) and Eq.(4), the mutual information I(X, Y ) is defined as follows.
I(X, Y ) = H(X) − H(X|Y ) = −Σx∈XP (x) log P (x) −(−Σy∈Y P (y)Σx∈XP (x|y) log P (x|y)) = −Σx∈X,y∈Y P (x, y) log P (x) −(−Σx,yP (x, y) log P (x|y)) = Σx∈X,y∈Y P (x, y) log P (x|y) P (x) = Σx∈X,y∈Y P (x, y) log P (x,y) P (x)P (y) (4) From Eq. (4), the conditional mutual information is calculated as Eq. (5).
I(X; Y |Z) = H(X|Z) − H(X|Y Z) = Σz∈ZP (z)Σx∈X,y∈Y P (x, y|z) log P (x,y|z) P (x|z)P (y|z) ( 
5)
The equations defined above needs a user-defined threshold δ to measure whether the term Vi ⊥ ⊥ Vj|S holds or not. In general, δ is set as 0 ≤ δ1 < 1. For example, given threshold δ, if I(Vi; Vj |S) < δ, we consider the term Vi ⊥ ⊥ Vj|S holds. Otherwise, the term Vi ⊥ ⊥ Vj|S holds.
Fisher's Z-test. For data with continuous (numeric) values, as the best known measure, the Fisher's Z test always is adopted [77] to calculate the term Vi ⊥ ⊥ Vj |S. In a Gaussian distribution, N ormal(µ, Σ), the population partial correlation p (V i V j |S) between Vi and feature Vj given S is calculated as follows.
Using the Fisher's Z-test, under the null hypothesis of conditional independence between Vi and Vj given S, p (V i V j |S) = 0. Assuming α is a given significance level and ρ is the p-value returned by Fisher's Z test, under the null hypothesis of the conditional independence between a feature Vi and Vj given the subset S\{Vi, Vj}, the term Vi ⊥ ⊥ Vj |S holds if and only if ρ > α, which concludes that the null hypothesis is accepted. Otherwise, the term Vi ⊥ ⊥ Vj |S holds, i.e., the null hypothesis is rejected.
