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1. §. Die Aufstellung des Problems 
Die am öftesten angewandte Methode zur Bestimmung des Strömungs-
bildes im Falle eines gegebenen Profils ist bekanntlich (siehe z. B. [1] S. 262, 
bzw. 300) die l\:Iethode der konformen Abbildungen. Die Grundlagl" dieser 
Methode bilden einerseits der Riemanusche Abbildungssatz, der besagt, daß 
sich ein einfach zusammenhängendes Gebiet (das von mindestens zwei Rand-
punkten begrenzt ist) umkehrbar, eindeutig und konform auf das Innere des 
Einheitskreises abbilden läßt, und andererseits die Tatsache, daß das komplexe 
Potential f(1O), welches die Umströmung eines kreisförmigen Profils beschreibt, 
wohlbekannt ist. (Der reelle Teil des komplexen Potentials ist z. B. das Ge-
sclnvindigkeitspotential und der imaginäre Teil die Stromfunktion.) Sind näm-
lich L die in der (x, y)-Ebene (im folgenden: z-Ebene) gegebene Profilkurve und 
10 = 1o(z) jene reguläre komplexe Funktion, die das von der Profilkurve um-
schlossene Gebiet unkchrbar, eindeutig und konform auf das Innere des Ein-
heitskreises abbildet, so ist das komplexe Potential der ebenen Strömung der 
z-Ebene die zusammengesetzte Funktion f(zc[z ]). Der absolute Betrag des 
Geschwindigkeitsvektors der gesuchten Strömung ist durch die Beziehung 
_ i df _ df:' dU' 
Iv -1-,- -1:--
I, : dz dw I I dz 
bestimmt. 
Das ganze Strömungsproblem kann also als gelöst betrachtet werden, 
wenn die Abbildungsfunktion bekannt ist. Diese Funktion läßt sich z. B. durch 
die Bestimmung der zur gegebenen Profilkurve gehörenden Greenschell Funk-
tion ermitteln. (Siehe z. B. [2] S. 249, oder [3] S. 503.) 
Es sei nämlich 
r = R(rp) 
die Gleichung in Polarkoordinaten der gegebenen Profilkurve L. (Es wird vor-
ausgesetzt, daß R(cp) > 0, und eine eindeutige, stetige Funktion sei: ferner, 
daß die gegebene Kurve Leine kreisnahe Kurve sei, die z. B. schon als Ergebnis. 
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einiger bekannten konformen Abbildungen von der früher gegebenen Profil-
kurve entstanden ist.) 
"\Vir bezeichnen die unbekannte Greensehe Funktion mit 
g = ger, cp). (1.1) 
Diese hat folge.nde Eigenschaften: 






2. ger, cp) + In r befriedigt die Laplacesche Differentialgleichung auch im 
O-Punkt. 
3. g(R(cp), cp) = 0 in den Punkten der Randkurve L. 
Wird durch 
1i = 1i (r, (p) (1.3) 
die der harmonischen Funktion ger, cp) zugeordnete, konjugierte, ebenfalls 
harmonische Funktion bezeichnet, dann ergibt sich mit Hilfe der analytischen 
Funktion 
p(z) = p(rei'F) = ger, cp) + ih(r, cp) (1.4) 
(i = -+- V=I ist die imaginäre Einheit) die gesuchte Abbildungsfunktion: 
1C = w(z) = exp (-p(z». (1.5) 
Die Bedingung für eine logarithmische Singularität 1m O-Punkt der 
Funktion (1.1) ·wird dadurch erfüllt, daß statt (1.1) die Funktion 
G (r.cp) g (r,cp) + In r (1.6) 
zu bestimmen versucht wird. Die Funktion (1.6) befriedigt in jedem Punkte 
des durch die Randkurve L begrenzten Gebietes die Laplacesche Differential-
gleichung 
"' 82 G I 8G I 82 G 
r---,r--,--=O 
8r2 3r 8rp2 
(1.7) 
und entspricht der Randbedingung 
G(R(rp) , (p) = 1n R(rp) . (1.8) 
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Im folgenden wird mit Hilfe der Matrizenrechnung eine l\:Iethode zur 
näherungsweisen Bestimmung der Funktion (1.6) dargestellt. Die Grundlage 
für dieser Methode bildet die sogenannte Linienmethode, die zum erstenmal 
zur näherungsweisen Lösung elliptischer Differentialgleichungen yon M. G. 
SLOBODIANSKI angewandt wurde. (Siehe [4] und auch [5], [6].) 
2. §. Die näherungsweise Bestimmung der Greensehen Funktion 
Teilen wir das Gebiet durch die Annahme yon 11 geraden, yom O-Punkt 





j=l.'2, .. _,ll. ((Po = 0). 
Es werden die folgende Bezeichnungen eingeführt: 
Gj = Gj(r) = G(r,(Fj)' j = 1,2,. _ .. 11, 
dGj Gj Gj (1') 
dr 
Auf Grund der Beziehung 
G(1', q; 2;r) = G(r, (r) 
gilt offensichtlich: 
j=I,2, ... ,n, 
und speziell 
Auf Grund der Beziehung 
(2.1) 
kann die zu lösende Differentialgleichung (1.7) mit guter =Xäherung durch das 
folgende System yon gewöhnlichen Differentialgleichungen ersetzt werden: 
o d2 Gj • dG j r----1' -
dr2 dr .,.) (j-
j = 1, 2, ... ,11. 
Es ist zweckmäßig, eine neue Veränderliche durch die Beziehung 
(2.2) 
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einzuführen. Dalln gelten nämlich: 
und 
dr r dt 
dt 




d2 G· 1 d2 G 1 dG 
__ J = __J _ ____ -_, 
Somit ergibt sich aus (2.2) folgendes Differentialgleichungssystem: 
J = L 2, ... ,1/. 
Es sollen noch folgende Bezeichnungen eingeführt werden: 
ist der Spaltenvektor der unbekannten Funktionen Gj und 
















eine zyklische :}Iatrix der Ordnung 1/. 
0 0 1 
0 0 0 
0 0 0 
-1 :2-1 
o -1 2 
(2.3) 
(2.4) 
Diese zyklische Matrix K n läßt sich bekanntlich (siehe z. B. [7] S. 231.) 
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1 . 0 k;r 
%k = 2 -(v" - Wz- = 4S1n- -- , 
n 
k = 0, 1, 2, ... , n - 1 
( ( 
. 2;r J - (. 2;r '\ . ,'-') (l)k = exp Lk---;;- , (V" = exp - rk-
n




..• , (l)k • W/: 




I, wenn k = I. 
0, wenn k+l. 
W;:?=W~ . 
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:Mit diesen eingeführten Bezeichnungen kann das Differentialgleichungs-
system (2.4) in folgender Ylatrizenform dargestellt werden: 
d2 1 
dtZ g = 62 Krz g . (2.6) 
Es ist leicht nachzuprüfen, daß die allgemeine Lösung der Gleichung 
(2.6) lautet: 
( 1 '-) (' 1 .-) g = exp b 1 K n t k 1 + exp ,- ~ ~I K n t
, 
k 2 , ( .) "':) .;.... j 
wobei die Spaltenvektoren k 1 und k z Integration",konstanten bedeuten. W'ird 
noch die Beziehung 
t = In r 
in Betracht gezogen, so kann die Lösung (2.7) auch folgendermaßen geschrieben 
'werden: 
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(1 r-) (1 r- ) g = exp b lK n lnr k 1 + exp - b lKn lnr kz = 
Die Elemente des Spaltenyektors g müssen in jedem Punkte des von der 
Randkurve L begrenzten Gebietes beschränkte Funktionen sein und darum 
muß k z = 0 gelten. Somit reduziert sich das zu lösende Problem auf die Bestim-
mung des Spaltenvektors k l , Dazu muß die in (1.8) vorgeschriebene Rand-
hedingung in Betracht gezogen ·werden. 
Bezeichnet man durch ef einen solchen Zeileneinheitsvektor der Ord-
nung n, dessenj-tes Element gleich 1 und alle übrigen gleich 0 sind, so kann an-
geschrieben werden: 
Gj (1') = er g(r) , j = 1,2, ... , n. 
Somit muß infolge der Bedingung (1.8) gelten: 
Mit den folgenden Bezeichnungen: 
h[ 1_ * R(q;J6 1Kn e l I , __ 
* 
b 1 K n 
ez R(Cfz) 
e* R( )b n rpn 
f = l, In R(rpl) '1 h\ R(rpz) 
in R(rpr,) J 
};;:ann statt (2.9) geschriehen werden: 
und schließlich 
k 1 = X-If. 
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Zur numerischen Auswertung des in (2.12) gegebenen Endergebnisses soll in 




/ : sin ~ .: sin ~ : sin (n-l):l) 
<I n iJ Tl <I Tl -* W n\l,r ,r , ___ ,r WH' 
3. §. Die näherungsweise Bestimmung 
der der Greenschen Funktion zugeordneten, konjugierten 
harmonischen Funktion 
(2.13) 
Die Funktionen (LI) und (1.3) sind miteinander durch die Cauchy-Rie-
mannschen Differentialgleichungen yerknüpft. Diese Gleichungen lauten in 













dr + r dll, 
8q: 8r 
., ( 1 8g 0"'·) h(r, q:) =J -- -'---dr + r ~d(P. 
r 8q: 8r 
(3.1) 
(3.2) 
Da (f -'- c, die konjugierte harmonische Funktion der Funktion In rist, 
wobei c eine beliebige Konstante bedeutet, und ferner zu der Funktion 
G(r, q:) = g(r, (p) + In T 
die konjugierte Funktion 
H(r, q:) = h(r, q:) Cf + c (3.3) 
gehört, genügt es, sich nur mit der näherungsweisen Bestimmung der Funktion 
(3.3) zu beschäftigen. 
Es sei angenommen, daß 
und 
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dann kann infolge der Beziehung (3.2) 
werden: 
mit guter Näherung - geschrieben 
Wenn ,."ir noch die zyklische Matrix 

















-1 0 1 
o -1 0 
einführen, dann läßt sich schreiben: 
1'1 
h= -- J-- D-f!dr. 26 ~ r " ~ 
(3.4) 
(3.5) 
Auf Grund des Ergebnisses (2.12) lautet diese Beziehung wie folgt: 
1._ 
h= __ I_J' 1 D /,lK"X-1 fdr= 
215 r n 
{ I J' ~ lK" } - 20 D n • r dr X-If. (3.6) 
Zur numerischen Auswertung dieser Beziehung soll in Betracht gezogen 
werden, daß der kote Eigenwert der zyklischen Matrix D" 
k ? . n-1 ').. _:1 k 0 1 ') co!; - cok = _~ SIn --, ,= , ,_, ... ) n - 1 
n 
ist, und somit auf Grund der Beziehungen (2.5) und (3.6) geschrieben werden 
kann: 
1._ 
1 I' 1 ;5 yK" 
---Dn -r dr= 26 v r 
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cos 
:! :r 
=-r b ::;in 11 :sin~ 2:7 <5 n 
cos- ·r cos-- 'r 
n n 
(n-1):7 2 . (n-l):< ;5Hn-n-) n--", 
. r l,! Ti • 
n 
, ... 
4. §. Die näherungsweise Bestimmung 
der zur kreisnahen Figur gehörenden Ahhildungsfunktion 
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(3.7) 
Auf Grund der Beziehungen (1.5), (1.6) und (2.3) kann die das von der 
Kurve L umgeschlossene Gebiet umkehrbar, eindeutig und konform auf das 
Innere des Einheitskreises abbildende Funktion folgendermaßen dargestellt 
werden: 
/{' w(z) = lc(r, q) = rei(T-C) . e-G(r,T)-iH(r,T) • (4.1) 
Führen wir noch folgende Bezeichnung ein: 
u = r W
1 1 l{i2 
l{in 
wobei 
bedeutet, somit läßt sich dieser Yektor auf Grund der näherungsweisen Be-
ziehungf'n (2.12) und (3.6) folgendermaßen darstellen: 
l_ 
U = A(r). exp (_ r;;) K, 
dabei gehen 
A(/') - r/ei(To-C) e i ('{j7C) ei(T"-l~C)., - - , , ... , / 
und 
1_ 1 _ 
( 
;; lK" 
exp - r -D -r dr i J' 1 ;; 1 K n ) 
26 n r 
( 2(11 - 1):7 
. . . , exp i - 2 cos2 -'-----'--
t n 
2. (n-l):!. 
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Der praktische Vorteil unseres näherungsweisen Endergebnisses (4.2) be-
steht darin, daß sich die zu verschiedenen Randkurven L gehörigen Abbildungs-
funktionen - vorausgesetzt, daß die zur Einteilung der Gebiete benützten 
Halbstrahlen dieselbe bleiben nur im letzten Faktor X-If von einander 
unterscheiden, und die Matrizenfunktionen (4.3) und (4.4) identisch bleiben. 
Zusammenfassung 
Im vorliegenden Aufsatz wird auf Grund der sogenannten Linienmethode die nähe-
rungsweise Bestimmung der Greenschen Funktion, ihrer konjugierten, harmonischen Funktion 
und somit jene der ein kreisnahes Gebiet umkehrbar, eindeutig und konform auf das Innere 
des Einheitskreises abbildenden Funktion in expliziter Form dargestellt. 
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