Simulating the dynamics of complex biomolecules produces trajectories comprising a large number of different configurations of the molecule. These configurations must be classified into a small number of conformational ensembles representing essential changes in the shape of the molecule. Using a conformational distance measure based on the changes in intramolecular atom distances, we show that these trajectories can be visualized efficiently by a planar map such that different conformational ensembles appear as well-separated point sets. We then use statistical cluster analysis to identify clusters that represent different conformational ensembles.
I Introduction
Molecular dynamics simulations on large computers have become one of the mainstays for investigating the structure-function relationship in biomolecules. Using statistical algorithms, one creates a large number of snapshots (a trajectory) of the molecule which approximates the expected distribution of molecular shapes in actual biochemical processes. By looking for conformational ensembles, i.e. groups of configurations that have a similar geometrical shape, and transition paths between them, biochemists can learn about the molecular bases of biochemical processes. Such understanding has practical applications e.g. in designing more efficient medical drugs.
Identifying typical shapes in such a large set of molecule configurations is itself a difficult task, and there is a large set of literature on the topic (see e.g. [1] , [2] or [3] and references therein). In most simulations, one focuses on a few characteristic quantities such as some helical angles in the molecule, and monitors the change of these quantities in the simulation. This approach requires some advance knowledge about the parts of the molecule that are important to the dynamics. From the point of view of computational science, we think it is interesting to investigate methods that make no use of such a priori knowledge and rely solely on the information inherent in the trajectory. Such an approach not only opens the possibility of a completely automatic analysis, but also serves as an example of how techniques from information visualization and statistical cluster analysis can be used in molecular simulations.
Our research is part of a larger effort to identify essential degrees of freedom in molecular simulations [4] . Based on a feature vector that captures the geometrical shape of each molecular configuration in the trajectory, we introduce a measure of conformational distance and use it to visualize the trajectory in a plane and to identify clusters of similar configurations.
We apply our methods to a trajectory from an adaptive-temperature Hybrid Monte Carlo simulation [5] of the molecule adenylyl(3'-5')cytidylyl(3'-5')cytidin (r(ACC)) in vacuum using the GROMOS96 extended atom force field. This is a very simple triribonucleotide, consisting of three residues and 70 (effective) atoms, but it is sufficiently complex to demonstrate our procedure. For the analysis, we chose a subset of 1000 configurations equidistantly from the trajectory.
II Configurations, feature vectors, and configurational distance
The output molecular dynamics simulations is a trajectory, i.e. sequence of configurations of the molecule. Each configuration x is described by N vectors x i ∈ R 3 , i = 1, . . . , N which specify the cartesian position of the N atoms in 3-dimensional space.
To classify the geometry of the configurations in a trajectory, we must assign to each configuration a feature vector that describes the geometry of the configuration in such a way that similar configurations have similar feature vectors. However, the set of 3n numbers that make up the cartesian positions of the atoms is unsuitable to this end, because identical geometries can appear with different rotations and translations. While the translational freedom can easily be fixed using the center of mass, the rotational degree of freedom is more difficult to eliminate. One way to fix it is to rotate the molecule into a preferred position, e.g. by optimizing the rotation with respect to a reference configuration or by fixing the axis of inertia. This method is used frequently and successfully in many applications, but such fitting procedures might suddenly produce a large rotation when the fit is ambiguous and thus do not guarantee by themselves to produce a feature vector such that similar configurations have always similar feature vectors.
A feature vector that is invariant under translations and rotations can be chosen by considering the set of all intramolecular distances [6] 
The price to pay is that instead of 3N elements, this vector has now N (N − 1)/2, but geometrically similar configurations have similar feature vectors, and the cartesian distance in N (N − 1)/2-dimensional space is a natural measure of conformational distance of two configurations x and y:
The N (N − 1)/2 components of the feature vector are not independent and will thus lie on a (3N − 6)-dimensional submanifold of this space. However, the reconstruction of the original coordinates is not simple and is known in computer graphics as the molecule problem.
Another frequent way to choose a feature vector is to use the dihedral angles between certain atoms as basic degrees of freedom. This is a natural choice as dihedral angles are the main degrees of motion in the simulations (atomic distances and bond angles are usually much more rigid). However, the potential energy that determines the dynamics of the molecule depends on the spatial distance of the atoms, and the relation between dihedral angles and spatial distances is involved at best. In particular, small changes in a pivotal angle may result in a large change of geometry. We prefer here to put all information as unbiased as possible to the algorithm and depend on it to extract the relevant degrees of freedom.
A further advantage of the intramolecular distances is that they correctly capture the motion inside parts of the molecule: If a group of atoms in the molecule is rigid, it will always be characterized by the same set if intramolecular distances between this atoms, regardless of any change in the location of the group as a whole, whereas the Cartesian positions of the atoms change. This reinforces that it is important to choose a feature vector that represents as well as possible all possible geometrical variations of the molecule.
The feature vector (1) is vast compared to the number of degrees of freedom (in our example molecule, it has 2415 elements as compared to 70 × 3 − 6 = 204 degrees of freedom). Some of its elements will show little or no fluctuation (e.g. the ones associated to the lengths of chemical bonds) and thus contribute very little to the conformational distance, others will fluctuate thermally, and still others will assume different values in different fluctuations and thus exhibit a double-peaked distribution.
In the following, we will only be interested in the conformational distance (2) between feature vectors, not in the feature vectors themselves. To reduce the computational needs, we analyze the elements of the feature vector statistically over a large set of configurations and select those whose distribution has the largest width and thus the largest contribution to the conformational distance. As thermal fluctuations are smaller than the conformational changes, this also selects the distances most affected by conformational changes. The conformational distance obtained from a subset of 500 intramolecular distances is a good approximation to (2) and at the same time reduces thermal noise. A similar procedure has been used by [2] to identify essential degrees of freedom in cartesian coordinate space.
III Mapping conformational distance
After introducing the feature vector (1) and defining the conformational distance (2), the trajectory is characterized by a set D nm = D(x (n) , x (m) ) of conformational distances between the configurations in the trajectory. To capture the major properties of the trajectory, we seek to represent these distances approximatelyin a low-dimensional space, i.e. to assign each configuration a point in d dimensions such that the geometrical similarity between configurations is reproduced as faithfully as possible by the distance between the representative points. For d = 2, we can then create a two-dimensional map of the trajectory that captures the geometrical similarity and dissimilarity of a large number of configurations. Visualizing an arbitrary similarity matrix between a set of N objects is a very general problem, and the method we present here can thus be applied to a wide variety of situations.
There obviously exist different choices of how to reduce the information from the N (N −1)/2 dimensions, in which the feature vector lives, to d dimensions. Assume that the n-th configuration is assigned a representative a ∈ R d , and that the configurational distance between the n-th and the m-th configuration is given by D nm . One choice is to require that the mean quadratic deviation of D nm from the d-dimensional distance between the representatives a n and a m
is minimized, and thus
vanishes. This equation can be pictured physically by a set of springs that connect all pairs of points and whose natural length is given by the desired distance between the points. Thus the force exerted on point n from point m is proportional to the difference between actual and desired distance and directed along the vector x n − x m , and eq. (4) expresses a balance of forces at point n.
The minimum problem of (3) can be solved numerically using the conjugategradient method, with the usual caveat that there is no guarantee to find the absolute minimum with this method.
It is instructive to see how the positions of the representatives a change as the dimension d of the visualization space is increased. Suppose we have a solution of Eq. (4) in d − 1 dimensions. We can embed this solution in d dimensions by setting x n,D = 0 for all n, and Eq. (4) is still satisfied, and thus an example of a false minimum. However, if we change x n,D infinitesimally, the resulting change of A 2 is given by the second derivative ∂A
If this quantity is negative for any n, A 2 can be reduced by moving a n out of the (d − 1)-dimensional subspace. This happens when the desired distances d nk are, on a distance-weighed average, larger than the distances |a n − a n | of the representatives, i.e. a n is "pushed" out of the (d − 1)-dimensional subspace by its neighbors.
Let us contrast this low-dimensional representation to another widely used one, namely principal-component analysis (PCA) based on the singular-value decomposition (SVD) of the feature matrix. Let M ni a feature matrix of n = 1, . . . , N objects with i = 1, . . . , N f features each. (In our example, N is the number of configurations while N f is the number of intramolecular distances.) The singular-value decomposition expresses this matrix as a series
where u (k) and v (k) are N -and N f -dimensional, resp., orthonormalized basis vectors, and λ k are the singular values. The number of terms in the series is the rank of the matrix, at most the lower of n and m. A d-dimensional approximationM to M is then found by truncating the series in k after a d terms, including only the largest λ k . The SVD can be used to define representatives a n in d-dimensional space by noting that the distanceD nm between two rows ofM can be exactly reproduced in d dimensions:
by choosing a n as the values of the first d basis vectors for each object n:
Note that the SVD and thus the basis vectors u
The representatives in the SVD approach are found by orthogonal projection to a d-dimensional subspace. In contrast, in the approximation obtained from minimizing (3), the nonlinearity introduced by the square root redistributes some of the "lost" distance in the remaining dimensions. We can thus argue that the representatives obtained from (3) should give a better representation of the feature vector than these obtained from SVD. Fig. 1 shows the two-dimensional map of 1000 configurations of r(ACC) found by minimizing (3). The computational requirements here are dictated by the need to store the (symmetric) 1000 × 1000 distance matrix; note that it is not required to store the feature vector for each molecule. Finding the minimum of (3) is then a matter of minutes on a typical workstation.
The points are connected by a line in the same sequence as they are generated in the simulation. This information does not enter in placing the points in the plane, so the fact that the line segments generally are short indicates that adjacent points in the trajectory are recognized as geometrically similar by the algorithm. The one pair of lines that crosses nearly the whole plane horizontally a transient effect from the first three configurations before the molecule became equilibrated.
One can perceive at least three clearly separated groups of points. They constitute conformations in a geometrical sense, i.e. sets of configurations that have similar geometrical properties. That they are also dynamical conformations can be seen from the fact that the connecting line of the points only very rarely crosses from one subset into another. This confirms that the two-dimensional representatives chosen by the algorithm represent correctly the dynamics of the system. Fig. 2 shows are similar map in which the distance of the centers of two of the residues is plotted for each configuration. As the system consists of only three residues, most of the conformational dynamics can be assumed to be in the position of their centers. The picture is similar to Fig. 1 in that there appear approximately three distinct point groups, however, the separation of the point groups is less clear than in Fig. 1 . This indicates that the conformational dynamics is not simply the motion of the centers of the residues, but also includes smaller rearrangements in the residues correlated to the large-scale motions. By considering a large number of intramolecular distances, all those small rearrangements enter and reinforce the separation of conformations in the map.
IV Cluster analysis
Cluster analysis is a statistical method to partition a set of objects into disjoint subsets (clusters) with the property that the objects in a cluster are in some sense more similar to each other than to the remaining points. There are several different ways to make this statement mathematically precise. In the following, we will choose the notion of minimum residual similarity between clusters which leads to a natural formulation of the problem in terms of eigensystem analysis and to a heuristic algorithm for its solution. This spectral method goes back to works by Donath and Hoffmann [7] on graph partitioning in computer logic and Fiedler [8] on acyclic graphs and was later picked up by Hendrickson [12] . Other cluster analysis methods based on neural networks or fuzzy clustering have also been applied to molecular dynamics simulations [9, 10] .
To be as flexible as possible, assume that a similarity measure
is given between N objects, where A nm = 0 indicates complete dissimilarity and A nm = 1 complete identity of objects n and n. The residual similarity R(C) of a cluster C ⊂ {1, . . . , N } characterizes how similar elements of the cluster are to elements outside the cluster and can be expressed by summing the similarity of all objects in C to all objects not in C:
The elementary step in cluster analysis is to partition the set into two subsets such that this quantity is minimized. Let a i the characteristic vector of this partition, i.e. a i = 1 if that i ∈ C, and a i = −1 otherwise. Then the residual similarity can be rewritten as an expectation value
with the matrix
This matrix is a generalized Laplacian operator on a graph with sites n and vertices A nm ; if A nm were the next-neighbor connectivity matrix of a square lattice, i.e. A nm = 1 if points n and m are next neighbors, it would reduce to the ordinary discrete Laplacian operator.
Minimizing R(C) now looks very much as the linear algebra problem of finding the (normalized) vector a that minimizes (a, M a), i.e. finding the lowest eigenvector. However, our a is restricted to values ±1, and finding the minimum of (a, M a) over such vectors is a hard combinatorial problem. Instead of tackling this problem directly, we will make use of a heuristic based on the eigenvalue problem, i.e. we assume that a good (but not the optimal) solution of the hard combinatorial problem can be inferred from the easier linear algebra problem.
The lowest eigenvector of M is the constant eigenvector a n ≡ 1 with eigenvalue 0. The second-lowest eigenvector is normalized and orthogonal to the constant vector and thus satisfies N n a 2 n = N and n a n = 0 (13) which guarantees that it will contain both positive and negative values. In graph theory, this eigenvector is called the characteristic valuation of a graph. In particular, it can be shown that if the graph described by the connectivity matrix A mn consists of two unconnected subgraphs, the characteristic valuation will be a n = +1 for nodes n on one subgraph and a n = −1 for nodes on the other.
In our setting, clusters will not be completely separated, and thus a n will assume values between −1 and +1. To perform the cluster analysis, we map the continuous value a i to discrete valueã i using a threshold l:
The threshold is a free parameter and can be determined by minimizing the residual similarity over all possible values l. In this way, the minimization problem is reduced from N ! to just N options (the N values a n ), and the characteristic valuation serves as a heuristic to determine the options that are taken into consideration.
The measure of residual similarity favors in general splitting off a single point from the cluster, as (11) contains in this caseonly N − 1 terms, as opposed to N 2 /4 when splitting symmetrically. This automatically introduces a quality control in the splits, as central splits occur only when the cluster separation is rather favorable, but might also hinder the analysis of noisy data. However, the special form (11) was only chosen to turn the problem into an eigenvalue problem. As the whole procedure is heuristic in nature, we may well decide to use a different similarity measure when determining the splitting threshold, e.g. a measure that includes a combinatorial factor
Which measure is correct depends mainly on the application. The original measure is stricter in what it returns as a cluster, while the latter measure favors balanced splittings. In some problems, like partitioning matrices for processing in a parallel computer, one may even demand that each split is symmetrical.
After partitioning the data set into two subsets, we recursively apply the algorithm again to these subsets and obtain a splitting tree that terminates only when the cluster size is two. To identify good clusters in the splitting tree, we found that it is useful to consider the average width (in the feature vector space) of the cluster relative to that of its parent cluster. This quantifies how much the points are in the subcluster are, on average, closer to each other than in the original cluster and thus how much the split improves the cluster criterion.
Consider e.g. the situation where there are three clusters. The first split will result in one correctly identified cluster and a second pseudo-cluster that encompasses the other two, but the relative width of the true cluster will be much smaller than that of the pseudo-cluster. Only after the next split it will be revealed that the latter consists of two clusters. Typical values for this quantity are between 0.5 and 0.8.
Applying the cluster algorithm to the similarity matrix of our trajectory, the first few splits remove 22 isolated points before the small cluster shown in Fig. 3a with 40 points and a relative width of 0.46 (both compared to its immediate predecessor and to the initial point set) shows up. The remaining points are split some steps further into a cluster with 698 points shown in Fig. 3b and another cluster with 230 points shown in Fig. 3c with relative widths of about 0.53. After some more steps, the larger subcluster is broken into three subclusters with 388, 52, and 21 points, resp., and relative widths of 0.91, 0.73, and 0.61, resp., as shown in Fig. 3d , e, and f. Similarly, the smaller subcluster also separates into three weak subclusters.
The splitting line of the large cluster at the bottom is also visible in Fig. 1 . Such a pattern indicates another smaller conformational change, possibly in one of the glucose rings, independent of the large conformational change. As it only affects a small part of the molecule, the conformational distance is smaller and is then imprinted like a fine structure on the clusters. That such small changes are visible in the plot is again made possible by taking a large number of intramolecular distances as the feature vector.
V Conclusions and Outlook
Information visualization and cluster analysis tools can be very powerful tools in analyzing molecular dynamics trajectories. Based on the notion of conformational distance which can be derived from a feature vector built from intramolecular distances, we constructed a two-dimensional map of the trajectory that reveals conformational ensembles to the eye, and applied a cluster analysis procedure that allows for the automatic identification of these clusters. The whole procedure can be applied to any molecule without having any information about its structure.
To simplify the analysis of a trajectory, we have created a Java application that reads the output files of the combined plane mapping/cluster analysis program and displays the two-dimensional map ( fig. 4 ). This program interacts directly with a molecular visualization application written in C++ using SGI's OpenInventor library by means of a Unix pipe. Whenever the user selects a point in the plane, the corresponding configuration is shown in the visualization program. The user can also choose to display identified clusters using different colors in the map.
Identifying which parts of the molecule are responsible for different conformational ensemble is a much more difficult problem. We use a visualization application that allows the user to form groups of atoms that are visualized by ellipsoids. In this way, a molecule can be easily reduced to its functional groups where it is much easier to spot conformational changes. However, small conformational changes as those that show up as a fine structure on the plane map are easily lost in this representation.
As a first attempt at aiding the eye in discovering unusual motions of the molecule, we implemented a simple OpenGL effect in the visualization application that allows to blend several frames of an animation in the hope that large changes stand out more clearly in this representation. Fig. 5 shows one such picture. Certainly more research can be expended on how to identify and visualize the essential degrees of freedoms. 
