In this paper, × systems of first order ordinary differential equations with constant coefficients are reduced into a single high order equation. Under certain conditions on the coefficients of the equations, a general efficient technique is presented. In order to show the efficiency of the method, two examples are demonstrated.
Introduction
Developing new and efficient methods for solving systems of linear ordinary differential equations (ODEs) is still under conservation of many researches in applied mathematics, physics, engineering and many branches of science. In additional to their importance in representing many physical models, linear systems can be used to facilitate solving nonlinear ones when they share the same structure of symmetry. Therefore, many analytical and numerical approaches are still being developed in the last and the present centuries to provide solutions of linear systems .
In this paper, the considered × system of linear ODEs with constant coefficients is given by:
Where { } , =1 composes a constant square matrix A, and { ( )} =1 are continuous on some interval I. General conditions on A are proposed in this research in order to convert the system (1) into a single ODE. The resulting equation can be solved by considering the roots of the characteristic equation when it is homogeneous [21] . When the ODE is nonhomogeneous, the method of variations of parameters can be used [22] . In the next section, the analysis of the method supported with examples is discussed. Conclusions and future perspectives is presented in the last section. Throughout the paper,   t x i will be denoted by 
Analysis of the Method and Main Results
In the following analysis, the ℎ derivative of ( . ( ) ) is written in terms of = ( = 1, … , , ≠ ), and in terms of ( ) ( = 0, … , − 1) , and then conditions will be proposed in order to write ( ) in terms of ( ) ( = 0, … , − 1).
Without loss of generality, we may assume that = .
Theorem
In system (1) , the ℎ derivative of where > 1 is given by:
Where
and
.
Proof:
We recursively prove the above theorem using the recursion formula:
Formula (5) can be easily seen from system (1) for = ,
Which is
(7) can be written as
where
(8) becomes
By the same way, (11) becomes 
Which is exactly (2).
All terms of (14) , except the first one, contain only and its derivatives. The idea is writing the first term of (14) 
Where is a real value function of the coefficients , ≠ , ≠ . Finding this function needs searching conditions on the coefficients of the ODEs of the system. Those conditions should be minimal. Such search needs an algorithm which is a suggested problem for researchers in coding theory and related topics. Finding these conditions is similar to searching for a password. Now, From (1)
Putting = . Using (16) and substituting (15) in (14) gives a single high order ordinary differential equation contains and its derivatives. Solving it gives . Then the same procedure can be used to find , = 1, … − 1.
The following examples illustrate our proposition.
Example 1
For m=2, in 2 × 2 systems, the first term in (14) is:
So
But,
So the condition can be put for 2 × 2 system is that 0 11  a .
Example 2
For m=3, in 3 × 3 systems, the first term in (14) 
So, the condition can be put in 3x3 systems is 22 11 a a   .
Now, for higher orders, choosing conditions is not obvious, but the idea of using only the first term of (14) is promising. A general choice of conditions will be of great interest as a future work.
Conclusions
In this paper, under certain "minimal" conditions, the linear system of ordinary differential equations could be converted to a single high order equation. For this purpose, a theorem is proved. The proof shows the general form of this single equation, and also shows the general technique of choosing the conditions. Searching those conditions are done for 2x2 and 3x3 systems. For higher orders, finding the conditions needs an algorithm like those of finding passwords, which is a suggested future work.
