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Abstract
We consider the problem of imposing arti&cial boundary conditions on the external boundary of a computational domain
for stationary aerodynamic transonic (ow simulation. The proposed construction of nonlocal boundary conditions is based
on the assumption that outside a computational domain the (ow is governed by the Euler equations linearized about
the free-stream subsonic uniform background; this model can treat (ows with wakes admitting nonzero vorticity and
nonconstant entropy at the out(ow. We use potential theory in order to &nd the desired conditions which are nonlocal and
exact with respect to the considered model. The nonlocal operator modelling the boundary conditions requires only the
evaluation of two surface integrals throughout the arti&cial boundary. We discuss brie(y some questions of the numerical
implementation of the proposed conditions in the form of relaxation methods for &nding the solution to a (ow problem and
estimate the required computational costs. Finally, we give some numerical results by testing the obtained computational
formulae. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Arti&cial boundary conditions; Stationary transonic aerodynamic problems; Potential theory; Linearized Euler
equations
0. Introduction
The development of numerical algorithms for the solution of transonic (ow problems in aerody-
namics includes the questions of imposing exterior boundary conditions on the external boundary of
a computational domain. These conditions, which are usually called arti,cial boundary conditions
(ABCs), have to approximate an asymptotic behaviour of the desired &elds at in&nity. An additional
requirement to ABCs, which likely has a “computational” rather than “mathematical” origin, is that
boundary conditions must be as much as possible nonre(ecting.
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Well-known characteristic-based boundary conditions are simple and widely used ABCs in numer-
ous calculations of stationary transonic aerodynamic (ows. However the above-mentioned require-
ments may contradict each other for this kind of conditions. Indeed, the incoming combination of
functions Ri =P=(c) − u at the out(ow boundary is unknown in the wake domain since (for the
case of Euler equations in the far &eld) density and velocity do not tend to the values ∞ and u∞ of
the uniform subsonic background (ow. Therefore if one takes Ri :=P∞=(∞c∞)−u∞ at the out(ow
then an unremoved error occurs even if the boundary conditions remain nonre(ecting. If some other
out(ow condition is chosen, say P=P∞ that is asymptotically accurate but does not agree with the
theory of characteristics, then undesired re(ections arise, as discussed in [9].
It is clear that more advanced ABCs can be obtained by analysing more appropriate models of
the far &eld in comparison with the local one-dimensional analysis of Euler equations than for the
characteristic-based boundary conditions. A lot of investigations has been done for two-dimensional
transonic (ow problems around an airfoil (see the analysis by Feistauer, Mandel and Ne2cas [6,10,11]).
In view of our analysis we refer, in particular, to the results obtained for far &elds described by the
linearized full potential equation in [1,16,14]; by the linearized Euler equations in [2–4,7,15,18];
and by the linearized Navier–Stokes equations in [12]; see also the comprehensive review in [17].
The above-mentioned three models take into account the compressibility and, hence, admit the use
of rather small computational domains with diameter of 4 to 8 length of airfoil, as test calculations
show. On the other hand, the last two models are most interesting from the viewpoint of engineer-
ing calculations since they can treat (ows with wakes admitting nonzero vorticity and nonconstant
entropy at the out(ow.
Because of viscous terms in the governing equations, ABCs for linearized Navier–Stokes equations
in the far &eld are generated numerically in [12]. For two-dimensional problems, the analysis of the
linearized Euler equations can be presented by using potential theory since the governing equations
can be decomposed into the Cauchy–Riemann equations and two one-dimensional transport equations.
The operator P of ABCs obtained in [2–4] has an analytical form and is a projector operator similar
to the Steklov–PoincarKe operator. The latter means that any vector of gasdynamic functions given on
the external boundary of a computational domain is projected by P into a solution of the linearized
Euler equations in the far &eld and also provide the complementary Cauchy data on the boundary.
In fact, the action of P consists just of the evaluation of a complex Cauchy integral.
The goal of the current paper is to generalize the approach in [2–4] to the three-dimensional case.
We use classical three-dimensional potential theory in order to &nd the desired operator P for the
linearized Euler equations. DiLerent from the approach in [13] where the ABCs require the solution
of an auxiliary boundary integral equation, here, similar to the two-dimensional case, the action of
P is based on the evaluation of just two surface integrals.
In Section 1 we give an analysis of the governing equations and obtain the analytical form of
P. In Section 2 we discuss the numerical implementation of the proposed ABCs. In Section 3 we
present some results of numerical tests of the discrete counterpart to P.
1. Governing equations and theoretical background to articial boundary conditions
Let D be a bounded simply connected region in R3 with a piecewise smooth, closed boundary
surface S consisting of a &nite number of simply connected regular surface segments Si, i.e. S =
⋃
Si.
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In the interior of D, we shall position a stream-lined body. Then D will be called the computational
domain.
We are interested in the far-&eld (ow exterior to D and assume that it is there stationary, inviscid,
and adiabatic. Denote by P the pressure, by  the density, and by V =(u; v; w) the velocity vector
in the Cartesian coordinates (x1; x2; x3). We begin our analysis with the Euler equations in the form:
uu;1 + vu;2 + wu;3 + P;1 = 0;
uv;1 + vv;2 + wv;3 + P;2 = 0;
uw;1 + vw;2 + ww;3 + P;3 = 0;
P(u;1 + v;2 + w;3) + uP;1 + vP;2 + wP;3 = 0;
(u;1 + v;2 + w;3) + u;1 + v;2 + w;3 = 0: (1)
Here the symbols ;1;;2 ;;3 denote diLerentiation with respect to x1; x2; x3, respectively;  is the speci&c
heats’ ratio.
Denote by V∞; P∞; ∞ the uniform free-stream (ow which is supposed to be subsonic; i.e.,
|V∞|2¡P∞=∞:
To simplify our analysis, we specify the coordinate system such that
V∞≡ (u∞; 0; 0) (2)
having in mind that the general case of nonzero v∞ and w∞ can be reduced to (2) by an elementary
transformation.
Outside D we introduce the perturbation quantities u˜; v˜; w˜; P˜; ˜ by
u∞ + u˜; v˜; w˜; P∞ + P˜; ∞ + ˜
and linearize the Euler equations about the uniform (ow at in&nity. Then we obtain the following
linear system of equations for the perturbations:
∞u∞u˜ ;1 + P˜;1 = 0;
∞u∞v˜;1 + P˜;2 = 0;
∞u∞w˜;1 + P˜;3 = 0;
u∞P˜;1 + P∞(u˜ ;1 + v˜;2 + w˜;3)= 0;
u∞˜;1 + ∞(u˜ ;1 + v˜;2 + w˜;3)= 0: (3)
We assume that the far ,eld of a given (ow problem, i.e., the (ow in the domain R3\ PD, satis-
&es (approximately) system (3). In addition, we prescribe the following natural conditions for the
perturbations:
|P˜|; |˜|; |u˜|; |v˜|; |w˜|¡∞ at |x|=∞;
P˜= ˜= u˜= v˜= w˜=0 at x1 = −∞: (4)
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Our aim is to &nd the representation of the general solution to problem (3), (4) in order to
couple the governing nonlinear equations in the computational domain and Eqs. (3) in the far &eld.
After discretization, this coupling procedure will provide us with a numerical scheme of arti,cial
boundary conditions for the equations in the computational domain.
To this end, let us apply Prandtl’s transformation to the coordinate x1:
x′1 = x1=q; q=
√
1− ∞u2∞=(P∞)
and introduce new variables:
u= qu˜; Pv= v˜; Pw= w˜;
PP= qP˜=(∞u∞); P= qP∞˜=(2∞u∞):
Then renaming
x′1↔ x1;
we obtain from (3) the new system
u ;1 + PP;1 = 0; P;1 − PP;1 = 0; Pv;1 + PP;2 = 0;
Pw;1 + PP;3 = 0; − PP;1 + Pv;2 + Pw;3 = 0: (5)
System (5) consists of two transport equations in the x1-direction and an additional elliptic subsystem
Pv;1 + PP;2 = 0; Pw;1 + PP;3 = 0; − PP;1 + Pv;2 + Pw;3 = 0: (6)
Denote E ≡ (− PP; Pv; Pw) and add to (6) the equation
Pv;3 − Pw;2 = b
where b is an auxiliary function de&ned in R3\ PD. Then (6) takes the form
rotE = b; divE =0 (7)
with b≡ (b; 0; 0) to be speci&ed later on. From (4), we get the following conditions at in&nity:
|E|¡∞ at |x|=∞;
E = 0 at x1 = −∞: (8)
Since we have to model also the wake, let us introduce the cylindrical “shadow” domain =
{x| (x1¿y1; x2 =y2; x3 =y3) ∀y∈D}\D and de&ne the “out(ow” part != S ∩  of the surface S,
see Fig. 1. We suppose that ! has a single-valued projection on the plane x1 = 0. Now we are in
the position to characterize the properties of the function b.
Theorem 1. Problem (7); (8) implies the following properties of b:
(1) b=0 in R3\(D ∪ )
(2) b≡ b(x2; x3) in 
(3)
∫
!
b · d=0: (9)
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Fig. 1. Geometry of the problem.
Proof. From the &rst two equations of (6) one obtains
b;1 = ( Pv;3 − Pw;2);1 = 0 (10)
i.e., b depends only on (x2; x3). Moreover, (10) together with conditions (8) yields b=0 everywhere
except in  which is the “shadow” domain of D. Thus, the &rst two statements are proved.
For the third statement exploit the Stokes theorem,
1 := −
∫
!
b · d≡ −
∫
!
rotE · d=
∮
@!
(− PP dx1 + Pv dx2 + Pw dx3):
Let @!(x1) be the family of contours obtained by shifting @! along the x1-axis. Consider the
function
(x1) :=
∮
@!(x1)
(− PP dx1 + Pv dx2 + Pw dx3):
DiLerentiating (x1), we &nd with (6):
d
dx1
 =
∮
@!(x1)
(− PP;1 dx1 + Pv;1 dx2 + Pw;1 dx3)
= −
∮
@!(x1)
( PP;1 dx1 + PP;2 dx2 + PP;3 dx3)=
∮
@!(x1)
d PP=0
since PP is a single-valued function.
Recalling (x1)|x1 =−∞=0, we obtain (x1)≡ 0. Hence, the last assertion of Theorem 1 is also
proved.
The speci&c properties (9) of the function b in system (7) restrict the set of admissible vector
&elds E; which permits us to model the far &eld behaviour.
Denote by n the external normal to the surface S =
⋃
Si. For a vector &eld f ∈C (S) with
f |Si ∈C 1(Si) we shall use the surface-curl (n ×  ; f ) since this expression contains only tangen-
tial derivatives.
Consider an arbitrary vector &eld a∈C (S) with a|Si ∈C 1(Si) such that
(n × ; a)=
{
bn on !;
0 on S\! (11)
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where bn with supp(bn)⊂! is a continuous function satisfying∫
!
bn d=0: (12)
In what follows we shall assume that
bn ≡ 0
which corresponds to a nonzero wake since the analysis of the special case bn=0 can be handled
much more easily. Denote by e1; e2; e3 the basis vectors of our cartesian coordinate system. We also
introduce the vector &eld b in R3\D:
b(x1; x2; x3)=


(
bn(x1|!; x2; x3)
(n; e1)
; 0; 0
)
in ;
0 in R3\(D ∪ ):
(13)
Now, let us de&ne a vector &eld E(x) in R3\ PD by
E(x) = −
∫
R3\ PD
b×y(x − y) dy
−
∫
S
([n×a]×y(x − y) + (n · a)y(x − y)) dSy (14)
where
(x − y)= − 1
4
1
|x − y| :
Since b has form (13), the volume integral in (14) can be replaced by a surface integral. Let us
introduce
x′=(x2; x3); (x′ − y′)= 12 log|x
′ − y′|:
Lemma 2. Representation (14) is equivalent to
E(x) = −
∫
!
1
2
(
1 +
x1 − y1
|x − y|
)
(n × ; a)e1 ×y′(x′ − y′) dy
−
∫
S
([n × a]×y(x − y) + (n · a)y(x − y)) dSy: (15)
Proof. We have∫
R3\ PD
b×y(x − y) dy= e24
∫

(b; e1)
@
@y3
1
|x − y| dy −
e3
4
∫

(b; e1)
@
@y2
1
|x − y| dy:
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Evidently the functions in both volume integrals are absolutely integrable; therefore, we can use
Fubini’s theorem. For the &rst integral, we &nd
1
4
∫

(b; e1)
@
@y3
1
|x − y| dy=
1
4
∫
!
bn
∫ ∞
y1|!
@
@y3
1
|x − y| dy1 dy
=
1
4
∫
!
bn
∫ ∞
y1|!
y3 − x3
|x − y|3 dy1 dy =
−1
4
∫
!
bn
[
y3 − x3
y1 − x1 + |x − y|
1
|x − y|
]∞
y1|!
dy
=
1
4
∫
!
bn
y3 − x3
|x − y| − (x1 − y1)
1
|x − y| dy
=
∫
!
bn
1
2
(
1 +
x1 − y1
|x − y|
)
@
@y3
(x′ − y′) dy:
Evaluating the second integral in the same way, we obtain∫
R3\ PD
b×y(x − y) dy
=
∫
!
1
2
(
1 +
x1 − y1
|x − y|
)
(n × ; a)e1 ×y′(x′ − y′) dy:
Hence, the lemma is proved.
In what follows, we shall use the following formula for the integration by parts of a function and
a vector &eld on a simply connected manifold S =
⋃
Si.
Lemma 3. For an arbitrary function f∈C(S) with f|Si ∈C1(Si) and any vector function F ∈C (S)
with F |Si ∈C 1(Si) there holds∫
S
(n × F ;f) dS =
∫
S
(n × ;F)f dS: (16)
Proof. The product rule implies∫
S
(n × ;F)f dS =
∫
S
(n × ; fF) dS +
∫
S
(n × F ;f) dS:
Denote by Ci the closed contour bounding a surface segment Si. Then the Stokes theorem yields∫
S
(n×B; fF) dS =
∑
i
∮
Ci
fF · dr: (17)
Since S is the connected boundary surface being topologically equivalent to the unit sphere, each
piece of every contour integral around Ci in (17) is evaluated twice for two adjacent segments, but
in opposite directions from two adjacent sides. Therefore, due to the continuity of fF , the sum in
(17) is annihilated; and the lemma is proved.
Now we can formulate the properties of our integral representation (15).
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Fig. 2. Angle # for an observation point x.
Theorem 4. For arbitrary a satisfying conditions (11) and (12); the function E evaluated by (15)
is a solution of the system
rot E = b;
div E =0
with b de,ned by (13). Moreover, the following estimate for E ≡ (− PP; Pv; Pw) is valid as |x| tends
to in,nity:
| PP|=O(|x|−2) and | Pv|; | Pw|=O
(
1
1 + |x|2sin2(#=2)
)
(18)
where # denotes the angle between x and e1, see Fig. 2.
Proof. Denote
g(x; y)=
1
2
(
1 +
x1 − y1
|x − y|
)
in (15). Then we have
x × E(x) = −x ×
∫
!
bne1 × (g(x; y)y′(x′ − y′)) dy
−x ×
∫
S
[n × a]×y(x − y) dSy = : I! + IS :
Evaluation of I!:
By using the identity x × [F(y)× G(x)]= − (F ·x)G + F(x · G), we obtain
I! =
∫
!
bn(e1 ·x)g(x; y)y′(x′ − y′) dy −
∫
!
bne1(x · g(x; y)y′(x′ − y′)) dy
=
∫
!
bn
@
@x1
(g(x; y)y′(x′ − y′)) dy
−e1
∫
!
bn(xg(x; y) ·y′(x′ − y′)− g(x; y)#y′y′(x′ − y′)) dy
=
∫
!
bn
|x′ − y′|2
2|x − y|3
y′ − x′
2|x′ − y′|2 dy − e1
∫
!
bn
x1 − y1
4|x − y|3 dy + b
=
∫
!
bny(x − y) dy + b:
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Evaluation of IS :
IS =
∫
S
([n × a] ·x)y(x − y) dSy −
∫
S
[n × a](x ·y(x − y)) dSy
= −
∫
S
([n × a] ·y)y(x − y) dSy +
∫
S
[n × a]#yy(x − y) dSy
= −
∫
S
([n × a] ·y)y(x − y) dSy:
Using Lemma 3, we transform the latter integral and &nd that
IS = −
∫
S
(n ×y; a)y(x − y) dSy = −
∫
!
bny(x − y) dy:
Thus, rotE = I! + IS = b:
Now calculate div E:
div E = −x ·
∫
!
[bne1 × g(x; y)y′(x′ − y′)] dy +
∫
S
[n × a] · [x ×y(x − y)] dSy
+
∫
S
(n; a)#xx(x − y) dSy =
∫
!
bne1 · [x × g(x; y)y′(x′ − y′)] dy
=
∫
!
bn
(
@
@x2
g(x; y)
y′3 − x′3
|x′ − y′|2 −
@
@x3
g(x; y)
y′2 − x′2
|x′ − y′|2
)
dy =0:
In order to estimate |E| at in&nity, we consider both integrals in (15) separately. Evidently, the sec-
ond term decays with the rate |x|−2. In the &rst integral, for simplicity, we suppose that diam(!)= 1.
By introducing the parameter |x‖sin#|, we obtain the following behaviour of the function g(x; y)
and of the kernel k(x′; y′)=y′(x′ − y′):
(a) If |x‖sin#|¿1 then
g(x; y)=
1
2
(1 + cos#) + O
( |sin #|
|x|
)
; k(x′; y′)=
1
2
x′
|x|2sin2 # + O
(
1
|x|2sin2 #
)
:
Therefore, the integral then has the asymptotic behaviour as
∫
!
gbn[e1 × k] d= 14
1 + cos#
|x|2sin2 # (−x3e2 + x2e3)
∫
!
bn d + O
(
1
|x|2sin2 #
)
=O
(
1
|x|2sin2 #
)
:
(b) If |x‖sin #|6 1 then
g(x; y)=
1
2
(1 + cos#) + O
(
1
|x|2
)
and
∫
!
bn[e1 × k] d=O(1):
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Fig. 3. Integration domain B\ PD for Green’s formula.
Hence, for cos#¿0 we have∫
!
gbn[e1 × k] d=O
(
1
|x′|2 + 1
)
;
and for cos#6 0,∫
!
gbn[e1 × k] d = 12
sin2 #
1− cos &
∫
!
bn[e1 × k] d + O
(
1
|x|2
)
= O(sin2#) + O
(
1
|x|2
)
=O
(
1
|x|2
)
:
Combining the cases considered above, we obtain that the &rst term in (15) has the order O(1=1+
|x|2sin2(#=2)). Since the &rst integral in (15) does not contribute to the &rst component of E, we
&nd the desired estimates (19), and the theorem is proved.
We see that (15) gives the representation of a solution to (7) in terms of some vector &eld a on
S. Now we shall show that (15) describes the whole set of functions E satisfying (7), (8), i.e., (15)
generates the general solution.
Theorem 5. The operator in (15) is a projection.
Proof. Let B be a ball with the center at the origin (0; 0; 0) such that D⊂B, see Fig. 3.
For any function H ∈C 1(R3\D) we can use Green’s representation formula:
H(x) = −
∫
B\ PD
(rotyH(y)×y(x − y) + divyH(y)y(x − y)) dy
−
∫
S∪@B
([n×H ]×y(x − y) + (n;H)y(x − y)) dSy; (19)
see, e.g., [5].
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If we put H(x)=E(x), where E is a solution to (7), (8), then
E(x) = −
∫
B\ PD
b(y)×y(x − y) dy
−
∫
S∪@B
([n×E]×y(x − y) + (n;E)y(x − y)) dSy: (20)
We want to estimate the surface integral over @B in (20) as the radius of B tends to in&nity. In
order to do so, let us estimate the L2-norm of E on @B.
Introduce spherical coordinates (r; #; ) with the centre at x=0 and the e1 direction as the polar
axis. The corresponding components of the function E denote by (Er; E#; E). Consider on @B a
function f(#; )∈C2(@B) such that
1
R
@f
@#
= − E|@B;
1
R sin #
@f
@
=E#|@B; (21)
where R is the radius of the sphere @B. In order to &nd f, we represent (7) in spherical coordinates
and substitute (21) for the “radial” component of the equation of rot E = b:
1
R sin #
@(sin #E|@B)
@#
− 1
R sin #
@(E#|@B)
@
= b˜ cos#;
where b˜(#; )≡ b(x2(#; ); x3(#; )): As a result, we obtain the following Beltrami–Poisson equation
on the sphere:
1
sin #
@
@#
(
sin #
@f
@#
)
+
1
sin2#
@2f
@2
= − R2b˜ cos#: (22)
We now estimate the L2-norm of f by using the Fourier method. The expansion of the right-hand
side R2b˜ cos# in terms of spherical functions Yml (#; ); l=0; 1; : : : ; m= − l; : : : ; l; yields the Fourier
coeScients:
bml =R
2(b˜ cos#; Y ml )≡R2
∫ 2
0
d
∫ 
0
b˜(#; )cos#Yml (#; )sin # d#:
Since the support of b˜(#; ) on @B is inside an angle #0 =O(diam(!)=R)=O(R−1); we &nd the
estimate
|bml |=O(1)‖Yml ‖L2 =O(1);
whereas for l=0, we have
b00 =
1
2
√
R
2
∫ 2
0
d
∫ #0
0
b˜(#; )cos# sin # d#
=
1
2
√
R
2
∫ 2
0
d
∫ diam(!)
0
b(x2(#; ); x3(#; ))r dr=
1
2
√
R
2
∫
!
bn d=0
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where r=R sin #: The Beltrami operator in (22) has the eigenvalues
-ml = − l(l+ 1) for l=0; 1; : : : ;
among them -0 = 0: But because of b00 = 0, Eq. (22) has a solution f whose Fourier coeScients are
given by
fml = b
m
l =-
m
l ; l=1; 2; : : : ; m= − l; : : : ; l;
and, hence,
|fml |=O(l−2) for l¿ 1:
Therefore, with Parseval’s identity we obtain
‖f‖L2(@B) =O(1):
Next, we use Lemma 3. Taking F =E and f obtained from (22), we have∫
@B
(E)2 + (E#)2dS =
∫
@B
(n × E ;f) dS
=
∫
@B
(n × ;E)f dS =
∫
@B
b|@B(#; )fdS:
Thus,
‖E‖2L2(@B) + ‖E#‖
2
L2(@B)
6 ‖b|@B‖L2(@B)‖f‖L2(@B) =O(1): (23)
It remains to estimate ‖Er‖L2(@B). The Ex1 component of E satis&es the Laplace equation
#Ex1 = 0 in R3\D
in consequence of (6). Due to conditions (8), we have
|Ex1 |6O(R−1) (24)
on @B.
From the relationship Ex1 =Er cos# − E# sin #; we &nd that Er =Ex1=cos# + E# tan #; # = =2:
Consider two cases:
(a) =2− #16#6 =2 + #1; #1 =R−2=3;
(b) (06#¡=2− #1) ∪ (=2 + #1¡#6 ):
For the case (a) we have the estimate:
R2
∫ 2
0
d
∫ =2+#1
=2−#1
(Er)2sin # d#6O(R4=3)max(Er|@B)2 =O(R4=3) (25)
due to (8). For the case (b) take into account (23) and (24); and with the estimate |cos#|¿ const R−2=3;
we obtain that
R2
∫ 2
0
d
(∫ =2−#1
0
+
∫ 
=2+#1
)
(Er)2sin # d#
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=R2
∫ 2
0
d
(∫ =2−#1
0
+
∫ 
=2+#1
)
(Ex1=cos#+ E# tan #)2sin # d#
6R2O(R−2)O(R4=3) + O(R4=3)‖E#‖2L2(@B) =O(R4=3): (26)
Combination of (25) and (26) gives
‖Er‖2L2(@B)6O(R4=3): (27)
Therefore from (23) and (27) we get
‖E‖L2(@B)6O(R2=3):
Now we can estimate the surface integral over @B in (20). Let us &x an observation point x and
let tend R to in&nity. Then, employing the Cauchy–Schwarz inequality, we have∣∣∣∣
∫
@B
([n×E]×y(x − y) + (n;E)y(x − y))dSy
∣∣∣∣
6 const‖‖L2(@B)‖E‖L2(@B)
6 const R−1R2=3 = const R−1=3→ 0 as R→∞:
Hence, from (20) we obtain
E(x) = −
∫
R3\ PD
b(y)×y(x − y) dy
−
∫
S
([n × E]×y(x − y) + (n;E)y(x − y)) dSy: (28)
We see that (28) coincides with (14) if we take a=E|S where E is any solution of (7), (8). This
means that formula (14) recovers any solution by its trace on S. On the other hand, (14) generates
a solution to (7), (8) for every parameter function a. Hence the operator in (14) is a projection.
Since (14) is equivalent to (15), Theorem 5 is proved.
The estimate for the solution E, which we derived during the proof of this theorem is not optimal.
However, we have shown that (15) generates the general solution to (7), (8). Therefore the estimates
(18) are valid for every general solution.
Let us consider metrical properties of the operator in (15). We explore the known properties of the
Newtonian and single layer potentials; therefore we restrict us by the case of a suSciently smooth
surface S.
Theorem 6. Let S belong to the H@older class C(2; -); 0¡-6 1. Then the operator in (15) maps
C (1; -)(S) into C (1; -)(R3\D) continuously.
Proof. We use (14) to represent E(x). Since y(x− y)= −x(x− y), the volume and surface
integrals in (14) are represented in terms of &rst derivatives of the Newton potential and the single
layer potential, respectively. The Newton potential exists because of (12) for b given by (13). Due
to (11), the Newton potential belongs to C(2; -)(R3\D) if a∈C (1; -)(S). Hence, its gradient belongs to
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Fig. 4. Last (S1h ) and one but last (Sh) grid surfaces of the computational domain Dh.
C (1; -)(R3\D). Now, consider the surface integral in (14). Its components consist of &rst derivatives
of single layer potentials whose densities are expressed in terms of components of a. Consequently,
the surface integrals also de&ne continuous mappings from C (1; -)(S) into C (1; -)(R3\D). The theorem
is proved.
We return to system (5). For the elliptic subsystem, we already have obtained the representation
of solutions. Now we need the solution of the &rst two transport equations. Evidently, if PP is known,
the solution is
u= − PP + g1(x2; x3);
P= PP + g2(x2; x3); (29)
where, because of (4), g1; g2 are not zero only in the “shadow” or wake domain , i.e.,
g1 = 0 in R3\(D ∪ ); g2 = 0 in R3\(D ∪ );
g1 = (u+ PP)|! in ; g2 = ( P− PP)|! in : (30)
We summarise the results obtained in this section as follows.
Theorem 7. The general solution to (4), (5) in R3\D is expressed by (15), (29) where a is a
parameter function satisfying (11) and the functions g1; g2 are de,ned in (30). If a in (15) is the
trace of some solution E =(− PP; Pv; Pw) to (4); (5) then formula (15) recovers E in R3\D.
2. A procedure for generating articial boundary conditions
We now describe how to use formulae (15) and (29) in the framework of a relaxation algorithm
to provide boundary conditions for the governing equations such as Navier–Stokes or Euler equations
inside the computational domain. We propose a one-layer Schwarz overlapping procedure to couple
the equations in D with the linearized Euler equations in R3\ PD.
Let Dh be a given grid for D such that S corresponds to the one but last grid surface Sh of Dh
whereas S1h ⊂Dh is the last (external) grid surface, see Fig. 4; i.e. the points S1h are in R3\ PD.
Now every relaxation step of &nding the solution in Dh consists of two stages. In the &rst stage, the
functions from the previous relaxation step are updated by using a solver for the governing equations
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in Dh; the data on S1h are not changed. For the second stage, we take the updated functions on Sh
and evaluate new values of functions on S1h by using discrete counterparts to (15) and (29).
For the discretization of (15) and (29), we suppose that Sh is a mesh with triangular cells of
meshwidth h and that the functions PP; Pu; Pv; Pw; P are given at the vertices. Therefore, the integrals in
(15) are replaced by sums of integrals over individual triangles. In view of the overall complexity
and computational cost, it is our aim to discretize (15) with the order O(h2) of accuracy.
The integrals in (15) contain kernel functions having the singularity of the order O(|x− y|−2). If
the distance |x − y| between an observation point (that belongs to S1h) and a current triangular cell
# is O(1) then we use the quadrature formula∫
#
f d ≈ S#
3
(f1 + f2 + f3) (31)
with f1; f2; f3 the values of f at the vertices and S# the area of the cell. Formula (31) has the
quadrature error
/1 = const h2S#|f|C2(#);
therefore it provides an accuracy O(h2) for the surface integrals if |f|C2(#) =O(|x − y|−4)=O(1).
For the remaining case of small distances |x − y|, we have to use more accurate formulae instead
of (31). To this end, we represent the function a in (15) by a piecewise linear function ah on Sh;
and for each individual planar triangular cell # we consider a parametric linear function f given in
terms of a local basis (s; t) of the cell:
f=f0 + f1s+ f2t;
here f0; f1; f2 are parametric coeScients.
Then we evaluate the corresponding integrals in (15) analytically for every individual cell and
any given point x, i.e.: &nd the six three-component vectors {d 10 ; : : : ; d 22} satisfying∫
#
f(y)g(x; y)y′(x′ − y′) dy = d 10f0 + d 11f1 + d 12f2;
∫
#
f(y)y(x − y) dSy = d 20f0 + d 21f1 + d 22f2: (32)
The approximation error of this procedure consists of the errors of the representation of a in terms
of a piecewise linear approximation and of the representation of S by Sh with planar triangular cells.
Evidently, for a∈C 1(S) and a piecewise smooth surface S, both errors are O(h2).
Note that the integration based on (32) is computationally much more expensive than the one
based on (31). Therefore, it is important to choose an optimality criterion for switching between
(31) and (32) during the treatment of individual cells on Sh. Such a criterion depends on the meshes
Sh and S1h and can experimentally be obtained from the numerical comparison of the calculations
when using both (31) and (32) for some suitable test function a.
The discretization of solutions (29) to the transport equations is much simpler. Here we must
calculate the functions g1; g2 at the points (x2; x3) of the “wake” part of S1h . Since g1; g2 are de&ned
by (30), we use the linear interpolation for recovering g1; g2 on the whole surface ! from the values
of g1; g2 given at those nodes of Sh that belong to !.
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Let us estimate the computational cost required for the use of our arti&cial boundary conditions
at each relaxation step. Suppose that D is a unit cube and Dh is a uniform cubic mesh with N
intervals in each direction. Then the volume of the computational domain contains O(N 3) points
and the number of operations for one relaxation step of a Navier–Stokes or Euler solver in Dh is
not less then O(N 3). For brevity, we suppose that the expected accuracy /S of the corresponding
solution is O(N−2), i.e., the solver is of second-order accuracy. Then we base our estimation on the
requirement that the accuracy of the ABCs must be of the same magnitude, i.e., /S =O(N−2).
The linearization of the Euler equations in the far &eld generates a linearization error /LEE of the
order |f˜|2 where f˜ is any of the functions P˜; u˜; v˜; w˜; ˜. For the errors /LEE and /S we require the
same magnitude, i.e.,
/LEE ∼ /S ;
which implies |f˜|=O(N−1). Let /I be the relative error of the calculations generated by using the
discrete counterpart of (15). Then the absolute error is /I |f˜|. From the requirement of comparable
size of both errors /I |f˜| and /S , we obtain
/I =O(N−1): (33)
Because of the second order of the quadrature formulae in the discretization of (15) we can satisfy
(33) by using a coarser grid on S instead of the original grid Sh. In particular, we can choose a grid
with K ∼ √N mesh intervals in each direction so that /I =O(K−2)=O(N−1). A similarly coarse
grid we can use instead of the grid S1h as well. The exchange of data between the coarse and the
original grids is done by using linear interpolation.
Evidently, both coarse grids on Sh and on S1h have the numbers O(K
2)=O(N ) of nodes. Therefore,
the number of operations required for our arti&cial boundary conditions resulting from an interpolation
procedure coarse ↔ &ne grids, and of the evaluation of corresponding integrals for coarse grids, is
estimated by
O(N 2) + O(K4)=O(N 2):
Consequently, the volume of additional storage required is not greater than
O(K2) + O(N 2)=O(N 2):
These estimations show that the proposed arti&cial boundary conditions can be implemented in
a rather cheap manner in comparison with the computational cost caused by a (ow solver in the
computational domain.
Note that a uniform grid coarsening described here may not be the optimal algorithm. Possibly a
more eScient algorithm can be designed by using panel-clustering for the fast evaluation of surface
integrals, see, e.g., [8].
3. Numerical tests
In order to validate the method described here, we generated a computer code for the evaluation of
integral representation (15) by using the quadrature formulae (32). As a model for the computational
domain D, we choose the unit cube, see Fig. 5.
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Fig. 5. Computational domain of the test problem.
Fig. 6. Grid surfaces Sh and S1h;1.
The test function E =(− PP; Pv; Pw) is chosen as the sum of a “potential” and a “wake” part:
E =Epotential + Ewake;
Epotential := 1|x − x0| ; E
wake :=
{
0; x1¡0;
(0; f;3;−f;2); x1¿ 0
where x0 = (−0:6; 0:6; 0:35); f is the function
f(x2; x3)= exp
(
−a4
(a2 − (x2 − b)2 − (x3 − c)2)2
)
in the domain
(x2 − b)2 + (x3 − c)26 a2 with a=0:4; b=0:51; c=0:49;
and zero elsewhere. Such a function E is a solution to (7), (8) where Ewake simulates a nonzero
x1-component of the vorticity vector rotV .
We de&ne a uniform grid Sh on the boundary surface of D with grid spacing h and consider the
surface S1h;1 which is shifted from D with the distance h in the x1-direction, see Fig. 6. The surface
S1h;1 is the right face of the external cubical surface S
1
h . We have chosen only this part of S
1
h since
only S1h;1 will include the wake domain.
Denote by Ph the discrete counterpart to the operator (15) generated in accordance with the
local quadrature formulae (32); then each quadratic cell of Sh is decomposed into two triangles. We
calculate Eh=Ph(E|Sh) at points of S1h;1 and consider the diLerence Eh − E|S1h; 1 .
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Fig. 7. Isolines of |E| and error |Eh−E| on the surface S1h;1 (here the Y; Z coordinates correspond to the x2; x3 coordinates
in Fig. 5).
Three meshes are tested: with h=1=20, h=1=40, and with h=1=80. Fig. 7 shows the isolines of
the function |E| and the error |Eh− (E|S1h; 1)| on the surface S1h;1, respectively. The table below shows
the C-norm of the error. The error must asymptotically decay with the rate O(h2). We see that for
these concrete meshes, the decay coeScients of the error are 0:145=0:039 ≈ 3:7 and 0:039=0:0087 ≈
4:5, respectively while h is halved.
Mesh 20× 20 40× 40 80× 80
|Eh − E|C 0:145 0:039 0:0087
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