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Abstract
The dynamics of an interface between the normal and superconducting phases
under nonstationary external conditions is studied within the framework of
the time-dependent Ginzburg-Landau equations of superconductivity, modi-
fied to include thermal fluctuations. An equation of motion for the interface
is derived in two steps. First, the method of matched asymptotic expansions
is used to derive a diffusion equation for the magnetic field in the normal
phase, with nonlinear boundary conditions at the interface. These boundary
conditions are a continuity equation which relates the gradient of the field at
the interface to the normal velocity of the interface, and a modified Gibbs-
Thomson boundary condition for the field at the interface. Second, the bound-
ary integral method is used to integrate out the magnetic field in favor of an
equation of motion for the interface. This equation of motion, which is highly
nonlinear and nonlocal, exhibits a diffusive instability (the Mullins-Sekerka
instability) when the superconducting phase expands into the normal phase
(i.e., when the external field is reduced below the critical field). In the limit of
infinite diffusion constant the equation of motion becomes local in time, and
can be derived variationally from a static energy functional which includes
the bulk free energy difference between the two phases, the interfacial energy,
and a long range self-interaction of the interface of the Biot-Savart form. In
this limit the dynamics is identical to the interfacial dynamics of ferrofluid
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domains recently proposed by S. A. Langer et al. [Phys. Rev. A 46, 4894
(1992)]. As shown by these authors, the Biot-Savart interaction leads to me-
chanical instabilities of the interface, resulting in highly branched labyrinthine
patterns. The application of these ideas to the study of labyrinthine patterns
in the intermediate state of type-I superconductors is briefly discussed.
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I. INTRODUCTION
Over the last decade there has evolved a fairly complete understanding of the physics of
several types of nonequilibrium growth patterns, such as the dendritic growth of solidifying
systems (e.g., “snowflakes”) or the fingered growth which occurs at the interface of driven
immiscible fluids (e.g., viscous fingers in Hele-Shaw cells); for reviews of the theoretical
situation, see Kessler et al. [1] and Langer [2]. The similar patterns which grow in these
ostensibly different physical systems are the consequence of a competition between a dynamic
instability (the Mullins-Sekerka instability [3] for dendritic growth) which promotes the
growth of a highly ramified interface, and surface tension, which favors a smooth interface.
One of the important theoretical insights which has emerged from this work is that surface
tension anisotropy plays a crucial role in determining the morphology of the pattern [1,2].
It has recently been shown that the process of magnetic flux expulsion in type-I su-
perconductors subjected to a magnetic field quench share many features with these other
pattern forming systems [4,5]. In particular, as a superconducting nucleus grows, the ex-
pelled flux generates eddy currents in the normal phase; the magnetic field h in the normal
phase therefore satisfies a diffusion equation,
∂th = D∇2h, (1.1)
where the magnetic diffusion constant D = 1/4πσ, with σ the normal state conductivity
(we will set c = 1). By applying Maxwell’s equations to the interface itself, and noting that
the electric and magnetic fields both vanish in the superconducting phase, we arrive at a
continuity equation for the field at the interface [6–8],
(∇× h)× nˆ|i = −Dvnhi, h · nˆ|i = 0, (1.2)
where nˆ is the unit normal at the interface, directed toward the normal phase, and vn is
the normal velocity at the interface. Finally, the field at the interface should equal the
superconducting critical field Hc, with curvature corrections:
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|h|i = Hc
{
1− 4π
H2c
[σns(θ) + σ
′′
ns(θ)]K
}
, (1.3)
where σns(θ) is the surface tension of the normal/superconducting interface (not to be con-
fused with the conductivity), which depends on the angle θ with respect to the crystal axes (it
would depend on two angles θ1,2 in three dimensions), and K is the curvature of the interface
(or the sum of the principle curvatures in three dimensions) [9,4,5]. Similar equations (with-
out the surface tension) were used by Pippard [6] and Lifshitz [7] to discuss the growth of the
normal phase into the superconducting phase, which is a dynamically stable process. The
analogy with the solidification problem is apparent when the magnetic field is identified with
the temperature of the liquid, and the magnetic diffusion constant with the thermal diffusiv-
ity; the continuity condition, Eq. (1.2), is replaced with the continuity condition for the heat
generated at the solidifying interface, and Eq. (1.3) is a modified form of the Gibbs-Thomson
boundary condition [1,2]. Due to this formal similarity between the equations describing
solidification and those describing the kinetics of the normal/superconducting transition, it
was predicted that the growth of a superconducting nucleus into the “supercooled” normal
state would be dynamically unstable [4,5]. Such instabilities were observed in numerical
studies of the time-dependent Ginzburg-Landau (TDGL) equations of superconductivity for
propagating interfaces; see e.g., Fig. 1 of Ref. [4].
In this paper we will connect the TDGL equations to the “sharp-interface” equations
discussed above. In Sec. II the TDGL equations, including fluctuations, are presented. In
Sec. III we use the method of matched asymptotic expansions to reduce these equations to a
set of sharp interface equations, generalized to include fluctuations. In Sec. IV we formally
reduce the sharp interface equations to an equation of motion for the interface itself, and
discuss some of the features of this equation of motion. In particular, we will show that in the
limit that the diffusion constant D → ∞, the interface equation of motion becomes local,
and can be derived from an interfacial energy functional. This functional contains three
terms: the bulk free energy difference between the normal and superconducting phases, the
interfacial surface energy, and a Biot-Savart interaction of the interface with itself. When
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written in this form, the equation of motion is identical to a phenomenological equation of
motion for the dynamics of two dimensional domains of ferrofluids, recently proposed by
Langer et al. [10]. Appendix A reviews some properties of the surface tension, along with
a new result on the behavior of the surface tension near the critical value of κ = 1/
√
2.
Appendix B includes some details on the calculation of the kinetic coefficient which appears
in the equation of motion. In Appendix C the noise correlations are calculated and shown to
satisfy the fluctuation-dissipation theorem. Some useful definitions and results concerning
the differential geometry of curves in two dimensions are provided in Appendix D.
II. THE TIME-DEPENDENT GINZBURG-LANDAU MODEL
The time-dependent Ginzburg-Landau (TDGL) model consists of equations of motion
for the complex superconducting order parameter ψ, the magnetic vector potential a, and
the scalar potential φ [11]. The origin and validity of the equations have been extensively
discussed elsewhere [12,13]. In conventional units, these equations are
h¯γ(∂t + i
e∗
h¯
φ)ψ =
h¯2
2m
(∇− ie
∗
h¯
a)2ψ + |a|ψ − b|ψ|2ψ + θ, (2.1)
∇×∇× a = 4π(Jn + Js + J˜), (2.2)
where the normal current Jn is given by
Jn = σe = σ(−∇φ− ∂ta), (2.3)
and where the supercurrent Js is given by
Js =
h¯e∗
2mi
(ψ∗∇ψ − ψ∇ψ∗)− (e
∗)2
m
|ψ|2a. (2.4)
In these equations γ is a dimensionless order parameter relaxation time; e∗ and m are the
charge and mass of a Cooper pair; |a| = a0(1 − T/Tc0), with Tc0 the mean-field transition
temperature; σ is the conductivity of the normal phase. We have also included two noise
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terms, θ and J˜, which are choosen so as to generate the correct Boltzmann weights in
equilibrium [14]. We then have 〈θ〉 = 〈J˜〉 = 0, and
〈θ∗(x, t)θ(x′, t′)〉 = 2h¯γkBTδ(d)(x− x′)δ(t− t′), (2.5)
〈J˜i(x, t)J˜j(x′, t′)〉 = 2σkBTδ(d)(x− x′)δ(t− t′)δij, (2.6)
with all cross correlations zero (the brackets denote an average with respect to the noise
distribution). In terms of the parameters in the TDGL equations, the correlation length ξ =
h¯/(2m|a|)1/2, the penetration depth λ = [mb/4π(e∗)2|a|]1/2, the Ginzburg-Landau parameter
κ = λ/ξ, and the thermodynamic critical field Hc = (4π|a|2/b)1/2.
In deriving a set of sharp interface equations it will be useful to work with a judiciously
chosen set of dimensionless variables. Sharp interfaces between the superconducting and
normal phases will be produced when the coherence length ξ is small; i.e., when |a| is
large (this implies that we are far from the normal/superconducting phase boundary). We
will therefore introduce a small parameter ǫ such that |a| = a¯/ǫ2, with a¯ a fixed constant.
To recast the TDGL equations into dimensionless form we introduce the following primed
dimensionless variables,
x = λ¯x′, t = (h¯γ/a¯)t′, ψ = (|a|/b)1/2ψ′
a =
√
2H¯cλ¯a
′, φ = (a¯/e∗γ)φ′ ,
(2.7)
along with dimensionless conductivity and temperature variables
σ¯ = 4πκ2(h¯/2mγ)σ, T¯ = kBT/[(H¯
2
c /4π)λ¯
d]. (2.8)
Here we have defined λ¯ = [mb/4π(e∗)2a¯]1/2, ξ¯ = h¯/(2ma¯)1/2, and H¯c = (4πa¯
2/b)1/2, so that
ξ = ǫξ¯ and λ = ǫλ¯. Therefore the ǫ→ 0 limit is equivalent to taking ξ, λ→ 0 while holding
κ fixed. In these units, the TDGL equations become (we will henceforth drop the primes)
ǫ2(∂t + iφ)ψ = ǫ
2
(∇
κ
− ia
)2
ψ + ψ − |ψ|2ψ + ǫ3θ, (2.9)
ǫ2∇×∇× a = ǫ2σ¯
(
−1
κ
∇φ− ∂ta
)
+
1
2κi
(ψ∗∇ψ − ψ∇ψ∗)− |ψ|2a+ ǫ2J˜, (2.10)
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〈θ∗(x, t)θ(x′, t′) = 2T¯ δ(d)(x− x′)δ(t− t′), (2.11)
〈J˜i(x, t)J˜j(x′, t′)〉 = σ¯T¯ δ(d)(x− x′)δ(t− t′)δij . (2.12)
To further simplify, we rewrite the order parameter in terms of an amplitude and a phase,
ψ = f exp(iχ); in terms of the gauge-invariant quantities q = a −∇χ/κ and p = φ + ∂tχ,
the magnetic and electric fields are
h = ∇× q, (2.13)
e = −1
κ
∇p− ∂tq. (2.14)
Equating the real and imaginary parts of Eq. (2.9), and noting that the total current has
zero divergence [15], we arrive at the final form of the TDGL equations:
ǫ2∂tf = ǫ
2
(
1
κ2
∇2f − q2f
)
+ f − f 3 + ǫ3ζ, (2.15)
ǫ2∇×∇× q = ǫ2σ¯
(
−1
κ
∇p− ∂tq
)
− f 2q+ ǫ2J˜, (2.16)
ǫ2
σ¯
κ
∇ ·
(
1
κ
∇p+ ∂tq
)
− f 2p = ǫ
2
κ
∇ · J˜− ǫ
κ
ζ, (2.17)
where the noise term ζ has zero mean and correlations
〈ζ(x, t)ζ(x′, t′〉) = T¯ δ(x− x′)δ(t− t′), (2.18)
with the correlations of the current noise J˜ given by Eq. (2.12) above. Note that in these
scaled units there are three dimensionless parameters: the Ginzburg-Landau parameter κ,
which measures the coupling between the order parameter and the gauge field, the dimen-
sionless normal state conductivity σ¯, which determines the rate at which flux diffuses in the
normal state, and the dimensionless temperature T¯ , which measures the relative strength
of thermal fluctuations. The remainder of this paper is concerned with solving Eqs. (2.15),
(2.16), and (2.17) for a moving interface.
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III. THE SHARP-INTERFACE LIMIT
In this section we will derive a sharp interface equation from the TDGL equations, in
the limit that ǫ → 0 while κ, σ¯, and T¯ are held fixed. In order to simplify the analysis
we will assume that all quantities are translationally invariant along the direction of the
applied magnetic field; in particular, the magnetic field is h(x, t) = h(x, t)zˆ, with x =
(x, y). Extending the results to the more general three dimensional situation significantly
complicates the calculation without offering any new physical insights. The derivation in this
section is in the same spirit as derivations of the sharp interface equations of solidification
from the “phase field equations” in certain distinguished limits [16–18]. The idea is that far
from the interface the magnetic field in the normal phase satisfies a diffusion equation; this
is the “outer region.” Near the interface, in the “inner region,” we solve the full nonlinear
TDGL equations perturbatively in the velocity and curvature of the interface. By matching
the solutions in an appropriate overlap region, we will see that the inner solution provides
the boundary conditions for the outer region. This allows us to effectively “integrate out”
the order parameter field in favor of a diffusion equation for the magnetic field with nonlinear
boundary conditions. While this considerably reduces the complexity of the problem, the
remaining “modified Stefan problem” is very challenging in its own right. There has been
considerable progress in recent years in understanding the properties of this class of models
within the context of dendritic growth; see Refs. [1,2] for reviews.
A. The outer solution
In the outer region we assume an expansion of the form
f(x, t; ǫ) = f0(x, t) + ǫf1(x, t) + ǫ
2f2(x, t) + . . . , (3.1)
q(x, t; ǫ) = q0(x, t) + ǫq1(x, t) + ǫ
2q2(x, t) + . . . , (3.2)
p(x, t; ǫ) = p0(x, t) + ǫp1(x, t) + ǫ
2p2(x, t) + . . . . (3.3)
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Substituting these expansions into Eqs. (2.15), (2.16), and (2.17), and equating terms of
O(1), O(ǫ), and O(ǫ2), we obtain the following two sets of solutions:
Superconducting solution. This solution corresponds to f0 = 1, f1 = f2 = 0, q0 = q1 = 0,
q2 = J˜, p0 = 0, p1 = −ζ/κ, p2 = −∇ · J˜/κ.
Normal solution. This solution corresponds to f0 = f1 = f2 = 0,
∇×∇× q0 = σ¯
(
−1
κ
∇p0 − ∂tq0
)
+ J˜, (3.4)
∇ ·
[
σ¯
(
−1
κ
∇p0 − ∂tq0
)
+ J˜
]
= 0, (3.5)
with q1, q2, p1, p2 undetermined (note that the second equation can be obtained by taking
the divergence of the first equation). Taking the curl of Eq. (3.4) and using ∇ · h0 = 0, we
see that the magnetic field in the normal phase satisfies the diffusion equation
σ¯∂th0 = ∇2h0 +∇× J˜. (3.6)
This expansion may be carried to higher order in ǫ; order by order, the magnetic field satisfies
the diffusion equation (without the noise term). Therefore, we find that quite generally the
magnetic field in the normal phase satisfies
σ¯∂th = ∇2h+∇× J˜, (3.7)
the corrections to which are exponentially small.
B. The inner solution
To solve the TDGL equations in the inner region, we first afix a set of local coordinates
(r, s) to the interface, where r measures the distance from the interface and s measures the
arclength along the interface. In this coordinate system, the Laplacian becomes
∇2 = ∂
2
∂r2
+K ∂
∂r
+ (∇s)2 ∂
2
∂s2
+∇2s ∂
∂s
, (3.8)
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where K is the curvature of the interface [16]. Since the coordinates now evolve in time, the
time derivatives become
∂t → ∂t + r˙ ∂
∂r
+ s˙
∂
∂s
. (3.9)
We now “stretch out” the dimension normal to the interface by introducing the scaled
variable R = r/ǫ. Then, keeping the lowest order terms, we have
∇2 = 1
ǫ2
∂2
∂R2
+
1
ǫ
K ∂
∂R
+O(1), (3.10)
∂t = −1
ǫ
vn
∂
∂R
+O(1), (3.11)
where vn = −r˙ is the velocity normal to the interface. To ensure gauge invariance it is
necessary to rescale the vector potential so that Q = q/ǫ. The vector potential will be
parallel to the interface, so that Q = Q(R, s, t)tˆ, with tˆ the unit vector tangent to the
interface. Finally, since we want to treat the noise terms as first order perturbations about
the equilibrium solution, we will introduce rescaled noise terms of the form
ζ¯(R, s, t) = ǫ2ζ(x, t), J¯(R, s, t) = ǫJ˜(x, t), (3.12)
with correlations
〈ζ¯(R, s, t)ζ¯(R′, s′, t′)〉 = ǫ3T¯ δ(R− R′)δ(s− s′)δ(t− t′), (3.13)
〈J¯i(R, s, t)J¯j(R′, s′, t′)〉 = ǫ2σ¯T¯ δ(R− R′)δ(s− s′)δ(t− t′)δij . (3.14)
Then in terms of these scaled variables, the order parameter amplitude F (R, s, t; ǫ) =
f(r, s, t; ǫ) and the vector potential Q(R, s, t; ǫ) = q(r, s, t; ǫ)/ǫ satisfy
1
κ2
F ′′ −Q2F + F − F 3 = −ǫ
(
vn +
1
κ
K
)
F ′ − ǫζ¯ +O(ǫ2), (3.15)
Q′′ − F 2Q = −ǫ (σ¯vn +K)Q′ − ǫJ¯t +O(ǫ2), (3.16)
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where J¯t = J¯ · tˆ is the component of the current noise parallel to the interface, and where the
primes denote derivatives with respect to R. As before, we expand F , Q, and H = ∇×Q =
ǫij∂iQj in powers of ǫ:
F (R, s, t; ǫ) = F0(R, s, t) + ǫF1(R, s, t) + . . . , (3.17)
Q(R, s, t; ǫ) = Q0(R, s, t) + ǫQ1(R, s, t) + . . . , (3.18)
H(R, s, t; ǫ) = H0(R, s, t) + ǫH1(R, s, t) + . . . . (3.19)
Substituting these expansions into Eqs. (3.15) and (3.16), at O(1) we find the equilibrium
Ginzburg-Landau equations,
1
κ2
F ′′0 −Q20F0 + F0 − F 30 = 0, (3.20)
Q′′0 − F 20Q0 = 0, (3.21)
with H0 = Q
′
0. The solutions corresponding to an interface between the normal and super-
conducting phases have F0 = 1, Q0 = 0, and H0 = 0, for R → −∞ (the superconducting
phase), and F0 = 0, Q0 ∼ R/
√
2, and H0 = 1/
√
2 for R→∞ (the normal phase).
At O(ǫ), we have
1
κ2
F ′′1 −Q20F1 − 2Q0Q1F0 + F1 − 3F 20F1 = −
(
vn +
1
κ2
K
)
F ′0 − ζ¯ (3.22)
Q′′1 − F 20Q1 − 2F0F1Q0 = − (σ¯vn +K)Q′0 − J¯t, (3.23)
H1 = Q
′
1 +KQ0. (3.24)
The O(ǫ) perturbations satisfy a set of linear inhomogeneous differential equations. The
homogeneous versions of these equations have the solution F1 = F
′
0, Q1 = Q
′
0, which is
easily seen by direct substitution (this is a consequence of the translational invariance of
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the equilibrium Ginzburg-Landau equations). This allows us to determine the value of
Q1 far from the interface without explicitly solving this set of coupled equations. To see
this, multiply Eq. (3.22) by F ′0, Eq. (3.23) by Q
′
0, add, and integrate from −∞ to R. We
then integrate the derivative terms by parts twice, using the boundary conditions F ′1(R) =
F1(R) = Q
′′
0(R) = 0 forR→ −∞, and using the fact that F ′0 andQ′0 satisfy the homogeneous
forms of Eqs. (3.22) and (3.23). After some rearranging, we finally arrive at
H0H1 + KQ0
(
1√
2
−H0
)
−Q1H ′0 +
1
κ2
(F ′1F
′
0 − F1F ′′0 )
= −K
∫ R
−∞
dx
[
1
κ2
(F ′0)
2 + (Q′0)
2 − 1√
2
Q′0
]
−vn
∫ R
−∞
dx
{
(F ′0)
2 + σ¯
[
(Q′0)
2 − 1√
2
Q′0
]}
− 1√
2
σ¯Q0vn −Q0J¯t +
∫ R
−∞
dxQ0J¯
′
t −
∫ R
−∞
dxF ′0ζ¯ . (3.25)
C. Asymptotic matching
We are now in a position to match the inner and outer solutions. First, rewrite the outer
expansion in terms of the inner variables, and take ǫ→ 0 while holding R fixed:
h(ǫR, s, t) = h0(ǫR, s, t) + ǫh1(ǫR, s, t) + . . .
= h0(0, s, t) + ǫ
[
R
∂h0(r, s, t)
∂r
∣∣∣∣∣
r=0
+ h1(0, s, t)
]
+O(ǫ2). (3.26)
This expansion must match order by order onto the inner solution in the limit R→∞. We
then have the matching conditions
lim
r→±0
h0(r, s, t) = lim
R→±∞
H0(R, s, t), (3.27)
lim
r→±0
∂h0(r, s, t)
∂r
= lim
R→±∞
∂H1(R, s, t)
∂R
, (3.28)
lim
r→±0
h1(r, s, t) = lim
R→±∞
[
H1(R, s, t)−R∂H1(R, s, t)
∂R
]
. (3.29)
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Using Eqs. (3.23) and (3.25), we find that at the interface the magnetic field in the outer
region is
h0(0
+, s, t) + ǫh1(0
+, s, t) =
1√
2
[
1− ǫ
(
σ¯nsK + Γ¯−1vn − η¯
)]
, (3.30)
where σ¯ns and Γ¯
−1 are the dimensionless surface tension and kinetic coefficient for the nor-
mal/superconducting interface, given by
σ¯ns = 2
∫
∞
−∞
dx
[
1
κ2
(F ′0)
2 + (Q′0)
2 − 1√
2
Q′0
]
, (3.31)
Γ¯−1 = 2σ¯
∫
∞
−∞
dx
[
1
σ¯
(F ′0)
2 + (Q′0)
2 − 1√
2
Q′0
]
. (3.32)
Some properties of the surface tension are discussed in Appendix A, and the kinetic coeffi-
cient is discussed in Appendix B. The noise term η¯ is the projection of the current and order
parameter noise onto the interface,
η¯(s, t) = −2
∫
∞
−∞
dxF ′0(x) ζ¯(x, s, t) + 2
∫
∞
−∞
dxQ0(x) J¯
′
t(x, s, t). (3.33)
The average of the noise is easily seen to be zero; as shown in Appendix C, the noise
correlations are
〈η¯(s, t)η¯(s′, t′)〉 = 2T¯ Γ¯−1δ(s− s′)δ(t− t′), (3.34)
so that the fluctuation-dissipation theorem is satisfied [14]. The boundary condition at the
interface for the derivative of the magnetic field in the normal phase is
∂h0(r, s, t)
∂r
∣∣∣∣∣
r=0+
= − 1√
2
σvn − J¯t(r = 0+, s, t). (3.35)
Finally, setting ǫ = 1 and returning to conventional units, we have the diffusion equation
for the magnetic field,
∂th = D∇2h + 4πD∇× J˜, (3.36)
the boundary condition for the field at the interface (denoted by the subscript i),
13
hi = Hc
[
1− 4π
H2c
(
σnsK + Γ−1vn − η
)]
, (3.37)
and a conservation condition for the field at the interface,
− nˆ · ∇h|i = D−1Hcvn + 4πJ˜t|i. (3.38)
In conventional units the surface tension and kinetic coefficient are
σns =
(
H2cλ
4π
)
σ¯ns, Γ
−1 =
(
H2cλ
4π
)(
2mγ
κ2h¯
)
Γ¯−1. (3.39)
Having now derived a set of sharp interface equations from the TDGL equations, it
is instructive to compare our results with the heuristic set of sharp interface equations,
Eqs. (1.1)-(1.3), which were discussed in the Introduction, and to compare our results with
some previous work. (1) We have chosen to focus here on the two dimensional limit, in
order to reduce the algebraic complexity of the derivation. In three dimensions we would
reinstate the vector character of h, and the curvature K would be replaced by the sum of
the principal curvatures of the interface; the expressions for the surface tension and kinetic
coefficient would be unchanged. (2) We have assumed that the material parameters of the
superconductor are isotropic, leading to an isotropic surface tension. One way of introducing
anisotropy is to assume that there are different effective masses along the x and y axes. The
analysis above could then be easily modified along the lines of Ref. [19], resulting in the
more general anisotropic boundary condition in Eq. (1.2). (3) In the conservation condition,
Eq. (3.38), the critical field Hc appears on the right hand side multiplying vn, whereas in
Eq. (1.2) the magnetic field at the interface, hi, appears. This difference is of higher order in
ǫ, and has therefore been neglected in our calculation. (4) The boundary condition derived
above, Eq. (3.37), depends upon the interfacial velocity, in contrast to Eq. (1.2). Such
velocity dependent corrections also arise in derivations of the sharp interface equations of
solidification from phase-field models [16–18]. As discussed below, this term will have a
natural interpretation as a local viscous damping term in the equation of motion for the
interface. (5) We have explicitly included the effects of thermal fluctuations in deriving
14
the sharp interface equations, in contrast to Eqs. (1.1)-(1.3), which neglect fluctuations
entirely. In fact, our Eqs. (3.36)-(3.38) bear a striking resemblence to a sharp interface
model of solidification which incorporates fluctuations, recently proposed by Karma [20]. (6)
Nechiporenko [21] used the TDGL equations to study the nucleation of the superconducting
phase, and essentially derived the inner solution in the limit of zero conductivity, and without
noise. This results in curvature driven dynamics for the interface, without the interesting
diffusion driven instabilities which occur when the inner solution is matched onto the outer
solution.
IV. THE INTERFACE EQUATION OF MOTION
Having now reduced the TDGL equations to a sharp interface problem, we will carry the
analysis one step further and obtain an explicit equation of motion for the interface itself
by integrating out the magnetic field. This type of analysis has been used extensively in the
study of the solidification problem [1].
A. The boundary integral method
We will consider a simply-connected superconducting domain which is expanding into the
surrounding supercooled normal phase. The normal/superconducting interface is a closed
curve C, specified by the position vector r(s, t). As the magnetic field in the normal phase
satisfies the diffusion equation, we start by introducing the Green’s function G(x, t|x′, t′) for
the diffusion equation,
(−D−1∂t′ −∇′2)G(x, t|x′, t′) = δ(d)(x− x′)δ(t− t′), (4.1)
the solution of which is (in d-dimensions)
G(x, t|x′, t′) = D(4πD|t− t′|)−d/2 exp(−|x− x′|2/4D|t− t′|)θ(t− t′). (4.2)
Next, we (i) multiply Eq. (4.1) by h(x, t), and integrate over (x′, t′); (ii) integrate the term
involving the time derivative of the Green’s function by parts, discarding the transient term;
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(iii) use the diffusion equation for h(x, t) to eliminate the time derivatives. The final result
is
h(x, t) =
∫ t+
−∞
dt′
∫
N
d2x′
[
G(x, t|x′, t′)∇′2h(x′, t′)− h(x′, t′)∇′2G(x, t|x′, t′)
]
+4π
∫ t+
−∞
dt′
∫
N
d2x′G(x, t|x′, t′)∇′ × J˜(x′, t′), (4.3)
where t+ ≡ t+δ, with δ is arbitrarily small, and where the subscript N on the area integrals
denotes an integral over the normal phase. Using Green’s theorem, the first integral may be
written as a contour integral along the curve C; the second integral may be integrated by
parts with the final result
h(x, t) = H0 −
∫ t+
−∞
dt′
∮
C
ds′ nˆ′ · [G(x, t|r′, t′)∇′h(r′, t′)− h(r′, t′)∇′G(x, t|r′, t′)]
+4π
∫ t+
−∞
dt′
∮
C
ds′ J˜t(r
′, t′)G(x, t|r′, t′)
−4π
∫ t+
−∞
dt′
∫
N
d2x′∇′G(x, t|x′, t′)× J˜(x′, t′), (4.4)
where H0 is the external magnetic field at the boundaries of the sample (the minus sign on
the first integral is due to the definition of the normal vector as pointing outward from the
superconducting phase). Using the boundary conditions at the interface, Eqs. (3.37), (3.38),
inside the integrals, we obtain
Hc
4π
h(x, t) =
HcH0
4π
+
H2c
4πD
∫ t+
−∞
dt′
∮
C
ds′G(x, t|r′, t′)v′n
+
H2c
4π
∫ t+
−∞
dt′
∮
C
ds′
[
1− 4π
H2c
(
σnsK′ + Γ−1v′n − η′
)]
nˆ′ · ∇′G(x, t|r′, t′)
−Hc
∫ t+
−∞
dt′
∫
N
d2x′∇′G(x, t|x′, t′)× J˜(x′, t′), (4.5)
where v′n ≡ vn(s′, t′), etc. This equation determines the magnetic field in the normal phase
once the shape and velocity of the interface are specified. This equation must also hold as
x approaches the interface itself from the normal phase. Then evaluating Eq. (4.5) on the
interface r(s, t), and using the modified Gibbs-Thomson boundary condition, Eq. (3.37), we
obtain after some rearranging
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Γ−1vn +
H2c
4πD
∫ t+
−∞
dt′
∮
C
ds′G(r, t|r′, t′)v′n =
H2c −HcH0
4π
− σnsK
− H
2
c
4π
∫ t+
−∞
dt′
∮
C
ds′
[
1− 4π
H2c
(
σnsK′ + Γ−1v′n − η′
)]
nˆ′ · ∇′G(r, t|r′, t′)
+ η + F˜ , (4.6)
where the noise term F˜ is
F˜ (r, t) = Hc
∫ t+
−∞
dt′
∫
N
d2x′∇′G(r, t|x′, t′)× J˜(x′, t′). (4.7)
The correlations of F˜ are discussed in Appendix C.
Our final interface equation of motion, Eq. (4.6) is highly nonlinear and nonlocal. In order
to understand the physics contained in this equation, it is helpful to dissect it and discuss
the different terms separately. On the left hand side, the first term provides local viscous
damping of the interface. The second term may be viewed as a nonlocal viscous damping
term due to the eddy currents produced in the normal phase by the moving interface.
It is this term which is responsible for the diffusive Mullins-Sekerka instability [1–3]; the
propagation of the superconducting phase into the normal phase is dynamically unstable
at long wavelengths. On the right hand side, the first term can be derived from the free
energy difference between the two phases, and is analogous to the “undercooling” in the
solidification problem [1,2]. The second term arises from the surface free energy of the
interface. The third term is a consequence of the discontinuity of h across the interface,
which results in an effective surface current density localized at the interface. This produces
a retarded self-interaction of the interface; in the limit of infinite diffusion constant (see
below) this term becomes local in time and takes the form of a Biot-Savart interaction. The
last two terms contain the thermal fluctuations of the interface. The equation of motion looks
like a Langevin equation with nonlocal damping and colored noise. However, the retarded
self-interaction term on the right hand side cannot be derived from an energy functional, so
strictly speaking our equation is not of the Langevin form. As shown below, the reduction
to a Langevin equation is complete in the infinite diffusion constant limit.
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B. The D →∞ limit
The interface equation of motion simplifies considerably in the limit that the diffusion
constant becomes large. In this limit the second term on the left hand side of Eq. (4.6),
which is responsible for the Mullins-Sekerka instability, vanishes, as does the noise term
F˜ . In addition, in this limit the magnetic field satisfies Laplace’s equation rather than the
diffusion equation, and the diffusion Green’s functions may be replaced by a delta function
in time multiplied by the Green’s function for Laplace’s equation:
G(r, t|r′, t′) = − 1
2π
ln(R/R0) δ(t− t′), (4.8)
where R = |r(s)− r(s′)|, and R0 is some long distance cutoff. The normal gradient of G is
nˆ(s′) · ∇′G(r, t|r′, t′) = [r(s)− r(s
′)]× tˆ(s′)
2πR2
δ(t− t′). (4.9)
In this limit, the interface equation of motion becomes local in time:
Γ−1vn(s, t) =
H2c −HcH0
4π
− σnsK(s, t)− H
2
c
8π2
∮
C
ds′
{
1− 4π
H2c
[
σnsK(s′, t)
+Γ−1vn(s
′, t)− η(s′, t)
]} [r(s, t)− r(s′, t)]× tˆ(s′, t)
R2
+ η(s, t), (4.10)
where tˆ = −nˆ × zˆ has been used. This last term on the right hand side describes the
self-interaction of the interface, in the form of a Biot-Savart interaction of the current which
is flowing parallel to the interface. In general this current is not constant, but rather is a
function of the arclength s. For the moment we will ignore this complication and assume
that the current is constant. In addition, the in our asymptotic expansion the velocity and
curvature corrections were treated as small perturbations; this is equivalent to assuming
that the external field H0 ≈ Hc. With this in mind, we see that the first term on the right
hand of Eq. (4.10) is approximately (H2c −H20 )/8π. With these simplifications, the equation
of motion becomes (using vn = nˆ · ∂tr)
Γ−1nˆ · ∂tr = H
2
c −H20
8π
− σnsK − H
2
c
8π2
∮
C
ds′
[r(s, t)− r(s′, t)]× tˆ(s′)
R2
+ η. (4.11)
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This equation may be written in the variational form
Γ−1∂tr = − 1√
g
δHeff
δr
+ η, (4.12)
where g is the metric for the interface (see Appendix D), and where the effective interface
Hamiltonian is
Heff [r] = −H
2
c −H20
8π
A+ σnsL+ H
2
c
16π2
∮
C
ds
∮
C
ds′ tˆ(s) · tˆ(s′) ln(R/R0). (4.13)
Here A is the area enclosed by the curve C and L is the perimeter of C (the necessary
functional derivatives are carried out in Appendix D). The first term is the free energy
difference between the two phases, the second term is the free energy of the interface, and
the third term is the self-interaction of the interface. As mentioned above, this last term is
a type of Biot-Savart interaction of a current sheet, with a current per unit length of Hc/4π.
The integral is therefore one-half of the self inductance of the current sheet.
The local equation of motion, Eq. (4.12), is identical to an equation of motion for the
interface of two dimensional ferrofluid domains recently proposed by Langer et al. [10] (for an
overview, see [22]). As shown by these authors, the repulsive Biot-Savart interaction tends to
favor an extended interface, resulting in the highly branched labyrinthine patterns which are
observed when a ferrofluid droplet is subjected to an applied magnetic field. Labyrinthine
structures are also observed in the intermediate state of type-I superconductors [23], and
the long range Biot-Savart interaction may play an important role in understanding the
development of these patterns [22].
V. DISCUSSION AND SUMMARY
In summary, we have derived an equation of motion for the normal/superconducting
interface by starting from a fluctuating version of the TDGL equations. In the limit of infinite
diffusion constant (zero normal state conductivity), these equations become local and can
be derived variationally from an energy functional. For finite diffusion constant the equation
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of motion becomes nonlocal, and contains an additional term responsible for the Mullins-
Sekerka instability of the moving interface. What remains to be studied is the competition
between the self-interaction of the interface and the Mullins-Sekerka instability, and the
implications for pattern formation in the intermediate state of type-I superconductors [24].
After this work was completed, results similar to those obtained in Sec. III have been
reported by Chapman et al. [25]. I would like to thank Dr. Weinan E for bringing this
reference to my attention.
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APPENDIX A: THE SURFACE TENSION
In this Appendix we will review some properties of the surface tension. In addition, we
will calculate the first order corrections to surface tension near the critical value of κ = 1/
√
2,
leading to Eq. (A18). This result has not appeared in the literature previously, and is the
principle new result in this Appendix.
The canonical form of the dimensionless surface tension of the normal/superconducting
interface is [26]
σ¯ns =
∫
∞
−∞
dx

−F 20 + 12F 40 +
1
κ2
(F ′0)
2 +Q20F
2
0 +
(
Q′0 −
1√
2
)2 . (A1)
To show that this is equivalent to Eq. (3.31), we can use the following identity:
− F 20 +
1
2
F 40 + F
2
0Q
2
0 =
1
κ2
(F ′0)
2 + (Q′0)
2 − 1
2
. (A2)
To obtain this result, multiply the first equilibrium Ginzburg-Landau equation, Eq. (3.20),
by F ′0, multiply the second Ginzburg-Landau equation, Eq. (3.21), by Q
′
0, add the two
20
equations, and note that the resulting equation is an exact differential; the constant of
integration is determined by the boundary conditions on F0 and Q0. Using this identity in
conjunction with Eq. (A1) produces our result, Eq. (3.31).
An explicit calculation of the surface tension requires a numerical solution of the equi-
librium Ginzburg-Landau equations. Lacking such numerical solutions, it is still possible to
make some qualitative observations about the surface tension. The second set of terms in
Eq. (3.31) which involve the vector potential produce a negative contribution to the surface
tension; for sufficiently large κ these terms will dominate and the surface tension will become
negative. Detailed analytic arguments [27]) show that for κ≪ 1/√2, σ¯ns ≈ 2
√
2/3κ, so that
in conventional units σns ≈ 1.89ξ(H2c /8π), while for κ≫ 1/
√
2, σ¯ = 4(
√
2− 1)/3, so that in
conventional units σns ≈ 1.10λ(H2c /8π).
As first shown in the landmark paper by by Ginzburg and Landau [28], the surface
tension vanishes at κ = 1/
√
2. Here we will extend these results somewhat, by expanding
the surface tension about the κ = 1/
√
2 limit. We will introduce a small parameter ǫ˜ such
that 1/(2κ2) = 1 + ǫ˜. We then expand the equilibrium order parameter F0 and vector
potential Q0 in powers of ǫ˜,
F0(x; ǫ˜) = F00(x) + ǫ˜F01(x) + . . . , (A3)
Q0(x; ǫ˜) = Q00(x) + ǫ˜Q01(x) + . . . , (A4)
where F01 and Q01 and all of their derivatives vanish at ±∞. Substituting these expansions
into the surface tension, and noting that the O(1) term vanishes, we obtain
σ¯ns = 2ǫ˜
∫
∞
−∞
dx
[
2(F ′00)
2 + 4F00F01 + 2Q
′
00Q
′
01
]
. (A5)
Below we will solve the equilibrium Ginzburg-Landau equations for F ′00, and derive an
identity for the second and third integrals above.
The O(1) terms satisfy the equilibrium Ginzburg-Landau equations with 1/κ2 = 2:
2F ′′00 −Q200F00 + F00 − F 300 = 0, (A6)
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Q′′00 − F 200Q00 = 0. (A7)
Since the surface tension vanishes at O(1), we have [27,28]
F ′00 = −
1√
2
F00Q00. (A8)
This equation may be used to eliminate Q00 in Eq. (A6), so that at κ = 1/
√
2 the order
parameter amplitude satisfies
2F ′′00 − 2
(F ′00)
2
F00
+ F00 − F 300 = 0. (A9)
As F00 > 0, we can introduce a new function u(x) through F00(x) = exp[−u(x)], so that u
is the solution to
2u′′ + e−2u − 1 = 0, (A10)
with u, u′ → 0 as x → −∞. This equation may be integrated once; using the boundary
conditions, we obtain
u′ =
(
u+
1
2
e−2u − 1
2
)1/2
. (A11)
This equation could be integrated again to obtain u(x), and therefore F00(x), but this will
not be necessary for our purposes.
At O(ǫ˜), we find
2F ′′01 −Q200F01 − 2Q00Q01F00 + F01 − 3F 200F01 = −2F ′′00, (A12)
Q′′01 − F 200Q01 − 2F00F01Q00 = 0. (A13)
As in Sec. III.B, we see that the O(ǫ˜) perturbations satisfy a set of linear, inhomogeneous
differential equations. The method of solution is identical: we multiply Eq. (A12) by F ′00,
Eq. (A13) by Q′00, add, and integrate from −∞ to x. We then integrate the derivative terms
by parts twice, and use the fact that F ′00 and Q
′
00 solve the homogeneous versions of Eqs.
(A12) and (A13). The final result is
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2(F ′00F
′
01 − F ′′00F01) +Q′00Q′01 −Q′′00Q01 = −(F ′00)2. (A14)
By substituting this result into Eq. (A5), and performing a few integrations by parts, we
find that the surface tension is
σ¯ns = ǫ˜I1 (A15)
where the integral I1 is given by
I1 = 2
∫
∞
−∞
dx (F ′00)
2. (A16)
Since we have now expressed the O(ǫ˜) correction to the surface tension entirely in terms
of F ′00, we can now use our results above to calculate the integral. By changing variables to
u, I1 may be written as
I1 = 2
∫
∞
−∞
dx (u′)2e−2u
= 2
∫
∞
0
du u′e−2u
= 2
∫
∞
0
du
(
u+
1
2
e−2u − 1
2
)1/2
e−2u. (A17)
The integral is rapidly convergent, and a numerical evaluation produces I1 = 0.388. We
therefore have our final result for the surface tension near κ = 1/
√
2:
σ¯ns ≈ 0.388
(
1
2κ2
− 1
)
(
1
2κ2
≈ 1). (A18)
APPENDIX B: THE KINETIC COEFFICIENT
As with the surface tension, an explicit evaluation of the kinetic coefficient Γ¯−1 defined
in Eq. (3.32) requires a numerical solution of the equilibrium Ginzburg-Landau equations.
In this Appendix we will make a few simple qualitative observations, and then evaluate the
kinetic coefficient in some limiting cases. First, note that when σ¯ = κ2, which in conventional
units implies that 2πh¯σ/mγ = 1 [see Eq. (2.8)], the kinetic coefficient is proportional to the
surface tension:
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Γ¯−1 = κ2σ¯ns (σ¯ = κ
2). (B1)
This is a consequence of a type of “duality” in the TDGL equations which has been previously
noted in the context of vortex motion in superconductors [15]. However, there is generally
no simple relation between the surface tension and the kinetic coefficient. Second, as with
the surface tension, the terms in Eq. (3.32) involving the vector potential yield a negative
contribution to the kinetic coefficient. It is therefore possible for the kinetic coefficient to
become negative for sufficiently large conductivity σ¯. By balancing the two sets of terms in
the kinetic coefficient, we see that it will become negative when σ¯/κ ∼ 1; in conventional
units we have (2πh¯σ/mγ) ∼ 1/κ.
In order to calculate the kinetic coefficient in the large and small κ limits, we can use
the results of Ref. [27]. In the limit of small κ the terms involving the gradient of the order
parameter amplitude dominate, and we have
Γ¯−1 =
2
√
2
3
κ (κ≪ 1). (B2)
In the limit of large κ the terms involving the magnetic field dominate, with the result
Γ¯−1 = −4
3
(
√
2− 1)κ2
(
2πh¯
mγ
)
σ (κ≫ 1). (B3)
Finally, we can also calculate the kinetic coefficient exactly at κ = 1/
√
2 by using the results
derived in Appendix A above. The result is
Γ¯−1 = 0.388
(
1− 2πh¯
mγ
σ
)
(κ = 1/
√
2). (B4)
At κ = 1/
√
2, the kinetic coefficient vanishes when 2πh¯σ/mγ = 1. This is to be expected,
for at this value of the conductivity the kinetic coefficient is proportional to the surface
tension, which also vanishes at κ = 1/
√
2.
APPENDIX C: NOISE CORRELATIONS
In order to demonstrate that the noise term η¯ defined in Eq. (3.33) satisfies the
fluctuation-dissipation, we will first work with
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η¯(R, s, t) = −2
∫ R
−∞
dxF ′0ζ¯ + 2
∫ R
−∞
dxQ0J¯
′
t, (C1)
and take the limit as R → ∞ at the end of the calculation. The average of η¯ is zero. The
two point correlation is given by
〈η¯(R, s, t)η¯(R′, s′, t′)〉 = 4
∫ R
−∞
dx
∫ R′
−∞
dx′ F ′0(x)F
′
0(x
′)〈ζ¯(x, s, t)ζ¯(x′, s′, t′)〉
+4
∫ R
−∞
dx
∫ R′
−∞
dx′Q0(x)Q0(x
′)
d2
dxdx′
〈J¯t(x, s, t)J¯t(x′, s′, t′)〉. (C2)
Substituting the two point correlations from Eqs. (3.12) and (3.13), and integrating the
second term in Eq. (C2) by parts twice, we obtain
〈η¯(R, s, t)η¯(R′, s′, t′)〉 = 2T¯ δ(s− s′)δ(t− t′)
{
2
∫ R
−∞
dx (F ′0)
2θ(R′ − x)
+2σ¯
[∫ R
−∞
dx (Q′0)
2θ(R′ − x)−Q0(R′)Q′0(R′)θ(R −R′)
−Q0(R)Q′0(R)θ(R′ − R) +Q0(R)Q0(R′)δ(R−R′)
]}
, (C3)
where θ is the step function. Now take the limit R,R′ →∞ (R 6= R′):
〈η¯(s, t)η¯(s′, t′)〉 = lim
R,R′→∞
〈η¯(R, s, t)η¯(R′, s′, t′)〉
= 2T¯ δ(s− s′)δ(t− t′)
{
2
∫
∞
−∞
dx (F ′0)
2
+2σ¯ lim
R→∞
[∫ R
−∞
dx (Q′0)
2 −Q0(R)Q′0(R)
]}
. (C4)
Since limR→∞Q
′
0(R) = 1/
√
2, we may combine the last two terms into a single integral, and
finally arrive at Eq. (3.34), with the kinetic coefficient Γ¯−1 defined in Eq. (3.32). We thus
see that the projected noise η¯ satisfies the fluctuation-dissipation theorem.
Next, we will calculate the correlations of the noise term F˜ defined in Eq. (4.7). Again,
the average of F˜ is zero, while the two point correlation is
〈F˜ (r, t)F˜ (r′, t′)〉 = H2c
∫ t+
−∞
dt1
∫ t′+
−∞
dt2
∫
N
d2x1
∫
N
d2x2
×ǫijǫkl∂iG(r, t|x1, t1)∂kG(r′, t′|x2, t2)〈Jj(x1, t1)Jl(x2, t2)〉
= 2σkBTH
2
c
∫ t+
−∞
dt1
∫
N
d2x1∇1G(r, t|x1, t1) · ∇1G(r′, t′|x1, t1), (C5)
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where Eq. (2.6) has been used for the correlations of the current noise. By using several
vector identities, along with the heat equation, we find that this may be written as
〈F˜ (r, t)F˜ (r′, t′)〉 = H
2
c
4πD
kBT [G(r, t|r′, t′) +G(r′, t′|r, t)]
−H
2
c
4π
2kBT
∫ t+
−∞
dt1
∮
C
ds1 nˆ1 · ∇1[G(r, t|r1, t1)G(r′, t′|r1, t1)]. (C6)
The first term is what would be expected for colored noise, given the kernel in the second
term on the left hand side of the equation of motion, Eq. (4.6). The physics of the second
term is unclear. It may cancel the cross-correlation 〈ηF˜ 〉, although I have been unable to
demonstrate this convincingly.
APPENDIX D: DIFFERENTIAL GEOMETRY OF CURVES IN TWO
DIMENSIONS
Here we will review a few facts regarding the differential geometry of closed curves in
two dimensions, much of which can be found in Refs. [10] and [29].
Let r(α) trace out a closed curve C, with 0 ≤ α ≤ 1. This parameterization is connected
to the arclength parameterization s(α) by ds =
√
gdα, where g = |∂r/∂α|2 is the metric
for the curve. The counterclockwise tangent vector is τ (α) = ∂r/∂α, and the unit tangent
is tˆ = τ/
√
g. In the arclength parameterization, ∂tˆ/∂s = −Knˆ, where K is the curvature
and nˆ is the outward unit normal, and ∂nˆ/∂s = Ktˆ. The perimeter L of the curve C is a
functional of r(α), and is given by
L[r] =
∮
C
ds
=
∫ 1
0
dα
√
g, (D1)
and the area A enclosed by C is
A[r] = 1
2
∮
C
ds r× tˆ
=
1
2
∫ 1
0
dα r(α)× τ (α). (D2)
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Functional derivatives of these quantities are obtained by using the Euler-Lagrange equations
in the α-parameterization, with the results
δL
δr
=
√
gKnˆ, δA
δr
=
√
gnˆ. (D3)
The Biot-Savart contribution to the energy is of the general form
I[r] =
1
2
∮
C
ds
∮
C
ds′ tˆ(s) · tˆ(s′)Φ(R)
=
1
2
∫ 1
0
dα
∫ 1
0
dα′ τ (α) · τ (α′)Φ(R), (D4)
where R = |r(s)− r(s′)|. The functional derivative of this quantity is
δI
δr
=
√
gnˆ
∮
C
ds′
[r(s)− r(s′)]× tˆ(s′)
R
Φ′(R), (D5)
where Φ′(R) = ∂Φ/∂R.
27
REFERENCES
[1] D. A. Kessler, J. Koplik, and H. Levine, Adv. Phys. 37, 255 (1988).
[2] J. S. Langer, in Chance and Matter, J. Souletie, J. Vannimenus, and R. Stora, eds.
(Amsterdam, North Holland 1988).
[3] W. W. Mullins and R. F. Sekerka, J. Appl. Phys. 35, 444 (1964).
[4] H. Frahm, S. Ullah, and A. T. Dorsey, Phys. Rev. Lett. 66, 3067 (1991).
[5] F. Liu, M. Mondello, and N. D. Goldenfeld, Phys. Rev. Lett. 66, 3071 (1991).
[6] A. B. Pippard, Phil. Mag. 41, 243 (1950).
[7] E. M. Lifshitz, Zh. Eksp. Teor. Fiz. 20, 834 (1950).
[8] A. F. Andreev and Yu. V. Sharvin, Zh. Eksp. Teor. Fiz. 53, 1499 (1968) [Sov. Phys.
JETP 26, 865 (1968)].
[9] The necessity of adding a surface tension term to the boundary condition, Eq. (1.3),
appears to have been first realized by C. G. Kuper, Phil. Mag. 42, 961 (1951). The
generalization to the case of an anisotropic surface tension was discussed by Liu et
al., Ref. [5]; however, the Gibbs-Thomson boundary condition for anisotropic surface
tension is well known in the metallurgy literature, and may be found in C. Herring,
The Physics of Powder Metallurgy, edited by W. E. Kingston (McGraw-Hill, New York
1951); and W. W. Mullins, Metal Surfaces (American Society for Metals, Ohio 1963).
[10] S. A. Langer, R. E. Goldstein, and D. P. Jackson, Phys. Rev. B 46, 4894 (1992).
[11] A. Schmid, Phys. Kondens. Mater. 5, 302 (1966).
[12] L. P. Gor’kov and N. P. Kopnin, Usp. Fiz. Nauk. 116, 413 (1975) [Sov. Phys. Usp. 18,
496 (1975)].
[13] A. T. Dorsey, Phys. Rev. B 46, 8376 (1992).
28
[14] P. C. Hohenberg and B. I. Halperin, Rev. Mod. Phys. 49, 435 (1977).
[15] C. -R. Hu and R. S. Thompson, Phys. Rev. B 6, 110.
[16] G. Caginalp, Phys. Rev. A 39, 5887 (1989).
[17] A. A. Wheeler, W. J. Boettinger, and G. B. McFadden, Phys. Rev. A 45, 7424 (1992).
[18] R. Kupferman, O. Shochet, E. Ben-Jacob, and Z. Schuss, Phys. Rev. B 46, 16 045
(1992).
[19] G. Caginalp, Ann. Phys. 172, 136 (1986).
[20] A. Karma, Phys. Rev. Lett. 70, 3439 (1993).
[21] I. N. Nechiporenko, Fiz. Nizk. Temp. 13, 351 (1987) [Sov. J. Low Temp. Phys. 13, 201
(1987)].
[22] A. J. Dickstein, S. Erramilli, R. E. Goldstein, D. P. Jackson, and S. A. Langer,
“Labyrinthine Pattern Formation in Magnetic Fluids,” Princeton University preprint.
[23] See, for instance, R. P. Huebener, Magnetic Flux Structures in Superconductors
(Springer-Verlag, New York 1979).
[24] D. P. Jackson, R. E. Goldstein, and A. T. Dorsey (unpublished).
[25] S. J. Chapman, S. D. Howison, and J. R. Ockendon, “Macroscopic Models of Supercon-
ductvity,” Oxford University preprint.
[26] A. L. Fetter and P. C. Hohenberg, in Superconductivity, edited by R. D. Parks (Marcel
Dekker, New York, 1969), Vol. 2, Chap. 14.
[27] For a detailed discussion of the behavior of the surface tension, see D. Saint-James, G.
Sarma, and E. J. Thomas, Type-II Superconductivity (Pergamon Press, Oxford 1969),
pp. 31–37.
[28] V. L. Ginzburg and L. D. Landau, Zh. Eksp. Teor. Fiz. 20, 1064 (1950).
29
[29] R. C. Brower, D. A. Kessler, J. Koplik, and H. Levine, Phys. Rev. A 29, 1335 (1984).
30
