Abstract-A call admission control scheme named thinning scheme, which smoothly throttles the admission rates of calls according to their priorities and aims to provide multiple prioritized traffic with a desired quality of service, is investigated under more general conditions. Using the theory of multidimensional Markov birth-death process, analytical formulas for call blocking probabilities are derived.
INTRODUCTION
WITH the rapid development and continuous expansion of mobile communications, as well as the explosive growth in demand for new wireless services, it is expected that next-generation wireless networks will support a wide variety of multimedia services, including voice, video, data, or their combinations, while providing the quality of service (QoS) expected by service subscribers and their applications. Since multimedia services possess inherently different traffic characteristics, their desired QoS may differ in terms of bandwidth, latency, and call blocking probability. Depending on the QoS requirements of multimedia traffic, different priorities may be assigned to various call connections. To support various integrated services with heterogeneous QoS demands in wireless networks, resource provisioning is a major issue. Call admission control (CAC) is such a provisioning strategy to limit the number of call connections admitted into the networks in order to reduce network congestion and call blocking incurred by higher priority call streams.
CAC for wireless networks has been intensively studied in the last two decades [1] and many handoff priority-based CAC schemes have been proposed [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] ; they can be classified into two broad categories:
1. Guard channel (GC) schemes. A number of GC's are reserved for handoff calls. There are four different such schemes:
a. The cutoff priority scheme blocks a new call if the number of free channels is less than the number of GC's reserved for handoff calls [2] , [3] , [4] . b. The fractional GC scheme admits a new call with certain probability that depends on the number of busy channels in the cell [5] . c. The new call bounding scheme limits the number of new calls admitted to the cell [6] .
d. The rigid division-based scheme divides all channels available in a cell into two groups: one for common use and the other exclusively for handoff calls [7] . 2. Queuing priority schemes. Calls are accepted whenever there are free channels; otherwise, either new calls are queued while handoff calls are dropped [8] , new calls are blocked, while handoff calls are queued [9] , [10] , or all arriving calls are queued with certain rearrangements in the queue [11] , [12] . Various combinations of the above schemes are possible depending on specific applications [11] , [12] . In this paper, we concentrate on the GC scheme and its variations.
All of the above schemes deal only with homogeneous traffic (systems in which each type of traffic has the same bandwidth requirements and identically distributed channel holding time with the same average value). Fang and Zhang [6] and Yavuz and Leung [13] approximately analyzed the cutoff priority scheme with only one traffic type by distinguishing the average channel holding times of new and handoff calls. The aforementioned CAC schemes are unavailable for wireless networks supporting multimedia services with diverse QoS constraints. Traffic performance analysis in wireless networks with heterogeneous traffic sources has been addressed in recent years. In [14] , Li et al. studied the cutoff priority scheme for wireless networks with multiple traffic types, the hybrid cutoff priority (HCP) scheme, in which each type of traffic has its own cutoff threshold. The main trait of HCP scheme is that it supports an arbitrary number of classes of traffic, each of which can have its own QoS requirements in terms of the number of channels needed and the channel holding time. Heredia-Ureta et al. ( [15] ) extended the HCP scheme to a more general strategy, the multiple fractional channel reservation (MFCR) scheme, in which the average numbers of reserved channels are no longer integers. Reserving the fractional number of GCs allows the system to reach its maximum capacity while meeting the QoS constraints. In [16] , the new call bounding scheme is generalized to support multiple classes of services. In this scheme, a newly arriving call of a given class is blocked if the current number of ongoing calls with the class of the arriving call is equal to or greater than a predefined threshold, while an incoming handoff call of a given class is accepted, regardless of the number of ongoing calls of this class, as long as there are enough free bandwidths for this handoff call.
In [17] , Fang proposed a CAC scheme referred to as the thinning scheme, which generalizes the fractional GC scheme and the new call bounding scheme, to handle multiple prioritized services in multimedia wireless networks. The ideal behind this scheme is to admit a call with certain probability, which is determined by the number of busy channels or the number of ongoing calls belonging to the priority level of the arriving call in the current cell. Compared with the MFCR scheme [15] and the multithreshold new call bounding scheme [16] , the thinning scheme is more general and, by carefully choosing such call admission probabilities can allow wireless networks to achieve optimal capacity while satisfying the QoS requirements of multimedia services. However, the characteristics of multimedia traffic in terms of the number of channels needed and the average channel holding time were not differentiated. In [17] , the blocking probabilities for the thinning scheme were analyzed under the assumptions that call streams with different priorities occupy the same number of channels and that the average channel holding times of all traffic types are identical. Nevertheless, these assumptions may not be appropriate for wireless networks as mobility patterns of multimedia services differ from each other and even new calls and handoff calls belonging to the same traffic type may have different average channel holding times [18] . In wireless networks, since the data rates of multimedia services deviate greatly from each other, the number of channels required by multimedia services are different accordingly.
In this paper, we desert some strict assumptions made in [17] and study the thinning scheme under more general and realistic circumstances. We consider that different service types have arbitrary bandwidth requirements and average channel holding times. Two variations of the thinning scheme are investigated and call blocking performance analysis is carried out using the theory of the multidimensional Markov birth-death (B-D) process. Numerical analyses demonstrate that, by carefully determining the associated parameter sets, the thinning scheme can assure the QoS demands (in terms of blocking probabilities) of multimedia traffic and, at the same time, optimize system capacity. The thinning scheme can be used to design new CAC strategies for multimedia wireless networks.
THINNING SCHEME
The system under consideration is a wireless network supporting multimedia services with a cellular infrastructure. Each cell is served by a base station (BS). We assume that the system uses a fixed channel assignment, which suggests that each cell has a fixed amount of capacity. Note that no matter which multiple-access technology (frequency-division multiple access, time-division multiple access, or code-division multiple access) is used, we could interpret system capacity in terms of bandwidth. The connections with different classes may differ in their traffic characteristics such as constant bit rate, variable bit rate, and peak bit rate. In this paper, we assume that a single measure, effective bandwidth [19] , is sufficient for describing the bandwidth resource occupied by any connection with certain characteristics.
To guarantee the QoS constraints of multimedia traffic, each traffic type is assigned with a corresponding priority level. The BS performs CAC for multimedia services according to their priority levels. The thinning scheme is the one in which a call (including new and handoff calls) is admitted with certain probability based on the preassigned priority and the current traffic situation. The idea underlying this scheme is to smoothly throttle the call arrival streams according to priority as the network traffic is building up. Thus, when the network is approaching congestion, the call streams with lower priorities become thinner. The thinning scheme has two variations: The first one uses the information about the total amount of busy bandwidth units (BUs), while the second scheme utilizes the numbers of individual users currently in service belonging to the same priority level. For simplicity, we call the two variations thinning scheme I (TSI) and thinning scheme II (TSII), respectively.
The call blocking performance of the thinning scheme is obtained by adopting the most common assumptions made in the literature [3] , [4] , [5] , [6] , [9] , [13] , [14] , [15] , [16] , [17] . In particular, the assumptions of Poisson arrivals and exponential channel holding times are made to keep the analysis tractable. This set of assumptions has been found to be reasonable and has been widely used in the literature [2] . Suppose that there are r prioritized traffic types (including new call streams and handoff call streams) and that each BS is equipped with C BUs. For the jth, j ¼ 1; 2; . . . ; r, priority call steam, we make the following assumptions throughout this paper: The call arrival process is a Poisson process with an arrival rate j , which is independent of call arrival processes at other priority levels. The channel holding time is exponentially distributed with mean 1= j . The number of BUs needed by a connection is c j .
Thinning Scheme I
In the TSI, calls are accepted on a blocked calls lost basis with state-dependent probabilities. When the number of busy BUs at a BS is i, an arriving jth priority call is admitted with probability i;j ð0 i;j 1; i;j ¼ 0 for i ¼ C À c j þ 1; . . . ; CÞ, i ¼ 0; 1; . . . ; C, j ¼ 1; 2; . . . ; r. The TSI can be described by an r-dimensional Markov B-D process in which the state variable is a row vector of length r with the jth entry denoting the number of users with jth priority. Define a set S as 
. . . ; r, denote a row vector of length r in which all of the entries are equal to zero, except that the jth entry is equal to one, and U 0 denote a row vector of length r with all elements being zeros. Define two functions and g as
respectively. The transitions between adjacent states are depicted in Fig. 1 , where the coefficient beside an arrowhead is the B-D rate between adjacent states. Taking account of the working principle of the TSI, we have the following equations for the transition rates:
for j ¼ 1; 2; . . . ; r. Let P ðIÞ ðI 2 SÞ denote the stationary probability that a cell is in state I. Referring to Fig. 1 and by applying the well-known "rate out = rate in" law of the Markov B-D process [20] , we obtain the following global balance equations:
Unlike the balance equations for a one-dimensional case, however, the balance equations for a multidimensional Markov B-D process cannot, in general, be solved by recurrence. In practice, a good strategy is to assume a product solution and see if it satisfies the original conservation of flow (4). Unfortunately, Fang and Zhang [6] have pointed out that, when the mean channel holding times of different priority calls are not identical, the product solution is infeasible for the balance equations of the cutoff priority scheme, which is a special case of TSI. To conquer the challenging difficulty, a common practice in the literature (see [6] , [9] , [13] ) is to reduce the multidimensional Markov B-D process to a onedimensional Markov B-D process by normalizing the mean channel holding time for each priority call stream so that the mean channel holding time becomes identical for all call streams. In this way, the one-dimensional Markov B-D process can be used to find the call blocking probabilities. Despite good performance demonstrated by this kind of approximating approach in estimating blocking probabilities for some CAC schemes, when the cutoff priority scheme is exercised, a big discrepancy between the blocking probabilities obtained by simulation or direct calculation and those derived by the approximation method was observed by Fang and Zhang in [6] and Yavuz and Leung in [13] for some parameter values. Thus, in order to solve (4), we have to appeal to matrix analytic methods. Matrix analytic methods constitute a success story, illustrating the enrichment of a science, applied probability, by a technology, that of digital computers. For simplicity of notation, it is convenient to order the states using subscripts. That is, all of the states belonging to S can be notated as I 1 ; I 2 ; . . . ; I N (where N is the size of S). Let a m;n , m 6 ¼ n, m; n ¼ 1; 2; . . . ; N, represent the net transition flow into state I m from state I n and a m;m be the total transition flow out of state I m . It follows from (3) that a m;n ¼ ðI n ÞI n;j j if 9j 2 ½1; r
ðI n Þ gðInÞ;j j if 9j 2 ½1; r such that I n ¼ I m À U j ; 0 otherwise;
where I m;j denotes the jth entry of I m . Putting
then the global balance equations expressed in (4) can be rewritten in a matrix form as
Observe that A is of rank N À 1. That is, each column of A sums to zero (for P N n¼1 n6 ¼m a n;m ¼ Àa m;m , m ¼ 1; 2; . . . ; N) and any one of the N rows can be derived from the other N À 1. In other words, one of the N balance equations is redundant and other N À 1 balance equations determine the solution only up to a constant factor. This factor is supplied by the normalization condition:
From (5) and (6), the stationary state probabilities are uniquely determined by the linear equations listed below:
where A is an N Â N square matrix obtained by replacing the first row of A with a row vector of 1s, i.e., Therefore,
Note that, for certain parameter choices, the size of S can be quite formidable. In such cases, it is a time-consuming process and, sometimes, it may be extremely difficult to calculate the stationary state probabilities by directly applying (8) . Fortunately, linear equations of the type we are concerned with will often yield easily to a simple numerical iteration scheme such as Gauss-Seidel and Overrelaxation methods that are widely exploited in engineering calculations (see [2] , [13] , [20] ). Convergence criteria are known but are often difficult to apply in practical cases. However, real queuing problems in which this iteration technique fails rarely, if ever, occur. Due to space limitations, here we omit undertaking solving (7) using an iterative method. Let P i denote the stationary probability that the number of busy BUs in the cell is equal to i. P i can be expressed as
Given stationary distributions, the blocking probability for the jth priority call stream is
Thinning Scheme II
Under thinning scheme II (TSII), calls are accepted on a blocked calls lost basis with state dependent probabilities. Upon a jth priority call arrival, if there are i calls with jth priority currently in service in the cell, then the jth priority call is admitted with probability i;j ð0 i;j 1Þ, j ¼ 1; 2; . . . ; r, i ¼ 0; 1; . . . ; bC=c j c À 1, where bxc denotes the maximum integer less than or equal to x. An exception is that, when the number of free BUs in the cell is less than c j , even if i;j > 0, the jth priority call will still be declined. Note that, when deciding proper values for s, there is one important fact we must keep in mind. That is, if we assign a zero value to i;j , then the value of k;j for k > i is mandatorily set to zero, though we can choose a nonzero value for k;j . Adopt the notation defined in the previous section. The TSII can be modeled by an r-dimensional Markov B-D process with the same state variables, as in the TSI case. Transitions between adjacent states can also be depicted in Fig. 1 , where the transition rates are redefined as
for j ¼ 1; 2; . . . ; r. Referring to Fig. 1 , we get the global balance equations for TSII:
The linear equations shown in (12) can also be solved by the uniform matrix analytic technique if all other methods are proven to be unavailable. Fortunately, we are pleased to find that the method of separation of variable, widely used in solving partial differential equations, can work with (12) . If the following two equations hold, then (12) comes into existence:
The solution of the global balance equations (12) relies on the detailed balance equations (13) and (14) . Before solving (12), we need to check whether (13) and (14) hold for all valid states. Equations (13) and (14) obviously hold for the state that is not a boundary state. When I is a boundary state, there are three possibilities, i.e., Case 1) ðI À U j Þ ¼ 0, Case 2) ðI þ U j Þ ¼ 0, and Case 3) ij;j ¼ 0 for some special js. In Case 1), ðI À U j Þ ¼ 0 (i.e., i j ¼ 0), the term ðI À U j Þi j j P ðIÞ on the left-hand side of (12) and the term ðI À U j Þ ijÀ1;j j P ðI À U j Þ on the right-hand side of (12) disappear simultaneously. In Cases 2) and 3), both the term ðI þ U j Þ ij;j j P ðIÞ on the left-hand side of (12) and the term ðI þ U j Þði j þ 1Þ j P ðI þ U j Þ on the right-hand side of (12) no longer exist. Therefore, the detailed balance equations (13) and (14) still work around boundary states. Equation (14) is of the same form as (13) and can be derived from (13); they exhibit the "rate up = rate down" law, which characterizes one-dimensional Markov B-D process. Equation (13) is the sufficient but unnecessary condition of (12) . Thus, if we can find the solutions of (13), then these solutions should satisfy (12) . It follows from (13) that
where j ¼ j = j . Thus,
Substituting (16) into (12), it is evident that (16) satisfies the original conservation-of-flow equations. Thus, (16) is the exact analytical solution of (12) . The probability P ðU 0 Þ can be determined from the normalization condition:
Substituting (16) into (17) yields
Therefore, the blocking probability for the jth priority call stream is given by
NUMERICAL ANALYSES
In this section, we present an illustrative example to show the behaviors of TSI and TSII. It is assumed that call blocking probability is the only evaluating metric for QoS. That is, the objective of a CAC scheme is to guarantee the blocking probability requirements of higher priority call streams and meanwhile minimize the blocking probabilities for call streams with lower priorities (i.e., optimize the bandwidth utilization efficiency). Call blocking performances of TSI and TSII are determined by the state dependent acceptance probabilities, s and s. Generally, it is a daunting task to determine appropriate values for s and s, especially when the number of states is large. Research on finding out the optimal s and s is a main subject of future work. For demonstration purposes, here we only consider two special cases.
The following assumptions are made for numerical analyses. A BS is equipped with 20 BUs, i.e., C ¼ 20. There are two prioritized traffic types (i.e., r ¼ 2), among which higher priority is given to the first priority call stream. The call stream with the first priority level is sensitive to call blocking and demands its blocking probability to be no larger than 5 percent. The number of BUs required by the two traffic streams is one and two, respectively, i.e., c 1 ¼ 1, c 2 ¼ 2. The call arrival rate of the second priority call stream is 0.04 calls/second, i.e., 2 ¼ 0:04. The mean channel holding times of the two call streams are 200 and 160 seconds, respectively, i.e., 1 ¼ 1=200, 2 ¼ 1=160. In TSI and TSII, we limit the admission of calls with second priority level into the network, while call arrivals with first priority are refused only when there are no enough BUs to accommodate a first priority call. Let K be the threshold for TSI. In TSI, upon a second priority call arrival, if the total number of busy BUs is less than K, then this call is accepted; else if the number is equal to K, then this call is accepted with probability p ð0 p < 1Þ; otherwise, this call is rejected. That is, for TSI,
Let M be the threshold for TSII. In TSII, upon a second priority call arrival, if the number of second priority calls currently in service is less than M, then this call is accepted; else if the number is equal to M, then this call is admitted with probability , 0 < 1; otherwise, this call is blocked. That is, for TSII,
By such simplification, only two parameters remain to be decided for TSI and TSII. The pending parameters ðK; pÞ and ðM; Þ should be carefully chosen such that the blocking probability constraint of the first priority call stream can be satisfied and, simultaneously, the blocking probability of the second priority call stream is minimized. Fig. 2 depicts the call blocking probabilities of the two prioritized call streams in TSI and TSII versus the call arrival rate of the first priority call stream, 1 . Each specific value of 1 , ðK; pÞ and ðM; Þ are assigned with optimal values such that the resulting blocking probability for the first priority call stream, p 1 b , is equal to 5 percent and the blocking probability for the second priority call stream, p 2 b , is minimized. Fig. 2 demonstrates that both TSI and TSII can promise demanded QoS for a higher priority call stream and that, when the optimal parameter set is chosen, the resulting blocking probability for the lower priority call stream can be minimized. Comparing the upper two curves in Fig. 2 , we observe that, when 1 is identical and ðK; pÞ and ðM; Þ are set with optimal values, p 2 b of TSI is smaller than that of TSII. This phenomenon suggests that TSI may be more effective than TSII. However, we are not able to draw the general conclusion, which makes the analytical formulas we present more important. Incidentally, during preparing the data required to plot Fig. 2 , the blocking probabilities for TSII were calculated using two different approaches, with one being the analytical results presented in this paper (i.e., (16) - (18)) and the other being the same matrix analytic method as that used in deriving blocking probabilities for TSI. The two approaches led to the same results, which validates the availability of the method of separation of variable in solving balance equations for TSII.
CONCLUSIONS
In this paper, the thinning scheme was investigated under more general and realistic conditions that are typical in multimedia wireless networks. By resorting to the theory of the multidimensional Markov B-D process, analytical formulas for the blocking probabilities in TSI and TSI, two variations of the thinning scheme, were derived. Numerical analyses show that, as long as there is ample bandwidth resource, both TSI and TSII can provide prioritized call streams with the desired QoS. The thinning scheme can be exploited to design new CAC strategies for multimedia traffic with diverse QoS requirements in wireless networks. Future work includes research on finding out optimal parameter sets for TSI and TSII and comparing the blocking performances of TSI and TSII when optimal parameter sets are used. 
