Relying on multifractal behavior of pulsar timing residuals (PTRs), we examine the capability of Multifractal Detrended Fluctuation Analysis (MF-DFA) and Multifractal Detrending Moving Average Analysis (MF-DMA) modified by Singular Value Decomposition (SVD) and Adaptive Detrending (AD), to detect footprint of gravitational waves (GWs) superimposed on PTRs. Mentioned methods enable us to clarify the type of GWs which is related to the value of Hurst exponent. We introduce three strategies based on generalized Hurst exponent and width of singularity spectrum, to determine the dimensionless amplitude of GWs. For a stochastic gravitational wave background with characteristic strain spectrum as Hc(f ) ∼ Af ζ , the dimensionless amplitude greater than A 10 −17
can be recognized irrespective to value of ζ. We also utilize MF-DFA and MF-DMA to explore 20 millisecond pulsars observed by Parkes Pulsar Timing Array (PPTA). Our analysis demonstrates that there exists a cross-over in fluctuation function versus time scale for observed timing residuals representing a universal property and equates to s× ∼ 60 days. To asses multifractal nature of observed timing residuals, we apply AD and SVD algorithms on time series as pre-processes to remove superimposed trends as much as possible. The scaling exponents determined by MF-DFA and MF-DMA confirm that, all data are classified in non-stationary class elucidating second universality feature. The value of corresponding Hurst exponent is in interval H ∈ [0. 35, 0.85] . The q-dependency of generalized Hurst exponent demonstrates observed PTRs have multifractal behavior and the source of this multifractality is mainly devoted to correlation of data which is another universality of observed data sets.
PACS numbers: I. INTRODUCTION
Pulsar timing has received extensive attention due to regularity rotation of pulsar for astrophysical interests [1, 2] . A relevant observable devoted to a pulsar is socalled pulsar timing residual defined by difference between the measured time of arrival (TOA) and those anticipated by a timing model [1] . Observed pulsar timing residual (P T R) is a good indicator to elucidate some interesting physical properties of pulsar as well as other cosmological and astrophysical foreground phenomena affecting on that [3] . Due to unknown physical phenomena govern on the variation of pulsar's spin and spin-down as well as foreground effects, P T R can be categorized in 1+1 dimensional stochastic process (one of parameters is independent parameter while the other parameter is represented as a function of independent parameter). This stochasticity enforces to apply robust methods to extract reliable information for further analysis.
Millisecond pulsars (MSPs) were first suggested as detectors of gravitational waves (GWs) by Sazhin (1978) [4] and Detweiler (1979) [5] because of high stability and predictability of their rotational behavior (see also [6] ). Indeed, GWs can be produced according to different mech-anisms ranging from early epoch to present era. Continuous wave sources [7] , burst sources [8] [9] [10] and stochastic backgrounds [11, 12] are most well-known classifications of GWs. As an illustration, one can point out to relic GWs including GWs by cosmic strings and primordial perturbations [12] [13] [14] [15] . Other important sources for GWs are known as formation of supermassive black holes and binary black hole mergers [16, 17] . Recently, the GWs of black hole mergers has been recorded by LIGO detectors which can be an evidence of dark matter in the early universe or corresponds to the binary black hole of stellar origin [18] . An other classification of GWs is devoted to continuous, inspiral, burst and stochastic types of GWs [19, 20] . In order to detect mentioned types of GWs, many approaches have been proposed and utilized during past decades [20] [21] [22] [23] . Very low amplitude of GWs, different sources and mechanisms for GWs production, in one hand and in other hand, the extended range of frequency lead to introduce various indirect approaches such as predictions of energy loss because of gravitational wave emission [24] and direct approaches such as detecting the effect of gravitational waves on pulsar timing residuals [23] . So, two main methods for detection of GWs are known as interferometers (such as LISA and LIGO) and pulsar timing arrays [25] .
For frequency interval ν ∈ [10 −8 − 10 −6 ], there are several pulsar timing array projects devoted to observe the imprint of GWs using pulsar timing detectors [26] .
In the context of pulsar timing array approach, some famous projects have been proposed, namely the Parkes Pulsar Timing Array (PPTA) [3, 27, 28] , the European Pulsar Timing Array (EPTA) [29, 30] , the North American Nanohertz Observatory for Gravitational Waves (NANOGrav) [31, 32] and International Pulsar Timing Array (IPTA) [1] . Beside mentioned projects, the Square Kilometer Array (SKA) [33, 34] radio telescope would further improve the sensitivity of pulsar timing measurements to detect GWs.
More recently, Zhu et al., introduced coherent method for observing and determining sky localization of continuous GWs from non-evolving binaries with pulsar timing array [35, 36] . On can refer to [37] [38] [39] , for a complementary discussion on various experiments and methods to detect GWs.
Pulsar Timing Array utilizing the Parkes radio telescope in Australia is an attempt to detect GWs by observing 20 bright MSPs [3] . This goal needs to a high precision of observation and according to the results of Ref. [23] the PPTA observations must be continue more than five years in order to achieve a precision of 100 ns.
Since pulsar timing residuals are induced by GWs [23] , therefore some authors used the statistical correlation of pulsars timing residuals to evaluate their capability to detect GWs [23, 40] .
If we want to use P T Rs data sets to elaborate the benchmark of different types of GWs, two following aspect should be considered: first of all, relying on various sources of GWs encourage us to find deep insight regarding the properties of GWs emitted by different sources. The second aspect is that, we should examine the performance of different statistical methods and their sensitivities. Those methods which are capable to satisfy relevant conditions, are categorized in robust analysis group. As mentioned before, a typical GW can be produced by a single or a population of supermassive binary black holes. GWs produced by single sources have weak anisotropic distribution and the weakness of this case leads to abolish the performance of two point correlation function for discriminations between different sources [25] .
In addition, due to complexity nature of pulsar data sets as well as the presence of foreground and systematic noises, consequently, underlying data are mimicked by trends and noises. Subsequently, it is necessary to implement robust and novel methods for removing destructive effects from desired part of signals. Such case motivates us to look for more sensitive methods for analyzing pulsar timing residuals in the presence of noises and various trends.
What we have done in this paper has following advantages and novelties: Inspired by properties of a selfsimilar process characterized by a scaling exponent which is so-called "Hurst exponent" [41] [42] [43] [44] , for the first time, we have used Multifractal Detrended Fluctuations (MF-DFA) [45, 46] and Multi-Fractal Detrended Moving Average Analysis (MF-DMA) [47, 48] methods on the observed (including 20 MSPs inferred from [3] ) and simulated pulsar timing residuals as well as GWs signals (TEMPO2 software package [49] ), in order to evaluate the multiscaling behavior of underlying data from statistical point of view. We modify MF-DFA and MF-DMA by additional detrending algorithms, namely Adaptive Detrending (AD) [50] and Singular Value Decomposition (SVD) [51] [52] [53] methods to exclude or at least decrease the contribution of unknown trends and noises as much as possible. These methods are utilized as precomplementary detrending procedure. We check whether pulsar timing residuals are multifractal or not and in the case of multifractality, we determine the sources of multifractality based on statistical approach. Also this research demonstrates that, there exist criteria not only for discrimination of the footprint of stochastic GWs background and single sources GWs on pulsar timing residual but also for determining the corresponding dimensionless amplitude. Finally, this view provides a new insight to utilize pulsar timing residuals for further astrophysical usages.
The rest of this paper is organized as follows: In section II, we will explain MF-DFA, MF-DMA, Adaptive detrending and SVD in details. Section III is devoted to theoretical notions of gravitational wave background and data description for observed as well as synthetic data sets. We will implement the multifractal methods on simulated and observed timing residuals series in section IV. The capability of detecting GWs in the sensitive range of pulsar timing residual series, will be discussed in this section. Three strategies to reveal the imprint of GWs on the residual time series in a noiseless observation will be explained. We will asses the multifractality of observed pulsar timing residuals in mentioned section. Section V is bequeathed to summary and conclusion.
II. METHODOLOGY: MULTIFRACTAL ANALYSIS
Non-stationary sources including trends and artificial noises usually influence the observed time series. In order to inference reliable results, mentioned spurious effects should be well characterized from the intrinsic fluctuations. Concerning trends, in the literatures, Z. Wu et al., [54] stated that, in principle there is no universal definition for trend and any proper algorithm for evoking from underlying series. One of the well-studied methods for this purpose is Multifractal Detrended Fluctuations Analysis (MF-DFA) [45, 46] applied to various areas, ranging from economical time series [55] [56] [57] [58] , river flow [59] and sunspot fluctuations [50, 60] , cosmic microwave background radiations [61] , music [62, 63] , plasma fluctuations [64] , traffic jamming [65] , image processing and medical measurements [66, 67] , to astronomy [68] . Crosscorrelation has been also introduced and applied in some cases [69] [70] [71] [72] [73] [74] and its generalized, the Multifractal Detrended Cross-Correlation Analysis (MF-DXA) examining higher orders detrended covariance [75] . Although the approach in multifractal detrended analysis such as MF-DFA and MF-DXA methods diminishes polynomial trends but previous researches demonstrated that sinusoidal and power-law trends are not completely removed [76, 77] . In order to eliminate above trends, there are several robust methods have been proposed: Fourier Detrended Fluctuations Analysis (F-DFA) [78, 79] , Singular Value Decomposition (SVD) [51] [52] [53] , Adaptive Detrending method (AD) [50] , and Empirical mode decomposition (EMD) [80] . In this paper we will use MF-DFA, MF-DMA. In order to remove cross-over in our results we also carry out AD and SVD approaches for further cleaning pre-processes. In this section we introduce the main algorithms for applying MF-DFA, MF-DMA, AD and SVD methods.
A. MF-DFA
The multifractal detrended fluctuation analysis is a modified version of detrended fluctuation analysis. The main steps for this method are as follows: [46, 50, [81] [82] [83] [84] (1) : We call the pulsar timing residual (PTR) as input data set for examining multifractal property as:
(2) : To magnify the hidden self-similarity property, we make profile series, accordingly by integrating the original series {PTR} as: ]. In order to take into account the remaining unused part of data from the opposite end of data, the enumeration must to be repeated from the mentioned part. In this case we will have 2N s segments. In this task, one should compute fluctuation function in each produced segments as follows:
for segments ν = 1, ..., N s and for opposite end we have:
for segments ν = N s + 1, · · ·, 2N s . Here,X ν (i) is a fitting polynomial function in the ν-th segment with arbitrary order describing the local trend. Usually a linear function for modeling local trend is considered while if there is no superimposed trend on fluctuation, then a zeroth order fitting function is expected to be enough [85] . It must point out that MF-DFAm denotes that the order of polynomial function used in MF-DFA is "m". Throughout this paper we take m = 1 unless mentioned otherwise. According to previous researches, the minimum value of data in each segments may impose some uncertainty in determining scaling properties. By construction, the fluctuations function is defined for s > m + 2 [46] . On the other hand, this method becomes unreliable for very large windows size (s > 
the q-parameter can take any real value except zero. Using L' Hôspital's rule for q = 0 we find: 
Any q-dependency of h(q), represents that underlying data set is multifractal. The scaling exponent h(q) is called the generalized Hurst exponent. For class of non-stationary series (corresponds to fractional Brownian motion (fBm)) exponent derived by MF-DFA is h(q = 2) > 1, therefore in this case Hurst exponent is given by: H = h(q = 2) − 1. In stationary case h(q = 2) < 1 (corresponds to fractional Gaussian noise (fGn)). For completely stationary random data H = 0.5, while for persistent data set 0.5 < H < 1.0. For anticorrelated data set, H < 0.5 [82, 86, 87] . Whenever Hurst exponent is determined, the scaling exponents of auto-correlation (C(τ )) and power spectrum (S(f )) can be given according to their analytic relations to Hurst exponent. We summarize these relations in Tab. I.
Standard multifractal formalism demonstrates the following relation between generalized Hurst exponent and the scaling exponent of partition function of underlying series which is so-called multifractal scaling exponent as follows [46] : For monofractal data set, ξ(q) is a linear function [46] . The generalized multifractal dimension is also given by:
where D(q = 0) = D f is the fractal dimension of time series and D(q = 1) is related to the so-called entropy of underlying system [88] . To make more complete quantitative measure for multifractality, the so-called singularity spectrum indicating how the box probability of standard multifractal formalism behaves at small scales, is defined by Legendre transformation of ξ(q) as [89] :
and the Hölder exponent is α ≡ dξ(q)/dq. In the case of multifractality, a spectrum of Hölder exponent is appeared instead of having single exponent. The domain of Hölder spectrum, α ∈ [α min , α max ], becomes [90, 91] :
Subsequently, the width ∆α ≡ α max − α min is a reliable measure for quantifying multifractality nature of underlying data. The higher value of ∆α the higher multifractality nature which is a benchmark for complexity of underlying signal.
B. MF-DMA
Since, in MF-DFA, there is a discontinuity for fitting a polynomial at the boundary of each partition, MF-DMA has been introduced to decrease this artifact for determining generalized Hurst exponent [47, 48] . The corresponding algorithm is explained as follows:
(1) : For a typical pulsar timing residual series with length of N , we should create a cumulative time series as follows:
here the removing of mean value is not compulsory because detrending in each moving window will be done in order to remove any local and almost global effect depending on window's size. (2) : For each moving window with size s, we calculate the moving average function:
where s 1 = ⌊(s−1)θ⌋ and s 2 = ⌈(s−1)(1−θ)⌉. The symbol ⌊a⌋ represents the largest integer value not greater than a and ⌈a⌉ is devoted to the smallest integer value not smaller than a. In above equation θ plays a crucial role. For θ = 0, mentioned approach refers to backward moving average while θ = 1 is so-called forward moving average and finally θ = 0.5 refers to the centered moving average [47, 92] . (3) : Detrended data is constructed by subtracting calculated moving average function from the cumulative series X as:
where
nonoverlapping windows with the same size of s and we calculate the fluctuation function:
(5) : For multifractal analysis, the qth order of overall fluctuation function is obtained by:
for q = 0 according to L'Höspital's rule, we have:
Finally, the fluctuation function F q (s) is supposed to have the following scaling form:
The rest scaling exponents and singularity spectrum f (α) can be evaluated same as Eqs. (8)- (12) for a multifractal analysis.
C. Singular Value Decomposition (SVD)
It is important to find and eliminate trends in data analysis specially in astronomical data.When we use MF-DFA or MF-DMA, an essential demand corresponding to present a scaling behavior must be satisfied as stated in Eqs. (7) and (19) . In some cases, there exist one or more crossover which corresponds to different correlation behavior of pattern in various scales [52, 53, 76, 77, 79, 93] . Different reasons can make these crossovers. Since the MF-DFA and MF-DMA methods can not remove the effect of all trends, we implement complementary tasks in order to manage the scaling behavior of fluctuation functions properly and to obtain the reliable fluctuation exponent and generalized Hurst exponent. There are some pre-processings for removing trends in the literatures for instance empirical mode decomposition (EMD) method [80] , Fourier-Detrended (Fourier-based filtering) method [78, 79] , Singular Value Decomposition (SVD) method [51] [52] [53] and Adaptive Detrending (AD) algorithm [50] . In this paper to extract trends, we utilize SVD method and Adaptive detrending algorithm. By employing the SVD method, we can track the influence of sinusoidal trend types on the results. In addition, the size of output data preserves in this method [52, 53] . In addition, it enables to find out the scale of domination of trends or noises.
The main part of SVD method can be described in the following steps [52, 53, 94] : (I): Pulsar timing residual data sets represented by {PTR(i)}; i = 1, ..., N might be superimposed with some periodic trends. We construct a matrix which its elements are pulsar timing residual with following order: 
is a diagonal matrix and its elements are the desired singular values. For a trend containing p dominant frequencies, we set 2p + 1 eigenvalues of matrix S to zero for eliminating long periods on the contrary, to diminish short period fluctuations, we keep some dominant eigenvalues and we set the d − p eigenvalues to zero. In other word, p dominant eigenvalues and associated eigenvectors correspond to long wavelengths subspace while d − p eigenvalues and corresponding eigendecomposed vectors represent short wavelengths subspace. Finally, the new eigenvalues matrix which is calledS is determined for further analysis. Then according to filtered matrixΓ = USV † , the filtered time series is constructed as:
τ . Now the cleaned PTR data sets will be used as input for MF-DFA or MF-DMA discussed in previous subsections.
D. Adaptive Detrending method
As mentioned before, a robust algorithm to resolve discrepancy regarding the presence of trend is the adaptive detrended method introduced in [50] . The implementation of adaptive detrending algorithm is a complementary method for determining local and global trends. Therefore, after applying adaptive detrending method on observed pulsar timing series, the corresponding output data will be used as an input for MF-DFA or MF-DMA methods explained before. Adaptive detrending includes following steps [50] : (1) Discrete series, PTR(i) with i = 1, · · · , N is partitioned with overlapping windows of length 2n + 1 and accordingly, each neighboring segment has n + 1 overlapping points. An arbitrary polynomial Y is constructed in each window of length 2n + 1. In order to have continuous trend function avoiding a typical sharp jump in it, the following weighted function for the overlapping part of the νth segment is considered [50] :
where j = 1, 2, · · · , n + 1. The two free parameters namely n and the order of the fitting polynomial should be determined properly [50] . The size of each segment was calculated by, 2n + 1 = 2int [(N − 1)/(w adaptive + 1)] + 1. It turns out that by increasing the value of w adaptive and the order of the fitting polynomial, basically the fluctuations disappear and, consequently, the fluctuations are suppressed. For the non-overlapping segments the adaptive detrended data is given by PTR(i) = PTR(j) − Y ν (i), while for the overlap part is,
is used for further analysis in MF-DFA or MF-DMA.
E. Posterior Analysis
An approach to determine the reliable value of generalized Hurst exponent (Eqs. (7) and (19)), is Bayesian statistics [96] . Suppose that measurements and model parameters are indicated as {D} : {F q (s)} and {Θ} : {h(q)}, respectively. In this approach the posterior function is:
here L is Likelihood and P(h(q)) is prior probability function including all initial constraints concerning model parameters. Finally the χ 2 for determining the best fit value for scaling exponent coordinated by multifractal formalism reads as:
where ∆ ≡ [F (s; h(q)) are fluctuation functions computed directly from the and determined by Eqs. (7) or (19) , respectively. According to following integral, the value of error-bar at 1σ confidence interval of h(q) is determined by:
Subsequently, we report the best value of scaling exponent at 1σ confidence interval according to h(q)
In the following sections we will explain theoretical necessities for GWs and PTRs from observations and simulations.
III. DATA DESCRIPTION
In this section we will describe theoretical models for GWs signals from various sources. The observational data sets, synthetic series for pure timing residuals and GWs in order to examine multiscaling behavior of PTR as indicator of GWs, will be described in this section.
A. Theoretical notions of GWB on PTR As discussed in various literatures, potential sources of GWs could be massive accelerated objects [16, 17] , burst sources [8, 9] and stochastic background sources [12] [13] [14] [15] . The latter candidate is almost supposed to be isotropic [6] . Isotropic stochastic gravitational wave background (GWB) produced by coalescing supermassive binary black holes mergers is the strongest potentially detectable signal of GWs [6] , which we have used in our simulation. From theoretical point of view, one of general forms of characteristic strain spectrum, H c (f ), for a stochastic gravitational wave background can be described by following power law relation [13] :
where f is the frequency of GWs, f 1yr = 1 1yr , A is the dimensionless amplitude of GWBs and ζ is a scaling exponent and for almost all expected GWs is ζ < 0. The corresponding ζ exponent takes following values for different mechanisms: ζ = − 2 3 for coalescing black hole binaries, ζ = −1 for cosmic strings and ζ = − 7 6 for primordial GWs from Big-Bang [13] . Another framework for modeling strain spectrum, accounting the discrete nature 
B. Synthetic Data sets for GWB
To simulate synthetic series, we use TEMPO2 software package which is carrying out the fitting procedure of TOA [49] . In addition, this package can be used to simulate pure timing residuals [6] . To simulate GWB "GWbkgrd", plugin of TEMPO2 will be used [99] . Since the purpose of this paper is devoted to analyzing PTR data sets induced by GWs signals, therefore, we call PTR without any GWs signals by PTR pure and when this series is modified by GWs fluctuations, we will have:
here R(t) corresponds to GWs signal and it is given by [6] :
wherek l p , η j and ω j are photon four-vector in the unperturbed space-time, angle between direction of the pulsar and direction of the GW source, and the angular frequency of the jth GW respectively. In addition, 
which A + and A × refer to two independent degree of freedom in Einstein equation. In order to test the effect of GWs on PTRs, according to Eq. (27), initially we simulate 100 pure timing residuals (PTR pure (t)) for a single pulsar with a rms of 100 ns. This accuracy is about one order of magnitude greater than observed data released by PPTA [3] up to now (see Table II ). Fig. 1 indicates a typical pure timing residual simulated by TEMPO2 with zero mean uncorrelated series. We depict superposition of prefect timing residuals with GWs modeled by Eq. (28), in Fig. 1 . Finally, P T R(t) will be considered as input series for multifractal analysis.
C. Observed Data
Since MSPs have stable rotating behavior and pulse emission, their timing residuals can be used to detect GWs and in this work we use timing residual data of 20 MSPs observed by PPTA project [3] .
PPTA is a collaboration between Science Division (CASS) by implementing the Parkes 64-m radio telescope (PTA). The PTA telescope is located in Australia at altitude of -33
• and can observe the whole of inner Galaxy. In this project 20 MSPs have been observed at three bandwidths namely 10cm, 20cm and 50cm. These 20 pulsars have been chosen by satisfying some criteria. Due to more stability of short period MSPs, observed pulsars have short periods selected from bright ones. Also these MSPs have narrow pulses width in order to reduce uncertainties in corresponding TOA. Finally, isolated either wide-binary MSPs have been selected to avoid the effects of companion star.
In this paper we take PTR series for mentioned MSPs as observed data sets are publicly available from [100]. The name of 20 MSPs with corresponding rms and total time span have been reported in Tab. II. It is worth noting that, several phenomena such as atmospheric delays, vacuum retardation due to observatory motion, Einstein delay and Shapiro delay can effect on the TOA [101] and they should be dismissed to have a post-fitted timing residual which is called PTR. Fig. 2 illustrates a typical post-fit pulsar timing residual of PSR J1024-0719 observed by PPTA project [3, 100] . The fitting procedure has been done by TEMPO2 software.
IV. IMPLEMENTATION OF MULTIFRACTAL METHODS ON PTRS
In this section we will use MF-DFA and MF-DMA accompanying AD and SVD methods separately, in order to evaluate the multifractal nature of synthetic data and the capability of our analysis as a detector of gravitational waves in simulation. We will provide a pipe-line for determining the type of GWB. After that, we apply our methods to examine the complexity of pulsar timing To make more sense, we shifted F 2 vertically for different series. As we expect, the value of Hurst exponent for all data sets is consistent with completely random series.
residuals for clarifying the statistical behavior of observed pulsars.
A. Multifractal nature of synthetic Data
In this subsection, we turn to examine the multifractal nature of synthetic PTR (PTR pure ) and its superposition with simulated GWBs to show the capability of PTRs based on multifractal modeling in detecting GWs. At first, we rely on the statistical properties of P T R pure (t) in various simulations. Application of DFA and DMA on P T R pure (t) are indicated in Fig. 3 . The value of Hurst exponent for all P T R pure simulated is indicated in Fig.  4 . The average value is H = 0.51 ± 0.02 at 1σ level of confidence confirming that P T R pure is uncorrelated data set [13] . Now we simulate GWB for a given set of initial parameters and superimpose them to pure PTRs according to Eq. (27) . Before applying AD and SVD algorithms to make clean data sets, we apply DFA and DMA on simulated P T R(t) for various amplitudes. Fig. 5 illustrates F 2 (s) as a function of s for simulated series. These results confirm that there is a crossover in fluctuation functions versus s. The position of crossovers before applying SVD or AD methods depends on A. For determining the value of Hurts exponent we apply SVD or AD and then clean series are used for further analysis by DFA and DMA methods. In Fig. 5 , fluctuation functions given by DFA and DMA before and after applying SVD or AD methods have been shown. In the next subsection we will show that the slope of fluctuations function is also amplitudedependent. We set θ = 0.0 for DMA corresponding to backward DMA because, it has been demonstrated that backward DMA has the best performance [47] . Now, it is possible to assign scaling exponent for fluctuation function versus s. The generalized Hurst exponent and ξ versus q for three type of P T Rs superimposed by different values of GWB amplitudes is plotted in Fig. 6 . The lower plot in Fig. 6 illustrates singularity spectrum.
According to previous results for synthetic PTRs, we encourage to compare the multifractal nature of simulated PTRs induced by GWB signal, in order to examine the capability of this approach not only to detect the footprint of GWs but also to determine the amplitude of GWs. To make more sense, we shifted F 2 vertically for different simulations. In this figure we take ζ = −2/3. Different values in each plot represent the amplitude of GWs.
B. Strategies for Searching GWs
According to discussed results in previous subsection, we expect that P T R signals detected through our cosmos, to be a proper criterion for detection the footprint of GWs. Randomness of pure P T Rs exhibits that any deviation from uncorrelated behavior can be conducted as additional features presented in recorded data. If we can remove other foreground and noises, we are able to conclude that any residual effect may be associated with GWs. On the other hand, referring to theoretical no- tion for P T R and GWB, we conclude that there exists a potential way for determining the kind of GWs and the value of A using observed P T Rs according to multifractal model. In this section, we are going to introduce robust measures for mentioned purposes.
For detecting global and local GWs, we expect that for GWB (global event) all PTRs signals must be affected by same feature, therefore any global sirens detected in all PTRs refer to probable GWB, while other local events contribute only on some group of PTRs indicating single sources of GWs.
We should notice that any type of GWs can affect on the pure P T Rs therefore can be detected by our multifractal analysis. In addition, one can use the following approaches for determining the value of GWBs amplitude as well. In order to determine the type of stochastic gravitational wave background with strain spectrum modeled by Eq. (26), after preprocessing to remove noise and foreground, we apply multifractal methods to compute reliable Hurst exponent. This exponent has relation to power spectrum exponent as mentioned in table I. Therefore the value of ζ can be determined, conservatively [6] . Since, in real data sets, there are many reasons leading to more complicated inference about the detectability of GWs, in this paper we introduce three criteria as below: I) We showed that Hurst exponent for pure PTRs is almost 0.5, while for those signal affected by GWs (Eq. (26)) for a given amplitude, A and ζ, we get deviation for computed Hurst exponent associated with pure signal. Therefore the measure ∆h 1 (A, ζ) ≡ qmax q=qmin |h(q)− h shuf (q)| can be a good benchmark for quantifying the intensity of GWBs. In this measure h shuf (q) refers to underlying data which is randomized and "shuf" is abbreviation for shuffled. For completely monofractal random series, we have h shuf (q) = 0.50. This measure is able to quantify any multifractal nature due to different correlation features existed in different scales of fluctuations in data sets. A systematic way to check the reliability of difference scaling exponent is carried out by P-value. A practical way to find robust mathematical relation between ∆h 1 (A, ζ) and A for any given ζ (or equivalently H), is as follows: we do many simulations for a given value of ζ with different A's. Corresponding shuffled series are produced using original series. For shuffled data, generalized Hurst exponents and therefore ∆h 1 are computed. Our simulations indicate following fitting function for A versus ∆h 1 for ζ = −2/3:
here a = 18.02, b = 0.21, c = −25.11 and d = −0.70. It turns out that this fitting function is not unique and here we select one of them with high goodness of fit. II) Since GWs may induce non-gaussianity in P T R, it is interesting to take into account ∆h 2 (A, ζ) ≡ qmax q=qmin |h(q) − h sur (q)|. In mentioned criterion, h sur (q) is generalized Hurst exponents computed for Gaussian data sets with the same correlation function as original series. Here, "sur" represents surrogated data or phaserandomized surrogated series including the multiplication of Fourier Transform data by a random phase with uniformly distribution function and using inverse Fourier Transform, based on central limit theorem, retrieved data collapses to Gaussian series [102] . We simulated P T R accompanying GWBs with different amplitudes and following fitting function is determined for A as a function of ∆h 2 for ζ = −2/3:
where a = 39.67 and b = −55.94.
III) The width of singularity spectrum representing a measure for quantifying the nature of multifractality is also other benchmark for detecting and determining amplitude of GWs superimposed on P T Rs. This measure is defined by ∆h 3 ≡ |∆α − ∆α pure |. According to our simulations with ensemble averaging approach, we find:
for ζ = −2/3. Here a = 11, b = 2.58, c = −38.01 and d = −4.81.
Our strategy based on above criteria for searching GWs in observation is generally considered as follows: As explained in section III, In the case of proper value of signal to noise, for each observed PTR, we remove all parts related to foreground and other well-known sources, then we apply AD or SVD methods followed by MF-DFA or MF-DMA on clean data to compute h(q) and clarify Hurst exponent. Subsequently the value of ζ is determined. According to each benchmarks, relevant quantities will be computed. For given values of ∆h 1 , ∆h 2 , ∆h 3 , we conservatively read the amplitude of GWs from corresponding figures indicated in Fig. 7 or by relevant equations. It is wroth noting that, the functional form for ∆h's should be determined for each value of ζ. Our simulations indicate that, GWs with dimensionless amplitude greater than A ≥ 10 −17 can be detected according to mentioned benchmarks irrespective to value of ζ.
C. Implementation on Observed Data
Before applying any additional programming to discriminate between trend and fluctuations with high frequency in observed data, we apply DFA and DMA on data. The upper panel of Fig 8 indicates the fluctuation function for q = 2 computed by MF-DFA and lower panel illustrates same function just by using MF-DMA methods for various observed PTRs. These results confirm that there is a crossover in fluctuation functions versus s. This crossover corresponds to s × ∼ 60 days and this crossover is probably associated with instability of atomic time [103] . The scaling exponent for s < s × is in interval h(2) ∈ [1.23, 1.90] demonstrating that data sets have non-stationary nature, while for s > s × we find h(2) ∈ [0.25, 1.25].
In order to find reliable scaling exponent we apply AD and SVD separately on observed data sets. Then cleaned data will be used as input for MF-DFA and MF-DMA algorithms. In Fig. 9 we illustrate a typical observed P T R with thin solid line and trend determined by AD (upper panel) and SVD (lower panel). The corresponding residue between observed data and trend is plotted in bottom of each panel in this figure. Fig. 10 represents the fluctuations function extracted for a typical signal cleaned by AD and SVD and used as input for DFA and DMA. Accordingly, we are able to determine the scaling exponent of underlying data sets. The value of Hurst exponents for all observed PTRs at 68% level of confidence is depicted in Fig. 11 . This result confirms that dominant occupation of observed PTRs belongs to long-range correlated behavior. Fig. 12 shows the q-dependency of generalized Hurst exponent after applying SVD on observed data and determined by MF-DMA. The results for MF-DFA are consistent with that of determined by MF-DMA. Since h(q) depends on q, we conclude that all observed PTRs are multifractal. Singularity spectrum of observed PTRs is indicated in Fig. 13 . ity nature of PTRs is determined by width of singularity spectrum, ∆α = α max − α min . This value for observed data is reported in Tab. II and has been shown in lower panel of Fig. 13 . The range of mentioned singularity spectrum is ∆α ∈ [0. 90, 3.35] . Other relevant exponents are reported in Tab. II. Another interesting question is that: what are the sources of multifractality of observed PTRs? As explained in more details by Kantelhardt et al. [46] , in principle, different correlation functions at small and large fluctuations can be considered as a source of multifrac- tality. Beside mentioned source, heavy-tailed probability distribution contributes in multifractal behavior. In order to distinguish mentioned two types of multifractality, we follow method introduced in [46] . To this end by shuffling series, the scaling behavior of ratio of fluctuation functions F q (s)/F shuf q (s) is represented by:
where h shuf (q) is the generalized hurst exponent of shuffled data. The case h cor (q) ≡ h(q)− h shuf (q) = 0 refers to multifractality due to distribution function. In this case we can compute h PDF (q) ≡ h(q) − h sur (q). If both of h cor (q) and h PDF (q) depend on q, two mentioned sources are associated with the nature of multifractality. In our sample, all PTRs have h shuf (q) = 0.50 at 1σ confidence interval confirming correlation in data sets is almost the main source of multifractality. This property is a universal feature for all PTRs investigated in this paper. It is worth noting that, for current observational P T Rs, the scale of imposed fluctuations associated with GWs in P T Rs is at least one order of magnitude smaller than other sources. Subsequently, based on future generation of surveys including more accurate observational hardware with high value for signal to noise and additional physical information for foreground and other contaminations, various criteria introduced in this paper enable us to detect the footprint of probable GWs.
V. SUMMARY AND CONCLUSION
Pulsar timing residual is a good indicator to examine relevant physical phenomena from interior of pulsars as well as cosmological events superimposed on that. This technique has already caused to abundant important scientific achievements. In spite of high stability in some types of pulsars, superimposed unknown trends and noises cause that mentioned signals to be characterized by stochastic processes. One of the most interesting events to investigate is gravitational wave produced by either primordial or late events. Several pulsar timing arrays have been proposed for this purpose. Quantifying the fluctuations of P T Rs, can be a proper measure for detecting the benchmark of GWs. In this paper, for the first time, we utilized multifractal approach in order to examine the statistical properties of synthetic and observed P T Rs affected by trends and noises. In the presence of trends and unknown noises, only robust methods are able to recover correct multifractal nature of underlying series. In this research, we used MF-DFA and MF-DMA modified by pre-processes so-called AD and SVD algorithms. To check the viability of mentioned methods, we used synthetic data set simulated by TEMPO2 pulsar timing package. A template proposed in [6] has been used for adopting the contribution of GWs. We simulated 100 synthetic P T Rs and they have been used as inputs for MF-DFA and MF-DMA methods. Our results demonstrated that the ensemble average of Hurst exponent of simulated data is H = 0.51 ± 0.02 confirming pure P T Rs belong to monofractal uncorrelated stationary process. There is no crossover in fluctuation functions versus scale determined by MF-DFA and MF-DMA (Fig. 3) . Adding mock GWB signal on pure P T Rs leads to have crossover in log-log plot of F 2 as a function of s as indicated in Fig. 5 . In order to make a decision regarding the scaling behavior of P T Rs induced by GWs, we carried out SVD and AD methods on data. We found that, SVD can remove the crossover on fluctuation function for any q. Therefore, we were able to classify mentioned data in universal class of multifractal process. The time scale for crossover depends on intensity of GWs signal and the method that is implemented for analysis. In the presence of GWs, P T Rs belong to multifractal process due to q-dependency of generalized Hurst exponent (h(q)) (see Fig. 6 ).
The value of multifractality is grown up by increasing the intensity of GWs, subsequently, this provided this idea that the nature of multifractality beside other changing in behavior of F 2 (s) can potentially be an indicator of GWs. To ensure that, we conservatively consider all effects as much as possible. We proposed three criteria to quantify the footprint of GWs on pulsar timing residuals. First approach corresponds to comparing h(q) with that of computed for shuffled series. Comparison between h(q) and generalized Hurst exponent computed for Gaussian signal is second criterion. As stated before, adding GWs on P T Rs, the nature of multifractality becomes obvious, therefore a relevant quantity for quantify this behavior is width of singularity spectrum, namely ∆α. Consequently, the width of singularity spectrum can be used for third approach. Accordingly, the strategy for GWs detection in observation is as follows: After removing all effects of foreground and systematic noises, we must apply SVD or AD on datasets and cleaned data will be used as input for MF-DFA or MF-DMA methods. The type of superimposed GWs can be recognized by determining Hurst exponent. Finally, the dimensionless amplitude of expected GWs (A) can be determined by inserting relevant quantities extracted by mentioned analyses in Eqs. (30) , (31) and (32) . For a stochastic gravitational wave background with characteristic strain spectrum described by H c (f ) ∼ Af ζ , the dimensionless amplitude greater than A 10 −17 can be recognized irrespective to value of ζ.
For the last part of this study, we considered MSPs observed by PPTA project. We found that a crossover at s × ∼ 60 days for all observed pulsars used in this paper. Instability of atomic time for mentioned observations is a candidate for the reason of this systematic crossover. The intervals of generalized Hurst exponent for q = 2 for s < s × and s > s × are h (2) Fig. 11 . The q-dependency of h(q) confirmed that all observed MSPs behave as multifractal field. The rest of relevant exponents for observed MSPs has been reported in Tab. II. The source of multifractality is almost supported by correlation in small and large scales and becomes a universal property of all observed pulsars examined in this paper. In order to use current available MSPs to detect GWs, an important challenge is the availability of high precision pulsar timing experiment as well as computation of more accurate arrival time. As depicted in Figs. 1 and 2 , the usage of current available MSPs encounters with some difficulties due to low value of signal to noise and other technical problems related to measurements, therefore, in the next generation of experiments, the opportunity for searching GWs via pulsar timing residuals will be achieved practically. It could be interesting to simulate various kinds of GWs and accomplish with timing noise to check the robustness of proposed method in this research. Sensitivity to frequency is beyond the scope of this paper and it must be done elsewhere.
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