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Abstract
Sufficient conditions on the existence of mild solutions for the following semilinear nonlocal evolution inclusion with upper
semicontinuous nonlinearity: u′(t) ∈ A(t)u(t) + F(t, u(t)), 0 < t  d, u(0) = g(u), are given when g is completely continuous
and Lipschitz continuous in general Banach spaces, respectively. An example concerning the partial differential equation is also
presented.
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1. Introduction
The theory of differential inclusions in Banach spaces has been developing fast because of the possibility of ex-
tensive practical applications, many authors have taken a growing interest in the investigation on this subject, such as
[2,4,7,16–23,26,28–30] and the references therein.
In this paper we will be concerned with the existence of mild solutions for a nonlocal initial valued problem (IVP
for short) with the upper semicontinuous nonlinearity:
u′(t) ∈ A(t)u(t)+ F (t, u(t)), a.e. t ∈ [0, d], (1.1)
u(0) = g(u), (1.2)
where F is an upper Carathéodory set-valued mapping and g : C([0, d];X) → X are given X-valued func-
tions. The family of linear unbounded operators {A(t)}t∈[0,d] generates a strongly continuous evolution system
{U(t, s), (t, s) ∈ Δ} in the following sense (with Δ = {(t, s) ∈ [0, d] × [0, d]; s  t}):
✩ This research is supported by the National Science Foundation of China (10571150) and the Natural Science Foundation of Jiangsu Education
Committee of China (07KJB110131).
* Corresponding author.
E-mail addresses: zlpmath@yahoo.com.cn (L.P. Zhu), yzlgang@pub.yz.jsinfo.net (G. Li).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.10.041
L.P. Zhu, G. Li / J. Math. Anal. Appl. 341 (2008) 660–675 661(U1) For each (t, s) ∈ Δ, the operator U(t, s) is linear and bounded from X to X;
(U2) For all x ∈ X, the function (t, s) → U(t, s)x is continuous in Δ;
(U3) For all (t, s), (s, r) ∈ Δ, the relations U(t, s) ◦U(s, r) = U(t, r) and U(t, t) = I hold.
The semilinear nonlocal initial problem with single value f was first discussed by Byszewski [9], the importance
of the problem consists in the fact that it is more general and has better effect than the classical initial condition.
Therefore, it has been studied extensively under various conditions on A (or A(t)) and f by several authors (see
[4,10,18,23]).
The functional differential inclusions with multivalued perturbation F appear in a very natural way in the de-
scription of many optimal control problems and feedback stabilizations, etc., so that has been the object of intensive
study by many researchers in recent years (see, e.g., [6,8,11–13,19,21,22,27,30]). D. Bothe [8], J.-F. Couchouron
and M. Kamenskii [13], X. Xue and G. Song [27] consider respectively the following nonlinear set-valued Cauchy
problem:
u′(t) ∈ Au(t)+ F (t, u(t)), 0 < t  T , u(0) = u0.
In [11], the authors deal with a Cauchy problem governed by the following semilinear evolution differential inclu-
sion:
u′(t) ∈ A(t)u(t)+ F (t, u(t)), 0 < t  T , u(0) = u0.
In [6,19], the impulsive multivalued semilinear neutral functional differential inclusions are discussed in the case
that the linear semigroup T (t) is compact. S. Aizicovici and M. McKibben (see Theorem 3.8 in [2]) discuss the
existence of integral solutions for (IVP) (1.1) and (1.2) when X is separable, the semigroup T (t) is compact and F is
closed-valued and lower semicontinuous for its second variable.
The goal of this paper is to find conditions guaranteeing the existence of mild solutions for the IVP (1.1)–(1.2) in
general Banach spaces when g is completely continuous and Lipschitz continuous, respectively, by means of multi-
valued fixed point theorems, the measure of noncompactness and set-valued analysis. We investigate in the present
paper the case that the Banach space is nonseparable and the evolution system is imposed on weaker assumptions.
Therefore our results improve and extend some known results in this field (see, for example, [2,8,11,13,19,20,27,30]
and references therein).
2. Preliminaries
In this section, we will recall briefly some basic definitions and propositions which will be useful in the following.
Let Y and Z be Banach spaces. To simplify the notation, let
P(Y ) = {A ⊆ Y : nonempty};
Pb(Y ) = {A ⊆ Y : nonempty, bounded};
Pf (Y ) = {A ⊆ Y : nonempty, closed};
Pc(Y ) = {A ⊆ Y : nonempty, convex};
Pf c(Y ) = {A ⊆ Y : nonempty, closed, convex}.
In the sequel we recall the definitions about the continuity of set-valued maps (see [8,15]), which are needed for
the study of differential inclusions.
A multifunction F : Y → P(Z) is said to be:
(i) upper semicontinuous (u.s.c.) if F−(A) = {y ∈ Y : F(y)∩A 
= ∅} is closed in Y for every closed set A ∈ P(Z);
(ii) lower semicontinuous (l.s.c.) if F−(A) is open in Y for every open set A ∈ P(Z);
(iii) closed if its graph graph(F) = {(y, z): y ∈ Y, z ∈ F(y)} is closed in Y × Z, that is, if sequence (yn, zn) ∈
graph(F) satisfying (yn, zn) → (y, z) in Y ×Z, we have z ∈F(y);
(iv) ε–δ upper semicontinuous (ε–δ u.s.c.) if for every x0 ∈ Y and ε > 0, there is δ = δ(x0, ε) > 0 such that F(x) ⊂
F(x0)+Bε(0) for all x ∈ Bδ(x0).
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In general, u.s.c. is stronger than ε–δ u.s.c., but both concepts coincide if F has compact values. Let us also note
that compactness of graph(F) implies that F is u.s.c. with compact values. Moreover, the following conclusions hold:
let D ⊂ Y and Fx be closed for all x ∈ D. If F is u.s.c. and D is closed, then graph(F) is closed; if F(D) is compact
and D is closed, then F is u.s.c. if and only if graph(F) is closed.
For convenience we assume throughout the paper that (X,‖ · ‖) is a real Banach space. Denoted C([0, d];X) by
the space of X-valued continuous functions on [0, d] with the norm ‖u‖∞ = sup{‖u(t)‖: t ∈ [0, d]}, and denoted
L1([0, d];X) by the space of X-valued Bochner integrable functions on [0, d] with the norm ‖u‖1 =
∫ d
0 ‖u(t)‖dt .
We recall also the following notions.
Definition 2.1. Let E+ be the positive cone of an ordered Banach space (E,). A function Φ defined on the set of
all bounded subsets of the Banach space X with values in E+ is called a measure of noncompactness (MNC) on X if
Φ(convΩ) = Φ(Ω) for all bounded subsets Ω ⊂ X, where convΩ stands for the closed convex hull of Ω . A MNC
Φ is called:
(1) monotone if for any bounded subsets Ω1,Ω2 of X we have:
(Ω1 ⊆ Ω2) ⇒
(
Φ(Ω1)Φ(Ω2)
);
(2) nonsingular if Φ({a} ∪Ω) = Φ(Ω) for any a ∈ X, Ω ∈ Pb(X);
(3) regular if Φ(Ω) = 0 if and only if Ω is relatively compact in X.
One of the most important examples of MNC is the Hausdorff measure of noncompactness β defined on each
bounded subset Ω of X by
β(Ω) = inf
{
r > 0: there are finitely many points x1, x2, . . . , xn ∈ X with Ω ⊂
n⋃
i=1
B(xi, r)
}
.
It is well known that MNC β enjoys the above properties (1)–(3) and other properties: for all bounded subsets
Ω,Ω1,Ω2 of X,
(4) β(Ω1 +Ω2) β(Ω1)+ β(Ω2);
(5) β(Ω1 ∪Ω2)max{β(Ω1), β(Ω2)};
(6) β(λΩ) = |λ|β(Ω) for any λ ∈ R;
(7) if the map Q : D(Q) ⊆ Y → Z is Lipschitz continuous with constant k, then β(QΩ) kβ(Ω) for any bounded
subset Ω ⊆ D(Q), where Z is a Banach space.
We will also use the sequential MNC β0 generated by β , that is, for any bounded subset Ω ⊂ X, we define
β0(Ω) = sup
{
β
({xn: n 1}): {xn}+∞n=1 is a sequence in Ω}.
It follows that
β0(Ω) β(Ω) 2β0(Ω). (2.1)
In addition, when X is separable, we have β0(Ω) = β(Ω).
For all the above given results on the MNC and its related concepts and properties we refer to [3,5].
Throughout this paper, we denote β by the Hausdorff measure of noncompactness of X and denote βc by the
Hausdorff measure of noncompactness of C([0, d];X). First, it is easy to see that the following property holds:
if L :X → X is a bounded linear operator, then for every bounded set Ω ⊂ X, we have
β(LΩ) ‖L‖β(Ω).
Now, let us introduce the following definitions.
Definition 2.2. A multivalued mapping F : D ⊆ X → 2X is said to be β-Lipschitzian, if it maps bounded sets into
bounded sets and there exists a constant k  0 such that β(F(B)) kβ(B) for all bounded sets B ⊆ D. We call F a
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= 0.
F is said to be a strict β-contraction if F is β-Lipschitzian with k < 1.
In this paper, let {A(t)}t∈[0,d] be a family of linear (not necessarily bounded or closed) operators that gener-
ate a strongly continuous evolution system {U(t, s): (t, s) ∈ Δ} (see [25]) and satisfy the condition: the domain
D(A(t)) = D of A(t) is dense in X and independent of t . Then for given x0 ∈ D, we define the mild solution operator
S :L1([0, d];X) → C([0, d];X) as follows: for any f ∈ L1([0, d];X), we denote by Sf the unique mild solution of
the following semilinear evolution system:
u′(t) = A(t)u(t)+ f (t), a.e. t ∈ [0, d], (2.2)
u(0) = x0. (2.3)
Recall that a continuous mapping x : [0, d] → X is called a mild solution of the initial value problem (2.2)–(2.3) if
x satisfies the integral equation
x(t) = U(t,0)x0 +
t∫
0
U(t, s)f (s) ds on [0, d],
that is,
Sf (t) = U(t,0)x0 +
t∫
0
U(t, s)f (s) ds on [0, d]. (2.4)
For each v ∈ C([0, d];X), let Sel(v) = {f ∈ L1([0, d];X): f (t) ∈ F(t, v(t)) a.e. on [0, d]} and Sg(v)f v is the
unique mild solution of the following equation:
u′(t) = A(t)u(t)+ f v(t), a.e. t ∈ [0, d], (2.5)
u(0) = g(v), (2.6)
for some given f v ∈ Sel(v).
In what follows, we will give the definition of a mild solution for the nonlocal multivalued IVP (1.1) and (1.2).
Definition 2.3. A function u ∈ C([0, d];X) is a mild solution of (1.1) and (1.2) if
(1) u(t) = U(t,0)g(u)+ ∫ t0 U(t, s)f (s) ds,
(2) u(0) = g(u), where f ∈ Sel(u).
Since the evolution system U(t, s) is strongly continuous on the compact set Δ, there exists M > 0 such that
‖U(t, s)‖M for any (t, s) ∈ Δ.
The following interchange result about β-estimation is shown in [22, Theorem 4.2.2] or [11, Lemma 3].
Proposition 2.1. Let a sequence of functions {fk}+∞k=1 in L1([0, d];X) be such that there exists φ ∈ L1([0, d];R+) with
‖fk(t)‖  φ(t) a.e. on [0, d] for all k  1 and that there exists q ∈ L1([0, d];R+) satisfying β({fk(t)}+∞k=1)  q(t)
a.e. on [0, d]. Then for all t ∈ [0, d], the following estimation holds:
β
({
Sfk(t): k  1
})
 2M
t∫
0
q(s) ds. (2.7)
Now, we recall some properties of the space of Bochner summable functions L1([0, d];X).
The set-valued mapping F : [0, d] → P(X) is called a strongly measurable mapping if it is a pointwise limit of the
sequence Fn : [0, d] → P(X), n 1, of step mappings a.e. in [0, d]. Every strongly measurable multivalued mapping
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t ∈ [0, d] (for equivalent definition and details, see [21,22]).
A multifunction F : [0, d] → P(X) is said to be
(i) integrable provided it has a summable selection f ∈ L1([0, d];X);
(ii) integrably bounded if there exists a summable function μ ∈ L1([0, d];R+) such that∥∥F(t)∥∥ := sup{‖g‖: g ∈F(t)} μ(t)
for a.e. t ∈ [0, d].
It is clear that any strongly measurable and integrably bounded multifunction is integrable.
A countable set {fn}∞n=1 ⊂ L1([0, d];X) is said to be semicompact if
(i) it is integrably bounded: ‖fn(t)‖ ω(t) for a.e. t ∈ [0, d] and every n 1, where ω(·) ∈ L1([0, d];R+);
(ii) the set {fn(t)}∞n=1 is relatively compact for a.e. t ∈ [0, d].
Let us mention the following important property of semicompact sets (see, e.g., [22, Proposition 4.2.1]).
Proposition 2.2. Every semicompact set is weakly compact in the space L1([0, d];X).
As in [22] (see also [11, Lemma 2]), the following property may be verified.
Proposition 2.3. If {fn}∞n=1 ⊂ L1([0, d];X) is semicompact, then {
∫ t
0 U(t, s)fn(s) ds}∞n=1 is relatively compact in
C([0, d];X), and moreover, if fn ⇀ f0, then
∫ t
0 U(t, s)fn(s) ds →
∫ t
0 U(t, s)f0(s) ds as n → +∞.
3. When g is completely continuous
In this section, we give the existence result for the IVP (1.1) and (1.2) when g is completely continuous. Here we
list the following assumptions with regard to g and F .
(g) g : C([0, d];X) → X is a continuous and compact map such that ‖g(v)‖ c1‖v‖∞ + c2 for all v ∈ C([0, d];X),
where the constants c1, c2 satisfy 0 < c1 < 1M and c2 > 0.
The multivalued operator F : [0, d] ×X → Pf c(X) satisfies the hypotheses:
(F1) F is Carathéodory upper semicontinuous, i.e., for every x ∈ X the multifunction F(·, x) : [0, d] → Pf c(X)
admits a strongly measurable selector; for a.e. t ∈ [0, d] the multifunction F(t, ·) : X → Pf c(X) is u.s.c.;
(F2) F satisfies the linear growth condition, i.e., there exists a(t) ∈ L1([0, d];R+) such that ‖F(t, x)‖ :=
sup{‖y‖: y ∈ F(t, x)} a(t)(1+‖x‖) for all (t, x) ∈ [0, d]×X, where a(t) satisfies a1 =
∫ d
0 a(s) ds <
1
M
−c1;
(F3) β(F (t,B)) b(t)β(B) for almost all t ∈ [0, d] and every bounded subset B ⊂ X, where b(t) ∈ L1([0, d];R+).
Now we can give the following existence theorem for the problem (1.1) and (1.2).
Theorem 3.1. Suppose that the assumptions (g) and (F1)–(F3) hold, then the nonlocal IVP (1.1) and (1.2) has at
least one mild solution.
Before going to the proof of Theorem 3.1, we need some key lemmas. We first recall a property that will be useful
in the sequel.
Lemma 3.1. (See [22, Lemma 5.1.1].) Under assumptions (F1)–(F3), if we consider sequences {vn}∞n=1 ⊂
C([0, d];X), {fn}∞ ⊂ L1([0, d];X), where fn ∈ Sel(vn), n 1, such that vn → v, fn ⇀ f, then f ∈ Sel(v).n=1
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Lemma 3.2. If the mapping g is compact and the set B ⊂ C([0, d];X) is bounded, then for any t ∈ [0, d], we have
β
({
Sg(v)f
v(t): v ∈ B,f v ∈ Sel(v)}) 4M
t∫
0
b(s)β
(
B(s)
)
ds.
Proof. For any t ∈ [0, d], due to the inequality (2.1), we obtain that for arbitrary given ε > 0, there exist sequences
{vk}+∞k=1 ⊂ B and {fk}+∞k=1 ⊂ L1([0, d];X) such that fk ∈ Sel(vk) for all k  1 and
β
({
Sg(v)f
v(t): v ∈ B,f v ∈ Sel(v)}) 2β({Sg(vk)fk(t): k  1})+ ε. (3.1)
Since
Sfk(t) = U(t,0)x0 +
t∫
0
U(t, s)fk(s) ds for all t ∈ [0, d],
we obtain
β
({
Sfk(t): k  1
})= β
({(
U(t,0)x0 +
t∫
0
U(t, s)fk(s) ds
)
: k  1
})
= β
({ t∫
0
U(t, s)fk(s) ds: k  1
})
.
As g is a compact map, we have
β
({
Sg(vk)fk(t): k  1
})= β
({(
U(t,0)g(vk)+
t∫
0
U(t, s)fk(s) ds
)
: k  1
})
= β
({ t∫
0
U(t, s)fk(s) ds: k  1
})
.
Hence,
β
({
Sfk(t): k  1
})= β({Sg(vk)fk(t): k  1}).
By (F3), we have
β
({
fk(s)
}+∞
k=1
)
 β
(
F
(
s,
{
vk(s)
}+∞
k=1
))
 b(s)β
({
vk(s)
}+∞
k=1
)
 b(s)β
(
B(s)
)
.
It follows from Proposition 2.1 that
β
({
Sg(vk)fk(t): k  1
})
 2M
t∫
0
b(s)β
(
B(s)
)
ds.
Then we can derive by applying (3.1) that
β
({
Sg(v)f
v(t): v ∈ B, f v ∈ Sel(v)}) 4M
t∫
0
b(s)β
(
B(s)
)
ds + ε.
Since this is true for arbitrary ε > 0, we have
β
({
Sg(v)f
v(t): v ∈ B, f v ∈ Sel(v)}) 4M
t∫
0
b(s)β
(
B(s)
)
ds.
This completes the proof. 
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Lemma 3.3. (See [1].) Let K be a nonempty, convex, compact subset of a Hausdorff locally convex linear topological
space X and let F : K → 2K be upper semicontinuous with F(x) a nonempty, closed, convex subset of K for each
x ∈ K . Then there exists a point y ∈ K with y ∈ F(y).
Proof of Theorem 3.1. By using hypotheses (F1)–(F3), it is easy to verify that the set Sel(v) is nonempty for arbitrary
v ∈ C([0, d];X) (see [22]).
Now we can define the integral multioperator
G : C([0, d];X)→ P (C([0, d];X))
as
G(v) =
{
y ∈ C([0, d];X): y(t) = U(t,0)g(v)+
t∫
0
U(t, s)f (s) ds, f ∈ Sel(v)
}
. (3.2)
We shall show that the multifunction G has at least one fixed point. The fixed point is then a solution of the problem
(1.1) and (1.2).
In order to apply Lemma 3.3, we will give the proof in several steps.
Step 1. We construct a bounded, convex and closed set W ⊂ C([0, d];X) such that G maps W into itself. To see this,
we first apply the following iterative procedure.
Let
W0 =
{
v ∈ C([0, d];X): ‖v‖∞  r0},
where r0 is the constant such that the inequality a1  r0−Mc1r0−Mc2M(1+r0) . From (F2), we know the existence of the constant
r0 is no doubt. Moreover, W0 ⊂ C([0, d];X) is bounded, closed and convex. For any u ∈ GW0, there exists v ∈ W0
such that
u(t) = U(t,0)g(v)+
t∫
0
U(t, s)f (s) ds, f ∈ Sel(v).
Hence,
∥∥u(t)∥∥M(c1‖v‖∞ + c2)+M(1 + ‖v‖∞)
d∫
0
a(s) ds
M
(
c1r0 + c2 + (1 + r0)a1
)
 r0,
for every t ∈ [0, d]. This implies that G(W0) ⊂ W0.
Define by W1 = convG(W0), where conv means the closure of the convex hull in C([0, d];X). Then W1 ⊂
C([0, d];X) is nonempty bounded closed convex on [0, d] with W1 ⊂ W0.
Define by Wn+1 = convG(Wn) for all n  1. Similarly to the above discussions, we know that Wn+1 ⊂ Wn for
n = 1,2, . . . as W1 ⊂ W0 and W1,W2, . . . ,Wn, . . . are both nonempty, closed, bounded and convex. Thus, {Wn}∞n=1 is
a decreasing sequence consisting of subsets of C([0, d];X). Moreover, set
W =
⋂
n0
Wn,
then W is a convex, closed and bounded subset of C([0, d];X) and G(W) ⊆ W.
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χ(Ω) = χ1(Ω)+ χ2(Ω),
for any bounded set Ω ⊂ C([0, d];X), where χ1 is defined by
χ1(Ω) = sup
t∈[0,d]
β
(
Ω(t)
)
(indeed, χ1 coincides with the Hausdorff MNC βc on equicontinuous sets, see [5]) and χ2 is defined by
χ2(Ω) = sup
t∈[0,d]
modC
(
Ω(t)
)
,
where modC(Ω(t)) is the modulus of equicontinuity of the set of functions Ω at t ∈ [0, d], given by the formula
modC
(
Ω(t)
)= lim
δ→0 sup
{∥∥x(t1)− x(t2)∥∥: t1, t2 ∈ (t − δ, t + δ), x ∈ Ω}.
It is easy to see that the MNC χ1, χ2 (similar definitions, see [22]) are both monotone and nonsingular, but in
general they are not necessarily regular.
However, the MNC χ is well-defined, monotone, nonsingular and regular. In fact, it is not difficult to check that
χ is well-defined, monotone and nonsingular. Now we shall make full use of the Ascoli–Arzelá theorem to verify
that χ is regular. If Ω is relatively compact in C([0, d];X), then it is obvious that χ(Ω) = 0. On the other hand,
if χ(Ω) = 0, then χ1(Ω) = 0 and χ2(Ω) = 0. It remains to prove that Ω is equicontinuous on [0, d]. Suppose not,
then there exist ε0 > 0 and sequences {un} ⊂ Ω, {tn}, {tn} ⊂ [0, d] such that tn → t0, tn → t0 as n → +∞ and
‖un(tn)− un(tn)‖ ε0, for all n 1. By virtue of the fact that {un} ⊂ Ω, it yields∥∥un(tn)− un(tn)∥∥ sup
u∈Ω
∥∥u(tn)− u(tn)∥∥.
Taking the upper limit for n, we get
lim
n
∥∥un(tn)− un(tn)∥∥modC(Ω(t0)),
from the definition of χ2, we have
modC
(
Ω(t0)
)
 χ2(Ω) = 0,
that is,
lim
n
∥∥un(tn)− un(tn)∥∥ 0,
which gives the contradiction 0 < ε0  0. Therefore Ω ⊆ C([0, d];X) is equicontinuous on [0, d]. In view of
χ1(Ω) = 0, we obtain that Ω is relatively compact.
Now let us demonstrate that limn→+∞ χ(Wn) = 0.
Put ρn(t) = β(Wn(t)) for n 0, then {ρn(t)}n0 is a nonnegative decreasing sequence for any t ∈ [0, d], so there
exists a function ρ(t) defined on [0, d] such that ρ(t) = limn→∞ ρn(t) for all t ∈ [0, d].
From hypothesis (F3) and Lemma 3.2, we get
ρn+1(t) = β
(
Wn+1(t)
)= β({Sg(v)f v(t): v ∈ Wn, f v ∈ Sel(v)}) 4M
t∫
0
b(s)β
(
Wn(s)
)
ds.
Therefore for all t ∈ [0, d], we have
ρn+1(t) 4M
t∫
0
b(s)ρn(s) ds.
Let n → ∞, we get
ρ(t) 4M
t∫
b(s)ρ(s) ds for t ∈ [0, d]. (3.3)0
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to obtain that ρ(t) ≡ 0 for all t ∈ [0, d], thus we must look for a new method.
Set
hn+1(t) = 4M
t∫
0
b(s)ρn(s) ds.
Then ρn(t)  4
∫ t
0 b(s)ρn−1(s) ds = hn(t) for any t ∈ [0, d]. Since {ρn(t)}n0 is a decreasing sequence and ρ(t) =
limn→∞ ρn(t), ∀t ∈ [0, d], we deduce that limn→∞ hn+1(t) exists for each t ∈ [0, d] (the proof is the same as Levi
lemma except for a slight and trivial modification). Let h(t) limn→∞ hn+1(t), then
h(t) = 4M
t∫
0
b(s)ρ(s) ds. (3.4)
By (3.3), we obtain
ρ(t) h(t), for each t ∈ [0, d]. (3.5)
Combining (3.4) and (3.5), we derive
h(t) 4M
t∫
0
b(s)h(s) ds,
where h(t) is continuous on [0, d]. Using Gronwall’s inequality, we conclude that
h(t) ≡ 0 on [0, d].
From (3.5), it follows that
ρ(t) ≡ 0 on [0, d].
That is,
lim
n→∞hn(t) = 0 for all t ∈ [0, d]
and
lim
n→∞ρn(t) = limn→∞β
(
Wn(t)
)= 0 for all t ∈ [0, d].
Next, we will estimate χ1(Wn) and χ2(Wn). Fix t0 ∈ (0, d), then for given n, there is δ1 > 0 such that
t0+δ1∫
t0−δ1
∥∥f (s)∥∥ds  1
2Mn
, (3.6)
where f ∈ {g: g ∈ Sel(v) and v ∈ W0}.
From the definitions of ρn and β , there exist finite points x1, x2, . . . , xk ∈ X such that
Wn(t0 − δ1) ⊂
k⋃
i=1
B
(
xi, ρn(t0 − δ1)
)
. (3.7)
Moreover, for each u ∈ GWn−1, there exist v ∈ Wn−1 and f ∈ Sel(v) such that
u(t) = U(t, t0 − δ1)u(t0 − δ1)+
t∫
t0−δ1
U(t, s)f (s) ds, (3.8)
u(t ′) = U(t ′, t0 − δ1)u(t0 − δ1)+
t ′∫
U(t ′, s)f (s) ds (3.9)
t0−δ1
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By the strong continuity of the operator U(t, s), there exists δ, 0 < δ < δ1, such that∥∥U(t, t0 − δ1)xi −U(t ′, t0 − δ1)xi∥∥Mρn(t0 − δ1), (3.11)
where i = 1,2, . . . , k and t, t ′ ∈ (t0 − δ, t0 + δ). Therefore, for any u ∈ GWn−1, it follows from (3.6)–(3.11) that∥∥u(t)− u(t ′)∥∥ ∥∥U(t, t0 − δ1)u(t0 − δ1)−U(t, t0 − δ1)xj∥∥+ ∥∥U(t, t0 − δ1)xj −U(t ′, t0 − δ1)xj∥∥
+ ∥∥U(t ′, t0 − δ1)u(t0 − δ1)−U(t ′, t0 − δ1)xj∥∥+ 1
n
 5Mρn(t0 − δ1)+ 1
n
for t, t ′ ∈ (t0 − δ, t0 + δ).
Taking into account the above inequality and the definition of hn, we obtain
modC
(
(GWn−1)(t0)
)
 5Mρn(t0 − δ1)+ 1
n
 5Mhn(t0 − δ1)+ 1
n
 5Mhn(d)+ 1
n
. (3.12)
In the case of t0 = 0 or t0 = d , the similar argument also shows that the above inequality (3.12) remains valid, and
hence if we take the supremum for t0 ∈ [0, d], then we have
χ2(GWn−1) 5Mhn(d)+ 1
n
.
According to the definition of the MNC, it is clear that
χ2(Wn) = χ2
(
conv(GWn−1)
)= χ2(GWn−1).
Consequently,
χ2(Wn) 5Mhn(d)+ 1
n
.
Further, it is very obvious that χ1(Wn) hn(d). Thus,
χ(Wn) = χ1(Wn)+ χ2(Wn) 5Mhn(d)+ hn(d)+ 1
n
,
that is,
χ(Wn) → 0, as n → +∞.
Therefore, the set W = ⋂n0Wn is a nonempty, compact and convex subset of C([0, d];X) (see [5]), since χ is
a monotone, nonsingular and regular MNC. Furthermore, G maps W into itself.
Step 3. Below we shall show that G is closed on W with closed convex values. It is very easy to see that G has convex
values.
Let us now verify that graph(G) is closed. Let {vn}∞n=1 ⊂ W with vn → v in C([0, d];X) and un ∈ G(vn) with
un → u in C([0, d];X). Moreover, let {fn}∞n=1 ⊂ L1([0, d];X) be a sequence such that fn ∈ Sel(vn) for any n  1
and
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t∫
0
U(t, s)fn(s) ds. (3.13)
Then we have that the set {fn}∞n=1 is integrably bounded. Indeed, from hypothesis (F2), we obtain∥∥fn(t)∥∥ ∥∥F (t, vn(t))∥∥ a(t)(1 + ‖vn‖∞) a.e. on [0, d], n = 1,2, . . . .
As vn → v in C([0, d];X), we know that {vn: n 1} is a bounded set of C([0, d];X). Further, the set {fn(t)}∞n=1
is relatively compact for a.e. t ∈ [0, d]. In fact, from condition (F3), we have
β
({
fn(t)
}∞
n=1
)
 β
(
F
(
t,
{
vn(t)
}∞
n=1
))
 b(t)β
({
vn(t)
}∞
n=1
)= 0
for a.e. t ∈ [0, d]. So the set {fn}∞n=1 is semicompact, by applying Proposition 2.2, it yields that {fn}∞n=1 is weakly
compact in L1([0, d];X), we get that there exists f ∈ L1([0, d];X) such that fn ⇀ f (passing to a subsequence, if
necessary). Therefore, in view of the result of Proposition 2.3, we infer that
t∫
0
U(t, s)fn(s) ds →
t∫
0
U(t, s)f (s) ds in C
([0, d];X).
Further, from (3.13) and continuity of g, we have
un(t) → U(t,0)g(v)+
t∫
0
U(t, s)f (s) ds in C
([0, d];X),
and hence,
u(t) = U(t,0)g(v)+
t∫
0
U(t, s)f (s) ds.
By Lemma 3.1, it implies that f ∈ Sel(v), i.e., u ∈ G(v). Therefore graph(G) is closed and hence, G has closed
values on W .
Step 4. G is u.s.c. on W . Since GW ⊆ W is compact, W is closed and graph(G) is closed, we can come to conclusion
that G is u.s.c. (see [14]).
Finally, due to Lemma 3.3, G has at least one fixed point u ∈ G(u), and u is a mild solution to the nonlocal IVP
(1.1) and (1.2). This completes the proof. 
Remark 3.1. In Step 2, we introduce the MNC χ , which is very crucial to construct the nonempty, compact and
convex subset W of C([0, d];X). Simultaneously, we remark also that the context of the proof looks complicate.
However, it is very interesting.
Remark 3.2. In Theorem 3.1, we suppose that the linear part of the inclusion generates an evolution system U(t, s)
which is not assumed to be equicontinuous or compact. Moreover, we do not impose any additional restriction on the
Banach space. Therefore the above result extends and improves those in [4,6,7,9–11,18,19,23,30].
4. When g is Lipschitz continuous
In this section, we give the existence result for the IVP (1.1) and (1.2) by the estimation to the Hausdorff measure
of noncompactness, where g is Lipschitz continuous.
Furthermore, we suppose that:
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(g′) There exists a constant k ∈ R+ such that ‖g(u)− g(v)‖ k‖u− v‖∞ for all u,v ∈ C([0, d];X) and there exists
N > 0 such that ‖g(v)‖N for all v ∈ C([0, d];X).
To prove the main result, we need the following statement.
Lemma 4.1. (See [5].) If W ⊆ C([0, d];X) is bounded, then for all t ∈ [0, d],
β
(
W(t)
)
 βc(W),
where W(t) = {u(t);u ∈ W } ⊂ X. Furthermore, if W is equicontinuous on [0, d], then β(W(t)) is continuous on [0, d]
and
βc(W) = sup
{
β
(
W(t)
)
: t ∈ [0, d]}.
The following conclusion is obvious.
Lemma 4.2. If the evolution operator U(t, s) is equicontinuous and there exists w ∈ L1([0, d];R+), then the set
{∫ t0 U(t, s)u(s) ds: ‖u(s)‖w(s) for a.e. s ∈ [0, d]} is equicontinuous for t ∈ [0, d].
The following fixed point theorem (see [14]) will be useful in the subsequent existence result.
Lemma 4.3. Let X be a Banach space, D ⊂ X bounded, closed and convex, F : D → 2D u.s.c. and a strict β-
contraction, Fx closed convex for all x ∈ D. Then F has at least a fixed point in D.
Below we give the main existence theorem in this section.
Theorem 4.1. Under the assumptions (A), (g′) and (F1)–(F3), the nonlocal multivalued IVP (1.1) and (1.2) has at
least one mild solution provided that M(k + 4b1) < 1, where b1 =
∫ d
0 b(s) ds.
Proof. With the same arguments as given in the first portion of the proof of Theorem 3.1, we also consider the integral
multioperator
J : C([0, d];X)→ P (C([0, d];X))
defined by
J (v) =
{
y ∈ C([0, d];X): y(t) = U(t,0)g(v)+
t∫
0
U(t, s)f (s) ds, f ∈ Sel(v)
}
.
Let W0 = {u ∈ C([0, d];X): ‖u(t)‖  ϕ(t), t ∈ [0, d]}, where ϕ is the solution of ϕ′(t) = Ma(t)(1 + ϕ(t)) a.e.
on [0, d], ϕ(0) = max{‖U(t,0)g(v)‖: t ∈ [0, d], v ∈ C([0, d];X)}. In the view of the condition (g′), ϕ(0) is well-
defined. Therefore W0 is a bounded, closed and convex subset of C([0, d];X) such that J (W0) ⊂ W0.
Now we first prove that J is a strict βc-contraction on W0.
Put
Jv = J1v + J2v,
where
J1v = U(·,0)g(v),
J2v =
{
y(·) ∈ C([0, d];X): y(t) =
t∫
U(t, s)f (s) ds, f ∈ Sel(v)
}
. (4.1)0
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know that J1(W0), J2(W0) ⊂ C([0, d];X) are nonempty, bounded and equicontinuous on [0, d]. Then for any subset
W ⊆ W0, we have
βc(JW) βc(J1W)+ βc(J2W)
= sup
t∈[0,d]
β
(
U(t,0)g(W)
)+ βc
({ t∫
0
U(t, s)f (s) ds: f ∈ Sel(v), v ∈ W
})
Mkβc(W)+ βc
({ t∫
0
U(t, s)f (s) ds: f ∈ Sel(v), v ∈ W
})
.
By the formula (2.1), for any ε > 0, there are sequences {vk}+∞k=1 ⊂ W and {fk}+∞k=1 ⊂ L1([0, d];X) such that
fk ∈ Sel(vk) for all k  1 and
βc
({ t∫
0
U(t, s)f (s) ds: f ∈ Sel(v), v ∈ W
})
 2βc
({ t∫
0
U(t, s)fk(s) ds: k  1
})
+ ε,
and hence,
βc(JW)Mkβc(W)+ sup
t∈[0,d]
2β
({ t∫
0
U(t, s)fk(s) ds: k  1
})
+ ε.
Since
β
({
fk(s)
}+∞
k=1
)
 b(s)β
({
vk(s)
}+∞
k=1
)
and
β
({
Sfk(t): k  1
})= β
({ t∫
0
U(t, s)fk(s) ds: k  1
})
,
applying Proposition 2.1 and Lemma 4.1, we yield
βc(JW)Mkβc(W)+ sup
t∈[0,d]
4M
t∫
0
b(s)β
({
vk(s)
}+∞
k=1
)
ds + ε
Mkβc(W)+ sup
t∈[0,d]
4M
t∫
0
b(s)β
(
W(s)
)
ds + ε
= M(k + 4b1)βc(W)+ ε.
Since ε is arbitrary, we obtain
βc(JW)M(k + 4b1)βc(W).
Noting M(k + 4b1) < 1, therefore J is a strict βc-contraction.
Next, we shall prove that J is u.s.c., we consider the superposition operator
K : C([0, d];X)→ P (C([0, d];X))
defined by
K = S ◦ Sel,
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C
([0, d];X) Sel−→ L1([0, d];X) S−→ C([0, d];X).
It follows from the definition of K and (4.1) that K can be rewritten as
K(v) = K1(v)+ J2(v),
where K1(v) = U(t,0)x0. It is known that K is u.s.c. (see [13, Theorem 2]), so
J2(v) = K(v)−K1(v) is u.s.c. on C
([0, d];X).
Since g is Lipschitz continuous and the operator U(t, s) is bounded and linear, we can infer that J1(v) is continuous,
and hence
J (v) = J1(v)+ J2(v) is u.s.c. on C
([0, d];X).
Moreover, notice that W0 is a closed subset of C([0, d];X), so J is u.s.c. on W0. At last, we may apply Lemma 4.1
to deduce that the fixed point set of J is nonempty. That is, the nonlocal IVP (1.1) and (1.2) has at least one mild
solution.
This completes the proof. 
Remark 4.1. In [2], the existence of integral solutions for (IVP) (1.1) and (1.2) is discussed in the case that X is
separable, the semigroup T (t) is compact and the set-valued mapping F is closed-valued and lower semicontinuous
for its second variable. It is worth mentioning that we try to make full use of the estimations to the Hausdorff measure
of noncompactness and the properties of the superposition operator in our proof. Thus, we may derive the existence of
mild solutions without the assumption of separability on Banach space X and that of compactness on the associated
evolution system U(t, s).
5. An example
In this section, as an application of our main results (we only take example by Theorem 3.1), an example is
presented. We consider the following partial differential equation:
∂
∂t
u(t, θ) ∈ h(t, θ) ∂
2
∂θ2
u(t, θ)+ F1
(
t, u(t, θ)
)
, θ ∈ [0,1], t ∈ [0, d], (5.1)
u(t,0) = u(t,1) = 0, t ∈ [0, d], (5.2)
u(0, θ) =
1∫
0
d∫
0
ω
(
t, θ, ξ, u(t, ξ)
)
dt dξ, θ ∈ [0,1], (5.3)
where h(t, θ) is a continuous function on [0, d] × [0,1].
Let X = L2[0,1], define F : [0, d] ×X → Pf c(X) and g : C([0, d];X) → X by
F(t, z)(θ) = F1
(
t, z(θ)
)
, for θ ∈ [0,1]
and
g(u)(θ) =
1∫
0
d∫
0
ω
(
t, θ, ξ, u(t, ξ)
)
dt dξ, θ ∈ [0,1]. (5.4)
Define A(t) : X → X by (A(t)z)(θ) = h(t, θ) d2z
dθ2
with D(A(t)) = {z ∈ X: z, dz
dθ
are absolutely continuous and
d2z
dθ2
∈ X, z(0) = z(1) = 0}, then A(t) generates an evolution system U(t, s) on X (see [17,25]) such that U(t, s) is
strongly continuous. Hence, the partial differential equations (5.1)–(5.3) can be rewritten in the abstract form as the
nonlocal (IVP) (1.1) and (1.2).
Suppose that F is Carathéodory upper semicontinuous and there exist functions a(t), b(t) ∈ L1([0, d];R+) such
that
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and
β
(
F(t,Ω)
)
 b(t)β(Ω),
for almost all t ∈ [0, d] and every bounded subset Ω ⊂ X.
Let the function ω : [0, d] × [0,1] × [0,1] ×R → R satisfy the Carathéodory condition, that is,
• ω(t, θ, ξ, r) is a continuous function about r for a.e. (t, θ, ξ) ∈ [0, d] × [0,1] × [0,1];
• ω(t, θ, ξ, r) is measurable about (t, θ, ξ) for each fixed r ∈ R.
Further, we assume that ω satisfies:
(I) |ω(t, θ, ξ, r) − ω(t, θ ′, ξ, r)|  gk(t, θ, θ ′, ξ) for all (t, θ, ξ, r), (t, θ ′, ξ, r) ∈ [0, d] × [0,1] × [0,1] × R with
|r|  k, where gk ∈ L1([0, d] × [0,1] × [0,1] × R;R+) satisfies limθ→θ ′
∫ 1
0
∫ d
0 gk(t, θ, θ
′, ξ) dt dξ = 0, uni-
formly in θ ′ ∈ [0,1].
(II) |ω(t, θ, ξ, r)| δ
d
|r| + ζ(t, θ, ξ) for all r ∈ R, where ζ ∈ L2([0, d] × [0,1] × [0,1];R+) and δ > 0.
In view of (5.4), (I) and (II), it follows directly from Theorem 4.2 in [24] that g is a continuous and compact map.
Now let us check that g satisfies the growth condition. To see this, let u ∈ C([0, d];X), from (II), we get
∣∣g(u)(θ)∣∣
1∫
0
d∫
0
ω
(
t, θ, ξ, u(t, ξ)
)
dt dξ (5.6)
 δ
d
1∫
0
d∫
0
∣∣u(t, ξ)∣∣dt dξ +
1∫
0
d∫
0
ζ(t, θ, ξ) dt dξ (5.7)
 δ
d
d∫
0
( 1∫
0
∣∣u(t, ξ)∣∣2 dξ
) 1
2
dt +
1∫
0
d∫
0
ζ(t, θ, ξ) dt dξ (5.8)
= δ‖u‖C([0,d];L2(0,1)) +
1∫
0
d∫
0
ζ(t, θ, ξ) dt dξ, (5.9)
where ζ ∈ L2([0, d] × [0,1] × [0,1];R+), the above inequality (5.9) implies that g satisfies all of the condition (g)
(with c1 = δ and c2 = d 12 ‖ζ‖L2([0,d]×[0,1]×[0,1];R+)). Therefore, if the function a(t) in (5.5) satisfies assumption (F2),
then the system (5.1)–(5.3) has at least one mild solution u ∈ C([0, d];L2[0,1]) due to Theorem 3.1.
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