ABSTRACT In multivariate time series clustering, the inter-similarity across distinct variates and the intra-similarity within each variate pose analytical challenges. Here, we propose a novel multivariate time series clustering method using multi-nonnegative matrix factorization (MNMF) in multi-relational networks. Specifically, a set of multivariate time series is transformed from the time-space domain into a multirelational network in the topological domain. Then, the multi-relational network is factorized to identify time series clusters. The transformation from the time-space domain to the topological domain benefits from the ability of networks to characterize both the local and global relationships between the nodes, and MNMF incorporates inter-similarity across distinct variates into clustering. Furthermore, to trace the evolutionary trends of clusters, time series is transformed into a dynamic multi-relational network, thereby extending MNMF to dynamic MNMF. Extensive experiments illustrate the superiority of our approach compared with the current state-of-the-art algorithms.
I. INTRODUCTION
Collections of numerical values obtained from sequential measurements over time, or time series, are often used to describe the current state and future variations of objects over time [4] . With the rapid growth of digital information, enormous amounts of time series data such as individual health trajectories [9] , climate data [26] , and socio-economic indicators [3] are continually generated, collected, and stored. Mining these data would be helpful to discover hidden knowledge such as temporal associations [41] and community behavior [15] . As a result, time series data has been of increasing research interest over recent years.
Clustering time series data, i.e., dividing a set of time series into groups such that similar ones are put in the same group [5] , is a core task in time series data mining. Time series clustering has been extensively studied, and many approaches have been proposed [22] . Reference [7] proposed that time series clustering ideally requires not only local information but also global knowledge to capture pattern formation in a given time series. However, in general, only the local relationships between neighboring data samples are easily identifiable, while long-distance global relationships in the original time series are difficult to determine.
To overcome this problem, [7] proposed a network-based approach to use global knowledge for clustering time series. This approach used distance functions to transform a set of time series into a network (represented by a graph), where each time series was represented by a node and the most similar ones were connected; community detection algorithms were then applied to identify groups of strongly connected nodes and, consequently, identify time series clusters. This network-based clustering technique captured arbitrary cluster shapes. This was because the network characterized local and global relationships between nodes and community detection algorithms identified connectivity patterns (such patterns can be any shape in Euclidean space), which were then used to transform time series from the time-space domain to the topological domain.
However, the above network-based approach and most other existing methods for clustering time series can only deal with univariate time series. In reality, multivariate time series (a set of multiple univariate time series) are common in many applications, particularly in industrial processes with a large number of sensors installed for process monitoring and control [41] . These multivariate time series collected from different sensors jointly provide a complete profile of the phenomenon of interest from different aspects and then enhance the decision confidence. However, multivariate time series encapsulate complex relationships between individual series such as inter-similarity across distinct variates and intra-similarity within each variate. These complex relationships create further challenges to clustering multivariate time series, and the clustering methods for univariate time series cannot be applied directly to multivariate time series data. How to characterize and model inter-similarity across distinct variates and intra-similarity within each variate remain open problems that significantly affect clustering effectiveness and efficiency. There is clearly a need to further study multivariate time series clustering.
Here we extend the network-based approach [7] to cluster multivariate time series data. First, we use a distance function to transform multivariate time series into a multirelational network, which is modelled as a set of multiple single-relational graphs. Each graph reflects the similarity between time series of a variable, i.e., each relationship type corresponds to a variable, every node represents a time series, and the most similar nodes are connected in each single-relational graph. A multi-relational network means that series are related through various heterogeneous relationship types that jointly affect the series attributes. Compared to a single-relational network, a multi-relational network contains richer structural and semantic information, providing plenty of opportunities for -but also challenges to -data mining. Then, we use multi-nonnegative matrix factorization (MNMF) to jointly factorize multiple relationship matrices to obtain clusters. The multiple single-relational graphs characterize intra-similarity within each variate, while MNMF reveals inter-similarity across distinct variates. Our approach for a dataset consisting of twelve time series with three variables is summarized in Figure 1 ; in this example, twelve time series describe twelve users' activities and three variates represent three acceleration signals collected from three sensors carried by the user.
However, the network in Figure 1 is static, so the evolutionary trends of clusters cannot be found. To determine dynamic properties, we first divide time into intervals and deal with the observed values within these intervals, thus transforming the time series into a dynamic multi-relational network. We then extend MNMF to dynamic multi-nonnegative matrix factorization (DMNMF), using a smooth constraint over time to identify clusters in the dynamic multi-relational networks. These clusters within different intervals can be used to trace the evolutionary trends of communities (clusters).
Our proposed approach is most related to that of [7] , which clusters univariate time series data using community detection algorithms for a single relational network. By contrast, however, our method clusters a multivariate time series dataset using multi-nonnegative matrix factorization for a multi-relational network. In addition, the network transformed by [7] is static but our network may be dynamic, so the clusters detected by our algorithms can be used to trace the evolutionary trends of communities over time.
In summary, the specific contributions of this paper are as follows:
(1) The concept of using community detection in complex networks for univariate time series clustering is extended to multivariate time series clustering. The extension benefits from the ability of networks to characterize both local and global relationships between nodes (representing data samples), thus revealing the intra-similarity within each variate.
(2) A multi-nonnegative matrix factorization (MNMF) algorithm for multi-relational networks is proposed to cluster multivariate time series data. The MNMF algorithm jointly factorizes multiple relation matrices, thus effectively incorporating inter-similarity across distinct variates into the clustering process.
(3) A dynamic multi-nonnegative matrix factorization (DMNMF) algorithm for dynamic multi-relational networks is proposed to trace the evolutionary trends of clusters over time.
(4) Extensive analyses of real datasets validate the performance of our approach. Our experimental results show that the network-based approach is superior to other state-of-theart methods.
The remainder of the paper is organized as follows. A brief overview of related work on clustering time series data, detecting multi-relational communities, and nonnegative matrix factorization (NMF) is given in Section II. Section III introduces the data representation and network construction. The MNMF and DMNMF algorithms are presented in Sections IV and V, respectively. Experiments and results are presented in Section VI, and we conclude in Section VII.
II. RELATED WORKS
We first provide a brief overview of the existing literature on clustering time series data, detecting communities in multirelational networks, and NMF.
A. TIME SERIES CLUSTERING
Given a set of time series, the goal of clustering is to find groups of similar time series inside the cluster that are relatively different from the time series of other clusters. One way to achieve this is by using a feature-based approach, which first extracts some features from input time series and then applies traditional clustering algorithms to cluster the extracted features. For example, [28] used cepstrum (the spectrum of the logarithm of the spectral density function) coefficients as time series features and proposed a fuzzy clustering approach for time series based on the estimated cepstrum. Reference [39] learned shapelets (local patterns in a time series) from unlabeled time series and used the k-means algorithm to cluster shapelets; this method can cluster time series with noise and of different lengths because it only uses local patterns and deliberately ignores the rest of the data. Reference [29] proposed a two-stage technique for clustering time series data. First, initial clustering was produced by dividing original time-series data into subsequences, with the resulting group of clusters then used as features to convert the time-series data into numerical vectors. Then, the final clustering results were produced by clustering the converted numerical vectors. Reference [14] proposed a new k-means type smooth subspace clustering algorithm (TSkmeans) for time series data, in which the smooth subspaces were represented by weighted time stamps indicating the relative discriminative power of these time stamps for clustering objects. By exploiting the TSkmeans algorithm, clustering performance was enhanced because the algorithm effectively exploited inherent subspace information in time series data.
Another way to cluster time series data is with transformation-based approaches, which transform time series data into other models and then clustering is performed on the transformed models. Examples include the network-based approach proposed by [6] and [7] and the hidden Markov model (HMM)-based approach proposed by [9] . The network-based approach transforms a time series into a network and then applies community detection algorithms to detect densely-connected clusters. The HMM-based approach is designed to cluster multivariate time series and takes advantage of the ability of HMMs to capture both the dependencies between variables and serial correlations in the measurements. Reference [9] first mapped each multivariate time series into an HMM and then attached the likelihood of generating any given time series to each HMM; the likelihoods were then used to define distances between HMMs before finally clustering the HMMs with a distance matrixbased method. This approach could handle multivariate time series with both categorical and continuous variables because it replaced each time series with an HMM and clustered HMMs rather than the time series. However, an assumed probability distribution is required for HMM representation and many parameters must to estimated, so the approach was less successful with very large numbers of variables. Reference [11] proposed Toeplitz inverse covariance-based clustering (TICC) for multivariate time series data, where each cluster was defined by a correlation network, or Markov random field (MRF), characterizing the interdependencies between different observations in a typical subsequence of that cluster. Based on this graphical representation, TICC simultaneously segmented and clustered the time series data.
B. COMMUNITY DETECTION IN MULTI-RELATIONAL NETWORKS
Community detection, i.e., identifying groups of nodes in a network such that the nodes within a group are much more connected to each other than to the rest of the network [8] , [30] , is an important task in social network analysis. In a multi-relational network, the inclusion of multiple relationship types between nodes complicates the design of community-detection algorithms. Algorithms for multirelational networks must take the existence of an edge in VOLUME 6, 2018 multiple graphs into account in order to obtain meaningful results, rather than simply considering the existence of an edge in a graph. One way to detect communities in a multirelational network is to transform a multi-relational network into a single-relational network and then use single-relational network algorithms to detect communities. For example, [2] proposed a regression-based algorithm to learn optimal relation weights and then combined various relations linearly to produce a single-relational network; a threshold cut was used as the optimization objective for community detection. Reference [38] proposed a co-ranking framework to determine the weights of various relation types and actors simultaneously and then combined the probability distributions of relations linearly to produce a single-relational network; overlapping communities were then determined with a Gaussian mixture model with neighbor knowledge. Reference [35] proposed four strategies to integrate the interaction information present in different relations and then utilized spectral clustering to discover communities. Reference [34] used clustering techniques with maximum flow measurements to identify the social structure and research communities in a scientific social network with four different relationship types.
Reference [42] proposed a coalition formation game [31] theory-based approach to detect communities in multirelational social networks, where the multi-relational communities were defined as the shared communities over multiple single-relational graphs. Community detection was then modeled as a coalition formation game process in which objects in a social network were regarded as rational players trying to improve a group's utilities by cooperating with other players to form coalitions. This method handled multirelational social networks directly rather than transforming them.
Finally, [20] , [24] , and [40] studied the community detection problem in multi-relational networks, but in their studies a multi-relational network not only contained multiple relationship types but also more than one object type such as users, tags, photos, comments, and stories. The multirelational networks considered in the current study contain multiple relationship types but only one object type.
C. NONNEGATIVE MATRIX FACTORIZATION (NMF)
NMF [19] is a powerful tool for data analysis with enhanced interpretability. NMF aims to learn the representations of the original data by approximating the target matrix into the product of two low-rank matrices. Specifically, given an m×n nonnegative matrix A where all the elements are nonnegative, NMF decomposes A into two nonnegative matrices P m×c and Q n×c such that A ≈ PQ T , s.t. P > 0, Q > 0. The optimal P m×c and Q n×c are learned by minimizing a particular loss function such as the Euclidean distance. In general, c is much smaller than min{m, n}.
NMF does not require the derived latent space Q to be orthogonal, and it guarantees that nonnegative values are taken in all the latent directions; thus, NMF is superior to traditional matrix factorization for solving clustering problems in most real-world applications [14] . Recently, NMF has been extensively investigated and extended to the problem of community detection. Reference [37] proposed symmetric NMF, asymmetric NMF, and joint NMF to detect communities in undirected, directed, and compound networks. Reference [23] proposed FacetNet to detect communities and their evolutions in dynamic temporal networks. Reference [27] proposed evolutionary NMF algorithms to detect communities in dynamic networks.
Single NMF can handle datasets with only one type of feature or relation. To fuse multiple feature types to improve algorithm performance, [10] , [14] , and [25] employed jointly multiple matrix factorization to analyze datasets with multiple feature types, aiming to derive a solution that uncovered the common latent structure shared by multiple features. Reference [24] designed a relational hypergraph (metagraph) to represent multi-relational and multi-dimensional social data, and in doing so proposed an efficient nonnegative multitensor factorization (MF) method to extract communities in a given metagraph. They also extended the MF algorithm to handle time-varying relations through metagraph factorization with time evolving data (MFT) to track communities over time. However, a tensor is usually very sparse in most realworld applications.
III. DATA REPRESENTATION AND NETWORK CONSTRUCTION
Given a set of multivariate time series, the problem of clustering such data is concerned with discovering inherent groupings of the data according to how similar or dissimilar the time series are to each other. In this section, we introduce the data representation and network construction. For convenience, Table 1 lists the notations frequently used in this paper.
A. DATA REPRESENTATION
A univariate time series is an ordered sequence of n real values observed at time points t = 1, . . . , n, while a multivariate time series consists of r × n observations corresponding to r variables. Let X = {X 1 , X 2 , . . . , X m } represent a collection of m multivariate time series. The series X i ∈ X can be written
∈ X can also be represented as a matrix, as shown in Table 2 , where X i j = {x i jt }, t = 1, . . . , n (the row vector) represents the time series corresponding to the j−th variable of X i . Let X j = {X 1 j , X 2 j , . . . , X m j } be the set of m univariate time series corresponding to the j−th variable of X = {X 1 , X 2 , . . . , X m }. A single-relational network is often represented as a graph composed of a set of nodes and edges, where the nodes represent objects and the edges indicate interactions between these objects. A multi-relational network can be represented as multiple single-relational graphs, each reflecting interactions between objects of one relation type. In this paper, one multivariate time series X i ∈ X is represented as a node and one variable of a multivariate time series corresponds to one relation type, so X j = {X 1 j , X 2 j , . . . , X m j } can be transformed into a single-relational network represented as graph G j = (X , E j ), where X is the set of nodes and E j is the set of edges.
j is similar to X k j . Thus, E j reflects both local and global similarity between time series with respect to the j − th variable, i.e., the intrasimilarity within the j − th variable. Let A j be an adjacency matrix of G j with A j (X i , X k ) = 1 if (X i , X k ) ∈ E j for any pair of nodes X i , X k ∈ X and 0 otherwise. Let G = {G 1 , G 2 , . . . , G r } be a multi-relational network transformed from multivariate time series X = {X 1 , X 2 , . . . , X m } with r variables, where G j (X , E j ), j = 1, . . . , r corresponds to
. . , X m j }. In the following description, ''variable'' and ''relation'' are used interchangeably, and ''node'' and ''multivariate time series'' are used interchangeably.
B. NETWORK CONSTRUCTION
To construct a network from a set of time series, a distance function is first used to measure the similarity between time series. Then, each time series is represented as a node, which is connected to its k most similar nodes (k-NN) or to ones of which similarities with the node are higher than a threshold value ε (ε-NN). In the case of multivariable time series, the above process is repeated r times, each dealing with a set of time series with respect to a variable. Algorithm 1 describes the procedure of constructing a multi-relational network from a multivariate time series.
Algorithm 1 The Network Construction
Input: Time series with r variables X = {X 1 , X 2 , . . . , X m }, the number of near neighbour k or threshold value ε Output: Adjacent matrices
The time complexity is defined as the sum of the complexities of each step of the method. The initialization of line 1 and the normalization of line 2 can be performed in O(m 2 r) and O(mnr), respectively. Reference [5] classified the distance measures in the case of time series into four categories: shape-based, edit-based, feature-based, and structure-based, which can be used in line 5 to measure the similarity between two time series. Some of them, such as Euclidean distances or Pearson correlations (COR), need O(n) to perform the measurement, while some functions, such as dynamic time warp (DTW), need O(n 2 ) to perform the measurement [7] ; thus, the time complexity of line 5 is VOLUME 6, 2018 
O(mn 2 ) or O(mn)
. There are r variables and each consists of m series, so the worst complexity order of Algorithm 1 is O(rm 2 n 2 ).
IV. MULTI-NONNEGATIVE MATRIX FACTORIZATION (MNMF)
Given a set of adjacency matrices A = {A 1 , A, . . . , A r } of a multi-relational network, the aim of MNMF is to find a nonnegative matrix P and matrices {Q j } j=1,...,r . Matrix P is an m × c assignment matrix representing the possibility of each node belonging to a cluster. Matrix {Q j } j=1,...,r is also an m × c matrix representing the connectivity within each cluster amongst m nodes with respect to the j − th relation. Then,
As shown in Figure 2 , three adjacency matrices transformed from twelve three-variable time series are factorized into 4 matrices: an assignment matrix P and connectivity matrices Q 1 , Q 2 and Q 3 . We next introduce the objective function of our proposed method and the updating rules for learning the optimal parameters. To integrate multiple relation types simultaneously during clustering, we represent a multirelational network with multiple adjacent matrices and factorize these matrices jointly. Therefore, the objective function is defined as:
In this objective function, the first item aims to minimize the sum of the distances between the adjacent matrix A j (j = 1, . . . , r) and the multiplications of the assignment matrix P by the connectivity matrix Q j (j = 1, . . . , r). The second item is the regularization term, and λ ∈ [0, 1] is the coefficient to control the influence of the regularization term. · 2 F denotes the Frobenius norm, and Q T j is the transpose of Q j . Now, the task is to learn optimal parameters P * , {Q * j } j=1,...,r that can minimize the objective function in Equation (2) . We use stochastic gradient descent to solve this task. The key issue in this process is to compute the partial derivatives of a single training instance's loss with respect to the parameters. The computed partial derivatives can be used to obtain the updating rules for learning the optimal parameters. The updating rules for P and {Q j } j=1,...,r are shown in Theorem 1 and Theorem 2, respectively.
Theorem 1: If fixed P, Q 1 , . . . , Q j−1 , Q j+1 , . . . , Q r , the objective function J (P, Q 1 , . . . , Q r ) is nonincreasing under the updating rule:
Proof: Because P, Q 1 , . . . , Q j−1 , Q j+1 , . . . , Q r is fixed,
is nonnegative in the entire updating process because the numerator and denominator on the right of Equation (3) are nonnegative.
Theorem 2: If fixed Q 1 , . . . , Q r , the objective function J (P, Q 1 , . . . , Q r ) is nonincreasing under the updating rule:
Proof: Because Q 1 , . . . , Q r is fixed,
A j Q j . we have Equation (4) . P ik (the (i, k) entry of matrix P) is also nonnegative in the entire updating process for the same reason as for (Q j ) kl . Algorithm 2 describes the overall MNMF procedure. It guarantees that the objective function converges to a local minimum based on Theorem 1 and Theorem 2. After obtaining the assignment matrix P * , the cluster structure of the multi-relational network G can be discovered.
Assignment matrix P contains the assignment information of every node. After normalizing P by row, the value in this matrix is the possibility of the node belonging to the cluster. In our experiments, we assign the node to the cluster corresponding to the max possibility when we evaluate the clustering results. Likewise, we can normalize the connectivity matrices Q 1 , . . . , Q r by row, allowing us to obtain the connectivity within each cluster amongst m series with respect to the j − th, j = 1, . . . , r relation.
There are three main iterative steps: line 4 and line 6 in Algorithm 2. The computational complexity of updating Q j (line 4 in Algorithm 2 ) is O(m 2 c + mc 2 ), the first and second items of which are the computational complexity of the numerator and denominator in Equation (3), respectively. Since r matrices must be updated, the computational complexity for updating the connectivity matrices Q 1 , . . . , Q r is O(m 2 cr + mc 2 r). Similar to updating Q j , the computational complexity of updating P (line 6 in Algorithm 2) is O(m 2 cr + mc 2 r). Therefore, the overall computational complexity of Algorithm 2 is O(m 2 cr + mc 2 r). Also, considering the complexity of network construction, the complexity to cluster an m-variables time series is O(rm 2 n 2 + m 2 cr + mc 2 r).
V. DYNAMIC MULTI-NONNEGATIVE MATRIX FACTORIZATION (DMNMF)
A set of multivariate time series is, therefore, transformed into a multi-relational network represented by multiple singlerelational graphs. The multiple adjacent matrices of the multirelational network are then jointly factorized, using MNMF to detect clusters. However, the network is static, and the evolutionary trends of clusters cannot be traced. Figure 3 shows three 3-variate time series describing three users' activities and the clusters detected within different time windows, from which we can deduce the evolutionary trends of clusters over time.
To trace the evolutionary trends of clusters over time, MNMF is extended to dynamic multi-nonnegative matrix factorization (DMNMF) with a smooth constraint over time. Given a time window W q and a set of adjacency matrices A W q = {A 1,W q , A 2,W q , . . . , A r,W q } of a multi-relational network with respect to W q , the aim of DMNMF is to find a nonnegative assignment matrix P W q and connectivity matrix {Q j,W q } j=1,...,r . Assignment matrix P W q is an m × c matrix representing the possibility of each node belonging to a cluster within W q . Connectivity matrix {Q j,W q } j=1,...,r is also an m×c matrix representing the connectivity within each cluster amongst m series with respect to the j − th relation within W q . Then,
In real-life applications, the evolutionary trends of the clusters should be smooth between adjacent time stamps, not drastic oscillations which may be introduced by noisy data [27] . Therefore, we introduce a smooth constraint to the objective function of Equation (2), and the new objective function is defined as:
The objective of Equation (6) is to factorize the set of adjacent matrices A W q into the nonnegative factors P W q and VOLUME 6, 2018 
Proof:
, µ kl , as show at the bottom of the next page, then we have Equation (7). [32] , µ ik , as shown at the bottom of the next page, then we have Equation (8) .
Algorithm 3 describes the overall DMNMF procedure, which guarantees that the objective function converges to a local minimum based on Theorem 3 and Theorem 4. After obtaining the assignment matrix P * W q , the cluster structure of the multi-relational network G W q with respect to time window W q can be discovered.
Similar to the Algorithm 2, the overall computational complexity of Algorithm 3 is O(m 2 cr +mc 2 r) . Let the time points 
. . , n be divided into w time windows, and considering the complexity of network construction, then the complexity to cluster an r-variables time series is O(w(rm 2 n 2 + m 2 cr + mc 2 r)).
VI. EXPERIMENTAL EVALUATIONS
In this section, we present our experimental evaluations including the clustering performance of the proposed algorithms, the convergence of the update rules for minimizing the objective function, and the parameter sensitivity. Comparative experiments were conducted using different algorithms on the same datasets.
A. DATASETS
Six datasets are used in our experiments. Five are Robot Execution Failures datasets taken from the UCI repository [21] , and the sixth is the Naturalistic Mobile devices-based Human Activity dataset (NMHA) [36] .
1) ROBOT EXECUTION FAILURES
The Robot Execution Failures dataset includes five datasets defining five different learning problems: LP1, failures in approach to grasp position; LP2, failures in transfer of a part; LP3, position of part after a transfer failure; LP4, failures in approach to ungrasp position; and LP5, failures in motion with part. Each dataset contains force and torque measurements from a robot after failure detection, and each failure is characterized by 15 force/torque values collected at regular time intervals starting immediately after failure detection, where Fx1 . . . Fx15 is the evolution of force Fx in the observation window, and the same for Fy, Fz, and the torques Tx, Ty, and Tz. The total observation window for each failure instance is 315 ms.
2) NMHA
HMHA is a dataset containing human behavior activity samples collected from 390 subjects utilizing smart phones equipped with three-axis accelerometers, where each acceleration signal contains 1346 measurement values. The important statistics of these datasets are summarized in Table 3 .
-LP1: 24% normal, 19% collision, 18% front collision and 39% obstruction.
-LP2: 43% normal, 13% front collision, 15% back collision, 11% collision to the right and 19% collision to the left.
-LP3: 43% ok, 19% slightly moved, 32% moved and 6% lost.
-LP4: 21% normal, 62% collision and 18% obstruction.
-LP5: 27% normal, 16% bottom collision, 13% bottom obstruction, 29% collision in part and 16% collision in tool.
-NMHA: 39 falling, 39 jumping, 39 running, 39 sitting, 39 standing-stand to sit-sitting, 39 standing-walkingstanding, 39 step-walking, 39 walking-quickly, 39 walkingdownstairs, 39 walking-upstairs.
B. PERFORMANCE METRICS
We use four metrics to evaluate the performance of our proposed algorithm: Rand Index (RI) [12] , Adjusted Rand Index (ARI) [13] , Normalized Mutual Information (NMI) [13] , and Purity [33] . These metrics can be computed by comparing clustering results with the correct class labels provided by the UCI and [36] . Let m be the total number of series, C q be the set of series in the q-th class of the dataset, and C p be the set of series in the p-th cluster generated by a clustering algorithm; m p , m q , and m pq are the numbers of series in clusters C p , C q , and both clusters C p and C q , respectively. TP (true positive) is the number of time series pairs that are correctly put in the same cluster, and TN (true negative) is the number of pairs that are correctly put in different clusters.
The RI measures the percentage of correct decisions made by an algorithm and is defined as RI = Similar to NMI, a larger Purity means better performance.
C. COMPARED ALGORITHMS
To demonstrate how our method improves clustering performance, we compare it with the following three clustering algorithms: 1) SymNMF [17] SymNMF is a general framework for signal-relational graph clustering, which is based on a similarity measure between data points, and it factorizes a symmetric matrix containing pairwise similarity values (not necessarily nonnegative). SymNMF inherits the advantages of NMF by enforcing nonnegativity on the clustering assignment matrix. In our experiments, we model a multi-relational network G = {G 1 , G 2 , . . . , G r } as a signal-relational network G = (X , E) by enumerating all edges of G j ∈ G, i.e., E = r j=1 E j . Thus, G = (X , E) is an aggregate representation of all singlerelational graphs, which we call the union graph. To identify time series clusters, we use SymNMF to factorize G . The aim of using SymNMF is to investigate whether the joint factorization of multiple relation matrices is superior to the factorization of a signal relation matrix on the union graph.
2) MultiLevel [1] MultiLevel is a network community detection algorithm based on the modularity score. In the MultiLevel algorithm, all edges are first removed, and each node is considered a community. At each iteration, the algorithm determines which of the original edges, if added to this network, generates the greatest increase in modularity. Then, this edge is inserted into the network and the two nodes (or communities) are merged into a single node, the process then starting again with the merged communities. The process stops when there is just one node in the network. Each iteration of the algorithm generates a possible solution, but the best partition is that with the highest modularity. Reference [7] concluded that the best clustering results are achieved by using the MultiLevel algorithm with the ε-NN construction method and the DTW distance function, so we use the MultiLevel algorithm on the union graph G to identify time series clusters. The aim of using MultiLevel is to investigate whether the matrix factorization-based approach is superior to the nonfactorization-based approach.
3) HMM-PAM [9] HMM-PAM is an approach to cluster multivariate time series based on hidden Markov models (HMMs). HMM-PAM first maps each multivariate time series into an HMM by associating the probability density P γ i to the series X i , where γ i is a set of parameters that have been chosen to maximize the probability of observing series X i . Then, the symmetrized Kullback-Leibler (KL) divergence [18] D(P γ i , P γ j ) between probability densities P γ i and P γ j is defined as the distance D(X i , X j ) between series X i and X j . Finally, the partition around medoids (PAM) [16] is used to perform clustering. PAM takes the distance matrix D ij ≡ D(X i , X j ) as its sole input. The aim of using HMM-PAM is to investigate whether the community detection-based approach is superior to the HMM-based approach.
D. EXPERIMENTAL RESULTS (MNMF)
Based on the conclusions of [7] , we use the ε-NN construction method with the DTW distance function in our experiments. Since the final results of MNMF depend on the initial values, we run MNMF 20 times and obtain the clustering results with the minimal value of the objective function. The convergence condition for MNMF is J (P, Q 1 , . . . , Q r ) < δ, where J (P, Q 1 , . . . , Q r ) is the absolute increment in the objective function values in adjacent iterations, and δ is an error threshold. Tables 4-7 present the RI, ARI, NMI, and Purity of MNMF, SymNMF, MultiLevel, and HMM-PAM on six datasets. For all datasets, the best performing model is shown in bold.
1) CLUSTERING PERFORMANCE
In these experiments, the HMM hidden state is set to 5, and the values of distance threshold ε, the regularization term coefficient λ, and the threshold δ for the convergence of MNMF with respect to the six datasets are shown in Table 8 .
It can be seen that MNMF achieves the best performance on the LP1-5 datasets with significant improvements over the benchmark methods. On NMHA, MNMF just obtains the best NMI. While SymNMF, MultiLevel, and HMM-PAM each have their own advantages, some methods work well on this dataset while others do not. In general, MNMF yields the best overall average RI, ARI, NMI, and Purity, suggesting that it effectively clusters multivariate time series via multi-nonnegative matrix factorization in multi-relational networks. Figure 4 shows the values of elements in assignment matrix P of MNMF on six datasets, which represent possibilities of each node belonging to each cluster. Each node is assigned to the cluster corresponding to the max possibility. 15, 8, 2, 5, 43, and 178 series are clustered incorrectly in the six datasets, respectively. Figure 4 shows that the performance of MNMF is better on LP1-5 than on NMHA, where 13 series of ''running'' are clustered into the cluster ''jumping'', 24 series of ''step walking'' are clustered into ''standing→walking→standing'', 12 series of ''walking quickly'' are clustered into ''walking downstairs'', and 13 series of ''walking downstairs'' are clustered into ''walking upstairs''. 2) CONVERGENCE Figure 5 shows the convergence curves of MNMF on the six datasets, where the y-axis denotes the objective function and the x-axis denotes the number of iterations. We can see that the update rules for minimizing the objective function of MNMF converge very quickly, usually within 500 iterations.
3) PARAMETER INFLUENCE
MNMF has three essential parameters: the distance threshold ε for network construction, the regularization term coefficient λ, and the threshold δ for convergence. Figure 6 shows how the RIs of MNMF, SymNMF, and MultiLevel vary with parameter ε, and Figure 7 (a) and (b) show how the RIs of MNMF vary with parameters λ and δ, respectively. The ARI, NMI, and Purity are similar, so are not presented in detail.
As seen in Figure 6 , MNMF is more stable than SymNMF and MultiLevel with respect to parameter ε on all six datasets. On LP1, LP4, and LP5, the RIs of SymNMF and MultiLevel decrease with increasing ε when ε < 0.7 but are stable after ε ≥ 0.7. On LP2 and LP3, SymNMF and MultiLevel achieve good performance when ε varies from 0.2 to 0.8. On NMHA, MNMF achieves good performance when ε > 0.3 and MultiLevel has a greater RI when ε varies from 0.4 to 0.6, but the RI of SymNMF decreases as ε increases within [0.1, 1.0]. Figure 7 (a) shows the RIs of MNMF vs. the regularization term coefficient λ on the six datasets studied, where δ = 1E − 5, while Figure 7 (b) shows the RIs of MNMF vs. the convergence threshold δ on the six datasets, where λ = 0.1. It can be seen that MNMF is quite insensitive to λ and δ and achieves high performance with a broad range of parameters.
E. EXPERIMENTAL RESULTS (DMNMF)
To trace the evolutionary trends of clusters, we divide the time in NMHA into intervals and exchange values of some series for some time intervals, which represents some subjects changing their activities during these intervals. For example, we exchange acceleration signals of the first subject with those of the fortieth subject during the second interval, indicating that the first subject is falling during the first interval but jumps during the second interval. Figure 8 presents the evolutionary trends of clusters of NMHA, where ''x-r'' represents the x-th time interval and r-th variable. From Figure 8 , we can see that some subjects belong to different communities during different intervals, so DMNMF can trace the evolutionary trends of clusters.
VII. CONCLUSIONS
Clustering time series and other data sequences has become an important research area motivated by several real-world applications such as similarity searching in medicine and astronomy. There are also challenges in developing methods that recognize dynamic changes in time series. Considering the complexity of multivariate time series, here we propose the MNMF algorithm to cluster multivariate time series. The proposed approach reveals intra-similarity within each variate and incorporates the inter-similarity across distinct variates into clustering by transforming a set of multivariate time series into a multi-relational network and jointly factorizing multiple adjacent matrices. Furthermore, the DMNMF algorithm for dynamic multi-relational networks is proposed to trace the evolutionary trends of clusters. The proposed approach significantly improves clustering performance in our experiments. 
