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Abstract. An illumination design method that incorporates the entire 3-D geometry between the optical surface
and target plane into the ray mapping calculation has been developed. The resulting mapping relationship is
integrable along the specific contours of the optical surface instead of a 2-D plane. The method is capable of
creating extremely high performance, off-axis designs (97% uniformity at 54-deg off-axis), and since it explicitly
accounts for system geometry, appears to be easily generalizable. © 2019 Society of Photo-Optical Instrumentation Engineers
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1 Introduction
With ever-growing manufacturing capabilities, freeform sur-
faces are quickly making their way into the world of optics.
In the context of illumination design, these freeform surfaces
can provide arbitrary degrees of freedom, allowing for com-
plete control over a given point source light distribution. This
freedom comes at the cost of increasing design complexity,
which has not been completely solved at the time of this
publication. To realize the full capabilities of this freedom,
a robust method for generating a freeform optical surface for
any conceivable geometry is still needed.
In general, the illumination design process requires
the calculation of two parameters: a mapping relationship
between the source and target energy distributions and a sur-
face capable of redirecting the light according to that map-
ping. Although powerful simultaneous solutions for both
parameters do exist, for example,1,2 they are often limited
by their complexity making a general solution for a variety
of conditions difficult. To overcome this problem, the map-
ping relationship and surface profile are often calculated in
separate steps by first establishing a mapping correspon-
dence between the source and target energy distributions
and then constructing a surface normal field that directs
the source rays toward the target locations. Finally, an optical
surface can be built according to this normal field.
In our previous paper, we pointed out that a lack of
geometrical information in the mapping calculation poses
a fundamental problem with this two step method.3 While
our previous approach showed a significant improvement
over traditional means, it was unable to completely remove
the curl in the remaining vector field. This meant that con-
structing a smooth surface to completely enforce the desired
mapping relationship was impossible.4 At the time of our
publication, we believed that this shortcoming was due to
the fact that optimum transport theory could only account
for the location, not the direction of the light rays. While
this is true, it is only a side-effect of the fact that our ray
mapping relationship, u, was only constructed for two
dimensions:
EQ-TARGET;temp:intralink-;e001;326;532u∶R2 → R2: (1)
Although we calculated the light energy distribution in
three dimensions, the actual mapping correspondence was
performed between x and y values on the lens and target
plane. For surfaces with gradual changes in z, this simplifi-
cation does not pose much of a problem because the cost
function of the mapping calculation is mostly driven by
the larger differences in x and y. But for surfaces with
large height variations (which are especially common when
designing for off-axis illumination), the errors from this 2-D
approximation become increasingly apparent. See, for exam-
ple, Fig. 1 where we consider two rays in our mapping
calculation. Here, P denotes the surface of the lens and
T is the target plane.
While ~a and ~b are clearly oriented in different directions
with unequal magnitudes, they travel equal distances along
x. If we assume a standard cost functional for our mapping
relationship that depends on the distance in x only, then
EQ-TARGET;temp:intralink-;e002;326;323cðPx;TxÞ ¼ jPx − Txjn; (2)
where Px;Tx denote the x co-ordinate on the surface and
target, respectively, and n ∈ Rþ (typically, n ¼ 2 to denote
a quadratic cost), our calculation will be the same for both
vectors. This inhibits our mapping calculation from under-
standing the full information of the geometry, which leads
to mapping relationships, which are integrable along a flat
plane but not along the specific shape of the optical surface.
2 Vector Normalization
As an example of this effect, we looked at the design of
an off-axis, reflective system with geometry shown in Fig. 2.
A 40 deg circular aperture collected a Lambertian point
source and reflected the light onto a 200 mm × 200 mm
uniform square target 54 deg off-axis.
To evaluate system performance, we computed the
residual z component of the curl in the mapping relationship
in two ways. First, we looked at the vectors between the
x and y components at the input and calculated output
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locations of the mapping relationship in Fig. 3(a).
Unsurprisingly, the curl of this vector field was extremely
close to zero, as shown in Fig. 3(b), because our mapping
calculation was performed on two planar regions between
the input and target. But when we then looked at the
x and y components of the full 3-D vector field between
the surface and target in Fig. 3(c) by normalizing according
to
EQ-TARGET;temp:intralink-;e003;63;276u ¼ T → P ¼
D
Px − Tx;Py − Ty
E
j
D
Px − Tx;Py − Ty;Pz − Tz
E
j
; (3)
we find there is still curl in the mapping relationship that is
not accounted for in the planar approximation. We can see in
Fig. 3(d) that this remaining curl corresponds directly to the
errors in the final irradiance pattern of our design, which can
be seen in Fig. 4.
Since this curl cannot be accounted for using the planar
approximation, a method to incorporate the 3-D vector infor-
mation into the calculation is imperative. However, with
a closer inspection of Figs. 3(c) and 3(d), we realize that
we have discovered exactly such a method. By normalizing
the vectors, the x and y components are scaled appropriately
so that the distance traveled in z is implicitly embedded into
the calculation of vector curl. Effectively what we have done
by normalizing the x and y components is to translate the
problem of point-to-point mapping into a new problem,
where points are mapped to directions, which are aimed
at the target locations. Figure 5 shows this more explicitly.
In this paper, we propose this point-to-wavefront mapping
through vector normalization as a way to perform extremely
accurate 3-D mapping calculations within the framework that
has been developed for 2-D optimal transport.
3 Reducing Curl for Optimal Transport
The L2 Monge–Kantorovich problem has applications reach-
ing far beyond optics and into fields such as statistics, func-
tional analysis, and atmospheric sciences.5,6 An important
result from these studies is the existence of a unique optimal
mapping, u˜, which can be described as the gradient of
a convex function w, i.e., u˜ ¼ ∇w.7–12
To arrive at this optimal solution, since our original map-
ping u is a vector field, we can always decompose it into
two terms:
EQ-TARGET;temp:intralink-;e004;326;553u ¼ ∇wþ χ; (4)
where we select ∇w as the curl-free term, using the property
that for any scalar potential, the curl of the gradient is always
zero, i.e., ∇ ×∇w ¼ 0. Subsequently, the second term then
contains all of the curl and is divergence-free, such that
divχ ¼ 0. Importantly, we can see that to reach the optimal
mapping u˜, we must reduce the term containing all of the
curl, χ, to zero.
To do this, we utilize the evolution equation proposed by
Haker et al.:7
EQ-TARGET;temp:intralink-;e005;326;423
du
dt
¼ − 1
μ0
Du∇⊥ðΔ−1divu⊥Þ; (5)
where Δ−1divu⊥ denotes the solution of the Poisson
equation:
EQ-TARGET;temp:intralink-;e006;326;358Δf ¼ −divu⊥; (6)
where μ0 is the density map in the source domain, Du is
the Jacobian determinant, and ðx; yÞ⊥ denotes a rotation
by 90 deg in R2. Given an initial mapping relationship, u,
this equation solves for a new mapping, u˜, by removing
the curl through a standard gradient descent evolution.
Previously, optimal transport problems of this type have
been solved between parallel planes in R2.13 With the pro-
posed method, we are now able to account for the entire 3-D
geometry of the problem by mapping to the normalized
wavefront of a vector field by calculating u according to
Eq. (3).
One added difficulty of working with normalized vectors
is that during the iterative process, the vector components ux
and uy point toward varying locations on the surface. This
means that with each iteration, the vectors need to be renor-
malized according to the new surface positions. Since the
changes are inherently small, we can incorporate a modified
version of Euler’s method to solve for the intersection point
between the vector and the tangent to the surface normal,
as shown in Fig. 6.
Knowing that a vector starts from P1 in the direction of ~v1
and the tangent vector starts from P2 in the direction of ~v2,
we can create a system of parametric equations for the lines
as a function of arbitrary length variables t1 and t2, which can
Fig. 1 Ray diagram showing how differently oriented vectors from
the target plane T to the lens surface P can have similar values
when projected to the x -y plane.
Fig. 2 Test geometry for the 54 deg off-axis design shown in
LightTools simulation software. The surface was placed 10 mm
above the source and tilted slightly toward the target plane to avoid
obscuration from the source. The angular offset was measured as
the angle between the surface normal at the center of the target
plane and the source.
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be solved simultaneously for the new co-ordinate on the
surface where the two intersect as follows:
EQ-TARGET;temp:intralink-;e007;63;109P1 − P2 ¼ t2~v2 − t1~v1: (7)
Using the new surface locations, P 0 ¼ t1~v1, we can then
recalculate the normalized vector field according to Eq. (3).
4 Jacobian of the Warping Map
One important aspect of this approach to address is the fact
that we are calculating transport in a distorted frame.
Although normalization works with vector fields, when deal-
ing with physical properties, such as the light distribution in
space, it does not necessarily make sense. In Fig. 7, we can
see the difference between the x-y locations on the lens sur-
face (a) and the x-y values of the normalized vector field (b).
Typically, distortions between the source and target
geometries are accounted for using the Jacobian determinant.
Fig. 4 Resulting irradiance distribution from the surface constructed
according to the 2-D mapping relationship analyzed in Fig. 3.
Fig. 5 By normalizing the x components of the mapping uðxÞ, any
vector of unit magnitude with x component equal to uðxÞ will land
on the desired surface location. This method works in the y direction
as well but was shown in 2-D for simplicity.
Fig. 3 (a) x -y components of the mapping relationship demonstrated as the deformation of a unit grid.
(b) Z component of the curl in the mapping relationship between the calculated x and y values in
the source and target plane (note the error is on the order of 10−15). (c) The x and y components of
the normalized mapping relationship. (d) Z component of the curl in the mapping relationship using
the x and y components of the normalized 3-D vectors between the lens surface and the target.
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Take, for example, Fig. 8, where a nonlinear map f turns
small squares into distorted parallelograms.
While the differential area of the squares on the left is
easily calculated as the multiple of each differential,
dA ¼ dxdy, the warped geometry requires an additional
factor corresponding to the nature of f such that
EQ-TARGET;temp:intralink-;e008;63;470dA ¼ Dudxdy; (8)
where Du is referred to as the Jacobian determinant.
Since the Jacobian works to conserve differential areas
between the source and target planes, the x-y locations on
the actual surface need to be used when calculating the
Jacobian to produce a mass-preserving mapping relationship.
However, if the stable stepsize described in Ref. 7 is to be
used, a uniform scaling needs to be introduced such that
the total magnitude of the Jacobian calculated on the optical
surface is equal to that when calculated from the vector
field. Otherwise, a separate scheme for determining stepsize
will need to be developed.
In the following sections, we demonstrate the effective-
ness of the proposed method in designing off-axis illumina-
tion systems, one of the most challenging problems in
illumination design.
5 Reflective Freeform Surface
Utilizing the same geometry described in Fig. 2, we calcu-
lated a mapping relationship using the method described in
Ref. 3. Then, we utilized the procedure described in Sec. 3
to remove the remaining curl in the 3-D vector field.
Equation (6) was solved using MATLABS PDE toolbox,
and the Jacobian of the warping was evaluated with a stan-
dard upwind scheme. The step size we used for iterations was
the one described by Haker et al.:7
EQ-TARGET;temp:intralink-;e009;326;505 in
x;i
 1μ0 ð∇
⊥Δ−1divu⊥Þi

−1
(9)
to ensure stability during calculation. The results after 228
iterations are shown below in Fig. 9 with the convergence
plot in Fig. 10. As you can see, the peak curl was reduced
by more than an order of magnitude.
After building an optical surface to enforce the calculated
mapping in the same manner as in Refs. 3 and 15, the per-
formance of this method was tested against our previous
method below in Fig. 11. The uniformity within the target
region is quite good at 97% even at 54 off-axis.
6 Refractive Freeform Surface
To demonstrate the versatility of this method, we also
designed a 20-mm off-axis, refractive lens using a simple
x-y mapping method to generate our initial surface (see
Secs. 8 and 9 for details). A square subtending a 71 collec-
tion angle of a Lambertian point-source was directed onto a
200 mm × 200 mm target 100 mm away. The first surface
Fig. 6 Given a small enough step size, the new surface point can be
approximated as the intersection between the calculated vector ~v1
and the tangent vector to the surface normal ~v2.
Fig. 7 x -y components of (a) the optical surface and (b) the normalized vector field (down sampled to
prevent aliasing).
Fig. 8 A nonlinear map warps the shape of differential areas from
squares to parallelograms. Image from Ref. 14.
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was a sphere of radius 2 mm while the second surface was
freeform with a height at the vertex of 10 mm. A diagram of
this setup is shown in Fig. 12.
After using Eq. (3) to calculate the vector field between the
surface and target plane, we used the method in Sec. 3 to
remove the remaining curl. The results after 69 iterations
are shown below in Fig. 13 with the convergence plot in
Fig. 14. A careful inspection of the remaining curl reveals
a direct correspondence to the triangular mesh generated to
solve the PDE.
Fig. 9 Residual curl of the mapping using (a) our previous method and (b) the proposed method.
Fig. 10 Convergence plot of the total curl versus number of iterations.
The total runtime for this example was just over 2 min.
Fig. 11 Irradiance patterns at 54 off-axis for (a) our previous method and (b) the proposed method.
The corresponding uniformities within the 200 mm × 200 mm target are 56% and 97%, respectively.
The irradiance uniformity was calculated as 100%(1-RMS deviation/mean) on the entire 101 × 101
grid with a 3 pixel smoothing kernel to reduce statistical error from the raytracing.
Fig. 12 Test geometry for the off-axis refractive design shown in
LightTools simulation software.
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We constructed an optical surface using the same method
described in Sec. 5, with the addition of a spherical surface
concentric to the source, which was generated by setting the
input and output vector fields equal. The results before and
after curl reduction are shown below in Fig. 15.
Although the attainable performance of this method is
slightly worse when starting with a higher initial curl from
the x-y mapping, this example demonstrates the generaliz-
ability of the proposed method as an easy way to improve
any mapping calculation whether it is a far off-axis reflector
requiring optimal transport calculations or a quick design
using simple separation and integration.
7 Conclusion
The above method has been shown to construct an extremely
uniform illumination system even in a difficult setup such as
off-axis design. Additionally, since the method is only a
slight modification to the already existing optimum transport
theory, we believe it should easily be generalizable and are
optimistic that it will work in any framework in which a
wavefront of 3-D vectors can be substituted for mapping
co-ordinates, where potential applications extend beyond
the scope of illumination design.
Currently, the key limitation in this method is that we are
still working with the x-y co-ordinates of what is a 2-D sur-
face embedded in 3-D space. In regions where the surface
doubles over itself (as is typical in hemispherical refractive
Fig. 13 Residual curl of the mapping from (a) the X -Y mapping method and (b) after curl reduction.
Fig. 14 Convergence plot of the total curl versus number of iterations.
The total runtime for this example was just over a minute.
Fig. 15 Irradiance patterns generated by (a) the x -y mapping calculated on a dummy plane and (b) the
proposed method. The corresponding uniformities within the 200 mm × 200 mm target are 84% and
97%, respectively. The irradiance uniformity was calculated as 100%(1-RMS deviation/mean) on the
entire 101 × 101 grid with a 3 pixel smoothing kernel to reduce statistical error from the raytracing.
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lenses) or the gradient of the x-y locations differs from the
surface gradient [see, for example, the residual light varia-
tions in Fig. 15(b)], the method is not fully able to account
for these variations. To overcome this, we need to implement
the calculations of Secs. 3 and 4 [in particular Eq. (5)] along
the surface of the lens, which will be the subject of future
work.
8 Appendix A: Convergence and Stability
For the examples described in Secs. 5 and 6, our stopping
point for the curl reduction was set to occur after the first
time the curl increased from one iteration to the next.
Although the original method described in Ref. 7 asymptoti-
cally approached a global minimum, in this approach, we
are changing the vector field after each iteration. Eventually,
we reach a point where the improvement in the vector
field during each iteration is of the same magnitude as the
change in the vector field introduced by normalization.
Looking at Fig. 16, we can see the effect this has on system
performance.
After reaching the minimum curl, the variable step size is
used in calculation spikes (in response to the tiny value of
vector curl). This spike is amplified by the vector normali-
zation and forces the calculation out of its local minimum
before settling into a slightly higher region that remains con-
stant between the alternating vector normalization and curl
reduction steps. Although this region itself is still quite
stable, we found that the best performance is achieved by
stopping before this happens.
This value of the minimum point depends on the geom-
etry of the system, the quality of the initial mapping relation-
ship, and the resolution of the PDE solver used. If the initial
mapping relationship is too poor, the Jacobian can become
numerically unstable. See Fig. 17 for an example.
To solve this problem, a compromise needs to be made
between mass preservation and curl reduction. Usually,
this is as simple as applying a smoothing function to the
Jacobian.
9 Appendix B: X-Y Mapping
To calculate the initial transport map in Sec. 6, we used sep-
aration of variables on an intensity distribution sampled on a
plane in front of the source. Our solution is almost identical
to Sec. 3.2 found in Ref. 7 but is included here for conven-
ience to the reader. According to energy conservation, we
know that the total energy between the two regions must
be preserved, which we can write as follows:
EQ-TARGET;temp:intralink-;e010;326;520
ZZ
I1ðx; yÞdxdy ¼
ZZ
I0ðx; yÞdxdy: (10)
We first establish the mapping along the x axis, uxðxÞ,
that we define by
EQ-TARGET;temp:intralink-;e011;326;455
Z
uxðxÞ
0
Z
I1ðχ; yÞdχdy ¼
Z
x
0
Z
I0ðχ; yÞdχdy: (11)
Here, I0 and I1 denote the source and target irradiance
distributions, and χ is a dummy variable. Differentiating
the above with respect to x yields the following:
EQ-TARGET;temp:intralink-;e012;326;379u 0xðxÞ
Z
I1ðuxðxÞ; yÞdy ¼
Z
I0ðx; yÞdy: (12)
We can then establish a mapping along the y axis, uyðx; yÞ
according to
EQ-TARGET;temp:intralink-;e013;326;314u 0xðxÞ
Z
uyðx;yÞ
0
I1ðuxðxÞ; yÞdy ¼
Z
y
0
I0ðx; yÞdy; (13)
Fig. 16 Convergence plot of the total curl versus number of iterations
and the step size used for each iteration.
Fig. 17 Jacobian of the warping map (a) at the start of the iterations and (b) when the iterations become
unstable. On a small gridsize, those abrupt peaks can lead to numerical instability, hindering
performance.
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where we introduce another dummy variable, η.
Differentiating the above with respect to y gives us as
follows:
EQ-TARGET;temp:intralink-;e014;63;719u 0xðxÞu 0yðx; yÞI1½uxðxÞ; uyðx; yÞ ¼ I0ðx; yÞ; (14)
where we can substitute Du ¼ u 0xðxÞu 0yðx; yÞ and
u ¼ ðuxðxÞ; uyðx; yÞÞ to arrive at the mass preserving
relationship:
EQ-TARGET;temp:intralink-;e015;63;655DuI1ðuÞ ¼ I0ðx; yÞ: (15)
Knowing that this mapping satisfies the requirement of
mass preservation, we can go back and solve for uxðxÞ
and uyðx; yÞ. In our example, where I1 is a uniform rectangle,
we arrive at the following mapping relationship:
EQ-TARGET;temp:intralink-;e016;63;580uxðxiÞ ¼
R xi
0
R
Y
0 I0ðx; yÞDudxdyR
X
0
R
Y
0 I0ðx; yÞDudxdy
; (16)
EQ-TARGET;temp:intralink-;e017;63;533uyðxi; yi;jÞ ¼
R yi;j
0 I0ðxi; yÞDudyR
Y
0 I0ðxi; yÞDudy
; (17)
where X and Y denote the size of the sampling plane.
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