Mobile Ambients (MA) have acquired a fundamental role in modelling mobility in systems with mobile code and mobile devices, and in computation over administrative domains. We present the stochastic version of Mobile Ambients, called Stochastic Mobile Ambients (SMA), where we extend MA with time and probabilities. Inspired by previous models, PEPA and Sπ, we enhance the prefix of the capabilities with a rate and the ambient with a linear function that operates on the rates of processes executing inside it. The linear functions associated with ambients represent the delays that govern particular administrative domains. We derive performance measures from the labelled transition semantics as in standard models. We also define a strong Markov bisimulation in the style of reduction semantics known as barbed bisimulation. We argue that performance measures are of vital importance in designing any kind of distributed system, and that SMA can be useful in the design of the complicated mobile systems.
Introduction
Realistic models of distributed, mobile systems include performance measures and quantitative assessments of uncertainty. Performance evaluation is crucial in order to quantify the behaviour of complex interactive systems with respect to users' quality of service (QoS) constraints [12] . Process algebra is a suitable formalism for concurrent complex systems, though in its classical development, takes into account only qualitative behaviour; see, for instance, CCS, ACP, CSP. The main advantage of process algebra is the compositionality of the description of complex systems: the behaviour of the entire system is derived by the behaviours of its components.
In the last twenty years, a lot of effort has been made to endow descriptions given in a process algebraic setting with performance metrics, in order to obtain formal specifications of complex systems. Some stochastic process algebras have been proposed PEPA [13] , IMC [3] , EMPA [1] , Sπ [24] . Yet, those models are based on classical style concurrent languages. In this paper we are concerned with extending stochastic process algebra with more recent generation of calculi. The main motivation for this work is the attempt to enhance with time and probabilities formal semantics models for networking. Similar work has been carried out by Di Pierro, Hankin and Wiklicky [23] and De Nicola, Latella and Massink [20] for the process calculus KLAIM. We consider in this paper Mobile Ambients (MA). The basic idea underpinning MA is that any kind of computation on the Internet, from accessing web-pages to routing packets, is about crossing physical or virtual boundaries and gaining access to administrative domains. MA aims to represent locations, mobility and administrative domains -concepts that were not directly modelled in previous classical calculi such as CCS, or CSP. The main advantage of MA is the simple underlying, unifying concept of ambient. Ambients are meant to represent administrative domains; they have a tree structure, possibly containing sub-ambients. The notion of access and mobility is captured by the operational semantics, where processes equipped with the appropriate capability can freely enter or exit an ambient.
In the community of programming languages, MA has become very popular [6, 7, 21, 8, 29] and different dialects have been proposed, like Safe Ambients [15] , Safe Ambients with Passwords [16] , Boxed Ambient [4] , Robust Ambients [10] , and the Push and Pull Ambient Calculus [22] , to name but a few. Whilst the qualitative aspects of computation -equivalence checking, absence of deadlock, noninterference via type systems -are widely studied in MA and its dialects, quantitative aspects of computation have been largely neglected so far.
We believe that since MA models mobile distributed computation quite well, adding time and probabilities (i.e. stochastic quantities) to it can be a real benefit to the aim of modelling real life applications.
In this paper we present an extension of MA with continuous time delays and probabilities, where the underlying model is Markovian. This implies that, in our stochastic process algebra, each action is delayed by an amount of time sampled from a negative exponential distribution, which yields indirectly, through a race condition, the probabilities of the choices of the next action to be performed. We call this calculus Stochastic Mobile Ambients (SMA). To define SMA we proceed as in previous models [13, 24, 12 ], but we make particular and unique use of the primitive ambient. We augment the prefix of the capabilities with a rate λ, i.e. in (n, λ), out (n, λ), open (n, λ), and each ambient with a linear function f that influences the rate of the computation, i.e. n [P ] f . This means that we can regard each ambient as running at a particular speed. As in standard (PEPA [13] , and Sπ [24] ), the rates of the prefixes are the only information necessary for specifying completely the (random) delay of processes, this sampled from the negative exponential distribution. The function associated with the ambients influences the delay which governs that particular administrative domain. Thus, when ambient migrates, its delay is influenced by the the function that governs the parent ambient. This carries a deep meaning in terms of capturing the semantics of distributed systems. Having localities that run at different speeds is the semantic difference between simple concurrent systems and distributed ones. This lies in the fact that, the same process at different localities behaves in different ways.
We also contribute to the paper with the definition of stochastic strong bisimulation [3, 13] . The bisimulation defined in this paper is different from standard stochastic bisimulation defined in on labelled transition systems . In ambient calculus in general, purely labelled bisimulation is problematic. Any labelled transition system has to be second-order, i.e.P P ′ −→ P ′′ , where the label P ′ is not a simple action but a process. It is known from the literature on process algebra that with this kind of labelled transition system, it is difficult to define bisimulation [28, 27] . The Ambient calculus is no exception. The barbed bisimulation [19] , however, takes into account only reductions via synchronisation, and use a special predicate that entails the point of view of an observer. In CCS it has been proved that labelled and barbed bisimulations are equivalent [19] . In this paper, we define a stochastic strong bisimulation on top of the barbed one, and we will see that this relation does yield some interesting laws unique to MA.
The paper is organised as follows: in Section 2 we review essential properties of Markov processes; in Section 3 we present the Stochastic Mobile Ambients: the syntax and labelled transition system semantics; in Section 4 we show how the Markov model can be derived; in Section 5 we present an application of our work; in Section 6 we introduce our notion of strong Markovian bisimulation; the paper concludes in Section 7.
Markov Model

Preliminaries
We first give the basic definitions required for the Markov process that will provide the underlying quantitative model for the Stochastic Mobile Ambients. We do not introduce the elementary notions of probability theory; the interested reader is referred to [26, 11, 9] instead. We reserve the capital letters X, Y, Z to indicate random variables, which are real-valued functions (possibly real vector-valued functions) on some space S (in our case, a set of processes), e.g. X : S → IR. We use F, G for probability distribution functions. Definition 2.1 A negative exponential random variable X with rate (or parameter) λ has probability distribution function F defined by
A stochastic process is a family of random variables {X(t) : t ∈ T } where X(t) takes values in (i.e. has as range) a set S⊂ IR d called its state space. The state space can be discrete (e.g. integers) or continuous, normally the real numbers, or (d-fold) product space thereof. The set T is usually interpreted as the time (integer or real). In this paper, we consider non-negative continuous time only. A Markov Process is a stochastic process in which the probabilistic future behaviour ('evolution' of the system) depends only on the current state. In other words, stochastically, the past history of the process does not influence its future behaviour.
Definition 2.2
Consider the state space S def = {s i : i ∈ IN}. The family of random variables {X(t), t > 0} is a Continuous Time Markov Chain (CTMC) with state space S if, for all n ∈ IN and for each sequence of time instances t 1 < t 2 < . . . < t n−1 < t n , we have :
The above Markov property is also called memoryless, in the sense that the probability of being in state s n at time t n depends only on the system's state (s n−1 in the definition) just after the most recent transition (at time t n−1 ). It can be formally proved, that the only continuous distribution that enjoys the memoryless property is the exponential one [26, 11] .
Another well-known property of the exponential distribution is that it is closed under the minimum operation over a set of random variables. This fact is not true for the maximum. Moreover, by the memoryless property, the probability that a given task with exponential duration completes first out of a set of such tasks is the constant proportional to its rate [26, 11] . Proposition 2.3 For 1 ≤ i ≤ n, let X i be pairwise independent exponentially distributed random variables with rates λ i . Then
The importance of continuous time processes is related to the ability of modelling systems where changes of state can occur at arbitrary moments, and where the intervals between those changes can be of arbitrary length. In computing, this can be interpreted as arrival of jobs at servers, transactions between web-services or connection between different mobile devices.
The Markov model is particularly simple to handle from an analytical point of view, due to the memoryless property. In fact, the memoryless property tells us that "the future is independent of the past" i.e. the fact that an event has not happened yet, tells us nothing about how much longer it will take before it does happen. The time that a system spends in a certain state is called its sojourn time and, in the Markov model, this sojourn time is exponentially distributed in every state. Moreover, the rates λ i of all the exponential sojourn times in states i fully characterise the stochastic behaviour of the system. A CTMC is indeed completely characterised by its generator matrix Q and its initial state distribution. The entries of the generator matrix Q = (q ij ) specify the transition rates: we write q ij ≥ 0 to denote the rate of transiting from state s i to state s j , if i = j; the diagonal entries of the matrix are chosen so as to make all rows sum to zero, i.e. q ii def = − j =i q ij . In every CTMC there is an embedded Discrete Time Markov Chain, DTMC, which can be obtained by considering only the instants at which the system changes state. We write p i,j to mean the probability of moving from state s i to state s j at a transition instant. Thus,
In the next sections we introduce the basic for Stochastic Mobile Ambients. We shall see, later. that the processes define the state space for a CTMC. Also we shall show how to specify the generator matrix along with some analytical measures.
Stochastic Mobile Ambients
The syntax
MA inherits a few operators from previous process calculi such as CCS and the π-calculus [18] . The new primitives are the ambient and a special form of guard that goes under the name of capability. In this section we present the SMA which differs from standard MA in the following ways: we use recursion instead of replication, the capabilities are enhanced with a rate λ, local sum is introduced and the ambient operator is enhanced with a linear function. In the appendix Appendix A we describe the standard ambient calculus. In this paper we do not consider the communication primitives as in the original calculus [7] for simplicity. The results in this paper would not be changed by considering the full calculus. We assume the existence of a set of names N and that the metavariables a, n, m, . . . range over this set.
Definition 3.1
The set of process terms of MA Pr, is given by the following syntax: P, Q ::= 0 nil
where M stands for the capabilities defined by the following grammar:
M Capabilities can be viewed of as terms that enable the ambients to perform some actions. An ambient gains ability to go inside another ambient whose name is n with in (n, λ) capability. An ambient gains ability to leave a parent ambient whose name is n with the out (n, λ) capability. An ambient named n can be dissolved by the means of the open (n, λ) capability. The intuition behind the the capabilities in (n, λ), out (n, λ) and open (n, λ) is that the action enabled in the ambients are exponentially distributed with a possible rate λ. We refer to a possible rate because such rates may be influenced by the ambient where they are located.
0 Nil represents the inactive process, the process that does not reduce. i∈I M i .P i Local sum represents a process that could choose to behave as any process in the form M i .P i , for i ∈ I. We call it local sum (or choice) because it is not a generalised choice among processes, for instance
f is not possible. The choice represents a race condition on the processes, where the fastest one will succeed. The probability of choosing one of the state in the choice is given by Lemma 2.3 (ii).
f Stochastic ambient is composed of three parts: n is the name of the ambient, P is the active process inside and f is a linear function on real numbers, f : IR → IR. The square brackets around P indicate the perimeter of the ambient. If the ambient moves, everything inside moves with it.
The function f is a particular feature present in SMA only. It governs the general rate of computation of a particular ambient. We have chosen a linear function for consistency with the computation of the generator matrix of CTMC. However, any more general function on reals could have been considered.
Representing that a program at different localities runs at different speeds makes the semantic difference between simple concurrent systems and distributed ones. For example, open (n, λ).P | n [0] f ′ can be interpreted as the failure of the server n, where such a failure happens with rate λ. However, assuming that this event was happening inside a bigger local network
f then the rate of failure of the server n inside Net is not longer λ but f(λ). We write n [P ] if the function f is either not relevant or is the identity. P | Q Parallel composition means that P and Q are running in parallel and can execute independently from each other, or else co-operate over certain actions. Different from PEPA and Sπ, cooperation always requires a passive component, making the rate of the action concerned in that co-operation quite simple, since it coincides with the corresponding rate in the active component.
(νa)P Restriction of the name n, makes the name private and unique to P . No other process can use this name for interacting with P . Restriction is a binder and P is its scope. Given a process P , there is a natural notion of free names (fn(P )) and bound names (bn(P )). We omit the definitions which are straightforward. (fix A = P ) Recursion models infinite behaviour. We write P {A/Q} to indicate that every occurence of the identifier A has been substituted by the process Q in P .
Where no confusion is possible, we will use the shorthand M instead of M.0, and n [ ] instead of n [0]. Moreover we will write (νn 1 . . . n k )P instead of (νn 1 ) . . . (νn k )P .
Semantics of SMA
We present here a labelled transition system which defines the semantics of the Stochastic Mobile Ambients calculus. The original mobile ambients has a semantics given in terms of reduction semantics. These two semantics are equivalent. We present here the labelled semantics because makes proofs easier.
Due to the nature of the Mobile Ambients, in order to specify the computational steps that represent one ambient moving into another, or an ambient moving outside another, processes are put on the labels of the transition rules. This kind of labelled transition system is called a second order labelled transition system. The set of first order labels Act 1 is defined as
The set of second order labels Act 2 is defined as
The set of actions Act is defined Act def = Act 1 ∪ Act 2 ∪ {τ }. For the second order labels, we sometime write α(Q) where the meta-variable α ranges over the {in n, in n, out n, (k)in n, (k)out n} and Q over the processes that appear in the label. We naturally extend the notion of free names to labels α written fn(α) in the following way:
With the notation P α r P ′ we mean that a process P performs an action α with rate r and then evolves in P ′ , where α ranges over Act. The rate could be either a positive real number or could be ⊤, which means that the component is passive, and the rate of the transition is dictated by the co-operating process. We shall see in the labelled transition semantics that only ambients enjoy passive rates. A multirelation is simply a relation defined on multisets. A few comments are appropriate for the rules of the semantics.
• In order to understand the second order rules, such as in , out or entered one has to consider the intended reduction among processes in MA (Appendix A). Let's consider the behaviour of an ambient entering a sibling. The basic idea is to model the behaviour of the computation of the process n[in (m, r). f is derived in a compositional way by using the prefix in (m, r).P (rule enter). The deriva-
Fig. 2. Labelled Transition System for internal actions
tion tree for the rule above, using our labelled transition system is the following:
A similar explanation holds for the rule were a child-ambient exit the parentambient. The rules for parallel composition, recursion, choice and restriction are standard.
• In the rule amb becomes clear how the surrounding ambient of a process influences the original rate.
• The rules entered and opened proceed as passive actions, indicated by the rate ⊤ under the arrow. The concept of passive actions, taken from PEPA [13] . It is quite natural to think that an ambient is passive in the co-operation, when opened, entered or exit -by another agent. In PEPA passive actions induce an order that helps in case choice among passive components. In SMA, such an order is not necessary, since choice is local, i.e.
f ′ is not a term of the syntax.
• The rules comm in, comm in * , comm out, comm out * , comm open, par and entered have a symmetric rule that has been omitted.
The underlying Markov model
In this section, we present a method to derive a Markov model from a Stochastic Mobile Ambient specification. The basic idea is that the state space of the underlying Markov model is given by the set of derivatives of the specification's execution, i.e. of the τ actions. This is different from PEPA and Sπ, where the derivatives of visible actions can also be part of the state space of the model. The entries of the generator matrix are the sums of rates associated to a process to the same derivative via τ action. Informally, assume an enumeration the state space of a process P , then if P i , P j are two derivative of P such that P i λ τ P j . The entry of the generator matrix q ij is defined as follows:
With the generator matrix and the initial distribution, or equivalently the initial state of the process, the Markov process is completely characterised.
Definition 4.1 If
Notice that the previous definition is different from a standard labelled transition system such as PEPA. We consider only τ actions, instead of any possible action. The set of derivatives of a process, which can be thought of as the state space of the underlying Markov model, is defined as follows.
Definition 4.2 The derivatives of a Stochastic Ambient Calculus process P , written ds(P ) is the smallest set of processes such that
• P ∈ ds(P );
• if P i ∈ ds(P ) and P i λ τ P j for some λ ∈ IR, then P j ∈ ds(P ).
Let P ∈ Pr. P has finite branching if admits only a finite set of states.
Theorem 4.3 Let P be a finite Stochastic Mobile Ambient process and let ds(P ) be its set of derivatives.
Then, the stochastic process {X(t) | t > 0}, where X(0) = P and X(t) = P j ∈ ds(P ), is a continuous time Markov chain with state space ds(P ).
The proof of this result is similar to [13] .
The exit rate of a process P , written r(P ), can be seen as the rate at which a component completes an arbitrary activity. It is given by the following formula:
It is well known that the embedded Markov chain can be derived from the Continuous time Markov Chain. The probability that an action P τ r P ′ occurs is the ratio between r and the exit rate of P defined above. Thus we have the following proposition:
Proposition 4.4 Let P i τ r P j . Then, the conditional probability that P i chooses the
.
Thus p ij is the probability of moving from state i to state j without considering the time of the transition. Finally, we observe that in the CTMC model, the sojourn time of a process P , i.e the average amount of time it spends as the process P before becoming a derivative of P , is 1 r(P ) .
Example
In this section we provide the example of routable packet and we show the kind of measures one could derive from the stochastic model.
Routable packet
A routable packet can naturally be represented by the ambient:
The packet can choose one of the two servers
One might want to answer the following questions.
(i) What is the probability that the packet will go into server s 1 ?
(ii) If the packet has chosen the server s 1 , how long will it take before it comes out again?
First of all, we define the entire system.
Then the set of derivatives of Syst is the following: ds(Syst) = {S 0 , S 1 , S 2 }, where
We derive the generator matrix as described in Section 4 and obtain:
We note that the underlying state space of this process is irreducible, in the sense that any node is reachable from the other. It is well known, this process eventually approaches a stable behaviour. For question (1) , by Proposition 4.4, the answer is
since the exit rate r(S 0 ) = (λ 1 + λ 2 ). For question (2) , the answer is
by the observation at the end of the previous paragraph.
Strong Bisimulation
In this section we provide a definition of strong Markovian bisimulation. Bisimulation and bisimilarity are commonly defined in standard process algebras such CCS [18, 17] . Strong bisimulation is an equivalence relation that associates processes that can perform similar actions and find themselves in bisimilar states again. Strong bisimulation has been adapted in stochastic process algebra [13, 3] , by taking into account the frequency of the actions as well. Roughly speaking when considering the quantitative behaviour, the basic idea is that in bisimilar states, actions are equivalent if they also happen at the same frequency. This is defined by imposing that processes move to bisimilar states with the same exit rate. In previous work on stochastic process algebra, Markovian strong bisimulation is defined in terms of a labelled transition system. It is widely known that in second order, labelled transition systems, such as the one for SMA where processes occur in the labels, bisimulation has to deal carefully with the interplay between restriction and higher order labels [27, 28] . For this reason, our definition of strong Markovian bisimulation is a bit different with respect to the definition given in PEPA and IMC. We used in this setting a variation of contextual bisimulation [14, 30] adapted to the stochastic setting. We claim that this is the first time such a definition is given. Contextual bisimulation uses the notion of barb, which is an observational predicate, and contexts in order to discriminate bisimilar processes. Definition 6.1 A process P exhibits an ambient named n, written P ↓ n if:
The process context C is given by the syntax:
denotes the result of filling the hole [·] in the context C with process Q.
Definition 6.3
An equivalence relation S : Pr × Pr is a strong Markovian bisimulation if for all P, Q ∈ Pr, P S Q implies that for all equivalence classes E in Pr /S and names n ∈ N :
where
Two processes P, Q are called strongly Markovian bisimilar, written P ∼ M Q, if for some Markovian strong bisimulation S , (P, Q) ∈ S .
The notation {| . . . |} stands for a multi-set. As usual, the strong Markovian bisimilarity is the largest strong Markovian bisimulation. Moreover this relation is preserved by all contexts by definition. In the next proposition we show some significant bisimilar processes.
Proposition 6.4 (i)
It is important to note that (10) and (11) are peculiar to the SMA world and are not found in other process algebras.
Conclusions
We have presented the Stochastic Ambient Calculus, which is a stochastic extension of mobile ambients with performance measures, whose underlying model is Markovian. The restriction to the Markovian model is simple, mathematically tractable and powerful. Other, more general action-delay distributions are also possible, but numerically less practical.
In the present version, we have not included anything about steady state distributions in a CTMC as this has been dealt in PEPA and Sπ. However, it could be handled here in a similar way. As future research is concerned, it would be interesting to extend the ambient logic [7] in similar fashion to the work done by Latella, De Nicola, Katoen and Massink [25] for the modal logic associated to the KLAIM language.
• An ambient may have other ambients inside, creating a hierarchy of nested ambients, which could be represented as a tree. Each sub-ambient has its own name and behaves as an independent ambient.
• An ambient moves with all the sub-ambients and processes inside.
We shall assume the existence of a set of names N , the metavariables n, m, z, s, . . . range over the this set.
Definition 8.1
The set of process terms of MA is given by the following syntax:
Nil, written 0, represents the inactive process, the process that does not reduce. Ambient, written n [P ], is composed of two parts (it is a binary operator): n is the name of the ambient, P is the active process inside. The square brackets around P indicate the perimeter of the ambient. If the ambient moves, everything inside moves with it. Parallel composition, written P | Q means that P and Q are running in parallel and can compute independently from each other. Restriction, written (νn)P , of the name n, makes the name private and unique to P . No other process can use this name for interacting with P . Restriction is a binder and P is its scope. Given a process P , there is a natural notion of free names (fn(P )) and bound names (bn(P )). Replication, written !P , simulates recursion by spinning off copies of P . Action prefix written M.P , represents a process where P is enabled only if the prefix M has been consumed. Capabilities can be thought of as terms that enable the ambients to perform some actions. An ambient gains the ability to go inside another ambient whose name is n with the in n capability. An ambient gains the ability to leave a parent ambient whose name is n with the out n capability. An ambient named n can be dissolved by the means of the open n capability.
Operational semantics defines interaction among terms. The meaning of the computation is given by the basic movement that ambients are able to make: entering an ambient, exiting an ambient and dissolving an ambient. Graphically the steps of computation are shown below.
Entering an ambient The following diagram shows the reduction for the ambient named r, that has the ability to move into the sibling n. r in n.P | Q | n R −→ n r P | Q | R
Exit from an ambient The following diagram shows the reduction for the ambi-ent named r, that has the ability to move out of the parent n.
n r out n.P | Q | R −→ r P | Q | n R
Opening an ambient The following diagram shows the reduction for the ambient named n, that can be dissolved by a process holding the right capability.
open n.P | n R −→ P | R Formally, steps of computation are represented by a reduction relation which is defined below. Structural congruence, ≡, (as it appears in the rule red cong below), formally introduces structural rearrangements of terms. Structurally equivalent terms have the same semantics. This relation is developed from the metaphor present in the 'Chemical Abstract Machine' [2] .
The structural congruence relation is the smallest congruence over MA terms that satisfies the following equations: A process P exhibits a barb n, written as P ↓ n, if and only if P ≡ (νp 1 . . . p n )(n [P ′ ] | P ′′ ), for some P ′ , P ′′ and n / ∈ {p 1 . . . p n }.
