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a b s t r a c t
Error detection in arithmetic code is usually achieved by inserting markers in the source
sequence during encoding. Transmission errors can then be detected in the decoding
process if the insertedmarkers do not appear at the expected positions. Unlike the existing
approaches in which the marker symbol is selected from the set of source symbols, we
propose that the marker be created artificially so as not to affect the original distribution
of the source symbols. Our scheme is proved to possess a better compression ratio than
existing marker approaches at the same error misdetection probability. The relationship
between codeword length expansion and error misdetection probability within a coded
block is well formulated, which makes it easy to adapt to channels with different bit error
rates. Simulation results show that, for adaptive arithmetic coding implemented using
finite-precision computation, the distribution of error detection delay has a peak at a value
slightly larger than the length of the decoding register.With a sufficiently long register, our
approach can detect most error patterns in long source sequences at a high probability.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Entropy coding is a branch of data compression [1–3] based on the probability of occurrence of the source symbols.
In particular, arithmetic coding [1] and Huffman coding [2] are two practical entropy coding schemes used in many
applications. Arithmetic coding is widely adopted in international compression standards such as JPEG2000, H.264/AVC
and MPEG-4. It has attracted a considerable amount of research effort, with the goal of improving its compression and
computation performance. However, serious decoding problem is encountered if the coded sequence is contaminated by
noise during transmission. This is because it is difficult to detect transmission errors in arithmetic code, especially adaptive
arithmetic code. Therefore, the error propagation property of arithmetic coding is worthy studying and it is significant to
include certain error detection capability in arithmetic coding. This joint source/channel coding approach aims at achieving
a lower complexity and redundancy than the conventional approach of separate source and channel coding.
The work on error detection in arithmetic coding can be classified into two categories: the forbidden symbol approach
[4–8] and themarker symbol approach [9–11]. In [4], a forbidden symbol is used for continuous error detection in arithmetic
coding. By introducing a reduction factor to represent the forbidden symbol, the interval for encoding is shortened. This
continuous error detection nature in arithmetic code leads to the work in [5], which provides a tradeoff between the
extra redundancy and the delay in detecting an error since its occurrence. Moreover, this forbidden symbol scheme can be
implemented in soft decoding. It leads to an improved error correction performance and flexibility in adjusting the coding
rate when compared with the separate source and channel coding approach [6,7]. In [8], the statistical characteristics of the
error detection delay in finite-precision binary arithmetic code are analyzed in detail. It is found that the detection delay
follows the gamma distribution rather than the geometric distribution when finite-precision computation is used.
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Fig. 1. Block diagram of the proposed artificial marker method.
(a) lowmarker = 0. (b) lowmarker ≠ 0, upmarker ≠ 1. (c) upmarker = 1.
Fig. 2. Three models of the artificial marker.
Besides the forbidden symbol approach, another way for error detection in arithmetic coding is the use of marker
symbols [9]. The source sequence is first divided into a number of fixed-length blocks and a specialmarker symbol is inserted
at the end of each block for the purpose of detecting transmission errors. Three strategies for the selection of the marker
symbol are studied in [9]. Furthermore, an adaptive marker scheme for dynamic arithmetic coding was proposed in [10],
where the marker symbol is chosen from the current most frequent symbol in order to achieve a better compression ratio.
In [11], a context-based error detection strategy using this marker symbol method was designed for H.264/AVC CABAC.
The forbidden symbol and the marker symbol approaches are compared in [12] and it is found that the misdetection
probabilities at different marker block sizes are equal at the same level of redundancy. The forbidden symbol approach
needs a much longer computational time since the interval reduction process is adopted to provide the ‘‘continuous’’ error
detection capability. The marker symbol approach leads to a reduced compression ratio as the marker is chosen from the
source symbols. Here, we propose an artificial marker scheme in which the marker symbol is not selected from the source
symbols, but is created artificially. Compared with the original marker approach, our method leads to a better compression
ratio under the same error misdetection probability. As this misdetection probability for one block is calculated based on
the artificial marker, the probability of occurrence of the artificial marker can be freely tuned to fit the channel bit error rate.
A high bit error rate needs an artificial marker with a low probability of occurrence for achieving a small error misdetection
probability.
The rest of the paper is organized as follows. The proposed artificial marker method is described in Section 2. Theoretical
analysis of our method and a comparison with the existing marker scheme can be found in Section 3. Simulation results are
presented in Section 4 to show the effectiveness of our approach. Finally, a conclusion is drawn in Section 5.
2. The proposed artificial marker method
In existingmethods [9–11], themarkers are selected from the source symbols. As a result, the distribution of the symbols
is changed and the compression performance is affected, especially when many markers are inserted. In the proposed
approach, the markers are created artificially and the distribution of source symbols is not affected. The source symbols are
encoded with the original statistical model whereas the artificial markers are encoded using a predefined statistical model
determined by the error detection capability. Hence, the optimal compression ratio is maintained and the misdetection
probability for one block is anticipated.
A block diagramof ourmethod is depicted in Fig. 1. After a block ofK symbols is encoded by arithmetic coding, an artificial
marker is inserted to check for transmission errors. Assume that the artificial marker possesses a probability of occurrence
pmarker corresponding to the interval [lowmarker , upmarker ], where upmarker − lowmarker = pmarker . Three models of the artificial
marker can be constructed, as illustrated in Fig. 2(a)–(c). The bold line with length pmarker represents the artificial marker
in arithmetic coding. In the first model shown in Fig. 2(a), lowmarker equals to 0 and so only the upper bound of the current
encoding interval is shrinked when an artificial marker is inserted. Similarly, only the lower bound of the current encoding
interval is affected for the third model drawn in Fig. 2(c), where upmarker is 1. The second model depicted in Fig. 2(b) is the
case that neither lowmarker is 0 nor upmarker is 1. When the implementation efficiency of the coding process is considered, the
first and third models are better than the second one. However, the error misdetection probabilities of the three models are
the same under the assumption that the artificial marker has an average probability of occurrence pmarker and random error
bits are encountered.
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Fig. 3. Relationship between misdetection probability and information redundancy.
A small pmarker results in a high error detection capability with more redundant bits added to the compressed sequence.
For example, when pmarker = 0.5 and the initial interval for arithmetic coding is [0, 1], the current interval is [low, up] after
the first K symbols are encoded. Then the interval is reduced to [low + lowmarker × (up-low), low + upmarker × (up-low)]
after the artificial marker is encoded, where upmarker − lowmarker = 0.5. The remaining blocks are processed in the same
way, i.e., K source symbols followed by an artificial marker, until the end-of-file (EOF) symbol is encountered at the end of
the source sequence. This EOF symbol is so important that N artificial markers are used to protect it.
In the decoding process, a check is carried out every time after K symbols are decoded, to verify whether the next symbol
is the artificial marker. If the marker does not appear as expected, it is confirmed that one or more errors are encountered
during transmission. Then the receiver may request for a re-transmission. At the end of the decoding, the consecutive N
artificial markers ensure the correct decoding of EOF symbol with a very high probability.
3. Analysis of the proposed artificial marker method
3.1. Misdetection probability and information redundancy
For all the three models shown in Fig. 2, the probability of occurrence of the artificial marker is pmarker . Therefore, the
probability Pmis of misdetecting an artificial marker in one block is also pmarker and the three models have the same error
detection capability. Clearly, the smaller the value of pmarker is, the lower the value of Pmis. When the source sequence of
length L is divided into blocks of K symbols, the number of inserted artificial markers is ⌊L/K⌋ + N . For the errors in the
(R+ 1)th block, the misdetection probability Pmis is p⌊L/K⌋+N−Rmarker . Once an error bit occurs, the misdetection probability of this
error decreases asmore andmore subsequentmarkers are decoded. Thismeans that errors encountered at the front part are
easier to be detected as more markers are inserted after them. The misdetection probability will eventually approach zero
when the length of codeword sequence is infinite. This property matches with the simulation results presented in Section 4.
Suppose that there is an independent and identically distributed source (i.i.d) generating n distinct alphabets
s1, s2, . . . , sn with probabilities of occurrence p1, p2, . . . , pn, respectively, where
∑n
i=1 pi = 1. The entropy of this source is
H = −
n−
i=1
pi log pi. (1)
The percentage of size expansion∆f caused by the insertion of artificial markers is given by
∆f = −(⌊L/K⌋ + N) log pmarkerLH (2)
where LH is the theoretical length of the compressed sequencewhen the source is encoded by arithmetic coding;−(⌊L/K⌋+
N) log pmarker is the number of redundant bits required to encode the artificial markers.
Based on the above analyses, the error detection capability within one block can be determined. Assume that the number
of artificial markers inserted at the end of the block is Nmarker , the misdetection probability is p
Nmarker
marker and the corresponding
number of redundant bits is −Nmarker log pmarker . The relationship of misdetection probability and information redundancy
within one block is plotted in Fig. 3 with pmarker = 0.5 and Nmarker ∈ [1, 30].
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3.2. Comparison with the original marker method
For simplicity, the binary source is considered in this section. Suppose that the message sequence contains L symbols:
M of them are ‘0’ while (L − M) are ‘1’. Therefore, the probabilities of ‘0’ and ‘1’ are: P(0) = M/L and P(1) = (L − M)/L,
respectively. When ⌊L/K⌋ + N ‘0’ are added as markers, the probabilities of ‘0’ and ‘1’ are, respectively, changed to
P(0) = M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N and P(1) =
L−M
L+ ⌊L/K⌋ + N .
The error misdetection probability for the first block is
pmiss =

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N
⌊L/K⌋+N
. (3)
Therefore, the length of compressed sequence is
−(M + ⌊L/K⌋ + N) log

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N

− (L−M) log

L−M
L+ ⌊L/K⌋ + N

.
In order to achieve the same error misdetection probability specified in Eq. (3) using the proposed artificial marker
method, ⌊L/K⌋ + N artificial markers are inserted and each has the following probability of occurrence:
pmarker = M + ⌊L/K⌋ + NL+ ⌊L/K⌋ + N . (4)
Therefore, the length of the compressed sequence is
−M log

M
L

− (L−M) log

L−M
L

− (⌊L/K⌋ + N) log

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N

.
It is proved in the Appendix that the artificial marker method gives a better compression ratio. This is because existing
marker approaches distort the original distribution of the source symbols and result in a reduced compression ratio. The
artificial marker method does not alter the original symbol distribution and so the optimal compression ratio is maintained.
This is justified by the simulation results reported in Section 4.
4. Simulation
4.1. Comparison with existing methods
In our simulations, two binary sequences of length 105 are generatedwith symbol ‘0’ appearing at a probability of 0.7 and
0.9, respectively. They are then compressed using the original and the proposed schemes, respectively. The most frequent
symbol is chosen as the marker in the original method [10]. Based on a static arithmetic coding model and the same error
misdetection probability, the actual file expansions of both methods are measured and are plotted in Fig. 4, where the file
expansion E is calculated by the following formula:
E = lM − lO
lO
(5)
where lM is the length of the compressed file (with markers) and lO is the length of the compressed file (without markers).
The graph shows that the file expansion caused by the artificialmarkermethod is smaller than that by the originalmarker
method at all block lengths K . When the value of K reduces, the difference between the two expansions increases. This is
because a smaller K leads tomoremarkers inserted. The originalmarkermethod alters the symbol distribution substantially
but our approach preserves the original symbol distribution. A similar simulation is also performed on the ‘‘pic’’ file from
the Calgary Corpus [13] with multiple-bit symbols, where the actual file expansions of both methods are measured and are
plotted in Fig. 5. As the 8-bit symbols are non-uniformly distributed, the approach induces minor expansion in the original
compressed file when the most frequent symbol is chosen as the marker. However, our scheme is still better at all block
lengths K . The observation in Fig. 5 justifies the advantages of our scheme.
4.2. Distribution of error detection delay
The distribution of error detection delay is investigated for the two artificial binary sources specified in Section 4.1.
Without loss of generality, the model shown in Fig. 2(a) with pmarker = 0.5 is adopted in an adaptive arithmetic coding with
16-bit computation precision. A single-bit error is individually introduced at each position of the compressed sequence
before decoding. When this error is detected, the number of bits entering the decoding register after the erroneous bit will
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Fig. 4. File expansions of the original marker and the artificial marker methods at different block lengths K for binary messages.
Fig. 5. File expansions of the original marker and the artificial marker methods at different block lengths K for the ‘‘pic’’ file with multiple-bit symbols.
be recorded as the delay in error detection. The distributions of the delay for the two sources are plotted in Fig. 6(a) and
(b), respectively. These two figures show that the distribution of error detection delay has a peak at a delay slightly longer
than the length (16) of the decoding register. This is because the erroneous bit locates at the least significant position of
the decoding register when it first shifts in. As a result, bit shifts are required to make the erroneous bit diffuse to a more
significant location for easy detection. A smaller value of K means more markers inserted in the source sequence and thus
results in faster error detection. Therefore, a higher peak is observed at a smaller value of K . When K = 4, 99% of the delay
falls into the interval [10, 80]. This leads to the possibility of locating the error within a short range and thus reducing the
number of bits needed to be re-transmitted. On the other hand, it is observed from Fig. 6(a) and (b) that the source with
P(0) = 0.9 has a higher peak than that with P(0) = 0.7 under the same K . The reason is that the source with P(0) = 0.9
is encoded by shorter codewords. For the same length of codewords, more symbols as well as more markers are decoded.
Therefore, unbalanced sources will have faster error detection and less detection delay than balanced sources.
4.3. Simulations using the Calgary Corpus files
In this simulation, 18 standard files from the Calgary Corpus [13] are encoded using adaptive arithmetic coding with
16-bit and 32-bit precision, respectively. In both cases, a block length K = 8, N = 16 and the artificial marker model of
Fig. 2(a) with pmarker = 0.5 are chosen. All the possible cases of single-bit error in the compressed sequence are investigated.
Some statistics such as the compressed file length (CFL), file expansion,mean and standard deviation (S.D.) of error detection
delay, error misdetection probability (EMP) and first error misdetection location (FEML) are gathered. The results for 16-bit
precision are listed in Table 1 while those for 32-bit precision can be found in Table 2.
It is observed from Tables 1 and 2 that all the file expansion values fall between 2% and 3% except the ‘‘pic’’ file which
possesses a much higher compression ratio. When the error misdetection probability is considered, it is found that 32-bit
364 K.-W. Wong et al. / Computers and Mathematics with Applications 62 (2011) 359–366
a
b
Fig. 6. Distribution of error detection delay for source (a) P(0) = 0.7 and (b) P(0) = 0.9.
Table 1
Statistics for the Calgary Corpus compressed using 16-bit precision adaptive arithmetic coding.
File CFL (byte) Expansion (%) Mean delay S.D. EMP FEML
paper5 7,748 2.50 79.34 65.26 6.13E−04 1515
paper4 8,208 2.63 75.22 61.49 8.68E−04 213
obj1 16,376 2.11 81.03 68.91 2.01E−03 1152
paper6 24,430 2.50 75.44 61.17 4.25E−04 720
progc 26,541 2.40 78.84 64.51 3.06E−04 496
paper3 28,122 2.66 73.57 59.53 3.07E−04 511
progp 30,983 2.56 74.59 61.13 2.42E−04 99
paper1 33,952 2.51 74.98 60.64 3.90E−04 4361
progl 43,741 2.63 72.73 58.71 4.97E−04 400
paper2 48,821 2.71 71.69 57.36 3.87E−04 567
trans 65,793 2.28 81.37 66.81 2.30E−04 214
geo 74,003 2.21 83.94 68.1 1.79E−03 2502
bib 74,529 2.39 78.56 63.8 1.49E−04 4301
pic 82,825 10.72 36.24 26.27 2.73E−03 9674
obj2 191,153 2.06 86.72 72.27 1.23E−03 338
news 250,365 2.41 77.49 63.01 2.19E−04 22
book2 374,266 2.62 72.94 58.96 3.03E−04 370
book1 448,897 2.75 70.39 56.97 3.27E−04 27
precision arithmetic coding has a lower error misdetection probability than the 16-bit counterpart. However, it leads to a
larger detection delay, as indicated by the mean error detection delay. This is because a longer data register is used in high-
precision computation. More bits entering into the register are required before the erroneous bit shifts to a more significant
location. As the erroneous bit is easy to resynchronize in short decoding register, 16-bit precision arithmetic coding fails to
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Table 2
Statistics for the Calgary Corpus compressed using 32-bit precision adaptive arithmetic coding.
File CFL (byte) Expansion (%) Mean delay S.D. EMP FEML
paper5 7,748 2.50 94.83 64.73 1.94E−04 61,868
paper4 8,207 2.61 90.55 61.33 7.62E−05 65,593
obj1 16,376 2.11 96.92 68.44 5.34E−05 131,002
paper6 24,430 2.50 91.48 61.12 5.12E−05 195,314
progc 26,541 2.40 95.16 64.63 4.24E−05 212,230
paper3 28,122 2.66 89.65 59.26 2.22E−05 224,908
progp 30,983 2.56 90.46 61.49 3.63E−05 247,821
paper1 33,952 2.51 90.94 60.58 2.58E−05 271,574
progl 43,740 2.63 88.42 58.62 5.72E−06 349,919
paper2 48,821 2.71 87.53 57.4 2.30E−05 390,560
trans 65,792 2.28 97.35 67.15 7.60E−06 526,274
geo 74,002 2.21 100.06 67.77 1.18E−05 591,945
bib 74,530 2.39 94.45 63.81 1.84E−05 596,113
pic 82,823 10.72 52.26 26.21 1.21E−05 662,577
obj2 191,151 2.06 102.79 72.17 7.85E−06 1528,789
news 250,366 2.41 93.34 63 3.99E−06 2002,921
book2 374,267 2.62 88.93 58.53 2.00E−06 2994,049
book1 448,897 2.75 86.4 56.06 1.39E−06 3591,153
detect some errors at the front part of the compressed sequence, as indicated by the small first error misdetection location
(FEML). On the contrary, 32-bit precision arithmetic coding can always detect the errors at the front part, but only fails to
detect those at the end. Therefore, for channels with a low bit error rate, this error detection method performs better for
long sequences. The errors can be detected by the subsequent markers at a high probability when implemented using a
sufficiently high computational precision.
5. Conclusion
An artificial marker method for error detection in arithmetic coding is proposed. Theoretical analysis proves that it leads
to a better compression ratio than the original marker method at the same error misdetection probability. This is further
supported by the simulation results on artificial binary sources and standard test files. Our scheme is especially effective for
transmitting long sequences over channels with a low bit error rate. It can be combined with other channel coding schemes
for error detection and correction. Like the error correction schemes studied in [14–16], a possible way to integrate the error
correction capacity into our scheme is to model the arithmetic coding with artificial markers as a finite-state machine and
performs error correction using the Viterbi decoding algorithm. The error correction performance of our scheme will be
studied in the future work.
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Appendix
To show that our scheme results in a shorter compressed sequence, it is necessary to prove the following inequality:
−M log

M
L

− (L−M) log

L−M
L

− (⌊L/K⌋ + N) log

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N

≤

−(M + ⌊L/K⌋ + N) log

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N

− (L−M) log

L−M
L+ ⌊L/K⌋ + N

.
The inequality is valid if
−M log

M
L

− (L−M) log

L−M
L

− (⌊L/K⌋ + N) log

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N

≤ −(M + ⌊L/K⌋ + N) log

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N

− (L−M) log

L−M
L+ ⌊L/K⌋ + N

.
This is equivalent to showing that
−M log

M
L

− (L−M) log

L−M
L

≤ −M log

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N

− (L−M) log

L−M
L+ ⌊L/K⌋ + N

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or
LL
MM(L−M)L−M ≤
(L+ ⌊L/K⌋ + N)L
(M + ⌊L/K⌋ + N)M(L−M)L−M
or 
L
L+ ⌊L/K⌋ + N
L
≤

M
M + ⌊L/K⌋ + N
M
.
Wemake use of the function f (x) =  xx+d x, where d > 0 and x ∈ Z+, to prove the above inequality. It can be shown that
f (x+ 1)
f (x)
=
 x+1
x+1+d
x+1 x
x+d
x =  (x+ 1)(x+ d)x(x+ 1+ d)
x  x+ 1
x+ 1+ d

=

1+ d
x(x+ 1+ d)
x  x+ 1
x+ 1+ d

≤

1+ dx
x(x+ 1+ d)

x+ 1
x+ 1+ d

= (x+ 1)(x(x+ 1+ d)+ dx)
x(x+ 1+ d)2 .
Since x(x + 1 + d)2 − (x + 1)(x(x + 1 + d) + dx) = d2x > 0, we have (x+1)(x(x+1+d)+dx)
x(x+1+d)2 < 1 and
f (x+1)
f (x) < 1. As a result,
f (x) =  xx+d x is a strictly decreasing function.
As L ≥ M and ⌊L/K⌋ + N > 0, it is valid that

L
L+⌊L/K⌋+N
L ≤  MM+⌊L/K⌋+N M and  LL+⌊L/K⌋+N L =  MM+⌊L/K⌋+N M only
when L = M .
Therefore it is proved that
−M × log

M
L

− (L−M)× log

L−M
L

− (⌊L/K⌋ + N)× log

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N

≤

−(M + ⌊L/K⌋ + N)× log

M + ⌊L/K⌋ + N
L+ ⌊L/K⌋ + N

− (L−M)× log

L−M
L+ ⌊L/K⌋ + N

.
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