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Resumen: Recientes avances tecnolo´gicos han permitido mejorar los procesos judi-
ciales para la bu´squeda de informacio´n en los expedientes judiciales asociados a un
caso. Sin embargo, cuando te´cnicos y peritos deben revisar pruebas almacenadas en
v´ıdeos y fragmentos de audio, se ven obligados a realizar una bu´squeda manual en
el documento multimedia para localizar la parte que desean revisar, lo cual es una
tarea tediosa y que consume bastante tiempo. Para poder facilitar el desempen˜o de
los te´cnicos, el presente proyecto consiste en un sistema que permite la transcripcio´n
e indexacio´n automa´tica de contenido multimedia basado en tecnolog´ıas de deep-
learning en entornos de ruido y con mu´ltiples interlocutores, as´ı como la posibilidad
de realizar ana´lisis de lingu¨´ıstica forense sobre los datos para ayudar a los peritos
a analizar los testimonios de modo que se aporten evidencias sobre la veracidad del
mismo.
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Abstract: Recent technological advances have made it possible to improve the
search for information in the judicial files of the Ministry of Justice associated with
a trial. However, when judicial experts examine evidence in multimedia files, such
as videos or audio fragments, they must manually search the document to locate
the fragment at issue, which is a tedious and time-consuming task. In order to ease
this task, we propose a system that allows automatic transcription and indexing of
multimedia content based on deep-learning technologies in noise environments and
with multiple speakers, as well as the possibility of applying forensic linguistics tech-
niques to enable the analysis of witness statements so that evidence on its veracity
is provided.
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1 Introduccio´n
Los gobiernos de los pa´ıses avanzados esta´n
llevando a cabo una serie de medidas de mejo-
ra y renovacio´n tecnolo´gica de los ministerios
de justicia para mejorar los procesos judicia-
les y as´ı reducir la posibilidad de errores, evi-
tar la obsolescencia de equipos y mejorar la
eficiencia en el uso de sus activos (Balleste-
ros, 2011). Algunas de estas medidas esta´n
enfocadas a mejorar la labor de los funciona-
rios de las administraciones pu´blicas con el
perfeccionamiento de sus servicios de comu-
nicaciones internas, modernizar los sistemas
informa´ticos, adaptarse al teletrabajo e in-
cluir nuevas funcionalidades en sus sistemas
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internos.
Ma´s concretamente, existen sistemas tec-
nolo´gicos capaces de digitalizar en v´ıdeo las
vistas que tienen lugar en las salas de Justi-
cia, como las descritas en (Zalman, Rubino,
y Smith, 2019). Adema´s, disponen de herra-
mientas que permiten la bu´squeda de infor-
macio´n, tanto en el texto como en los meta-
datos y en los expedientes judiciales asocia-
dos a un caso. Sin embargo, cuando te´cnicos
y peritos judiciales deben revisar pruebas al-
macenadas en documentos multimedia (como
v´ıdeos o fragmentos de audio), se ven obliga-
dos a realizar, o bien un visionado completo
del v´ıdeo, o bien probar su visualizacio´n des-
de cierto momento para localizar fragmentos
que se consideren relevantes para el caso. Es-
ta tarea es tediosa y consume una cantidad
de tiempo considerable.
Para poder facilitar el desempen˜o de los
te´cnicos es necesario poder clasificar y com-
prender el contenido de los recursos multi-
media de manera eficiente. Los u´ltimos avan-
ces en nuevas tecnolog´ıas permiten salvar es-
tas dificultades con los consecuentes benefi-
cios que ofrece disponer de una indexacio´n
eficiente del contenido multimedia. Con ello,
se podr´ıan reducir los ya dilatados procedi-
mientos judiciales, suponiendo un ahorro a
largo plazo y un beneficio para la ciudadan´ıa.
Por otro lado, la lingu¨´ıstica forense, que
es la rama de la lingu¨´ıstica aplicada que se
encarga de estudiar los diversos puntos de
encuentro entre lenguaje y derecho, ha de-
mostrado su utilidad para aportar evidencias
lingu¨´ısticas en los procesos judiciales. Esta
disciplina se esta´ implantando cada vez ma´s
en Espan˜a y esta´ mucho ma´s extendida en
pa´ıses anglosajones, y pretende mostrar un
conjunto de caracter´ısticas lingu¨´ısticas que
sea capaz de servir de apoyo en ana´lisis del
contenido de las declaraciones para determi-
nar si ciertos testimonios o declaraciones tie-
nen garant´ıas de ser veraces.
El objetivo de este proyecto es el desarro-
llo de un sistema de transcripcio´n, indexa-
cio´n y ana´lisis automa´tico de declaraciones
judiciales a partir de representaciones fone´ti-
cas y te´cnicas de lingu¨´ıstica forense que per-
mitan ayudar a los te´cnicos y peritos en el
desempen˜o de su tarea, reduciendo as´ı los ya
dilatados procesos judiciales y mejorando la
eficacia del sistema. El presente documento
esta´ estructurado de la siguiente manera. La
seccio´n 2 describe la arquitectura funcional
del sistema, as´ı como cada uno de los mo´du-
los que la componen mientras que la seccio´n
3 describe su estado actual y nuevas v´ıas de
actuacio´n.
2 Arquitectura del sistema
Este sistema esta´ formado por tres mo´dulos
principales: 1) Sistema de transcripcio´n de
conversaciones de declaraciones judiciales ba-
sado en Deep-Learning (ver Seccio´n 2.1), 2)
Sistema de indexacio´n y bu´squeda de v´ıdeos
(ver Seccio´n 2.2), y 3) Sistema de procesa-
miento de lingu¨´ıstica forense basado en ca-
racter´ısticas psicolingu¨´ısticas y feno´menos de
duda en el discurso (ver Seccio´n 2.3). En po-
cas palabras, el funcionamiento del sistema es
el siguiente: A partir de un conjunto de v´ıdeos
y recursos multimedia introducidos de mane-
ra manual, el sistema transcribe automa´tica-
mente su contenido a ficheros WebVTT; en
segundo lugar, estos ficheros se utilizan para
construir un sistema de indexacio´n para po-
der buscar sobre el v´ıdeo a partir de citas tex-
tuales palabras relacionadas o bien a trave´s
de bu´squeda fone´tica. Al final se provee a los
peritos con una interfaz web donde pueden
buscar sobre el fragmento exacto del v´ıdeo a
la vez que se genera un informe de lingu¨´ıstica
forense que ayude a determinar la veracidad
o duda de un determinado testimonio.
A continuacio´n, se describen brevemente
estos subsistemas.




El sistema de transcripcio´n es capaz de apli-
car un proceso de transcripcio´n automa´tica
de los v´ıdeos basada en tecnolog´ıas de Deep-
Learning, mejorando su desempen˜o en situa-
ciones de entornos con ruido de ambiente
(Hannun et al., 2014), con varias personas ha-
blando al un´ısono (Snyder et al., 2019) y sin
la necesidad de un entrenamiento espec´ıfico
por parte de los interlocutores.
El resultado final de este primer sistema
son ficheros en formato WebVTT (Pfeiffer y
Hickson, 2013), que es un formato para mos-
trar pistas de texto cronometrado que se uti-
lizan en sistemas de pel´ıculas, v´ıdeos en strea-
ming, etc. Este formato permite incluir meta-
datos para an˜adir informacio´n asociada a los
datos. De esta forma, se enriquecen las trans-
cripciones realizadas an˜adiendo informacio´n
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Marcador Ejemplos
Vaguedad o exactitud Cantidades inexactas, fechas, nombres, lugares, ...
Incertidumbre o certeza Expresiones como a menudo, hasta donde yo se´, ...
Distanciamiento del hecho Uso de pronombres personales en tercera persona, ...
Minimizacio´n Expresiones como lo que paso´, el incidente, ...
Refuerzo de credibilidad Adverbios como honestamente, sinceramente, ...
Generalizaciones Referencias a colectivos o el uso de determinantes indefinidos, ...
Comunicacio´n evitativa Eufemismos, evasivas, interrupciones, ...
Actitud cooperativa Expresiones como tienes razo´n, es cierto, as´ı es
Egocentrismo Uso de pronombres en primer personal del singular, ...
Repeticio´n Palabras duplicadas o expresiones como ambos dos
Exceso de lenguaje culto Cultismos, latinismos, verbos en subjuntivo, ...
Tabla 1: Marcadores de discurso falaz
Marcadores Ejemplos
Tiempo y espacio pa´ıses, capitales, lugares, fechas, rangos de tiempo, ...
Simplicidad Uso de verbos en indicativo simple, frases cortas, ...
Experiencias subjetivas Feno´menos percibidos a trave´s de los sentidos
Orden Expresiones como de una parte, por un lado, para terminar, ...
Detalles Nombres propios, lugares, eventos, empresas, profesiones, ...
Naturalidad Respuestas cortas
Tabla 2: Marcadores de discurso veraz
sobre el contexto situacional, as´ı como que´
hablante produjo la frase registrada.
2.2 Sistema de indexacio´n y
bu´squeda de v´ıdeos
El sistema de indexacio´n y bu´squeda de
v´ıdeos es el encargado de indexar y catalogar
cada uno de los distintos v´ıdeos en reposito-
rios. Este sistema permite realizar bu´squedas
precisas de v´ıdeos a partir de palabras clave,
fonemas y frases parecidas e identificar y car-
gar el v´ıdeo en el fragmento preciso. Para ello,
este sistema es capaz de buscar en distintos
tipos de formato multimedia (formatos AVI,
MP4) y buscar entre la informacio´n trans-
crita a partir del sistema anterior y adema´s
realizar bu´squedas directamente en los frag-
mentos de audio a trave´s del modelado de
fonemas.
2.3 Sistema de procesamiento de
lingu¨´ıstica forense basado en
caracter´ısticas psicolingu¨´ısticas
y feno´menos de duda en el
discurso
El sistema de procesamiento de lingu¨´ıstica fo-
rense basado en caracter´ısticas psicolingu¨´ısti-
cas y feno´menos de duda en el discurso se en-
carga del ana´lisis y extraccio´n de caracter´ısti-
cas lingu¨´ısticamente relevantes relacionadas
con ana´lisis de veracidad del testimonio. Para
ello, se ha desarrollado un sistema de ana´li-
sis lingu¨´ıstico disen˜ado en espan˜ol basado en
(Salas-Za´rate et al., 2017) para evaluar dis-
tintas caracter´ısticas para determinar si un
determinado relato es veraz o, si por el con-
trario, es engan˜oso, como el estudio presen-
tado en (Almela, Valencia-Garc´ıa, y Cantos,
2012). Para ello, el sistema analiza el discur-
so y ofrece al perito un informe que contiene
feno´menos lingu¨´ısticos determinados que per-
miten ver si se minimizan los hechos, si hay
negaciones excesivas, una actitud colabora-
tiva, lapsus linguae, o bien si el discurso es
coherente, consistente, simple, equilibrado y
natural. Esta informacio´n se muestra a los pe-
ritos a trave´s de una interfaz intuitiva que re-
salta dentro del texto cua´les son las palabras
y frases clave identificadas por el ana´lisis.
En la Tabla 1 y en la Tabla 2 se muestran
algunos de los marcadores usados para iden-
tificar el relato falaz y veraz as´ı como algunos
ejemplos de cada marcador. Para poder ex-
traer informacio´n del texto en base a estos
marcadores se han empleado reconocedores
de entidades, corpus anotados como los ana-
lizados en (Jime´nez-Zafra et al., 2020) y el
uso lexicones.
Transcripción, indexación y análisis automático de declaraciones judiciales a partir de representaciones fonéticas y técnicas de lingüística forense
111
3 Trabajo futuro
Actualmente nos encontramos en la u´ltima
anualidad del proyecto. Se esta´ terminando
el desarrollo de cada uno de los subsistemas
y realizando distintas evaluaciones de rendi-
miento y fiabilidad.
Las tecnolog´ıas que hasta el momento nos
han dado mejor resultado en la transcripcio´n
de conversaciones se basan en modelos DNN-
HMM (modelos ocultos de Markov con re-
des neuronales profundas) (Ravanelli y Omo-
logo, 2017). Los tipos de redes neuronales
ma´s efectivas son aquellas que, por tener en
cuenta elementos pasados, se ajustan mejor
a la clasificacio´n de series temporales, como
son Time Delay Neural Networks (TDNN)
(Sun et al., 2017) y Long-Short Time Me-
mory (LSTM) (Zhang et al., 2016). La in-
dexacio´n y bu´squeda de v´ıdeos se basa en
tecnolog´ıas de Keyword Spotting, que trata
de identificar una serie de palabras clave en
sen˜ales acu´sticas. Adema´s, se esta´n estudian-
do otras variables de lingu¨´ıstica forense con
el fin de tener en cuenta los metadatos de la
conversacio´n para medir la latencia, el tono
y la velocidad del hablante.
Por u´ltimo, se realizara´ la integracio´n de
los mo´dulos en un prototipo final de la plata-
forma global. En este sentido, se planificara´n
distintas pruebas de campo para comprobar
la calidad del sistema completo.
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