Data driven methods for clustering and vector quantization can be used to construct nonparametric tests for multivariate testing problems. We combine the old concept of permutation tests with recent clustering algorithms to obtain multivariate inferential methods which in the univariate case are very similar to rank tests. At hand of computer experiments we illustrate some typical properties of those methods. For theoretical results we give references to the literature.
INTRODUCTION
The subject of this paper originated from a joint project which has been carried out together with marketing scientists. As starting points in the applied area we refer to Mazanec, [18] , [19] and [20] . Using business terminology the topics are market segmentation and product positioning. From the statistical point of view we are dealing with classical statistical problems like the k-sample problem, the contingency problem or the symmetry problem. For a discussion of statistical aspects of market segmentation see Strasser, [37] .
Marketing problems are particularly challenging for the statistician since marketing science is dealing with rather complex data structures. Data are mostly multivariate with many variables. Convincing stochastic models are only seldom available, and the variables are often measured on nominal or ordinal scales.
In order to get answers in such situations our colleagues form marketing apply some explorative methods which are of an interesting hybrid structure (see Mazanec, [18] , [19] and [20] , and S. Dolnicar, K. Grabler and J. A. Mazanec, [7] ). Those methods consist in a data compression step by clustering or classification, followed by the interactive generation of statistical hypotheses based on some explorative discussion of observed patterns.
AN APPLIED METHODOLOGY
Let us give a brief description of some key ideas of this methodology. In this paper we restrict the discussion to k-sample problems. Other experimental designs like the contingency problem or the symmetry problem can be treated by a similar approach.
Suppose that we have got our data from a consumer opinion poll concerning brands in competition. Each data vector contains the answers of some particular consumer to a series of questions. In this way we arrive at a sample design of a k-sample problem or a k-block problem. Now, the explorative method consists of two main steps: The first step is the compression step. By some clustering method we arrive at a segmentation of the data which is topologically scaled by a vicinity graph. The second step is concerned with the comparison of the frequency distributions of the brands on the vicinity graph. This leads to hypotheses on the relative position of the brands in the opinion of the consumer.
The procedure is illustrated in Figure 1 at hand of an extremely simplified example. In the left upper corner of Figure 1 we can see the scatter plot of three normally distributed data sets, containing the opinions of consumers concerning three brands, say. The next diagram shows a partition of the pooled data set. If we represent each subset of the partition by its center and if we combine the centers of adjacent subsets then we obtain the vicinity graph of the partition, shown in the lower left corner. On the vicinity graph we can show the frequency bars of each sample. This gives us an impression of the similarities and the differences between the three samples and thus, between the opinions of the consumers concerning the three brands.
BASIC QUESTIONS
A main problem is which clustering method should be used for data compression. The quality of separation between the samples after the compression step actually depends heavily on the method used for compression. This fact will be illustrated in later parts of this paper. Applied people are using several different methods for data compression, either from statistical cluster analysis or from artificial intelligence, like artificial neural networks.
There are several theoretical questions arising from this methodological approach:
• How can the results of such explorative classification procedures be used as a basis for inferential methods like significance testing ?
• What is the effect of a particular classification method on significance and power of inferential methods ?
• Are there any approaches to classification which are particularly useful for the combination with inferential problems ?
In the present paper we are going to sketch some ideas which we consider as helpful for answering these questions.
HOW TO OBTAIN A PARTITION
In this section we will discuss the question which kind of partitioning method should be used for the compression step.
The problem is the following: The data set is to be divided into a given number of subsets in such a way that the resulting nominal variable contains as much information about the original data set as possible. Thus, the problem is not to find any density clusters in the data, but to achieve a reduction of complexity with minimal loss of information.
There are several familiar proposals for partitioning a data set. The best known methods are probably those which seek to find a minimum variance partition. For a exposition of such methods see Bock, [4] . There is a fixpoint algorithm called k-means clustering or a stochastic gradient method called learning vector quantization (LVQ, sometimes called Lloyd's algorithm, see Lloyd, [17] ). Recently artificial neural networks have been constructed which find partitions of a data set by modelling the associative memory (e.g. see Kohonen, [14] ).
We will propose a rather general optimization principle which covers both the old minimum variance principle and an artificial neural network due to Kohonen, [14] .
The principle is of a decision theoretic nature and has already been considered in the context of classification by Bock, [5] and [6] . 
AN OPTIMIZATION PROBLEM
We consider the following optimization problem:
This optimization problem and, in particular, the information measure I f must be motivated.
As a first motivation let us consider the connection to classical cluster analysis. We will show that for the quadratic convex function our optimization principle is equivalent to the minimum variance principle.
The minimum variance principle seeks for a partition with minimal inner variance, i.e. Minimize
inner variance However, the sum of squares of all data points -which is a fixed number for a given data set -can be decomposed into two parts:
The second part is simply the inner variance. But the first component is nothing else than our information measure computed with the convex function f (x) = |x| 2 . Hence it follows: Minimizing the inner variance is equivalent to maximizing the information measure I f with f (x) = |x| 2 .
It is a natural idea to generalize the minimum variance principle by replacing the quadratic function by another function. If this is done with the second part of the variance decomposition, i.e. with the inner variance, then we arrive at optimization problems which are important for vector quantization. This type of problems is an important topic in the literature. Let us mention papers by Pollard, [26] and [27] , by Flury, [9] and [10] , by Flury, Tarpey and Li, [8] , by Pärna, [23] and [24] , and by Kipper and Pärna, [13] .
However, we are going a different way. We vary the convex function in the first part of the decomposition. This leads to our optmization problem stated at the beginning of this section.
There are several theoretical reasons why our approach should be preferred for decision theoretic problems.
One reason for the interest in our approach is the fact that the same information measure and the same optimization principle has been applied previously by Bock, [5] and [6] , for purposes of cluster analysis. In fact, if we seek for partitions such that certain f -divergences between two probability distributions are maximized, then, from the mathematical point of view, we arrive at the same kind of optimization problem as ours.
It is possible to give a derivation of our optimization problem which is satisfactory from the viewpoints of statistical decision theory. An elementary derivation along familiar arguments of clustering and optimization can be found in Strasser, [36] . A mathematically more sophisticated discussion will be given in Strasser, [38] . In this paper it will be shown how to relate the information measure and the optimization problem to the general concepts of the theory of statistical experiments originated by Blackwell, [2] , and presented in the monograph by Torgersen, [41] .
Last, but not least, it is interesting to note a remarkable connection to Kohonen's LVQ-algorithm (Kohonen, [14] ). It can be shown that this algorithm is a stochastic gradient method for maxmizing our information measure with f (x) = |x|.
A SURVEY ON THEORETICAL RESULTS
As already mentioned, our optimization principle is not new, but has been introduced previously for a class of one dimensional problems by Bock, [5] and [6] . Bock provided also an algorithm for the solution of the problem. This algorithm is based on a fundamental duality theorem which goes back to statistical cluster analysis. The duality theorem was isolated by Bock already 30 years ago (see Bock, [3] ), and is also contained in his basic monograph from 1974. However, these quotations are concerned only with the minimum variance problem.
The general optimization problem based on arbitrary convex functions can be found for the first time in Bock, [5] . The resulting partitions are called Maximum Support Line partitions.
Our own results on the optimization problem are contained in a couple of papers, starting with Pötzelberger and Strasser, [31] , and they are mainly concerned with the case of dimension greater than one. This is the reason why we call the arising partitions MSP-partitions, i.e. maximum support plane partitions.
In Pötzelberger and Strasser, [31] we are proving a general version of the dualtiy theorem, general theorems on the existence of optimal partitions and on the convergence of the algorithm. Since the optimization problem is a combinatorial optimization problem one can only hope to achieve approximate solutions which are fixpoints of the algorithm. We are able to characterize the set of all such such fixpoints of the algorithm.
Further theoretical results are contained in papers by Pötzelberger, [28] , [29] , [30] .
There is a functional relationship between the loss of information caused by an optimal partition and the number of subsets of the partition. This functional relationship has been analysed in an asymptotic way, thus generalizing a famous classical result by Zador, [42] . The functional relationship is determined by the topological dimension of the data set. The results by Pötzelberger support the following idea which may be of practical interest: If a data set is of low dimension but is embedded into a high dimensional space and is corrupted by stochastic noise, then the original dimension of the data set can be estimated by the loss of information which is due to data compression.
EXPLORATIVE EXPERIMENTS
An important question is the choice of the starting configuration of the algorithm. This problem and a lot of further problems are difficult to handle theoretically and therefore deserve an computer-experimental investigation as a first step. The thesis by Steiner, [33] , contains a lot of informative experimental studies of such questions.
Let us consider some illustrative results of such experimental studies.
THE SHAPE OF MSP-PARTITIONS
Actually, we are dealing with a family of information measures I f . The free parameter of this family is the convex function f . What is the impact of a particular convex function on the generated optimal partition ?
Let us have a look on some typical convex functions. Figure 2 shows the function graphs of some power functions. The blue one is the graph of the quadratic function, i.e. the power function with exponent p = 2.
The remaining graphs correspond to the exponents p = 1.5, p = 1.3 and p = 1. The essential point is the different weight which these functions give to data points depending on the distance from the center of the data set. These differences lead The partitions shown in Figure 3 are optimal for convex power functions with exponents p = 2 and p = 1.5. The effect of the difference between the exponents is obvious: The slower increasing convex function leads to a partition where the cell frequencies are distributed in a more uniform way. The faster the convex function increases the more weight is given to extreme data which leads to small subsets on the margin of the data set. If we consider lower exponents then this effect becomes even more visible. In Figure 4 we see partitions which are generated by convex power functions with exponents p = 1.3 and p = 1.0. The slower the increase of the convex function the less important is the distance of the data points from the center of the data set.
By way of illustration it is of interest to consider the corresponding figures for data which are not normally distributed. The data in Figures 5 and 6 are generated by a double exponential distribution. This distribution has considerably longer tails than the normal distribution. It is a standard model for outliers.
Considering Figures 5 and 6 it becomes very clear that the quadratic convex function leads to partitions where many subsets contain only extreme data. But if we replace the quadratic function by slower increasing convex functions, then all subsets of the partition contain data from the center of the data set.
So far we considered qualitative effects of the variation of some convex functions when they applied for data compression. However, at this point it is not yet clear what the advantages for statistical applications are when we vary the convex functions used in the compression algorithm. 
THREE-SAMPLE PROBLEMS
Let us try to explain why it is important to vary the convex functions used for data compression. We will show the statistical effects of different convex functions at hand of a 3-sample problem. In the present section this aspect will be presented in an heuristic way at hand of some computer experiments. In the next section we will discuss the problem from a more theoretical point of view. Figure 7 shows in the upper left corner the scatterplot of three normally distributed samples which differ from each other with respect to location. We shall investigate how this difference in location is still visible after some data compression.
First, the pooled data set is compressed by a minimum variance partition, i.e. by a partition which is defined by the quadratic convex function. The data are represented by the centers of the subsets which they belong to, and thus we arrive at the vicinity graph. On this vicinity graph we put up the frequency bar charts of the three samples ( Figure 8 ). The different shapes of these bar charts show us the amount of location difference after the data compression.
Figures 7 and 8 show us that for normally distributed data a compression by a minimum variance partition does not obscure the location differences.
However, the situation is completely different with data distributions having longer tails than the normal distribution, i.e. distributions which admit outliers. Figure 9 contains in the upper left corner data from a double exponential distribution. If the data are compressed by a minimum variance partition then we arrive at the picture in upper right corner of Figure 9 . Considering the frequency bar charts of the three samples we observe in Figure 10 that the location differences between the three samples are somewhat obscured by the data compression. The reason is that a minimum variance partition puts too much attention to extreme data and too few subsets contain the more important data from the center of the pooled sample.
Next, we change the convex function used for data compression. Figures11 and 12 contain still data from a double exponential distribution. But now we compute the partition with the convex power function with exponent p = 1.3. As a result much more subsets contain data from the central part of the pooled sample. Comparing the frequency barcharts after such a data compression we see that the location differences between the samples are now better visible.
Thus, the choice of the compression method, i.e. the choice of the particular convex function for the information measure on which the compression algorithm is based, is of great importance for the separability of the samples.
However, up to now our arguments have been of a purely heuristic nature. In order to prove the general validity of our suggestions which have to study statistical tests and investigate their power. 
CONSTRUCTION OF TEST STATISTICS
We would like to construct inferential methods for multivariate k-sample problems based on data which are compressed by a partition. What are problems with the application of inferential methods in those situations?
A first problem is that in those applied fields which we have in mind there is often no binding stochastic model for the data. This implies, that any inferential method has to be distribution free. Distribution free means in this context, that the significance level of a test must not depend on any modelling assumptions.
The second problem is still more serious. It is not possible and not advisable to fix the partition before considering the data. The compression step has rather to be performed in a data driven way. Hence, the nominal scale which is the result of the compression depends on the data, and therefore the hypotheses which are tested by the inferential methods depend on the data, too. Now, it is a familiar fact that generating and testing hypotheses with the same data set may lead to severe statistical errors.
Fortunately, both problems can be solved. In the following sections we are going to explain our solution and give some illustrations.
At this point let us describe the basic idea in a preliminary way. The solution of the problems mentioned above are so-called permutation tests. For the basics of permutation tests let us refer to Lehmann and Stein, [16] , and to Lehmann, [15] . Roughly speaking, the idea of permutation tests is, that the shape of the test statistic may depend on the data, but only in a very specific way. The information, which is used for fixing the test statistic must be independent from that information which is used for testing the hypothesis.
TWO-SAMPLE PROBLEMS
Let us consider a 2-sample problem. Suupose that there are two samples
of size n 1 and n 2 . Statistical theory tells us that test statistics used for the comparison of such samples have to be based on so-called influence functions. Let h be such an influence function. Then a linear test statistic is of the form
This test statistic is able to detect a particular type of differences between the samples. Which type of difference this is, depends on the influence function h.
Well known examples of such test statistics for one-dimensional data are the t-test with h(x) = x or the sign test with h(x) = sgn(x).
Another famous two-sample test for one-dimensional data is the Mann-Withney test. Let n = n 1 + n 2 and denote by X (1) , X (2) , . . . , X (n) the order statistics of the pooled sample. The Mann-Withney test is a rank test and has the influence function
which gives h(X i ) = R i , i.e. the rank of the i-th observation. The Mann-Withney test shows the characteristic feature of rank tests: The influence function h is data dependent, and the dependence is of a very peculiar nature:
It depends only on the order statistics, i.e. the influence function h does not depend on the sequential order of the data. This type of data dependence is called permutation-symmetry. For the two-sample problem permutation symmetry implies that the influence function does not know which data are members of which samples.
Let us consider another famous rank test, namely the Median test. Define
The subsets (B 1 , B 2 ) are a partition of the data set, and since the median Md(X 1 , X 2 , . . . , X n ) depends on the data, this is a data-driven partition. Moreover, the median depends on the data in a permutation symmetric way, and therefore also the subsets (B 1 , B 2 ) depend on the data in a permutation symmetric way. Let us indicate this fact by the notation
The influence function of the Median test is defined by
Using indicator functions this influence function can be written as
Thus, we have seen that the Median test is based on a data-driven partition of the data set.
THE MULTIVARIATE EXTENSION
In the multivariate case with compressed data the test statistic is applied after the compression step. Thus, the test statistic also depends on the data only via the membership to the subsets of a partition B 1 , B 2 , . . . , B m . Thus, the influence function is a step function
where a i are some scores. Since the sets B i depend on the data the indicators of the sets depend on the data, too. And therefore the whole shape of the influence function is data dependent: The influence function is a data dependent step function. This is exactly the type of construction which we know from the familiar Median test.
Such a data dependent influence function is typical for adaptive testing procedures. The essential point for the construction of such test statistics is the type of information which goes into the construction. If we want to extend the idea of rank tests to the multivariate case then we have to claim that the test statistics may depend on the data only in a permutation symmetric way. This means: For computing the partition of the data we must not make use of the knowledge which data are members of which samples. We have to forget about the succession of the data.
Practically this claim can be fulfilled in an easy way. Usual methods of cluster analysis process the data in a permutation symmetric way. In particular, if we apply the partitioning methods of section 1 to the pooled data in a two-sample design, then any step function based on such a partition will satisfy the condition of permutation symmetry. Even the scores a i of the influence function may depend on the data as long as permutation symmetry is fulfilled.
PERMUTATION TESTS
If the test statistic for the two-sample problem is based on a permutation symmetric influence function, then we are in a position to construct the two-sample test as a permutation test.
The essential point of a permutation test is the computation of its critical values. We may find critical values which fix the significance level in a distribution-free way !
In principle, the computation of critical values for permutations tests is very simple. The basic concept is the permutation symmetric σ-field
This is the information set which contains all information about the data apart from the succession of the data. Dealing with one-dimensional data this is simply the information given by the order statistics or by the empirical distribution function. Now, considering the conditional distribution of the data given the permutation symmetric information set, we observe an remarkable fact: Under the null-hypothesis all possible successions of the data have the same conditional probability. Hence it is very easy, at least theoretically, to compute exact critical values for any test statistics and any significance levels. We simply have to count cases. However, from the practical point of view, for a long time it has not been feasible to realize this approach. But the recent modern computer facilities allow the practical use of permutation tests. The computation of exact critical values by counting or at least by Monte Carlo simulation is no problem any longer.
EFFICIENCY
After having stated how to construct test statistics we would like to consider the efficiency properties of those tests:
• Which kinds of differences between samples can be proved and how sensitive are the tests ?
• What is the influence of the clustering method on efficiency?
• Which convex function gives the best efficiency properties ?
NUMERICAL STUDIES
The question for efficiency can be dealt with in several ways. An essential point is to compute the power functions of the tests numerically. In our research group this has been done by Rahnenführer, [32] . He carried out systematic Monte Carlo studies of the power punctions of k-sample permutation tests for compressed data. It turned out, that our heuristic suggestions in Section3.2 were basically correct.
Rahnenführer computed power functions of tests for the significance level of 95 percent. The particular curves in Figures 13-19 correspond to different compression methods. The blue curve comes from minimum variance partitions. Thus, here the convex function is the quadratic function. The red curve comes from the compression with the norm to the power one, i.e. by the Kohonen algorithm. The remaining curves are generated by algorithms which are somewhere in between. Figures 13-16 show the results obtained for normally distributed data. We see that minimum variance partitions give the best results since the blue power functions have greatest values. In Figure 16 we are dealing with 5-dimensional data, and there the difference between minimum variance partitions and Kohonen partitions is not so clear. At the moment we have no convincing explanation for this fact.
Things become completely different if we consider data with outliers. Figures17  and 18 show results which are obtained for data which are distributed according to a double exponential distribution. This distribution has considerably longer tails A further aspect is interesting. The green power function comes from a data compression with the convex function f (x) = x 1.5 . This convex function is somewhere between the squared norm and the norm. We see that such a compression is a rather good compromise since with this method we obtain reasonable power functions both for normally distributed data and for data with outliers. The uniform distribution has much shorter tails than the normal distribution. We expect that in such a case a minimum variance partition should work much better than a Kohonen partition, and the figure proves this suggestion.
So far some numerical results concerning efficiency of tests after data compression.
THEORETICAL ASPECTS
The theoretical investigation of the efficiency of permutation tests is a much more complicated subject. Classical asymptotic statistics cannot be applied in a straightforward manner. Only for the most simple case, i.e. rank tests for one-dimensional data, a complete mathematical theory is available (see Hájek and Sidák, [11] ).
However, recently there are some advances in the direction of a theoretical understanding of more general permutation tests. Important papers in this direction are Neuhaus, [21] and [22] , and Janssen and Neuhaus, [12] . Some further components for improving the theoretical understanding of permutation tests are contained in Strasser and Weber, [39] . In this paper the invariance principle for exchangeable random variables by Billigsley, [1] , is applied to get asymptotic distributions of multivariate permutation statistics under the hypothesis of randomness and under contiguous alternatives. A multivariate version of Billingsleys theorem is provided in Strasser and Weber, [40] .
