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1 INTRODUCTION 
 
By definition, non-ergodic ground motion models (GMMs) provide predictions of the log-normal 
mean and standard deviation of intensity measures that are customized for the conditions at a 
particular site. In principle, this can involve adjustment of source, path, and site terms in GMMs 
to reflect local conditions (the ergodic case involves application of GMMs without such adjust-
ments). As a practical matter, these adjustments are made to ergodic models derived from large 
(typically global) databases, such as those developed in the Next-Generation Attenuation projects.  
In the case of source terms, such adjustments would accommodate knowledge that the energy 
release on faults in the vicinity of a site of interest is different from that provided in ergodic 
GMMs. Similarly, adjustments of path terms could be made if certain source-to-site paths are 
known to have different levels of crustal damping (anelastic attenuation) than is represented in 
ergodic GMMs. While the concept of non-ergodic path models has been explored for tectonic 
earthquakes (Landwehr et al. 2016), the use of non-ergodic source and path models is not common 
for such events. On the other hand, such procedures have been applied for induced seismicity, 
where the unique characteristics of induced earthquakes require a locally customized approach 
(e.g., Bommer et al. 2015).  
In contrast to the source and path terms, non-ergodic site response has proven to be more 
achievable in practice, and is increasingly being applied on critical projects (one such project is 
described in Rodriguez-Marek et al. 2014). From a technical perspective, the benefits of non-
ergodic vs ergodic site response ground motion modeling are: (1) a more accurate mean model 
and (2) reduced aleatory variability. From a project cost perspective, in many cases site hazard is 
reduced at long return periods as a result of non-ergodic modeling (mainly due to the reduction 
in aleatory variability), reducing construction costs.  
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ABSTRACT: Site-specific (non-ergodic) seismic hazard analysis is increasingly being employed 
as part of ground motion hazard characterization for critical projects. Non-ergodic site response 
can be evaluated from the interpretation of ground motions recorded at (or near) the site or from 
simulations. The simulation method that is most frequently employed is ground response analysis, 
which can capture impedance, resonance, and nonlinear effects for vertically propagating shear 
waves. Such effects are often large contributors to site response, but are not sole contributors, as 
other effects related to basin geometry can also be influential, particularly at long oscillator peri-
ods. We review procedures for conducting ground motion hazard analysis using non-ergodic site 
response models, including aleatory variability and epistemic uncertainty. We describe prelimi-
nary new work related to spatial correlation of site response that is important for some applica-
tions. The challenges and benefits of applying these procedures are illustrated through case his-
tories in California, Italy, and Japan. 
Here we briefly review non-ergodic procedures and illustrate some issues that have been en-
countered in recent applications. We describe preliminary investigations of regional correlations 
of non-ergodic site terms, which begins to address a critical issue for many projects (how proxi-
mate does a ground motion instrument need to be to be useful?). We present example case histo-
ries that illustrate application of the approach and its potential benefits when implemented in 
seismic hazard analyses.  
2 NON-ERGODIC SITE RESPONSE 
2.1 Methodology 
Ground motion models generally have four elements,  
𝑙𝑛𝑍௜௝ ൌ 𝐹ாሺ𝐌𝒊, 𝐹௜ሻ ൅ 𝐹௉൫𝐌𝒊, 𝑅௜௝൯ ൅ 𝐹ௌ൫𝑆௝, 𝑥ூெ௥,௜௝൯ ൅ 𝜀𝜎௟௡ (1) 
where Zij is a ground motion intensity measure for event i and site j, FE, FP, and FS denote source, path, and site models, respectively, Mi is the event magnitude, Fi is focal mechanism for event i, 
Rij is a site-to-source distance for event i and site j, Sj is a vector of one or more site parameters (one of which is typically VS30), 𝑥ூெ௥,௜௝  is a reference-site ground motion parameter that is used for nonlinear site response (typically PGA),  is a random number having a mean of zero and 
standard deviation of one (standard normal variate), and 𝜎௟௡ is the log-normal aleatory variability (i.e., random variability that remains after the effects of the various independent variables are 
accounted for through the modeling process, and which is directly accounted for in PSHA; e.g., 
Bommer and Abrahamson, 2006).  
In the non-ergodic site response methodology (Stewart et al. 2017), FS from the GMM is re-placed with a site specific model, typically having the following form,  
 𝐹ௌ ൌ 𝑓ଵ ൅ 𝑓ଶ𝑙𝑛 ቀ௫಺ಾೝା௙య௙య ቁ (2) 
where f1-f3 are model parameters. Parameter f1 represents the component of amplification that is independent of the strength of shaking (linear term). Figure 1 shows the shape of the nonlinear 
term, which illustrates that f2 represents the slope of site amplification vs log(𝑥ூெ௥,௜௝) for 𝑥ூெ௥,௜௝  ≫ 𝑓ଷ and f3 is a transition ground motion amplitude between linear and nonlinear re-sponse.  
 
 Figure 1. Form of nonlinear site term and illustration of parameters f2 and f3.  
 The f1-f3 model parameters can be derived empirically, if a ground motion instrument with ample recordings is available at or near the site, or through the use of site response simulations. 
In the empirical approach, a site term (𝜂ௌ) is developed from the on-site recordings. This involves mixed effects residuals analyses, as described further in Section 3 of this paper. This site term 
represents the mean misfit of an ergodic model to the data for the site. If the source and path 
models are regionally unbiased, this mean misfit can be interpreted as being caused by features 
in the site-specific site response that differ from the ergodic model. The recordings that support 
the development of 𝜂ௌ are usually of sufficiently low amplitude that nonlinear soil response ef-fects are unlikely to be significant. In this case, model parameter f1 can be evaluated as, 
𝑓ଵ ൌ 𝜂ௌ ൅ 𝑓ଵ௘௥௚ (3) 
where 𝑓ଵ௘௥௚ is the linear site response from the ergodic GMM used in residuals analysis. Parame-ters f2 and f3 are typically derived from simulations assuming one-dimensional wave propagation, as described further in Stewart et al. (2014, 2017) and NCHRP (2012).  
 The log-normal standard deviation 𝜎௟௡ is often partitioned as,  
𝜎௟௡ ൌ ට𝜏௟௡ଶ ൅ 𝜙௟௡ଶ  (4) 
where 𝜏௟௡ represents event-to-event variability and 𝜙௟௡ represents within-event variability. Both terms are provided as part of contemporary GMMs. For non-ergodic site response analysis, the 
components of within-event variability are distinguished,  
𝜙௟௡ ൌ ට𝜙௦௦ଶ ൅ 𝜙ௌଶௌଶ  (5) 
where 𝜙௦௦ is the single-station within-event standard deviation (Atkinson, 2006), which includes components of path-to-path variability and event-to-event variability for a given site. Several pub-
lications provide period-dependent values of 𝜙௦௦: GeoPentech (2015) provide a model used for several projects in California, while Al Atik (2015) provide such a model for global active tectonic 
region earthquakes. These models are magnitude-dependent, and Figure 2 compares large-M rec-
ommendations to an ergodic 𝜙௟௡ model (Boore et al. 2014). Site-to-site standard deviation 𝜙ௌଶௌ represents within-event variability due to variations in site response relative to an ergodic site amplification model. This source of variability vanishes (i.e., 𝜙௟௡ ൌ 𝜙௦௦) when a non-ergodic site term is used.  
 
 
Figure 2. Models for single station and total within-event standard deviation. Global ergodic model from 
Boore et al. (2014). Global single-station model from Al Atik (2015). California model from Southwest 
US project (GeoPentech, 2015) 
 
 Epistemic uncertainty represents lack of knowledge regarding the most appropriate model to 
use in some aspect of PSHA (Bommer and Scherbaum, 2008; Bommer, 2012). Ergodic PSHA 
typically includes alternate source models and alternate GMMs to capture epistemic uncertainties, 
according to a logic tree analysis structure. When non-ergodic site response is included, there is 
additional epistemic uncertainty that can be accounted for with alternate mean amplification and 
𝜙௦௦ models. Uncertainty in mean site amplification derived empirically can be taken as the stand-ard error of 𝜂ௌ, with potentially additional uncertainty in nonlinear terms due to uncertain dynamic soil properties. Uncertainty in mean site amplification derived from simulations is discussed in 
Section 2.2.    
2.2 Challenges encountered 
Non-ergodic site response has increasingly been used on projects where probabilistic seismic haz-
ard analyses (PSHA) are performed. Some challenges associated with application of the proce-
dures summarized in Section 2.1 have been encountered. Challenges associated with non-ergodic 
analysis the includes ground motion data analysis include:  
Challenge 1: Instrument proximity to site. There are occasions where an accelerometer or seis-
mometer is available near, but not at, a site of interest, and that instrument has produced a series 
of ground motion recordings that could be used in a non-ergodic analysis. The question in such 
cases is whether non-ergodic site term 𝜂ௌ from one location can be applied in neighboring loca-tions. An example case history where this issue was encountered is described in Section 4.1. The 
issue is also investigated in Section 3.  
Challenge 2: Path and source term errors.  When site term 𝜂ௌ is derived from residuals, it captures average site response when the source and path terms used in the residuals are regionally appro-
priate. This is likely to be the case when a GMM is applied in a region that contributed a large 
amount of the data employed in its derivation (e.g., coastal California sites and NGA-West2 mod-
els). However, this should be routinely checked as part of non-ergodic PSHA, as illustrated in the 
case history described in Section 4.3.  
Challenge 3: Limited data. The derivation of non-ergodic site term 𝜂ௌ becomes more robust as the number of usable recordings from a site increases. For response spectral ordinates, usable 
recordings are generally from events of M >= 4 (Stafford et al. 2017) and distances within the 
usable range of the model (400 km for most NGA-West2 models).  The case histories described 
in Sections 4.1-4.3 have different numbers of recordings and variable levels of epistemic uncer-
tainty.   
Challenges associated with non-ergodic site response derived from simulations include:  
Challenge 4: Epistemic uncertainty when site response derived from simulations. The question in 
this case is the degree to which wave propagation analyses, using available dynamic soil proper-
ties for the site of interest, is able to capture site response. Different approaches have been pro-
posed to address the issue. The two main schools of thought being: (1) the principle source of 
uncertainty is from incomplete characterization of soil properties (e.g., studies summarized in 
Figure 7 of Stewart et al., 2017); and (2) both the one-dimensional wave propagation mechanics 
and the dynamic properties are uncertain (e.g., Chapter 5 of Afshari and Stewart, 2017). This issue 
is addressed in references, and is not discussed further here. 
Challenge 5: Hard rock reference site conditions. Site response is measured relative a reference 
site condition, which is usually firm to hard rock. For example, the Boore et al. (2014) model uses 
a reference condition of VS30=760 m/s, so non-ergodic site response evaluated using that model will have the same reference condition. When site response is derived from simulations, it is typ-
ically referenced to the site condition at the base of the profile. This can create some difficulties 
when that that reference condition is beyond the range for empirical models. This situation is 
described in the context of a case history in Section 4.2.  
3 SPATIAL CORRELATION OF SITE TERMS 
3.1 Database 
We began with the NGA-West2 database (Ancheta et al., 2014), which is a global database for 
active tectonic regions. There is a significant contribution of data from California to the NGA-
west2 database (141 events with M  4, 1340 stations, 7975 recordings) over the time period 1938 
to 2010. Figure 3 shows the locations of California events. The site portion of the database (Sey-
han et al. 2014) was developed to provide the principle site parameters used in model develop-
ment  ̶  VS30 and various depth parameters denoted as zx. These depths indicate the vertical distance 
from the ground surface to the first crossing of a shear wave velocity isosurface; the mostly widely 
used values are z1.0 and z2.5 for depths to the 1.0 km/s and 2.5 km/s isosurfaces.   
As part of this work and other complimentary projects, we have converted the spreadsheet files 
that comprised the original NGA-West2 flatfile (pertaining to sources, sites, and ground motions) 
into a formal relational database, which is housed on a local server. Additions of data are made 
within the relational database. The database is accessed using Python scripts within Jupyter note-
books on DesignSafe (Rathje et al. 2017). 
We have identified earthquakes and recordings since 2011 in California, which significantly 
extend the NGA-West2 database. In this extension of the database, we only consider M  4 events, 
due to difficulties that can be encountered in the analysis of site terms using smaller magnitude 
data (Stafford et al., 2017). In addition to the NGA-West2 events, Figure 3 also shows the loca-
tions of 25 newly added events sorted by magnitude. The 25 newly added earthquakes produced 
about 8370 three-component recordings within the distance cutoffs suggested by Boore et al. 
(2014). The data are screened to remove duplicate recordings (e.g., seismometers and accelerom-
eters at the same location) and recordings that appear to be unreliable from instrument malfunc-
tions or similar, which leaves about 4529 usable three-component records. 
 
 
Figure 3. Locations of earthquakes in California and northern Mexico from the NGA-West2 project (M 
>= 4) and since 2011 (M >= 4) for which ground motion data has been compiled  
 
Figure 4 shows the newly added data in magnitude distance-space in comparison to the NGA-
West2 data. The combined data set has 12,504 recordings from 1529 stations and 166 events. The 
expansion of the data evident in Figure 4 was critical for the present study because our analysis 
of site terms (defined below) becomes increasingly robust as stations have more usable records. 
Prior to the present work, there were 267 stations with 10 or more recordings in the study region; 
whereas the current data set now has 363 such stations. 
 
 
 
Figure 4. Visualization of databases in magnitude-distance space for NGA-West2 database, the California 
portion of the NGA-West2 database, and the data newly added in this study for California 
3.2 Residuals analysis 
We use a subset of the NGA-West2 database applicable to events in California region as well as 
the newly added data developed in the present study, as shown in Figure 4. Using this subset of 
events, we apply the data screening criteria of Boore et al. (2014). Particularly important elements 
of those criteria include (1) the use of magnitude and instrument-dependent distance cut-offs that 
are intended to minimize sampling bias and (2) only using recordings over a range of oscillator 
periods shorter than 1 𝑓௛௣⁄ , where fhp is the high-pass frequency selected during component-spe-cific data processing.  This frequency is provided in the NGA-West2 flatfile, and was developed 
in the present work for the added recordings. As shown in Figure 4, the data set spans a magnitude 
range of about 4 to 7 and a closest distance range of about 1 to 300 km. 
The difference between a recorded ground motion and a model prediction is referred to as a 
residual, R:  
𝑅௜௝ ൌ ln൫𝑍௜௝൯ െ μ୪୬൫𝐌𝐢, 𝐹௜, 𝑅௝௕,௜௝, 𝑆௝൯ (6) 
where index 𝑖 refers to an earthquake and index 𝑗 refers to a particular station that provides a 
recording.  The quantity Zij is a ground motion observation expressed as an intensity measure. The term 𝜇௟௡ is the mean prediction in natural log units of a ground motion model, which uses the arguments in the parenthesis in Eq. (6). We use the Boore et al. (2014) model, which has the 
arguments listed in Eq. (6), where F is a style of faulting parameter (reverse, strike-slip, etc.), Rjb is the Joyner-Boore distance, and other parameters are as defined previously.  
We partition the total residuals into systematic effects related the source and site, which are 
referred to as event terms and site terms, 𝜂ா  and 𝜂ௌ, respectively. The total residuals are parti-tioned as, 
𝑅௜௝ ൌ 𝛿𝑊௜௝ ൅ 𝜂ா,௜ (7) 
where 𝛿𝑊௜௝  is a within-event residual, which is further partitioned as, 
𝛿𝑊௜௝ ൌ 𝜂ௌ,௝ ൅ 𝜀௜௝ (8) 
where 𝜀௜௝  is the remaining residual after systematic effects from source and path have been re-moved. The spatial correlation analyses described in the next section use the 𝜂ௌ terms. Figure 5 
shows the distribution of ground motion stations used in the analysis. Most of the closely spaced 
records are in the Los Angeles, Imperial Valley, and San Francisco Bay regions of the state.  
 
 
 
Figure 5. Locations of stations in California from the NGA-West2 project (M >= 4) and since 2011 (M 
>= 4) for which ground motion data has been compiled  
3.3 Preliminary results 
For all possible combinations of stations, we compute the horizontal separation distance between 
stations, h. We bin the data into equally spaced bins of h that are 0.5 km in width from 0 to 100 
km (200 bins in total). For each bin, we compute the variance of the pairs of site terms, which by 
convention is divided by two to obtain semi-variance, 𝛾ሺℎሻ (Cressie, 1993; Cressie and Wikle, 
2011). Figure 6 plots the semivariance for PGA with separation distance, along with a spherical 
model fit to the data using the gstat package in R (Pebesma, 2004; Graler et al., 2016),  
γሺℎሻ ൌ ൝𝑐଴ ൅ 𝑐ଵ ൬1.5
௛
ఈ െ 0.5 ቀ
௛
ఈቁ
ଷ൰ , 0 ൑ ℎ ൏ 𝛼
𝑐଴ ൅ 𝑐ଵ, ℎ ൒ 𝛼
 (9) 
Parameter c0 is the nugget, which is the value of semivariance at h=0. Parameter c1 is the partial sill, and represents the amount additive to the nugget to reach the horizontal plateau of constant 
semivariance. Parameter  is the range, which indicates the separation distance where semivari-
ance saturates to the value at the plateau. In Figure 6, c0 = 0.0624, c1 = 0.0258, and  = 40.0 km. The value of semivariance for h >  corresponds approximately to the square of site-to-site stand-
ard deviation, 𝜙ௌଶௌ. The plateau in Figure 6 is 0.0882, which provides 𝜙ௌଶௌ=0.30, which is com-patible with the values shown in Figure 2.  
Figure 6. Semi-variance data and fit for non-ergodic site terms of California data.  
 
The same separation distance bins used to compute semivariance are also used to compute 
covariance, the physical meaning of which is described subsequently. The covariance points are 
shown in Figure 7 along with a fit that can be derived from that used for the semi-variance. Adopt-
ing known relations between semivariance and covariance, cሺ0ሻ ൌ  𝑐଴ ൅ 𝑐ଵ and 𝑐ሺℎሻ ൌ 𝑐ሺ0ሻ െ γሺℎሻ (Cressie, 1993; Cressie and Wikle, 2011), we have,  
cሺℎሻ ൌ ൞
𝑐଴ ൅ 𝑐ଵ, ℎ ൌ 0
𝑐ଵ ൬1 െ 1.5 ௛ఈ ൅ 0.5 ቀ
௛
ఈቁ
ଷ൰ , 0 ൑ ℎ ൏ 𝛼
0, ℎ ൒ 𝛼
 (10) 
 
Figure 7. Covariance data and fit for non-ergodic site terms of California data.  
 
The function from Eq. (10) is shown in Figure 7. The physical meaning of covariance is related 
to correlation coefficient. Loosely, correlation coefficient is 𝑐ሺℎሻ ሺ𝑐଴ ൅ 𝑐ଵሻ⁄ . The trend in Figure 7 shows increasing correlation with decreasing h, as expected. The maximum covariance (for the 
0-0.5 km bin) is approximately 0.045, which provides an approximate correlation coefficient of 
0.5. It is likely that this correlation can be improved by applying further constraints on the data, 
for example by controlling for site condition. This has not been considered in the present work.  
4 APPLICATIONS 
4.1 Lucas Museum 
The Lucas Museum of Narrative Art (LMNA) is an approximately $1.5 billion structure that will 
be used to house an extensive art collection. The structure, which is currently under construction, 
was designed by Leslie E. Robertson Associates (LERA). It is seismically-isolated using a system 
that consists of triple-friction pendulum bearings and cross-rail pendulum bearings. The displace-
ment limit of the seismic isolation system is 1.07 m in each direction and the effective isolator 
period is approximately 4 sec. Site specific seismic hazard analysis was performed with consid-
eration of non-ergodic site effects in an effort to optimize the design of the seismic isolation sys-
tem and the superstructure. Challenge (1) (Section 2.2) was encountered for the PSHA at this site.  
The Lucas site is located in Los Angeles, California, adjacent to the LA Memorial Coliseum 
as shown in Figure 8. The site is approximately 0.4 km southwest of the USC seismic recording 
station on the campus of the University of Southern California (NGA-West2 station #100483). 
 
 
Figure 8. Plan view of the Lucas Museum of Narrative Art project site. Shear wave velocity profiles were 
developed at the LMNA site using PS suspension logging and surface wave testing (MAW and micro-
tremor array methods). Also shown is the location of the USC station.  
 
A non-ergodic site response model was developed using both residuals analysis from the USC 
station and nonlinear simulations of one-dimensional wave propagation to constrain nonlinear 
terms (ENGEO, 2017). There are data from 32 earthquakes at the USC station in the NGA-West2 
database (Ancheta et al. 2014). Issues related to use of data from this station for the Lucas site 
were the presence of the accelerograph on the foundation of a structure (which affects ground 
motions as a result of soil-structure interaction) and the 400 m separation distance. 
The soil-structure interaction effect was addressed by developing a foundation/free-field trans-
fer function to account for embedment and base slab averaging effects (NIST, 2012). Fourier 
amplitudes of the recorded motions were computed, which were divided by transfer function or-
dinates to estimate free-field amplitudes. These amplitudes were combined with the original phase 
spectra, new time series were computed, and response spectral ordinates were computed from the 
time series. Figure 9 shows within-event residuals for the 32 earthquakes along with the mean of 
residuals (taken as 𝜂ௌ) and its 95% confidence intervals. The confidence intervals in Figure 9 represent the epistemic uncertainty in 𝜂ௌ, and effectively of the site response. While the ergodic models over-predict the site response at short periods, for periods longer than 3 sec 𝜂ௌ is practi-cally zero, indicating lack of bias in the ergodic model.  
 
 
Figure 9. Within-event residuals calculated using 32 earthquakes recorded by the USC station (#100483). 
Within-event residuals are shown (a) with no soil-structure-interaction (SSI) adjustments and (b) after 
SSI-adjustment. Also shown are the mean and its 95% confidence intervals.  
 
At the time the Lucas site PSHA was performed, studies of the spatial correlation of non-er-
godic site terms (Section 3) had not been performed. Our intuition was that the site response for 
the USC and Lucas sites would be well correlated, but sought to justify applying the 𝜂ௌ values in Figure 9 to the Lucas site by examining the similarity of site conditions. Figure 10 shows shear 
wave velocity (VS) profiles and horizontal-to-vertical (H/V) spectral ratios (from microtremors) at both locations. VS profiles at the Lucas site were developed using both PS suspension logging and surface wave testing (both MASW and microtremor array methods). Due to the non-unique-
ness of the surface wave inverse problem, the VS profile developed from surface wave testing-
shown in Figure 10 is non-unique and alternative interpretations of VS were also considered in the analysis using the profile randomization procedure with rejection criteria described in Teague et 
al. (2018). The seismic velocities are slightly different at the USC and Lucas sites (the VS30 values are 300 and 340 m/s, respectively), but the H/V spectral ratios are nearly identical. Our interpre-
tation was that these similarities justified application of the 𝜼𝑺 values obtained at the USC site at the Lucas site, especially at long periods, which were critical for the structural design. 
The linear site responses at the USC and Lucas sites were somewhat different, due to the dif-
ferent ergodic site responses (from different VS30 values). For the Lucas site, we calculated f1 using the USC ground motion records per Eq. (3) and also by performing linear ground response anal-
ysis (GRA) simulations. As shown in Figure 11, the f1 values estimated from GRA tended to be higher at periods less than 1.0 sec. Epistemic uncertainties in f1 were considered in the analysis by considering a weighted mean f1 value and upper/lower bounds as indicated by the shaded re-
gion in Figure 11.  The upper/lower f1 values were taken by adding/subtracting the product of the estimated standard error in f1 at each period (ef1) and √3 to the mean f1 estimate. The range around the mean provided by േ√3𝜎௘௙ଵ approximates a normal probability density function with 
a three-point probability mass function (Baker and Cornell, 2003). Using this approach, the results 
associated with the mean f1 value are assigned a weight of 2/3 and the results associated with the upper/lower f1 values are assigned weights of 1/6. Standard error ef1 was estimated from the available ground motion data for the full range of periods.   
The nonlinear component of the site term is shown for the site-specific model (derived from 
simulation) and the ergodic model in Figure 11 for the PGA and Sa at the structure period of 4.0 
sec. The site-specific result shows more nonlinearity than the ergodic model at short periods, 
although both approaches indicate negligible nonlinearity at the long periods of greatest interest 
for the structural design.  
 
 
Figure 10. Shear wave velocity profiles developed at the Lucas and USC sites shown to depths of (a) 40 
and (b) 250 m. Horizontal-to-vertical spectral ratios from both sites are shown in (c). Lucas site data and 
H/V spectra for both sites are from ENGEO (2017). USC site VS profile is from Stewart and Stewart (1997).  
 
 
Figure 11. Input/rock PGA versus amplification at the (a) PGA and (b) Sa at 4-sec. Note that the linear f1 parameters calculated from ground motion records at the USC station and linear GRA are shown. The 
thick solid black line and shaded region represent the mean and limits of the amplification function used 
in the analysis, respectively.   
 
Figure 12 shows the 2475-year return period (i.e., 2% probability of exceedance in 50 years) 
uniform hazard spectra derived using ergodic and non-ergodic analysis. Epistemic uncertainties 
in the source model, GMMs, and site response were considered in the analysis, with the results 
shown in Figure 12 representing the mean hazard. The non-ergodic spectrum is up to 50% lower 
than the ergodic spectrum at short periods. However, at periods greater than 3 sec, the differences 
are more modest, with the non-ergodic spectrum about 9% lower than the ergodic spectrum. This 
reduction comes solely from the reduction in ln term (refer to Eq. 5) because the mean ergodic and non-ergodic site response were practically identical in this period range. While modest, this 
reduction at long periods allowed for the use of a more economical seismic isolation system. This 
system produces lower forces in the superstructure, leading to significant cost savings and archi-
tectural benefits.     
 
 
Figure 12. Uniform hazard spectra for a return period of 2475 years (i.e., 2% probability of exceedance in 
50 years) derived from ergodic and non-ergodic analysis at the Lucas site, (a) full spectrum, (b) detail of 
long-period portion of spectrum.  
4.2 Silicon Valley Office Complex 
This project is subject to a non-disclosure agreement that prevents us from revealing the project 
name and specific location. The site is on the San Francisco Peninsula south of the City of San 
Francisco, approximately 12 km east of the San Andreas Fault. The site is located at the north-
western end of the Santa Clara Valley in the Coast Ranges geomorphic province of California. 
The project entails development of a five-story, 74,000 m2 steel-frame structure.  The first-mode 
period of the structure is approximately 1.5 sec.  
The project site is located 1.4 and 1.0 km from two NGA-West2 ground motion recording 
stations, which have 21 and 9 low PGA ground motions each, respectively. Due to the non-dis-
closure agreement, these stations are not identified and are referred to as Stations 1 and 2, respec-
tively.  Non-ergodic site response for this site was performed in a similar manner as for the Lucas 
site, considering both residuals analysis of data from the two stations and GRA simulations to 
constrain nonlinear terms. Challenges (1), (3), and (5) (Section 2.2) were encountered for the 
PSHA at this site. 
Figure 13a-b shows shear wave velocity profiles developed from a joint inversion of surface 
wave data and H/V spectral ratios from the project site (García-Jerez et al., 2016; Teague et al., 
2017 and 2018). VS profiles were not available at the ground motion stations; however, H/V test-ing was performed at these locations and the results are shown in Figure 13c. The H/V data from 
all three locations are similar, with a strong peak occurring between 0.32 and 0.35 Hz (2.9 to 3.1 
sec period). The project site is in a deep basin, with nearby well logs indicating that Franciscan 
bedrock is at a depth of approximately 0.4 km or greater (Wentworth et al. 2015). The VS of the Franciscan can vary considerably (less than 0.7 to greater than 2.0 km/s). Due to the non-unique-
ness of the inverse problem used to develop the VS profiles, we could not identify the VS of this material with certainty and needed to consider this uncertainty in our analysis. The discussion 
presented here focuses on how the profiles with high bedrock VS (>2.0 km/s) were considered in the analysis, although profiles with lower bedrock VS were also considered. Figure 13c shows the linear, viscoelastic theoretical shear wave transfer functions for the VS profiles developed from surface wave testing. These theoretical transfer functions generally have 
fundamental resonant frequencies at or near the peak in the H/V spectra, indicating that they well-
represent the estimated fundamental resonant frequency at the site. Given that depths to fast-ve-
locity layers (interpreted as bedrock) are consistent with bedrock depths from nearby well log 
data (Wentworth et al., 2015) and the transfer function resonant frequencies are consistent with 
the H/V data, we modelled the full extent of the soil column to rock, rather than truncate the VS profiles at a shallower depth. Note that the fundamental resonant frequencies associated with 
some transfer functions are slightly higher than the resonant frequency estimated from the H/V 
spectra. This is a consequence of how the H/V data were modelled during the inversion used to 
generate the Vs profiles. While beyond the scope of this paper, some Vs profiles were developed 
by modelling the H/V data with the diffuse wavefield assumption (García-Jerez et al. 2016) and 
by consideration of Rayleigh wave ellipticity, which leads to differences in the resulting transfer 
functions. These alternative strategies for modelling the H/V data represent epistemic uncertainty 
in the site condition and were considered in the analysis.  
 
 
Figure 13. Shear wave velocity profiles developed from surface wave testing shown to depths of (a) 50 
and (b) 1000 m and (c) linear, viscoelastic theoretical shear wave transfer functions associated with the 
Vs profiles in (a) and (b). Also shown in (c) are the experimental H/V data from the project site and from 
Stations 1 and 2.  
 
As a consequence of the firm base-of-profile site conditions, there is an incompatibility be-
tween the site amplification derived empirically (which is relative to a reference site condition of 
0.76 km/s) and that derived from simulations (variable reference conditions, but some > 2.0 km/s). 
This is a common problem, and Stewart et al. (2017) present a solution in which the VS30 corre-
sponding to the reference condition at the base of the profile is denoted 𝑉ௌଷ଴஻ , the ground motion IM for that condition is XB, and the site amplification relative to that condition is given as:  
𝑌஻ ൌ ௓௑ಳ (11) 
where Z is the ground motion IM for the soil site condition (as in Eq. 1). If X is the IM for the 
reference condition in a GMM (e.g., 0.76 km/s), the amplification relative to that condition (de-
noted Y) can be related to YB as, 
𝑙𝑛𝑌 ൌ 𝑙𝑛𝑌஻ ൅ 𝜇௟௡௒ሺ𝑉ௌଷ଴஻ ሻ (12) 
where 𝜇௟௡௒ሺ𝑉ௌଷ଴஻ ሻ is the mean site amplification from an ergodic model for the base-of-profile site condition. Eq. (12) can be used to adjust the site amplification derived from simulations (Eq. 11) 
to be compatible with those derived from empirical data, so that the two estimates can be com-
pared.  
 The site conditions encountered at the Silicon Valley site did not allow the use of the above 
procedure, because the 𝜇௟௡௒ሺ𝑉ௌଷ଴஻ ሻ term in Eq. (12) is not valid at the site’s reference site condition (>2.0 km/s), which is beyond the useable range in the empirical model (i.e., < 1.5 km/s). Accord-
ingly, we considered simulation results (Campbell and Boore 2016), shown in Figure 14, that 
provide amplification for a 0.76 km/s site condition relative to a very hard rock reference condi-
tion of 2.78 km/s (in natural log units, this amplification is denoted F760). Campbell and Boore (2016) provide a range of amplification levels that depend on site kappa and variations in velocity 
profiles. Some of their results have de-amplification at short periods, which we truncated at unity 
for the present application.  By assuming linear scaling of amplification with log VS30, we define the amplification of 0.76 km/s relative to 𝑉ௌଷ଴஻  (denoted 𝐹଻଺଴஻ ) as: 
𝐹଻଺଴஻ ൌ 𝐹଻଺଴ ൭
௟௡బ.ళలమ.ళఴା௟௡
మ.ళఴ
ೇೄయబಳ
௟௡బ.ళలమ.ళఴ
൱ (13) 
Figure 14a also shows amplification from ergodic models at their maximum usable velocity (1.5 
km/s) for comparison with simulation-based amplification. We used the results in Figure 14a to 
develop mean and upper/lower bound 𝐹଻଺଴஻  values in order to account for epistemic uncertainty as shown in Figure 14b.   
 
Figure 14. (a) Various amplification factors for a 0.76 km/s condition relative to a hard rock condition 
(ranging from 1.5 to 2.78 km/s). Amplifications are shown from simulations (Campbell and Boore 2016, 
hard rock VS of 2.78 km/s) and four of the NGA West2 GMMs (ASK, BSSA, CB, and CY, hard rock VS of 1.5 km/s, which is the upper limit of the models). These amplifications were used to develop a mean or 
“best” estimate and upper/lower bounds as shown in (b). 
 
 
The linear term in the site amplification model, referenced to the 𝑉ௌଷ଴஻  reference condition, can be computed from simulation results in the customary manner (Eq. 11). The corresponding am-
plification derived from residuals analysis is modified from Eq. (3) as,  
𝑓ଵ஻ ൌ 𝜂ௌ ൅ 𝑓ଵ௘௥௚ ൅ 𝐹଻଺଴஻ ൌ 𝑓ଵ ൅ 𝐹଻଺଴஻  (14) 
where 𝑓ଵ௘௥௚ is the linear site response from the ergodic GMM used in residuals analysis. Figure 15 shows the residuals derived from both ground motions stations. Both show a strong peak at 
the fundamental model site period of 3 sec. Figure 16 shows the f1 values derived from ground motion records and simulations at (a) the PGA and (b) Sa at the structure period of 1.5 sec. The 
f1 values estimated from Station 1 tended to be slightly lower than those estimated from Station 2 
and from simulations (Figure 16a), but broadly the alternate f1 values are similar, with mean val-ues generally falling within the 95% confidence interval of one another. Ultimately a weighted 
average was computed using the f1 estimates from Stations 1 and 2 and the simulations, with equal weight assigned to each estimate.  Although Station 1 has more records than Station 2 (21 vs 9), 
it is 0.4 km further away. Accordingly, we assigned equal weight to the f1 estimates from both stations. Upper/lower f1 values were estimated using the same approach as the Lucas site, with ef1 taken as the standard error of the GM-based f1 values at all periods. The nonlinear component of the site term is shown for the site-specific model (derived from 
simulation) and the ergodic model in Figure 16 for PGA and Sa at the structure period of 1.5 sec. 
Relative to the ergodic model, the site-specific model has more nonlinearity at short periods and 
about the same nonlinearity at 1.5 sec. Note that the ground motion parameter used in the nonlin-
ear site term applies for the 𝑉ௌଷ଴஻  condition, and is computed as,  
𝑙𝑛ሺ𝑥ூெ௥஻ ሻ ൌ 𝑙𝑛ሺ𝑥ூெ௥ሻ െ 𝐹଻଺଴,ூெ௥஻  (15) 
where 𝐹଻଺଴,ூெ௥஻  is the value of 𝐹଻଺଴஻  evaluated for intensity measure IMr (usually PGA).  Because the reference condition for the site term is different from that in GMMs, the site term 
cannot be added to source and path terms.  This can be accommodated by subtracting 𝐹଻଺଴஻  in the application of the GMM (Eq. 1). This of course offsets its addition in Eq. (14), but is nonetheless 
desirable in many cases where the derivation of site response relative to a specific base-of-profile 
condition is more intuitive.  
 
 
Figure 15. Within-event residuals calculated at (a) Station 1 and (b) Station 2. Also shown are the mean 
and 95% confidence intervals. 
 
 
Figure 16. Input/rock PGA versus amplification at the (a) PGA and (b) Sa at 1.5-sec. Note that the linear 
f1 parameters calculated from ground motion records at the Stations 1 and 2 and linear GRA are shown.  The thick solid black line and shaded region represent the mean and limits of the amplification function 
used in the analysis, respectively.    
 
 
Figure 17a shows the 2475-year mean uniform hazard spectra derived using ergodic and non-
ergodic analysis. Epistemic uncertainties have not been fully considered yet in the derivation of 
uniform hazard spectra for this site; in particular, the site response uncertainties shown in Figure 
16 have not yet been considered. Figure 17b shows the ergodic and non-ergodic 84th percentile 
deterministic response spectra associated with an M 8.1 earthquake on the San Andreas Fault that 
ruptures the segment nearest the site. Per the building code, the deterministic non-ergodic spectra 
ultimately controlled the design spectrum at this site. In both cases, the non-ergodic spectra are 
up to 60% lower than their ergodic counterparts at short periods. At the fundamental-mode struc-
tural period (1.5 sec), the ergodic spectra are approximately 30% below the non-ergodic spectra. 
Conversely, at the site period (3 sec), the non-ergodic deterministic and UHS spectra are approx-
imately equal to or slightly higher than ergodic counterparts, respectively. This increase is due to 
the fact that the ergodic models tend to under-predict spectral accelerations at the site period (Fig-
ure 15). At longer periods, the non-ergodic spectra are slightly below their ergodic counterparts, 
primarily due to the reduction in the within-event standard deviation.   
 
 
Figure 17. Uniform hazard spectra for a return period of 2475 years (i.e., 2% probability of exceedance in 
50 years) derived from ergodic and non-ergodic analysis and (b) 84th percentile deterministic response 
spectra associated with M 8.1 earthquake rupturing the neighboring segment of the San Andreas Fault. 
4.3 Calabrian Dam 
The Menta Dam is located in Calabria, Italy, as shown in Figure 18. Unlike the two California 
sites described above, in this case the ground motion instruments are located directly adjacent to 
the dam. As a result, the issue of spatial correlation of site terms is not important in this case. The 
site condition at the instruments and beneath the dam is metamorphic rock (mainly micascists and 
paragneiss) belonging to Calabrian Complex bedrock. This analysis performed for this site is de-
scribed in greater detail by Vecchietti et al. (2019). Challenges (2) and (3) (Section 2.2) were 
encountered for the PSHA at this site. 
 
 Figure 18 . (a) Location of Menta Dam site (southern Italy) and epicenters of events considered in the 
analysis; (b) SMAs located at the dam site. 
 
No shear wave velocity profile or other dynamic soil properties are available for the site, alt-
hough H/V spectral ratios have been derived from pre-event noise recorded at the three accel-
erometers, with the results shown in Figure 19. The H/V spectra show that the site does not exhibit 
a peaked response indicative of a relative soft layer overlying firmer strata. This suggests a rela-
tively uniform site condition in the metamorphic bedrock. VS30 is estimated from surface geology and other factors to be 1000 m/s. 
 
 Figure 19. H/V spectral ratios from pre-event noise recorded at the S3 SMA. Similar results obtained for 
S1-S2 
 
A linear non-ergodic site response model was developed solely based on residuals analysis 
using data from the three accelerometers. Nonlinearity is assumed to be negligible, which is en-
forced by setting f2=0. There are data from 20 earthquakes across southern Italy over the approx-imate time period of 2016-2018, which include both shallow crustal events and subduction slab 
events associated with the Calabrian subduction zone (e.g. Polonia et al., 2011; Maesano et al., 
2017). Ground motions recorded during these events were compiled and processed for the subject 
site and all other sites for which data could be obtained from open sources (ESM - Engineering 
Strong-Motion database, and RAN-DPC, Italian Strong Motion Network of Civil Protection De-
partment). As described further by Vecchietti et al. (2019), these data revealed regional biases in 
both source and path terms, which were accommodated by adjustments to those terms in the 
GMMs (Boore et al. 2014 for crustal; Abrahamson et al. 2016 for subduction). Only after making 
these adjustments were site terms (𝜂ௌ) derived. As shown in Figure 20, those site terms indicate that the site response is appreciably larger than suggested by the ergodic model for periods lower 
than 0.4s.  
The results in Figure 20 are plotted separately for crustal and subduction sources, which have 
some differences, although the confidence intervals for each are wide. Given the limited data, and 
our expectation that linear site response should not be sensitive to event type, we ultimately 
elected to take an average across all data (emphasizing the crustal data) to develop the 𝜂ௌ used to derive the non-ergodic site term (Eq. 3). The regional adjustments of source and path models in 
the GMMs were critical for this site; had this not been done the divergence of results in Figure 20 
would be much larger and would not represent site response effects.  
 
 Figure 20. Site terms for the Menta dam site from crustal and subduction recordings. Red plot: crustal fault 
sources, blue plot: subduction sources. 
The results of PSHA for the Menta dam site, which included all the relevant seismic sources 
for the area (according to Italian Database of Individual Seismogenic Sources and recent studies 
presented in Tiberti et al. 2017), are plotted as uniform hazard spectra in Figure 21 at two hazard 
levels, namely 0.63 and 0.05 probability of exceedance in 100 years. The site-specific GMMs 
emphasize site amplification for periods in the range 0.1-0.4 sec. The uniform hazard spectra from 
non-ergodic analysis are lower than those from ergodic analysis, due both the change in mean (at 
periods outside of the range 0.1-0.4 sec) and the reduction of standard deviation. Epistemic un-
certainties in the hazard have not been fully considered as of this writing. The range shown in 
Figure 21 is based on the range of site amplification shown in Figure 20 and some source-related 
uncertainties.  
 
  
Figure 21. Uniform hazard spectra at Menta dam site for hazard levels of 63% and 5% probability of ex-
ceedance in 100 years derived from ergodic and non-ergodic analysis. Range shown for site-specific result 
is based on range of site amplification considered at the present time, as shown in Figure 20.  
5 CONCLUSIONS 
We have reviewed the non-ergodic site response methodology, documented several challenges 
that have been encountered in its implementation, and described how those challenges have been 
addressed in various projects.  
The issue of spatial correlation is critical for non-ergodic site response analyses that are in-
formed by ground motion observations. In many cases, the instruments used for the analyses are 
not located at the sites of interest (as with the Lucas and Sunnyvale sites), requiring judgments to 
be made about the applicability of the data to the site. Ultimately, as models for the spatial corre-
lation of site response become more fully developed, site terms can be evaluated on a regional 
basis using Kriging analysis that considers the semi-variance of the data (shown in Section 3) and 
its site-dependence (not yet investigated). Such analyses would allow the epistemic uncertainty 
of the site term to be determined in a way that reflects its proximity to all neighboring observation 
sites. The current state of knowledge does not allow for this, although preliminary analyses as 
described in Section 3 are promising. In lieu of such knowledge, correlation has been assumed to 
be present when site conditions are similar, for example as reflected by similar H/V spectral ratios.  
Another issue often faced in the implementation of non-ergodic analyses is consistency of the 
reference site condition as used in site amplification derived from ground motion data analysis 
and from simulations. Stewart et al. (2017) describe adjustments that can be made to ensure con-
sistency, which is extended here for cases where the reference site condition is firmer than repre-
sented in ergodic models.  
Finally, we describe a challenging application of non-ergodic analysis in which geotechnical 
data was limited and the selected GMMs were biased for application to the study region. As de-
scribed in Section 4.3, and Vecchietti et al. (2019), the non-ergodic methodology can accommo-
date such cases, although the epistemic uncertainty on the estimated site terms is relatively large.  
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