0. Introduction 0.1. W 2 AG identities. The Andrews-Gordon (AG) q-series identities take the form [1, 13] :
(1) (q) n1−n2 · · · (q) n k−2 −n k−1 (q) n k−1 = ∞ n=1 n ≡0,±i (mod 2k+1) 1 1 − q n where k = 2, 3, · · · , 1 ≤ i ≤ k, and the q-shifted factorial (q) n is defined by (q) 0 = 1 and (q) n = (1 − q)(1 − q 2 ) · · · (1 − q n ) for n > 0. The two sides of each AG identity are different expressions for the character χ 2,2k+1 1,i of the highest weight module Ω 2,2k+1 1,i of the Virasoro (W 2 ) minimal model M (2, 2k + 1) 2 . In anticipation of there being analogous identities for extended Virasoro (W n ) minimal models, for n > 2, we refer to the identities (1) as W 2 AG identities.
The W 2 AG identities are special because their fermionic sides (their sum sides) are expressed purely in terms of q-factorials, whereas those of other W 2 -modules typically involve Gaussian polynomials.
Terminology. In this paper, we characterise an AG identity as an identity in which a product of terms of the form (1 − q n ) for various n (possibly non-integer) is expressed as a sum of the form:
where a = (a 1 , a 2 , . . . , a d ) and W (a) is a quadratic expression in each of the components of a. The AG identities then form a subset of what are traditionally called Rogers-Ramanujan-type identities: the fermionic expressions in the latter identities may admit Gaussian polynomial factors (see [14, 5, 2, 19] and references therein). 0.2. W 3 identities. For n > 2, the W n algebra [20, 10] is a generalisation of the Virasoro algebra which is now naturally denoted W 2 . In [2] , Andrews, Schilling and Warnaar applied a modified Bailey transform to obtain Rogers-Ramanujan-type identities for three (out of four possible) characters of the minimal model M (3, 7) 3 of the extended Virasoro algebra W 3 . (One of these identities is also proved in [18] using Hall-Littlewood polynomials). However, the fermionic side of each of these identities involves a Gaussian polynomial, and is thus not of AG-type. We see that the minimal model M (3, 7) 3 has the same central charge as that of the Virasoro minimal model M (3, 14) 2 , suggesting that the characters of the more symmetric M (3, 7) 3 theory can be expressed as linear combinations of those of M (3, 14) 2 . This turns out to be the case, and enables us to obtain new fermionic expressions for the M (3, 7) 3 characters. These fermionic expressions are of the form (2) , and so, on equating them with the corresponding product forms, we obtain W 3 AG identities. Moreover, equating these with the fermionic expressions of [2] leads to 3-fold q-series identities.
AG identities from combinations of characters.
In view of the W 3 AG identities having their origin in the sum of two characters of the minimal model M (3, 14) 2 , we will also refer to them as M (3, 14)
+ 2 identities. By combining fermionic expressions for characters of the Virasoro minimal models M (p, p ′ ) 2 for p = 3 and any p ′ ≡ 0 (mod 3) in a similar way, we again obtain fermionic expressions of the form (2) . It also turns out this these sums of characters have a product form (see Lemma 2.3). Thereupon, on equating these two forms, M (3, p ′ )
By proceeding in a similar way for p = 4 and p ′ ≡ 0 (mod 2), we obtain M (4, p ′ )
identities. Here however, each fermionic expression involves a Gaussian polynomial, and thus the identities are not of AG-type. For p > 5, Bytsko and Fring [6] show that the corresponding sum of characters does not have a product form. On the other hand, a detailed investigation of the fermionic expressions of [19] shows that it is also not possible to directly sum such expressions to obtain a fermionic expression of the form (2). 0.5. Relationship with earlier works. Upon completion of this work, we discovered that Bytsko [7] had conjectured all of our M (3, p ′ ) + 2 identities, but gave no proofs. Our (proved) M (4, p ′ ) + 2 identities appear to be new. In fact, the product forms for each of our M (3, p ′ )
identities had been previously obtained by Bytsko and Fring in [6] . Incidentally, in that paper, product forms are also derived for the difference of two characters when p = 3, p = 4 and p = 6. In the p = 3 and p = 4 cases, these lead to identities similar to our
identities by incorporating a sign factor into the fermionic expressions.
0.6. Outline. In Section 1, we recall basic facts regarding Virasoro characters. In Section 2, we show that the sums of certain Virasoro characters combine to give simple product forms. In Sections 3 and 4, we show that the fermionic forms of the characters discussed in Section 2 combine to give simple fermionic expressions. In Section 3.3, we recall the three M (3, 7) 3 identities of [2] , together with an identity for the remaining fourth character. In section 3.4, we contrast these with the fermionic expressions for the same characters obtained from the results of Section 3.
Characters of Virasoro highest weight modules
Consider the Virasoro minimal conformal field theory M (p, p ′ ) 2 , labelled by two coprime integers p and p ′ for which 1 < p < p ′ . 1 Its central charge is given by the n = 2 case of (3): In applications to physical systems, three quite distinct types of expression for χ p,p ′ r,s have achieved prominence. These are the alternating sum (bosonic) form, the positive definite sum (fermionic) form, and the product form.
Bosonic form. Such a form for χ p,p ′ r,s for all valid values of p, p ′ , r and s, has been known since the early days of Virasoro representation theory [11, 17] . It is given by: 
where the summation parameters are certain sets of vectors, F is a fundamental fermionic form, ζ ∈ {0, 1} and χp ,p ′ r,ŝ is the character of a smaller module, in the sense thatp ′ < p ′ . We do not wish to specify the summation parameters in equation (9) , the general form of F , the conditions under which ζ = 0, or whatp,p ′ ,r, orŝ are, because they were discussed in detail in [19] . We will write particular cases of [19] explicitly only when required. However, we wish to note that in all cases of interest in this paper, the summation in (9) reduces to a single term, with ζ = 0. Thus all fermionic expressions that appear in this work are much simpler than the most general ones. In fact, in many cases, the fermionic expressions that we use may be found in works prior to [19] . Examples. Two recognizable fermionic expressions are:
These, of course, are the sum sides of the classical Rogers-Ramanujan identities, which are special cases of the AG identities (1) .
Product forms. Unlike bosonic and fermionic forms, product forms are available only for certain classes of Virasoro characters [8] .
1. The p = 2r, or p ′ = 2s class. Here, the product forms may be obtained by recourse to Jacobi's triple product identity [12, eq. (II.28)]:
where z, q ∈ C, z = 0, |q| < 1, and (a 1 , a 2 , . . . , a t ;
. Application of equation (11) to equation (6) in the cases p = 2r and p ′ = 2s yields:
Examples. For r = 1, s = i and p ′ = 2k + 1, we immediately see from equation (12) 
where z, q ∈ C, z = 0 and |q| < 1. Applying equation (13) to equation (6) for p = 3r and p ′ = 3s yields:
Example. For later convenience, we note that the r = 1 case of the first instance of equation (14) may be expressed as:
Generalised AG identities. In each case in which a product form is available for the character χ p,p ′ r,s , equating it with the corresponding fermionic form yields a Rogers-Ramanujan-type identity. Examples. The classical Rogers-Ramanujan identities are equalities between the fermionic and the product forms of the characters χ For more details on Rogers-Ramanujan-type identities that are of Virasoro origin, we refer the reader to [19] .
Combinations of product forms that are product forms
The first step in our derivation is the following result of [3, eq. (4.1)].
Lemma 2.1. (Bailey) For z, q ∈ C with z = 0 and |q| < 1,
Splitting the sum on the right side of equation (11) into sums over even and odd n, and writing n = 2k and n = 2k + 1 respectively, yields:
These two terms then yield the two terms on the right side of equation (16) by applying equation (11) to each in turn: in the former case by making the substitutions z → z 2 q and q → q 4 in equation (11), and in the latter case by making the substitutions z → z 2 q 3 and q → q 4 in equation (11).
Proof: This expression is obtained by first multiplying the two sides of equation (16) 
and that
the required equation (17) follows. (17), the required result follows immediately from equation (15) . (18) can be written in the alternative form:
after changing the sign of the parameter λ in the first and fourth terms under the summation. From this, we obtain:
because the four terms under the summation in equation (22) arise for k = 4λ, k = 4λ + 1, k = 4λ − 1 and k = 4λ − 2 respectively. For the "−" case, substituting z → −q s and q → q p ′ 2 in equation (11) then immediately yields equation (21).
For the "+" case, substituting z → −q s and q → −q p ′ 2 in equation (11) yields:
From this, equation (20) follows.
In the following sections we show that the combinations of Virasoro characters considered in equations (18) and (20) have a simple fermionic form.
3. Combinations of fermionic sums that are fermionic sums: p = 3
In this section, we extract fermionic expressions for the characters χ 3,p ′ 1,s from [19] . Some of these expressions can also be found in [4, 5] . Having obtained the fermionic expressions, generalized AG identities then result upon using equations (18) and (19) , These identities are stated in Corollaries 3.2, 3.4, 3.6 and 3.8 below. In Corollaries 3.2 and 3.6, the identities are indexed by integers g and s. In these two cases, p ′ is related to g by p ′ = 3g + 1 and p ′ = 3g + 2 respectively. When p ′ is odd, the identities may be naturally viewed as identities in the indeterminate q 1/4 , with in particular, the product side able to be readily written as a product of terms (1 − q n 4 ) −1 for various n ∈ Z >0 . Otherwise, if p ′ /2 − s is odd, the identities may be viewed as identities in the indeterminate q 1/2 ; whereas if p ′ /2 − s is even, the identities do not involve factional powers of q. The identities of Corollaries 3.4 and 3.8 are indexed by the integer h. These identities also do not involve fractional powers of q.
3.1. The p ′ = 3g + 1 case. We now use the method and terminology of [19] to obtain fermionic expressions for χ
. Then, from [19, §1.3] , n = 1, t = g + 1 and t 1 = g − 1. The set T of Takahashi lengths is given by T = (1, 2, . . . , g, g + 1) . The setT of truncated Takahashi lengths is given bỹ T = (1). From [19, §1.11] , B is the (g − 1) × (g − 1) matrix B = {B jℓ } 1≤j,ℓ≤g−1 with entries B jℓ = min{j, ℓ}, and C is the 1 × 1 matrix (2). The matrix C * is the 1 × 1 matrix (−1). Throughout this subsection, we take N j = n j +n j+1 +· · ·+n g−1 for 1 ≤ j ≤ g−1, and the (g + 1)-dimensional vectors e j are defined by e j = (δ 1j , δ 2j , . . . , δ g+1,j ) for 0 ≤ j ≤ g + 2.
Lemma 3.1. Let g ≥ 1 and 1 ≤ s ≤ g + 1. Then:
is to be taken as 0 whenever s ≥ g.
Proof:
Since with 1 ≤ s ≤ g + 1, we have s ∈ T , and for r = 1, we have r ∈ T , the fermionic expression [19 Combining this result with equation (19) 
Lemma 3.3. Let h ≥ 1 and set s = 3h + 2. Then:
where
Proof: Here p ′ = 6h + 4, and so the above data applies for g = 2h + 1. Since s ∈ T , the sum [19, (1.16) ] is over more than one fundamental fermionic form. In fact, the Takahashi tree for s ([19, §1.6]) has precisely two leaf nodes. Since the truncated Takahashi tree for r = 1 has one leaf node, the sum [19, (1.16)] is over two terms.
For the leaf node a 00 of the Takahashi tree for s, we obtain ([19,
. Thereupon, u For the leaf node a 10 of the Takahashi tree for s, we obtain d = 2, ∆ 1 = −1,
The fundamental fermionic term for this case is then given by precisely the right side of equation (28), with the summation restricted to even integers m because u = (0) here, which yields Q(u) = (0). The expression (28) follows.
Using the p ′ = 2s case of equation (18) and cancelling a factor of 2 from each side then yields the following:
where N j = n j + n j+1 + · · · + n 2h .
3.2.
The p ′ = 3g + 2 case. We now use the method and terminology of [19] , n = 2, t = g + 1, t 1 = g − 1 and t 2 = g. The set T of Takahashi lengths is given by T = (1, 2, . . . , g + 1) . The setT of truncated Takahashi lengths is given byT = (1). From [19, §1.11] , B is the (g − 1) × (g − 1) matrix B = {B jℓ } 1≤j,ℓ≤g−1 with entries B jℓ = min{j, ℓ}, and C is the 1 × 1 matrix (1). The matrix C * is the 1 × 1 matrix (−1). Throughout this subsection, we take N j = n j +n j+1 +· · ·+n g−1 for 1 ≤ j ≤ g−1, and the (g + 1)-dimensional vectors e j are defined by e j = (δ 1j , δ 2j , . . . , δ g+1,j ) for 0 ≤ j ≤ g + 2.
Lemma 3.5. Let g ≥ 1 and 1 ≤ s ≤ g + 1. Then:
Proof:
Since the expressions here are obtained in a manner very similar to those of Lemma 3.1, we do not give the details. We only note that with 1 ≤ s ≤ g + 1 here, s ∈ T and then:
Combining this result with equation (19) then leads to the following: Corollary 3.6. If g ≥ 1 and 1 ≤ s ≤ g + 1, then:
is to be taken as 0 whenever s ≥ g. Lemma 3.7. Let h ≥ 1 and s = 3h + 1. Then:
Proof: Since the expression here is obtained in a manner very similar to that of Lemma 3.3, we do not give the details. We only note that, after setting g = 2h, the leaf node a 00 of the Takahashi tree for s yields d = 2,
and the leaf node a 10 yields d = 2, ∆ 1 = −1,
where N j = n j + n j+1 + · · · + n 2h−1 . (q) n1
n1,n2≥0
(q) n1
.
W 3 Andrews-Gordon identities.
On taking the g = 3 cases of Corollary 3.6 for s ∈ {1, 3, 5} and the h = 2 case of Corollary 3.8, we obtain the following AG identities for the M (3, 7) 3 characters:
n1,n2,n3,n4≥0
4.
Combinations of fermionic sums that are fermionic sums: p = 4
In this section, we extract fermionic expressions for the characters χ 4,p ′ 1,s from [19] . Again, some of these expressions can also be found in [4, 5] . Having obtained the fermionic expressions, Rogers-Ramanujan-type identities then result upon using equation (20) .
These identities are stated in Corollaries 4.2, 4.4, 4.6 and 4.8 below. In each case, the identities may be viewed as identities in the indeterminate q 1/2 , with in particular, the product side able to be readily written as a product of terms
4.1. The p ′ = 4g + 1 case. We now use the method and terminology of [19] to obtain fermionic expressions for χ . Then, from [19, §1.3], n = 1, t = g + 2 and t 1 = g − 1. The set T of Takahashi lengths is given by T = (1, 2, . . . , g, g + 1, 2g + 1). The setT of truncated Takahashi lengths is given byT = (1, 2) . From [19, §1.11] , B is the (g −1)×(g −1) matrix B = {B jℓ } 1≤j,ℓ≤g−1 with entries B jℓ = min{j, ℓ}, and C is the 2 × 2 matrix
Throughout this subsection, we take N j = n j +n j+1 +· · ·+n g−1 for 1 ≤ j ≤ g−1, and the (g + 2)-dimensional vectors e j are defined by e j = (δ 1j , δ 2j , . . . , δ g+2,j ) for 0 ≤ j ≤ g + 3.
Lemma 4.1. Let g ≥ 1 and 1 ≤ s ≤ g + 1. Then:
where in each case, the term (
is to be taken as 0 whenever s > g − 1.
Proof: Since with s ≤ g + 1 and r = 1, we have s ∈ T and r ∈T , the fermionic expression [19, (1.16) ] for χ p,p ′ r,s comprises a single fundamental fermionic form [19, (1.17) ]. The summation in [19, (1.17) ] is then over integers n 1 , n 2 , . . . , n g−1 and m 1 and m 2 (these latter two parameters are named m g and m g+1 in [19, (1.17) ]), with the parity of m 1 and m 2 are restricted.
From [19, §1.7] , we obtain: For the second expression, we obtain u L as above. Using r = 3 instead of r = 1 results in u R = e g + e g+2 . This yields u R ♯ = (0, 0) as above. However here, m 1 ≡ 0 (mod 2) and m 2 ≡ 1 (mod 2) in the summation because u = (0, 1) leads to Q(u) ≡ (−2, −1). Thus, apart from the overall factor, the fermionic expression [19, (1.17) ] for χ 
Lemma 4.3. Let g ≥ 1. Then: , and setting p ′ = 4g + 1 and s = 2g in equation (20) , this leads to:
The p ′ = 4g + 3 case. We now use the method and terminology of [19] to obtain fermionic expressions for χ , n = 1, t = g + 2, t 1 = g − 1 and t 2 = g. The set T of Takahashi lengths is given by T = (1, 2, . . . , g, g + 1, 2g + 1). The setT of truncated Takahashi lengths is given bỹ T = (1, 2) . From [19, §1.11] , B is the (g − 1) × (g − 1) matrix B = {B jℓ } 1≤j,ℓ≤g−1 with entries B jℓ = min{j, ℓ}, and C is the 2 × 2 matrix Throughout this subsection, we take N j = n j +n j+1 +· · ·+n g−1 for 1 ≤ j ≤ g−1, and the (g + 2)-dimensional vectors e j are defined by e j = (δ 1j , δ 2j , . . . , δ g+2,j ) for 0 ≤ j ≤ g + 3.
Lemma 4.5. Let g ≥ 1 and 1 ≤ s ≤ g + 1. Then:
where, in each case, the term (
Proof: Since with s ≤ g + 1 and r = 1, we have s ∈ T and r ∈T , the fermionic expression [19 , andñ j = n j for 1 ≤ j < s − 1 and s ≤ j < g − 1. The expression [19, (1.17) ] then yields equation (51) up to an overall factor, where m 1 and m 2 are each summed over even integers because here u = (0, 0) leads to Q(u) = (0, 0). The overall factor may be obtained after calculating γ as in [19, §1.10] . However, we can bypass this calculation by noting that lim q→0 χ p,p ′ r,s = 1, and that the smallest value of the exponent in the numerator of the summand in equation (51) occurs when n 1 = n 2 = · · · = n g−1 = m 1 = m 2 = 0. It follows that the required factor is simply 1.
For the second expression, we obtain u L as above. Using r = 3 instead of r = 1 results in u R = e g+2 . This yields u R ♯ = (0, 0) as above. However here, m 1 ≡ 0 (mod 2) and m 2 ≡ 1 (mod 2) in the summation because u = (0, 1) leads to Q(u) ≡ (−2, −1). Thus, apart from the overall factor, the fermionic expression [19, (1.17) ] for χ 
