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A GROUP-THEORETICAL APPROACH
TO CONDITIONALLY FREE CUMULANTS
KURUSCH EBRAHIMI-FARD AND FRE´DE´RIC PATRAS
Abstract. In this work we extend the recently introduced group-theoretical approach to
moment-cumulant relations in non-commutative probability theory to the notion of condi-
tionally free cumulants. This approach is based on a particular combinatorial Hopf algebra
which may be characterised as a non-cocommutative generalisation of the classical unshuffle
Hopf algebra. Central to our work is the resulting non-commutative shuffle algebra structure
on the graded dual. It implies an extension of the classical relation between the group of
Hopf algebra characters and its Lie algebra of infinitesimal characters and, among others, the
appearance of new forms of “adjoint actions” of the group on its Lie algebra which happens
to play a key role in the new algebraic understanding of conditionally free cumulants.
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shuffle algebra; pre-Lie algebra.
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1. Introduction
Voiculescu [46, 47] introduced in the 1980s the theory of free probability. It is based on
the notion of free independence, or freeness, that is, the absence of algebraic relations. Free
cumulants encode the notion of free independence. Speicher [40] uncovered a combinatorial
approach to free cumulants based on the lattice of non-crossing set partitions and its Mo¨bius
calculus. The reader is referred to [34, 35, 42] for introductions and reviews. The free
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moment-cumulant relation for the n-th univariate moment mn is given by
(1) mn “
ÿ
piPNCn
ź
piiPpi
k|pii|,
where NCn is the lattice of non-crossing set partitions pi :“ tpi1, . . . , piju of rns :“ t1, . . . , nu
and |pii| denotes the number of elements in the block pii P pi. Here kl denotes the l-th free
cumulant. Analogous statements hold for monotone [26] and boolean cumulants [39]. Indeed,
for monotone cumulants hl one has the monotone moment-cumulant relation
(2) mn “
ÿ
piPNCn
1
τppiq!
ź
piiPpi
h|pii|.
The so-called tree (forest) factorial τppiq! corresponds to the forest τppiq of rooted trees
associated to the nesting of the blocks of the non-crossing partition pi P NCn. See [3] for
details. Boolean cumulants rl satisfy the boolean moment-cumulant relation
(3) mn “
ÿ
IPBn
ź
liPI
r|li|,
where Bn is the boolean lattice of interval partitions. The multivariate generalisations of
these moment-cumulant relations will be given further below in the shuffle algebra setting.
Relations between the different cumulants have been studied in great detail by Arizmendi et
al. in the recent article [3].
The framework for our group-theoretical approach to free, boolean and monotone moment-
cumulant relations has been developed in a series of recent works [15, 16, 17, 18, 19]. It is
based on a particular graded, connected, non-commutative, non-cocommutative word Hopf
algebra H defined on the double tensor algebra over a non-commutative probability space
pA,ϕq with linear unital map ϕ : AÑ K. One may characterise H as a non-cocommutative
generalisation of the classical cocommutative unshuffle Hopf algebra [36].
In [15] we first defined the coproduct of H . It is right-sided (right-handed in Turaev’s
original terminology) [28, 33, 44] and splits into left and right half-coproducts, which define
the structure of (un)shuffle bialgebra on H [21]. This implies, on the other hand, a splitting
of the associative convolution product on the graded dual H˚ into two non-associative half-
shuffles, which define a non-commutative shuffle algebra (aka dendriform algebra) structure
on H˚. It follows from the existence of these structures that, besides the classical exponential
exp˚, two other exponential-type maps, denoted Eă and Eą, can be defined in terms of the
two half-shuffles. This allows for a refinement of the classical correspondence between a
group and its Lie algebra, by means of the exponential map since all three maps define
bijections from the Lie algebra g Ă H˚ of infinitesimal characters to the group G Ă H˚
of algebra characters on H . Once a particular character Φ P G has been defined in terms
of the natural extension of ϕ from A to H , monotone, free, and boolean cumulants can be
considered as infinitesimal characters ρ, κ, β in g, respectively, and are defined in terms of
the identities
(4) Φ “ exp˚pρq “ Eăpκq “ Eąpβq.
C-FREE CUMULANTS AND SHUFFLE ALGEBRA 3
In [19] we showed that, indeed, the left and right half-shuffle exponentials, Eăpκq respec-
tively Eąpβq, give rise to free respectively boolean multivariate moment-cumulant relations
[39, 40]. The shuffle exponential exp˚pρq describes instead the monotone moment-cumulant
relations [26]. This yields a novel and unifying approach to moment-cumulant relations
in non-commutative probability. In [19] we also showed how three logarithm-type maps
(R-transformations) corresponding to these exponentials together with a particular shuffle
group-theoretical adjoint operation permit to recover relations between cumulants, which
were described explicitly in [3] using classical Mo¨bius calculus on non-crossing set partitions.
Regarding the latter an important remark is in order. In our group-theoretical approach
non-crossing partitions enter the picture only through the closed formulas for the evaluation
of the exponential-type maps exp˚, Eă and Eą on words from H . For instance, the righthand
side of the univariate free moment-cumulant relation (1) results from calculating Eăpκqpwq
for a word in w “ abn P H of length n in a single letter, i.e., random variable a P A.
There is a well-known connection between moment-cumulant relations in classical proba-
bility and relations between Green’s respectively connected Green’s functions (e.g., in per-
turbative quantum field theory (QFT)). It extends to free moment-cumulant relations and
Green’s respectively connected Green’s functions relations in planar QFT (see, e.g., [17]).
Still in perturbative QFT, replacing the vacuum by other, non-trivial, ground states gives
rise to interesting phenomena meaningful to applications, see, e.g. [6, 7, 13]. The notion of
conditionally free probability, introduced in [5] by Boz˙ejko et al., shares with pQFT over non-
trivial vacua a key feature (the analogy stops there at the moment but deserves to be further
analysed): the idea to consider a theory of free probabilities relative to a given arbitrary
state or, equivalently, to consider the behaviour of a pair of states (where, however, the two
states have different roles). This conditional extension of Voiculescu’s theory allows, among
others, for the definition of a conditionally (or c-)free convolution product and R-transform,
for the explicit calculation of distributions of conditionally free Gaussian and free Poisson
distributions and other similar key behavioural properties one expects for a generalised free
probability theory.
The paper on hand shows how the combinatorial side of c-free cumulants is naturally
captured by the group-theoretical picture sketched above. In this respect the aforemen-
tioned shuffle group-theoretical adjoint action, which permits to express monotone, free, and
boolean cumulants in terms of each other, is the central object. Indeed, we will show how
it allows to relate c-free cumulants with free and boolean, and therefore also with monotone
cumulants.
Finally, we remark that several works have appeared in recent years, applying Hopf algebra
techniques in the context of free probability [22, 23, 31, 32]. Moreover, non-commutative
shuffle algebras appeared in the work by Belinschi et al. [4] in relation to the problem of
the infinite divisibility of the normal distribution with respect to additive convolution in free
probability. However, our approach is rather different, and potential connections have to be
explored in the future.
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The paper is organised as follows. In Section 2 we survey briefly the foundations of
the theory of c-free probabilities. In Section 3 we present the necessary background on
non-commutative shuffle algebras together with the particular combinatorial Hopf algebra
(denoted H in the Introduction) as main example. This Hopf algebra will provide the under-
lying framework for our shuffle group-theoretical approach to moment-cumulant relations.
Section 4 introduces the three exponential bijections, which provide the group-theoretical
setting for free, boolean and monotone moment-cumulant relations. The next section recalls
the shuffle algebra approach to the latter. Section 6 contain the main result of the paper. It
describes conditionally free cumulants and convolution using the group-theoretical machine
introduced in Sections 4 and 5.
Acknowledgements: We would like to thank the organisers of the CARMA 2017 work-
shop at CIRM in Luminy and the CNRS PICS project: Alge`bres de Hopf combinatoires et
probabilite´s non commutatives for its support.
2. Conditional freeness
We first fix some notation. Let NCn denote the lattice of non-crossing set partitions of
order n and Bn is the boolean lattice of interval partitions of order n. See [35] for details.
Recall that a partition pi “ pi1 \ ¨ ¨ ¨ \ pik of rns is non-crossing if and only if there are no
pi, lq P piaˆpia and pj,mq P pibˆpib, 1 ď a, b ď k with a ­“ b and i ă j ă l ă m. A partition is
boolean if each of its blocks pii is an interval, i.e., if a, b P pii and a ă c ă b, then c P pii. We
let |pii| denote the number of elements in the block pii P pi. The elements in each block pii P pi
are naturally ordered, pii :“ tj1 ă ¨ ¨ ¨ ă j|pii|u, and we set apii :“ aj1 ¨ ¨ ¨ aj|pii| . A Conditionally
free probability generalises the fundamental notion of Voiculescu’s free probability theory in
the context of two states. We introduce here briefly the main constructions relevant for our
later purposes and refer the reader to the original article [5] for details.
We work in the framework of unital algebras A and a state on A simply means a unital
linear form ϕ : AÑ C (unital meaning that ϕp1q “ 1). Given now unital algebras Ai, i P I,
each equipped with a pair of states pϕi, ψiq, their free product reads
˚iPIAi – C ¨ 1‘
8à
n“1
à
ip1q­“¨¨ ­¨“ipnq
A`
ip1q b ¨ ¨ ¨ b A
`
ipnq,
where A`j :“ kerψj . A new state ϕ is then defined on ˚iPIAi by requiring ϕp1q “ 1 and
ϕpa1 ¨ ¨ ¨ anq “ ϕip1qpa1q ¨ ¨ ¨ϕipnqpanq,
when aj P A
`
ipjq and ip1q ­“ ¨ ¨ ¨ ­“ ipnq. Notice that the role of the ϕi and that of the ψi are
not symmetrical.
Suppose that A “ CxXy. The (free) moments of the states ϕ and ψ on A are defined by
mϕn :“ ϕpX
nq, mψn :“ ψpX
nq.
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Speicher’s free moment-cumulant relations (which define implicitly the free cumulants kψn )
are then given by
mψn “
nÿ
p“1
ÿ
lp1q,...,lppqě0
lp1q`¨¨¨`lppq“n´p
kψpm
ψ
lp1q ¨ ¨ ¨m
ψ
lppq
or, in terms of non-crossing partitions:
mψn “
ÿ
piPNCn
ź
pilPpi
k
ψ
|pil|
.
Conditionally (c-)free cumulants R
pϕ,ψq
k for the pair pϕ, ψq are defined instead by:
mϕn “
nÿ
j“1
ÿ
lp1q,...,lpjqě0
lp1q`¨¨¨`lpjq“n´j
R
pϕ,ψq
j m
ψ
lp1q ¨ ¨ ¨m
ψ
lpj´1qm
ϕ
lpjq,
or, in terms of non-crossing partitions:
(5) mϕn “
ÿ
piPNCn
ź
pilPpi
pil inner
k
ψ
|pil|
ź
pilPpi
pil outer
R
pϕ,ψq
|pil|
.
Here, the terms “outer” and “inner” refer to the structure of non-crossing partitions. A
block pii of pi P NCn is inner if there exists a pij and a, b P pij such that a ă c ă b for all
c P pii. A block which is not inner is outer.
As in classical free probability, cumulants characterise free convolution in the sense that
the distribution of the c-free convolution
pϕ, ψq “ pϕ1, ψ1q‘ pϕ2, ψ2q
of two pairs of states on CxX1y respectively CxX2y is characterized by
kψn “ k
ψ1
n ` k
ψ2
n ,(6)
Rpϕ,ψqn “ R
pϕ1,ψ1q
n `R
pϕ2,ψ2q
n .(7)
3. Shuffle algebra
Card shufflings appeared already in Poincare´’s treatise on probability. Later, so-called
perfect shuffles led to the definition of commutative shuffle products. They were axioma-
tised independently by Eilenberg and MacLane in 1953 [20] and Schu¨tzenberger in 1958 [37],
in relation to the homology of commutative algebras respectively combinatorics and classical
Lie algebra theory. Eilenberg and MacLane studied also non-commutative shuffle products
using the idea of splitting such products into left and right half-shuffle products. The result-
ing algebraic shuffle relations for those half-shuffles allowed them to demonstrate abstractly
the associativity of shuffle products familiar in topology. The commutative shuffle product
is essential in many fields of pure and applied mathematics. In Chen’s work for example
[11, 12], it encodes algebraically the product of iterated integrals. The splitting into half-
shuffles reflects the integration by parts rule for Riemann integrals of ordinary functions.
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Reutenauer’s classic monograph [36] embedded Chen’s fundamental work into the setting
of connected graded cocommutative Hopf algebras. Together with its origins in topology,
combinatorics and Lie theory, these phenomena explain the ubiquity of shuffles. From 2001
onwards non-commutative shuffle products were axiomatised and explored systematically by
Loday, Ronco, Chapoton, and others [27], who called them dendriform1 products. These
works paved the way to many theoretical developments and the discovery of new structures.
Indeed, anti-symmetrising non-commutative shuffle products yields Lie brackets. However,
for the half-shuffle products the picture is more subtle. Indeed, they combine to Lie admis-
sible pre-Lie products [8, 9, 10, 30], which have been discovered independently in geometry,
algebraic deformation theory and control theory [1, 2, 24, 45]. Regarding the following
definitions and statements we refer the reader, for instance, to Manchon’s survey [30].
Definition 1. A shuffle algebra pD,ă,ąq consists of a K-vector space D together with
products ă and ą called respectively the left and right half-shuffle products, satisfying the
shuffle relations
pa ă bq ă c “ a ă pb ą c` b ă cq(8)
pa ą bq ă c “ a ą pb ă cq(9)
a ą pb ą cq “ pa ą b` a ă bq ą c,(10)
for a, b, c P D. A commutative shuffle algebra is defined by including the extra relation
(11) a ą b´ b ă a “ 0.
We will use from now on the terminology “non-commutative shuffle algebra” to emphasize
explicitely non-commutativity, i.e., the absence in a given shuffle algebra of relation (11).
Proposition 1. Let pD,ă,ąq be a shuffle algebra. The shuffle product m˚ : D bD Ñ D,
m˚pab bq “: a ˚ b, defined in terms of the two half-shuffles
(12) a ˚ b :“ a ą b` a ă b,
for a, b P D, is associative. In a commutative shuffle algebra the product m˚ is commutative.
Definition 2. A left pre-Lie algebra pP,⊲q consists of a K-vector space P with a binary
product ⊲ : P b P Ñ P satisfying the left pre-Lie identity
(13) pa⊲ bq⊲ c´ a⊲ pb⊲ cq “ pb⊲ aq⊲ c´ b⊲ pa⊲ cq,
for a, b, c P P . An analogous notion of right pre-Lie algebra exists.
Proposition 2. Let pP,⊲q be a left pre-Lie algebra. For a, b P P the commutator bracket
ra, bs :“ a⊲ b´ b⊲ a defines a Lie algebra on P .
1We prefer, for historical and conceptual reasons, the classical name shuffle.
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Proposition 3. Let pD,ă,ąq be a shuffle algebra. For a, b P D the product
(14) a⊲ b :“ a ą b´ b ă a
defines a left pre-Lie algebra on D.
Moreover, one verifies quickly that ra, bs “ a⊲ b´ b⊲ a “ a ˚ b´ b ˚ a in pD,ă,ąq. Observe
that in a commutative shuffle algebra the pre-Lie product (14) becomes trivial. We define the
left and right multiplication maps, Laăpbq :“ a ă b, Laąpbq :“ a ą b and Răapbq :“ b ă a,
Rąapbq :“ b ą a. Combining them, we can write La⊲pbq :“ a ⊲ b “ pLaą ´ Răaqpbq. The
maps Laą and Răb commute thanks to relation (9).
A consistent definition of unital shuffle algebra demands some caution – due to the fact
that it is a priori difficult to split the identity 1 ˚ 1 “ 1 via half-shuffles. This said, the
augmentation of the shuffle algebra pD,ă,ąq by a unit 1 to D :“ D ‘ K.1 is defined by
requiring for any a P D, that a ˚ 1 :“ 1 ˚ a :“ a. Moreover, concerning the half-shuffles we
define
1 ą a :“ a “: a ă 1,
and 1 ă a :“ 0 “: a ą 1. This is further extended to include the pre-Lie product, i.e.,
a⊲ 1 :“ a “: 1⊲ a. However, it is important to note that the separate cases of 1 ă 1 and
1 ą 1 must be excluded as they can not be defined consistently. Two examples of (unital)
shuffle algebras are given next.
Example 1. The non-unital tensor algebra over a K-vector space A is defined by
T`pAq :“
à
ną0
Abn.
Elements in T`pAq are denoted by words w “ ai1 ¨ ¨ ¨ aim P A
bm. The number |w| of letters
of a word w P T`pAq defines its length. The unital tensor algebra T pAq :“
À
ně0A
bn is
defined by adding the empty word 1 in Ab0 Ă T pAq. The commutative and associative
shuffle product on words is defined iteratively on T pAq by w 1 “ w “ 1 w and
(15) ai1 ¨ ¨ ¨ aim aj1 ¨ ¨ ¨ ajl :“ ai1pai2 ¨ ¨ ¨ aim aj1 ¨ ¨ ¨ ajlq ` aj1pai1 ¨ ¨ ¨ aim aj2 ¨ ¨ ¨ ajlq,
for any words ai1 ¨ ¨ ¨ aim , aj1 ¨ ¨ ¨ ajl P T`pAq. The two terms on the righthand side of (15)
define respectively the left and right half-shuffles satisfying (8)-(10) and (11). Note that
there exists a natural grading on T pAq given by the length of words.
Next we present an example of a non-commutative shuffle algebra. It provides the frame-
work for our approach to non-commutative probability and consists of the double tensor
algebra over a K-vector space A. Further below, the latter is supposed to be a unital K-
algebra, which together with the linear unital map ϕ : A Ñ K defines a non-commutative
probability space.
Example 2. [15] The non-unital double tensor algebra over a K-vector space A is defined
by
T`pT`pAqq :“
à
ną0
T`pAq
bn.
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We use the bar-notation to denote elements w1| ¨ ¨ ¨ |wn P T`pT`pAqq, where wi P T`pAq,
i “ 1, . . . , n. The space T`pT`pAqq is equipped with the concatenation product, defined for
w “ w1| ¨ ¨ ¨ |wn and w
1 “ w11| ¨ ¨ ¨ |w
1
m in T`pT`pAqq by w|w
1 :“ w1| ¨ ¨ ¨ |wn|w
1
1| ¨ ¨ ¨ |w
1
m. This
non-commutative algebra is multigraded, that is, T`pT`pAqqn1,...,nk :“ Tn1pAqb ¨ ¨ ¨bTnkpAq,
as well as graded. The degree n part is T`pT`pAqqn :“
À
n1`¨¨¨`nk“n
T pT pAqqn1,...,nk . Similar
observations hold for the unital case, that is, T pT pAqq “ ‘ně0T pAq
bn, and we will identify
without further comments a bar symbol such as w1|1|w2 with w1|w2. The empty word, which
is the unit for the bar-product, is denoted 1 P T pT`pAqq0.
Given two (canonically ordered) subsets S Ď U of the set of integers N, we call connected
component of S relative to U a maximal sequence s1, . . . , sn in S, such that there are no
1 ď i ă n and u P U , such that si ă u ă si`1. In particular, a connected component of S in
N is simply a maximal sequence of successive elements s, s ` 1, . . . , s ` n in S. Consider a
word a1 ¨ ¨ ¨ an P T`pAq. For the (canonically ordered) non-empty set S :“ ts1, . . . , spu Ď rns,
we define
(16) aS :“ as1 ¨ ¨ ¨ asp,
and aH :“ 1. Denoting by J1, . . . , Jk the connected components of rns ´ S, we then set
(17) aJS
rns
:“ aJ1 | ¨ ¨ ¨ |aJk .
More generally, for S Ď U Ď rns, set aJS
U
:“ aJ1 | ¨ ¨ ¨ |aJk , where the aJi are now the connected
components of U ´ S in U . We remark that the bar-notation in (17) respectively in aJS
U
may be interpreted as marking the places where sequences of consecutive letters have been
extracted from a word. Using (16) and (17) we define a coproduct on T pT`pAqq.
Definition 3. The coproduct ∆ : T pAq Ñ T pAqbT pT`pAqq is defined by ∆p1q :“ 1b1 and
(18) ∆pa1 ¨ ¨ ¨ anq :“
ÿ
SĎrns
aS b aJS
rns
.
It is extended multiplicatively to all of T pT`pAqq, i.e., ∆pw1| ¨ ¨ ¨ |wmq :“ ∆pw1q ¨ ¨ ¨∆pwmq.
For example, the coproduct of a single letter is ∆paq “ ab 1` 1b a. For a word a1a2 of
length two it is
∆pa1a2q “ a1a2 b 1` 1b a1a2 ` a1 b a2 ` a2 b a1.
For the word a1a2a3 P A
b3 we calculate
∆pa1a2a3q “ a1a2a3 b 1` 1 b a1a2a3 ` a1 b a2a3 ` a2 b a1|a3 ` a3 b a1a2
` a1a2 b a3 ` a1a3 b a2 ` a2a3 b a1.
The coproduct ∆pa1 ¨ ¨ ¨ a6q includes among others the sum
a1a3a5 b a2|a4|a6 ` a3a4a5 b a1a2|a6 ` a3a6 b a1a2|a4a5 ` a4a5a6 b a1a2a3.
The proofs of the following two theorems appeared in [15]. See also [16].
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Theorem 4. [15] The graded algebra H :“ T pT`pAqq equipped with the coproduct (18) is a
connected graded non-commutative and non-cocommutative Hopf algebra.
The central observation in [15] consist of the splitting of the coproduct (18) into two parts
∆ “ ∆ă `∆ą.
The corresponding left respectively right half-coproducts are defined on H by
∆ăpa1 ¨ ¨ ¨ anq :“
ÿ
1PSĎrns
aS b aJS
rns
“: ∆`
ă
pa1 ¨ ¨ ¨ anq ` a1 ¨ ¨ ¨ an b 1(19)
and
∆ąpa1 ¨ ¨ ¨ anq :“
ÿ
1RSĂrns
aS b aJS
rns
“: ∆`
ą
pa1 ¨ ¨ ¨ anq ` 1b a1 ¨ ¨ ¨ an.(20)
Note that for w P H the reduced coproduct ∆`pwq :“ ∆pwq ´ w b 1´ 1b w splits into
∆`pwq “ ∆`
ă
pwq `∆`
ą
pwq.
For instance, the coproduct ∆pa1a2a3q is the sum of the left half-coproduct
∆ăpa1a2a3q “ a1a2a3 b 1 ` a1 b a2a3 ` a1a2 b a3 ` a1a3 b a2
and right half-coproduct
∆ąpa1a2a3q “ 1b a1a2a3 ` a2 b a1|a3 ` a3 b a1a2 ` a2a3 b a1.
The two half-coproducts are extended to H by defining them on w1| ¨ ¨ ¨ |wm
∆ăpw1| ¨ ¨ ¨ |wmq :“ ∆ăpw1q∆pw2q ¨ ¨ ¨∆pwmq
∆ąpw1| ¨ ¨ ¨ |wmq :“ ∆ąpw1q∆pw2q ¨ ¨ ¨∆pwmq.
Theorem 5. [15] The algebra H equipped with ∆ă and ∆ą is a unital unshuffle bialgebra.
For details on the notion of unshuffle bialgebra we refer the reader to Foissy’s article [21]
and, in the present context, to our previous articles, e.g., [15, 18]. Recall that the space of
linear maps, LinpH,Kq, is (as for all Hopf algebras) an associative and untial K-algebra with
respect to the non-commutative convolution product defined for Γ,Ψ P LinpH,Kq in terms
of the coproduct (18)
Γ ˚Ψ :“ mKpΓbΨq∆,
where mK stands for the product map in K. The augmentation map e : H Ñ K, defined by
ep1q :“ 1 and zero on the so-called augmentation ideal H` :“ T`pT`pAqq, is the unit for this
convolution product. In light of the splitting ∆` “ ∆`
ă
`∆`
ą
we define accordingly the left
and right convolution half-products on LinpH`,Kq:
Γ ă Ψ :“ mKpΓbΨq∆
`
ă
Γ ą Ψ :“ mKpΓbΨq∆
`
ą
.
These operations are extended by setting, for Ψ P LinpH`,Kq, e ă Ψ :“ 0, e ą Ψ :“ Ψ,
Ψ ă e :“ Ψ, Ψ ą e :“ 0. As a result we obtain the next proposition.
Proposition 6. [15] The space LinpH,Kq equipped with pă,ąq is a unital shuffle algebra.
10 K. EBRAHIMI-FARD AND F. PATRAS
4. Shuffle and half-shuffle exponentials and logarithms
Recall the formal, i.e., purely algebraic component of the relations between a group and
its Lie algebra as encoded in the Baker–Campbell–Hausdorff formula [36]. The natural
framework to understand these phenomena is provided by complete connected cocommuta-
tive Hopf algebras and, in particular, classical commutative shuffle Hopf algebras [36]. In
this case the exponential and logarithm maps relate the Lie algebra of primitive elements
bijectively to the group of group-like elements. In [18] we started to explore how the classi-
cal correspondence between groups and Lie algebras, and related properties and identities,
translate in the setting of the non-(co)commutative shuffle bialgebra H in Theorem 4. It
turns out that in this case one has to consider not only the usual exponential-logarithm cor-
respondence but also two shuffle-type counterparts defined in terms of the two half-shuffle
products. In this section we recall from [18] the shuffle and half-shuffle exponentials and
logarithms and introduce the group-theoretical shuffle adjoint actions.
A preliminary remark is in order regarding convergence issues. They are left aside in the
present paper since we deal implicitly with formal series expansions over free shuffle algebras
(insuring the convergence in the formal sense), or with graded algebras (in which case formal
power series expansions restrict to finite expansions in each degree). In practice, “let D be
a shuffle algebra” means therefore till the end of the present section, “let D be a free or a
graded connected (i.e. with no degree zero component) shuffle algebra”.
Let pD,ą,ăq be a unital shuffle algebra. For any element a P D we define the usual
exponential and logarithm in terms of the associative shuffle product (12)
(21) exp˚paq :“ 1`
ÿ
ną0
a˚n
n!
log˚p1` aq :“ ´
ÿ
ną0
p´1qn
a˚n
n
.
For a P D we define aą0 :“ 1 “: aă0 and for n ą 0, aăn :“ a ă paăn´1q, and aąn :“
paąn´1q ą a. Then the left and right half-shuffle exponentials are defined for a P D
Eăpaq :“ 1`
ÿ
ną0
aăn Eąpaq :“ 1`
ÿ
ną0
aąn.
They are respectively the formal solutions of the two half-shuffle fixed point equations
(22) X “ 1` a ă X Y “ 1` Y ą a.
Lemma 7. Let D be a shuffle algebra, and D “ D ‘K.1 its unital augmentation.
1) For a P D, the product of X :“ Eăpaq and Y :“ Eąp´aq is Y ˚X “ X ˚ Y “ 1, so that
E
˚´1
ă
paq “ Eąp´aq. We have therefore
(23) Y “ X˚´1 “
ÿ
ně0
p´1qnpEăpaq ´ 1q
˚n
.
2) For a P D and X 1 “ X 1paq :“ Eăpaq ´ 1, we have
(24) a “ X 1 ă
` ÿ
ně0
p´1qnX 1
˚n˘
.
C-FREE CUMULANTS AND SHUFFLE ALGEBRA 11
Analogously, for Y 1 “ Y 1paq :“ Eąpaq ´ 1, we have
(25) a “
` ÿ
ně0
p´1qnY 1
˚n˘
ą Y 1.
Proof. For proofs and more details see, for instance, [15, 16, 19]. 
Definition 4. Let D be a shuffle algebra, and D its unital augmentation. For x P D define
the left half-shuffle logarithm
(26) Lăp1` xq :“ x ă
` ÿ
ně0
p´1qnx˚n
˘
,
and the right half-shuffle logarithm
(27) Ląp1` xq :“
` ÿ
ně0
p´1qnx˚n
˘
ą x.
For the following theorem we define the pre-Lie Magnus expansion [14] in terms of the
recursion
(28) Ω1paq :“
LΩ1⊲
eLΩ1⊲ ´ id
paq “
ÿ
mě0
bm
m!
L
pmq
Ω1⊲paq “ a´
1
2
a⊲ a`
ÿ
mě2
bm
m!
L
pmq
Ω1⊲paq,
where the bl’s are the Bernoulli numbers. For a P D we define the map
(29) W 1paq :“
eLa⊲ ´ id
La⊲
paq “ a `
1
2
a⊲ a `
1
6
a⊲ pa⊲ aq ` ¨ ¨ ¨ .
The bijection W 1 is the compositional inverse of Ω1, i.e., W 1 ˝ Ω1 “ id “ Ω1 ˝W 1.
Theorem 8. The left and right half-shuffle exponentials, Eăpaq respectively Eąpaq, satisfy
(30) Eăpaq “ exp
˚
`
Ω1paq
˘
Eąpaq “ exp
˚
`
´ Ω1p´aq
˘
.
In the commutative case, i.e., when Laą “ Răa for a P D, the map Ω
1 reduces to the
identity map. Hence, in a commutative shuffle algebra the two fixed point equations in (22)
coincide and the solution is given by X “ exp˚paq.
From (30) we deduce a key identity in shuffle algebra connecting the three exponentials.
Lemma 9. Let D be a shuffle algebra, and D its augmentation by the unit 1. For a P D the
following identity holds
(31) Eă
`
W 1paq
˘
“ exp˚paq “ Eą
`
´W 1p´aq
˘
.
The interplay between the pre-Lie Magnus expansion and its inverse becomes most in-
triguing when combining it with the Baker–Campbell–Hausdorff expansion. Indeed, one can
show that [19, 30]
(32) BCH
`
Ω1paq,Ω1pbq
˘
“ Ω1pa#bq,
where
(33) a#b “ W 1
`
BCH
`
Ω1paq,Ω1pbq
˘˘
.
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From W 1paq “ eLa⊲1´ 1 it follows that
W 1paq#W 1pbq “W 1
`
BCHpa, bq
˘
“ eLa⊲eLb⊲1´ 1.
Hence W 1paq#W 1pbq “ W 1paq ` eLa⊲W 1pbq. This yields the formula
(34) a#b “ a` eLΩ1paq⊲b.
We can use La⊲pbq “ a⊲ b “ pLaą ´Răaqpbq to rewrite (34)
a#b “ a` eLΩ1paqąeRăΩ1paqb
“ a` exp˚
`
Ω1paq
˘
ą b ă exp˚
`
´ Ω1paq
˘
“ a` Eăpaq ą b ă E
˚´1
ă
paq.(35)
We used shuffle relation (8) which implies for n ě 0, that p¨ ¨ ¨ ppb ă Ω1paqq ă Ω1paqq ă ¨ ¨ ¨ q ă
Ω1paq “ b ă pΩ1paq˚nq. Likewise, from (10) it follows that Ω1paq ą p¨ ¨ ¨ ą pΩ1paq ą pΩ1paq ą
bqq ¨ ¨ ¨ q “ pΩ1paq˚nq ą b.
Using (32) we note for a, b P D that
Eăpaq ˚ Eăpbq “ exp
˚
`
Ω1paq
˘
˚ exp˚
`
Ω1pbq
˘
“ exp˚
`
BCH
`
Ω1paq,Ω1pbq
˘˘
“ exp˚
`
Ω1pa#bq
˘
“ Eăpa#bq.
Similarly, we have that Eąpaq ˚ Eąpbq “ Eąp´p´b#´ aqq, where we used a classical property
of the Baker–Campbell–Hausdorff series, BCHpa, bq “ ´BCHp´b,´aq.
Definition 5. [14, 19] Let D be a shuffle algebra, and D its unital augmentation. For
x, y P D we define
yx :“ Adxpyq :“ E
˚´1
ă
pxq ą y ă Eăpxq(36)
yx :“ Ad
xpyq :“ Eăpxq ą y ă E
˚´1
ă
pxq.(37)
First, we note that from (31) in Theorem 9 we see that the left half-shuffle exponentials in
(36) and (37) can be expressed in terms of exp˚ as well as the right half-shuffle exponential
yx “ exp˚p´Ω1pxqq ą y ă exp˚pΩ1pxqq
“ E˚´1
ą
p´W 1p´Ω1pxqq ą y ă Eąp´W
1p´Ωpxqq.
Next, we show that the identity E˚´1
ă
pxq “ Eąp´xq implies that
y´x “ Ad´xpyq “ E
˚´1
ă
p´xq ą y ă Eăp´xq
“ Eąpxq ą y ă E
˚´1
ą
pxq
“: ĂAdxpyq.
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Proposition 10. Let D be a shuffle algebra, and D its unital augmentation. For x, y, z P D
we have
(38) AdxAdypzq “ Ady#xpzq.
Proof. We calculate
AdxAdypzq “ E
˚´1
ă
pxq ą
`
E
˚´1
ă
pyq ą z ă Eăpyq
˘
ă Eăpxq
“
`
Eăpyq ˚ Eăpxq
˘˚´1
ą z ă
`
Eăpyq ˚ Eăpxq
˘
“ E˚´1
ă
py#xq ą z ă Eăpy#xq
“ Ady#xpzq.(39)

Corollary 11. Let D be a shuffle algebra, and D its unital augmentation. For a, b P D we
have that
(40) a#ba “ a ` b “ a´b#b.
Proof. First, we observe for the product (34), that a#b “ a ` Adapbq, and that
(41) AdaAdapbq “ pb
aqa “ b “ pbaq
a “ AdaAd
apbq.
From this we deduce that
a#ba “ a` AdaAdapbq “ a` b.
Note that we will show the second equality in (40) explicitly in the following theorem. 
Theorem 12. [18, 19] Let D be a shuffle algebra, and D its unital augmentation. For
x, y P D we have the following factorisations
(42) Eăpx` yq “ Eăpxq ˚ Eăpy
xq
and
(43) Eąpx` yq “ Eąpx
´yq ˚ Eąpyq.
Proof. The proof of both (42) and (43) follows from (32) together with (35). We verify (43)
explicitly.
Eąpx
´yq ˚ Eąpyq “ exp
˚
`
´ Ω1p´x´yq
˘
˚ exp˚
`
´ Ω1p´yq
˘
“ exp˚
`
BCH
`
´ Ω1p´x´yq,´Ω1p´yq
˘˘
“ exp˚
`
´ BCH
`
Ω1p´yq,Ω1p´x´yq
˘˘
“ exp˚
`
´ Ω1p´y#´ x´yq
˘
“ exp˚
`
´ Ω1p´y ´ px´yq´yq
˘
“ exp˚
`
´ Ω1p´y ´ xq
˘
“ Eąpx` yq.

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5. Monotone, free and boolean cumulants
Let us return to Example 2 and the Hopf algebra H “ T pT`pAqq in Theorem 4. Recall
that it is connected, graded, non-cocommutative, and non-commutative. Its antipode S P
EndKpH,Hq, i.e., the inverse of the identity id P EndKpH,Hq with respect to the convolution
product defined on EndKpH,Hq in terms of the coproduct (18) on H , is given by
(44) S “
ÿ
iě0
p´1qiP ˚i.
The linear map P :“ id´ e is the augmentation projector, that is, P p1q “ 0 and P “ id on
the kernel of the counit, H` “ T`pT`pAqq.
Definition 6. A character Φ P LinpH,Kq is a unital multiplicative map, i.e., Φp1q “ 1 and
Φpw|w1q “ ΦpwqΦpw1q, for w,w1 P H`. An infinitesimal character κ P LinpH,Kq is a map
such that κp1q “ 0 and κpw|w1q “ 0, for w,w1 P H`.
Recall that the set G Ă LinpH,Kq of characters forms a group with respect to the convo-
lution product [25, 29]. The convolution inverse of a character Φ P G is Φ˚´1 :“ Φ ˝ S. The
space g Ă LinpH,Kq of infinitesimal characters forms a Lie algebra for the Lie bracket
rα, βs :“ α ˚ β ´ β ˚ α. The logarithm and exponential maps, exp˚ and log˚, are set
isomorphisms between the group G and its Lie algebra g. Recall that for any infinites-
imal character α P g and any word w P T`pAq of finite length |w|, the exponential re-
duces to a finite sum, i.e., exp˚pαqpwq “
ř|w|
j“1
1
j!
α˚jpwq. The same holds for the logarithm,
log˚pe ` αqpwq “
ř|w|
l“1
p´1ql´1
l
α˚lpwq. For any α P g, the left and right half-shuffle exponen-
tials, Eąpαq respectively Eăpαq, also reduce to finite sums when applied to a word w P T`pAq
of finite length, i.e., Eăpαqpwq “
ř|w|
j“1 α
ăjpwq, and similarly for Eąpwq.
Both half-shuffle exponentials provide as well natural bijections between G and g [18, 19].
It follows that for Φ P G there exist unique infinitesimal characters α, β, γ in g such that
(45) Φ “ exp˚pρq “ Eăpαq “ Eąpβq.
From this identity together with Theorem 8 the following relations between α, β, γ in g can
be deduced
(46) α “ W 1pρq, β “ ´W 1p´ρq
from which α “W 1p´Ω1p´βqq follows (see [18] for details).
We now consider H “ T pT`pAqq where pA,ϕq is supposed to be a non-commutative
probability space, i.e., a unital K-algebra A with map ϕ : A Ñ K, and ϕp1Aq “ 1. See [35]
for details. First, ϕ is extended to a linear map φ from T`pAq to K by defining φpa1 ¨ ¨ ¨ anq :“
ϕpa1¨A ¨ ¨ ¨¨Aanq. Then φ is extended to a character Φ onH . For a word w “ a1 ¨ ¨ ¨ an P T`pAq,
the n-th order multivariate moment is defined by
mnpa1, . . . , anq :“ ϕpa1 ¨A ¨ ¨ ¨ ¨A anq “ Φpwq.
From [15, 16, 19] the next theorem follows.
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Theorem 13. [19] Let pA,ϕq be a non-commutative probability space with unital map ϕ : AÑ
K and Φ its extension to H as a character. Let ρ, κ, β in g be infinitesimal characters defined
in terms of the shuffle algebra identity
(47) Φ “ exp˚pρq “ Eăpκq “ Eąpβq.
For the word w “ a1 ¨ ¨ ¨ an P T`pAq we set hnpa1, . . . , anq “ ρpwq, knpa1, . . . , anq “ κpwq,
and rnpa1, . . . , anq “ βpwq. The maps hn, kn, rn identify respectively with multivariate free,
boolean and monotone cumulants and we obtain the following multivariate moment-cumulant
relations
i) Free moment-cumulant relation [35]:
(48) Eăpκqpwq “
nÿ
j“1
κăjpwq “
ÿ
piPNCn
kpipa1, . . . , anq,
where kpipa1, . . . , anq :“
ś
piiPpi
κpapiiq.
ii) Boolean moment-cumulant relation [39]:
(49) Eąpβqpwq “
nÿ
j“1
βąjpwq “
ÿ
IPBn
rIpa1, . . . , anq,
where rIpa1, . . . , anq :“
ś
lkPI
βpalkq.
iii) Monotone moment-cumulant relation [26]:
(50) exp˚pρqpwq “
nÿ
j“1
ρ˚jpwq
j!
“
ÿ
γPNCn
1
τpγq!
hγpa1, . . . , anq,
The tree factorial τpγq! corresponds to the forest τpγq of rooted trees encoding the
nesting structure of the non-crossing partition γ P NCn [3], and hpipa1, . . . , anq :“ś
piiPpi
ρpapiiq.
We call the Lie algebra elements ρ, κ, β P g the monotone, free and boolean infinitesimal
cumulant characters, respectively.
Note that in all three cases the last equality follows from evaluating the lefthand side on
a word of finite length. The next result will be useful.
Proposition 14. Let ν, τ P g be the free and boolean infinitesimal characters of the state
Ψ “ Eăpνq “ Eąpτq P G. Following (39) we deduce from Ψ
˚´1 “ E˚´1
ą
pτq “ Eăp´τq that
µν “ Ad
νpµq “ Ψ ą µ ă Ψ˚´1 “ E˚´1
ă
p´τq ą µ ă Eăp´τq “ Ad´τ pµq “ µ
´τ .
From (47) and (31) it follows that monotone, free and boolean cumulants are related.
This implies that one can express monotone, free, and boolean cumulants in terms of each
other. See [3] for details. We consider the following lemma, which will be useful in describing
these relations. From [3] we recall that an irreducible non-crossing partition is a non-crossing
partition of the set rns with 1 and n being in the same block. The set of irreducible non-
crossing partitions is denoted by NC irrn .
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Lemma 15. Let µ, ν, τ be infinitesimal characters in g and Ψ “ Eăpνq “ Eąpτq P G (so that
ν is the free cumulant and τ the boolean infinitesimal cumulant character associated to Ψ).
The following formula holds for the infinitesimal character µν “ Adνpµq “ Ψ
˚´1 ą µ ă Ψ
evaluated on a word w “ a1 ¨ ¨ ¨ an P T`pAq of length n
µνpwq “
ÿ
1,nPSĎrns
µpaSqΨpaJS
rns
q(51)
“
ÿ
piPNCirrn
ź
outer
pi1Ppi
µ|pi1|papi1q
ź
inner
piiPpi
ν|pii|papiiq.(52)
On the other hand, from Proposition 14 it follows that µν “ µ
´τ evaluated on a word of
length n, w “ a1 ¨ ¨ ¨ an P T`pAq, gives
µνpwq “ µ
´τ pwq “
ÿ
1,nPSĎrns
µpaSqΨ
˚´1paJS
rns
q(53)
“
ÿ
piPNCirrn
p´1q|pi|´1
ź
outer
pi1Ppi
µ|pi1|papi1q
ź
inner
piiPpi
τ|pii|papiiq.(54)
Notice that we used for notational convenience the symbol
ś
outer
pi1Ppi
although the product is
trivial and involves only one block.
Proof. We follow the proof given in [19] by using induction on the length of words. Let
w “ a1 ¨ ¨ ¨ an P T pAq and let µ P g be an infinitesimal character. The expression µ
ν “
Adνpµq “ Ψ
˚´1 ą µ ă Ψ is equivalent to Ψ ą µν “ µ ă Ψ, such that
Ψ ą µνpwq “ µνpwq `
n´1ÿ
j“1
Ψpaj`1 ¨ ¨ ¨ anqµ
νpa1 ¨ ¨ ¨ ajq “
ÿ
1PSĎrns
µpaSqΨpaJS
rns
q.(55)
This implies
µνpwq “
ÿ
1PSĎrns
µpaSqΨpaJS
rns
q ´
n´1ÿ
j“1
Ψpaj`1 ¨ ¨ ¨ anqµ
νpa1 ¨ ¨ ¨ ajq(56)
“
ÿ
1,nPSĎrns
µpaSqΨpaJS
rns
q `
ÿ
1PSĂrns
nRS
µpaSqΨpaJS
rns
q ´
n´1ÿ
j“1
Ψpaj`1 ¨ ¨ ¨ anqµ
νpa1 ¨ ¨ ¨ ajq.(57)
A simple calculation for a single letter a P A shows that µνpaq “ µpaq. For a word of length
n “ 2 we find
µνpa1a2q “ pΨ
˚´1
ą µ ă Ψqpa1a2q
“ Ψ˚´1pa2qpµ ă Ψqpa1q ` pµ ă Ψqpa1a2q
“ ´Ψpa2qµpa1q ` µpa1a2q ` µpa1qΨpa2q
“ µpa1a2q.
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Using induction we write µνpa1 ¨ ¨ ¨ ajq “
ř
1,jPSĎrjs µpaSqΨpaJSrjsq in (57). Then
µνpwq “
ÿ
1,nPSĎrns
µpaSqΨpaJS
rns
q `
ÿ
1PSĂrns
nRS
µpaSqΨpaJS
rns
q
´
n´1ÿ
j“1
Ψpaj`1 ¨ ¨ ¨ anq
ÿ
1,jPTĂrjs
µpaT qΨpaJT
rjs
q
“
ÿ
1,nPSĎrns
µpaSqΨpaJS
rns
q.(58)
Here we used thatÿ
1PSĂrns
nRS
µpaSqΨpaJS
rns
q “
n´1ÿ
j“1
´ ÿ
1,jPTĎrjs
µpaT qΨpaJT
rjs
q
¯
Ψpaj`1 ¨ ¨ ¨ anq.
The formulation in terms of irreducible non-crossing partitions in (52) follows from the
fact that the sum on the righthand side of (58) ranges over subsets S Ď rns which always
contain both the elements 1 and n.
For µν “ Ad
νpµq “ Ψ ą µ ă Ψ˚´1 we recall that, as τ is the boolean infinitesimal
cumulant character of Ψ P G, we have Ψ˚´1 “ E˚´1
ą
pτq “ Eăp´τq. Therefore, µν “ µ
´τ “
Ad´τ pµq “ E
˚´1
ă
p´τq ą µ ă Eăp´τq. Following the same argument as before this yields
µ´τ pwq “
ÿ
1,nPSĎrns
µpaSqΨ
˚´1paJS
rns
q “
ÿ
1,nPSĎrns
µpaSqEăp´τqpaJS
rns
q.
Therefore, we have for any word w P T pAq that Ψ˚´1pwq “ Eăp´τqpwq “
ř
piPNCn
p´1q|pi|τpipwq,
which implies the coefficient p´1q|pi|´1 on the righthand side in (54). 
For instance, from this lemma and (47) we deduce immediately the relation between
boolean and free cumulants [19]. Indeed, Eăpκq “ Eąpβq implies that Φ ą β “ κ ă Φ, which
yields β “ Φ˚´1 ą κ ă Φ and κ “ Φ ą β ă Φ˚´1. Therefore
βpwq “
ÿ
1,nPSĎrns
κpaSqΦpaJS
rns
q “
ÿ
piPNCirrn
kpipa1, . . . , anq,
and
κpwq “
ÿ
1,nPSĎrns
βpaSqΦ
˚´1paJS
rns
q “
ÿ
piPNCirrn
p´1q|pi|´1rpipa1, . . . , anq.
In the last equation we used that from Φ “ Eąpβq it follows that Φ
˚´1 “ E˚´1
ą
pβq “ Eăp´βq.
6. Conditionally free cumulants revisited
Let ϕ, ψ be two states on the non-commutative probability space A. We denote by
Φ,Ψ their extensions to elements of G, and by β, β 1 P g and κ, κ1 P g the corresponding
boolean respectively free infinitesimal cumulant characters, i.e., Φ “ Eąpβq “ Eăpκq and
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Ψ “ Eąpβ
1q “ Eăpκ
1q. Recall the relation between boolean and free infinitesimal cumulant
characters
(59) β “ Φ˚´1 ą κ ă Φ β 1 “ Ψ˚´1 ą κ1 ă Ψ.
In the following we would like to determine the infinitesimal cumulant character R P g such
that
(60) β “ Rκ
1
“ Ψ˚´1 ą R ă Ψ,
and show that it is related to the c-free cumulants R
pϕ,ψq
n as the infinitesimal characters β,
β 1 and κ, κ1 are related to the corresponding boolean and free cumulants.
Lemma 15 implies immediately that
βpwq “
ÿ
1,nPSĎrns
RpaSqΨpaJS
rns
q
“
ÿ
piPNCirrn
ź
outer
pi1Ppi
Rpapi1q
ź
inner
piiPpi
κ1papiiq.
Inverting (60) gives
(61) R “ Ψ ą β ă Ψ˚´1,
which evaluates to
Rpwq “
ÿ
1,nPSĎrns
βpaSqΨ
˚´1paJS
rns
q
“
ÿ
piPNCirrn
p´1q|pi|´1
ź
outer
pi1Ppi
βpapi1q
ź
inner
piiPpi
β 1papiiq.
As β “ LąpΦq “ Φ
˚´1 ą pΦ´ eq, we can express R in terms of the characters Φ and Ψ
(62) R “ Ψ ą
`
Φ˚´1 ą pΦ´ eq
˘
ă Ψ˚´1.
For instance, with the following notation for moments
mϕnpa1, . . . , anq “ Φpwq, m
ψ
npa1, . . . , anq “ Ψpwq,
and using Lemma 15 together with some shuffle algebra we find quickly that
Rpa1a2a3q “ pΦ
˚´1
ą pΦ´ eqqpa1a2a3q ` pΦ
˚´1
ą pΦ´ eqqpa1a3qΦ
˚´1pa2q
“ mϕ3 pa1a2a3q ´m
ϕ
1 pa3qm
ϕ
2 pa1a2q ´m
ϕ
2 pa2a3qm
ϕ
1 pa1q `m
ϕ
1 pa1qm
ϕ
1 pa2qm
ϕ
1 pa3q
´mϕ2 pa1a3qm
ψ
1 pa2q `m
ϕ
1 pa1qm
ϕ
1 pa3qm
ψ
1 pa2q.
A closer look at (61) respectively (62) reveals that from the relation between boolean and
free cumulants, expressed on the level of infinitesimal characters by (59), it follows that
(63) R “ pΦ ˚Ψ˚´1q˚´1 ą
`
pΦ´ eq ă Φ˚´1
˘
ă pΦ ˚ Ψ˚´1q,
where κ “ LăpΦq “ pΦ´ eq ă Φ
˚´1 P g. This yields
(64) R “ pΦ ˚Ψ˚´1q˚´1 ą κ ă pΦ ˚Ψ˚´1q.
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In terms of half-shuffle exponentials this gives
Φ “ Eą
`
Rκ
1˘
(65)
“ Eą
`
Ψ˚´1 ą R ă Ψ
˘
(66)
“ Eă
`
pΦ ˚Ψ˚´1q ą R ă pΦ ˚Ψ˚´1q˚´1
˘
.(67)
Observe the change from left half-shuffle exponential to right half-shuffle exponential between
equations (66) and (67). These half-shuffle exponentials solve the corresponding fixed point
equations
(68) Φ “ e ` Φ ą
`
Ψ˚´1 ą R ă Ψ
˘
respectively
(69) Φ “ e`
`
pΦ ˚ Ψ˚´1q ą R ă pΦ ˚Ψ˚´1q˚´1
˘
ă Φ.
Again, (68) reflects the boolean character of the picture, whereas (69) is in the free setting.
Remark 16. Observe that for Ψ “ 1, the half-shuffle fixed point equation (68) reduces to
Φ “ e ` Φ ą R, which implies that R “ Φ˚´1 ą κ ă Φ “ β. For Φ “ Ψ we deduce that
Φ “ e`R ă Φ, such that R “ κ is the free infinitesimal cumulant character.
Proposition 17. For a word w “ a1 ¨ ¨ ¨ an P T`pAq of length n
Φpwq “ mϕnpa1, . . . , anq “
nÿ
j“1
ÿ
1,jPSĎrjs
RpaSqΨpaJS
rjs
qΦpaj`1 . . . anq(70)
“
ÿ
piPNCn
ź
outer
pijPpi
Rpapijq
ź
inner
piiPpi
κ1papiiq.(71)
Proof. From (68) and Lemma 15 it follows for a word w “ a1 ¨ ¨ ¨ an P T`pAq that
Φpwq “
`
Φ ą
`
Ψ˚´1 ą R ă Ψ
˘˘
pa1 ¨ ¨ ¨ anq(72)
“
nÿ
k“2
Φpak ¨ ¨ ¨ anq
`
Ψ˚´1 ą R ă Ψ
˘
pa1 ¨ ¨ ¨ ak´1q(73)
“
nÿ
k“2
´ ÿ
1,k´1PSĎrk´1s
RpaSqΨpaJS
rk´1s
q
¯
Φpak ¨ ¨ ¨ anq(74)
“
nÿ
k“2
ˆ ÿ
piPNCirr
k´1
ź
outer
pi1Ppi
Rpapi1q
ź
inner
piiPpi
k1|pii|papiiq
˙
Φpak ¨ ¨ ¨ anq,(75)
which gives by iteration the expression in (71). 
Corollary 18. The infinitesimal cumulant character R P g defined in (60) computes the
multivariate c-free cumulant:
Rpa1 ¨ ¨ ¨ anq “ R
pϕ,ψqpa1, . . . , anq,
using the notation of Section 2.
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Proof. Equation (70) and (71) identify indeed with the multivariate generalization of the
equations defining c-free cumulants (see Section 2 and reference [5]). 
Equation (62) then says that c-free cumulants are given by an shuffle adjoint action on
the boolean logarithm (R-transformation)
R “ Ψ ą LąpΦq ă Ψ
˚´1.
7. Conditionally free convolution
Recall from Section 2 that the c-free convolution pϕ, ψq of two c-free states pϕ1, ψ1q and
pϕ2, ψ2q, is given on the associated free and c-free cumulants by
kψn “ k
ψ1
n ` k
ψ2
n ,
Rpϕ,ψqn “ R
pϕ1,ψ1q
n `R
pϕ2,ψ2q
n .
Let us write Φ,Ψ (respectively Φ1,Ψ1, Φ2,Ψ2) for the associated characters, respectively
κ, β, κ1, β 1 (and so on) for the associated free and boolean infinitesimal cumulant characters.
In shuffle group theoretical terms, the c-free convolution of Φ1 “ Eą
`
R
κ1
1
1
˘
“ Eą
`
Ψ˚´11 ą
R1 ă Ψ1
˘
and Φ2 “ Eą
`
R
κ1
2
2
˘
“ Eą
`
Ψ˚´12 ą R2 ă Ψ2
˘
is defined by the resulting state
Φ “ Eą
`
Rκ
1˘
“ Eą
`
Ψ˚´1 ą R ă Ψ
˘
,
where
(76) κ1 “ κ11 ` κ
1
2
and
(77) R “ R1 `R2.
Condition (76) implies that Ψ “ Eăpκ
1
1 ` κ
1
2q, that is
Ψ “ Eăpκ
1
1q ˚ Eăpκ
1
2
κ1
1q,
which is free additive convolution of Ψ1 with Ψ2, i.e., Ψ “ Ψ1‘Ψ2. The second condition (77)
is more involved and shows that c-free convolution is different from free additive convolution
in general.
We shall consider three particular cases to illustrate how shuffle group calculus can be
developped. First, we assume that κ11 “ κ
1
2 “ 0, i.e., Ψ1 and Ψ2 are just the shuffle unit, and
κ1 “ 0. In light of (77) c-free convolution turns out to be just boolean additive convolution
Φ “ Eą
`
R1 `R2
˘
“ Eą
`
R´R21
˘
˚ Eą
`
R2
˘
,
that is, Φ “ Φ1 Z Φ2.
Next we consider the case when κ1 “ κ
1
1 and κ2 “ κ
1
2. This means that Φ1 “ Ψ1 and
Φ2 “ Ψ2. Then Φ1 “ Eą
`
Φ˚´11 ą R1 ă Φ1
˘
“ EăpR1q and Φ2 “ Eą
`
Φ˚´12 ą R2 ă Φ2
˘
“
EăpR2q. Now, conditions (76) and (77) imply that the c-free convolution coincides with the
free additive convolution such that
Φ “ EăpR1 `R1q “ Eą
`
Φ˚´1 ą pR1 `R2q ă Φ
˘
,
C-FREE CUMULANTS AND SHUFFLE ALGEBRA 21
and Φ “ Ψ.
Last we consider the case, where κ11 “ 0 and κ2 “ κ
1
2 corresponding to Ψ1 “ e and Φ2 “ Ψ2.
We will show that in this case c-free convolution coincides with the convolution, i.e., shuffle
product in H˚. According to [18], this amounts to saying that in this case c-free convolution
coincides with monotone convolution. First notice that Ψ “ Ψ2 “ Φ2 “ Eăpκ2q “ Eăpκ
1
2q,
whereas Ψ1 “ e implies β1 “ R1 (so that Φ1 “ EąpR1q). Similarly, Φ2 “ Ψ2 implies R2 “ κ2
and Φ2 “ EăpR2q. We calculate
Φ1 ˚ Φ2 “ Eą
`
R1
˘
˚ Eă
`
R2
˘
“ Eą
`
R1
˘
˚ Eą
`
Ψ˚´12 ą R2 ă Ψ2
˘
“ exp˚
`
´ Ω1p´R1q
˘
˚ exp˚
`
´ Ω1pΨ˚´12 ą p´R2q ă Ψ2q
˘
“ exp˚
`
BCH
`
´ Ω1p´R1q,´Ω
1pΨ˚´12 ą p´R2q ă Ψ2q
˘˘
“ exp˚
`
´ BCH
`
Ω1pΨ˚´12 ą p´R2q ă Ψ2q,Ω
1p´R1q
˘˘
“ exp˚
`
´ Ω1
`
pΨ˚´12 ą p´R2q ă Ψ2q#p´R1q
˘˘
.
Using a#b “ a ` eLΩ1paq⊲b we calculate the product
pΨ˚´12 ą p´R2q ă Ψ2q#p´R1q “ ´Ψ
˚´1
2 ą R2 ă Ψ2 ´ e
L
Ω1pΨ˚´1
2
ąp´R2qăΨ2q⊲R1,
which requires to calculate e
L
Ω1pΨ˚´1
2
ąp´R2qăΨ2q⊲R1
e
L
Ω1pΨ˚´1
2
ąp´R2qăΨ2q⊲R1 “ exp
˚
`
Ω1pΨ˚´12 ą p´R2q ă Ψ2q
˘
ą R1 ă exp
˚
`
´ Ω1pΨ˚´12 ą p´R2q ă Ψ2q
˘
“
`
exp˚
`
´ Ω1pΨ˚´12 ą p´R2q ă Ψ2q
˘˘˚´1
ą R1 ă exp
˚
`
´ Ω1pΨ˚´12 ą p´R2q ă Ψ2q
˘
“ E˚´1
ą
`
Ψ˚´12 ą R2 ă Ψ2
˘
ą R1 ă Eą
`
Ψ˚´12 ą R2 ă Ψ2
˘
“ Ψ˚´12 ą R1 ă Ψ2,
since Ψ2 “ Φ2 “ EăpR2q “ EąpΨ
˚´1
2 ą R2 ă Ψ2q. Hence, this implies that`
Ψ˚´12 ą p´R2q ă Ψ2
˘
#p´R1q “ ´Ψ
˚´1
2 ą R2 ă Ψ2 ´Ψ
˚´1
2 ą R1 ă Ψ2
“ ´Ψ˚´12 ą pR2 `R1q ă Ψ2.
This then yields
Eą
`
R1
˘
˚ Eă
`
R2
˘
“ exp˚
`
´ Ω1
`
pΨ˚´12 ą p´R2q ă Ψ2q#p´R1q
˘˘
“ exp˚
`
´ Ω1
`
´Ψ˚´12 ą pR2 `R1q ă Ψ2
˘˘
“ EąpΨ
˚´1
2 ą pR2 `R1q ă Ψ2q.
Hence, c-free convolution identifies in that case with the shuffle convolution product. We
get Ψ “ Ψ1 ‘ Ψ2 “ Ψ2 as Ψ1 “ e and
Φ “ EąpΨ
˚´1
ą pR1 `R2q ă Ψq “ Φ1 ˚ Φ2.
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