Abstract. Suppose I is an ideal of a polynomial ring over a field, I ⊆ k [x1, . . . , xn], and whenever f g ∈ I with degree ≤ b, then either f ∈ I or g ∈ I. When b is sufficiently large, it follows that I is prime. Schmidt-Göttsch proved [21] that "sufficiently large" can be taken to be a polynomial in the degree of generators of I (with the degree of this polynomial depending on n). However Schmidt-Göttsch used modeltheoretic methods to show this, and did not give any indication of how large the degree of this polynomial is. In this paper we obtain an explicit bound on b, polynomial in the degree of the generators of I. We also give a similar bound for detecting maximal ideals in k [x1, . . . , xn].
Introduction
Suppose I is an ideal of a polynomial ring over a field, I ⊆ k[x 1 , . . . , x n ], and whenever f g ∈ I with degree ≤ b, then either f ∈ I or g ∈ I. When b is sufficiently large, it follows that I is prime. Schmidt-Göttsch proved [21] that "sufficiently large" can be taken to be a polynomial in the degree of generators of I (with the degree of this polynomial depending on n). However Schmidt-Göttsch used model-theoretic methods to show this, and did not give any indication of how large the degree of this polynomial is. In this paper we obtain an explicit bound on b, polynomial in the degree of the generators of I. We also give a similar bound for detecting maximal ideals in k[x 1 , . . . , x n ].
Our problem belongs to a thread of algorithmic algebra going back over a century. Drawing on the work of Kronecker, Noether, and others, Hermann published in 1926 a seminal paper entitled "Die Frage der endlich vielen Schritte in der Theorie der Polynomideale" (The question of finitely many steps in polynomial ideal theory) [13] (see [14] for an English translation with commentary). Hermann obtained bounds on calculations in polynomial rings over fields such as witnessing ideal membership and finding bases of syzygies. Other tasks she showed to be algorithmically possible include primary decomposition, intersection, and quotients of ideals.
In [23] Seidenberg analyzed, extended, and in some cases corrected Hermann's work. He noted (p. 311, [23] ) that one can decide primality of polynomial ideals over "explicitly given fields" by determining if the ideal is primary and, if so, whether the ideal is equal to its associated prime. Seidenberg gave bounds on some steps of the process but did not analyze the complexity of deciding primality.
Buchberger's method of Gröbner bases (introduced in his thesis [3] ; see Section 3 for basic results) provided strong impetus to the development of computational algebra. While many problems are in principle solvable by the methods of Hermann and Seidenberg, the theory of Gröbner bases has grown substantially and is often more convenient. In particular, much work has been done on the complexity of Gröbner bases. Mayr and Mayer [19] established doubly exponential worst-case bounds on the complexity of Gröbner bases (as a function of the number of indeterminates). Building on subsequent efforts, Dubé [8] gave a sharper (but still doubly exponential) bound that we take as a starting point for our analysis in 3.12.
Gröbner basis methods can be used as building blocks for algorithms that test primality in polynomial rings. Gianni, Trager, and Zacharias [11] (pp. 157-158) described an algorithm for deciding primality by, among other things, inductively reducing the number of variables to the univariate case. Eisenbud, Huneke, and Vasconcelos [9] gave a method for carrying out primary decomposition of ideals in polynomial rings over perfect fields; one may then follow Seidenberg's observation to decide primality. To our knowledge no one has explicitly analyzed the complexity of these algorithms. However, many of our bounds in Section 3 concern steps of the algorithm from [11] as presented in [1] .
Chistov [5] showed that there is a constant c ∈ N such that, given an algebraic variety defined by polynomials in n variables of total degree at most d, irreducible components of the variety are defined by polynomials of total degree at most d 2 cn . (See Lemma 10 of [5] .) Our main result is: 
Schmidt-Göttsch [21] showed that the function b(n, d) is polynomiallybounded in d using ultraproduct methods (as in [26] and [22] ), but did not give any explicit calculation of the bound. Abstract results from proof theory [15, 25] suggest that it is possible to extract explicit bounds from proofs that use ultraproducts. The authors demonstrated [24] that such methods can be used to extract explicit bounds from an ultraproduct proof establishing bounds in differential algebra [12] . However the arguments here, while inspired by Schmidt-Göttsch's approach, were not purely extracted by proof theory; instead we bring in known results using Gröbner bases, etc., where possible and add new arguments to simplify the most complicated parts of Schmidt-Göttsch's argument.
Outline of the argument
We briefly describe our strategy. We frequently refer to counterexamples to primality; that is, polynomials f, g / ∈ I such that f g ∈ I. Our goal is to show that if there are no counterexamples to primality of I having degree b(n, d) or less (we say I is prime up to b(n, d)), then there are no counterexamples of any degree (i.e., I is prime). The main ingredients are localization of polynomial rings and bounds on Gröbner bases for various auxiliary ideals.
• Relabeling if necessary, choose a maximal set of indeterminates x 1 , . . . , x r that is algebraically independent modulo I. We are principally concerned with the inductive definition of b(n, d) and obtaining a relatively clean estimate rather than precise values of constants and lower-order terms. For this reason (and for readability) our estimate of the bound is somewhat relaxed compared to the actual content of the proofs. By following closely, the interested reader may keep track of such details.
Preliminary definitions and results
Let k be an arbitrary field.
is a proper ideal and M is a natural number, we say that I is prime up to M if for all f, g ∈ k[x 1 , . . . , x n ] of total degree at most M such that f g ∈ I, either f ∈ I or g ∈ I.
Before proceeding, we take care of the simple cases in the main theorem: 3.1. Gröbner Bases. The basic properties of Gröbner bases are laid out in many places; see, for instance, [1, 2, 4, 6, 16] . We need the following notions and facts.
Definition 3.4. In the polynomial ring
n for some nonnegative integers r i (if all r i are zero, we write 1 for the product). A monomial ordering < on the set of power products of k[x 1 , . . . , x n ] is a well-ordering of the set of power products such that (1) the product 1 is the least element with respect to < and (2) < respects multiplication by power products: if x 
is reducible with respect to F if f contains a nonzero monomial that is divisible by LT (f i ) for some 1 ≤ i ≤ s. Otherwise we say that f is reduced modulo F . A reduced Gröbner basis is one such that each generator is reduced with respect to the set containing all the others.
Theorem 3.8. (Division algorithm for
k[x 1 , . . . , x n ]) Let F = {f 1 , . . . , f s } ⊆ k[x 1 , . . . , x n ] be a
finite set of nonzero polynomials and let < be a monomial ordering on
either r is zero, or f is reduced with respect to F and f = r, or LT (r) ≤ LT (f ), and
Proof. See Theorem 1.5.9 of [1] .
When f = u 1 f 1 + · · · + u s f s + r as in the theorem, we say f reduces to r modulo F .
Theorem 3.9. Let G be a Gröbner basis for a nonzero ideal
I. A polynomial f ∈ k[x 1 , .
. . , x n ] belongs to I if and only f reduces to 0 modulo G.
Proof. See Theorem 1.6.2 of [1] .
denote the least common multiple of two power products t 1 , t 2 . We define the S-polynomial
Theorem 3.11. (Buchberger's Criterion) Given a monomial ordering, let
G ⊆ k[x 1 , . . . , x n ] be a
finite set of nonzero polynomials. G is a Gröbner basis of the ideal generated by G if and only if S(f, g) reduces to 0 modulo
Proof. See Theorem 1.7.4 [1] . 
Proof. Since G is reduced, no leading term of g i divides a leading term of g j for i = j. It suffices to find an upper bound on sets of monomials of total degree at most b 1 (n, d) such that no monomial in the set divides another. We induct on the number of variables. The constant value 1 clearly works for n = 1. Assume the claim holds for n − 1. For any 0 ≤ α ≤ b 1 (n, d), consider the set G x 1 ,α of leading terms of G such that x 1 appears with degree α. Since no element of G x 1 ,α divides another, the same is true of the set G x 1 ,α /(x α 1 ) of monomials formed by dividing the elements of G x 1 ,α by x α 1 . By the inductive hypothesis,
Remark 3.15. As noted earlier, we aim for simplicity rather than sharpness. For a more detailed analysis of the number of generators in a Gröbner basis, see [20] . The issue is closely related to Dickson's Lemma; see [10, 18] for bounds in that setting.
We now convert the basic bound b 1 (n, d) into bounds on the auxiliary ideals that appear in the next section. Proof. By properties of a monomial ordering, the leading term of a product is the product of the leading terms. It follows from this and part 2 of 3.20 that by dividing the elements of a Gröbner basis for I ∩(f ) by f , we obtain a Gröbner basis for I : (f ). Hence it suffices to give a bound on Gröbner bases of I ∩(f ). By part 1 of 3.20,
where w is a new variable. Use an elimination ordering with w the greatest variable to eliminate w from an ideal generated by polynomials of total degree at most d + 1. Then 3.12 and 3.18 imply that I ∩ (f ) has a Gröbner basis of total degree at most b 1 (n + 1, d + 1). Definition 3.22. Let A be a commutative ring with 1. A subset S of A is a multiplicative set if 1 ∈ S, 0 / ∈ S, and xy ∈ S for all x, y ∈ S. If I is an ideal of A, the saturation of I by S is the set of all elements a ∈ A such that for some s ∈ S we have sa ∈ I. We write I : S ∞ to denote the saturation To compute bounds on generators of this saturation we must generalize Gröbner bases to polynomials with coefficients from commutative, Noetherian rings. The definition of a Gröbner basis is slightly different from the field case to account for the fact that coefficients might be zero-divisors or fail to be units. (Monomial orderings on the set of power products are the same, however. Also, in this paper we only consider the case when the coefficient ring is an integral domain.) For the precise definition, see Definition 4.1.13 of [1] . The details are not necessary for our purposes because of the following theorem:
Theorem 3.24. Let G be a Gröbner basis (in the sense of fields) of an ideal
I ⊆ k[y, x 1 , .
. . , x n ] with respect to an elimination order with the x-variables greater than y. Then G is a Gröbner basis (in the sense of integral domains) of I viewed as an ideal of
Proof. See Theorem 4.1.18 in [1] . 
. , g t } (in the sense of integral domains). Let g = LC(g 1 )LC(g 2 ) · · · LC(g t ) be the product of the leading coefficients of the elements of G. Then
Proof. See Proposition 4.4.4 in [1] . Note that g ∈ R and that R \{0} is a multiplicative set. Proof. Choose an elimination ordering having x 1 as least variable. By 3.12 and 3.14, I has a reduced Gröbner basis G = {g 1 , . . . , g t } with respect to this ordering such that the elements of G have total degree at most b 1 (n, d) and t ≤ (b 1 (n, d) + 1) n−1 . Now view I as an ideal of (k[x 1 ])[x 2 , . . . , x n ]), the polynomial ring in n − 1 variables over k[x 1 ]. By Theorem 3.24 we know that G is still a Gröbner basis in the sense of coefficient rings that are integral domains. By Theorem 3.27, I : (k[x 1 ] \{0}) = I : g ∞ , where g = LC(g 1 )LC(g 2 ) · · · LC(g t ) is the product of the leading coefficients of the elements of G. Thus the degree of g in x 1 is bounded by tb 1 (n, d) .
Theorem 3.26 shows that I :
, where w is a new variable. As discussed in Remark 3.25, ideals are the same sets whether viewed as subsets of (k[
x n ] and we may view (I, wg − 1) as an ideal of k[x 1 , x 2 , . . . , x n , w] generated by polynomials of total degree at most tb 1 (n, d) + 1.
Use an elimination ordering with w the greatest variable to eliminate w from (I, wg −1). By 3.12, 3.18, and the bound on t, the resulting elimination ideal has a Gröbner basis of total degree at most
Proof. We get a bound of the desired form through the following chain of inequalities:
Proof of the main theorem
We continue to use k to denote an arbitrary field. I denotes a proper ideal generated by polynomials f 1 , . . . , f s ∈ k[x 1 , . . . , x n ] of total degree at most d. As explained in the outline, we choose a maximal set of indeterminates that are algebraically independent modulo I. Relabeling if necessary, we may assume they are If any x i ∈ I, then modulo I we may assume that x i does not appear in any polynomials we consider. Our claimed bound on detecting prime ideals increases with n, so having fewer variables only makes the bound easier to prove and it is no loss in generality to suppose x i / ∈ I for any 1 ≤ i ≤ n.
Denote by J the ideal generated by I in k(x 1 , . . . , x r )[x r+1 , . . . , x n ]. The key property of J is that if I is prime up to a sufficient level, then we can prove J to be maximal and hence prime. If I is prime up to b 1 (n, d), then J is a maximal ideal of  k(x 1 , . . . , x r )[x r+1 , . . . , x n ] .
Proof. First note that J remains proper: if on the contrary 1 is a k(x 1 , . . . , x 
} is a field for each j > r; the case j = n completes the proof.) By definition of {x 1 , . . . , x r } as a maximal algebraically independent set mod I, we know that for all j > r there exists an element p j of positive
By 3.12 and 3.17, we may assume that the total degree of p j is at most
Since f j g j ∈ I and I is prime up to a value bounding the degree of p j , we may assume f j ∈ I. Repeating if necessary, we eventually obtain a polynomial (x 1 , . . . , x r )[x j ] and has total degree at most b 1 (n, d).
It follows that every element
having degree in x j strictly less than that of h j . Since h j is irreducible, g ′ and h j are relatively prime and there exists a linear combination αg ′ + βh j = 1 for some α, β ∈ k(x 1 , . . . , x r )[x j ]. This equation witnesses that g is invertible mod J and hence {p 1 exceeds b 1 (n, d) for n > 1, d ≥ 1, so we may assume r ≥ 1 in our remaining proofs. If r = n, then I = {0} is prime and any bound suffices; we may assume r ≤ n − 1.
The most involved part of the proof shows how to bring primality of J down to primality of I.
. By 3.28, the total degree of each generator is at most b 2 (n, d).
] is generated by some polynomial u l ∈ k[x i ]; in particular, u l q l ∈ I. By 3.21 and 3.18, the degree of u l is at most
] be irreducible and let g be an element of k[x 1 , . . . , x n ] \ I with the property that f g ∈ I. We claim that deg(f ) ≤ max 1≤l≤N {deg(u l )} ≤ b 3 (n, d) .
Given that f belongs to the same proper ideal of k[x i ] as N l=1 u l and is irreducible, f must generate the ideal and hence divide u l for some l. In particular, the degree of f is at most the maximum of the degrees of the u l and is less than or equal to b 3 (n, d) as claimed. 
Proof. We compute as follows:
We aim to show that J ∩ 
Proof. By 4.6, it suffices to show that
. Pick any such f . By hypothesis we already have I : (f ) = I if the total degree of f is less than or equal to (n − 1) · b 3 (n, d), so suppose that the degree of f exceeds this. At least one of the l+1 ≤ r ≤ n−1 variables must appear with degree greater than b 3 (n, d). Without loss of generality we may assume that variable is x i l+1 (because we assume the properties in the statement for arbitrary subsets of {x 1 , . . . , x r } of size l). By Gauss' Lemma, f remains irreducible over k(x i 1 , . . . , x i l ). Since 4.3 applies to irreducible univariate polynomials over any field and the For d = 1 define b(n, 1) = 0 and for
Proof. We induct on the size l of subsets 
Proof. We use the previous estimates but don't simplify further:
If desired, one can continue to simplify and obtain larger, more-readable bounds:
Proof. The claimed bound is greater than d, so we have covered the cases n = 1 and d = 1. Assuming n, d > 1 and continuing the chain in the preceding estimate, we obtain:
Maximal Ideals
We note that an analogous result, with a much simpler proof, holds for maximal ideals: if an ideal is "maximal up to b" for large enough b, then the ideal is maximal. By "maximal up to b", we mean that for every f ∈ I with degree ≤ b, f has an inverse mod I: there is a g with f g − 1 ∈ I. Similar remarks apply to the following proof and an ultraproduct argument of Schoutens (4.1.4, [22] ) as held for Theorem 1.1 and Schmidt-Göttsch's argument mentioned in the introduction.
The following lemma is a standard step in the proof of the Noether Normalization Theorem (see, e.g., 1.1.8 in [7] ): 
