We develop a nonparametric methodology for assessing the efficiency of decision making units operating in a production technology with several component processes. The latter is modeled by the new multiple hybrid returns-to-scale (MHRS) technology, formally derived from an explicitly stated set of production axioms.
Introduction
Data envelopment analysis (DEA) is a nonparametric methodology developed for assessing the efficiency of organizational units (see, e.g., Ray 2004 , Cooper et al. 2007 , Thanassoulis et al. 2008 ).
The latter are referred to as decision making units (DMUs). All DMUs are assumed to represent the same production technology generally characterized by multiple inputs and outputs. The two conventional DEA models (Charnes et al. 1978 , Banker et al. 1984 are based on the assumptions that the underlying technology exhibits constant or variable returns to scale (CRS and VRS). In both CRS and VRS models it is implicitly assumed that all inputs have a positive impact on all outputs. This premise is however often too generic. In particular, some technologies may consist of a number of component production processes, although these may not be completely separate from each other. For example, Beasley (1995) considers the assessment of the teaching and research activities of universities as two production components that use both specific and shared inputs. Cook et al. (2000) and Zhu (2006, 2011) consider operations of bank branches, where the sales of financial products and counter transactions are regarded as component processes requiring generally different, although overlapping, types of resources. Cook and Green (2004) , Cook et al. (2013) and Imanirad et al. (2013) discuss examples of multiple component technologies in manufacturing plants. Cherchye et al. (2013) motivate their development by an example of a large service company with several distinct activities.
The VRS and CRS models provide no means to incorporate the above information about component production processes. The use of these models in such circumstances may result in a significant overestimation of the efficiency of DMUs. A simple example of this is given in Imanirad et al. (2013) . Below we reinterpret this example in the context of assessment of school efficiency.
Example 1. Consider assessing the efficiency of schools A and B in the teaching of mathematics and languages (Table 1 ). The two inputs are the number of teachers in the two subjects, and the two outputs are the corresponding number of students. For simplicity, we assume that all quality factors (such as the exam attainment and socio-economic background of students) are sufficiently similar and can be ignored.
In this example we may argue that the assumption of CRS is reasonable because our model includes only the quantitative aspect of the teaching process, and also because it is a common
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Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!) 3 managerial practice to maintain a certain ratio between students and teachers (although this ratio may generally be different for different schools). Therefore, for example, a 10% increase in the number of students should be technologically feasible provided the number of teachers is increased by the same factor.
It is straightforward to verify that both schools A and B are efficient in the CRS model. 1 Note, however, that this result is counter-intuitive. Indeed, school A has 100 students per teacher in mathematics and 50 in languages. School B has twice as many students per teacher in each subject:
200 in mathematics and 100 in languages. These ratios suggest that school A should be regarded as only 50% efficient, but the CRS model does not identify this.
In the described situation it appears reasonable to apply the assumption of CRS separately to the two component processes: the teaching of mathematics and languages. Thus, multiplying the number of teachers and students of school B in mathematics and languages by the factors 0.4 and 2, respectively, we obtain the target school A * as shown in the last row of Table 1 . This school has the same number of teachers and twice the number of students in each subject, compared to school A. The comparison of school A with A * results in the reduction of assessed efficiency of the former school to 50%, which is an intuitively correct estimate.
Motivational Scenario
The above simple example illustrates the limitations of standard DEA technologies in applications with component processes. Consider a more realistic scenario. Namely, suppose we have a number of inputs and outputs that can be classed into the following three types.
• Component-specific proportional inputs and outputs. Inputs and outputs of this type can be assumed to be mutually proportional. In Example 1 this includes the number of teachers and students in individual subjects.
• Shared proportional inputs and outputs. This type includes inputs and outputs that cannot be allocated to a particular component process, and allows a range of different interpretations.
For example, we may have no information about the proportions of shared inputs and outputs attributed to individual processes (although in principle knowing that such proportions exist).
Alternatively, any specific allocation may be meaningless or at least questionable because such inputs are used jointly (simultaneously) by all processes, in the sense explored by Cherchye et al. (2013) . In many cases, shared inputs and outputs may allow a combination of the above two interpretations, as partly allocated and partly joint measures.
For example, in a school assessment with several distinct programs of study, the total expenditure on all students may be regarded as a shared proportional input. An unknown part of this input may be deemed allocated (also in unknown proportions) to the individual programs, and the remaining unknown part may be used jointly, e.g., on school administration, facilities and open days.
Similarly, the total number of students with special needs may be regarded as a shared proportional output. We assume that all school programs and the total school expenditure (the latter viewed as a shared input) contribute to this output, although in some unknown proportions.
The scaling of individual component processes (by generally unequal factors) requires that the shared proportional inputs and outputs are also scaled accordingly. In our paper we propose a treatment of such inputs and outputs that aligns their scaling with that of component-specific measures.
• Nonproportional inputs and outputs. These may be shared or not shared inputs and outputs that cannot be assumed to change proportionally in line with the first two types. In the application to secondary schools discussed in §5, we argue that the academic achievements of students on entry and exit, and their socio-economic status are examples of such measures.
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In the described scenario, also arising in the reported application below, it would be useful to have a model of technology capable of incorporating the above three different types of input and output. It is clear that the standard VRS and CRS models are not suitable for this purpose.
Existing Approaches
The growing literature on multicomponent production technologies suggests different approaches to the above problem. Cook et al. (2000) and Cook and Green (2004) consider multicomponent 5 CRS production technologies that have component-specific and also shared inputs. Because it is generally not possible to attribute particular proportions of the shared inputs to each component process, such proportions remain variable within the model and are defined in the way that is the most favorable for the DMU under the assessment. A variant of this approach is considered in Ding et al. (2015) . Cook and Hababou (2001) apply a similar methodology to the VRS model. Cook and Zhu (2011) develop a model that allows different characterizations of returns to scale for different activities in which the DMUs are engaged.
In the above approaches, the component processes are incorporated in the multiplier model in which the technology and its properties are often insufficiently transparent. For example, it may be unclear whether the notions of returns to scale introduced via the multicomponent multiplier models are consistent with the standard definitions of scale elasticity or most productive scale size.
In some cases, it may also be unclear if the implicit underlying technology is convex.
A different approach is explored by Cherchye et al. (2013 Cherchye et al. ( , 2015 Cherchye et al. ( , 2016 ) who treat component processes as different technologies that use the same joint inputs. It is assumed that the latter cannot in principle be split between the processes because each process simultaneously uses all joint inputs. Below, in §7, we show that this treatment is not applicable to the shared inputs (e.g., costs)
that are allocated (in unknown proportions) to different processes. In particular, treating such shared inputs as joint inputs may lead to the benchmarks (e.g., radial projections) of inefficient DMUs being located outside the true production technology.
The above approaches assume that the technology is either CRS or VRS, and are not suitable for the incorporation of proportional and nonproportional inputs and outputs in the same model. Podinovski (2004a) develops the hybrid returns-to-scale (HRS) technology that combines characteristics of CRS with respect to a subset of inputs and outputs assumed mutually proportional, and VRS with respect to the remaining inputs and outputs. An application of this model in the context of school education is discussed in Podinovski et al. (2014) . However, the HRS model cannot incorporate the information that there are multiple scalable component processes.
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Contribution
In our paper we develop a new multiple hybrid returns-to-scale (MHRS) technology that models production processes with several scalable components and allows for the specification of shared proportional and nonproportional inputs and outputs.
Our approach does not require information or even explicit assumptions about the allocation of shared inputs and outputs between component processes. Instead, we postulate that proportional scaling of component processes with some generally different factors is technologically possible, provided all shared proportional inputs are scaled by the maximum of all these factors. This is a safe worst-case assumption that is suitable for any actual (but assumed unknown) allocation of the shared inputs between the component processes. Similarly, we postulate that all shared proportional outputs are scaled by the minimum of the individual scaling factors. This is also a safe worst-case assumption, regardless of the actual proportion in which individual component processes contribute to the shared outputs. These worst-case assumptions are so weak that they apply to shared inputs and outputs with a range of different interpretations as discussed in §1.1.
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We formally derive the MHRS technology from a transparent set of production axioms, including a new axiom of multiple selective proportionality. This means that the MHRS technology includes only those DMUs that can be explained by the stated axioms and does not include any arbitrary DMUs. After the MHRS technology is described in an operational form, it is straightforward to use it in conjunction with various efficiency measures.
We illustrate the usefulness of the MHRS model using two examples. The first is an application to schools in Portugal providing three different types of program for secondary education, treated as different component processes. This application indicates that, in a typical practical setting, the MHRS model provides better discrimination on efficiency than the VRS and HRS models.
The second example uses Monte-Carlo simulation for a data generating process. In this case the true efficiency of the generated DMUs is known. This allows us to show that the MHRS model recovers the relative efficiency of DMUs better than the alternative models. We assume that technology T satisfies the following four conventional production axioms. An additional axiom reflecting the multicomponent nature of technology T is discussed below.
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Axiom 1 (Feasibility of Observed DMUs).
Axiom 3 (Convexity). Technology T is a convex set.
Axiom 4 (Closedness). Technology T is a closed set.
Multiple Selective Proportionality
Our goal is to define a technology that allows proportional scaling of component processes as outlined in §1.1. We achieve this by requiring that technology T , while satisfying the above Axioms 1-4, also satisfies an additional axiom of multiple selective proportionality.
In line with the discussed classification of inputs and outputs, consider the following decomposition of the sets I and O into the mutually disjoint subsets:
In the sense formally stated in Axiom 5 below, the subsets I k and O k are not empty and include
proportional inputs and outputs specific to component processes k ∈ K = {1, . . . , K}. Based on (1), any DMU (X, Y ) ∈ T can be stated as
In order to formalize the assumption that any component processes k ∈ K of DMU (X, Y ) can be scaled by individual multipliers α k , we need to describe simultaneous changes to the shared proportional and nonproportional inputs and outputs that make this scaling technologically feasible.
+ be the vector of multipliers that describe proportional changes (increase or decrease) of component processes k ∈ K. Define
Consider the following three scenarios.
1) Suppose there are no nonproportional inputs and outputs: 2) Consider a more general case that includes nonproportional inputs but not outputs:
As discussed in §1.1, such inputs may often reflect exogenous socio-economic and quality factors associated with the production process. Often such inputs have no quantifiable impact on the proportional component processes (e.g., the number of students in the school example). This situation is modeled by assuming that the scaling of component processes remains technologically possible provided the inputs from the set I N P are kept unchanged.
3) Consider the general case in which the set of nonproportional outputs O N P is not empty.
Suppose that α min > 1. This implies that each process k has an increased level of resources that 9 should have a positive impact on all outputs, including nonproportional ones. However, because we do not know by how much the nonproportional outputs should increase, we model this by making the worst-case assumption that such outputs can at least remain constant.
Suppose that α min < 1 and therefore at least one input is reduced. To describe the corresponding change of nonproportional outputs from the set O N P , we can employ two equivalent assumptions.
First, because we generally do not know by how much such outputs should be reduced, we may use the worst-case approach, i.e., assume that all outputs from the set O N P are reduced to zero. Second, we may argue that in most applications we should not expect a reduction of nonproportional outputs by a factor less than α min . Therefore, the nonproportional outputs can still be produced at least in proportion α min , the same as all shared proportional outputs. Proposition 1 stated below
shows that, in a freely disposable and convex technology, both assumptions are equivalent.
Based on the worst-case assumption about the nonproportional outputs, the described changes to DMU (X, Y ) result in the following scaled DMU which depends on the vector α:
where
The following axiom formalizes the assumption that the selective scaling of any DMU (X, Y ) defined by formula (3) should be technologically feasible.
Let us show that in any freely disposable and convex technology T , the worst-case assumption about the outputs Y N P (α) incorporated in formula (3) is equivalent to the assumption of gradual reduction of these outputs by α min . Define DMU (X(α),Ŷ (α)) as in formula (3) in which we replace the vector Y N P (α) by the vectorŶ N P (α) = min{1, α min }Y N P . This definition corresponds to the gradual, proportional reduction of outputs Y N P by the factor α min if the latter is less than 1. 
The Multiple Hybrid Returns-to-Scale Technology
Below we formally develop the multiple hybrid returns-to-scale (MHRS) technology T MHRS . Following Banker et al. (1984) , technology T MHRS is defined using the minimum extrapolation principle,
i.e., as the smallest technology that satisfies Axioms 1-5. This principle guarantees that technology T MHRS does not include any arbitrary DMUs that cannot be explained by the stated axioms. 
A Preliminary Nonlinear Technology
The meaning of conditions (4) 
Note that the case α for which there exist vectors λ ∈ R n and µ j ∈ R K , j ∈ J, such that the following conditions are true: 
The following result restates conditions (6) in a linearized form. observed DMUs (X j , Y j ), j ∈ J, scaled according to Axiom 5* by the vectors
Proposition 2. Technology T MHRS is equivalently stated as the set of all DMUs
calculated from equalities (5), their convex combinations, DMUs dominated by such convex combinations, and all limit points (DMUs) of the previous types.
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Remark 2. If there is a single production process and there are no nonproportional inputs and outputs, technology T MHRS is the conventional CRS technology. Indeed, in this case, K = 1 and
Consider the statement of technology T MHRS by conditions (6). In the described scenario, constraints (6b), (6c), (6e) and (6f) are removed. The normalizing equality (6g) becomes redundant and is also omitted. Removing the superscript k and denotingλ j = λ j + µ j , we obtain the standard statement of the CRS technology. Furthermore, if there is a single production process and at least one nonproportional input or output, technology T MHRS is the HRS technology (Podinovski 2004a ).
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Remark 3. In some applications based on technology T MHRS , it may be useful to define its closed cone extension T C−MHRS . Examples include the evaluation of scale efficiency of DMUs and its use in the decomposition of the Malmquist index of productivity change. In all such applications the cone technology T C−MHRS plays the role of a reference technology for the true technology T MHRS , in the same way as the standard CRS technology is used as a reference technology for the VRS technology (Färe et al. 1994 , Grosskopf 2003 . Similar to the proofs of Theorem 2 and Proposition 2, it is straightforward to show that technology T C−MHRS is defined by the conditions (6) or (7) from which the normalizing equality 1 ⊤ λ = 1 is omitted.
MHRS DEA Models
The description of technology T MHRS by linear expressions (7) makes the task of efficiency assessment of any DMU o in this technology straightforward. This includes both radial and nonradial efficiency measures, e.g., those based on directional distance functions (Chambers et al. 1998 ).
Envelopment Models
To be specific, we consider the assessment of output radial efficiency of DMU o . By Proposition 2, this is obtained by taking the inverse of the optimal value η * of the following linear program:
and (7g)- (7l), η sign free.
The above model identifies the output radial projection of DMU o on the boundary of the MHRS technology. Because the radial target (η * Y o , X o ) is generally only weakly efficient, the usual second optimization stage maximizing the sum of component slacks needs to be performed in order to test for possible mix inefficiency (Cooper et al. 2007 ).
The Dual Interpretation
The standard dual to the envelopment model (8) is presented in Appendix C. Its interpretation becomes clear after a rearrangement of its terms that leads to the following nonlinear formulation.
Theorem 3. The dual to the output-oriented program (8) is equivalently stated as follows:
The interpretation of the above multiplier model is consistent with the standard interpretation of the VRS and CRS models. The objective function (9a) and constraints (9b) and (9c) are the same as in the output-oriented VRS model. In particular, conditions (9c) imply that DMU o is benchmarked against all observed DMUs in the sense explored by Charnes et al. (1978) and Banker et al. (1984) . Moreover, as we remark below, the sign-free variable ω plays the same role in the determination of the type of returns to scale as in the standard VRS model.
DMU o is also benchmarked against two further groups of DMUs that appear in inequalities (9d) and (9e). In particular, inequalities (9d) mean that DMU o is benchmarked against all proportional component processes k ∈ K of all observed DMUs (X j , Y j ), j ∈ J. In these inequalities, the mul- (9) shown in Appendix C. 10 However, any such restrictions on proportions would, by duality, modify the envelopment model (8) and require a reinterpretation of the underlying technology or the meaning of efficiency measure. This is similar to the use of weight restrictions in DEA models (see, e.g., Allen et al. 1997 , Podinovski 1999 , 2004b .
Remark 6. The dual program (9) can be used for the returns-to-scale (RTS) characterization of efficient DMUs in technology T MHRS . As follows from a more general result established by Podinovski et al. (2016) 11 , the one-sided (left-hand and right-hand) scale elasticities and the type of RTS in the MHRS technology are defined by the extreme optimal values ω min and ω max of the variable ω in program (9). A similar relationship is well known for the standard VRS model (Banker Remark 7. In Remark 2 we noted that the MHRS technology with a single production process (and hence with no shared inputs and outputs) and with no nonproportional inputs and outputs is the standard CRS technology. The same fact is observed from the multiplier model (9). Indeed, in the described case, the inequalities (9e) and (9f) are omitted, and the inequalities (9d) are restated
In any optimal solution to the resulting program we have ω = 0.
Therefore, the variable ω is redundant and can be omitted. The resulting program is the standard output-oriented multiplier CRS model.
An Application to Secondary Schools
Below we demonstrate the usefulness of the MHRS model by applying it to the assessment of efficiency of public schools in Portugal providing secondary education. Our computations show that the MHRS model, while being realistic in its assumptions, provides better discrimination on efficiency than the existing VRS and HRS models.
In Portugal, school education is compulsory for all children of ages from 6 to 18. This is divided into the first 9 years of basic education and the last 3 years (referred to as years 10-12) of secondary education. At the end of basic education, all students take national exams in the Portuguese language and mathematics. All students subsequently proceed to the stage of secondary education that includes several types of program. In our study we consider the two main types: academic (preparing students for entry to higher education) and vocational (focusing on work-related skills).
We also consider the third type of alternative programs. This is a collective term used for a variety of smaller, e.g., second-chance, courses that still attract a significant number of students.
At the end of secondary education students take part in national exams. Exam scores are used as admissions criteria for entry to higher education institutions. 
Data
We use data collected in the academic year 2012/13. In this year there were 538 schools providing secondary education and located in Continental Portugal. For homogeneity reasons, and after the data verification, we limit our sample to 505 schools. Table 3 shows the 7 inputs and 6 outputs included in the model, and the corresponding descriptive statistics.
Inputs 1-3 represent the number of classes (groups of students) taught by a school in years 10-12, separately for the three different types of program (or, for brevity, three programs). An alternative to the number of classes would be the teaching hours for each program, but these data were not available to us. It is worth noting that not all schools provide all three programs. For example, only 130 schools provide alternative programs, and only 121 schools provide all three programs.
Input 4 represents the total expenditure by a school on secondary education, from which, in order to avoid double counting of the teaching provision already represented by Inputs 1-3, we have subtracted the teachers' salaries. Inputs 5 and 6 show the number of students in year 12 whose results in the mathematics and language exams at the end of their basic education (i.e., taken three years before) were in the upper quartile of the national results. Input 7 reflects the socioeconomic status of the students. It is calculated by subtracting the number of students whose families obtain financial help from the state, from the total number of students.
Outputs 1-3 are the number of students in years 10-12, on each of the three types of program.
Output 4 is an important metric showing the number of students who have successfully passed the year (years 10 and 11) or completed their secondary education (year 12). Outputs 5 and 6 represent students in year 12 whose exam results at the end of secondary education are in the upper quartile of the national results. Note that Inputs 5 and 6 control for the academic achievements of exactly the same students, evaluated at their entry to secondary education three years before.
Specifying the MHRS Model
Below we show that the educational process employed by the schools can be modeled by the MHRS technology with three component processes corresponding to the three types of program.
It appears reasonable to assume that the number of students on each program (Outputs 1-3)
should be in proportion to the teaching provision, i.e., to the number of classes on each program (Inputs 1-3). For example, increasing the number of classes on any of the three programs by, e.g., 50% (i.e., by α = 1.5) should enable the school to teach 50% more students on this program.
We consider the total expenditure of the school (Input 4) as a shared proportional input allocated between the three programs. Similarly, we consider the total number of students who successfully pass the year (Output 4) as a shared proportional output. Although we do not know the proportions of Input 4 and Output 4 attributable to the three programs, we can still make the most conservative assumption, as in Axiom 5. Namely, it is reasonable to accept that the three programs can scale their classes and students by the factors α 1 , α 2 and α 3 > 0, provided the school expenditure (Input 4) is scaled by the maximum of these three factors, and the number of students successfully passing the year (Output 4) is scaled by the minimum of these three factors. The above inputs and outputs can be seen as measures that mainly represent the teaching volume, as opposed to the teaching quality. The above assumptions treat these volume measures as being mutually proportional, disregarding the quality factors discussed next.
The quality of education is represented by Outputs 5 and 6, measuring the number of students with good results in the literacy and numeracy in the final exams. These outputs should positively depend on the student results on entry to secondary education, and also on the socioeconomic status of their families, represented by Inputs 5-7. In contrast with the volume inputs and outputs that can be assumed proportional, it is unlikely that there is a simple linear relationship between the three quality-related inputs and the two quality outputs. Therefore we exclude Inputs 5-7 and Outputs 5 and 6 from the proportional relationship and treat them as nonproportional measures.
In summary, we define the MHRS model by specifying the following sets:
N P = {Inputs 5, 6, 7}, and O N P = {Outputs 5, 7}.
Computational Results and Discussion
We evaluate the output radial efficiency of all schools by solving the MHRS program (8). For comparison, we also solve the output-oriented VRS, CRS and HRS models. Because the CRS model is based on the assumption that all inputs and outputs are proportional which is not satisfied in the described application, the practical use of this model would be unsubstantiated. However, we use the CRS model to illustrate the theoretical relationship between different technologies. Neither the CRS nor the MHRS technology is a subset of each other. 12 In our example, the efficiency of 331 schools in the MHRS model is lower than in the CRS model, for 61 schools we have the opposite result, and for 113 schools the efficiencies are equal. Note that we do not propose to use the CRS model, because of the assumed nonproportional nature of quality-related inputs and outputs. However, even if we assumed that these measures were proportional and used the CRS model, the resulting discrimination would actually be worse than of the MHRS model.
Experiments with Simulated Data
In this section we present results from several Monte Carlo experiments. In contrast with the above school application, the DMUs in these experiments are generated by a known data generating process (DGP), and the true efficiency of each DMU is known. This allows us to show how well the MHRS model recovers the true efficiency, compared to the VRS, HRS and CRS models.
Design of the Experiments
The DGP described below is aligned with the Portuguese school application, but some inputs and outputs are different. We assume that there are two programs of study (for example, academic and vocational, or science and arts), referred to as programs 1 and 2. We also introduce a shared proportional output that represents the number of students with special needs on both programs, and we assume that we have no information about the split of this output by the program. These students require extra teaching hours and funding.
Each DMU (school) j is randomly generated as the vector
j are the teaching hours provided to all students on programs 1 and 2, including additional hours for students with special needs;
x S j is the total expenditure of the school, including expenditure on students with special needs;
is the total number of students with good exam results on entry to both programs;
j are the numbers of students on programs 1 and 2, including students with special needs; y S j is the total number of students with special needs on both programs;
is the total number of students achieving good exam results at the end of the program.
A detailed description of the above DGP is given in Appendix D. As follows from this description, the standard teaching processes, and to students with special needs. We generate similar random shares of the teaching hours x 1 j and x 2 j allocated to the regular teaching and to students with special needs.
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The described process is equivalent to generating 9 component inputs. We assume specific parametric production functions (shown in Appendix D), and use them to calculate 5 outputs, including the total number of students and the number of students with special needs, for both programs.
Next, we generate a random radial output efficiency score θ j ∈ [0, 1], and multiply all generated outputs by θ j ≤ 1. We perform several series of experiments in which θ j is generated from the uniform distribution U of shared costs to obtain the single value x S j . We also add the number of students with special needs on both programs to obtain the single value y S j .
The described aggregation of the school expenditure and students with special needs leads to a deliberate loss of information about their split between the two programs. This simulates a practical scenario in which such split is unknown to the analyst.
Computational Results
We ran computational experiments assuming different distributions of the school efficiency θ j , as described above. To illustrate the impact of the sample size, we also varied the number of schools in the sample n ∈ {50, 100, 200, 500}. For each combination of the sample size n and the distribution of efficiency, we generated 100 data sets (each of the size n), and for each of them we evaluated the efficiency of the n schools in the sample using the VRS, CRS, HRS and MHRS models. Table 5 shows the results of the Monte Carlo analysis in which the true efficiency θ j is generated from the uniform distribution U [a, 1] with a ∈ {0.25, 0.5, 0.75, 0.9}, and for different sample sizes n.
Following Gong and Sickles (1992) and Ruggiero (1999) , we use rank correlation as a measure of performance of the model reflecting its ability to recover the true relative efficiency scores.
The first two columns of Table 5 indicate the distribution from which the true school efficiency θ j is generated, and the sample size n. The remaining columns show the average rank correlation between the estimated and the true efficiency scores based on the 100 replications, and the Table 5 The average rank correlation coefficients (taken over 100 replications) between the true and estimated efficiency scores in different models. Note: The true efficiency is assumed to be uniformly distributed with U [a, 1], where a ∈ {0.9, 0.75, 0.5, 0.25}. Each replication is based on a sample of n ∈ {50, 100, 200, 500} DMUs. The standard deviations of the rank correlation coefficients are shown in parentheses. The term "Indet." means "indeterminate". corresponding standard deviation of the rank correlation (in parentheses). As expected, the rank correlation increases with the increase of the sample size n, for all four models. Table 5 shows that the rank correlation increases over the sequence of models: VRS, CRS, HRS and MHRS. These results show very clearly that the conventional VRS and CRS models perform rather poorly compared to the MHRS model. The rank correlation in the MHRS model is at least 13% higher compared to the VRS model, and at least 8% higher compared to the CRS model. The noted advantage of the MHRS model is even more pronounced for smaller sample sizes.
Note that the standard deviations shown in Table 5 are relatively low, which indicates small dispersion around the average rank correlation. However, the standard deviations almost always (with the exception of the VRS model with n = 200 and n = 500) increase as the support [a, 1] of the randomly generated efficiency becomes narrower, i.e., as the standard deviation of θ j decreases.
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This is expected since a lower standard deviation of the true efficiency makes it more difficult for the models to recover the true relative efficiency.
According to Table 5 , the MHRS model also performs better than the HRS model. For low standard deviation of the true efficiency, i.e., for θ j generated from U [0.9, 1], the rank correlation in the MHRS model is at least 5% higher compared to the HRS model. However, for larger values of the standard deviation of θ j , the rank correlation in the MHRS model is only between 0.5% and 5% higher relative to the HRS model.
We obtain similar results for the case in which the theoretical efficiency θ j is generated from the double truncated normal distribution N [0, 1] (1, σ 2 ) defined on the interval [0, 1], with different values for σ. These results are presented in Appendix E.
To summarize, the Monte Carlo experiments show that, using the known DGP outlined above, the MHRS model consistently outperforms the conventional VRS and CRS models in recovering the true relative efficiency of DMUs. We also observe higher rank correlation by using the MHRS model compared to the HRS model, especially when the variance of the true efficiency is low.
Comparison with the Models of Cherchye et al. (2013)
Below we compare the MHRS model with the models of Cherchye et al. (2013) . It is important to note that the specifications of these models are generally different. The models of Cherchye et al. (2013) are stated under the assumptions of either VRS or CRS, but do not allow a combination of both, as in the MHRS technology. However, the MHRS technology does not have a provision for allocating nonproportional inputs and outputs to individual processes as in the models of Cherchye et al. To enable comparison of the two approaches, below we consider the case in which there are no nonproportional inputs and outputs, i.e., the sets I N P and O N P are empty.
Furthermore, the approach of Cherchye et al. (2013) includes only joint inputs but not joint outputs. Incorporating the latter should be unproblematic but, for simplicity, below we assume that there are no shared outputs, i.e., that the set O S is empty.
Another important difference between the two approaches is in the interpretation and modeling of shared and joint inputs. The models of Cherchye et al. (2013) incorporate joint inputs under the and is used by both production processes.
According to the approach of Cherchye et al. (2013) , if input x S is joint, i.e., simultaneously used by both processes, then DMU C in Table 6 should be considered as producible. This DMU has the same process 1 as DMU A, and the same process 2 as DMU B, where both processes use the same joint input x S . However, if input x S is shared, the above logic becomes unsubstantiated.
Indeed, it is possible that DMU A allocates the largest part of input x S to process 1, and DMU B allocates the largest part of x S to process 2 (which allows them to produce high levels of outputs y 1 and y 2 , respectively). In this case, assuming that DMU C can produce both outputs y 1 and y 2 at the highest level would be incorrect, and this DMU is not included in the MHRS technology.
The above difference between the two approaches and its impact on efficiency evaluation is clarified further by a computational experiment discussed below. To compare the two approaches, we modify the DGP described in §6.1 by removing the shared output y DGP accordingly. Namely, the shared input (school expenditure) is now spent entirely on the two program-specific outputs y 1 j and y 2 j . In this new DGP, the schools are generated as random vectors
The described DGP corresponds to the CRS model (LP-5) of Cherchye et al. (2013) .
14 We ran this model, and the MHRS model, in the output orientation. It is a simple mathematical fact that, in the described scenario, the CRS technology of Cherchye et al. (2013) is larger than the MHRS technology, for the reasons discussed in Example 3. Consequently, the efficiency of schools assessed in the former technology is never higher than in the latter.
However, because the MHRS technology is an inner approximation (a subset) of the true theoretical technology, the efficiency estimatesθ j of all schools calculated by the MHRS model are always conservative, i.e., we always haveθ j ≥ θ j , where θ j is the true efficiency of school j embedded in the DGP. In contrast, the CRS technology of Cherchye et al. (2013) is not a subset of the true technology from which the sample of schools is generated. In our calculations, for approximately 30% of all schools we hadθ j < θ j , whereθ j is the output radial efficiency of school j in the CRS model of Cherchye et al. (2013) . For all such schools, their output radial projections obtained from the latter model lie outside the assumed theoretical production technology. A numerical example in Appendix F provides an additional illustration of this last point.
Further computational results are presented in Appendix G. These results show that, for the assumed DGP described above (in which, importantly, x S is a shared but not joint input), the MHRS model recovers the relative efficiency of DMUs better than the model of Cherchye et al. (2013) . This advantage is more pronounced when the variation of the true efficiency θ j is relatively low. Thus, with θ j uniformly distributed in the interval [0.75, 1], the rank correlation between the true and estimated efficiency is approximately 10% higher when using the MHRS model compared to the model of Cherchye et al. (2013) . With increasing standard deviation of the random efficiency θ j both models provide increasing average rank correlation. However, the advantage of the MHRS model over the model of Cherchye et al. (2013) is gradually reduced to about 1-3% in terms of rank correlation between the true and estimated efficiency. 
Conclusion
In conventional CRS and VRS DEA models it is implicitly assumed that all inputs contribute to the production of all outputs. This generic nature of standard DEA models limits their usefulness in applications characterised by several component processes in which some inputs are used only for the production of specific outputs. For example, if some DMU o has the largest ratio of some output r to some input i across all observed DMUs, then it is efficient in the CRS model, even if input i is not used in the production of output r. This limitation becomes obvious in our motivational Example 1 involving the efficiency assessment of schools with two component processes. In this example, the use of the CRS model leads to a significant overestimation of school efficiency.
In our paper we address the above limitation and develop a new multiple hybrid returns-to-scale (MHRS) model of production technology with several component processes. This model is suitable for applications in which the inputs and outputs can be classed into the three types: proportional inputs and outputs specific to individual component processes, proportional inputs and outputs shared between all processes, and nonproportional inputs and outputs.
Our development is different from the existing approaches in several respects. First, we combine multiple proportional and nonproportional inputs and outputs in one model. We argue that this approach may, for example, be useful in the assessment of efficiency of schools, where both proportional (volume-related) and nonproportional (socio-economic and quality-related) measures occur naturally. Second, we derive the MHRS technology formally from explicitly stated production axioms. The resulting technology includes only those DMUs that can be explained using accepted axioms, and does not include any arbitrary DMUs. Third, we do not make any explicit assumptions about the allocation of shared inputs and outputs to component production processes.
We illustrate the usefulness of the new MHRS technology by two large examples. The first is an application to public schools in Portugal providing secondary education. The second involves
Monte Carlo experiments with a simulated DGP. In line with theoretical results and performance expectations, we show that the MHRS model provides better discrimination on efficiency and recovers the true theoretical efficiency of DMUs better than the alternative models.
It is worth noting that the MHRS technology is developed for a particular range of applications in which all Axioms 1-5 are satisfied. In particular, Axiom 5 requires that the individual component processes are scalable, which is similar to the assumption of CRS in a single-process technology.
Clearly, in many applications, this assumption is not satisfied. In these cases the use of the MHRS model would be theoretically unsubstantiated.
The presented methodology suggests several avenues for future research. A further research avenue is the expansion of the MHRS model that would also include the type of joint inputs (and, potentially, outputs) in the sense of Cherchye et al. (2013) .
Appendix A. Proofs of Proposition 1 and Theorem 1
Proof of Proposition 1. It suffices to consider the case 0 < α min < 1. By Axiom 5 with α = 0, the DMU (X(0), Y (0)), whose only nonzero component is vector X N P , is in T . Define
Applying Axiom 5 withα to DMU (X,Ỹ ), we obtain (X(α),Ŷ (α)).
Hence the latter DMU is in T . Conversely, (X(α),Ŷ (α)) dominates (X(α), Y (α)) in the Pareto sense. The proof follows by Axiom 2.
Proof of Theorem 1. DenoteT * the set of all DMUs (X, Y ) ≥ 0 that satisfy (4) with some vectors λ and α j , j ∈ J. We need to prove that T * =T * . The proof follows from Lemmas 1-3.
Lemma 1. TechnologyT * satisfies Axioms 1-3.
Proof of Lemma 1. Any DMU j * ∈ J satisfies (4) with λ j * = 1, λ j = 0, ∀j ̸ = j * , and α k j = 1, ∀j, k. Therefore,T * satisfies Axiom 1. Axiom 2 is true because (X ′ , Y ′ ) satisfies (4) with the same vectors λ and α j , j ∈ J, as the DMU (X, Y ). To prove Axiom 3, let (X,Ỹ ) satisfy (4) with vectors λ andα j , j ∈ J. Also let (X,Ŷ ) satisfy (4) withλ andα j , j ∈ J. Consider any δ ∈ [0, 1]. We need to prove that (X,Ȳ ) = δ(X,Ỹ ) + (1 − δ)(X,Ŷ ) satisfies (4) with some vectorsλ andᾱ j , j ∈ J.
To define vectorsᾱ j , consider two cases. Ifλ j = 0, we arbitrarily
Let us prove that (X,Ȳ ) satisfies (4) withλ andᾱ j , j ∈ J. Conditions (4g) and (4h) are trivial. The proof of (4a) and (4d) is similar. For example, (4a) is proved as follows:
The proofs of (4b) and (4e) are also similar. Thus, for the former we have:
) .
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Finally, condition (4f) is proved as follows:
Lemma 2. TechnologyT * satisfies Axiom 5.
Proof of Lemma 2. Let DMU (X, Y ) satisfy (4) with some λ and α j , j ∈ J. We prove that DMU (X(β),Ŷ (β)) defined in Axiom 5 * , where α is replaced by β = (β 1 , β 2 , . . . , β K ), satisfies (4) with the same vector λ and vectorsα j = (
The proof of conditions (4a), (4c), (4d), (4g) and (4h) is straightforward. For example, in the case of (4a), for each k we have:
Condition (4b) follows from the following inequality:
The proof of inequality (4e) is similar. Finally, (4f) is proved as follows:
) . 
Lemma 3.T * ⊆ T , where T is any technology that satisfies Axioms
Appendix B. Proofs of Theorem 2 and Propositions 2-4
In the proofs below we denoteT MHRS the set of all DMUs (X, Y ) ≥ 0 that satisfy conditions (6) with some vectors λ and µ j , j ∈ J. We first establish some preliminary results.
Proof of Lemma 4. Let (X, Y ) ∈ T * . Then (X, Y ) satisfies (4) with some vectors λ and α j , j ∈ J. Then (X, Y ) satisfies (6) with the same vector λ and µ (4), we obtain (6). In particular, (6f) is true because
We have proved that (X, Y ) ∈T MHRS .
Proof of Lemma 5. Let (X, Y ) satisfy (6) with some vectors λ and µ j , j ∈ J. Two cases arise. (5) is true for all j and k, and conditions (6) imply (4). In particular, (4f) follows from (12). Therefore, (X, Y ) ∈ T * .
2) Assume λ j = 0 and µ 
be the average of all observed DMUs. For each t, define the convex combination
We need to prove that ( (6) withλ j * = 1,λ j = 0, ∀j ̸ = j * , and vectorsμ j = 0, ∀j. As assumed, (X, Y ) satisfies (6) with vectors 
As proved in the above case 1), because
Lemma 6 Proof of Lemma 6. Let (X, Y ) satisfy (6) with some vectors λ and µ j , j ∈ J. For all j ∈ J,
Then (X, Y ) satisfies (7) with λ, ρ, σ, τ and µ j j ∈ J. Conversely, let (X, Y ) satisfy (7) with some λ, ρ, σ, τ and µ j , j ∈ J. By (7h), λ ≥ 0. Also, (7b) and (7j) imply (6b). Similarly, (7e) and (7k) imply (6e), (7f) and (7i) imply (6f). Finally, (7h) and (7i) imply (6h).
Proof of Lemma 7. By Lemma 6, letT MHRS be defined by conditions (7). Denote W the set of all solutions ⟨X, Y, λ, ρ, σ, τ, µ j | ∀j⟩ that satisfy conditions (7) and the nonnegativity conditions X, Y ≥ 0. The set W is defined by a finite number of linear inequalities and is, therefore, a polyhedral set. TechnologyT MHRS is the projection of W on its dimensions X and Y . By the projection lemma (see, e.g., its use for the proof of a similar Proposition 1 in Podinovski et al. 2016) ,T MHRS is a polyhedral set.
Suppose that I N P = O N P = ∅. Let DMU (X, Y ) satisfy (6) from which the constraints (6c) and (6f) are omitted, with some vectorsλ andμ j , j ∈ J. Then, for any scalar α ≥ 0, (αX, αY ) satisfies (6) withλ =λ andμ j = αμ j + (α − 1)λ, for whichλ +μ j = α(λ +μ j ), ∀j ∈ J. Therefore T MHRS is a cone. Proof of Lemma 9. Axioms 1 and 2 are trivial. By Lemma 7,T MHRS is a polyhedral set. Therefore it satisfies Axioms 3 and 4. To prove Axiom 5, let (X, Y ) ∈T MHRS satisfy (6) with some λ and µ j , j ∈ J. Consider any α ∈ R K + . We need to prove that (X(α), Y (α)) in (3) satisfies (6) with somẽ
Let us prove that (X(α), Y (α)) satisfies (6) withλ andμ j , j ∈ J. Conditions (6g)-(6i) are trivial.
The proof of (6a) and (6d) is similar. For example, in the case of (6a) we have:
The proof of (6b) and (6e) is similar. For example, the former is proved as follows:
Condition ( (Its constraints correspond to following order of primal variables:
Equalities (13f) and (13g) are equivalently restated as nonlinear constraints:
Substitute ξ k j and ζ k j from (14) into (13d) and δ j from (13c) into (13e). Rearranging, we have
Removing variables δ j and ε k j as redundant, we obtain program (9). 
Appendix D. The Data Generating Process for Section 6
We generate the vector of teaching hours for the two programs in polar coordinates, i.e., we let on each program k = 1, 2 using the following functions:
We generate the random output radial efficiency θ j ∈ [0, 1] and defineỹ Next, we randomly generate the proportionπ j ∼ U [0.01, 0.09] of all students assumed to have good exam results on entry to both programs. The number of such students is calculated as
. For a school operating efficiently, the total number of students with good results on exit is then assumed to be as follows:
y
Applying efficiency θ j , we obtainỹ
. We also define the total school expenditure as
and the total number of students with special needs asỹ
The final inputs and outputs for the generated school j that are used in the simulation analysis are as follows:
It is straightforward to show that, given the specification of production functions (15) and (16), the theoretical technology T 0 of which the schools (17) are random members, satisfies all Axioms 1-5. In particular, technology T 0 is convex and exhibits multiple selective proportionality as specified by Axiom 5. This implies that the MHRS model of technology T 0 based on the final sample of generated schools (and, consequently, the VRS and HRS models that are defined by weaker sets of axioms) is an inner approximation (i.e., a subset) of this technology. However, the standard CRS model is not an inner approximation of T 0 , because T 0 is not a cone technology. Table 7 provides an additional illustration for §6.2. It shows the computational results obtained for the efficiency θ j randomly generated from the double truncated normal distribution
Appendix E. Computations with the Double Truncated Normal Distribution
truncated to [0, 1] , where σ ∈ {0.04, 0.12, 0.24, 0.4}, and for sample sizes n ∈ {50, 100, 200, 500}.
Table 7
The average rank correlation coefficients (taken over 100 replications) between the true and estimated efficiency scores in different models. The true theoretical efficiency is generated from the double truncated normal distribution. The standard deviations of the rank correlation coefficients are shown in parentheses. 
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The interpretation of results in Table 7 is similar to the case of uniform distribution of θ j discussed in §6.2. As in the latter case, we observe that the MHRS model recovers the true relative efficiency (ranks) better than the VRS, CRS and HRS models.
Appendix F. Example for Section 7
Consider technology T 1 with two component processes k = 1, 2. Process 1 uses two inputs (e.g., labor and costs) denoted x 1 and x S1 . Similarly, process 2 uses inputs x 2 and x S2 . The two processes produce component-specific outputs y k , k = 1, 2. Define technology T 1 as follows:
Note that technology T 1 is a convex cone. The following three DMUs are clearly efficient in
We now add the inputs x S1 and x S2 thus creating a shared input Consider the output-oriented analogue of model (LP-5) in Cherchye et al. (2013) . DMUÃ, which is theoretically efficient, is inefficient in this model, and its output radial efficiency is equal to 1/ √ 2. Indeed, in this model the input x S = 2 is treated as the joint input that is used as a whole (without splitting) by both processes 1 and 2. Under this assumption, processes 1 and 2 of DMUÃ are outperformed by the single DMUsB andC, respectively. This implies that the output radial target for DMUÃ is DMU A * = (1, 1, 2, √ 2, √ 2), which is located outside the technology T 2 .
Appendix G. Comparison with the Model of Cherchye et al. (2013)
Below we provide additional computational results that support our discussion in §7. The Monte
Carlo study used to compare the MHRS model with the model (LP-5) of Cherchye et al. (2013) is similar to the study reported in Table 5 , but is based on the simplified DGP described in §7.
Table 8
The average rank correlation coefficients (taken over 100 replications) between the true and estimated efficiency scores in different models. The standard deviations of the rank correlation coefficients are shown in parentheses.
Efficiency n Cherchye et al. MHRS CRS Table 8 reports the results from the Monte Carlo analysis in which the true efficiency θ j is generated from the uniform distribution U [a, 1] with the lower bound a ∈ {0.25, 0.5, 0.75, 0.9}, and for sample sizes n ∈ {50, 100, 200, 500}. For each combination of sample size n and lower bound a, we estimate the efficiency of the n DMUs using the MHRS model, the model (LP-5) of Cherchye et al. (2013) , and, for reference purposes, the conventional CRS model, all in the output orientation.
We again use rank correlation as a measure of the model's ability to recover the true relative efficiency scores. efficiency scores based on 100 replications. The structure of this table is identical to Table 5 . As expected, we see that the rank correlation increases for all three models as the sample size n increases.
These results clearly show that the MHRS model outperforms both the model of Cherchye et al. (2013) and the CRS model. This is especially pronounced when the standard deviation of the random efficiency is relatively low. With the standard deviation below 0.07, the rank correlation of the MHRS model is at least 10% higher compared to the model of Cherchye et al. (2013) . This advantage diminishes to about 1-3% when the variance of the true efficiency is increased, i.e., when θ j is generated from the uniform distribution U [a, 1], where a = 0.5 or a = 0.25. The standard deviations of the rank correlation in Table 8 are relatively low which indicates a relatively low dispersion around the average rank correlation.
Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!) Endnotes 1. It is known that, if DMU o has the largest ratio of some output r to some input i among all observed DMUs, then DMU o is efficient in the CRS model, even if input i is not used in the production of output r. For example, school A is efficient because its ratio of the language students to mathematics teachers is higher than the same ratio for school B.
2. In this paper we assume that all inputs and outputs are given as volume measures and not as percentages or ratios. An example of a volume input is the number of students with good grades on entry, and an example of a ratio input is the percentage of such students in the entire intake. A principal problem with ratio measures is that they generally do not satisfy the standard convexity assumption and need to be modeled differently to the volume measures. A range of DEA models with a single proportional process and nonproportional ratio inputs and outputs is developed by Olesen et al. (2015 Olesen et al. ( , 2017 who extend earlier ideas of Ruggiero (1996) and Podinovski (2005) .
3. The worst-case assumption underpinning the development of the MHRS technology is applicable to a range of different types of shared inputs. On the two sides of this range are the fully allocated (although in unknown proportions) and perfectly joint inputs (the latter in the sense of Cherchye et al. 2013 ). This range also includes any combination of the two extreme types, which often occurs in practical applications because of insufficient information (see our discussion of school costs in §1.1). As shown by Example 3 in §7, if all shared inputs are joint, the assumption that such inputs be scaled by the maximum of the scaling factors of individual processes is over-conservative (but it is still valid and can be used, in the same way as the VRS technology can be used to model a CRS production process). In this case, the approach of Cherchye et al. (2013) utilizes the information that the inputs are actually joint and provides a more appropriate treatment. However, the approach of Cherchye et al. (2013) is not applicable if some shared inputs are fully or partly allocated to different processes.
4. In the axiomatic definition of the VRS and CRS technology (Banker et al. 1984) , Axiom 4
follows from the other accepted axioms and for this reason does not need to be stated. However, as shown in §3, the technology T * defined by Axioms 1-3 and 5 only is not closed. 1, 1, 1, 1) . Suppose that the shared input x S = 1 is actually split equally between the two processes. Then, scaling the process 1 and its share of x S by a factor α 1 = 2, and keeping process 2 unchanged, we obtain DMU A = (2, 1, 1.5, 2, 1). However, by the worst-case assumption implemented in Axiom 5, we obtain DMU B = (2, 1, 2, 2, 1). Because A outperforms B, and because we assume Axiom 2, the former approach leads to a larger technology than the latter.
6. To see that technology T * is generally not closed, consider the following example with K = 1. where the three vector components represent i 1 ∈ I 1 , i 2 ∈ I N P and r 1 ∈ O 1 , respectively. By Axiom 5, the DMUs (X 1 (t), Y 1 (t)) = (t, 2, 2t) ∈ T * , for all t = 1, 2, . . . By Axiom 3, the convex combination for at least one k, equality (5) cannot be satisfied. As follows from the proof of Lemma 5, any such DMU (X, Y ) in (6) is a limit point of a sequence of DMUs of the other types stated in Remark 1.
9. In this case inequalities (6b) and (6e) are removed from conditions (6), and the superscript k is dropped. Conditions (6) become the standard statement of the HRS technology (Podinovski 2004a ) by the substitution µ j =μ j −ν j , whereμ j ,ν j ≥ 0, ∀j ∈ J.
10. For example, the incorporation of an upper bound on the proportion p 11. The results of Podinovski et al. (2016) apply to any polyhedral technology. They extend and operationalize earlier results of Chambers and Färe (2008) . Balk et al. (2015) obtain similar results for smooth production frontiers.
12. The CRS and MHRS technologies extend the VRS technology in different ways. The CRS technology allows full scaling of DMUs which is disallowed by the MHRS technology with nonproportional inputs or outputs. On the other hand, the MHRS technology allows selective scaling of component processes, which is impossible in the CRS technology.
13. We use the term "indeterminate" when, for at least one sample of size n out of the 100 replications, the estimated efficiency of all DMUs is equal to 1. (This implies the model does not provide sufficient discrimination.) In such cases the rank correlation for the given sample is indeterminate and so is the average rank correlation.
14. Model (LP-5) is given in the online supplement to the paper of Cherchye et al. (2013) .
