We obtain the recursive identities for the joint moments of the traces of the powers of the resolvent for Gaussian ensembles of random matrices at the soft and hard edges of the spectrum. We also discuss the possible ways to extend these results to the non-Gaussian case.
Introduction
Consider the Gaussian Orthogonal Ensemble (GOE) of real symmetric n × n random matrices
where {a ij = a ji } i≤j are independent N (0, 1 + δ ij ) random variables. GOE is the archetypal example of a Wigner real symmetric random matrix where the matrix entries {a ij = a ji } i≤j are assumed to be independent up from the diagonal, centralized, and to have the same variance (except, possibly, on the diagonal). It follows from the classical Wigner semi-circle law (( [20] , [21] , [1] ) that the empirical distribution function of the eigenvalues of A n converges as n → ∞ to the limiting distribution with the probability density 1 2π √ 4 − x 2 supported on the interval [−2, 2]. Celebrated work by Tracy and Widom (see [17] for the GOE case) proved that the largest eigenvalues of A n deviate from the right edge of the spectrum on the order of n −2/3 . In particular, Tracy and Widom calculated the limiting distribution of the largest eigenvalue:
where q(x) is the solution of the Painléve II differential equation q ′′ (x) = xq(x) + 2q 3 (x) with the asymptotics at infinity q(x) ∼ Ai(x) as x → +∞. Here Ai(x) denotes the Airy function.
To consider the joint distribution of the largest eigenvalues at the edge of the spectrum, we rescale the eigenvalues as λ (n) j = 2 + ξ (n) j n −2/3 , j = 1, 2, . . . , n.
where λ
n are the ordered eigenvalues of A n . It then follows from the results of [13] , [18] that the random point configuration {ξ (n) j , 1 ≤ j ≤ n} converges in distribution on the cylinder sets to the random point process on the real line with the k-point correlation functions given by
where K(x, y) is a 2 × 2 matrix-valued kernel with the entries
and the Airy kernel K Airy (x, y) is defined as
Therefore, the k-point correlation function of the limiting random point process is given by the square root of the determinant of the 2k × 2k matrix defined in (4) and (5) . One can also rewrite the k-point correlation function in the pfaffian form (see e.g. [9] ) which shows that the limiting random point process belongs to the family of the pfaffian random point processes (see e.g. [14] ). In particular, the right-most particle of this pfaffian random point process is given by the Tracy-Widom distribution (2). Moreover, it was shown in [12] that the asymptotic behavior of the largest eigenvalues is universal for Wigner real symmetric matrices with sub-Gaussian and symmetrically distributed entries. Define
for complex z with non-zero imaginary part ℑz = 0. Here and throughout the paper, we will use (A n − z) −1 as the shorthand notation for the resolvent matrix (A n − zId) −1 .
for positive integers k = 1, 2, . . . . It can be shown that for k ≥ 2, g n,k (z) is a "local" statistic of the largest eigenvalues in the GOE. Indeed, only eigenvalues from the O(n −2/3 )-neighborhood of the right edge of the spectrum give non-vanishing contribution to g n,k (z) in the limit n → ∞. For example, the joint contribution of the eigenvalues from (−∞, 2 − δ] can be trivially bounded in absolute value by n 1−2k/3 |δ +zn −2/3 | k = o(1) for large n uniformly in z with ℜz bounded from below. More delicate estimates involving the asymptotics of the one-point correlation function, imply that the joint contribution of the eigenvalues from (−∞, 2 − n −2/3+ε ) to g n,k (z) is still negligible for all ε > 0 and k > 1. Moreover, the one-point correlation function ρ 1 (x) of the limiting pfaffian random point process defined in (3)-(9) decays super-exponentially at +∞ and grows proportionally to |x| 1/2 at −∞. Consequently, if ξ = {ξ j , j ∈ Z} is a random point configuration of the limiting pfaffian random process then
for any integer k ≥ 2. The integral at the r.h.s. of (12) diverges for k = 1 which emphasizes the fact that g n,1 (z) is not a "local statistic" as the main contribution to g n,1 (z) = n −2/3 × Tr(A n − 2 − zn −2/3 ) −1 comes from the eigenvalues in the bulk. Moreover, it could be shown from the asymptotics of the GOE one-point correlation function that
Eventhough the eigenvalues from the bulk of the spectrum give the main contribution to the mathematical expectation of Tr(A n − 2 − zn −2/3 ) −1 , their joint contribution to the fluctuations of Tr(A n − 2 − zn −2/3 ) −1 around its mean is much smaller (namely, it can be shown to be of order of constant if one smoothes their contribution by a test function with the support inside [−2 + δ, 2 delta].) On the other hand, the largest eigenvalues of A n give smaller (namely, of the order of O(n 2/3 )) contribution to the mean of Tr(A n −2−zn −2/3 ) −1 , but they give the main contribution to the fluctuations of Tr(A n − 2 − zn −2/3 ) −1 around its mean. This suggests to consider
which is a "local" statistic in a sense that the main contribution to g c n,1 (z) comes from the largest eigenvalues (i.e. the eigenvalues that deviate from the right edge of the spectrum on the order of O(n −2/3 ).)
In Theorem 1.1, we obtain the recursive relations on the joint moments of the local linear statistics g c n,1 (z) and g n,k (z), k ≥ 2. Let K be a multi-index, K = (k 1 , . . . , k j ), j ≥ 1, with the components k l , 1 ≤ l ≤ j, nonnegative integers. The number of components j is not fixed. We will denote by m K the corresponding joint moment of g c n,1 (z) and g n,k (z), k ≥ 2, namely:
Let e l denote the multi-index with the l-th component equal to 1 and the other components equal to zero.
Theorem 1.1. Let K be a non-zero multi-index, then the following equation holds:
Also, the following "boundary" condition holds:
Remark. We will always assume in (16) that k l m K−e l +e l+2 = 0 if k l = 0. Theorem 1.1 will be proved in the next section. Let us now consider the Gaussian Unitary Ensemble (GUE) of Hermitian n × n random matrices.
where {ℜa jk = ℜa kj } j<k and {ℑa jk = −ℑa kj } j<k are i.i.d. N (0, 1/2) random variables, and
The global distribution of the eigenvalues of A n still satisfies the Wigner semi-circle law in the limit n → ∞. The limiting local distribution of the largest eigenvalues of A n was calculated by Tracy and Widom in [16] . In particular,
where, as before, q(x) is the solution of the Painléve II differential equation with the same asymptotics at infinity. Consider the same rescaling at the right edge of the spectrum as in the GOE case, namely
n are the ordered eigenvalues of A n . It then follows from the results of [16] that the random point configuration {ξ (n) j , 1 ≤ j ≤ n} converges in distribution on the cylinder sets to the random point process on the real line with the k−point correlation functions given by
where K(x, y) = K Airy (x, y) is the Airy kernel defined in (9) . The limiting random point process belongs to the class of determinantal random point processes (see [15] , [6] ). Let us use the same notations G n (z), g n,k (z), g c n,1 (z), and M K in the GUE case as they were defined in (10), (11), (14) , and (15) 
We now turn our attention to Wishart (a.k.a Laguerre) ensembles of random matrices. Again, we start with the real case. Let A = A n,N = 1 √ n (a ij ) be a rectangular n × N matrix with {a ij , 1 ≤ i ≤ n, 1 ≤ j ≤ N, } real i.i.d. N (0, 1) random variables. Let us assume that N ≥ n, and N − n = ν is fixed. Consider a nonnegative-definite random matrix
The ensemble of random matrices M n,N is known as the real Wishart distribution in the statistical literature or the Laguerre ensemble in the mathematical physics. The empirical distribution function of the eigenvalues of M n,N converges to the Marchenko-Pastur law as n → ∞ ( [8] , [11] ). The density of the Marchenko-Pastur law is given by
Our goal is to study the distribution of the smallest eigenvalues of M n,N in the limit n → ∞, N − n = ν. It can be shown (see e.g. [4] , [5] , [3] ) that the smallest eigenvalue of M n,N are of the order of n −2 . Moreover, if we consider the rescaling at the hard edge of the spectrum
one can show that the random point configuration {ξ (n) i , 1 ≤ i ≤ n} converges in distribution on the cylinder sets to the pfaffian random point process on (0, +∞). The k-point correlation functions of the limiting process are of the same form as in (4), where K(x, y) is again a 2 × 2 matrix-valued kernel. The formulas for the entries of K(x, y) are similar to (5) with the important difference being that the Airy kernel K Airy (x, y) is replaced by the Bessel kernel
where J ν (x) is the usual Bessel function of index ν. Define
where t is a real number. Then
is a "local" statistics for any positive integer k = 1, 2, 3, . . . . Indeed, one can show that the eigenvalues from the bulk of the spectrum give vanishing contribution to g k (t). In particular, if ξ = {ξ i , i ∈ N} is a random point configuration of the limiting pfaffian process, then
We are interested to study the joint moments of the linear statistics g k (t), k ≥ 1. Let, as before, K = (k 1 , . . . , k j ), j ≥ 1, denote a multi-index, and m K stand for the corresponding joint moment
The following theorem holds.
Theorem 1.3. Let K be a non-zero multi-index, then the following equation holds:
We recall that ν = N − n ≥ 0 is the difference between the dimensions of the rectangular matrix A n,N .
We finish the Introduction by the discussion of the complex Wishart ensemble. Let A = A n,N = 1 √ n (a ij ) be a rectangular n × N matrix with {ℜa ij , ℑa ij , 1 ≤ i ≤ n, 1 ≤ j ≤ N, } i.i.d. N (0, 1/2) random variables. As before, we us assume that N ≥ n, and N − n = ν is fixed. Consider now a nonnegative-definite random matrix
The ensemble of random matrices M n,N is known as the complex Wishart/Laguerre ensemble of random matrices. Consider the rescaling of the eigenvalues at the hard edge of the spectrum
It follows from the results of [4] that the random point configuration {ξ
i , i ≥ 1} converges in distribution on the cylinder sets to the determinantal random point process on (0, +∞) with the correlation kernel given by the Bessel kernel (27) in the limit n → ∞, N = n + ν. Define G n,N , g k (t), k ≥ 1, and m K in the same way as in (28), (29), and (31). The following theorem holds.
Theorem 1.4. Let K be a non-zero multi-index, then the following equation holds:
We recall that ν = N − n ≥ 0 is the difference between the dimensions of the rectangular matrix A n,N . Theorems 1.3 and 1.4 will be proved in Section 3.
Proof of Theorems 1.1 and 1.2
Let us start with the proof of Theorem 1.1. Our first goal is to establish (17) . To this end, we consider n 1/3 m e 1 = E n −1/3 (n + T rG n (z)) , where, as before, G n (z) = (A n − 2 − zn −2/3 ) −1 . By using the resolvent identity
we arrive at
Here A ij = a ij √ n denote the matrix entries of A n , and G ij denote the matrix entries of G n (z). To calculate EA ij G ji , we recall that random variables A ij , 1 ≤ i ≤ j ≤ n, are independent. Therefore, we can first fix all matrix entries (up from the diagonal) except A ij and integrate with respect to A ij . Applying the Gaussian decoupling formula
with η = A ij and f (η) = G ij , and taking into account that V ar(A ij ) = 1+δ ij n , and
The term n −4/3 E ij G ji G ji is equal to
To deal with the term n −4/3 E ij G ii G jj , we rewrite it as
As a result, we obtain
which is equivalent to
After trivial arithmetical simplifications, this leads to (17) . The formula (16) can be proven along the same lines if one starts with n 1/3 m K+e 1 . One can say that the formula (17) gives us the boundary term in the recursive system of linear equations satisfied by {m K } since it corresponds to K = 0. Turning our attention to (16), we write
we then rewrite, as before, the first term n −1/3 (n + T rG n ) as
This leads to
As in the case K = 0 considered above, we fix all matrix entries (up from the diagonal) except A ij , and apply (40) with η = A ij and f (η) = G ji n −2/3 (n + T rG n ) k 1 l≥2 n −2l/3 T rG l k l . Taking into account (41) and the equation
one then obtains (16) after some simple algebraic calculations. Theorem 1.1 is proven. The proof of Theorem 1.2 is quite similar. The only alteration required in the GUE case is that one needs to replace (41) with
and
The remaining calculations are very similar and are left to the reader.
3 Proof of Theorems 1.3 and 1.4
4 Non-Gaussian Case.
The generalization of the Gaussian decoupling formula (40) to the non-Gaussian case can be found, for example, in [7] :
where ξ is a real random variable such that E |ξ| p+2 < ∞, c l , l ≥ 1, are the cumulants of the random variable ξ, complex-valued function f (x) has first p + 1 continuous and bounded derivatives, and the error term satisfies the upper bound |ε| ≤ B k sup x | d k f dx k (x)|E |ξ| p+2 with the constant B k depending only on k.
It is conjectured that the distribution of the largest eigenvalues in Wigner random matrices is universal provided the fourth moment of the matrix entries is finite. Currently, we are unable to prove this conjecture. Instead, we speculate below on the possible approach to extend the results of Theorems 1.1-1.4 to the non-Gaussian case. Let us consider a real Wigner random matrix A n = 1 √ n (a ij ) n i,j=1 , and assume that the entries (a ij = a ji ) i<j are i.i.d. centralized random variables with the unit variance and the finite fourth moment. In addition, we assume that the diagonal entries a ii , 1 ≤ i ≤ n, are i.i.d. centralized random variables, independent from the non-diagonal entries. We assume that the diagonal entries also have the finite fourth moment. Let us also assume for simplicity that V ar(a ii ) = 2. In an attempt to extend the result of Theorem 1.1 to the non-Gaussian situation, we apply the generalized decoupling formula (59). To be specific, let us concentrate our attention on the "boundary" equation (17) . Looking at (39), we apply (59) to EA ij G ji . Since c 1 (a ij ) = 0, c 2 (a ij ) = 1 + δ ij , c 3 (a ij ) = c 3 , for i < j, and Ea 4 ij ≤ ∞, one might wish to truncate (59) after the first three terms (i.e. p = 2) to obtain
The first sum in (60) is the same as in the Gaussian case. The hope is to show that the second sum and the remainder term give negligible contributions in the limit n → ∞. However, it is currently unclear to us how to efficiently bound the terms n −11/6 E ij G ij G ii G jj and n −11/6 × E ij G 3 ij .
