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Many studies are being conducted to satisfy the vehicle fuel economy and 
greenhouse gas standards, which are strengthened to reduce carbon dioxide emissions. 
Hydrocarbon–based fuels are expected to be used in the transport sector in the future. It 
is essential to increase the internal combustion engine–based powertrain efficiency to 
meet the standards. Among the various internal combustion engine–based powertrains, 
the series hybrid electric vehicle has an advantage in fuel economy. In this study, the 
possibility of increasing the thermodynamic efficiency by modulating the speed profile 




Since the optimization was performed numerically, a quasi–dimensional spark–
ignition engine model was used that has advantages in computation time. The burning 
rate was calculated using the turbulent flame model, and the flow–based heat transfer 
model in the cylinder was used to reflect the effect of the speed change. The in–cylinder 
flow characteristics were calculated using the quasi–dimensional turbulence model. The 
optimization problem was solved using the developed model. The discretization of the 
trajectory optimization problem into a parameter optimization problem can be used to 
obtain an optimal speed profile that maximizes efficiency. 
Three performance parameters were used for quantitatively analyzing the cycle. The 
effective expansion ratio was defined to compare the combustion phases. The burning 
rate weighted average volume was calculated during the combustion duration. The 
effective expansion ratio was defined as the ratio between the cylinder volume at the 
exhaust valve opening and average cylinder volume during the combustion process. The 
larger the effective expansion ratio means that the combustion occurs near the top dead 
center, and the higher the chemical energy fuel converted to the pressure–volume work 
potential. In order to compare heat transfer, the amount of heat transfer from the intake 
valve opening to the exhaust valve closing was compared. Heat transfer in the gas 
exchange process is not included because it does not affect pressure–volume work that 
can be obtained from the engine. Finally, pressure–volume work that can be obtained 
from the gas exchange process was and compared. 
The optimal speed profile shows that the efficiency of the spark–ignition engine can 
be improved by 5% p compared to the same average speed operation and 1% p compared 
to the best efficiency of conventional operating. As a result of the quantitative analysis of 
the cycle, the efficiency can be increased by improving the combustion phase compared 
with the conventional operation. When operating at an optimal speed profile, combustion 
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phasing is improved to a level of combustion phasing at the knock–free operating 
condition.  
The effect of speed profile modulation on the recent technologies adopted spark–
ignition engine was examined. Speed profile optimization was performed when the 
compression ratio was increased, the air–fuel ratio was increased, and under boosting 
conditions to increase the engine load. In the conventional operation, the efficiency is 
decreased by knocking even if the compression ratio is increased, but the efficiency is 
increased by effectively reducing the knocking by modulating the intracycle speed profile. 
The model used in this study confirmed that the compression ratio could increase the 
efficiency from 10.5 to 13.5 without efficiency deterioration. In the engine operating 
conditions with increased air–fuel ratio, the laminar flame speed was reduced, resulting 
in insufficient efficiency improvement in conventional engine operation. By enhancing 
the turbulence intensity through the speed profile modulation, an additional efficiency 
increase of about 1.5% p can be obtained at the equivalent ratio of 0.7. In boosting 
operating conditions, the decreased ignition delayed increases knocking due to elevated 
pressure, thereby reducing efficiency. It was also shown in optimal speed profile operation, 
but the efficiency of the boosting condition at 1.6 atm shows the efficiency of 
conventional operation at 1.0 atm.  
The optimal speed profile that maximizes the efficiency of the spark–ignition engine 
is obtained. How the speed profile of each interval affects performance parameters was 
analyzed. Based on this, when it is impossible to modulate the speed profile of all the 
intervals, the result can be used to predict which speed profile should be changed to 
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Chapter 1. Introduction 
1.1. Background and motivation 
1.1.1. Carbon dioxide emission of the vehicle  
Efforts are being made to reduce energy use in response to climate change due to 
carbon dioxide emissions. Energy consumption in the transportation sector accounts for 
approximately 20 % of total energy usage and is expected to increase by 1% per year by 
2040 [1]. 
In many countries, regulations on vehicle fuel economy and greenhouse gas 
emissions have been made and strengthened to reduce carbon dioxide emissions in the 
transportation sector. Especially, fuel economy or greenhouse gas standards of light–duty 
vehicles are summarized in this section.  
In the U.S., both fuel economy and greenhouse gas emission are regulated according 
to the footprint of a vehicle [2]. Automakers satisfied the corporate average fuel economy 
and greenhouse gas emission, and the target of a standard is strengthened. In the EU, ‘95 
g CO2/km by 2021 regulation’ is enforced [3]. In Japan, the regulation limits the carbon 
dioxide emission of the corporate average according to the standard curb weight of a 
vehicle [4]. The target of this regulation will be strengthened by 2020. In China, cooperate 
average fuel consumption is regulated, and its target value will be decreased until 2020 
[5]. In India, carbon dioxide emission of a vehicle is regulated [6], and in South Korea, 
fuel economy or carbon dioxide emission is regulated [7]. 
To satisfy those strengthened standards, automakers have begun developing and 
selling vehicles with new powertrains such as hybrid electric vehicles (HEV), electric 
vehicles (EV), and fuel cell electric vehicles (FCEV). EV uses an electric battery, and 
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FCEV uses electric battery and hydrogen as an energy carrier instead of conventional 
fossil fuels. 
While automakers are trying to reduce carbon dioxide emissions using new energy 
carriers, according to the EIA report, the use of hydrocarbon–based fuels for the internal 
combustion engine (ICE) is still expected to increase in the transportation sector by 2040 
[1]. Thus, it is difficult to meet future regulations on vehicle fuel economy without 
improving the ICE efficiency. 
Well–to–wheel carbon dioxide emission of a vehicle is being studied for various 
powertrains [8, 9]. The results show that even in the same powertrain, well to wheel 
carbon dioxide emission varies depending on the region in which vehicle operates. The 
optimal powertrain from a well–to–wheel point of view varies from region to region [10]. 
Therefore, many studies are being conducted to improve the efficiency of ICE. The 
most representative method for improving the fuel economy of an ICE–based vehicle is 
a hybridization. Hybrid electric vehicles use an ICE and a motor at the same time. 
Because hydrocarbon–based fuels are the primary energy source of the transportation 
sector in the future, HEV is expected to be a suitable vehicle to reduce carbon dioxide 
emission of ICE–based vehicles. Therefore, in this study, the method to increase the 
efficiency of the ICE in an ICE–motor hybrid powertrain was discussed. 
 
1.1.2. Energy analysis of SI engine 
Since hydrocarbon–based fuels are expected to account for a significant portion of 
energy use in the transportation sector, the portion of ICE–based vehicles will be large in 
the future. Therefore, many studies to improve the efficiency of ICE will be conducted 
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continuously, and energy analysis is performed to analyze factors that decrease the 
efficiency of the ICE. 
According to these studies, when converting energy using an ICE, heat loss from the 
hot gas to the cold engine body, exhaust loss caused by not converting all the gas energy 
to work during the expansion process after combustion, and friction loss. Due to these 
losses, the efficiency of the ICE is reduced.  
First, when performing energy analysis, the lower heating value of the fuel injected 
into the ICE is used for system input. Since the ICE converts the chemical bond energy 
difference between reactants and products into sensible energy through the combustion 
process, the lower heating value of the fuel is used for system input. The lower heating 
value of the fuel entering the system is converted into pressure–volume work, heat loss 
from the gas to the cylinder wall, and sensible energy of the exhaust gas. Only pressure–
volume work transfer is available in conventional ICE. Pressure–volume work is 
calculated from pressure and volume profiles. Convective heat transfer mainly occurs in 
an ICE. Total heat loss can be calculated from the energy balance equation, and the heat 
transfer rate can be calculated by modeling the convective heat transfer coefficient. 
Finally, the exhaust loss is calculated using the exhaust gas temperature or enthalpy. In 
the next section, we looked at the energy analysis results of the general SI engine to find 
out the inefficiency of the SI engine. 
1.1.3. Loss in SI engine 
As a result of energy analysis on the ICE, the chemical energy of the fuel is converted 
into various types of energy in addition to the mechanical work. If it is a loss that is 
transferred to other forms of energy besides being converted into mechanical work, losses 
are divided into heat loss, exhaust loss, and pumping loss. 
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Heat loss occurs due to the heat transfer from the hot gas to the cold engine body. 
Exhaust loss occurs due to all high burned gas energy that could not be converted into 
mechanical work. A fixed expansion ratio or limited work extraction method is a reason 
for the conversion limit. The pumping loss occurs in the low load or high engine speed 
operating condition in the SI engine [11]. Also, friction losses in pistons and bearings 
occur during the work transfer to vehicle driveshaft [12, 13].  
These losses are influenced by the design and operating parameters of the ICE. 
Looking at how these losses are affected, first, the factors that affect heat loss are the in–
cylinder flow dynamics, load or ambient temperature of an ICE, cylinder and piston 
geometry, and the in–cylinder gas composition, and wall temperature of the cylinder. 
Exhaust losses are related to the pre– and post–combustion state of the in–cylinder gas 
and expansion ratio of the ICE. Therefore, engine geometry, valve timing, in–cylinder gas 
composition, and combustion phasing affect the exhaust loss. Friction losses are affected 
by the engine speed, the viscosity, temperature of the lubricating oil, the engine load, and 
engine geometry 
Each of the losses described above is affected by engine design or engine operating 
conditions. Engine designs that affect engine losses are a bore, stroke, combustion 
chamber geometry, and compression ratio. Engine operating conditions that affect engine 
losses are engine load, valve timing, exhaust gas recirculation ratio, and engine speed. 
For these parameters, each loss has a trade–off relationship, so ICE are designed and 
operate to optimize each loss.  
In this study, the engine speed is focused on improving engine efficiency. As 
mentioned earlier, the shaft of the ICE is not directly connected to the driveshaft of the 
vehicle in a series hybrid electric vehicle. In this situation, the speed of the ICE in a single 
cycle can be controlled by an electric motor. Therefore, inefficiency factors that have a 
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trade–off relation by engine speed could be reduced using speed profile modulation in a 
single cycle. 
 
1.1.4. New control variable 
In order to satisfy the strengthened fuel economy or greenhouse gas emission 
standards, vehicles with new powertrains, such as hybrid electric vehicles and battery 
electric vehicles, have been developed and sold. As the new powertrain architecture 
becomes widespread, control variables that may not be available in the traditional ICE 
powertrain architecture emerge. 
Among those control variables, it is possible to modulate the intracycle speed profile 
of the ICE by using the electric motor–generator connected to the ICE used for power 
generation in the powertrain architecture of the series HEV. Typical ICE use high inertia 
devices such as flywheels to minimize speed variation in a single cycle because the speed 
of an ICE directly affects the vehicle driveshaft speed. In a series hybrid vehicle, however, 
the vehicle driveshaft is powered by a battery–motor, and the ICE is used only for battery 
charging. 
For this reason, additional acceleration or deceleration of the engine crankshaft could 
be achieved through the charging and discharging through the motor–generator connected 
to the ICE. Reducing the loss of the ICE and increasing the indicated efficiency can be 





1.2. Previous studies 
There have been studies to increase the efficiency of ICE by intracycle piston speed 
modulation. There are many simulation studies to optimize the intracycle speed profile, 
and engine speed variation effect on engine operation was investigated by experimental 
study. Since this study focuses on optimizing the intracycle speed profile based on the 
simulation using the SI engine model, it also includes a description of previous studies on 
SI engine modeling. 
 
1.2.1. SI engine modeling 
SI engine modeling method can be divided into using the three–dimensional model 
and quasi–dimensional model. A three–dimensional model is based on computational 
fluid dynamics (CFD). In–cylinder volume is divided into many cells, and in–cylinder 
thermodynamic or fluid dynamic states are calculated in three–dimensional model. The 
Reynolds averaged Navier–Stokes equation is mainly used to calculate the flow dynamic 
state of in–cylinder gas. Recently, the computational performance has been rapidly 
improved, and studies for modeling SI engines using three–dimensional models have 
been actively conducted [14-17]. 
However, despite advances in computational performance, it is difficult to use a 
three–dimensional model to solve the optimization problem in this study. The reason is 
that even if the simulation is performed using the RANS model, which requires the least 
computational cost among CFD models, it takes several hours to one day [18]. When 
performing optimization for one operating point, several thousand simulations are 
required. Therefore, it is difficult to solve the optimization problem of this study using a 
three–dimensional SI engine model.  
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As a result, SI engine modeling was performed using a quasi–dimensional model 
with an advantage in computational cost. There have been several previous studies on 
quasi–dimensional SI engine modeling. 
Tabatabaie conducted a study of the heat transfer rate of an SI engine using hydrogen 
as a quasi–dimensional, multi–zone model [19]. The heat transfer rate was predicted using 
the in–cylinder thermodynamic state calculated by using the quasi–dimensional model 
and various heat transfer models. The heat flux and the pressure profile calculated from 
the developed model were compared with the experimental results, and a heat transfer 
model suitable for the engine using hydrogen was proposed. 
Rakopoulos and Michos predicted the performance and emissions of biogas fueled 
SI engine using quasi–dimensional, multi–zone models [20]. NO emission was more 
accurately predicted by considering the chemical kinetics of in–cylinder mixture. The 
detailed chemical kinetics mechanism used in this previous study was suitable for a 
quasi–dimensional model because the mechanism consists of many species and reactions. 
The quasi–dimensional model can be confirmed to have significant accuracy when 
compared with the experimental results. 
Bozza studied a downsized turbocharged SI engine using a quasi–dimensional, two–
zone model [21]. The quasi–dimensional model was used to predict the burned mass 
fraction and the pressure profile of in–cylinder gas under various engine speed conditions. 
It was also shown that the engine performances such as air flow, mean effective pressure 
(MEP), shaft power, and brake specific fuel consumption (BSFC) can be accurately 




When developing a quasi–dimensional model, several models are used to simulate 
the combustion process and heat transfer of the SI engine. When modeling the 
combustion process of the SI engine, the commonly used method is to use the Wiebe 
function. The Wiebe function is suitable for use in quasi–dimensional models because it 
can simulate combustion rates using several parameters. These parameters can be 
obtained through experiments or the correlations presented in many previous studies [22]. 
The turbulent flame model is used for calculating the burning rate under the engine 
operating conditions where the Wiebe function is difficult to apply or considering the in–
cylinder flow characteristics. Under typical SI engine operating conditions, flame 
propagation is in the reaction sheet flame region. Burning rate can be modeled using the 
in–cylinder turbulence intensity to model the flame in the region. In order to use the 
turbulent flame model, the in–cylinder flow dynamics must be modeled [23, 24].  
Woschni model is mainly used to predict heat transfer. The Woschni model 
calculates the heat transfer rate by calculating the convective heat transfer coefficient 
using the mean piston speed of the engine, in–cylinder temperature, and pressure. Many 
studies use the Woschni model to calculate the total heat transfer rate and the 
instantaneous heat flux [25, 26]. 
The Woschni model is a model fitted to the existing engine experimental data, so it 
is difficult to accurately predict the heat transfer rate as the engine design changes. Some 
studies have developed a flow–based heat transfer model. The in–cylinder flow dynamics 
model is needed to use the flow–based heat transfer model [27]. If the flow dynamics 
model is included in the SI engine model, the number of parameters required by the heat 
transfer model is smaller than that of the Woschni model, and the heat transfer rate 
considering the flow characteristics can be predicted. 
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The quasi–dimensional model can be used for predicting the thermodynamic state 
and performance of the SI engine under various fuels and operating conditions. Based on 
this, quasi–dimensional model was used in this study. Besides, since there are sub–models 
that can reflect the in–cylinder flow characteristics, a quasi–dimensional model could be 
developed to consider the effect of intracycle speed profile modulation considered in this 
study. 
 
1.2.2. Engine speed profile optimization 
Previous studies related to engine speed profile optimization have been investigated. 
Since considering the time in analyzing cycles, time, or speed related studies have been 
actively conducted [28]. Basic thermodynamic cycles, such as the Otto cycle or the 
Carnot cycle, do not consider the concept of time spent in the analysis. There was a study 
discussing the power output and efficiency of Carnot cycle considering the heat transfer 
time and finite temperature difference. Through this, studies related to finite–time 
thermodynamics began to be actively conducted, and not only the Carnot cycle but also 
other thermodynamic cycles began to be analyzed with considering the time effect. 
Mozurkewich and Berry conducted a study to optimize the piston speed profile for 
the Otto cycle [29]. The difference from the basic Otto cycle is the replacement of the 
cycle's heat transfer process with the combustion process. Instead of using the actual 
combustion model, the cycle analysis was performed by arbitrarily changing the gas 
temperature and heat capacity. The effect of the gas temperature or compositions on the 
heat capacity of the gas is not taken into consideration. The sped profile optimization 
result of the modified Otto cycle that is only considered the heat capacity change by the 
combustion showed that the efficiency was improved by about 5 ~ 10% p over the 
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conventional cycle. The possibility of increasing the basic thermodynamic cycle 
efficiency by modulating the speed profile in the cycle was confirmed.  
Based on the analysis of the basic thermodynamic cycle, the possibility of efficiency 
improvement through speed profile modulation of the ICE was also studied. Many studies 
have been conducted to improve the IC engine efficiency of various ignition types 
through the speed profile modulation.  
Teh and Edwards studied the possibility of improving efficiency through speed 
profile modulation of homogeneous charge compression ignition (HCCI) engine [30]. 
The combustion process was simply modeled by a single–step reaction, and the heat 
transfer process was modified by the Hohenberg model. The mean piston speed term of 
the original Hohenberg model was changed to the instantaneous piston speed to reflect 
the effect of intracycle speed profile modulation on the heat transfer coefficient. To reduce 
computational costs, it is assumed that specific heat capacity of the in–cylinder gas does 
not change with temperature. When the optimization was performed, the efficiency was 
increased by 3% compared with the conventional HCCI engine. This suggests that the 
effect of speed profile modulation is lower than that of other studies, and no analysis has 
been performed for that reason. 
Hoffman simulated a diesel engine using a finite combustion rate [31]. The burning 
rate was modeled using the correlation of time like the Wiebe function. The in–cylinder 
gas was assumed to be the same as the study of the heat engine instead of the real gas 
properties. Total burn duration was also used as a specific value. In other words, only the 
finite burn duration was additionally considered, and the rest was modeled in the same 
way as the previous study on the heat engine. In addition, the speed profile was optimized 
only after the start of combustion in the TDC, not full cycle optimization. This previous 
study was shown that the improvement of the efficiency is about 3% p. 
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Previous studies on the SI engine have been focused on reducing the time–loss of 
the SI engine rather than optimizing the speed profile. Chen conducted an experimental 
study to control the speed profile by combining a modified SI engine and AC motor / 
generator [32]. The speed profile was controlled by sinusoidal shape between the 400 and 
800 RPM, and the average speed was 600 RPM. Compared to rotating at a constant speed, 
the maximum current required by the motor was about 60% higher, and the maximum 
current during power generation was similar. According to this study, the current 
difference between firing and motoring conditions increased by about 15% when the 
speed profile was modified. 
Doric and Kilnar studied the effect of the longer duration around the firing TDC on 
the SI engine efficiency through the simulation [33]. The burning rate and heat transfer 
rate were calculated using the Wiebe function and Woschni model. According to this 
previous study, the new linkage structure that increases the duration around the firing 
TDC can improve the efficiency of the SI engine by about 3% and improve the efficiency 
for various speeds. 
Lin conducted a study to obtain the optimal motion trajectory for a four–stroke free–
piston engine [34]. The ICE was modeled using the Wiebe function and the Woschni heat 
transfer model. As with the previous studies on the optimization of heat engines, the gas 
properties and burn durations were assumed fixed constant values, and the ignition timing 
was also fixed. When the study was conducted in a simplified engine model, the 
efficiency of about 3% p can be increased compared to conventional engine operation. 






Table 1.1 Previous studies 
Engine type Method Reference 
Heat engine Simulation [29], [35], [36], [37] 
Combustion engine HCCI Simulation [30] 
CI Simulation [31], [38] 
SI Simulation [33], [39], [40], [34] 
Experiment [32] 
In previous studies of speed profile modulation through simulation, the in–cylinder 
gas property was assumed to be a constant that cannot reflect the temperature or 
composition effect. In addition, studies using the Woschni model, which are difficult to 
reflect the speed change in the cycle, were mainly conducted. Efforts have been made to 
reflect the effect of speed profile modulation using instantaneous piston speed, but this 
may not be enough to reflect the effect of speed profile on in–cylinder flow. When 
performing SI engine modeling, the burning rate is modeled using the Wiebe function. 
Several parameters used for the Wiebe function have been sufficiently verified for 
conventional SI engine operation, but not for conditions where the intracycle speed profile 
is modulated. Furthermore, some studies did not reflect the change in cad–based burn 
duration when the speed profile was changed using the cad–based Wiebe function. In 
order to overcome this problem, some studies have been performed by modifying the 
time–based Wiebe function, but this also does not reflect the effect of in–cylinder flow 
characteristics due to speed profile modulation. Moreover, the burning rate is difficult to 
account for the flame geometry. Under the speed profile modulation condition, the 
residence time in each cad varies, so the flame geometry differs from a conventional 
operation. Therefore, it may be difficult to discuss the effects of speed profile modulation 
in the SI engine model using the Wiebe function and the Woschni model. Previous studies 
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on SI engines lacked consideration of knocking. In the high load operation of the SI 
engine, knocking is one of the major factors that reduce efficiency. Increasing the time to 
stay near the TDC through speed profile modulation may be a condition that is favorable 
to cause knocking. Lastly, previous studies lacked a quantitative analysis of the cause of 
the increase in efficiency compared to conventional operation, or the analysis of which 
parameter affects the efficiency due to speed profile modulation. 
In order to overcome these limitations, this study developed the SI engine model 
using the model considering the in–cylinder flow characteristics. Also included in the 
model is knocking, one of the factors that limit the efficiency of the SI engine. The reasons 
for the increase in efficiency is quantitatively analyzed, and the effect of speed profile on 
SI engine performance is discussed. This study mainly discussed the possibility and 
reason for improving the thermodynamic efficiency of SI engines through speed profile 
modulation. It does not include losses due to friction of the SI engine or the electrical 
energy charge/discharge efficiency between the battery and the motor to control the 
engine speed. This discussion was presented as future work.   
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1.3. Research objective 
Based on the above sections, the necessities of study on improving the SI engine 
efficiency through the intracycle speed modulation are examined. In addition, previous 
studies about the intracycle speed modulation of the SI engine were not sufficiently 
studied. Therefore, the fundamental study on speed modulation was conducted through 
simulation in this study. Also, a study on intracycle speed modulation using a 
conventional slider–crank engine system in limited operating conditions by experiment 
was shown the possibility of speed modulating operation. The engine geometry 
architecture different from conventional slider–crank mechanism such as free–piston 
engines have been studied, so the fundamental study on the effect of piston motion is 
required. Therefore, effects of intracycle speed profile modulation on the SI engine 
thermodynamic efficiency are investigated in this study. Indicated efficiency of the engine 
is focused, and work transfer losses such as the friction loss are not included in this study. 
Under this situation, this study attempted to answer the following four questions. 
 
1. Can the SI engine net indicated efficiency be increased through the intracycle 
speed profile modulation? 
2. Under what operating conditions can the SI engine efficiency be increased? 
3. What inefficiencies have been overcome in SI engine operation if efficiency can 
be increased? 




In order to answer the above four questions, this paper describes how the research 
was conducted, a description of the results, and a discussion. Thus, the methodology for 
doing this research is described in Chapter 2. The SI engine modeling method and 
trajectory optimization are explained. In Chapter 3, the results of the optimization are 
examined. Many of the answers to the above four questions are intended to be answered 





Chapter 2. System description 
2.1. SI engine modeling 
In this chapter, the SI engine modeling method is summarized. It is assumed that the 
SI engine to be optimized in this study has the same architecture as the conventional SI 
engine. There is no additional device such as a heat recovery system, and the SI engine is 
based on the non–offset slider–crank mechanism. Pancake–shaped combustion chamber 
geometry was assumed to simplify combustion modeling. 
However, the intracycle speed profile of the SI engine can be modulated in contrast 
with the conventional SI engine. Therefore, the SI engine model must include intracycle 
speed modulation effect. Firstly, SI engine model structure is introduced. Next, the 
governing equation and detailed modeling method of each process and sub–model are 
described. 
 
2.1.1. System modeling and major assumption 
There are two methods of SI engine modeling. The first is a three–dimensional 
model, and the other is zero–dimensional model. The three–dimensional model could 
more accurately estimate in–cylinder flow characteristics and thermodynamic state 
distribution than zero–dimensional model. However, since the numerical method is used 
for optimization, it is difficult to use three–dimensional model that requires high 
computational cost. Therefore, the SI engine modeling was conducted using the zero–
dimensional model, which has an advantage in numerical optimization. 
SI engine process is divided into compression, combustion, expansion, and gas 
exchange process. Compression, expansion, and gas exchange processes were modeled 
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using a single–zone model. It can be assumed that in–cylinder thermodynamic states such 
as temperature are uniformly distributed during those processes. However, the two–zone 
model was used for modeling the combustion process for the following two reasons. First, 
two–zone model can predict heat transfer more accurately. Previous studies have shown 
that the reduction of heat loss is significant in increasing efficiency through speed profile 
modulation. Second, two–zone model was used for predicting the knocking. Knocking is 
the limiting factor in achieving higher efficiency in SI engine operation. Thermodynamic 
states of unburned gas during the combustion process were needed to predict the 
knocking. Thermodynamic states of intake and exhaust manifold were assumed to be 
constant except for intake backflow gas. The detailed modeling method of backflow gas 
is described in chapter 2.1.3. The entire process schematic of the SI engine was shown in 
Figure 2.1.  
 
Figure 2.1 SI engine modeling 
The following additional assumptions were used for modeling the in–cylinder gas 
states of each process.  
∙ Frozen chemistry assumption except for the combustion process 
∙ Hemispheric flame propagation assumption during the combustion process 
∙ Complete combustion product is assumed to define burned zone composition 









Because it is not possible to accurately predict the initial state of in–cylinder 
thermodynamic and flow dynamic states for a specific speed profile, the simulation was 
iterated until steady–state conditions were satisfied. In this study, it was essential to obtain 
the net indicated efficiency according to the speed profile through simulation. Therefore, 
we used the net indicated efficiency as a steady–state criterion, as in equation (2.1). In 




| ≤ 5 ⋅ 10−5 (2.1) 
The governing equations to estimate in–cylinder states are introduced in section 
2.1.2. Modeling methods of each process are shown in section 2.1.3, and sub–models that 
can reflect the intracycle speed modulation effect are summarized in section 2.1.4 to 2.1.6. 
 
2.1.2. Governing equation 
The thermodynamic state of in–cylinder gas is determined using its temperature and 
density. The temperature was calculated by expressing the temperature change of each 
zone as the ODE using the first law of thermodynamics. Heat, work, and mass transfer 
change the in–cylinder gas internal energy. Figure 2.2 showed the mass, heat, and work 




Figure 2.2 Heat, work, and mass transfer in an SI engine 
Based on the first law of thermodynamics, in–cylinder gas internal energy change 
rates could be written as equation (2.2).  
 ?̇?𝑐𝑦𝑙 = −?̇? − ?̇? + ℎ𝑖𝑛 ⋅ ?̇?𝑖𝑛 − ℎ𝑐𝑦𝑙 ⋅ ?̇?𝑜𝑢𝑡 (2.2) 
Here, ?̇?𝑐𝑦𝑙 is the in–cylinder internal energy change rates, ?̇? is the heat transfer 
rates, ?̇? is the work transfer rates, h is the mass specific enthalpy, and ?̇? is the mass 
transfer rates. The temperature change rate is obtained using the above equation.  
 






In equation (2.3), subscript j is a species index, and cv is the specific heat capacity at 
constant volume. To calculate the temperature change rate, we needed to know the mass 
transfer rate, the concentration change rate, and the heat transfer rate. The aforementioned 






The density was calculated by using the gas mass and the cylinder volume of each 
moment. In–cylinder gas density is obtained using in–cylinder gas mass and cylinder 
volume. In–cylinder gas mass changing rate could be written as equation (2.4).  
 ?̇?𝑐𝑦𝑙 = ?̇?𝑖𝑛 − ?̇?𝑜𝑢𝑡 (2.4) 
The cylinder volume is calculated using the engine geometry and slider–crank 
mechanism. The cylinder volume changing rate is written as equation (2.5).  
 ?̇? = 0.25𝜋𝐵2 ⋅ 𝑆𝑝(𝜃) (2.5) 
 𝑆𝑝(𝜃) =  2𝑁𝑎 ⋅ (𝑠𝑖𝑛 𝜃 + 𝑎 ⋅
𝑠𝑖𝑛 𝜃 ⋅ 𝑐𝑜𝑠 𝜃
√𝑙2 − (𝑎 ⋅ 𝑠𝑖𝑛 𝜃)2
 ) (2.6) 
In equation (2.5) and (2.6), 𝐴 is a piston area, 𝑆𝑝 is an instantaneous piston speed, 
𝜃 is a crank position, 𝑁 is a crankshaft rotation speed, 𝑎 is a crankshaft radius, and 𝑙 
is a connecting rod length.  
Using equation (2.2) and (2.5), the temperature and density of in–cylinder gas were 
calculated to define the in–cylinder gas state. However, the gas composition could change 
during the gas exchange and combustion process. Thus, in–cylinder gas state could not 
be defined without considering in–cylinder gas composition. In–cylinder gas composition 
is calculated using the ratio of the fresh mixture and burned gas, and detailed modeling 
method is summarized in section 2.1.3. In–cylinder mixture properties were calculated 
using CANTERA, and thermodynamic data were based on the LLNL mechanism.  
 
2.1.3. Process modeling 
Typical SI engine processes are divided into compression, combustion, expansion, 
and gas exchange process. There is no mass transfer during the compression and 
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expansion process. The in–cylinder gas composition can be determined using the 
aforementioned assumptions. Gas composition during the compression process is the 
same as IVC timing composition by frozen chemistry assumption. Gas composition 
during the expansion process can be obtained by a complete combustion assumption. 
Since there is no composition change during those processes, equation (2.3) is written as 
below.  
 𝑚𝑐?̅?(𝑇) ⋅ ?̇? = −?̇? − ?̇? (2.7) 
The heat transfer rate model is described in section 2.1.5, and simple compressible 
work transfer is only permitted in the SI engine. In–cylinder gas temperature and density 
can be calculated using equation (2.5) and (2.7).  
There are mass transfer and composition changes during the combustion and gas 
exchange process. Especially, the combustion process is modeled using two–zone model. 
Thus, the first law of thermodynamics is applied to each zone, respectively. First, the 
ignition process modeling method is summarized.  
The initial state of unburned and burned zone is obtained by ignition process 
modeling. The combustion process of the SI engine is controlled by a spark plug. At the 
ignition timing, a flame kernel is formed around the spark plug tip. Flame kernel size was 
used for calculating initial burned zone volume. The size of the flame kernel when 
calculating the burned zone volume was 1 mm [41].  
Some assumptions were applied to model the ignition process. First was pressure 
equilibrium between the burned and unburned zone. In–cylinder gas pressure equilibrium 
speed is faster than any other process in the SI engine except for the knocking. Thus, the 
pressure of the unburned and burned zone is identical at the ignition timing. The second 
was that the ignition process is constant volume and internal energy process. Flame kernel 
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developed process was assumed that instantaneous process compared with other 
processes, so in–cylinder gas volume and internal energy was not changed. The final 
assumption was that burned zone gas composition is complete combustion products. 
There are many methods for describing burned zone composition. Since it is hard to use 
accurate burned zone chemical reaction mechanism, assumed that frozen chemistry 
assumption. The complete–combustion assumption was suitable under the frozen 
chemistry assumption. The states of unburned and burned zones were obtained by 
iterative calculation to satisfy those assumptions. The detailed procedure of calculating is 
shown in Figure 2.3. Initial conditions of the unburned and burned zone at the start of 




Figure 2.3 Ignition process modeling 
Next is the main combustion process modeling method. By frozen chemistry 
assumption, there is no composition change in each zone. Equation (2.3) is re–written as 
below equations in each zone.  
 𝑚𝑢𝑐?̅?,𝑢(𝑇𝑢) ⋅ ?̇?𝑢 = −?̇?𝑢 − ?̇?𝑢 − ?̇?𝑢𝑢𝑢(𝑇𝑢) + ?̇?𝑢ℎ𝑢(𝑇𝑢) (2.8) 
 𝑚𝑏𝑐?̅?,𝑏(𝑇𝑏) ⋅ ?̇?𝑏 = −?̇?𝑏 − ?̇?𝑏 − ?̇?𝑏𝑢𝑏(𝑇𝑏) + ?̇?𝑏ℎ𝑢(𝑇𝑢) (2.9) 
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The internal energy change rate by mass transfer is considered. Since flame 
propagation is a source of mass transfer during the combustion process, the internal 
energy change rate is modeled using unburned zone enthalpy. To simplify equation (2.8) 
and (2.9), enthalpy of each zone can be used instead of internal energy in equation (2.10) 
and (2.11).  
 𝑚𝑢𝑐?̅?,𝑢(𝑇𝑢) ⋅ ?̇?𝑢 = −?̇?𝑢 + ?̇?𝑉𝑢 (2.10) 
 𝑚𝑏𝑐?̅?,𝑏(𝑇𝑏) ⋅ ?̇?𝑏 = −?̇?𝑏 + ?̇?𝑉𝑏 − ?̇?𝑏(ℎ𝑏(𝑇𝑏) − ℎ𝑢(𝑇𝑢)) (2.11) 
The volume change rate of the unburned and burned zone is needed to calculate the 
density. The ideal gas equation is used to compute the volume change rate.  
 ?̇?𝑉𝑢 + 𝑝?̇?𝑢 = ?̃?(?̇?𝑢𝑇𝑢 +𝑁𝑢?̇?𝑢) (2.12) 
 ?̇?𝑏 = ?̇?𝑐𝑦𝑙 − ?̇?𝑢 (2.13) 
For calculating above ODEs, the pressure change rate is needed, and it can be 
obtained using equation (2.14). 
 ?̇?𝑉𝑐𝑦𝑙 + 𝑝?̇?𝑐𝑦𝑙 = ?̃?(?̇?𝑢𝑇𝑢 +𝑁𝑢?̇?𝑢 + ?̇?𝑏𝑇𝑏 +𝑁𝑏?̇?𝑏) (2.14) 
Equation (2.10) and (2.11) are substituted into (2.14) to compute the pressure change 
rate.  
 
?̇?𝑉𝑐𝑦𝑙 + 𝑝?̇?𝑐𝑦𝑙 = ?̃? (?̇?𝑢𝑇𝑢 +
𝑁𝑢
𝑚𝑢𝑐?̅?,𝑢




(−?̇?𝑏 + ?̇?𝑉𝑏 − ?̇?𝑏(ℎ𝑏(𝑇𝑏) − ℎ𝑢(𝑇𝑢)))  
(2.15) 
The above equation can be re–written as equation (2.16) based on the frozen 














?̇?𝑢 + 𝑅𝑏?̇?𝑏𝑇𝑏 −
𝛾𝑏 − 1
𝛾𝑏
(?̇?𝑏 + ?̇?𝑏(ℎ𝑏 − ℎ𝑢)) ) 
(2.16) 
The burning rate and heat transfer rate model are introduced in section 2.1.4 and 
2.1.5.  
There are in–cylinder mass and composition changes during the gas exchange 
process. Mass transfer between the manifold and cylinder is occurred by a pressure 
difference or in–cylinder volume change. In–cylinder gas composition is varied during 
the intake process. Thus, equation (2.3) cannot be summarized in a simple form. Mass 
transfer rate through the intake and exhaust valve was obtained using the isentropic 
compressible flow relation [42].  
















In equation (2.17), subscript o means the reservoir gas. When the mass transfer 
occurs from cylinder to the manifold, in–cylinder gas is the reservoir gas. The 
composition change rate can be calculated using the manifold gas composition since 
manifold thermodynamic states are assumed to constant. However, there is backflow to 
intake manifold during the valve overlap process. Thus, the thermodynamic state of 
backflow gas modeling was needed. Some assumptions were used for modeling the 
backflow phenomenon. First is that the backflow process is the throttling process. Second 
is that backflow gas entered the cylinder earlier than fresh gas in the intake manifold. The 
backflow gas thermodynamic state was model as equation (2.18) ~ (2.20). 
 ?̇?𝑏𝑎𝑐𝑘 = ?̇?𝑜𝑢𝑡,𝑖𝑛𝑡𝑎𝑘𝑒 − ?̇?𝑖𝑛,𝑖𝑛𝑡𝑎𝑘𝑒 ⋅ flag𝑏𝑎𝑐𝑘 (2.18) 
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 ?̇?𝑏𝑎𝑐𝑘 = ?̇?𝑜𝑢𝑡,𝑖𝑛𝑡𝑎𝑘𝑒 ⋅ ℎ𝑐𝑦𝑙 − ?̇?𝑖𝑛,𝑖𝑛𝑡𝑎𝑘𝑒ℎ𝑏𝑎𝑐𝑘 ⋅ flag𝑏𝑎𝑐𝑘 (2.19) 
 𝑝𝑏𝑎𝑐𝑘 = 𝑝𝑖𝑛𝑚𝑎𝑛𝑖 (2.20) 
In equation (2.18) and (2.19), flagback variable is defined as below. 
 flag𝑏𝑎𝑐𝑘 {
= 0, 𝑚𝑏𝑎𝑐𝑘 = 0
= 1, 𝑚𝑏𝑎𝑐𝑘 > 0
 (2.21) 
In–cylinder gas thermodynamic state and composition are calculated using equation 
(2.3), equation (2.4), equation (2.5), and above equations. 
 
2.1.4. Burning rate model 
Wiebe function is widely used for modeling the SI engine burning rate modeling. 
However, both combustion duration and model coefficient is needed to use the Wiebe 
function. There is no correlation of burn duration in an intracycle speed profile 
modulating operation. Thus, the Wiebe function cannot be used for modeling the burning 
rate in the speed profile modulating operation case. The turbulent flame model uses in–
cylinder flow characteristics to estimate the burning rate. For this reason, the turbulent 
flame model is used for modeling the SI engine burning rate in this study.  
During the combustion process, to solve the ODEs for the unburned and burned zone 
needed to know the burning rate. The turbulent flame model was used for modeling the 
combustion process since this model reflects the in–cylinder flow dynamic characteristics. 
In this section, the turbulent flame model used in this study is explained. 
The turbulent flame model used in this research was the entrainment and burn–p 
model [24]. According to the entrainment and burn–up model, unburned gas entrains to 
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the flame front, and then entrained unburned gas is burn–up with the specific rate. 
Entrainment and burning rate of unburned gas were modeled as equation (2.22) and (2.23).  
 ?̇?𝑒 = 𝜌𝑢𝐴𝑒(𝑢
′ + 𝑆𝑙) (2.22) 
 ?̇?𝑏 = (𝑚𝑒 −𝑚𝑏) 𝜏⁄  (2.23) 
In the above equations, 𝜌𝑢 is an unburned zone gas density, 𝐴𝑒 is an area of the 
flame front, 𝑢′ is an unburned zone turbulence speed, 𝑆𝑙 is a laminar flame speed, and 
𝜏 is a characteristic time. Characteristic time was defined as equation (2.24).  
 𝜏 = 𝜆 𝑆𝑙⁄  (2.24) 
Here, 𝜆 is the Taylor microscale, the Taylor scale is calculated using turbulent flow 
properties.  
 𝜆 = √15 ⋅ (𝜈 𝜖⁄ ) ⋅ 𝑢′ (2.25) 
Here, 𝜈 is the kinematic viscosity of the gas, 𝜖 is the turbulent kinetic energy 
dissipation rate, and 𝑢′ is the turbulence intensity.  
Gasoline laminar flame speed was modeled using the correlation that could reflect 
the unburned gas temperature, pressure, and composition.  












The dilution effect was modeled using the GT–ISE model. Parameters in equation 
(2.26) are summarized in Table 2.1. 
Table 2.1 Coefficients of laminar flame speed correlation 
Bm (m/s) Bϕ (m/s) ϕm α β 
0.35 –0.549 1.1 2.4–0.271ϕ –0.357+0.14ϕ2.77 
 
28 
The turbulent speed of the unburned zone was calculated as equation (2.27), under 
the isotropic flow assumption.  
 𝑢′ = √(2 3⁄ )𝑘 (2.27) 
The flame front area could be calculated using flame radius, and cylinder bore size 
and instantaneous piston height. In pancake–shaped combustion geometry, the 
hemispherical flame front area could be summarized as Table 2.2. 
Table 2.2 Analytic form of the flame front area 
Case Flame front area 
Rf≤B/2 & Rf≤h Ae = 2πRf
2 
Rf>B/2 & Rf≤h Ae = 2πRf
2 x(1–(Rf2–(B/2)2)0.5/Rf) 
Rf≤B/2 & Rf>h Ae = 2πRf2 x (h/Rf) 
Rf>B/2 & Rf>h Ae = 2πRf2 x (h/Rf–(Rf2–(B/2)2)0.5/Rf) 
 
2.1.5. Heat transfer model 
Woschni model is mainly used for modeling the SI engine heat transfer. Woschni 
model well estimates both the accumulative amount of heat transfer and the instantaneous 
heat transfer rate. Woschni proposed that the in–cylinder gas Nusselt number could be 
obtained using equation (2.28) [42].  
 Nu = 0.035 ⋅ Rem (2.28) 
In the Woschni heat transfer model, the Reynolds number of in–cylinder gas is 
calculated based on the cylinder bore size and the mean piston speed. Thermal 
conductivity and viscosity of working fluid were converted to temperature and pressure 
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correlations. The in–cylinder flow speed is related to the mean piston speed. Also, in–
cylinder flow fields during the combustion and expansion process are affected by flame 
propagation. Thus, characteristic speed during those process was modeled a sum of mean 
piston speed and additional terms in the Woschni model.  
 ℎ𝑐𝑜𝑛𝑣 =  3.26𝐵
−0.2𝑝0.8𝑇−0.55𝑤0.8 (2.29) 
Engine flow dynamics was considered in the Woschni heat transfer model, but it is 
hard to reflect the intracycle speed modulation effect. When the same mean speed 
condition and different speed profile conditions, the instantaneous heat transfer rate is 
different, but the heat transfer rate is not changed in the Woschni model. To reflect this 
effect, Poulos model was used for modeling the heat transfer rate [43-45]. Poulos heat 
transfer model used the instantaneous piston speed, mean flow speed, and turbulent flow 
speed as a characteristic speed.  
Many Nusselt number correlations used the relation between Nusselt number and 
Reynolds number for convective heat transfer coefficient. It is mainly used the mean flow 
speed for calculating Reynolds number. However, turbulent speed is additionally used. 
Therefore, it was necessary to confirm whether turbulent speed could affect the 
convective heat transfer coefficient.  
There were some studies that effect of turbulent speed on the Nusselt number in the 
same Reynolds number condition. Those studied did not cover the in–cylinder flow, but 
the results were that turbulent speed could affect the Nusselt number in the flow around 
the cylinder case. Thus, it is assumed that turbulent speed could affect the Nusselt number 
in case of in–cylinder flow, and turbulent intensity was included in calculating the 
characteristic speed. The basic form of pipe flow heat transfer coefficient is written as 
equation (2.30).  
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 Nu = 𝑎 ⋅ Re𝑚 ⋅ Pr𝑛 (2.30) 
Poulos assumed that the Prandtl number was 1, 𝑎 was 0.07, and 𝑚 was 0.8. 
Poulos used turbulence macroscale as a characteristic length scale. Poulos used the length 
scale for computing the turbulent kinetic energy dissipation rate [46]. Thus, a length scale 
calculated using the turbulent kinetic energy and the turbulent kinetic energy dissipation 
rate was used a characteristic length scale in this research. The length scale was obtained 
using the equation (2.31).  
 𝐿 = 𝐶𝜖𝑢
′3 𝜖⁄  (2.31) 
The geometric length scale was generally used for modeling the convective heat 
transfer coefficient. Thus, it is needed to confirm the turbulent length scale affect the 
convective heat transfer coefficient. There were some studies about the effect of the 
turbulent length scale on the Nusselt number. As a result, the turbulent length scale was 
used to the characteristic length scale for calculating the characteristic length scale. Then, 
the characteristic velocity for the Reynolds number was calculated as the equation (2.32).  
 𝑤 = √𝑈2 + 𝑢′2 + (𝑆𝑝 2⁄ )
2
 (2.32) 
Mean kinetic energy did not include the piston motion as described in section 2.1.6, 
so instantaneous piston speed term was included for calculating characteristic speed. 
Since gas speed near the piston is the same as the piston speed, but gas speed near the 





2.1.6. The in–cylinder flow dynamics model 
The in–cylinder turbulence model was needed to use the turbulent flame model and 
convective heat transfer model. In this paper, the zero–dimensional k–ε model was used 
for modeling the in–cylinder flow dynamics. Thermodynamic states were modeled using 
the zero–dimensional model, so zero–dimensional model was also used to model the in–
cylinder flow dynamics.  
There are many models based on the zero–dimensional turbulence model. One 
equation model solves only the turbulent kinetic energy, and the turbulent length scale 
was modeled using the geometric condition. To calculate the turbulent length scale of the 
unburned zone, an additional assumption was needed in the one equation model [47]. 
However, k–ε model does not require additional assumptions to calculate the unburned 
zone length scale. In k–ε model, the turbulent length scale can be obtained using the 
turbulent kinetic energy dissipation rate and turbulent kinetic energy. Therefore, zero–
dimensional k–ε model was used in this study.  
To compute terms in the k–ε model, mean velocity field information is required. 
There was no mean flow filed model in the thermodynamic model and turbulence model. 
Thus, the mean flow field was modeled based on the mean kinetic energy, and the gradient 
of mean velocity was modeled artificial gradient based on the cylinder geometry 
condition.  
The in–cylinder flow dynamic energy transfer diagram is shown in Figure 2.4. There 
are two sources of mean motion. One is the induced motion by incoming gas through the 
valve, and the other is induced by the piston movement. This mean kinetic energy (K, 
MKE) is dissipated to turbulent kinetic energy (k, TKE). The other source of TKE is 
incoming flow. TKE is dissipated to the heat, but the heat is not considered in temperature 
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change rate because converted heat is minimal compared to the in–cylinder internal 
energy. 
 
Figure 2.4 Flow dynamic energy flow diagram 
Mean kinetic energy, turbulent kinetic energy, and turbulent kinetic energy 
dissipation rate could be modeled as equation (2.33) ~ (2.35). Each energy could be varied 
with mass transfer, production, and destruction. According to the energy conservation law, 
both MKE and TKE were not produced nor destructed, and only converted to the other 
energy form.  
 (𝑚𝑐𝑦𝑙𝐾𝑐𝑦𝑙)̇ = 𝐼𝐾 − 𝑂𝐾 − 𝑃𝑀𝐾𝐸 (2.33) 
 (𝑚𝑐𝑦𝑙𝑘𝑐𝑦𝑙)̇ = 𝐼𝑘 − 𝑂𝑘 + 𝑃𝑇𝐾𝐸 −𝑚 ⋅ 𝜖𝑘 (2.34) 
 (𝑚𝑐𝑦𝑙𝜖𝑐𝑦𝑙)̇ = 𝐼𝜖 − 𝑂𝜖 + 𝑃𝜖 −𝑚 ⋅ 𝜖ϵ (2.35) 
MKE can be increased through the mass transfer from the manifold to the cylinder 
and decreased through the outward mass transfer and converting to the TKE. In this 
research, the MKE term does not include gas motion induced by the piston movement. 












 𝑃𝑀𝐾𝐸 = 𝜇𝑡 ⋅ 𝐶𝑠ℎ𝑒𝑎𝑟 ⋅ (
2𝐾𝑐𝑦𝑙
𝐿𝑚𝑒𝑎𝑛
2 ) (2.36) 
In equation (2.36), 𝐾𝑐𝑦𝑙 is the in–cylinder mass specific MKE, 𝜇𝑡 is the turbulent 
viscosity, 𝐿𝑚𝑒𝑎𝑛 is the geometric length scale, and 𝐶𝑠ℎ𝑒𝑎𝑟 is the tuning parameter. 
Turbulent viscosity and geometric length scale could be calculated using equation (2.37) 
and (2.38) [48, 49].  





 𝐿𝑚𝑒𝑎𝑛 = 0.19 ⋅ min(ℎ𝑐𝑦𝑙 , 𝐵 2⁄ ) (2.38) 
Therefore, 𝑃𝑀𝐾𝐸 is the converting rate from the MKE induced during the intake 
process to the TKE. However, there is another mean speed gradient that is induced by the 
piston movement. TKE change rate has modeled the sum of 𝑃𝑀𝐾𝐸 and piston motion 
















− 𝜖 (2.39) 
In equation (2.39), the first term of the right–hand side is the diffusion of TKE, 
second term is TKE production, and the final term is dissipation rate. Since the flow 
model was based on the zero–dimensional model, diffusion term was not considered in 
this model.  
For calculating the converting rate, 𝜎𝑖𝑗
𝑡  was needed to model. This term is the 
Reynolds stress. The basic method of modeling the Reynolds stress is using the analogy 
with the viscous stress. Under a compressible flow case, viscous stress could be written 
as (2.40).  
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 𝜎 = 𝜁(∇ ⋅ 𝑈)I + 𝜇 (∇𝑈 + (∇𝑈)T −
2
3
(∇ ⋅ 𝑈)I) (2.40) 
In equation (2.40), ζ is the bulk viscosity, 𝜇 is the fluid viscosity, and 𝑈 is the 
mean flow velocity. Bulk viscosity of real gas is not zero, and there are many studies on 
measuring the bulk viscosity [51]. However, the bulk viscosity is assumed to be zero 
based on the Stokes’ hypothesis in this paper because it is hard to find the bulk viscosity 
of in–cylinder gas, and simplification of the model was needed. Many three–dimensional 
and zero–dimensional simulation studies have used Stokes’ hypothesis. Therefore, 
compressible flow Reynolds stress could be written as equation (2.41).  




(∇ ⋅ 𝑈)𝐼) (2.41) 
Other Reynolds stress tensor form in Reynolds averaged Navier–Stokes (RANS) 
equation is written as equation (2.42). Thus, the trace of the Reynolds stress tensor is 
different between using the equation (2.41) and the equation (2.42).  
 𝜎𝑡 = −𝜌𝑢𝑖
′𝑢𝑗
′̅̅ ̅̅ ̅̅  (2.42) 
Thus, an additional term is needed to equation (2.41). Equation (2.43) is the final 
form of Reynolds stress tensor, considering the trace value.  








THE production rate for compressible flow can be written as (2.44).  
























For applying the above equation to the zero–dimensional model, the continuity 
equation was used for calculating the velocity gradient. In zero–dimensional model, there 
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was no spatial gradient of thermodynamic and flow dynamic properties. In–cylinder gas 
density can be varied with respect to the time, and there is no spatial distribution. 
Therefore, the continuity equation (2.45) could be written as equation (2.46).  
 ?̇? + ∇ ⋅ (𝜌𝑢) = 0 (2.45) 
 ∇ ⋅ 𝑢 = (
𝜕𝑈𝑘
𝜕𝑥𝑘










According to the continuity equation, the in–cylinder gas velocity gradient is 
induced by the piston movement. The piston motion effect could be calculated using the 
continuity equation. Velocity gradient term except for piston motion could be modeled as 







  (𝑖 ≠ 𝑗) (2.47) 
Equation (2.47) was used for modeling converting from the MKE to the turbulent 
kinetic energy. The final form of the TKE production rate could be written as equation 
(2.48).  
 𝑃𝑇𝐾𝐸 = 𝜇𝑡
2𝐾
𝐿𝑚𝑒𝑎𝑛





















































The diffusion term was neglected due to the zero–dimensional model. 𝐶1𝜖 and 𝐶2𝜖 
are 1.44 and 1.92, respectively, in many studies. However, another value was used for 
considering the compressible effect [50]. In–cylinder flow from the IVC timing to the 
EVO timing is compressible flow. Thus, additional coefficients are added to the equation 
(2.49). The in–cylinder gas is compressed on the z–axis direction (cylinder axis direction). 
The TKE production term and final term of equation (2.49) are related to the compressible 
factors. Factors related to the compressible flow include a velocity divergence term. 






























Each coefficient is summarized in Table 2.3 [50]. 
Table 2.3 Coefficient of dissipation rate production term 
 Gosman and  
Watkins 
ρLn = constant 
Spherical 
(n = 3) 
Cylindrical 
(n = 2) 
Unidirectional 
(n = 1) 
C11 1.44 1.44 1.44 1.44 
C12 1.44 1.44 1.41 1.32 
C13 1.44 3.5 3.75 4.5 
Since the in–cylinder compression is the unidirectional compression, the equation 
































Equations (2.52) ~ (2.54) are the in–cylinder flow dynamic governing equations in 
this study. 
 (𝑚𝑐𝑦𝑙𝐾𝑐𝑦𝑙)̇ = 𝐼𝐾 − 𝑂𝐾 − 𝜇𝑡 ⋅ 𝐶𝑠ℎ𝑒𝑎𝑟 ⋅ (
2𝐾𝑐𝑦𝑙
𝐿𝑚𝑒𝑎𝑛
2 ) (2.52) 
 
(𝑚𝑐𝑦𝑙𝑘𝑐𝑦𝑙)̇ = 𝐼𝑘 −𝑂𝑘 + 𝜇𝑡
2𝐾𝑐𝑦𝑙
𝐿𝑚𝑒𝑎𝑛



















) − 𝑚𝑐𝑦𝑙 ⋅ 𝜖𝑐𝑦𝑙 
(2.53) 
 

































The MKE, TKE, and epsilon change rates by the mass transfer are needed to 
calculate the above equations. Firstly, the transfer of flow dynamic properties during the 
combustion process are written. Unburned zone–specific MKE, TKE, and epsilon are 
used during the combustion process because unburned zone mass is transferred to the 
burned zone during the combustion process. 
 𝐼𝑋,𝑏𝑢 = 𝑂𝑋,𝑢𝑛 = ?̇?𝑏𝑋𝑢𝑛 (2.55) 
Next, flow dynamic properties change rates due to mass transfer during the gas 
exchange process are introduced. Gas speed was calculated by dividing the mass transfer 
rate through the valve into the gas density and valve curtain area. MKE could be 
calculated using this gas speed and loss term due to the non–isentropic process. The loss 
term was modeled using the valve and cylinder geometry information [52].  
In this study, the turbulence properties of inward mass flow could not be directly 
calculated because additional manifold modeling was not conducted. Thus, it was 
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assumed that some portion of the incoming MKE is converted TKE. Epsilon was 
considered due to the governing equation form is the same as that of TKE. In the previous 
study, a maximum valve lift was used as a length scale for calculating epsilon [53]. In this 
study, the instantaneous valve lift was used as a length scale due to the instantaneous valve 
lift that can more represent the geometry condition of the incoming flow. Inward MKE, 





2  (2.56) 
 𝑐𝑙𝑜𝑠𝑠 = 1 − (𝐴𝑐𝑢𝑟𝑡𝑎𝑖𝑛 𝐴𝑐𝑦𝑙⁄ )
𝑛
, n = 0.8 (2.57) 
 𝑣𝑝𝑠 = ?̇?𝑖𝑛 𝜌𝑚𝑎𝑛𝑖𝑓𝑜𝑙𝑑⁄ ∕ 𝐴𝑐𝑢𝑟𝑡𝑎𝑖𝑛 (2.58) 
 𝑘𝑖𝑛 = 𝐶𝑘 ⋅ 𝐾𝑖𝑛 (2.59) 






1.5 ∕ 𝐿𝑣𝑎𝑙𝑣𝑒 (2.60) 
 
2.1.7. Knock model 
Knock onset timing was estimated using the Livengood–Wu integral method in this 
study. Livengood–Wu integral method used the ignition delay of the unburned mixture 
during the compression and combustion process [54]. Equation (2.61) is Livengood–Wu 
integration. 







When Livengood–Wu integral value reaches 1, the auto–ignition of an unburned 
mixture occurs. Ignition delay value was needed to calculate the Livengood–Wu integral 
value. The reduced chemical reaction mechanism was used for modeling the ignition 
delay of the gasoline surrogate mixture [55]. Surrogate fuel of the referred research was 
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RD 387. In the reference paper, representative four species were selected to modeling the 
RD 387. Fuel composition in the reduced chemical reaction was summarized in Table 2.4. 
This surrogate included primary reference fuel, toluene, and cyclohexane.  





Ignition delay of AKI 87 fuel was calculated under the various temperature, pressure, 
and residual mass fraction using this reduced chemical reaction mechanism. The 
temperature range was 500 to 1,200 K with 10 K intervals, the pressure range was 10 to 
60 bar with 5 bar intervals, and the residual mass fraction was 0 to 0.5 with 0.02 interval. 
And then, interpolation was conducted using the MATLAB curve fitting toolbox. 
Interpolation function was used for Livengood–Wu integration during the compression 
and combustion process. Reduced chemical reaction mechanism compared with the 
Douaud–Eyzat ignition delay correlation that was widely used for estimating knock onset 
timing. Livengood–Wu integral value was calculated with specific operating conditions. 
Figure 2.5 shows that Livengood–Wu integration was conducted with two different 
ignition delay model at intake manifold pressure is 1 atm and spark timing is bTDC 40 
cad condition. According to the simulation results, knock onset timing was aTDC 6.1 cad 
with reduced chemical reaction mechanism and was aTDC 5.4 cad with Douaud–Eyzat 
correlation. Therefore, two ignition delay models are not different at typical engine 
operating conditions. In this research, the reduced chemical reaction mechanism was used 




Figure 2.5 Livengood–Wu integral value comparison 
Remained unburned mass fraction was used for estimating the knock intensity. 
There are lots of knock intensity estimation models. Using the remained unburned mass 
fraction method required small modeling constant. According to the previous research, 
knock intensity related to the remained unburned mass fraction. In this research, assumed 
that the SI engine could stable operate until the slight knock condition. Therefore, 
remained unburned mass fraction was allowed lower than 0.015 and used this value as a 




2.2. Trajectory optimization 
An optimal speed profile for maximizing the net indicated efficiency of the SI engine 
was found using the developed SI engine model. In this optimization problem, the 
problem domain is not parameters but function because control input is speed profile 
along with the time or crank position. Therefore, the problem is a kind of trajectory 
optimization problem.  
The direct or indirect method is used for solving the trajectory optimization problem 
[57]. Firstly, the indirect method is based on the necessary condition of an optimum point. 
The necessary condition is that a gradient vector at the optimum point is zero vector. The 
trajectory optimization problem is converted to the two–point boundary problem using 
the necessary condition and costate variable. The direct method is based on the 
discretization. Crank position or time interval is discretized into N intervals, and then the 
function value at each interval is calculated using the piecewise–continuous interpolating 
function. The trajectory optimization problem is converted to the parameter optimization 
problem with the direct method 
The indirect method has advantages in accuracy and system identification. However, 
it is hard to obtain analytic equations of necessary conditions for the complex system. The 
accuracy of the direct method is lower than the indirect method, but additional equations 
are not needed to solve the optimization problem. Thus, the direct method is more suitable 
for solving the optimization problem of the complex system. 
In this study, it is hard to obtain the analytic form of partial differentiation of 
indicated net efficiency with respect to the speed. It is difficult to predict the initial 
condition under the given speed profile since the SI engine model is highly non–linear. 
Heat transfer rate, burning rate, and turbulent properties affect each other, thus finding an 
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analytic form of gradient vector with respect to the speed profile is hard. As a result, the 
direct method was used for solving the trajectory optimization problem in this study.  
SI engine with the specific speed profile simulated until the net indicated efficiency 
convergence. The initial condition of the SI engine model for the specific speed profile 
could not be accurately predicted. Thus, the simulation was iteratively conducted with a 
specific speed profile.  




The direct method changes the control input domain of the optimization problem 
from function to real–value set. This conversion was performed with N interpolating 
points and interpolating function. Piecewise cubic Hermite function provided by the 
MATLAB curve fitting toolbox was used for interpolating function. The trajectory 







Table 2.5 Conversion from trajectory optimization problem to the parameter optimization 
problem 
Original Problem Modified Problem 
find N(θ) and θsp such that, 
maximize 𝜂𝑛𝑒𝑡 
subject to, 
𝑁(𝜃) ∈ ℂ1 
𝑁𝑙𝑏 ≤ 𝑁(𝜃) ≤ 𝑁𝑢𝑏 
𝑈𝑀𝐹@𝐿𝑊=1 ≤ 𝑈𝑀𝐹𝑐 
|1 − 𝜂𝑛𝑒𝑡,𝑘 𝜂𝑛𝑒𝑡,𝑘+1⁄ | ≤ 5 ⋅ 10
−5 
find N1, …, Nm, and θsp such that, 
maximize 𝜂𝑛𝑒𝑡 
subject to, 
𝑁𝑖 ∈ ℝ 
𝑁𝑙𝑏 ≤ 𝑁𝑖 ≤ 𝑁𝑢𝑏 
𝑈𝑀𝐹@𝐿𝑊=1 ≤ 𝑈𝑀𝐹𝑐 
|1 − 𝜂𝑛𝑒𝑡,𝑘 𝜂𝑛𝑒𝑡,𝑘+1⁄ | ≤ 5 ⋅ 10
−5 
And then, the number of interpolating points was determined. If the number of 
interpolating points increases, the difference between the approximated optimum 
function and exact optimum decreases, but the required computational cost increases. In 
this study, SI engine simulation was requested to evaluate the objective function. Also, 
the number of function evaluations is increased much more than the number of design 
variables increasing. Therefore, proper the number of interpolating points is determined. 
In order to determine the number of interpolating points, the optimization problem was 
solved by changing the number of interpolating points. Optimization results are shown in 
Figure 2.6. The net indicated efficiency increases as increasing the number of 




Figure 2.6 Relation between the number of interpolating points and efficiency 
If the efficiency of fifty interpolating points case is assumed to the maximum value, 
the relative difference plot, as shown in Figure 2.7. Relative difference is defined as 
equation (2.62). 
 
Figure 2.7 Relative efficiency difference 




As the number of interpolating points increasing, relative difference converges to 
zero. In this study, the number of interpolating points was determined on the minimum 
number when the relative difference is less than 0.005.  
Therefore, the SI engine cycle was discretized with eighteen interpolating points 
with a piecewise cubic Hermite function. Time duration can be changed when the speed 
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profile varies. Thus, the SI engine cycle was discretized based on a crank position. Also, 
the speed profile must meet the periodic condition. In order to meet this constraint, start 
and end of speed profile are modified to constant speed. Figure 2.8 shows that the periodic 
condition of the speed profile is satisfied. The additional point is added 10 cads after IVC 
timing. The derivative of speed is matched by adding the interpolating point.  
 
Figure 2.8 Periodic condition of the speed profile 
 
2.2.2. Derivative free optimization 
Since the spark timing controls the SI engine ignition timing, spark timing has a 
significant influence on the SI engine efficiency. Therefore, spark timing is included 
optimization parameters as eighteen interpolation points. 
Gradient–based optimization uses the gradient vector calculated at the kth iteration 
point when finding the (k+1)th iteration point. Many NLP solving algorithms use 
gradient–based methods, and MATLAB optimization toolbox provides gradient–based 
solvers. It is important to obtain the gradient vector correctly when using gradient–based 
methods. 
Two methods could be used for calculating the gradient vector. First is that the 
gradient vector is obtained by partially differentiating the objective function with respect 
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to design variables. This method has an advantage in computation costs. However, it is 
difficult to analytically calculate the gradient vector in this study for the aforementioned 
reasons. The other method is to obtain the gradient using the numerical method. This 
method is based on objective function values. Therefore, the gradient vector could be 
obtained even for a complex system with a high computational cost. However, when 
calculating the gradient using the numerical method, the objective function must change 
smoothly with respect to the design variable change. It is difficult to accurately calculate 
a gradient vector if the objective function value non–smoothly varies. The SI engine 
model developed in this study showed that the indicated net efficiency did not change 
smoothly due to the high nonlinearity of ODE. This phenomenon became more 
prominent as design variables reached the optimum point.  
Figure 2.9 shows the result of net indicated efficiency evaluation by varying the 
speed of a specific point for an arbitrary speed profile. The below graph shows the results 
of decreased ODE solver tolerance. The red line indicates the convergence condition of 
the developed model. The net indicated efficiency between two red lines is not different 
from the efficiency of the original speed profile. If the objective function changes 
smoothly according to the speed change, it depends on Δx. As shown in the left–most 
graph, when Δx is small, it does not change smoothly. However, when the scale of Δx 
is increased ten times or a hundred times, the net indicated efficiency smoothly changes 
with respect to the speed change. The tolerance of the ODE solver is also affected, but the 
trend does not change. To smoothly change the efficiency with respect to the speed change, 





Figure 2.9 Gradient values in the arbitrary speed profile 
Figure 2.10 shows the results of performing the same procedure for the optimal 
speed profile. Since the point is the optimal point, the gradient should be zero. However, 
even when the step size is small, some points are calculated to have specific gradient 
values. If the step size is increased to show a stable gradient value from the previous result, 
the gradient is not zero at the optimal point.  
 
Figure 2.10 Gradient values in the optimal speed profile 
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To calculate the gradient in both cases, the objective function value must smoothly 
change with respect to varying design variables. However, the developed model does not 
smoothly change because it is a highly nonlinear model. Because of these problems, it is 
difficult to construct a gradient vector with respect to design variables using the developed 
SI engine model. Therefore, the gradient–based optimization method was not used in this 
study.  
An alternative optimization method performs optimization using the objective 
function value directly. Step size and moving direction are based on the objective function 
value instead of the gradient vector. An alternative method has a disadvantage in that 
computational cost is higher than that of the gradient method, but it is a more stable 
method under using the highly nonlinear model. A typical derivative–free optimization 
algorithm that can be used in MATLAB is the ‘patternsearch’ method. The ‘patternsearch’ 
method does not use gradients and can be used even if the objective function does not 




Figure 2.11 Patternsearch algorithm 
The method of finding neighborhood points in the flowchart above also provides 
several options in MATLAB. In this study, the complete search option was used. 
Therefore, the objective function evaluation is made by changing ± dx for each design 
variable, and the iteration point is moved to the minimum of these. If the objective 
function value of all neighborhood points is higher than the objective function value of 
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the current iteration point, the iteration point does not move and repeats the above 
procedure by cutting the dx value in half. Through the derivative–free optimization 
algorithm, the disadvantage of the developed model can be overcoming.  
 
2.2.3. Construct subproblem 
When SI engine simulation is performed for a given manifold condition and engine 
geometry condition, the efficiency can be varied by modulating the intracycle speed 
profile, but the spark timing also has a significant influence on the SI engine efficiency. 
Spark timing should also be optimized when speed profile optimization. Therefore, when 
using the ‘patternsearch’ algorithm introduced above, the design variable should be 
optimized by including not only the speed of each interpolation point but also the spark 
timing. 
The effects of speed and spark timing on SI engine efficiency are different. Therefore, 
the optimization result is not an efficiency maximized speed profile but an optimal speed 
profile for a specific spark timing. To solve this problem, changing the scale of speed and 
spark timing was adopted. When the same dx shifts design variables if the change of 
interpolation point speed is relatively significant, the effect of speed and spark timing on 
efficiency can be similar. The scaling factor was used in the following way. 
 ?̃? = 𝑁 ⋅
1
𝑆𝐹𝑠𝑝𝑒𝑒𝑑




The SFspeed value was set to 1,000, and the results of unconstrained optimization were 
compared with changing the SFspark. If SFspark is large, spark timing is mostly affected by 
the same dx, so it is easy to fall into a local minimum for a given spark timing. Therefore, 
when SFspark is large, the efficiency of the optimum point is low. However, even when 
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SFspark is low, the convergence of the efficiency of the calculated optimum point is inferior. 
This means that optimization was finished at the local optimum point rather than the 
global optimum point. 
 
Figure 2.12 Effect of the scaling factor on the optimization results 
Therefore, it was challenging to find the global optimum point avoiding the local 
minimum by adjusting the scaling factor. The optimization based on the numerical 
method is difficult to guarantee the global optimum point. Furthermore, in this 
optimization problem, if spark timing was included in the design variables, there may be 
numerous local minimums with optimum speed profiles for each spark timing. 
Consequently, spark timing is separately found to overcome this problem.  
First, the optimum speed profile was found by using the ‘patternsearch’ algorithm, 
and the objective function value representing the efficiency of a specific speed profile was 
set to the efficiency at optimal spark timing. Therefore, a subproblem that finds the 
optimal spark timing was constructed to obtain the spark timing that maximizes the 
efficiency for a given speed profile. The ‘fminbnd’ algorithm was used for finding the 
spark timing that maximizes efficiency. 
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When the optimal speed profile was found by dividing the problem into the speed 
profile and the spark timing optimization problem, it was confirmed that the convergence 
of the efficiency and the speed profile was high for different initial conditions. When six 
optimizations were performed at a random initial point, the normalized standard deviation 
of efficiency was 9.42ⅹ10–5, and the standard deviation of spark timing was 0.12 deg. 
 
2.2.4. Constrained optimization 
Even if the problem was solved using the above–described method, convergence 
was inferior when the constrained optimization problem was solved. This phenomenon 
is caused by applying the penalty to the constraint function. The penalty function is 
calculated by multiplying the penalty factor by the amount exceeding the constraint 
function.  
Constraint functions in this study are average speed and the remaining unburned 
zone mass fraction at knock onset timing. Both were converted to nonlinear inequality 
form and added to the nonlinear constraint, and the optimal speed profile shows that the 
convergence of results was deteriorated. 
 
Figure 2.13 Average speed constrained the result 
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Not only deteriorated convergence of speed profiles, but the convergence of the 
efficiency calculation is also worsened. To solve this problem, instead of using the built–
in constraint optimization algorithm, the modified penalty function was used for solving 
the problem.  
In the built–in constrained optimization solver algorithm, the initial penalty factor 
was set to the large value to move the design variable in the feasible point. Then, the 
penalty factor was decreased to find the optimal point. In this average speed constrained 
problem, the initial significant penalty factor has a great influence on solving the 
optimization problem. Thus, the modified penalty factor was initially set to the small 
value, and it is gradually increased to move the design variables into a feasible point. In 
addition, the convergence could be improved by increasing the penalty factor little by 
little, instead of shifting the point dominated by constraints. When both average speed 
and unburned mass fraction at knock onset timing constraints are applied, the objective 
function is defined as follows.  
 
𝑓 = −𝜂 + 𝑝𝑓𝑘𝑛𝑜𝑐𝑘 ⋅ 𝑚𝑎𝑥(0.985 − 𝐵𝑀𝐹@𝐿𝑊=1, 0) 
+𝑝𝑓𝑠𝑝𝑒𝑒𝑑 ⋅ 𝑚𝑎𝑥(𝑎𝑏𝑠(1 − 𝑁𝑎𝑣𝑔 𝑁𝑡𝑎𝑟𝑔𝑒𝑡⁄ ) − 0.01, 0) 
(2.64) 
For the average speed constraint, 1 % tolerance is allowed. If tolerance is not 
permitted, the region of feasible points will converge to the feasible line. The performance 
of a numerical optimization solver is not guaranteed in an optimization problem with 





2.3. Efficiency analysis method 
In order to quantitatively analyze the change of the SI engine efficiency, three 
parameters affecting the efficiency were used. Previous studied related to the energy 
analysis show that combustion phasing, heat loss, and pumping loss mainly affect the 
efficiency of the SI engine. In order to quantitatively express the change of each parameter 
due to the intracycle speed profile modulation, the index corresponding to each factor is 
described below. 
 
2.3.1. Combustion phasing 
The first is a combustion phasing. Under the given engine geometry condition, the 
efficiency of the Otto cycle is proportional to the compression ratio at the heat transfer 
timing. Considering this under SI engine conditions, the efficiency increases as 
combustion occurs near the TDC.  
Combustion phasing has mainly been represented by CA 50 timing in previous 
studies [58, 59]. The closer the CA 50 timing is to TDC, the more chemical energy is 
converted to pressure–volume work potential through the combustion.  
However, if there is speed profile modulation in the single cycle, it is difficult to 
compare combustion phasing using only CA 50 timing since the speed profile highly 
influences the crank angle–based burning rate during the combustion duration. Therefore, 
we used the burning rate weighted average cylinder volume during combustion to 
compare effective combustion phasing.  






The reasons for introducing the above parameter are as follows. Instantaneous 
pressure rising situations in an IC engine are assumed. Pressure profile of original and 
pressure risen case are shown in Figure 2.14.  
 
Figure 2.14 Instantaneous pressure rise 
When there is an instant pressure rise, the pressure–volume work of the system is 
calculated as equation (2.66).  







pr is the pressure profile when the pressure increases by dp, and pb is the pressure 
profile when there is no instantaneous pressure change. To simplify the above equation, 
calorically perfect gas and isentropic process except for instant pressure rise were 
assumed. Under these assumptions, pb and pr can be written as equation (2.67) and (2.68).  
 𝑝𝑏(𝜃) = 𝑝𝑖𝑉𝑖
𝛾






 𝑝𝑟(𝜃) =  {
𝑝𝑏(𝜃)                                , 𝜃 < 𝜃𝑑𝑝
𝑝𝑏(𝜃) + 𝑑𝑝 ⋅ (𝑉𝑑𝑝 𝑉⁄ )
𝛾
, 𝜃 ≥ 𝜃𝑑𝑝
 (2.68) 
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The instantaneous pressure rise due to combustion or heat transfer can be written as 
Equation (2.70).  
 𝑑𝑝 = (𝛾 − 1) ⋅ 𝑑𝑄 ∕ 𝑉𝑑𝑝 (2.70) 





= 1 − (𝑉𝑓 𝑉𝑑𝑝⁄ )
−𝛾+1
  (2.71) 
When the pressure rises due to combustion or heat transfer in a constant volume 
process, the simple compressible work is related to the volume at pressure change. From 
the first law efficiency point of view, efficiency is increased as decreasing volume at 
pressure change. Equation (2.68) shows that the pressure profile is a linear combination 
of the original pressure profile and pressure change part under the calorically perfect gas 
assumption. The pressure at specific timing can independently add additional terms due 
to the pressure rise to the original pressure profile. Therefore, for the case where the 
system pressure changes continuously due to combustion as in the SI engine, the above 
equation can be rewritten as follows.  
 δW = (1 − (𝑉𝑓 𝑉𝑑𝑝⁄ )
−𝛾+1
) 𝛿𝑄 (2.72) 
δQ is expressed as an expression of burn rates as follows. 
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𝑊 = 𝑄𝐿𝐻𝑉 ⋅ ∫ (1 − (𝑉𝑓 𝑉𝛿𝑝⁄ )
−𝛾+1
)d𝑋𝑏   (2.73) 
Since the typical gas mixture in the SI engine is not a calorically perfect gas, the 
equation cannot be summarized in this simple form, but the tendency of the relationship 
between efficiency and volume at pressure rise will not change. If it is not calorically 
perfect gas, γ changes according to the temperature and composition of the system. 
However, the temperature and composition of gas during the combustion process are not 
greatly changed in typical SI engine operation. Therefore, to make the comparison more 
accessible, the effect of γ is not considered. Moreover, to compare different engine 
conditions such as various compression ratios, the EVO timing cylinder volume is used 
to define the non–dimensional parameter as equation (2.74). This parameter will be 
referred to as an effective expansion ratio. The larger the effective expansion ratio is, the 
more chemical energy is converted to pressure–volume work through the combustion 
process.  







2.3.2. Heat loss 
The second factor is heat loss. When heat transfer occurs from a high–temperature 
in–cylinder gas to the cylinder wall, the in–cylinder gas pressure decreases. This effect 
reduces the pressure–volume work potential of the SI engine. To compare the heat loss, 
we used the cumulative heat transfer during the closed part of the SI engine from IVC to 
EVO timing divided by the lower heating value (LHV) of the in–cylinder gas at IVC 
timing as equation (2.76). The heat loss of the gas exchange process would have little 
effect on the pressure–volume work since the in–cylinder gas pressure would be adjusted 
through the mass transport with the manifold once heat transfer occurs in either direction 
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between the in–cylinder charge and the cylinder wall. It is confirmed simulation with 
varying heat transfer coefficient. The heat transfer coefficient during the gas exchange 
process is changed with the scaling factor. The heat transfer scaling factor is used for 
calculating the heat transfer rate as follows.  
 ?̇? = 𝐻𝑇𝑆𝐹 ⋅ ℎ ⋅ 𝐴 ⋅ (𝑇𝑔𝑎𝑠 − 𝑇𝑤𝑎𝑙𝑙) (2.75) 
To investigate the effect of heat transfer during the gas exchange process on the 
efficiency, simulations were conducted with changing the HTSF from zero to three. 
Pressure profiles during the gas exchange process are shown in Figure 2.15.  
 
Figure 2.15 Effect of the gas exchange process heat transfer on the in–cylinder pressure 
The pressure profile is not affected by the heat transfer rate during the gas exchange 
process. In–cylinder pressure can be changed by mass transfer between the manifold and 
cylinder. Thus in–cylinder pressure is in equilibrium with manifold pressure. Pressure–




Figure 2.16 Comparing between the heat loss and pV work 
Changing the heat transfer rate only affects the heat loss. Substantial heat loss during 
the gas exchange process cannot reduce the pressure–volume work of the SI engine. 
Therefore, only heat transfer during the closed part of the cycle was considered and 








2.3.3. Pumping work 
The last factor is pumping work. Pumping work is analyzed using work between the 
exhaust BDC timing and intake BDC timing in many studies [60, 61]. However, a typical 
engine EVO and IVC timing are not located at the BDC. It is appropriate to compare the 
pressure–volume work during the open system part of the SI engine from EVO to IVC 
since the in–cylinder pressure from EVO to BDC and from BDC to IVC is affected by 
the speed profile modulation. To confirm this effect, pressure profiles with different speed 
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speed profiles are shown. The speed profile from the EVO timing to the BDC timing is 
changed.  
 
Figure 2.17 Speed profile modulation 
The speed profile changing effect on the pressure profile near the valve timing is 
shown in Figure 2.18. If speed near the valve timing increases, in–cylinder pressure 
between EVO and BDC rises. Finite–time is required to reach the pressure equilibrium 




Figure 2.18 In–cylinder pressure change as modulating the speed profile 
Therefore, pumping work is calculated using the total pressure during the gas 
exchange process. The pumping work efficiency is defined as the pumping work divided 










Chapter 3. Optimization results and analysis 
The specifications of the SI engine used in this study are as follows. 
Table 3.1 SI engine simulation condition 
Bore (mm) 77 
Stroke (mm) 85.44 
Compression ratio (–) 10.5 
Intake Valve Open timing (cad) bTDC 16 
Intake Valve Close timing (cad) aBDC 48 
Exhaust Valve Open timing (cad) bBDC 52  
Exhaust Valve Close timing (cad) aTDC 12 
Intake Valve Diameter (mm) 29 
Exhaust Valve Diameter (mm) 27 
Fuel injection type Port fuel injection 
The displacement volume is about 400 cc and the fresh mixture enters the cylinder 
after mixing with fuel and air. The octane number of the fuel assumed 87 based on an 
anti–knock index.  
 
3.1. Conventional engine operation  
Simulations under the conventional operating condition were performed, and net 
indicated efficiency was calculated. Exhaust manifold pressure is fixed at 1 atm and then 
calculated net indicated efficiency with varying intake manifold pressure and average 
engine speed. Intake manifold pressure conditions were [0.4, 0.6, 0.8, 1.0] atm, and the 
mean engine speed conditions were [1,000, 2,000, 3,000, 4,000, 5,000] RPM. Figure 3.1 
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shows the net indicated efficiency, and the red circle marker is the point where the 
simulations were performed. 
 
Figure 3.1 Efficiency map under the conventional operating condition 
Simulation results have a trend like the typical SI engine indicated efficiency. In high 
intake manifold pressure and low–speed condition, efficiency is decreased by retarding 
the spark timing to mitigate knocking.  This can be quickly confirmed by examining the 
CA 50 timing. CA 50 timing is retarded in the high intake manifold pressure and low–
speed condition compared to other operating conditions. Retarded CA 50 timing is a result 




Figure 3.2 CA 50 timing map of conventional operation 
Therefore, in the high intake manifold pressure conditions, the efficiency is high in 
the high–speed condition. In the low intake manifold pressure condition that is not 
affected by knocking, the efficiency is the highest at about 3,000 RPM. Heat loss 
increases as the engine speed decreasing, and pumping loss increases as the engine speed 
increases. The maximum efficiency operating condition is a result of optimizing these 
trade–off related losses. Based on these factors, the SI engine model used in this study 





3.2. Unconstrained optimization  
Problem 
find N(θ) and θsp such that, 
maximize 𝜂𝑛𝑒𝑡 
subject to, 
𝑁(𝜃) ∈ ℂ1 
𝑁𝑙𝑏 ≤ 𝑁(𝜃) ≤ 𝑁𝑢𝑏 
|1 − 𝜂𝑛𝑒𝑡,𝑘 𝜂𝑛𝑒𝑡,𝑘+1⁄ | ≤ 5 ⋅ 10
−5 
First, an unconstrained intracycle speed profile optimization problem was solved. 
An unconstrained optimization problem means that an unburned mixture does not auto–
ignite, for example, high octane–number fuel, and there is no average speed constraint. 
Only the upper and lower bound of the control variable (instantaneous speed) are 
considered. The optimal speed profile, in this case, is shown in Figure 3.3. 
 
Figure 3.3 Optimal speed profile of knock unconstrained condition 
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We divided the optimal speed profile into compression, expansion, exhaust, and gas 
exchange processes to see how the speed profile of each process influences the SI engine 
net indicated efficiency. 
 
3.2.1. Compression process 
The optimal speed profile during the compression process is lower bound of speed. 
The speed of the compression process is varied, as shown in Figure 3.4, and the changes 
in efficiency and performance parameters were calculated using the modulated speed 
profile.  
 
Figure 3.4 Compression process speed profile modulation 
The efficiency and performance parameters changed, as shown in Figure 3.5 when 
the simulation was performed with varying compression process speed. The speed profile 
of the compression process mainly affects combustion phasing and heat loss and has a 




Figure 3.5 Sensitivity analysis results of the compression process 
The speed profile of the compression process affects combustion phasing and heat 
loss because the turbulence intensity is affected by the speed profile of the compression 
process, as shown in Figure 3.6. 
 
Figure 3.6 Effect of the compression speed on the turbulence intensity 
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According to Equation (2.22) and (2.23), the turbulent flame speed becomes faster 
as turbulence intensity increases. Therefore, it is possible to reduce time–based 
combustion duration, which has the advantage that it can be advantageous for combustion 
phasing.  
 
Figure 3.7 Effect on main burn duration 
Also, increasing the turbulence intensity increases the characteristic speed of the in–
cylinder gas. It leads to an increase in the convective heat transfer coefficient. Therefore, 
the heat transfer rate increases during the expansion process. 
According to the literature, cad–based combustion duration is increased in high 
engine speed conditions. Therefore, in the knock unconstrained condition, it is possible 
to reduce the cad–based combustion duration by lowering the engine speed so that the 
speed profile in the direction of reducing heat loss during the expansion process can be 




3.2.2. Expansion process 
A sensitivity analysis of the speed profile of the expansion process was performed. 
Similar to the compression process, the simulations were performed with varying speed 
profiles during the expansion process, as shown in Figure 3.8. If the speed profile of the 
expansion process is changed, speed around the fTDC and EVO timing changes due to 
the interpolating function characteristics. 
 
Figure 3.8 Expansion process speed profile modulation 
Sensitivity analysis of efficiency and performance parameters were performed, as 
shown in Figure 3.9. Sensitivity analysis shows that the heat loss is a significant influence 
on the speed profile of the expansion process. First, the effect on combustion phasing was 
examined. In knock unconstrained conditions, combustion phasing is mainly affected by 
combustion duration. The factor influencing the duration of combustion is the turbulence 
intensity during the combustion process. Figure 3.10 shows how the turbulence intensity 




Figure 3.9 Sensitivity analysis results of the expansion process 
 
Figure 3.10 Effect of the expansion process speed on the turbulence intensity 
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The turbulence intensity change is small during the compression and combustion 
duration. As can be seen in Figure 3.11, the effect of the expansion process speed profile 
on the main burn duration is minimal. 
 
Figure 3.11 Effect of expansion process speed profile on the burn duration 
The engine speed of the expansion process affects the convective heat transfer 
coefficient and the time duration of heat transfer. As the engine speed increases, the 
characteristic speed increases, and the convective heat transfer coefficient increases. 
However, since the heat transfer coefficient increases in proportion to speed to the power 
of 0.8, the time duration reducing effect is greater. The fast engine speed of the expansion 
process reduces engine heat loss. 
The pumping efficiency is also affected by the expansion process speed profile. This 
is because of the in–cylinder pressure at EVO timing changes. As the heat loss decreases, 
the pressure drop during the expansion process is reduced. Therefore, the EVO timing 
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pressure increases, as shown in Figure x. The speed profile of the expansion process 
affects the pressure of the EVO timing, which affects the pumping efficiency. 
 
Figure 3.12 Effect of expansion process speed on the pressure at EVO timing 
 
3.2.3. Gas exchange process 
- Exhaust process 
The effect of exhaust process speed profile on the in–cylinder turbulence intensity is 
shown in Figure 3.13. Exhaust process speed profile does not affect the turbulence 
intensity from the IVC timing to the EVO timing. Therefore, the speed profile of the 
exhaust process does not affect combustion phasing or heat loss. 
 
Figure 3.13 Turbulence intensity changing by modulating exhaust process speed 
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Thus, the speed profile of the exhaust process is optimized to maximize the pumping 
work. As the exhaust process speeds up, the time duration for exhausting decreases, 
resulting in a retarded pressure equilibrium between the cylinder and the exhaust manifold. 
The pumping efficiency deteriorates as the exhaust process speeds up. 
 
Figure 3.14 Exhaust process pressure with various speeds of the exhaust process 
- Intake process 
A sensitivity analysis was performed with varying the speed of the intake process. 
Combustion phasing, heat loss, and pumping efficiency are all affected by the intake 




Figure 3.15 Sensitivity analysis results of the intake process 
As the intake process speed increases, the in–cylinder turbulence intensity increases, 
it leads to reduce the burn duration, as shown in Figure 3.16. The combustion phasing can 
be improved by reducing the burn duration, but heat loss can increase due to increased 
characteristic speed. Therefore, the spark timing is retarded to optimize combustion 





Figure 3.16 Effect of intake process speed on the burn duration 
In addition to the decrease in gross efficiency, the work of the gas exchange process 
is also reduced. The pressure equilibrium timing between the cylinder and the intake 
manifold is retarded when intake process speed increases. Therefore, pumping work is 





3.3. Knock constrained optimization 
Problem 
find N(θ) and θsp such that,  
maximize 𝜂𝑛𝑒𝑡 
subject to,  
𝑁(𝜃) ∈ ℂ1 
𝑁𝑙𝑏 ≤ 𝑁(𝜃) ≤ 𝑁𝑢𝑏 
𝑈𝑀𝐹@𝐿𝑊=1 ≤ 𝑈𝑀𝐹𝑐 
|1 − 𝜂𝑛𝑒𝑡,𝑘 𝜂𝑛𝑒𝑡,𝑘+1⁄ | ≤ 5 ⋅ 10
−5 
In a conventional SI engine, knocking occurs when operating in the high load 
condition. This is caused by the auto–ignition of the unburned mixture before the flame 
reaches. Knocking can damage the engine, so in conventional SI engines, spark timing is 
retarded to mitigate knocking. The spark timing cannot be operated at MBT timing and 
retarded, resulting in deterioration of combustion phasing and less efficiency in the 
knock–limited operating condition. Thus, the effect of intracycle speed profile 
modulation on the SI engine operation is investigated in the knock limited operating 
condition.  
The fuel octane number for the knock modeling was that of regular gasoline in the 
gas station. Intake manifold pressure was assumed to be a wide–open throttle condition. 
In order to operate the engine in a high efficiency operating condition in the series HEV, 
the WOT condition that has small pumping loss is chosen as the operating condition for 
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optimization. When the engine speed profile was optimized under these conditions, the 
following results were obtained. 
Figure 3.17 shows the optimal speed profiles of the unconstrained case and the 
knock constrained case at the same time. Figure 3.17 shows the significant difference in 
the speed profile during the compression process and the intake process. As expected in 
section 3.1, the speed profile of the expansion and exhaust processes does not affect the 
knocking, but the speed profile of the intake and compression processes can be affected. 
In the case of unconstrained optimization, the speed profile of the compression process is 
designed to minimize heat loss during the expansion process. The speed profile of the 
intake process also affects the turbulent intensity during the combustion process, so it can 
be expected to change in the direction of increasing the turbulent intensity. Therefore, in 
this section, how the speed profile of each interval affects the SI engine efficiency and 
performance parameters.  
 
Figure 3.17 Optimal speed profile change due to knock constrained 
 
3.3.1. Compression process (Interval–I and II) 
As shown in Figure 3.18, the optimal speed profile demonstrates several 
characteristic intervals with changing speeds. In understanding the sensitivity and effect 
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of the speed modulation during the certain interval, we changed the speed of the 
designated interval to 500, 2,000, 4,000 and 6,000 RPM, while the speeds of the other 
intervals were kept constant, and the optimal spark timing was newly found to maximize 
the efficiency under the knock limit. 
 
Figure 3.18 Knock constrained optimal speed profile 
The compression process was divided into two intervals. First, Interval–I is around 
the IVC timing, or near the compression start, while Interval–II is during the major 
compression stroke. Figure 3.19 shows how we change the speed profile only in Interval–
I as an example. In the graph, the first two points correspond to Interval–I, and the 
optimized speed was 500 RPM, as shown in Figure 3.18. Then, we change the speed on 
those two points over the range mentioned above, while the interpolating function 




Figure 3.19 Interval–I speed profile modulation for sensitivity analysis 
Simulation results are summarized in Figure 3.20. Decreasing the Interval–I speed 
increases the net indicated efficiency. As the Interval–I speed slows down, the effective 
expansion ratio increases, and the heat loss and pumping efficiency are deteriorated. It is 
clear that the effective expansion ratio has the greatest effect on the net indicated 
efficiency under the Interval–I speed modulation condition, over such counter–effects by 






Figure 3.20 Interval–I sensitivity analysis results 
The main reason that the speed profile of Interval I affects the effective expansion 
ratio is that the pressure at IVC timing is affected by the Interval–I speed profile, as shown 
in Figure 3.21. The Interval–I speed affects the in–cylinder pressure from BDC to IVC 
timing. As the speed increases from BDC to IVC timing, the IVC pressure increases 
because of the difference between the in–cylinder volume change rate due to the piston 
movement and the volume flow rate of the outward gas through the valve increases. In 
the unconstrained case without knock consideration, the effective expansion ratio is rarely 
affected by changing the speed during Interval 1, but the remaining UMF increases at the 
knock onset, leading to stronger knock intensity, which is mainly from the increased IVC 
pressure with higher speed operation during Interval 1. Therefore, the interval–I speed is 




Figure 3.21 Interval–I speed effect on IVC pressure and knocking 
Next, the speed profile during Interval II was investigated. Again, the simulation was 
performed by varying the Interval–II speed between 500 and 6,000 RPM. Figure 3.22 
shows the performance parameters according to the variation. As the Interval–II speed 
increases, the net indicated efficiency increases. As similar as in Interval–I, the heat loss 
and pumping work would rather decrease the net indicated efficiency as the speed 
increases, and thus, the net indicated efficiency increases due to the improvement of the 
effective expansion ratio. The effective expansion ratio is influenced by the interval–II 
speed mainly because the turbulent flame speed of the combustion process changes, as 





Figure 3.22 Interval–II sensitivity analysis results 
The turbulent flame speed is directly correlated to the burn duration. As summarized 
in Figure 3.23, as the interval–II speed increases, the time–based main burn duration (10–
90%) decreases due to the increased TKE during the combustion process. Equation (2.48) 
shows that TKE production increases as the density change rate increases. In the 
unconstrained case without knock consideration, the remaining UMF at the autoignition 
of the unburned mixture decreases with the decrease of the main burn duration at a higher 
interval–II speed. This decrease reflects on, for the knock–constrained case, an increase 
of the effective expansion ratio as the interval–II speed increases, mainly due to the two 
following reasons. First, the shortened burn duration leads to the nearer constant–volume 
combustion. Second, the faster burn enables advanced combustion timing closer to TDC 




Figure 3.23 Interval–II speed effect on burn duration and knocking 
 
3.3.2. Expansion process (Interval–III and IV) 
The interval–III speed profile mainly affects the combustion phasing. In the 
optimized profile, interval III is operated at speed slightly slower than the upper bound 
speed. The sensitivity analysis results are shown in Figure 3.24. As in Interval–I and 
Interval–II, the efficiency is mainly affected by the effective expansion ratio. The heat 





Figure 3.24 Interval–III sensitivity analysis results 
If the Interval–III speed profile is varied, the turbulent intensity during the 
combustion duration is varied. Analysis results show that increasing the interval–III speed 
reduces the time–based main burn duration, as shown in Figure 3.25. The time–based 
main burn duration affects the knocking related to the auto–ignition of the unburned 
mixture, while the cad–based main burn duration affects the effective expansion ratio 
related to the cylinder volume during the combustion process. Expectedly, as the time–
based burn duration decreases, the remaining UMF when auto–ignition occurs decreases. 
Reduction of the effective expansion ratio to mitigate knocking decreases under the high 
Interval–III speed condition. However, the cad–based main burn duration increases if the 
interval–III speed is higher than 2,000 RPM because speed increasing effect is higher 
than time–based burn duration decreasing effect. As the cad–based burn duration 
becomes longer, the effective expansion ratio decreases, even if the time–based burn 
duration decreases. Therefore, these two effects counteract each other, and thus, the 
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effective expansion ratio in the knock–constrained case is maximized at 4,000 RPM, as 
shown in Figure 3.25.  
 
Figure 3.25 Interval–III effect on burn duration and knocking 
We examined the effect of changing the Interval–IV speed on efficiency, as shown 
in Figure 3.26. As the speed of Interval IV increases, the effective expansion ratio, heat 
loss, and pumping work are all improved. In particular, the effect of the speed profile 





Figure 3.26 Interval–IV sensitivity analysis results 
We investigate which of the three factors mainly influences efficiency. Because the 
difference between the maximum and minimum of the pumping work efficiency is 
approximately 0.01, which has the same denominator with the heat transfer, it cannot be 
regarded as a major factor affecting the net indicated efficiency. Therefore, we examined 
which one of heat loss or combustion phasing had a larger effect on efficiency in the 
following paragraph.  
As depicted in Figure 3.27, the unconstrained–case simulation results show that the 
efficiency decreases even though the effective expansion ratio increases when the 
interval–IV speed is low, which implies that the effective expansion ratio is not a major 
factor that affects the efficiency trend. Rather, the net indicated efficiency for both 
unconstrained and knock–constrained cases is mainly affected by heat loss during the 
expansion process as the Interval–IV speed varies. As the Interval–IV speed increases, 
the heat loss clearly decreases because the decrease in the heat transfer time has a greater 
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effect than the possible increase of the convective heat transfer coefficient with the 
increased piston speed. This tendency can also be found in previous studies [30, 31]. 
 
Figure 3.27 Interval–IV effect on heat loss and knocking 
 
3.3.3. Gas exchange process (Interval–V and VI) 
The gas exchange process is divided into an exhaust process (Interval V) and an 
intake process (Interval VI). The speed during interval V mainly affects the pumping work, 
as shown in Figure 3.28. If the exhaust process speed increases, the pumping loss 
increases because the cylinder volume change rate is faster than the volume flow rate 
from the cylinder to the manifold, which is more explained below. The effective 





Figure 3.28 Interval–V sensitivity analysis results 
The change in pumping efficiency can be explained by observing the pressure profile 
during the exhaust process. When the gas is exhausted from the cylinder to the manifold 
for pressure equilibrium, a finite time is required. Therefore, as the engine speed increases, 
the CAD–based duration increases until the equilibrium is reached. As shown in Figure 
3.29, at the beginning of the exhaust process, the blow–down process takes longer in 
crank angles with higher speed, which raises overall in–cylinder pressure near BDC. 
Additionally, as the piston moves to the TDC, the in–cylinder pressure rises near TDC, 
because the in–cylinder gas does not exhaust as much as the volume change rate due to 





Figure 3.29 Interval–V speed profile effect on the exhaust process pressure profile 
Finally, the Interval–VI speed profile is analyzed. Simulation results with changing 
intake process speed profiles are shown in Figure 3.30. If the Interval–VI speed is lower 
than 1,200 RPM, the fresh mixture cannot be burned until the EVO timing due to the 
decreased turbulent flame speed. Thus, only the results with 1,200 RPM or higher are 
compared. It is found that the speed during the intake process can significantly affect the 
combustion phasing, heat loss, and pumping loss altogether. As the piston speed changes 
during the intake process, the induced in–cylinder kinetic energy is affected. Then, this 
alteration in the flow characteristics affects both the turbulent flame speed and convective 
heat transfer coefficient. In addition, similarly to the exhaust process, if the piston moves 
faster than the rate at which the gas enters the cylinder from the manifold, the cylinder 
pressure will be lower than the manifold pressure, and the pumping loss will increase. As 
the Interval–VI speed increases, the effective expansion ratio improves, but both the heat 




Figure 3.30 Interval–VI sensitivity analysis results 
The reason for the effective expansion ratio improvement with higher speed is the 
reduction in the burn duration due to the increase of the turbulent flame speed. When the 
engine speed is high in the intake process, the MKE and TKE of the inward gas through 
the valve increase, such that the TKE increases during the combustion process, and the 
turbulent flame speed increases. In the meantime, the heat loss increases due to two effects: 
1) the convective heat transfer coefficient increases with overall higher flow speed, and 
2) the duration for heat transfer from high–temperature burned gas to the cylinder wall 
increases as the end of combustion timing is advanced. Finally, as mentioned earlier, the 
pumping efficiency deteriorates with faster interval speed because of the speed difference 
between the cylinder volume change rate by piston movement and volume flow rate of 
intake gas from the manifold to the cylinder. As a result, there is a trade–off among these 
factors, resulting in the highest efficiency of near 4,000 RPM. In Figure 3.31, it is noted 
that, above 4,000 RPM, the effective expansion ratio is not significantly affected by knock 





gain due to there already being a sufficiently fast combustion duration. This, in 
combination with the ever–increasing pumping loss and heat loss with the interval speed, 
leads to the maximum net indicated efficiency of approximately 4,000 RPM. 
 







3.4. Average speed constrained optimization 
Problem 
find N(θ) and θsp such that,  
maximize 𝜂𝑛𝑒𝑡 
subject to,  
𝑁(𝜃) ∈ ℂ1 
𝑁𝑙𝑏 ≤ 𝑁(𝜃) ≤ 𝑁𝑢𝑏 
𝑈𝑀𝐹@𝐿𝑊=1 ≤ 𝑈𝑀𝐹𝑐 
0.99 ⋅ 𝑁𝑡𝑎𝑟𝑔𝑒𝑡 ≤ 𝑁𝑎𝑣𝑔 ≤ 1.01 ⋅ 𝑁𝑡𝑎𝑟𝑔𝑒𝑡 
|1 − 𝜂𝑛𝑒𝑡,𝑘 𝜂𝑛𝑒𝑡,𝑘+1⁄ | ≤ 5 ⋅ 10
−5 
Optimization was performed by adding a constraint on average speed to the previous 
optimization problem. Also, the optimization was performed by changing the intake 
manifold pressure to optimize the throttled operating condition. 
 
3.4.1. Optimal speed profile 
Setting the average cycle speed to 1,000 RPM, the optimal speed profile was found 
by changing the intake manifold pressure. Intake manifold pressure was varied from 0.4 
atm to 1.0 atm in 0.2 atm increments. Figure 3.32 shows the optimal speed profiles in this 




Figure 3.32 Optimal speed profile at various intake manifold pressure 
The speed profile of the compression, exhaust, and intake process varied with the 
intake manifold pressure. As the intake manifold pressure increased, the speed of 
compression and intake process increased. Under high intake manifold pressure 
conditions, combustion duration is important for knock mitigation. High speed during the 
compression and intake process could enhance burn rates and assist knock mitigation. 
Under low intake manifold pressure conditions, burned gas could be transferred from the 
exhaust manifold to the intake manifold during the valve overlap interval. The high 
residual mass fraction at IVC timing could reduce LHV of in–cylinder gas, leading to a 
relative increase in pumping loss. High speed of valve overlap interval could reduce 
backflow to the intake manifold.  
Next, optimization in the WOT condition was performed by varying the average 
speed from 1,000 RPM to 5,000 RPM at 1,000 RPM intervals. Figure 3.33 shows the 




Figure 3.33 Optimal speed profile at various average speeds 
With a variation in target speed, the speed profile change around compression, 
expansion, and firing TDC was not large, and the speed profile of the exhaust process 
mainly changed. This is because the speed near the firing TDC has a greater effect on 
efficiency than the speed of the exhaust process. Exhaust process speed cannot 
significantly change in–cylinder flow dynamics from IVC timing to EVO timing. Heat 
loss and combustion phasing were not significantly changed as the average speed 
increased with modulating exhaust process speed. Therefore, the average speed was 
adjusted to the target speed by controlling the exhaust process speed. 
 
3.4.2. Variation in intake manifold pressure  
Figure 3.34 shows the net indicated efficiency difference and energy analysis results 
when operating with the optimum speed profile obtained in section 3.4.1 and operating 
with the conventional profile. The average speed was fixed at 1,000 RPM, and only the 
intake manifold pressure was changed. The efficiency difference increased as the intake 




Figure 3.34 Difference between conventional operation and optimal speed profile operation at 
difference intake manifold pressure 
To study the cause of the efficiency difference, factors affecting the efficiency were 
analyzed in terms of combustion phasing, heat loss, and pumping work. First, we 
examined the combustion phasing. Combustion phasing improved under all intake 
manifold pressure conditions. The operating condition in which combustion phasing was 
the most improved was the high intake manifold pressure condition. This condition is the 
retarded spark timing operating condition for knock mitigation in conventional engine 
operation. Speed profile modulation operation could improve combustion phasing by 
knock mitigation using not only spark timing but the intake, compression, and firing TDC 
speed profile modulation.  
Second, heat loss analysis was performed. The amount of heat loss between IVC 
and EVO timing was normalized to the in–cylinder gas LHV at IVC timing. The 
improvement of heat loss increased as the intake manifold pressure decreased. The 
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expansion process speed in the optimum speed profile was faster than in conventional 
operation, so heat loss was reduced.  
Finally, pumping work was compared. Pumping work showed greater improvement 
when the intake manifold pressure was lower. In the conventional speed profile, there was 
a large loss due to the difference between the exhaust manifold and intake manifold 
pressure when throttled conditions. Exhaust process operation at a low rotating speed 
reduced pumping loss. In addition, the high speed of valve overlap interval could reduce 
backflow to the intake manifold. 
 
3.4.3. Variation in average speed  
Figure 3.35 shows the net indicated efficiency difference and energy analysis results 
when operating with the optimum speed profile with variation in average speed and 
operating with the conventional profile. Intake manifold pressure was fixed at 1.0 atm, 
and cycle average speed was varied. Net indicated efficiency increased at all average 
speeds compared to conventional engine operation. The greatest improvement of net 




Figure 3.35 Difference between conventional operation and optimal speed profile operation at 
difference average speed 
The reasons for efficiency improvement were analyzed as in section 3.4.2. 
Combustion phasing was improved under all average speed conditions. Knock occurred 
mainly under low engine speed operating conditions because time–based combustion 
duration is increased as the engine speed decreases. Speed profile modulation of the 
intake and compression process leads to enhanced burn rates, so combustion phasing 
improved with speed profile modulation at the low average speed condition. 
Next, heat loss was analyzed. In WOT condition, retarded spark timing for knock 
mitigation led to reduced time in high temperature and pressure gas states under low–
speed conditions. Under high average speed operating condition, the expansion process 
speed difference between the optimum speed profile and conventional operation was not 
large. Thus, the improvement in heat loss was modest. 
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Finally, pumping work was analyzed. As the average speed increased, the 
improvement of the pumping work became larger. This was achieved by pressure 
equilibrium between the manifold and in–cylinder by operating at a slower speed than the 
operation of the conventional engine. 
 
3.4.4. Full operating map 
Using the same method as described above sections, optimization was performed 
for the range of intake manifold pressure of 0.4 to 1.0 atm and an average speed of 1,000 
to 5,000 RPM. Figure 3.36 shows the efficiency and efficiency improvement with 
modulating the intracycle speed profile.  
 
Figure 3.36 Efficiency map of optimal speed profile operation and efficiency difference 
The efficiency improvement of the low speed and high load operating conditions is 
remarkable, and the efficiency is deteriorated due to the knocking in conventional 
operation. To analyze which performance parameters mainly influenced the efficiency 
improvement, we compared the performance parameters of conventional operation and 
optimal speed profile operation. 
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Combustion phasing is mainly improved in the operating area, where efficiency 
improvement is remarkable, as shown in Figure 3.37. Therefore, effective knock 
mitigation is possible through the intracycle speed profile modulation. In the low intake 
manifold pressure conditions, the improvement of heat loss and pumping work is 
noticeable. 
 
Figure 3.37 Performance parameters difference between the conventional operation and optimal 





3.5. Model validation 
Three–dimensional computational fluid dynamics (CFD) simulation was 
performed to validate the quasi–dimensional SI engine model. The CFD software 
CONVERGE was applied to obtain the in–cylinder flow dynamic characteristics. 
The simulation interval was from the EVO timing to the firing TDC timing 
because the main object of the validation was the comparison of the turbulence 
intensity profile in the quasi–dimensional model and three–dimensional model. 
Therefore, the cold–flow simulation results of quasi–dimensional model and 
three–dimensional model were compared.  
The generalized renormalization group (RNG) k–epsilon turbulence model 
was selected for modeling the in–cylinder and manifold turbulent flow in three–
dimensional model. The engine intracycle speed profile could be imported as a 
function of the crank position in CONVERGE. The engine_speed.in file included 
the engine speed profile information. Wall boundary condition was applied to all 
boundary except for the inlet of the intake manifold and outlet of the exhaust 
manifold, and uniform initial condition was used.  
Modeling coefficients of the quasi–dimensional model did not adjust. 
Modeling coefficients used in previous studies were used without modification to 
discuss the effect of speed profile modulation in the general SI engine. Therefore, 
the absolute value of the turbulence intensity could be different between the 
quasi–dimensional model and the three–dimensional CFD model. The tendency 
of turbulence intensity and the effect of the speed profile modulation on the 
turbulence intensity profile could be used to validate the quasi–dimensional SI 
engine model.  
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In this section, the turbulence intensity profile obtained by the QD model 
compares with the CFD simulation results. A comparison of the turbulence 
intensity profile in the optimal speed profile operation and conventional operation, 
the speed profile modulation during the intake and compression process, and the 
effect of speed profile modulation on the pumping work are summarized.  
Firstly, simulation results under the optimal speed profile and conventional 
operation were compared. In Figure 3.38, the speed profile of optimal and 
conventional operation is shown.  
 
Figure 3.38 The speed profile of the optimal and conventional operation 
In Figure 3.39 and Figure 3.40, turbulence intensity profiles according to the 
crank position obtained by quasi–dimensional model and CFD model are shown 
respectively. The difference of absolute turbulence intensity can be found, but the 
turbulence intensity profile of quasi–dimensional model and CFD model were 
similar in the tendency. The CFD simulation was not the result of iterative 
simulation until the convergence but the result of single–cycle simulation, so the 
initial condition of the QD model and CFD model is different. However, turbulent 
flow dynamic characteristics of the exhaust process do not significantly affect the 
turbulence intensity during the intake and compression process, as shown in 
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Figure 3.13. Moreover, turbulent flame speed and heat loss are only affected by 
the turbulence intensity from the IVC timing to the EVO timing. Therefore, the 
initial condition difference does not significantly affect the turbulence intensity 
profile and analysis of simulation results.  
 
Figure 3.39 The turbulence intensity profile of optimal and conventional operation obtained by 
the quasi–dimensional SI engine model 
 
Figure 3.40 The turbulence intensity profile of optimal and conventional operation obtained by 
the CFD model 
Figure 3.39 and Figure 3.40 show the speed profile modulation effect on the 
turbulence intensity profile during the intake process. The incoming turbulent 
kinetic energy increment due to the increase in engine speed during the intake 
process predicted by the quasi dimensional model can be validated by the three–
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dimensional CFD simulation results. In addition, the increase in turbulence 
intensity near the firing TDC is validated by the CFD simulation result. The 
turbulence intensity enhancement during the compression process of QD 
simulation results is greater than that of CFD simulation results. This quantitative 
enhancement ratio difference can be reduced by tuning of the turbulence 
modeling coefficients.  
Secondly, the effect of speed profile modulation during the intake process on 
the turbulence intensity is compared. In section 3.3.3, effects of speed profile 
modulation during the intake process on the performance parameters were 
summarized. The turbulence intensity increases due to the high incoming 
turbulent kinetic energy as increasing the intake process speed. In Figure 3.41, the 
incoming turbulent kinetic when the speed during the intake process is 4,000 
RPM is higher than when the speed during the intake process is 2,000 RPM. This 
tendency also appeared in CFD simulation results, as shown in Figure 3.42. 
Additionally, the turbulence intensity reversal is also shown in CFD simulation 
when comparing the optimal speed profile with the intake process speed of 4,000 
RPM. The tendency of the turbulence intensity profile near the firing TDC 




Figure 3.41 The turbulence intensity profile under various intake process speed condition 
obtained by the QD model 
 
 
Figure 3.42 The turbulence intensity profile under various intake process speed condition 
obtained by CFD model 
Thirdly, the effect of speed profile during the compression process on the 
turbulence intensity is compared. In section 3.3.1, the QD SI engine model 
showed that the turbulence intensity increased as increasing the speed during the 
compression process. High speed during the compression process enhanced the 
turbulent kinetic energy production, as shown in Figure 3.43. The turbulence 
intensity at the IVC timing is not affected by the compression process speed 
profile. This trend also appeared in CFD simulation results as shown in Figure 
 
105 
3.44. The effect of compression process speed on the turbulence intensity is 
overestimated in QD model. Engine combustion chamber geometry, spatial 
distribution, and modeling coefficients are a source of the quantitative difference 
in the turbulence intensity profile.  
 
Figure 3.43 The turbulence intensity profile under various compression process speed condition 
obtained by the QD model 
 
Figure 3.44 The turbulence intensity profile under various compression process speed condition 
obtained by CFD model 
Finally, the pumping work improvement validation is performed. The 
pressure distribution of conventional operation and optimal speed profile 
operation at the same crank position are shown in Figure 3.45 and Figure 3.46. 
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Under the conventional operating conditions, in–cylinder pressure is higher than 
exhaust manifold pressure due to the volume flow rate difference. The pressure 
equilibrium timing between the exhaust manifold and cylinder is advanced as 
decreasing the speed during the exhaust process.  
 
Figure 3.45 Pressure distribution of cylinder and manifold during the exhaust process under 
conventional operation 
 
Figure 3.46 Pressure distribution of cylinder and manifold during the exhaust process under 
optimal speed profile operation 
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Spatial distribution is one of the sources of the quantitative turbulence 
intensity difference. The turbulent kinetic energy dissipation occurred around the 
cylinder wall, as shown in Figure 3.47. Figure 3.47 shows that turbulent kinetic 
energy at the cylinder center is higher than turbulent kinetic energy near the wall. 
The wall boundary condition for turbulent kinetic energy and dissipation rate is 
the gradient to zero. The gradient to zero boundary condition is used to model the 
transport quantities outlet condition. Therefore, in–cylinder turbulent kinetic 
energy and dissipation rates are transferred to out of the cylinder through the wall. 
The QD model does not include this wall boundary effect, so overall turbulent 
kinetic energy can be overestimated.  
 
Figure 3.47 Turbulence intensity distribution at different crank position 
In Figure 3.48, the turbulence intensity profile with respect to the crank 
position at a specific point is shown. If Figure 3.48 compared with Figure 3.40, 
the quantitative value of turbulence intensity near the firing TDC was different. 
The turbulence intensity at the specific point is higher than the cylinder average 
turbulent kinetic energy. Moreover, the speed profile modulation effect on 




Figure 3.48 Turbulence intensity profile at a specific point of the center plane 
Additionally, the effect of intracycle speed profile modulation during the 
intake and compression process on the heat loss was examined. The amount of 
heat transfer from the IVC timing to the firing TDC timing was compared. In 
section 3.3, simulation results showed the heat loss decreased as decreasing the 
interval II and VI speed. These intervals affected the turbulence intensity during 
the expansion process. Higher turbulence intensity increased the convective heat 
transfer coefficient, so the heat transfer rate could increase as increasing the 
interval II and VI speed.  
Firstly, the effect of the intake process speed profile on the heat loss was 
examined. If there was no heat loss, the compression process must be an 
isentropic process. Therefore, the internal energy of in–cylinder gas could be 
calculated using the thermodynamic states at the IVC timing. Figure 3.49 showed 
the internal energy difference between the CFD simulation results and isentropic 
simulation results. Heat loss during the compression process decreased as 
decreasing the intake process speed. As shown in Figure 3.42, the turbulence 
intensity during the compression process decreased as decreasing the speed of the 











Chapter 4. Speed profile modulation with SI engine 
efficiency improvement technologies 
In order to reduce carbon dioxide emissions from automobiles, many studies are 
being conducted to improve the efficiency of SI engines. In order to increase the 
efficiency of the SI engine, various technologies such as increasing the compression ratio, 
downsizing the engine, and lean–burn have been studied. Among other technologies, this 
study attempted to investigate the possibility of additional efficiency increase or extension 
of the operating limits by applying the intracycle speed profile modulation to high 
compression ratio, boosting operation to increase diluent operation or downsized engine 
output, and lean–burn operation. 
 
4.1. High geometric compression ratio 
In the results of section 3.4, the operating condition that can greatly increase the 
efficiency through intracycle speed profile modulation is a low speed and high intake 
manifold pressure. The efficiency of this operating condition is greatly increased because 
effective knock mitigation can be achieved through speed profile modulation. Therefore, 
the operating condition limited by knocking could be extended. Firstly, increasing the 
compression ratio is investigated.  
There are two ways to increase the compression ratio. One is changing the engine 
stroke. The other is decreasing the clearance volume. In this study, decreasing the 
clearance volume was chosen. The engine stroke affects the engine piston speed. The 
piston speed limits the maximum engine speed that can be reliably operated in an SI 
engine. Under the same engine speed condition, the engine piston speed increases as 
increasing the stroke length. This speed upper bound changing can make complexities to 
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compare optimization results under different compression ratios. The purpose of this 
study is to see the effect of the intracycle speed profile on efficiency. Therefore, the stroke 
was fixed, and the optimization was performed with the fixed upper bound of the engine 
speed. 
Simulations were conducted under the various geometric compression ratio and 
conventional operating conditions. Figure 4.1 shows the net indicated efficiency of the 
WOT conditions with different compression ratios at 2,000 RPM conditions. 
If the compression ratio increases, the efficiency should increase. However, the 
above result shows that the efficiency is deteriorated even if the compression ratio is 
increased. When low intake manifold pressure conditions, the efficiency increases as the 
compression ratio increases. That indicates the effect of the surface to volume ratio is not 
significant on the efficiency limit in high intake manifold conditions. Thus, the geometric 
compression ratio is limited by the knocking in high intake manifold pressure conditions. 
Even if the geometric compression ratio is increased, retarding the spark timing for knock 
mitigation decreases the effective expansion ratio. This can be seen in Figure 34. 
Increasing the geometric compression ratio cannot lead to an increase in the effective 
expansion ratio of conventional operation.  
In section 0, results show that combustion phasing is improved with modulating 
intracycle speed profile under the knock–limited case. Therefore, the efficiency can be 
improved in high compression ratio conditions. Figure 4.1 and Figure 4.2 show the net 
indicated efficiency and effective expansion ratio at high compression ratio operation 




Figure 4.1 Efficiency of conventional operation and optimal speed profile operation 
 
Figure 4.2 Effective expansion ratio of conventional operation and optimal speed profile 
operation 
The intracycle speed profile was optimized compression ratio up to a compression 
ratio of 13.5. The effective expansion ratio is highest when the geometric compression 
ratio is 12.5, as shown in Figure 4.2. Even if the geometric compression ratio is greater 
than 12.5, the effective expansion ratio is not increased by intracycle speed modulation. 
Although the effective expansion ratio does not increase, the net indicated efficiency 
increases due to the reduced heat loss, as shown in Figure 4.3. The shorter interval from 
the end of combustion to exhaust valve opening timing when the compression ratio is 
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13.5, heat loss decreases. Therefore, the efficiency increases even though the effective 
expansion ratio is lower than the compression ratio of 12.5 cases.  
 
Figure 4.3 Heat loss of conventional operation and optimal speed profile operation 
When speed profile modulation is performed with an increased compression ratio, 
the optimal speed profile is plotted, as shown in Figure 4.4. As the compression ratio is 
increased, the speed of the intake process and around the firing TDC is increased to the 
upper bound.  
 
Figure 4.4 Optimal speed profile at 2,000 RPM with various compression ratios 
As the geometric compression ratio rises, pressure and temperature of in–cylinder 
gas are increased around the firing TDC. Knocking occurs better in this state because the 
ignition delay of the unburned mixture is shortened. Speeds up around the firing TDC to 
reduce residence time at high temperatures and pressures to mitigate the knocking. In 
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addition, the intake process speed of the optimal speed profile is increased to increase the 
turbulent flame speed. This shows that the speed profile is optimized to mitigate the 





4.2. Boosting condition 
Another condition that is significantly affected by knock is the boosting condition 
that the intake manifold pressure is higher than atmospheric pressure. Boosting operation 
increases the load in the downsized engine and diluent operating engine. 
However, increasing the intake manifold pressure leads to high in–cylinder pressure 
during the compression and combustion process. High in–cylinder pressure reduces the 
ignition delay of the unburned mixture, and it causes the knocking. Although the 
efficiency of the low–load condition is improved by applying the downsizing engine, 
knocking reduces the efficiency under the high load operating conditions. If this problem 
can be solved through intracycle speed profile modulation, more aggressive engine 
downsizing or higher diluent operation can be possible.  
As with improving the efficiency in the high compression ratio engine through the 
intracycle speed profile modulation, effective knock mitigation can be achieved in intake 
manifold pressure boosting operation. In this study, using the turbocharger was assumed 
to increase the intake manifold pressure. Since the developed model does not include the 
manifold dynamics, the system with the turbocharger is modeled by the thermodynamic 
state change of the intake and exhaust manifold. Since the exhaust manifold temperature 
has a relatively small effect on engine efficiency, modeling the exhaust manifold 
temperature was not performed. The exhaust manifold pressure and intake manifold 
temperature were modeled as a function of intake manifold pressure and engine speed. In 
the intracycle speed modulating case, average engine speed was used for this correlation 




When calculating the intake manifold temperature variation, the engine speed has 
no significant effect because the temperature of compressed gas is the only function of a 
pressure ratio. Therefore, intake manifold temperature is expressed only as a correlation 
to intake manifold pressure.  
 𝑇𝑖𝑛 = 16.14 ⋅ (𝑝𝑖𝑛 − 𝑝𝑜) 10
5⁄ + 303.15 (4.1) 
Exhaust manifold pressure was affected by both intake manifold pressure and engine 
speed. Therefore, it is expressed as a correlation between engine speed and intake 
manifold pressure. 
 𝑝𝑒 = 𝑝𝑜 + (3.26 ⋅ 10 ⋅ (𝑝𝑖𝑛 − 𝑝𝑜) 1𝑒5⁄ + 5.12) ⋅ 𝑁𝑎𝑣𝑔 (4.2) 
Using these correlations, simulations under boosting conditions were performed, 
and the efficiency of the conventional operation at 2,000 RPM is shown in Figure 4.5. 
 
Figure 4.5 Efficiency of conventional operation and optimal speed profile operation 
In the conventional engine, the efficiency decreases as the boosting pressure 
increases, and engine speed decreases. As can be seen in Figure 4.6, the combustion 
phasing deterioration caused by spark retarding for knock mitigation is greatly increased 





Figure 4.6 Effective expansion ratio of conventional operation and optimal speed profile 
operation 
Like the optimizations performed in previous sections, the reason for the increased 
efficiency in this operating condition is the combustion phasing improvement. As shown 
in Figure 4.6, we can see that the effective expansion ratio has increased in all operating 
conditions where simulations were performed. The effective expansion ratio is improved 
with the optimal speed profile.  
When the intake manifold pressure is 1.0 atm, the optimal speed profile that 
improves the combustion phasing is shown by slightly lowering the speed around the 
firing TDC, as shown in Figure 4.7. However, from the intake manifold pressure of 1.3 
atm or more, the lowered somewhat speed profile around the firing TDC cannot be seen. 
It operates at a speed corresponding to the upper bound from the IVC timing to the EVO 









4.3. Lean burn operation 
Lean–burn increases the thermodynamic efficiency by increasing the specific heat 
ratio of the gas and by reducing the heat loss by lowering the temperature of the gas after 
combustion. Besides, the ignition delay of the lean mixture is longer than that of the 
stoichiometric mixture at a specific temperature and pressure, which helps to knock 
mitigation in the SI engine. The disadvantage is the slow laminar flame speed and reduced 
engine load. Among these features, the application of intracycle speed profile modulation 
could improve the efficiency of the lean–burn SI engine by improving combustion 
phasing deterioration due to the reduction of laminar flame speed. 
Since the output of the engine changes with different equivalence ratios, the 
efficiency is shown for the net indicated mean effective pressure (NMEP) change. The 
simulation was performed by varying the intake manifold pressure from 0.4 to 1.0 atm, 
and the NMEP was calculated under each simulation condition. Figure 4.8 shows the 
results of conventional operation when the equivalence ratio is 1 and 0.7 and optimal 
speed profile operation when the equivalence ratio is 0.7 at 2,000 RPM of average speed.  
 
Figure 4.8 The net indicated efficiency of lean–burn operations 
Lean–burn operation reduces the maximum NMEP of the engine and is more 
efficient than stoichiometric conditions in the low NMEP condition. Applying intracycle 
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speed profile modulation adds additional efficiency improvements and increases the 
maximum NMEP compared to conventional operation due to increased efficiency. 
To analyze how intracycle speed profile modulation affects the efficiency 
improvement in the lean–burn SI engine, each performance parameter was calculated. 
First, combustion phasing is examined as shown in Figure 4.9. The lean mixture is 
expected to improve the combustion phasing due to robust operation to knock with 
increased ignition delay, but combustion phasing is worsened in conventional lean–burn 
operation.  
 
Figure 4.9 The effective expansion ratio of lean–burn operations 
To find out why combustion phasing worsens in a lean–burn SI engine, turbulence 
intensity of IVC timing is compared. Since there is little difference in turbulence intensity 
of IVC timing in conventional operation, the combustion phasing is deteriorated due to 
the decrease in laminar flame speed in lean–burn operation.  
By applying intracycle speed profile modulation in lean–burn operation, combustion 
phasing can be improved higher than stoichiometric operation. Therefore, the effect of 
using a knock–resistant mixture can be obtained more prominently in the case of speed 
profile modulation. This can be achieved by increasing the turbulence intensity using 
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intracycle speed profile modulation, overcoming the effect of reducing the laminar flame 
speed. 
 
Figure 4.10 Turbulence intensity at IVC timing 
Next, heat loss was compared. At the same NMEP condition, heat loss is decreased 
as decreasing the equivalence ratio. Since the burned gas temperature is lower in the lean 
mixture, heat loss is reduced. By applying intracycle speed profile modulation, heat loss 
can be reduced by modulating the expansion process speed profile as previously analyzed 
in addition to the lean–burn operation effect. 
 
Figure 4.11 Heat loss of lean–burn operation 
Finally, the pumping work was analyzed. Pumping work is improved because the 
intake manifold pressure is higher than the stoichiometric operation to achieve the same 
load in lean–burn operation. When intracycle speed profile modulation is applied, 
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combustion phasing is greatly improved. Therefore, the pumping work may be worsened 
by the reduced pressure of EVO timing compared to conventional operation, as shown in 
Figure 4.13. 
 
Figure 4.12 Pumping efficiency of lean–burn operation 
 
Figure 4.13 In–cylinder pressure at EVO timing 
Speed profile modulation of the expansion process improves heat loss to compensate 
for the pressure reduction of the EVO timing, and exhaust process speed profile 
modulation increases the pV work of the gas exchange process to the conventional 
operation level. 
In conventional operation, efficiency is increased by improving heat loss and 
pumping work under the same NMEP condition. Besides, there will be an increase in 
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efficiency due to the effect of increasing the specific heat ratio that is a characteristic of 
the lean mixture. The maximum NMEP that can be obtained by the lean–burn operation 
is reduced, but the above effects can increase efficiency at low to medium NMEP. 
Applying intracycle speed profile modulation to this results in further improvements in 
combustion phasing and heat loss, and the net indicated efficiency increases by about 4% 




Chapter 5. Conclusion 
5.1. Conclusion 
A quasi–dimensional SI engine model was developed to reflect the intracycle speed 
profile modulation effect. A model including in–cylinder flow dynamics was used, and 
an SI engine model was developed that did not use correlations related to average speed 
using models. Using the developed model, the effect of speed profile modulation on 
calculating the burning rate or heat transfer rate was reflected that was developed in many 
previous studies. Besides, the quasi–dimensional model including the knocking model 
was used to confirm the effect of speed profile modulation in the operating conditions 
where the efficiency of the SI engine is limited by knocking. 
Trajectory optimization was performed using the SI engine model that can reflect 
the speed profile modulation effect. Some assumptions that used to reduce the 
computational costs in previous studies were not used. Since the gas exchange process 
affects in–cylinder flow characteristics, full–cycle optimization including the gas–
exchange process was performed. The optimization problem was solved by changing the 
trajectory optimization problem to the parameter optimization problem using the 
discretization–based method. By setting the knocking, average speed, and speed upper 
and lower bound as constraints, the optimal speed profile that can operate stably under 
various conditions was obtained.  
When speed profile modulation was performed, the reasons for efficiency 
improvement were divided into combustion phasing, heat loss, and pumping work. Each 
performance parameters are improved by modulating the intracycle speed profile. 
Sensitivity analysis was performed on the speed profile of each interval, and the interval 
that had a major influence on each performance parameter was presented. 
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The intracycle speed profile was optimized under the typical SI engine operating 
conditions using theses method. When the engine is operated with the optimal speed 
profile under the WOT condition, the efficiency improvement of 5% p and 1% p is 
obtained compared to the same average speed condition and best efficiency operation, 
respectively. The reason for the increase in efficiency was that combustion phasing and 
heat loss were remarkably improved compared to conventional operation under the same 
speed condition, and the heat loss and pumping work were improved compared to the 
condition with the highest net indicated efficiency. 
It was confirmed that combustion phasing worsened by knocking at the same 
average speed was improved up to the combustion phasing at the knock–free operation 
level through intracycle speed profile modulation. This could be achieved by increasing 
the turbulence intensity of the combustion process by increasing the speed of the intake 
and compression processes. Higher turbulence intensity also increases turbulent flame 
speed, and it reduces time–based burn duration. Therefore, the flame arrives before the 
unburned mixture auto–ignite during the combustion process. The improvement of heat 
loss was also achieved by speeding up the expansion process. By improving the speed of 
the expansion process, heat loss can be improved by reducing the time duration of heat 
transfer during the expansion process. Pumping work could be improved by improving 
heat loss and exhaust process speed profile modulation. 
When optimization was performed with varying engine intake manifold pressure 
and average speed, the improvement in efficiency in the low speed and high intake 
manifold pressure condition was noticeable. This is because the combustion phasing 
deteriorated due to the knocking was improved by modulating the speed profile. In the 
low intake manifold pressure condition, it was confirmed that the efficiency improvement 
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could be achieved by improving heat loss and pumping work through speed profile 
modulation. 
We have examined the benefits of using this speed profile modulation effect in 
combination with strategies to improve the efficiency of the SI engine. In this study, the 
speed profile optimization under the high compression ratio, lean–burn, and boosting 
operation to increase engine load was performed. First, in conventional operation, 
although the compression ratio was increased under high intake manifold pressure 
conditions, the efficiency decreased due to knocking, but the compression ratio limit was 
increased to 13.5 through speed profile modulation. The efficiency gains due to 
conventional operation under lean–burn operation conditions, an additional efficiency 
gain of about 1.5% p was obtained by improving combustion phasing through turbulence 
intensity enhancement. Lastly, in the boosting condition, the efficiency was decreased 
even though the speed profile modulation was applied due to the increased intake 
manifold pressure, but the reduction was smaller than the conventional operation. In 
addition, when boosted to 1.9 atm, the operation can be performed at the efficiency level 
under normal pressure conditions of conventional operation. 
The results of this study show that each performance parameter is affected by 
modulating the speed profile of the specific interval. The general SI engine efficiency 
improvement limit that could be achieved by the speed profile modulation was discussed. 
If full–cycle optimization is a difficult situation, it can be used as a basic study of whether 
changing the speed profile of a particular interval can improve performance parameters 




5.2. Future work 
In this study, the optimal speed profile for maximizing the net indicated efficiency 
of the SI engine was obtained using the QD SI engine model. Reasons for the efficiency 
improvement were investigated from the perspective of combustion phasing, heat loss, 
and pumping work. However, friction and torque limitation exist in real SI engine, and 
these factors could affect the optimal speed profile. By obtaining the optimal speed profile 
that takes these effects into account, the additional efficiency improvement that can be 
gained from a real SI engine could be analyzed. In this section, preliminary results are 
discussed.  
The effect of friction on the optimal speed profile is analyzed. Patton’s friction model 
was used for friction modeling [62]. This model estimates the friction based on the engine 
speed and intake manifold pressure. In this study, engine speed was modulated within the 
single cycle. Therefore, the friction correlation was fitted according to the piston 
displacement. And then, total friction mean effective pressure (FMEP) was obtained by 
integrating the instantaneous FMEP. The optimal speed profile considered engine friction 
is shown in Figure 5.1. The interval with maximum speed was decreased to reduce engine 
friction.  
 
Figure 5.1 The optimal speed profile without and with friction model 
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The net indicated efficiency, brake thermal efficiency, and performance parameters 
of speed profile modulating and conventional operation were summarized in Table 5.1. 
Table 5.1 Simulation results 
 Opt. w/o friction Opt. w/ friction Conventional 
ƞnet (-) 0.425 0.42 0.37 
ƞbrake (-) 0.373 0.38 0.328 
EREFF (-) 8.36 7.92 5.78 
HL (-) 0.14 0.15 0.15 
ƞpump (-) 0.016 0.016 0.017 
Navg (RPM) 1,200 1,261 1,200 
When SI engine operation with optimal speed profile considered engine friction, the 
net indicated efficiency was deteriorated by worsening the combustion phasing and 
increasing the heat loss. However, the friction loss was improved, so the brake thermal 
efficiency was increased. Moreover, when the simulation results of optimal speed profile 
and conventional operation were compared, the brake thermal efficiency was increased 
about a 5% p.  
Next, the motor maximum torque effect on the optimal speed profile was 
preliminary analyzed. To consider the motor maximum torque, constraints related to the 
engine maximum torque was added to the optimization problem. To reflect the torque 
constraint, the kinematic SI engine model was added [63]. The previous study on the 
kinematic engine modeling considered the gas pressure, momentum of piston and 
crankshaft, and external torque. The crankshaft acceleration could be written as Equation 
(5.1). 
 ?̇?(𝜃) = (0.5𝑙 ⋅ (𝐹𝑝 − 𝐹𝑟𝑜𝑡)𝐺(𝜃) − 𝜏) ⋅
1




The inertia of crankshaft greatly affected the crankshaft acceleration. As decreasing 
the crankshaft’s moment of inertia, the speed variation in a single cycle increased. 
Therefore, the minimum moment of inertia was assumed to solve the optimization 
problem. Maximum motor torque was assumed 200 Nm that was five times the average 
torque that was calculated from the QD SI engine model. When the maximum torque 
constraint was added, the optimal speed profile and toque profile could be obtained, as 
shown in Figure 5.2 and Figure 5.3.  
 
Figure 5.2 The optimal speed profile when maximum torque was limited 
 
Figure 5.3 The torque profile when maximum torque was limited 
Since the maximum torque was limited, speed during the exhaust process could not 
slow down to the lower bound of speed. When the simulation was conducted with an 
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optimal speed profile when maximum torque was limited, the net indicated efficiency 
was 42%, and average speed was 4,000 RPM.  
Finally, the optimization problem was configured and solved, when both maximum 
torque constraint and friction were considered. The optimal speed profile and torque 
profile are shown in Figure 5.4 and Figure 5.5. When friction and maximum torque 
constraint were included the optimization problem, the overall speed of the optimal speed 
profile was decreased.  
 
Figure 5.4 Optimal speed profiles under various constraint condition 
 
Figure 5.5 The optimal torque profile 
These preliminary results show the possibility of efficiency improvement in 
a real SI engine through the speed profile modulation. The model that was used 
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in this section could not fully reflect the friction or torque limit effect because 
there was no model that could implement in speed profile modulating operation. 
If the friction or kinematic model that can be used in speed profile modulation 
operation are developed, the optimal speed profile and torque profile in real SI 
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이산화탄소 배출 감축을 위해 강화되는 차량의 연비규제나 온실가스 
규제를 만족하기 위하여 많은 연구가 진행되고 있다. 미래에도 
탄화수소기반 연료가 수송부분에서 많이 사용될 것으로 예측되는 상황에서, 
규제를 만족하기 위해서는 내연기관 기반의 파워트레인 효율을 
상승시키키는 것이 필수적이다. 여러가지 내연기관 기반 파워트레인 중에서 
직렬형 하이브리드 파워트레인은 연비 측면에서 큰 장점을 가지고 있다. 이 
연구에서는 직렬형 하이브리드 파워트레인 구조에서 단일 사이클내 속도 
형상 조절을 통한 열역학적 효율 상승 가능성에 대해 시뮬레이션을 
이용하여 논의하고자 하였다. 
수치적인 방법을 통해 최적화를 수행하였기 때문에, 계산시간 측면에서 
장점이 있는 준차원 스파크 점화 엔진 모델을 이용하였다. 속도형상변화 
효과를 반영하기 위하여 난류 화염 모델을 이용하여 연소율을 계산하였으며, 
실린더 내부 유동 기반 열전달 모델을 이용하였다. 이 때 필요한 실린더 
내부 유동특성은 준차원 난류 모델을 이용하여 계산하였다. 이를 통해 
속도형상변화 효과를 반영한 스파크 점화 엔진 모델을 개발하였으며, 
개발한 모델을 이용하여 최적화 문제를 풀었다. 경로 최적화 문제를 
이산화를 통해 파라미터 최적화 문제로 바꾸어 효율을 최대로 하는 속도 
형상을 얻을 수 있었다. 
사이클 해석을 수행하기 위해 3 가지 성능 지표를 이용하였다. 
연소상을 비교하기 위해 유효팽창비를 정의하였다. 연소율을 가중치로 두어 
연소 구간 동안 평균 부피를 구하였으며, 배기 벨브가 열리는 시점의 
실린더 부피를 이용하여 무차원화 시켜 유효 팽창비를 계산하였다. 유효 
팽창비가 클수록 연소가 상사점 근방에서 일어난 것을 의미하며, 연료의 
화학적 에너지 전환효율이 높은 것을 의미한다. 열전달을 비교하기 위해서 
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흡기 벨브가 닫히는 시점부터 배기 벨브가 열리는 시점까지의 열전달량을 
저위 발열량으로 무차원화 하여 비교하였다. 가스 교환 과정의 열전달은 
엔진에서 얻을 수 있는 일에 영향을 주지 못하기 때문에 포함하지 않았다. 
마지막으로 가스 교환 과정에서 얻을 수 있는 일은 펌핑 효율을 정의하여 
비교하였다.  
최적화된 속도 형상을 통해 스파크 점화 엔진의 효율을 기존 엔진에 
비해 같은 평균 속도 조건에서 5% p, 최고 효율 조건에 비해 1% p 
향상시킬 수 있음을 확인하였다. 사이클을 정량적으로 분석한 결과, 기존 
엔진에 비해 주로 연소상 개선을 통해 효율을 향상시킬 수 있음을 
확인하였다. 최적화된 속도 형상으로 운전할 때, 기존 엔진 운전 조건에서 
노킹이 일어나지 않는 수준의 연소상으로 개선되었다.  
속도 형상 최적화를 최근 효율을 높이기 위한 기술이 적용된 스파크 
점화 엔진에 적용하였을 때, 추가적인 효율 향상을 얻을 수 있는지 
살펴보았다. 기존 엔진에 비해 압축비를 높이거나, 공연비가 증가할 때, 
그리고 엔진의 부하를 확장할 수 있는 가압된 조건에서 속도 형상 최적화를 
수행하였다. 기존 엔진에서는 압축비를 증가시켜도 노킹으로 인해 효율이 
오히려 감소하지만, 사이클내 속도 형상을 조절하면 효과적으로 노킹을 
완화할 수 있어 효율이 증가하게 되었다. 이 연구에서 사용한 모델 
조건에서는 압축비를 10.5 에서 13.5 까지 효율을 증가시킬 수 있음을 
확인하였다. 공연비를 증가시킨 엔진 운전조건에서는 층류 화염 속도가 
감소하여 기존 엔진 운전에서 충분한 효율 상승을 얻지 못하였다. 이를 
속도 형상 조절을 통해 증가된 난류강도를 이용하여, 당량비가 0.7 인 
조건에서 약 1.5% p의 추가적인 효율 상승을 얻을 수 있었다. 가압된 운전 
조건에서는 높아진 압력으로 인한 노킹을 완화하기 위해 점화시기를 미루어 
효율이 감소하게 된다. 이는 속도 형상을 조절하여도 나타났지만, 1.6 atm 
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까지 가압한 조건의 효율이 기존 엔진 운전의 1.0 atm 조건의 효율 수준을 
보임을 확인하였다. 따라서 가압된 조건에서도 기존 엔진의 가압되지 않은 
조건의 효율 수준으로 운전할 수 있는 가능성을 확인할 수 있었다. 
스파크 점화 엔진의 효율을 최대로 하는 속도 형상을 제시하였으며, 
효율이 상승하는 원인 및 각 성능지표에 어느 구간의 속도 형상이 주로 
영향을 주는지 분석하였다. 이를 바탕으로 모든 구간의 속도 형상을 조절할 
수 없을 때, 원하는 성능 지표를 개선하기 위해서 어느 구간의 속도 형상을 
변화시켜야 하는지 예측하는데 이용할 수 있을 것으로 생각된다.  
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