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Advancing our understanding of non-equilibrium phenomena in quantum many-body systems remains among
the greatest challenges in physics. Here, we report on the experimental observation of a paradigmatic many-body
problem, namely the non-equilibrium dynamics of a quantum impurity immersed in a bosonic environment. The
impurity is created and monitored using an interferometric technique in a quantum degenerate gas. Thus we are
able to trace the complete impurity evolution from its initial generation to the ultimate emergence of quasiparti-
cle properties, forming the Bose polaron. These results offer a first systematic picture of polaron formation from
weak to strong impurity interactions. They reveal three distinct regimes of evolution with dynamical transitions
that provide a link between few-body processes and many-body dynamics. Our measurements reveal universal
dynamical behavior in interacting many-body systems and demonstrate new pathways to study non-equilibrium
quantum phenomena.
Landau’s quasiparticle theory [1] represents one of the
most powerful concepts to understand many-body phenom-
ena. Originally developed to describe the motion of electrons
through a solid [2], the quasiparticle picture is nowadays used
in many areas of physics. In this picture the interaction of the
electron with its environment leads to a dressing with bosonic
phonon modes. This results in a quasiparticle, the Bose po-
laron, that has found broad application in condensed matter
physics, e.g. to investigate transport processes, from colos-
sal magnetoresistance [3] to superconductivity [4]. Yet, the
dynamical evolution of an impurity in a bosonic environment
and the ensuing formation of the Bose polaron has remained
elusive, prompting recent theoretical efforts to describe this
non-equilibrium evolution [5–8]. Experimentally, the high
densities and consequently fast evolution times of typical ma-
terials have made it intrinsically difficult to observe such pro-
cesses in condensed matter systems. Ultracold quantum gases
offer a unique quantum simulation platform [9] to address this
problem experimentally. In particular the controlled genera-
tion of polarons is possible by placing atoms of a different
species or internal quantum states inside a fermionic [10–15]
and bosonic [16–19] quantum gas.
We make use of this capability to induce and trace the non-
equilibrium dynamics of a quantum impurity from its initial
creation to the eventual formation of the Bose polaron. Here,
we generate such impurities in a Bose-Einstein condensate by
driving an atomic spin transition and monitor the fast interac-
tion dynamics between the impurity and its bosonic environ-
ment using interferometric measurements. Thus we trace both
the amplitude and phase of the impurity coherence, which car-
ries full information about the dynamical overlap of the initial
quantum state and the evolved quantum many-body system at
a later time t.
Our measurements reveal distinct regimes of impurity evo-
lution and thus yield a complete map of its dynamical behav-
ior, as shown in Fig. 1a. At short times, we observe a universal
∼ t3/2 decay of the impurity coherence which does not depend
on the coupling to the bosonic environment. This behavior
provides a clear experimental signature for unitarity-limited
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FIG. 1. Dynamical regimes of impurity evolution and exper-
imental method. a, Characteristic dynamical regimes of impurity
evolution as a function of the inverse interaction strength 1/kna and
evolution time t/tn. The measurements (circles) and theoretical anal-
ysis (colored areas) reveal three distinct dynamical regimes that ex-
tend from ultrafast two-body processes to the many-body regime of
polaron formation. b-d, Interferometric sequence to probe the dy-
namics illustrated using the collective spin of the atoms on the Bloch
sphere, where the north pole represents the initial state of the Bose-
Einstein condensate. b, Impurities are created by applying a short
radio-frequency pulse which prepares the system in a population-
imbalanced collective superposition state. c, The subsequent evo-
lution due to the interaction between the impurity and its bosonic
environment gives rise to phase evolution and contraction of the col-
lective spin of the many-body system. d, A second pulse with vari-
able phase maps the impurity state onto the atomic spin population,
which is measured using an absorptive imaging technique
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FIG. 2. Impurity dynamics at weak coupling. a, Interference signal recorded at different evolution times as a function of the probe pulse
phase ϕ for an interaction strength 1/kna = −2. The applied sinusoidal fits are shown as solid lines and the obtained amplitude and phase
are indicated using gray lines and open circles respectively. b, Impurity coherence amplitude |C(t)|. The impurity state decoheres due to
interactions between the impurity and the condensate. The solid line shows the two-body weak coupling t1/2 prediction according to Eq. (1)
and the dashed-dotted line provides the perturbative prediction [6, 20] valid for longer times. c, Impurity phase ϕC(t). The impurity phase
increases as the state rotates around the Bloch sphere, which at weak coupling considered here is primarily due to the impurity mean field
interactions Emf. The solid line shows the result of Eq. (1) and the coinciding dashed-dotted line shows the perturbative prediction [6, 20].
high-energy scattering between the impurity and the surround-
ing condensate. In the strong coupling regime this universal
behavior dominates the initial relaxation. For weaker interac-
tions an intermediate dynamical regime emerges, where low-
energy collisions give rise to a distinct ∼ t1/2 decay of the
impurity coherence. At longer times, we eventually observe
pronounced deviations from such power-law behavior, reflect-
ing the emergence of many-body correlations that usher in
the formation of the Bose polaron. The transitions between
these dynamical regimes are shown in Fig. 1a. The remark-
able agreement between theory and experiment for all impu-
rity interaction strengths and evolution times provides a quan-
titative understanding of the non-equilibrium dynamics of this
quantum many-body system.
The experiment is performed with a Bose-Einstein conden-
sate of 39K atoms in the |F = 1,mF = −1〉 hyperfine ground
state [21]. The average condensate density of nB sets the en-
ergy scale En = h¯2(6pi2nB)2/3/2m of the system and the cor-
responding degeneracy time scale tn = h¯/En = 4.8µs. For the
controlled generation of impurities we use a radio-frequency
(rf) pulse to drive the transition to the |F = 1,mF = 0〉 im-
purity state [16]. The strength of the interaction is charac-
terized by the dimensionless parameter 1/kna, where a is the
scattering length for collisions between the impurity and the
condensate state, and kn = (6pi2nB)1/3 is the the characteristic
wave number. We can tune the scattering length a by apply-
ing a homogeneous magnetic field in the vicinity of a Fesh-
bach resonance at 114G [16, 22, 23], which does not affect
the scattering length aB for collisions between the condensate
atoms.
The interferometric sequence to create an impurity and
probe its dynamics is illustrated in Fig. 1, b to d, showing the
evolution of the collective spin. Unlike previously employed
Ramsey-type schemes [14, 24, 25], we retain the orientation
of the Bloch vector close to its initial state, in order to ensure
a sufficiently low impurity concentration throughout the en-
tire evolution. At the same time, this allows us to use short rf-
pulses and thereby resolve the evolution at times much shorter
than tn.
The measurement is initiated by applying a rf-pulse tuned
to the atomic resonance with a duration of 0.5µs, well below
the typical time scales of the subsequent impurity dynamics.
It creates a small∼ 5% impurity population with zero momen-
tum as shown in Fig. 1b. Subsequently, this state evolves for a
chosen time t driven by the interaction between the impurity
and the surrounding condensate. Initially, this can be visual-
ized as a rotation around the Bloch sphere and a shrinking of
the Bloch vector as shown Fig. 1c. To close the interferomet-
ric sequence and probe the resulting state, a second rf-pulse
with a variable phase ϕ is applied. This pulse implements a
rotation around an axis defined by ϕ and thus maps the impu-
rity state on the spin population as shown in Fig. 1d. The final
spin population is obtained by measuring three body recombi-
nation losses after a 2ms relaxation time [20] with absorption
imaging.
This interferometric sequence results in a sinusoidal de-
pendence of the final atom number N on the probe phase ϕ ,
as shown in Fig. 2a for various evolution times. We per-
form a fit N(ϕ) = N0 −A cos(ϕ−ϕC) for each evolution
time t and thus obtain the normalized coherence function
C(t) = |A (t)/A (0)|e−iϕC(t) of the impurity state.
To understand the observed behavior, we note that the
coherence is proportional to the impurity Green’s function
G(t) = i〈ψ0| cˆ(0)cˆ†(t) |ψ0〉 [20], where |ψ0〉 is the initial state
of the system and cˆ† is the operator that creates an impurity in
the condensate. This describes the overlap of the initial state
and the state evolved by interactions between the impurity and
the condensate. Consequently, C(t) is directly related to the
spectral function of the impurity [5, 26]. This can be used
to deduce the initial two-body dynamics of the impurity [20],
which obeys the following limits
3C(t) =
1− (1− i)
16
9pi3/2
(
t
tn
)3/2
t ma2/h¯
1− iEmft/h¯− (1+ i)
(
t
tw
)1/2
t ma2/h¯
(1)
where Emf = 4pi h¯2nBa/m is the mean field energy due to im-
purity interactions with the BEC.
For times t  ma2/h¯, Eq. (1) describes universal dynam-
ics where the coherence of the impurity state decays with
a power-law exponent of 3/2 on a time scale tn indepen-
dent of the interaction strength (Fig. 1, blue area). This
universal short-time relaxation directly reflects the unitarity-
limited scattering cross section for short-range interactions,
which does not depend on a for collision energies greater
than h¯2/(ma2). Hence, the time ma2/h¯ marks the crossover
to a regime where the dynamics is governed by the mean
field phase evolution Emft/h¯, and the coherence decays with a
power-law exponent 1/2 on an interaction strength dependent
time scale tw = m/32pi h¯n2Ba
4 (Fig. 1, green area). This be-
haviour arises from weak two-body collisions with a constant
cross section ∝ a2 [6] and precedes the domain of many-body
dynamics (Fig. 1, orange area), where interactions between
multiple particles lead to pronounced deviations from pure
power-law decay. For large interaction strengths |1/kna| <
(2/3pi)1/3, this many-body dynamics emerges directly from
the initial unitary regime, which marks the onset of the strong
coupling domain.
Figure 2, b and c, shows the measured coherence amplitude
and phase in the weak coupling regime [27]. Both measured
quantities agree well with the t1/2 evolution given by Eq. (1)
for t . h¯/Emf[28]. By comparing the decay of the coherence
amplitude to Eq. (1) we obtain experimental values for the
onset times of the dynamical regimes, shown in Fig. 1a (red
and blue data points). Moreover we compare the coherence
amplitude and phase to a rigorous perturbative theory [6, 20]
which takes all many-body correlations to second order in the
interaction into account. The excellent agreement provides
a benchmark for our measurement approach and theoretical
understanding.
For larger impurity interaction strengths shown in Fig. 3,
the observed phase evolution reveals a clear transition be-
tween the initial universal t3/2 and the subsequent two-
body weakly interacting t1/2 impurity dynamics described by
Eq. (1). The transition time is obtained by fitting our data
with the general expression for the initial two-body impurity
dynamics [20] and shown in Fig. 1a. To further analyze the
crossover we fit a power-law decay, 1− (t/tc)β , to the mea-
sured coherence amplitude and extract the time constants tc
given in Fig. 3 (inset). This shows which dynamical process
is dominant within our experimental range, confirming the ex-
pected transition. For weak interactions the measured time
constant agrees with the characteristic time scale tw of the t1/2
power-law decay, but approaches ≈ 2.1tn of the t3/2 power-
law decay as one enters the regime of unitary interactions.
At unitarity the crossover time, ma2/h¯ diverges, such that
the universal t3/2 dynamics dominates the entire two-body
scattering regime. Indeed, the initial amplitude and phase evo-
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FIG. 3. Crossover from universal to weak coupling two-body
dynamics. Impurity phase evolution for an intermediate interaction
strength 1/kna = −0.75. The two-body universal and weak cou-
pling predictions of Eq. (1) are shown as dashed and solid lines
respectively. The data display a crossover between these dynami-
cal regimes. (inset) Time constant tc obtained from a power-law fit
1− (t/tc)β to the observed coherence amplitude as a function of in-
teraction strength 1/kna. The theoretical prediction at weak coupling
and unitarity according to Eq. (1) are shown as solid and dashed lines
respectively.
lution shown in Fig. 4, a and inset, agree very well with the
dynamics predicted by Eq. (1), confirming both the character-
istic decay exponent and the associated time constant tn. This
agreement highlights the importance of two-body dynamics
over a significant timespan of initial relaxation, even in the
strongly-coupled unitary limit. At later times, however, we
observe pronounced deviations from Eq. (1) which signal the
onset of many-body correlations due to the strong interaction
between the impurity and the condensate.
We describe such many-body correlations using a ladder
approximation [20], which has been successfully employed
to describe strong correlation effects on the equilibrium prop-
erties of Bose polarons [19, 29]. As shown in Fig. 4a, this
approximation yields an excellent description of the non-
equilibrium dynamics of impurities in the strong-coupling
regime, demonstrating the many-body nature of the long-time
impurity evolution in our experiments. In particular, the data
reveals a clear crossover between the initial two-body t3/2 dy-
namics and a slower many-body decay at a transition time
t ' 9.0µs indicated as a white data point in Fig.1a. This tran-
sition time is obtained by comparing the experimental decay
to the unitary two-body theory of Eq. (1) [20]. Interestingly,
we observe a crossover from two-body to true many-body dy-
namics, rather than a cascaded transition via dynamical three-
body and four-body domains. This direct transition is a conse-
quence of the small energy scales of associated Efimov com-
plexes in our system, which correspondingly imply long dy-
namical time scales of such few body states.
The measured phase evolution of the impurity coherence al-
lows us to track the instantaneous energy, E(t) = h¯dϕC/dt, of
the impurity in our experiments. As shown in Fig. 4b, the ob-
served impurity energy steadily approaches the expected po-
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FIG. 4. Impurity dynamics at unitarity. a, Coherence ampli-
tude and phase evolution (inset). The fast initial decay of the co-
herence amplitude is in good agreement with the unitary two-body
prediction of Eq. (1) (dashed blue line). At longer times many-body
physics dominates the decay, which is well described by a diagram-
matic description that accounts for many-body effects (solid orange
line). b, Instantaneous energy obtained from the time derivative of
the observed phase. The measured values agree with the result of the
diagrammatic theory (solid orange line) and approach the expected
equilibrium energy of the Bose polaron (dashed line).
laron energy in equilibrium. Therefore, our measurements di-
rectly display the dynamical emergence of the Bose polaron
in the strong coupling regime.
Our experiment covers all relevant time scales of quasi-
particle formation, from universal two-body dynamics to the
many-body regime, and thus opens up new pathways to study
non-equilibrium phenomena in strongly interacting quantum
many-body systems. The demonstrated technique will enable
investigations of bosonic analogues of Anderson’s orthogo-
nality catastrophe [30] and transport processes [31] via time-
domain measurements. Similar measurements at repulsive
impurity interactions will be able to explore the predicted for-
mation of multi-phonon bound states [5], in which complexes
of Bogoliubov excitations are held together by a single im-
purity. Experiments with higher impurity concentrations will
permit the investigation of effective polaron interactions [32].
Such mediated interactions are believed to play a vital role
for transport properties of condensed matter systems [33]. Ul-
timately, this may enable the observation of strongly bound
bosonic bipolarons [34] and their formation in a time-resolved
manner. Elucidating the dynamics of induced quasiparticle in-
teractions could prove essential, since strong retardation and
relaxation effects [6, 32] may render such bipolarons inacces-
sible to common spectroscopic methods [16, 17].
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5SUPPLEMENTARY MATERIAL FOR “NON-EQUILIBRIUM DYNAMICS OF QUANTUM
IMPURITIES”
I. RAMSEY INTERFEROMETRY
The customized Ramsey method employed in the experiment maps the impurity coherence to the final number of atoms in
the sample. We first analyze the homogeneous case and then perform a local density approximation (LDA) to analyze the
experimentally relevant inhomogeneous gas. To generate impurities, a radio frequency (rf) field
Hrf(ϕ) = h¯Ω∑
k
[
e−iϕc†kbk+ e
+iϕb†kck
]
(2)
drives transitions between two magnetic states, transferring atoms from the medium |b〉 state to the impurity |c〉 state. The
operators b†k,c
†
k create an atom in the medium and impurity states with momentum k, respectively, and Hrf is given in the
rotating frame with the Rabi frequency Ω and phase ϕ . The system Hamiltonian for resonant transfer – in the rotating frame –
is given by
H =∑
k
εk
(
c†kck+b
†
kbk
)
+
TB
2V ∑k,q,p
b†k+pb
†
q−pbqbk+
T
V ∑k,q,p
b†k+pc
†
q−pcqbk, (3)
with εk = h¯2k2/2m, system volumeV , andT = 4pi h¯2a/m,TB = 4pi h¯2aB/m the zero energy scattering matrices for the impurity-
boson and boson-boson interactions respectively. Here we assume that only a single impurity is present, neglecting any impurity-
impurity interactions. The Ramsey sequence consists of two short rf-pulses as described in the main text. Since the duration of
these pulses is much shorter than the impurity dynamics investigated, we can safely split the time evolution operator into three
separate parts Utot(t) = Urf(ϕ,δ t)U Urf(0,δ t). Here Urf(ϕ, t) = e−iHrf(ϕ)t and U = e−iHt . In the first pulse we drive at zero
phase, in the second at some variable probe phase, ϕ . To stay in the single impurity limit we require Ωδ t  1, which in turn
means that we can expand the rf evolution operator
Urf(ϕ,δ t)' 1− iHrf(ϕ)δ t− (Hrf(ϕ)δ t)
2
2
, (4)
to second order in Ωδ t. The initial state of the system is the ground state |BEC〉 of H with no impurities present. Using the time
evolution operator Utot(t) together with the expansion (4), we obtain the mean number of atoms in the impurity state after the
two rf-pulses
Nc(t) = 〈BEC|U †tot(t)∑
k
c†kckUtot(t) |BEC〉= NB ·2(Ωδ t)2Re
[
1+ eiϕ · iGbc(t)
]
, (5)
which is exact to second order in Ωδ t. Here NB is the initial total number of atoms in the |b〉 state, and
Gbc(t) =− iNB ∑k,q
〈BEC|b†k(t)ck(t)c†q(0)bq(0) |BEC〉
is an impurity-boson Green’s function with ck(t) = U †(t)ck(0)U (t) the time evolved annihilation operator for the impurity –
likewise for bk(t). Since the medium atoms are condensed in the zero momentum mode, the dominant contribution to Gbc comes
from k = q= 0. Additional contributions are suppressed by at least a factor of 1/
√
NB. We therefore find
Gbc(t)'− iNB 〈BEC|b
†
0c0(t)c
†
0(0)b0 |BEC〉 ' −i〈BEC|c0(t)c†0(0) |BEC〉= G0(t), (6)
using b0 |BEC〉 '
√
NB |BEC〉. Finally, using that iG0(t) =C(t)/C(0) [6], we obtain a mapping between the impurity density
and coherence C(t)
nc(t) = nB ·2(Ωδ t)2Re
[
1+ eiϕ ·C(t)] , (7)
by dividing out the system volume, V , setting C(0) = 1, and defining the initial atom density nB = NB/V .
In the experiment, the atomic gas is held in a harmonic trap V (r) =m(ω2x x2+ω2y y2+ω2z z2)/2. As a result the atomic density
is spatially dependent and we adjust the analysis above by using LDA. In a standard Thomas-Fermi approximation this leads to
the density nB(r) = (µ −V (r))/TB, where µ is the chemical potential of the condensate. In the local density approximation,
6Eq. (7) is replaced by the local equation nc(r, t) = nB(r) ·2(Ωδ t)2Re[1+ eiϕ ·C(r, t)], where C(r, t) is the local coherence. The
number of impurities after the two rf-pulses is then
Nc(t) =
∫
d3r nc(r, t) = NB ·2(Ωδ t)2Re
[
1+ eiϕ ·C(t)] ,
defining the trap averaged coherence C(t) =
∫
d3r n(r)C(r, t)/NB. Subsequent to the second rf-pulse the atoms are held in the
trap, allowing three body recombination to take place, eventually resulting in the loss of two medium atoms for every impurity.
The final remaining atoms in the system is thus
N = NB−3Nc = NB
(
1−6(Ωδ t)2Re[1+ eiϕ ·C(t)])
= N0−6NB(Ωδ t)2|C(t)|cos(ϕ−ϕC(t)), (8)
with N0 = NB(1−6(Ωδ t)2) the average number of atoms measured as a function of the probe phase ϕ for every evolution time
t. To enable the experimental analysis the coherence is expressed in terms of its amplitude and phase: C(t) = |C(t)|e−iϕC(t).
By performing a fit N(ϕ) = N0−A cos(ϕ−ϕC) to the measured data, we thus extract the phase and the normalized coherence
amplitude |C(t)|= |A (t)/A (0)| simultaneously.
II. THEORETICAL DESCRIPTION OF IMPURITY DYNAMICS
The impurity coherence is in general equal to the Fourier transform of the impurity spectral function A(ω) at zero momentum
C(t) =
∫ +∞
−∞
dω
2pi
e−iωtA(ω). (9)
Our approach to predict impurity dynamics is to calculate the spectral function A(ω) and then determine the dynamics of the
coherence. In this section, we present the theoretical description of different regimes of impurity dynamics, from universal
short-time behaviour to the non-perturbative treatment of a polaron formation.
A. Universal short-time behaviour
We start by analysing the short-time behaviour of the coherence. The integral in Eq. (9) is split as follows
C(t) =
∫ ∞
−∞
dω
2pi
(1− iωt)A(ω)+
∫ ∞
−∞
dω
2pi
(
e−iωt − (1− iωt))A(ω). (10)
It is then apparent that we can use the so-called sum rules [26]∫ ∞
−∞
dω
2pi
A(ω) = 1,
∫ ∞
−∞
dω
2pi
ωA(ω) =
a−1B −a−1
4pim
h¯C2
NB
, (11)
here appropriately rewritten in terms of the spectral function, to calculate the first term in Eq. (10). The two-body contact of
the BEC,C2 = 8pima2B/h¯
2 ·dEBEC/daB = NB ·16pi2nBa2B, is obtained using Bogoliubov theory appropriate for weak interactions
in the condensate, nBaB3  1. The second term in Eq. (10) can be evaluated at short times, since the factor e−iωt − (1− iωt)
removes the low energy sector up to order (ωt)2. Therefore, at sufficiently short times, one can use the asymptotic behavior of
the spectral function at large frequencies calculated in [26]
lim
ω→∞A(ω) =
1
2pi
C2
NB
√
h¯
m
(a/aB−1)2
1+ma2ω/h¯
· 1
ω3/2
=
K
1+ωtrel
· 1
ω3/2
, (12)
with K = 4/3pi · (1−aB/a)2(kn|a|)3/√trel, kn = (6pi2nB)1/3 and trel = ma2/h¯. The ω < 0 part of the second term in Eq. (10) is
negligible for negative impurity-boson scattering lengths and close to unitarity. Essentially, the only important contribution in
this region is due to the impurity-boson molecular state, which is absent for a< 0 and has an energy E =−h¯2/ma2 which goes
to zero as we approach unitarity a→ ∞. We can thus write
C(t)'
∫ ∞
−∞
dω
2pi
(1− iωt)A(ω)+
∫ ∞
0
dω
2pi
(
e−iωt − (1− iωt))A(ω)
' 1− it · nBTB
h¯
(
1− aB
a
)
+K
∫ ∞
0
dω
2pi
e−iωt − (1− iωt)
1+ωtrel
· 1
ω3/2︸ ︷︷ ︸
I
, (13)
7using h¯C2/NB · (a−1B −a−1)/4pim= nBTB(1−aB/a)/h¯. The integral I is evaluated using the dimensionless variables ω˜ = ωtrel
and t˜ = t/trel
I =
√
trel
2
[
1+ i
t
trel
− 2√
pi
eit/trelΓ
(
3
2
, i
t
trel
)]
,
where Γ is the incomplete gamma function. Reinserting I into Eq. (13) we obtain the short-time behavior of the impurity
coherence for general interaction strengths
C(t)'1− iEmft
h¯
+
2
3pi
(kn|a|)3
[
1− 2√
pi
eit/trelΓ
(
3
2
, i
t
trel
)]
, (14)
defining the mean field energy Emf = nBT and neglecting aB/a corrections. At very short times, t trel =ma2/h¯, the coherence
dynamics has the universal behaviour
C(t) = 1− (1− i) 16
9pi3/2
(
t
tn
)3/2
. (15)
Since it is independent of the impurity-boson scattering length, a, this defines a unitarity limited dynamical regime. For weak-
coupling, the impurity dynamics changes from this two-body unitary dynamics to two-body weak-coupling dynamics governed
by
C(t) = 1− iEmft/h¯− (1+ i)
(
t
tw
)1/2
, (16)
for h¯/Emf t ma2/h¯, valid to second order in the impurity-boson scattering length.
B. Dynamical regimes of impurity evolution
To determine the impurity dynamics at arbitrary times, we employ a non-perturbative approach based on the so-called ladder
approximation, which includes Feshbach physics via the scattering of one boson out of the condensate by the impurity [29].
For knaB ≈ 0.01, the relevant physics can be explained by assuming an ideal BEC, where the impurity self-energy is Σ(ω) =
nBT (ω), with the scattering matrix T (ω) in the ladder approximation and the density nB of the BEC. This yields the spectral
function
A(ω) = ZP2piδ (ω−ωP)+8pi h¯
3/2nB
m3/2ω5/2
· Θ(ω)
1+ h¯ma2ω
(
1− 4pi h¯nBamω
)2 (17)
for zero temperature. Here δ (x) is the Dirac delta function, Θ(ω) is the Heaviside step function, h¯ωP is the polaron energy and
ZP is the polaron residue determined from ωP = Σ(ωP) and Z−1P = 1− ∂ωΣ(ω)|ωP . Equation (17) recovers the exact result for
large ω in Eq. (12). In addition, it yields a prediction for the low-energy behaviour governed by many-body physics. Specifically,
many-body corrections are given by the continuum of high-momentum impurity states and Bogoliubov excitations together with
the polaron delta-function peak. The onset of the continuum of states described by the second term in Eq. (17) starts above the
polaron peak instead of at ω = 0, since one can make states with arbitrarily small excitation energy, consisting of a moving
polaron and a Bogoliubov mode with a total momentum of zero. In our predictions, we therefore, move the continuum to start
just above the polaron peak, which corresponds to a first step in a self-consistent calculation. Moreover, the theory is averaged
over the trap to model the experiment.
We can now identify various regimes in the impurity dynamics by comparing the relative magnitude of the terms in the
denominator of Eq. (17). The result is shown in Fig. 5 where the transitions between different regimes are smooth and the lines
should not be understood as sharp boundaries. For high energies, corresponding to short times, the spectral function scales as
ω−5/2 giving the universal t3/2 dynamics described by Eq. (15). For weak coupling (Emf h¯2/ma2), there is a transition to the
t1/2 dynamics also described by Eq. (16) for t & trel =ma2/h¯ and eventually many-body physics sets in at t & h¯/Emf. Since ma2/h¯
establishes the crossover between the different regimes of impurity dynamics, the transition to Eq. (16) is restricted to values
of the interaction strength such that ma2/h¯ remains the shortest time-scale of the system. For strong-coupling (Emf ≥ h¯2/ma2),
this is no longer the case and the crossover to the t1/2 dynamics in Eq. (16) is prevented. For strong interactions, the impurity
transitions directly from the universal t3/2 dynamics to the many-body dynamics at t & (16pi2)−1/3mn−2/3B /h¯=(3pi/2)2/3/2 ·tn'
1.4 tn, as shown in Fig. 5.
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FIG. 5. Regimes of impurity dynamics as a function of inverse interaction strength 1/kna and evolution time t/tn. The lines show the transition
times separating the different dynamical regimes: The universal to weak-coupling transition is shown in blue, the weak-coupling to many-
body transition is shown in orange, and the universal to many-body transition is shown in green. The points show the experimentally observed
transition times as described in Sec. IV B.
III. DECOHERENCE EFFECTS
To accurately describe the evolution of the coherence, every prominent technical source of decoherence must be considered.
This section accounts for three decoherence mechanisms which are included in our theoretical description of the data.
A. Decoherence from harmonic trap
The harmonic potential provided by the optical dipole trap results in an inhomogeneous density distribution of atoms. Since
the impurity population is created evenly across the condensate, the density dependent interaction strength results in dephasing
of the system. We therefore have to integrate over the spatially dependent terms of the coherence weighted by the density
distribution. For the short-time theoretical predictions in Sec. II A, this simply corresponds to replacing the density distribution
with its average value, since all terms are linear in density. For the perturbative model employed in the weak-coupling regime
this is not the case and we perform the weighted spatial integration of the coherence given in [6]. This yields the coherence
C(t) =
∫
e−iEmf(r)t/h¯e−
√
t/tw(r)(1+i)nB(r)d3r, (18)
with tw(r) = m/32pi h¯nB(r)2a4, which is shown in Fig. 2 (main manuscript).
B. Decoherence from finite impurity lifetime
Strongly interacting Bose gases are typically subject to rapid loss from inelastic three-body decay. In Ramsey interferometry,
such decay processes result in a loss of contrast and must therefore be taken into account. In our experimental system the
impurity lifetime is typically shorter than the time of flight and all impurity population is lost before it can be observed using
absorption imaging after expansion.
We therefore employ a more sophisticated strategy to measure the impurity loss rate: A BEC is prepared in the
|F = 1,mF =−1〉 state under conditions similar to those presented in the main text. To initialize a loss measurement, a rf-pulse
transfers approximately 10% of the population to the impurity state |F = 1,mF = 0〉. The sample is then held for a variable time
during which three-body recombination processes take place. Subsequently, any remaining population in the impurity state is
transferred to the |F = 1,mF = 1〉 state by a pi-pulse. The population in this state undergoes two-body spin-changing collisions
with the population in the |F = 1,mF =−1〉 state and is rapidly lost. Thus, the transferred fraction is always lost, but through
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FIG. 6. Loss rate of the impurity state as a function of inverse interaction strength. The inset shows selected data and fits for 1/kna = −4.7
(blue), −2.1 (green), and −0.48 (purple). The data have been scaled with the initial and final atom numbers. The main panel shows the
obtained loss rates and an empirical fit.
different processes depending on the state in which the loss takes place. Finally, the remaining number of BEC atoms is recorded
by absorption imaging after expansion.
Examples of the recorded normalized atom number are shown in the inset of Fig. 6 for selected interaction strengths 1/kna.
For each interaction, we perform an exponential fit ∼ exp(−Γlosst), with Γloss being the loss rate of the impurity state. The
obtained loss rates are shown in Fig. 6, and as expected, the loss rate increases with the interaction strength.
These observations are relevant in relation to recent Bose polaron observations [16, 17]. Importantly, the observed loss rate
h¯Γloss is smaller than the Bose polaron energies observed in the same system [16, 19]. At unitarity, the loss rate is comparable
to loss rates observed for Bose polarons in a 40K87Rb mixture. However, at intermediate interactions, it is interesting to note
that the rate is significantly larger in the 39K system. This difference in loss rates in the two different atomic systems is also
found when comparing three-body loss rates of thermal KRb mixtures [35, 36] to single-component thermal 39K [37–39]. We
therefore conclude that this difference is primarily a consequence of the three-body loss rates of the individual atomic systems.
To model the influence of the observed loss rate on the impurity coherence, we perform an empirical fit β1+β2 exp(β3/kna),
with fitting parameters βi, which is shown in Fig. 6. The fit follows the experimental data well, and we therefore employ this
function to calculate Γloss for arbitrary interactions. To compare with experimental results this loss is included in the theoretically
calculated coherence as C(t)→C(t)exp(−Γlosst).
C. Decoherence from magnetic field fluctuations
Experimentally shot-to-shot fluctuations of the magnetic field lead to a further decoherence mechanism. The effect only pro-
vides significant decoherence at long times compared to tn and is therefore mainly relevant for data acquired at weak interactions.
The central part of the experimental procedure is the Ramsey interferometry sequence which is repeated multiple times for
each set of experimental parameters. For each repetition, however, the interferometry pulse has a different detuning ∆ compared
to the bare transition, due to shot-to-shot fluctuations of the magnetic field. This detuning thus provides an additional phase shift
2pi∆ · t, and when the Ramsey interferometry sequence is repeated several times, these varying phase shifts lead to additional
decay of the coherence function.
To quantify this effect, we assume that ∆ follows a normal distribution, which results in a phase distribution given by
1/
√
2piσ2noise(t)exp
[−φ 2/2σ2noise(t)], where σnoise(t) = 2pi∆noiset and φ is the additional phase. The effect of magnetic field
fluctuations on the coherence is then obtained by integrating the phase distribution
C(t)→ C(t)√
2piσ2noise(t)
∫ ∞
−∞
exp(−iφ)exp[−φ 2/2σ2noise(t)]dφ . (19)
To obtain the magnitude of ∆noise, we have performed Ramsey interferometry measurements at weak interactions 1/kna = −5.
Here, decoherence from higher-order impurity dynamics is negligible, and the loss of coherence is thus determined by the
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FIG. 7. Coherence amplitude at inverse interaction strength 1/kna = −5. The blue dashed line shows the expected amplitude due to the
inhomogeneous density distribution and the effect of finite impurity lifetime. The green line is a fit including shot-to-shot fluctuations in the
magnetic field yielding ∆noise = 1.8(1)kHz.
inhomogeneous density distribution in the trap, finite impurity lifetime, and decoherence due to magnetic field fluctuations. The
observed coherence amplitude is shown in Fig. 7. We perform a fit according to Eq. (19) with ∆noise as a fitting parameter and
obtain ∆noise = 1.8(1)kHz. This effects is included in the theoretical results at all interaction strengths.
IV. EXPERIMENTAL DATA ANALYSIS
In this section the main elements of the data analysis is presented. It consists of the normalization of the coherence amplitude,
the extraction of the boundaries between the dynamical regions of impurity dynamics, and the calculation of the instantaneous
energy.
A. Experimental normalization of coherence amplitude
At weak interactions, we observe that the atom number loss from the BEC is consistent with three-body recombination
between one impurity atom and two medium atoms. However, towards stronger interactions, we observe an increased loss,
which is likely due to higher-order losses under these conditions. This hinders a simple conversion between the amplitude of the
BEC atom number oscillations and the coherence amplitude, since a new proportionality factor is required at each interactions
strength.
Instead, we employ the general short-time model of Eq. (14). For each data set, we fit the measured coherence amplitude with
Eq. (14) within ∼ 10µs and obtain the initial amplitude A (0), which is used to scale the measured coherence amplitude. Note
that this normalization procedure does not influence the coherence phase ϕC or relative amplitudes |C(t ′)/C(t)|.
B. Experimental phase boundary determination
In Fig. 1 (main manuscript) three distinct regions of dynamical impurity behavior are identified and the boundaries between
these regions are shown to agree with the experiment. Here we describe how the displayed data points are obtained experimen-
tally.
The two-body universal and weak-coupling regions can be described by the general two-body short-time equation (14), while
the third region is dominated by many-body physics. For the data at |1/kna| ≥ 1.5 the general two-body expression Eq. (14)
fails to agree with the data for times t ≥ 25µs, which indicates that many-body physics starts to dominate the evolution of the
coherence. This motivates the following criterion, which is applied to the data sets with |1/kna| ≥ 1.5: The data point at the
shortest time which is more than 2 standard errors away from the result of Eq. (14) is identified. The onset of many-body physics
then corresponds to the time between this and the previous data point as shown in Fig. 5 (orange points). Due to this procedure,
the onset and its uncertainty is limited by the experimental resolution.
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At unitarity, we investigate when the general two-body expression fails to reproduce the data in a similar manner. We apply
the same criterion to the data shown in Fig. 4 of the main manuscript and obtain the data point shown in Fig. 5 (white point).
Finally, we analyse the crossover from two-body universal to two-body weak coupling behavior for all data sets with |1/kna|>
0.5. To this end, Eq. (14) is fitted to the data sets with trel as the only free parameter. The fitted values and their errors are also
shown in Fig. 5 (blue points). Note that some of the data sets do not include data points below the extracted value of trel. The
term dependent on trel in Eq. (14), however, modifies the shape of the curve for times far beyond the time trel itself, allowing an
extraction of this time.
C. Instantaneous energy
Based on the measured phase of the coherence function, the instantaneous energy of the impurity can be calculated as E(t) =
h¯−1dϕC/dt. In the mean-field regime, the system equilibrates fast, causing the observed phase evolution to be linear, thus
reproducing the constant mean-field energy. For strong coupling, however, the equilibration of the system can be resolved while
the impurity state evolves dynamically. The slope of the phase evolution is extracted by piecewise linear fitting to the data in
overlapping bins of 4 points, which yields the instantaneous energy and its error. This is shown in Fig. 4b (main manuscript) for
the data set obtained at unitarity in good agreement with the time derivative of the ladder approximation theory. Furthermore,
the expected polaron energy is plotted based on previously reported experimental results [19].
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