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ABSTRACT
Semi-analytical models are presented describing the microwave heating of ma-

terials in waveguides in a number of different scenarios. Coupling occurs betw

the heating of the slab and the microwave radiation via temperature dependenc

the electrical conductivity and the thermal absorptivity (which are related t
dielectric constant and dielectric loss). Two forms of temperature dependency

considered, an Arrhenius-type law, which is bounded for large temperatures, an

a quadratic relationship. The governing equations are the forced heat equatio

and a steady-state version of Maxwell's equations while the boundary conditio

on the material take into account both convective and radiative heat-loss. Sem
analytical solutions, valid for small thermal absorptivity, are developed for

temperature and the electric-field amplitude using the Galerkin method. For t

heating scenarios considered in this thesis an excellent comparison is obtain
between the semi-analytical and numerical solutions.
In chapter 2 the heating of a three-dimensional block in an infinitely long
waveguide is considered, using both the TEW and TMn waveguide modes. At the

steady-state the temperature versus power relationship is found to be multiva

at the critical power level thermal runaway occurs when the temperature jumps

from the lower (cool) temperature branch to the upper (hot) temperature branc

of the solution. The semi-analytical solutions are compared with the numerical

solutions of the governing equations in the limits of small and large heat-los

an excellent comparison obtained. Also, a single mode assumption is used here,

in which it is assumed that the heating does not generate any other waveguide
modes in the slab or waveguide. The usefulness of this assumption is examined
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by comparison with multi-mode numerical solutions.
In the third chapter, linear feedback control is examined, as a method to

prevent thermal runaway. Semi-analytical solutions are developed for the heat
of one and two dimensional slabs. A local stability analysis is performed on

semi-analytical solution and the region of parameter space is found, in which

limit-cycles can occur. This semi-analytical parameter region is found to clo
correspond to that found numerically. The amplitude and period of the limitcycles are also accurately predicted by the semi-analytical model.
In the fourth chapter, the steady-state heating of a two-dimensional slab by
the TEW mode in a microwave cavity, which has an iris with an variable aper-

ture is considered. A semi-analytical model is developed to examine the effec

of varying the aperture width. It is found that an optimal aperture setting a

short position exists which minimises the input power needed to obtain a give
processing temperature.

iii
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Chapter 1
Introduction

Microwave heating of materials has found widespread industrial applications, s
as smelting of metal, sintering of ceramics and the drying of wool and wood.
Controlled uniform heating is difficult to achieve however, with thermal runaway
occurring in some materials for a small increase in incident power. T h e phenomenon of thermal runaway, due to the temperature dependence of the material
properties, is analogous to the combustion of an exothermic chemical reactant or
a flashover in a fire. Moreover, the temperature versus microwave power relationship is described by the classical S-shaped curve of combustion theory, hence
thermal runaway occurs at a critical power level, when the temperature jumps
from the low (cool) branch to the upper (hot) solution branch. With chemical
combustion the upper branch owes its existence to the exothermic reaction term
being limited at high temperatures; via either an Arrhenius reaction rate or the
depletion of the reactant. The electric-field generated by the microwave radiation in the material has a similar role to that of the chemical reactant. In the
case of microwave heating the upper branch can be formed due to an Arrhenius*
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type temperature-dependency, which is limited at high temperatures, or by the

temperature-dependent electrical conductivity quenching the electric-field amp
tude in the material at high temperatures. Hence microwave heating has many
close analogies with the combustion of chemical reactants.
The mechanism for thermal runaway considered in this thesis is the increase

in the thermal absorptivity, or dielectric loss, with temperature. Ceramics, gl

inorganic compounds and plastics all represent classes of materials which exhib

large increases in dielectric loss with temperature, see, for example, Von Hipp
(1954). Hill and Jennings (1993) analysed the experimental data collected by
Von Hippel (1954) and found examples of materials in which the dielectric loss

obeys linear, power-law and exponential dependencies. Also useful is Arrheniustype temperature dependencies, which are bounded at large temperatures. This
law is motivated from statistical mechanics and models the physical saturation
the electrical conductivity at high temperatures. See Kenkre et al. (1991) for

discussion of the physics of an Arrhenius-type absorption law and its applicati
to the sintering of ceramics. Not considered here is thermal runaway in food-

stuffs and water-based materials as the dielectric loss of water decreases sli
with temperature. The cause of thermal runaway in foodstuffs is due to reso-

nance caused by the slight temperature dependence of the dielectric constant, s
Vriezinga (1999).
The rapid increase in temperature associated with thermal runaway can have
dramatic effects. For example, ceramics are normally sintered by heating for a

long period of time in a conventional kiln. Processing inside a microwave cavit
waveguide can dramatically reduce the sintering time. However, thermal runaway
*
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can result in the sample being heated to its melting point, and hence destroyed.

Feedback control of microwave heating is a potentially useful technique as it al
thermal runaway to be avoided. Moreover, the processing temperature may lie on
the upper solution branch in the region of multiple solutions or on the unstable

middle branch. In these cases feedback control may be needed to reach the desired

steady-state temperature. Hopf bifurcations, and the subsequent limit-cycles, can
occur during the feedback process however. The temperature fluctuations associ-

ated with a limit-cycle are undesirable for material processing as they can affec
the product quality. Hence it is important to choose feedback parameters in the
control process to avoid limit-cycles. Note that without feedback, Hopf bifurcations cannot occur in microwave heating, as the semi-analytical model describing
it consists of a single ordinary differential equation.
The equations governing the microwave heating of a material are Maxwell's

equations, governing the propagation of microwave radiation through the material,

and the forced heat equation, governing the heat absorption and the resultant hea

diffusion. It is also necessary to calculate the electromagnetic field within the
waveguide or microwave cavity, inside which the material is processed. Hence the
numerical solution of Maxwell's equations within the material and the waveguide,
coupled with the solution of the forced heat equation inside the slab, must be

obtained. For realistic two or three-dimensional material geometries this approa
is computationally expensive and far too slow to be used for real-time feedback
control. Moreover, it is unsuited to the analysis techniques used in combustion
theory. Hence the development of semi-analytical models of microwave heating

has generated a lot of interest in the last few years, as these are computational
*

3

inexpensive and give additional physical insights into the nature of microwave

heating. The survey article of Hill and Marchant (1996) details some of this wo
If the initial propagation of microwave radiation, and the subsequent heating

of the material is of interest, then perturbation solutions for the electric-f
the temperature can be found. Smyth (1990) and Marchant and Pincombe (1994)

considered high-frequency radiation (the geometrical optics limit) and small t
mal diffusivity to develop perturbation solutions using the method of strained

co-ordinates with the electrical conductivity, electrical permittivity and mag
permeability all assumed to be slowly-varying with a power-law dependence on

temperature. Smyth (1990) found series solutions for a semi-infinite slab, cyli
cally symmetric and spherically symmetric bodies, while Marchant and Pincombe

(1994) developed perturbation solutions which illustrate the process of thermal
runaway and compared it to numerical solutions of the governing equations.
Pincombe and Smyth (1991) considered all the material properties to be slowly-

varying functions of space and time. In addition, the electrical conductivity a
thermal absorptivity were assumed small. A perturbation solution was developed

using the method of multiple scales and in the case of constant microwave speed

some analytic solutions for the first-order amplitude were found, including cas
where thermal runaway occurs. In addition, numerical solutions were developed
for the case in which the wavespeed is temperature dependent.
Alternatively, if the thermal aspects are isolated, the forced heat equation
(2.1.2) is considered, where j(T) is the thermal absorptivity and the constant

electric-field amplitude is normalised to unity. Roussy et al. (1987) numerical

solved the forced heat equation for a cylindrical body with the thermal absorpt
*
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ity dependent on a quadratic function of temperature and a convective heat-loss
boundary condition. Hill and Smyth (1990) considered the forced heat equation

for planar, cylindrical and spherical geometries with a fixed-temperature bound
condition and found steady-state solutions. They assumed that in the regions of
parameter space where steady-state solutions do not occur, that thermal runaway

does, due to the exponential thermal absorptivity. Also, for some parameter val-

ues, two steady-state solutions exist, with the higher temperature profile unst
and the lower temperature profile stable.
Marchant (1994) examined the heating of materials with impurities and microwave joining applications. The material was assumed to have constant thermal
absorptivity except near the impurity. At the impurity a source of additional
temperature-dependent thermal absorptivity, was placed. This was represented

mathematically by the Dirac-delta function. Steady-state solutions and conditio
for thermal runaway were found for a one-dimensional slab.
Zhu et al. (1995) considered various versions of the one and two-dimensional
forced heat equation as models for microwave joining and welding. For these
models exact steady-state solutions do not exist, however approximate governing equations were found using a method developed by Frank-Kamenetskii in the

study of chemical reactions. This allows approximate conditions for thermal run-

away to be developed, which were found to be very close to the numerical results
Problems involving the full coupling between the electric-field and the temperature profile, due to temperature-dependent material properties, have also
been considered by a number of authors. Ayappa et al. (1991) developed a two-

dimensional finite element model to predict the temperature rise in rod-like sam
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pies exposed to a plane wave. The power absorbed by the rod and the temperature
distribution was obtained by simultaneously solving Maxwell's equations in the
frequency domain with the transient heat equation. Dielectric properties were
assumed to be temperature-dependent, and the heating of rods with circular and

square cross-sections was examined. The influence of the sample size and incide

wave polarisations on the absorbed power and temperature distributions was also
considered.
Kriegsmann et al. (1990) considered a semi-infinite material with temperature-

dependent electrical conductivity and constant magnetic permeability and elect

cal permittivity. The electrical conductivity was assumed small and a perturba

solution found as a series in the low conductivity. Because a radiative boundar
condition was used, heat can escape from the material and hence steady-state

solutions occur. For this model there is one steady-state temperature profile f
each power level so thermal runaway does not occur.
Kriegsmann (1991) derived a steady-state solution for a finite one-dimensional

slab by expanding the temperature and electric-field amplitude as a perturbatio

series in the small Biot-number. As the heat-loss through the boundaries is sma

the temperature profile is found to be uniform in this limit. This means the fo

heat equation can be integrated over the slab to give an equation describing th
relationship between the steady-state power and temperature. The temperature
versus power curve is an S-shaped curve implying thermal runaway occurs at a

critical power level as the solution jumps to a stable high temperature solutio

As the electric-field amplitude and the temperature are coupled, the thermal ru
away is stabilised at a new hot steady-state because the increased temperature
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causes decay of the electric-field amplitude in the slab which in turn limits the
heat absorption. The results obtained contain those of the thin slab and thick

slab as limiting cases. In a related study Kriegsmann (1992b) derived an nonlinea
amplitude equation which described the time evolution of the material's temperature in the small Biot-number limit. Depending on the initial conditions, such
as the incident microwave power, the system either evolves to the lower (cool)
branch of the S-shaped curve mentioned above or to the upper (hot) branch.
Kriegsmann (1992a) developed a simple control model for the microwave heating of ceramics in the small Biot-number limit. This control process mitigates
against thermal runaway, and enables the desired steady-state to be easily reached.
Averaging the forced heat equation gives an ordinary differential equation, which
when coupled with the control equation, describes the evolution of the temperature. T h e system exhibits qualitatively different behaviours, such as limit-cycles
or oscillatory decay to the steady-state, depending on the parameter choices.
Marchant and Liu (1998) considered the steady-state microwave heating of a
finite one-dimensional slab. T h e temperature dependency of the electrical conductivity and the thermal absorptivity were assumed to be governed by an Arrheniustype law, while both the electrical permittivity and magnetic permeability were
assumed constant. Semi-analytical solutions, valid for small thermal absorptivity,

were found for the steady-state temperature and the electric-field amplitude usi
the Galerkin method. At the steady-state the temperature versus power relationship was found to be multivalued; at the critical power level thermal runaway
occurs when the temperature jumps from the lower (cool) temperature branch to
the upper (hot) temperature branch of the solution. Examples were presented in
*
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the limits of small and large heat-loss and also for an intermediate case involving

radiative heat-loss; an excellent comparison with numerical solutions was obta
in all cases.
Liu and Marchant (1999) extended the work of Marchant and Liu (1998) to the
heating of a two-dimensional slab in a long rectangular waveguide propagating

TEio waveguide mode. Again, semi-analytical solutions, valid for small thermal
absorptivity, were found for the temperature and the electric-field amplitude

the Galerkin method with an excellent comparison obtained with numerical solutions. Also a control process was introduced and the transient heating of the

was examined. It was shown that the choice of feedback parameters is important

inappropriate choices led to temperature overshoot or relaxation oscillations.
Kriegsmann (1997) considered the small Biot-number heating of a ceramic

slab in a TEW3 waveguide applicator including an iris with a variable aperture.
The TEW3 waveguide applicator propagates the TEW mode and is three half-

wavelengths long. In the small Biot-number limit the heat-loss through the sla

boundaries is small, hence the temperature profile is nearly uniform. This all
the integration of the forced heat equation over the slab; the S-shaped power

versus temperature response curve is obtained. It was shown that the microwave

cavity can be tuned by varying the aperture width as the limit points, at whic

bifurcation occurs, and the temperature response of the upper branch both chan

Hence, there is an optimal aperture width which sinters the ceramic with minim
power. Moreover, varying the aperture width (and hence the S-shaped curve)

allows a sintering temperature on the upper branch to be reached without feedb
control.

8

T h e finite-difference time-domain ( F D - T D ) method is commonly used to solve
Maxwell's equations numerically. Zhao and Turner (1996) applied the finitedifference time-domain (FD-TD) method to the microwave heating of a lossy
material in a three-dimensional cavity, where a rectangular waveguide propagating the TEio mode excites the cavity. It was shown that the usual single mode
assumption, where only the

TEIQ

mode exists in the waveguide, is not valid as

the computed electric-field did not satisfy the divergence condition. The authors
developed a full-mode numerical model which included improved numerical implementations of the appropriate boundary conditions at corners and at dielectric
interfaces. The numerical solutions corresponded closely to experimental results
from case studies involving the heating of plastic blocks and food on a tray.
Iskander et al. (1994) developed FD-TD code to model the microwave sintering
process in multimode cavities. They found that increasing the conductivity of the
insulation surrounding the sample may stimulate the sintering process by raising
the temperature of the insulation and subsequently that of the sample. However

an excessive increase in the conductivity of the insulation results in a "skin ef
where the penetration of the radiation in the sample is significantly reduced. A
similar effect also results from an excessive use of SiC rods as a stimulus.
Hile and Kriegsmann (1998) considered a hybrid analytical and numerical
method for the heating of a ceramic material in a single mode cavity containing
an iris. For low-loss ceramics, high-Q cavities, the usual FD-TD numerical scheme

is inefficient. The authors split the problem by solving numerically with no iris,
and then they analytically match the numerical solution to theoretical results
obtained for the electromagnetic field near the iris. The full solution is then
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obtained in an computationally efficient manner, some six times faster than using
an FD-TD numerical scheme alone.
A number of semi-analytical microwave heating models are developed in this

thesis, using the Galerkin method. The microwave heating of materials in waveguides, for a number of different heating scenarios, are considered. The semianalytical solutions are compared with the numerical solutions, and excellent
comparisons are obtained.
A large portion of the material in chapter 2 is presented in Liu and Marchant

(2001a). Here the microwave heating of three-dimensional blocks in a long recta
gular waveguide is considered, with heating by both the TEW and TMn waveguide modes examined. The governing equations are the forced heat equation and

a steady-state version of Maxwell's equations, while the boundary conditions ta

into account both convective and radiative heat-loss. The governing equations a

derived with the aid of a single-mode assumption, in which it is assumed that n
other modes are generated by the heating within the material.

Semi-analytical solutions, valid for small thermal absorptivity, are found usin
the Galerkin method. The electrical conductivity and the thermal absorptivity

are assumed to be temperature dependent, while both the electrical permittivity
and magnetic permeability are taken to be constant. Both a quadratic relation
and an Arrhenius-type law are used for the temperature dependency in the TMn
mode case and the Arrhenius-type dependency is used for the TEW mode case.
As the Arrhenius-type law is not amenable analytically, it is approximated by
a rational-cubic function. A multivalued steady-state temperature versus power
relationship is found to be possible for both types of temperature dependency.
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the critical power level thermal runaway occurs when the temperature jumps from

the lower (cool) temperature branch to the upper (hot) temperature branch of the

solution. The semi-analytical solutions are compared with numerical solutions of

the governing equations for various special cases such as the limits of small an

large heat-loss at the block's edges. An excellent comparison is obtained, betwe
the semi-analytical and numerical solutions, on both temperature branches for
the Arrhenius-type law. For the quadratic temperature dependency the compar-

ison is excellent on the low branch but the semi-analytical theory significantly
underpredicts the temperature on the upper solution branch. The accuracy of
the single-mode assumption is also examined for the TEW waveguide mode case.
Multi-mode numerical solutions of the governing equations, which allow the development of additional waveguide modes during the heating process, are found
and compared to the single mode semi-analytical and numerical solutions. An
excellent comparison is found between all three solutions.
In chapter 3, the material in Liu and Marchant (2001b) is presented. The
microwave heating of one and two-dimensional slabs, subject to linear feedback

control, is examined. A semi-analytical model of the microwave heating is devel-

oped using the Galerkin method. A local stability analysis of the model indicate

that Hopf bifurcations occur; the regions of parameter space in which limit-cycl

exist are identified. An efficient numerical scheme for the solution of the gove

ing equations, which consist of the forced heat equation and a Helmholtz equatio

describing the electric-field amplitude, is also developed. An excellent compari
son between numerical solutions of the semi-analytical model and the governing
equations is obtained for the temporal evolution of the temperature in a number

3 0009 03261741 2
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of different heating scenarios. It is also found that the region of parameter space,

in which limit-cycles can occur, and their amplitude and period are all accurate
all predicted by the semi-analytical model.
In chapter 4, the material in Marchant and Liu (2001) is presented. The
steady-state heating of a two-dimensional slab by the TEi0 mode in a microwave
cavity is considered. The cavity contains an iris with a variable aperture and
is closed by a short. Resonance can occur in the cavity, which is dependent on
the short position, the aperture width and the temperature of the heated slab.

The governing equations for the slab are steady-state versions of the forced hea
equation and Maxwell's equations while fixed-temperature boundary conditions
are used. An Arrhenius-type temperature dependency is assumed for both the

electrical conductivity and the thermal absorptivity. Semi-analytical solutions,

valid for small thermal absorptivity, are found for the steady-state temperature
and the electric-field amplitude in the slab using the Galerkin method. With
no-iris (a semi-infinite waveguide) the usual S-shaped power versus temperature
curve occurs. As the aperture width is varied however, the critical power level
which thermal runaway occurs and the temperature response on the upper branch
of the S-shaped curve are both changed. This is due the interaction between the

radiation, the cavity and the heated slab. An example is presented to illustrate
these aperture effects. Also, it is shown that an optimal aperture setting and
short position exists which minimises the input power needed to obtain a given
temperature.
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Chapter 2
The microwave heating of
three-dimensional blocks:
semi-analytical solutions
Liu and Marchant (2001a) contains much of the material presented in this chapter.
T h e aim of this chapter is to develop accurate semi-analytical solutions for the
microwave heating of three-dimensional blocks and to determine the usefulness
of a single waveguide m o d e assumption. The heating scenario used here is a
long rectangular waveguide but it is envisaged that the techniques developed here
will be useful for the development of efficient hybrid analytical and numerical
schemes for the heating of blocks in arbitrarily shaped microwave cavities. In
§2.1 governing equations are derived for both the TEW

and TMn

waveguide

modes. These are the forced heat equation, which describes the absorption and
diffusion of heat and a steady-state version of Maxwell's equations which describes
the electric-field amplitude in the slab. T w o types of temperature dependencies

13

for the electrical conductivity and thermal absorptivity are used, an Arrheniustype law and a quadratic relationship. In §2.2 the method of Marchant and Liu

(1998) is generalised to a three-dimensional block, with approximate expression
found for the temperature and the electric-field amplitude in the block. Both
the TEio and the TMn waveguide modes are considered; however the TMn
mode will be the main focus of the results as its electric-field amplitude has

central peak. This means that the electric-field amplitude in this case is full

three-dimensional and the central peak is useful in processing applications. In
§2.3 examples are presented of the steady-state heating in the limits of small

large heat-loss for the two types of temperature dependency. The semi-analytica
solutions for the TEW and the TMn modes, found in §2.3, are compared with
numerical solutions of the governing equations. §2.4 examines the accuracy and

effectiveness of the single-mode assumption by calculating multi-mode numerical
solutions for the heating of a block by the TEW mode and comparing them with

single-mode numerical and semi-analytical solutions. §2.5 details the numerical
scheme used while Appendix A contains some lengthy expressions which form part
of the semi-analytical solutions.

2.1 Governing equations
The full problem of microwave heating of a material involves solving Maxwell's
equations, which govern the propagation of the microwave radiation through the

material, and the forced heat equation, which governs the absorption and diffus
of heat by the material. Maxwell's equations of electromagnetism are given by

14

Portis (1978) (p 381-384)
V • D = V • (eE) =p, V • B = V • (pH) = 0,
(2.1.1)
V x E = -!GuH),

V x H = f (eE) + <rE,

based on the assumption that the material is homogeneous, isotropic and Ohmic,
so that the current J and the displacement current D are both proportional to
the electric field E, and the magnetic field strength H is proportional to the

magnetic flux density B. Here a is the electrical conductivity, e is the electri

permittivity and p is the magnetic permeability. In general all material propert
are temperature dependent.
Maxwell's equations are coupled with the forced heat equation
Tt = uV2T + 7(T)E • E, (2.1.2)

where v is the thermal diffusivity and 7 is the thermal absorptivity. It is assumed that the thermal diffusivity is constant and the thermal absorptivity is
temperature dependent. The thermal absorption depends on the square of the
electric-field amplitude, based on the assumption that the heating occurs on a

length scale much greater than a microwave-length, so that in (2.1.2) the absorp-

tion of heat is averaged over a wavelength. Alternatively, (2.1.2) can be obtain
by assuming that the time taken for heat to diffuse a microwave-length is much

greater than the period of the microwave radiation (see Kriegsmann et al. (1990))
At the boundaries both convective and radiative heat-loss occurs,
VT • n + Bi(T - Ta) + 5(T4 - Ta) = 0, (2.1.3)

where Bi is the Biot-number, a measure of the relative effect of convective heat
loss compared to thermal conduction, and S is the radiation-number, a measure
15

of the relative effect of radiative heat-loss compared to thermal conduction, n is
the normal to the boundary and Ta is the ambient temperature. In the small

heat-loss limit (£?,, S -»• 0) a zero heat-flux boundary condition results, whi
the large heat-loss limit (Bif S ->• oo) a fixed-temperature boundary condition
obtained.

The boundary conditions for the electric-field at the interfaces with free spac
are

(E-Eo)xn = 0, (H-H0)xn = 0, (eE - e0E0) • n = 0, (2.1.4)

where E0 and H0 are the electric and magnetic fields in the free space incident

upon the material, e and e0 are the electrical permitivities of the material an

free space respectively. The first of (2.1.4) comes from the third of (2.1.1) a

the second of (2.1.4) comes from the last of (2.1.1) assuming that no current f

on the dielectrics' surface. The third of (2.1.4) comes from the first of (2.1.
assuming that the external charge is zero, hence the normal component of E is

not continuous across the dielectric interface. On the surface of the waveguide

Exn = 0, (2.1.5)

as there is no electric-field in a conductor. In their most general form the el
and magnetic fields can be written

E = Bjej = Uj{x,y,z)e-iu)tej,H = Hp, = VJ(x,y,z)e-iuJtej,j = 1,2,3, (2.1.6)

where ei, e2 and e3 are unit vectors in the x, y and z directions respectively.

electric and magnetic fields are written as steady-state amplitudes modulated b

the frequency. As the time scale for electromagnetic propagation is much smalle
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than the time scale for thermal diffusion the time derivatives of the electric and

magnetic field amplitudes, Uj and Vj, and of the electrical conductivity, o, c
ignored. Substituting (2.1.6) into the third and fourth of (2.1.1) gives

V^-afjV-U + ^a + z^t/^O, j = 1,2,3, (2.1.7)

as the governing equation for the steady-state components of the electric-field

amplitude, where the wavenumber kx — u/c and c is the velocity of the radiation
in the block.
The steady-state amplitude equation (2.1.7) and the forced heat equation
(2.1.2) are non-dimensionalised by the scalings
• tv , x i V i z rr, Uj

^J

T ,

* = «. *=7> V=-V *=7> ^=rT-'
fcfcfcl

KJ inn

±

n

T= _1

T '

(2 L8)
'' mc

-1- a

where 21 is the length of the block, Uinc is the incident amplitude of one of the

components of the electric-field, v is the thermal diffusivity and Ta is the am

temperature. The non-dimensionalisation results in the scaled frequency, therma
absorptivity, electrical conductivity and wavenumbers having the forms

UJ =—, 7=—^, o-=—, ^=^1. (2.1.9
v

ula

ue

A finite three-dimensional block of non-dimensional length 2, width 2n and
height 2m is considered. It is assumed that the waveguide has width 2n and

height 2m also hence the block completely fills the cross-section of the waveguide, which is infinitely long. The waveguide is aligned so the waveguide mode

propagates in the z-direction (see figure 2.1). Governing equations for the fu
mental transverse electric and transverse magnetic modes, TEW and TMn, will
be derived below. The transverse electric mode TEW does not vary in one of
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Figure 2.1: The waveguide and the block.

the spatial directions perpendicular to the direction of wave propagation. Henc

it represents a similar heating problem to that of the two-dimensional slab, se
Liu and Marchant (1999). The transverse magnetic mode TMn has an ampli-

tude peak in the centre of the waveguide so it represents a fully three-dimens

heating problem. The transverse electric mode is the usual choice for single mo
commercial waveguides, however the transverse magnetic mode may be more suitable for applications which require spatial localisation of the heating.

2.1.1 The TE10 mode
The transverse electric waveguide mode, TE\o, is

^ = cos(£V, ff^-^cos^V, ff3 = --*ZL-sm(£V, (2.1.10)
2n

pu

2n

2pujn

2n

where 6 = krz — ujt and k2 — k2 — ^. and k is the wave number in free space.
Note that for the microwaves to propagate in the waveguide k > ^, which is the
cut-off wavenumber. In order to derive governing equations for the block it is
assumed that a single mode is maintained in the waveguide. This means that the
heating does not generate other modes, either in the block or in the waveguide
18

via the reflection and transmission of microwaves. The form of the TEi0

mode

implies that
UX = U3 = H2^ 0,

(2.1.11)

and there is only one electric-field amplitude component, U2 = U2(x,z). The
governing equations then become
U2xx + U2zz + kx2(l + ia)U2 = 0,
Tt = Txx + Tvy + Tzz + jU2 • U2,
where
For the TEX0

a = af(T),

(2-1.12)

7 = Pf(T).

m o d e the boundary conditions (2.1.4) imply that U2 (which is a

tangential component) and its derivatives are continuous at z = ± 1 . Moreover
(2.1.5) implies that U2 vanishes at the waveguide walls. Hence
U2z + ikrU2 = 2ikrcos(^),

z = -1,
(2.1.13)

U2z — ikrU2 = 0,

z •= 1,

U2 = 0,

x = ±n,

2.1.2 The TMU mode
The transverse magnetic waveguide mode, TMn-, is
Ex = -ift sin(g) cos(f£)e* £2 - -ift cos(g) sin(fj)e*
£3 = cos(g) cos(^)e»

KX = ^

cos(g) sin(gi)e«>

(2.1.14)

/f2 = - ^ s i n ( g ) c o s ® ) e " ,
where

fer-TT

Pl

= 9 2(*
L w , P2
f f e2£
-*?)n'
^ 2 =~ 2(fc2-A;2)m'

and k2 = k2 - ^

- ^.

For the microwaves to propagate in the waveguide

k2 > ^ j + £js, the cut-off wavenumber. Again it is assumed that a single m o d e is
maintained in the waveguide and the block. For the transverse magnetic waveg-
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uide m o d e this implies /7 3 = 0 and V • U = 0. The governing equations become
Ujxx + Uiyy + Ujzz + h2{l + ia)Uj = 0, j = 1, 2,3,
Tt = Txx + Tyy + TZZ

+ 1ZU

Uj • Uj, (2-1.15)

where o = af{T), 7 = /?/ (T).

Now there are three Helmholtz equations, one for each component of the electr

field. The boundary conditions (2.1.4) imply that the tangential components o
both the electric and magnetic fields (Ui, U2, v\, V2) are continuous at z =

while the normal component of the electric-field, U3, is in general, not cont
at z — ±1. The fact that U\ and U2 are continuous, combined with V • U = 0

allows the deduction that the derivative of U3 is continuous across the boun

at z — ±1. Moreover, the conditions (2.1.4) combined with the third of (2.1.1

allows interface conditions for the derivatives of U\ and U2 to be found. Las

(2.1.5) implies that the tangential components of the electric-field are zer
waveguide. Hence
Ul2 + ikTUx + (er - l)U3x = 2krPl sin(g) cos(g), z = -1,
U2z + ikrU2 + (er - l)U3y - 2krp2cos(g) sin(f£), z = -1,
U3z + ikrerU3 = 2ikr cos(g) cos(g), z = -1,
Ulz - ikrUi + {er - l)U3x = 0, * = +1, (2 116)
[72z - i£rt/2 + (er - l)U3y = 0, * = +1,
[/3z - ikrerU3 = 0, z = +1,
Ui = 0, tf2j, = 0, t/3 = 0, at y = ±m,
f/lx = 0, r/2 = 0, Z73 = 0, at x = ±n.

Note that er = e'(l + io) is the relative (complex) permittivity, while I - (

is the relative dielectric constant. Hence for tr j= 1 the normal component o
electric-field amplitude, U3, is not continuous at the boundaries z — ±\.
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2.1.3

Heat-loss at the boundaries

The boundary conditions (2.1.3) describing heat-loss from the edges of the bloc
and the initial condition are
Tx ± BixT ± SX{(T + l)4 - 1) = 0, x = ±n,
Ty ± BiyT ± Sy((T + l)4 - 1) = 0, y = ±m.
(2.1.17)
4

Tz ± B ^ T ± 5,((T + l) - 1) = 0,

z = ±1,

T = 0 at 'i = 0.
The Biot-number is defined as B{ = f, where h is the heat-transfer coefficient,

a typical body length and k is the thermal conductivity of the dielectric mater
For a material exposed to still air the heat transfer coefficient is typically
to 20W/m2 • K (see p.210 Geankoplis (1983)) while the thermal conductivity of
dielectrics is in the range k « 0.1 to AW/m • K (see table A • 2 of Chapman
(1974)). Hence as the length I « 0.01 to 0.5m for most applications the Biotnumber ranges from Bi = 0.01 to 100. So the small Biot-number limit will be

appropriate for some materials however for others the heat-loss will be signifi
particularly as many dielectric materials have a low thermal conductivity. The

upper range (Bi = 100) of possible values approaches the large Biot-number limi
The boundaries at z = ±1 are exposed to air while the boundaries at x = ±n
and y = ±m represent the slab-wall interfaces. Various cooling scenarios are

possible with the following considered in this paper. The first is small heat-l
at z = ±1, (B{Z, Sz —>• 0) and no heat-loss (a Neumann boundary condition) at
the slab-wall interfaces (Bix = Sx = Biy = Sy = 0). This could be realised if a

thin insulating layer is inserted between the slab and the waveguide walls. Oth

scenarios are large heat-loss (a Dirichlet boundary condition) at the slab-wall
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interfaces (Bix, Sx, Biy, Sy -> oo) if the slab is in direct contact with the waveguide
wall. In this case the heat-loss at z = ±1 can either be large (Biz,Sz -> oo) or
small (Biz, Sz ->• 0) depending on the material.

2.2 Semi-analytical solutions
For the TEW mode the solutions for the three-dimensional block are qualitatively
similar to the two-dimensional slab solutions found by Liu and Marchant (1999).
This is because the electric-field is two-dimensional; the TEW mode has no y-

variation. In contrast, the electric-field of the TMn mode has a three-dimension

structure; there is a central amplitude peak in the centre of the waveguide. Thi

property is useful for the efficient heating of materials to high temperatures a

power levels; the sample is just placed along the axis of the maximum field dist

bution. For example, Patil et al. (1992) sinter ceramic pellets by this method i

a cylindrical TM0i2 cavity. Another useful application of heating with transverse
magnetic modes is the microwave processing of continuously flowing matter, see
Isaksson and Bondeson (1999). As the flow rate is high near the centre and low

near the edges of the waveguide, a transverse magnetic mode can be used to obtai
uniform heating of the material. Due to these applications and its fully threedimensional structure, the TMn mode will be the focus of the semi-analytical
solutions and numerical results presented here. However, for completeness some
results are presented of the TEW mode. In this section semi-analytical solutions
are developed for the temperature and the electric-field amplitude in the block
ing the Galerkin method. The steady-state temperature versus power relationship
is also found.
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2.2.1

The temperature dependency f(T)

The temperature dependency of the thermal absorptivity and the electrical conductivity for a given material must be determined experimentally. Von Hippel

(1954) calculated the experimental values of various electrical properties as th
varied over a temperature range of about 400°C The dielectric constant and loss
tangent data were recorded for about 50 different materials. Hill and Jennings
(1993) analysed the experimental data collected by Von Hippel (1954) and found

examples of simple linear, quadratic and exponential dependencies for f(T). More
complicated behaviour was also found, such as decreases of f(T) with temperature, over a limited temperature range.
Power-law and exponential temperature dependencies have been widely used
in modelling microwave heating phenomena. Also used are Arrhenius-type temperature dependencies, which are bounded at large temperatures. This law is
motivated from statistical mechanics and models the physical saturation of the
conductivity at high temperatures. See Kenkre et al. (1991) for a discussion of

physics of an Arrhenius-type absorption law and its application to the sintering
of ceramics.
In this thesis, the quadratic and Arrhenius-type temperature dependencies,
/(T) = (l+T)2, (2.2.1)
/(T) = l + 20e-T, (2.2.2)
are used. The particular parameters chosen do not represent real materials but

are chosen to be representative of the types of dependency which occur in practi
Both (2.2.1) and (2.2.2) are equal to unity at the ambient temperature of zero.
As the temperature becomes large (2.2.1) is unbounded while (2.2.2) is bounded
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(/(T) -» 21). The Arrhenius-type law is not amenable for analytical work, so a

rational-cubic function is chosen to approximate it, see Marchant and Liu (1998
This function is chosen to be of the form

f^

=

JTFr}

where

*i(r) = X>«r''. 2 = 1,2, (2.2.3)
^2 (i )

j=0

where the parameters

rio = 1, r20 = 1, r13 = 21r23, (2.2.4)

are chosen for the rational-cubic function so it is the same as the Arrhenius-t
law (2.2.2) in the limits of small and large temperature. In order to obtain a
fit between the rational-cubic function and Arrhenius-type law over the whole
temperature range, the remaining parameters are chosen by the least squares
method. Marchant and Liu (1998) showed that the least squares method gives
the rational-cubic parameters as

rn = 5.469, r12 = -43.34, r2l = 2.534, r22 = 8.255, r23 = 10.71. (2.2.5)
The average deviation between the Arrhenius law (2.2.2) and the rational-cubic
function (2.2.3) at each point in the sum was found to be 0.013. As the semi-

analytical solutions are presented in terms of the parameters r{j of the rationa

cubic function it is necessary to note that the rational-cubic function (2.2.3
equal to the quadratic function (2.2.1) if

rio = ri2 = 7"20 = 1, rn = 2, (2.2.6)

and all the other r^ = 0.
The other main model, the exponential temperature dependency, is not con-

sidered here. As it is unbounded at high temperatures, it is qualitatively simi
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lar to the quadratic temperature dependency (2.2.1). The development of semianalytical solutions for an exponential dependency would require it to be approximated by a polynomial function. Hill and Jennings (1993) showed to get a good
fit to the various exponential dependencies that a quintic function needs to be
used. A polynomial approximation to an exponential dependency can only be
valid over afinitetemperature range. However, as long as the polynomial approximation is valid for the temperature range over which thermal runaway occurs,
the semi-analytical solutions could be expected to be accurate.

2.2.2 The TMn mode
The governing equations (2.1.15) can be written in the form
R2(T)Tt = TXXR2(T) + TyyR2(T) + TzzR2(T)
+/3R1(T)(U1 •U1 + U2-U2 + +U3 • U3),
(Ujxx + Ujyy + Ujzz)R2(T) + kx2(R2(T) + iaRx(T))Uj = 0 , j = 1,2,3.
(2.2.7)
Generally, the Galerkin method requires that the exact solution be approximated
by a s u m of orthogonal basis functions. The parameters associated with the basis
functions are found by evaluating averaged versions of the governing equations,
weighted by the basis functions themselves. Here the simplest application of the
method is used, with both the electric-field amplitude and the temperature each
represented by one basis function only. The semi-analytical solutions have the
form

T(x,y,z,t) = C(t)Mx,V,z), Uj(x,y,z) = <j)j{x,y,z,a), j = 2,3,4, (2.2.8)
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where C and a are parameters to be determined. Note that the electric-field
amplitude is implicitly dependent on time via the decay rate a(C). The basis
functions (2.2.8) for the temperature and the electric-field amplitude will be chosen
to satisfy the boundary conditions (2.1.16) and (2.1.17) exactly, but will satisfy
averaged versions of the governing equations
< uiiCtunlkiCttn) + C<f>lyyR2(C(l)X) + CtuMCfa)

+/3i?1(c<M(|02i2 + M2 + M 2 ) - R2{c<j>x)Cujx<i>x > = o,
< UJj(R2(C(J)X)((pjXX + (pfjyy + 0jzz)
+k\(R2(C<j>x) + iaR^CfaMj)

> = 0, j = 2,3,4.

where the integrals are weighted by Uj. Note that < > represents the average of
the enclosed quantity over the block.
The basis functions for the components of the electric-field amplitude and the
temperature are chosen as
0i(ar, y, z) — cos(v%a;) cos(^A^y)) cos(y/X~zz),
0 2 = -isin(g)cos(^)(p,1A(a)cosh(az) +pl{B(a)smh(az)),
0 3 = -icos(g) sm(^)(p'2A(a) cosh(az) +p£B(a) sinh(a*)),
04 = cos(g) cos(^)(A 1 (a) cosh(as) + Bx(a) sinh(az)),

^

Ax(a) — -iA;r[asinh(a) - ikrer cosh(a)]-1,
Bx(a) = ikr[acosh(a) - ikrer sinh(a)]-1,
Pi = Pi "

(

^

5

i

P2 = P2 ~ ^ ^ i

sinh

(a)'

sinh(a),

P? = P l + ^

C0Sh(a)

^

p'2' = P2 + ^ A

x

'

cosh(a),

where A(a) and 5(a) are the expressions for Ax(a) and Bx(a) with er = 1 and ^
and p 2 are given in (2.1.14). The basis functions (2.2.10) are the exact solution
to the Helmholtz equations (2.1.15) and the boundary conditions (2.1.16) in the
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case of constant electrical conductivity. In the temperature-dependent case they

satisfy the boundary conditions (2.1.16) exactly and satisfy the averaged versio
of the governing equations (2.2.9). The basis function for the temperature is
chosen from the series solution for the unforced heat equation. Note that the
temperature profile in (2.2.10) is symmetric with a maximum C at the block's
centre. This semi-analytical solution will be valid when the thermal absorption
is fairly small, which generally means the lower (cooler) branch of the S-shaped
curve. However, it is shown in §2.3 that for many examples (2.2.10) is a good
approximation on the upper branch of the S-shaped curve also.
The boundary condition (2.1.17) gives transcendental equations for the heatloss parameters Ai, A2 and A3 as
Bix = % tan Ax - SXQU Biy = % tan A2 - SyQ2)
Biz = A3tanA3 - SZQ3, where ,nn,^
(2.2.11)
Ai = n\f\^, A2 = mJXy, X3 = v Az,
Qj = C3 cos3 Xj + 4C2 cos2 Xj + 6Ccos Xj +4, j = 1,2,3.
The heat-loss parameters Xx, A2 and A3 are a measure of the combined convective

and radiative heat-loss in the x, y and z directions respectively. The parameters

vary from zero, in the limit of no heat-loss, to f, in the large heat-loss limit.

convective heat-loss the heat-loss parameters are constant, however the heat-los
parameters are a function of the temperature C, when radiative heat-loss occurs.
Except in special cases, (2.2.11) must be solved numerically.

The decay rate a is found from the second of (2.2.9) using the weight UJ2 = (j)2l.
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This gives
a(C) = [fcp - A:12(l + iaJxJ2 ^ ,
J, = 8mnr,„ + ^gC
AiA2A3 2Ai

.(m

+

where

7T 2

7T 2

&p = - % + ^ ,
An*
Am1
sin(Xin) sin(X2m) sin(X3) +
n + sin(2A 1 «) )

s^=i)(i + **g«i) + gg-d ^(Am) + ^)

•(§ sin(A2m) + *5^2l)(§

sin(A3) +

amilM),

{ = 1? 2.

(2.2.12)
The equations for the other electric-field components in (2.2.9) give the same

expression for the decay rate a when the weights ujj = 0"1 is used. This choice

weight was used by Liu and Marchant (1999) as it gave a simple explicit express

for the decay rate. Their numerical calculations showed that there was very li

change in the decay rate a in the large heat-loss limit when the choice of weig

was varied (the choice of weight makes no difference at all to a in the small h

loss limit). Also, the fact that the weights 0"1 are singular at certain points

not effect the weighting procedure, as these singularities cancel with the zer
the trial functions.
Using the weight u>i = 0i in the first of (2.2.9) leads to
A2 A2
C

where A = ~| + ^ + A2,
n2
m2
2
2
2
9i =< 0ii?i(C01)(|02j + |03| + |04| ) >, 92 =< 0i2#2(<^i) > •
=-XC

+ (3gxg2\

(2.2.13)

This ordinary differential equation describes the evolution of the temperature
the steady-state. At the steady-state (C = 0), we get ft = CXg2gxl where the
parameter 0 is the ratio of the steady-state power absorbed by the material to

the heat lost at the boundaries due to convection and radiation. Since 7 has be

scaled by the square of the incident amplitude of a component of the electric-

Ufnc, the parameter j3 is proportional to the incident power. Hence the expres

gives the dimensionless power as a function of the temperature C. The expressio
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P = CXg2gx

1

is simply referred to as the temperature versus power (C versus /?)

curve.

The trial functions for the electric-field components are functions of the relative permittivity er, which is, in turn, a function of the temperature at the
boundaries, z = ±1. For simplicity the averaged temperature at the bound-

ary, cos(A3)sin(A1)sin(A2)(A1A2)-1, is used to evaluate the relative permittivity

in (2.2.13), hence it can be regarded as a constant in the integrals gx and g2.
order to calculate gx, the terms |02|, |03| and |04| are written in the form
|02|2 = sin2(g)cos2(^)(a2cosh(2^) + 62cos(2^)),
|03|2 = cos2(g)sin2(^)(a3cosh(27/2) +63cos(2^)),
|04|2 = cos2(g) cos2(f^)(a4 cosh(2uz) + bA cos(2vz)), where
(2.2.14)
2

2a 2 = p' AA + pfBB,

2

2b2 = p' AA -

pfBB,

2a3 = p'2AA + p'2aBB, 2b3 = p,2AA - p'2,2BB,
2a4=A1Ax + BxBx, 2b4 = AXAX - BXBX.
The new parameters a,j and bj are all real. The terms u and v are the real and

imaginary parts of the decay rate a. Also note that the expression (2.2.14) co

only the symmetric portion of |0j|2 as the nonsymmetric portion integrates to z
in (2.2.13). Substituting the basis functions (2.2.10) into (2.2.13) allows gx
g2 to be found. These expressions are presented in Appendix A. The ordinary
differential equation (2.2.13) can be solved using the Runge-Kutta method. At
the steady-state the power versus temperature curve can be found explicitly by
evaluating 0 = CXg2g11 for given values of C.
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2.2.3

The TEm mode

The basis functions for the electric-field components are chosen as
(f>i(x, y, z) = cos(v%a;) cos(^jXyy) cos(^/X~zz),
02(ar, z) = cos(^)(A(a) cosh(az) + B(a) sinh(a2)),
(2.2.15)
1

.4(a) = —ikr[a smh(a) — ikr cosh(a)]"" ,
B(a) — ifcr[acosh(a) — iAvsinh(a)]-1,
where the constants A(a) and B(a) are found from the boundary condition in
(2.1.13). The basis functions (2.2.15) are the exact solution to the Helmholtz
equations (2.1.12) and the boundary conditions (2.1.13) in the case of constant
electrical conductivity. In the temperature dependent case they satisfy the boundary conditions (2.1.13) exactly and as before satisfy averaged versions of the governing equations (2.1.12). If 02"1 is used as the weight function then the Helmholtz

equations (2.1.12) reduces to the expression (2.2.12) for the decay rate a, but wit
kp - JIL. The ordinary differential equation governing the temperature is again
(2.2.13) but with the integral
a1=<0iJRi(C01)(102|2)>. (2-2.16)
This expression reflects the fact that there is only one component of the electricfield for the transverse electric mode. In order to calculate gx, the terms |02| is
written in the form
|02|2

=

cos2(g)(a1 cosh(2uz) + bx cos{2vz)), where ^

a = u + vi, 2ax=AA + BB, 2bx = AA-BB.
The integral (2.2.16) for gx is given in the Appendix A.
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2.2.4

Various special cases

The form of the semi-analytical solution for certain special cases is now p

In the limit of small heat-loss at z = ±1 and no heat-loss at x = ±n, y = ±m
the heat-loss parameters are Ax = Xy = 0 and

Xz^Biz + Sz(C3 + AC2 + 6C + A) as Biz,Sz^0. (2.2.18)

In this limit the integrals for Ji, J2, gx, g2 become
JxJ^l = f(C),
gx = mnRx(C)[(a2 + a3 + a4)u~l sinh(2w)
+(b2 + b3 + b4)v~l) sin(2v)], (TMXX) (2-2.19)
gx = 2mnRx(C)(axu~l sinh(2w) + bxv~l sin(2u)), (TE10)
g2 = 8mnR2(C).

Note that g2 is the same for both waveguide modes. As the heat-loss is small

Az —> 0 and the temperature profile becomes uniform, T = cos(y/Xzz) —> C, an

the semi-analytical solution is exact because of the uniform temperature. I
limit of large heat-loss on all the boundaries

Ax = (

2^)2'

Ay

= (2m")2' A*

= ( )2

f '

aS Bi 5 >00

'"

' (2-2-20)
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while the integrals Jx, J2, gx and g2 become
Ji = mn(8ri0 + ^ + ri2C2 + &&*£), i = 1, 2,
~ _

rr?r?T.|

32 <-47r(a2+a3)cosh(2u) , 47r(62+63) cos(2u) >,
Jll-mi'lOgjai
16^+^2
H
J
7 r 2_ 1 6 v 2

+mnr10^(toSffJ^ + ^ft + rxxC
?f((a2

a3)C-^-2y>^

+

,_ fimnf. /sinh(2w) 2^sinh(2u)^ , ^ /sin(2v , vsin(2v)M

+ r n U — Lfl4(—2^
4u2+n2 ) + o4{-^- +
2^12^)\
i jo2 322mn/ , \ /37rcosh(2u) 37rcosh(2tt)N /, , . w3?rcos(2v)
+r

3TTCOS(2^)N

12U

450TT2

\a2 + a3J(, isua+Va' ~ 16^+9^2 j + (&2 + P3)(7r2_1^/

. ^>2 322mn r /37rcosh(2u) 3?r cosh(2u) ^
97r2+16v2>> "l" ' 1 2 ° 152TT2 L"4V 16 U 2 +7r 2
16«2 +97r 2 J

+M5=^ - ggg)] + r13C^[(a2 + 03) sinh(2n)(idfe + 8^) + (k + 63) sin(2t/)(& + ^ - 5^)]+ (2-2-21)
ri3C3^[a4sinh(2W)(|I-i^+
^^) + b4sm(2v)(lv + 1^-^^)], (TMxl)

^^o^(^^ + ^?)
, CUELln Is'nh(2n) 2j£sinh(2M}\ , » /'sin(2^) , 2vsin(2w)\]
1

r

-t-rno 2 [a^ 2u
4u2+7r2 ;-l-0U 2v -1- 7r2_4v2 JJ
y^»2 256mw [„ /37rcosh(2M) _ "i-n zosh.{2u) \ , ? / 3n cos(2«) _ 37rcos(2v) \i
" 1 "' 1 2° 457T2 l a H I6u2+7r2
16w2+97r2 >* "*" ° H ^2-161,2
9 V T 2 + 1 6 V 2 ^J

+r13C3Sg*[ai sinh(2U)(& - sfcr + jpfer)
+bx sin(2t;)(^ + ^ - 5F^)I> (T^o)
<72 = mn(r20 + %# + ^ + 3*fe£).

Also considered is a case where small heat-loss occurs at z = ±1, where the

in contact with air, but the slab is in contact with the metal waveguide at

and y = ±m and hence loses heat at a much greater rate there. So for this ca

+ Sz(C3 + 4C2 + 6C + A), as

Xz-+Biz
A

2

2

* = (£) , \ = (^) .

as

Bix,Sx,Biy,Sy^oc,
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Biz,Sz^O,

(2.2.22)

where the integrals Ju J2, gx and g2 become
Ji = mn(Sri0 +

32

n^ + 2rl2C2+1-^^), i = l,2,

32
gx = mnrXQ~((a2

+ a3)u'1 sinh(2w) + (b2 + b^v'1 sin(2v))

+mnrw^!(a4u-1 sinh(2u) + b4v~x sin(2v)) + rxxC°f
((a2 + a3)u-1 sinh(2u) + (b2 + b^v'1 sin(2u)) + mC^f (c^u-1 sinh(2«)
+b4v~l sin(2v)) + r12C2§2n((a2 + a-,)^1 sinh(2«)+
(62 + h^1 sin(2u)) + risC23^^-1 sinh(27i) + 64V"1 sin(2v))
+r13C3^ff ((a2 + aaK1 sinh(2w) + (62 + b3)v~l sin(2v))+
ri3C3^(a4w-1 sinh(2u) + 64V-1 sin(2u)), (TMXX)
9l

= mn(^rxo + \rlxC + Jgrr12C*2 + ±r13C*)

(axu~l sinh(2w) + bxv~l sin(2u)), (TEXQ)

g2 = mn(2r2Q + ±§^ + &$* + %$$£).
(2.2.23)

2.3 Results and discussion

In this section the steady-state semi-analytical solutions of §2.2 are comp

with numerical solutions of the governing equations in the limits of small a
large heat-loss. A block with square cross-section is considered so m = n =

2.3.1 S-shaped response curves
The TMn mode

The common parameters for the TMXX results are k = 3, kr = 2.016 and e = 1,

unless otherwise stated. Figure 2.2 shows the steady-state temperature vers

powercurve (C versus 0) for the Arrhenius-type temperature dependency (2.2.
33

in the large heat-loss limit. The upper curves are the solution for a = 5 x IO -3 ,
which represents small electrical conductivity, and the lower curves are the solution
for a = 8 x 10~ 2 , which represents larger electrical conductivity. Shown are the
semi-analytical solutions (solid lines) and the numerical solutions (dashed lines).
A S-shaped response occurs for the small conductivity curve. O n the lower (cool)
branch the comparison between the theory and the numerical solution is excellent
with the critical /3 at which the solution jumps to the upper (hot) branch, and
hence undergoes thermal runaway, accurately predicted by the theory. O n the
upper (hot) branch the comparison remains excellent with a difference of 6%, at
0 = 2.0. N o numerical results are available for the second branch, where 4§ < 0,
'

dp

'

as it is unstable. For the high conductivity curve the response is single-valued,
hence thermal runway does not occur. The comparison between the numerical and
semi-analytical solutions is still very good, with a difference between the curves
of 1 7 % at j3 = 4.
T h e Arrhenius-type electrical conductivity (2.2.2) is bounded for large temperatures. This limits the power that can be delivered to the block and the stable
upper branch, w h e n it occurs, is due to a process called conductivity stabilisation,
see Kriegsmann (1992a). This does not require the electric-field in the block to
be quenched. For example, on the upper branch in figure 2.2 the decay of the
electric-field amplitude is 2 2 % . O n the high conductivity curve the decay of the
electric-field amplitude is m u c h greater, some 6 1 % at (3 = A. This increased decay
causes the temperature in the block to decrease as less power is delivered. This
effect can be seen by comparing the steady-state temperatures achieved on the
upper and lower curves for a given power level.
*
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Figure 2.2: Temperature versus power curve (C v f3) for the Arrhenius-type law

(2.2.2) in the large heat-loss limit. Shown is the semi-analytical (solid line)
numerical (dashed line) solutions. The parameter a = 5x 10~3 (upper curves)
and a = 8 x IO-2 (lower curves).
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o

Figure 2.3: Temperature versus power curve (C v /?) for the Arrhenius-type law

(2.2.2) in the small heat-loss limit. The Biot-numbers are Biz = 0.1, Bix = Biy =

0. Shown is the semi-analytical (solid line) and numerical (dashed line) soluti
The parameter a = 5x IO-3 (upper curves) and a = 5x IO-2 (lower curves).
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Figure 2.4: Temperature versus power curve (C v j3) for the Arrhenius-type law
(2.2.2) in the large heat-loss limit. Shown is the semi-analytical (solid line)
numerical (dashed line) solutions. The parameter a = 5 x IO-3. The curves, from
left to right, correspond to e = 1, 1.13 and 1.21.
Figure 2.3 shows the steady-state temperature versus power curve (C versus /5)
for the Arrhenius-type law (2.2.2) in the small heat-loss limit. The Biot-number
Biz = 0.1, while no heat-loss occurs at the slab-wall interface, so Bix = Biy = 0.
The upper curves represent small conductivity, where a = 5x IO-3, while the
lower curves represent larger conductivity with a = 5 x IO-2. The results are
qualitatively similar to those of figure 2.2. The difference between the semianalytical and numerical solutions on the low conductivity curve at 0 = 0.06 is
6%, while on the high conductivity curve, it is 8% at p = 0.1.
Figure 2.4 shows steady-state temperature versus power curves (C versus 0)
for the Arrhenius-type law (2.2.2) in the large heat-loss limit. The parameter
4
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Figure 2.5: Temperature versus power curve (C v /3) for the quadratic temperature

dependency (2.2.1) in the large heat-loss limit. Shown is the semi-analytical (sol
line) and numerical (dashed line) solutions. The parameter a =1 x IO-2 (upper
curves) and a — 3 x IO-2 (lower curves).
a = 5 x IO-3. Shown are the curves (from left to right) for values of the relative
dielectric constant e = 1, 1.13 and 1.21. This figure shows the effect of varying

the electrical permittivity of the block. As the electrical permittivity increases
transmission of radiation into the block decreases; this effect can be most easily
seen from the third of (2.1.4). The amplitude of each component of the electric-

field in the material is reduced hence the response curve decreases and the critic
/3, at which thermal runaway occurs, increases. The comparison between the semianalytical theory and the numerical solutions is very good with some differences
occurring near the first bifurcation point.
Figure 2.5 shows the steady-state temperature versus power curve (C versus

38

13) for the quadratic temperature dependency (2.2.1) in the large heat-loss limit.
The upper curves represent small conductivity, where a = 1 x IO-2, while the
lower curves represent larger conductivity with a = 3x IO-2. Again, on the
small conductivity curve, a S-shaped response occurs. The comparison between
the semi-analytical theory and the numerical solutions is excellent on the lower
branch of the small conductivity curve. It is also reasonably good on the high

conductivity curve, with a difference of 27% at j3 = 5. However, there is a large
difference on the upper branch of the small conductivity curve with the semianalytical theory substantially underestimating the temperature. The quadratic
temperature dependency is unbounded for large temperatures. This means that
here the upper solution branch occurs via a different mechanism than for the

Arrhenius-type dependency. Here the increased electrical conductivity causes the

electric-field amplitude to be quenched so that it does not penetrate into the b

For example, the decay of the electric-field is some 80% on the upper branch of t

low conductivity curve. This in turn limits the power that can be delivered to th

block and results in a stable upper branch. Kriegsmann (1992a) called this proces

structural stabilisation. As the electric-field amplitude has been quenched on t
upper branch, the temperature peak does not occur near the centre of the block,

but occurs near the leading edge, z = -1. The temperature trial function (2.2.10)
is symmetric; the non-symmetry of the actual temperature profile results in the
semi-analytical theory underpredicting the upper branch temperatures here.
Figure 2.6 shows the steady-state temperature versus power curve (C versus

jS) for the quadratic temperature dependency (2.2.1) in the small heat-loss limit

The Biot-number Biz = 0.1, while no heat-loss occurs at the slab-wall interface, s
*
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Figure 2.6: Temperature versus power curve (C v j3) for the quadratic temperature
dependency (2.2.1) in the small heat-loss limit. The Biot-numbers are Biz = 0.1
Bix = Biy — 0. Shown is the semi-analytical (solid line) and numerical (dashed
line) solutions. The parameter a = 5 x IO - 3 (upper curves) and a = 1 x IO - 2
(lower curves).
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Figure 2.7: Temperature versus power curve (C v /3) for the Arrhenius-type temperature dependency in the large heat-loss limit. Shown is the semi-analytical
solutions (solid line) and numerical solutions (dashed line). The decay rate is
a = 5 x IO" 3 .
Bix = Biy = 0. The upper curves represent small conductivity, where a — 5xl0-3,
while the lower curves represent large conductivity with a = 1 x IO -2 .

The

comparison between the numerical and semi-analytical solutions are excellent in
the small Biot-number limit, with less than 4 % error. In this limit the temperature
profile stays fairlyflat,and hence the trial function for the temperature (2.2.10)
remains valid.

The TEX0 mode
The common parameters for the TEX0 results are k = kx = 2, kr = y/k2 - ^ =
1.335. Figure 2.7 shows the steady-state temperature versus power curve (C
*
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versus /3) for the Arrhenius-type temperature dependency in the large heat-loss
limit (Bi, S -> oo). The decay rate is a = 5 x IO-3. On the lower (cool) branch
the comparison between the theory and the numerical solution is excellent with

the critical /3 at which the solution jumps to the upper (hot) branch, and hence
undergoes thermal runaway, accurately predicted by the theory. On the upper

(hot) branch the comparison is very good with a variation of up to 7%, at f3 = 2

2.3.2 Temperature and electric-field amplitude profiles
The TMn mode

All the results presented in this section are for the Arrhenius-type law (2.2.2)
As m = n the amplitudes of the two transverse components (Ux and U2) are the
same. This means that the solution (both analytic and numerical) has a plane of
symmetry through y = x, so the slices through x = 0 and y = 0 are the same.
Hence only the slices through x = 0 and z = 0 are shown.
Figure 2.8 show the temperature contours of the slices of the block through
x = 0 and z = 0 in the large Biot-number limit. The power level /? = 1.1 and
a = 5 x IO-3. This power level corresponds to the lower (cool) solution branch

just before thermal runaway occurs. Figure 2.8(a) is the semi-analytical solutio

while figures 2.8(b, c) are the numerical solution of the slices through x = 0 a

2 = 0 respectively. As the decay of the electric-field amplitude is small (aroun

2%) heat is absorbed fairly evenly along the slab resulting in a temperature pea
centred near 2 = 0. Overall, the comparison between the semi-analytical and

numerical temperatures is excellent over the whole block, with a difference of u

to 1% at the centre of the block. The temperature profile is compressed slightly
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Figure 2.8: Temperature contours for the Arrhenius-type law (2.2.2) in the la
heat-loss limit. Shown is the semi-analytical solution (a) and the numerical

tion (b, c) through the slices x = 0 and z = 0. The parameters a = 5 x IO-3 an
0 = 1.1.
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in the y (and x) directions as there is less heat deposited near the waveguide walls
than near its centre.
Figure 2.9 show the contour graphs of the electric-field amplitude through
the slices x = 0 and 2 = 0. As there are three electric-field components, the

total electric-field amplitude is given by (\UX\2 + \U2\2 + |/73|2)2. The parameter
are the same as in figure 2.8. Figures 2.9 (a, b) are the semi-analytical solution
while figures 2.9 (c, d) are the numerical solution of the slices through x = 0
and 2 = 0 respectively. In the slice x = 0 the contours are fairly straight in
the z-direction reflecting the small decay of the electric-field amplitude. In the
slice 2 = 0 the contours show the electric-field amplitude has an axisymmetric
peak. The difference between the numerical and semi-analytical solutions is at
most 0.3%.
Figure 2.10 show contour plots of the temperature. The parameters are the
same as for figure 2.8 except now a = 0.2, hence there is a significantly higher

decay of the electric-field amplitude. Figure 2.10(a) is the semi-analytical solut
while figures 2.10 (b, c) are the numerical solutions of the slices through x = 0
and 2 = 0 respectively. In figure 2.10(a) the peak temperature is T = 0.139, at
the centre of the block, while for the numerical solution T = 0.136. The numerical
solution indicates that the temperature peak has moved from the centre of the
slab towards the leading edge (to z « -0.25), due to the significant decay of the
electric-field amplitude through the block. Figure 2.11 show the contour plots
of the electric-field amplitude. The parameters are the same as in figure 2.10.

Figure 2.11 (a, b) are the semi-analytical solution while figure 2.11 (c, d) are the
numerical solution through the slices x = 0 and z = 0 respectively. The slice x = 0
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Figure 2.9: Contours of the electric-field amplitude for the Arrhenius-type law

(2.2.2) in the large heat-loss limit. Shown is the semi-analytical solution (a, b

and the numerical solutions (c, d) for the slices x = 0 and 2 = 0 respectively. T
parameters a = 5 x IO-3 and ft = 1.1.
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Figure 2.10: Temperature contours for the Arrhenius-type law (2.2.2) in the lar

heat-loss limit. Shown is the semi-analytical solution (a) and the numerical so
tion (b, c) through the slices x = 0 and z = 0. The parameters are a = 0.2 and
0 = 1.1.
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shows significant decay of the electric-field amplitude in the z-direction, while the

slice 2 = 0 illustrates the axisymmetric peak in the electric-field amplitude. Th

comparison is excellent, with less than 0.5% difference between the semi-analytic
and numerical electric-field amplitudes over the whole block.
Figure 2.12 shows contour plots of the temperature. The Biot-number at
2 = ±1 is small, Biz = 0.1, while at x,y = ±1 the large Biot-number limit is
used. The parameter a = 5 x IO-3, while the power level 0 = 1 corresponds
to the lower (cool) branch just before the thermal runaway occurs. Figures 2.12

(a, b) are the semi-analytical solution while figure 2.12 (c, d) are the numerica

solution of the slices x = 0 and 2 = 0 respectively. The peak temperature from th

semi-analytical solution is 0.175, while the numerical prediction is 0.169, an 3

error. As expected, the contours are nearly straight in the z-direction as the he

loss at 2 = ±1 is small, while an axisymmetric peak is visible in the slice z = 0
Figure 2.13 shows contour plots of the electric-field amplitude. The parameters

are the same as in figure 2.12. Figures 2.13 (a, b) are the semi-analytical solut
while figures 13 (c, d) are the numerical solution through the slices x = 0 and

2 = 0 respectively. The contour graphs show a small decay of the electric-field i
the 2-direction and an axisymmetric peak in the z = 0 slice. The comparison is

excellent with less than 0.5% difference between the semi-analytical and numerica
electric-field amplitudes over the whole block.

The TEX0 mode
All the results presented in this section are for the Arrhenius-type law. Figure
2.14 shows contours of the block temperature through the slices x = 0, y = 0 and
2 = 0. The parameter a = 5 x IO"3 and the power level 0 = 1.4, which corresponds
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Figure 2.11: Contours of the electric-field amplitude for the Arrhenius-type law
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Figure 2.12: Temperature contours for the Arrhenius-type law (2.2.2) with small
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Figure 2.13: Contours of the electric-field amplitude for the Arrhenius-type dependency (2.2.2) with small heat-loss at z — ±1 (Biz = 0.1) and large heat-loss
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to the lower (cool) solution branch just before thermal runaway occurs. Figure

2.14(a) is the semi-analytical solution while figures 2.14 (b, c, d) are the num
solutions of the slices through y = 0, x = 0 and 2 = 0 respectively. Due to
the symmetry of the temperature basis function <f>x, only the slice of the semianalytical solution through x = 0 is presented, as the others are identical. The

temperature difference between the contour levels of figure 2.14(a) is 0.0439; th
temperature peak is axisymmetric with a maximum of T — 0.22. In figures
2.14 (b, c, d) the temperature difference between contours is now 0.0438 and the
highest contour has T = 0.219. The temperature peak of the numerical solution is

slightly compressed in the x-direction however. This is due to the x-variation of

electric-field amplitude in the waveguide; there is a lower electric-field amplit

near the waveguide boundaries, x = ±1, hence less heat is deposited there. As the

decay of the electric-field amplitude is small (around 2%) heat is absorbed fairl
evenly along the block resulting in a centred temperature peak. Overall, the
comparison between the semi-analytical and numerical temperatures is excellent
with a variation of less than 0.5%.
Figure 2.15 show the contours of the electric-field amplitude \U2\ corresponding
to the example considered in figure 2.14. Figures 2.15 (a, b, c) are the semianalytical solution while figures 2.15 (d, e, f) are the corresponding numerical

solutions for the slices through x = 0, y = 0 and z = 0 respectively. For any giv

value of z the electric-field amplitude is a maximum at x = 0, decreasing to zero

at the waveguide walls, x = ±1. The electric-field amplitude along the line x = 0
decreases from \U2\ = 1 at the leading edge of the block to \U2\ = 0.986 at the

trailing edge of the block. Hence the electric-field amplitude decays slightly in
*
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Figure 2.14: Temperature contours for the TEW

m o d e in the large heat-loss limit.

Shown is the semi-analytical solution (a) and the numerical solution (b, c, d)
through the slices y = 0, x = 0 and z - 0 respectively. The parameters are
a = 5 x 10~3 and 0 = 1.4.
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Figure 2.15: Contours of the electric-field amplitude \U2\ for the TEX0

m o d e in

the large heat-loss limit. Shown is the semi-analytical solution (a, b, c) and the
numerical solutions (d, e, f) for the slices x = 0, y = 0 and z = 0 respectively.
The parameters are a = 5 x IO-3 and 0 = 1.4.
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Figure 2.16: Temperature contours for the TEX0 m o d e in the large heat-loss limit.
Shown is the semi-analytical solution (a) and the numerical solution (b, c, d)
through the slices y = 0, x — 0 and 2 = 0. The parameters are a = 0.2 and

0 = 1.4.
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Figure 2.17: Contours of the electric-field amplitude \U2\ for the TEX0

m o d e in

the large heat-loss limit. Shown is the semi-analytical solution (a, b, c) and th

numerical solutions (d, e, f) for the slices x = 0, y = 0 and 2 = 0 respectively.
The parameters are a = 0.2 and 0 = 1.4.
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z-direction, due to the small electrical conductivity. The semi-analytical solution
shows no y-variation, while the numerical solution shows some slight y-variation.

This is due to temperature variations, which imply that the electrical conductivity

a varies in the y-direction. This implies that V • E = 0 is not exactly satisfied i
the block and that the heating generates other modes which are ignored by the
single mode assumption used here. The variation in the y-direction however is

insignificant when compared to the variation in the x-direction; this is illustrate
by the fact that the contours in the slice 2 = 0 are straight lines. The semianalytical and numerical electric-field amplitudes are the same to three decimal
places, hence the approximate analytical solution is extremely accurate. This is
because the temperature is fairly uniform in the slab, as C « 0.23 is small.
Figure 2.16 shows contour plots of the temperature. Figure 2.16(a) is the semi-

analytical solution while figures 2.16 (b, c, d) are the numerical solutions of the
slices through y = 0, x = 0 and 2 = 0 respectively. The parameters are the same as
for figure 2.14 except now a = 0.2. Hence this example examines the effect of much
larger decay of the electric-field amplitude. The peak numerical temperature is

0.105, very close to the theoretical prediction of 0.107, some 2% difference. In th
case the numerical solution indicates that the temperature peak has moved from
the centre of the block towards the leading edge (to z « -0.25). As the electricfield amplitude now decays significantly throughout the block more of the heat is
deposited near the leading edge. The temperature peak still slightly compressed in

x-direction due to the lower electric-field amplitude near the waveguide boundaries

at x = ±1. Figure 2.17 show the contour plots of the electric-field amplitude \U2\.
The parameters are the same as in figure 2.16. Figures 2.17 (a, b, c) are the
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semi-analytical solutions whilefigures2.17 (d, e, f) are the numerical solutions of

slices through y = 0, x = 0 and z = 0 respectively. The decay of the electric-fiel

amplitude is now significant, from \U2\ = 0.933 at the leading edge to \U2\ = 0.62
at the trailing edge. The comparison of electric-field amplitudes are excellent,
with less than 0.5% difference between the amplitudes of the semi-analytical and

numerical solutions over the whole block. The semi-analytical solution is strictly
valid only for small a, however as the temperature peak is small an excellent
comparison is obtained here for a large decay rate also.
Now examined is the case where large heat-loss occurs at the waveguide walls
while small heat-loss occurs at z = ±1. Figure 2.18 shows contour plots of the
temperature with a power level 0 = 1.0. The Biot-number at z = ±1 is small
(Biz = 0.1) while at x, y = ±1 the large Biot-number limit is used. The other
parameters are the same as in figure 2.14. This power level corresponds to the
lower (cool) branch just before the thermal runaway occurs. Figures 2.18 (a, b)

are the semi-analytical solutions through the slices x = 0 and 2 = 0 while figures
2.18 (c, d, e) are the numerical solution through the slices a; = 0, y = 0, 2 = 0
respectively. The slice through 2 = 0 shows an axisymmetric temperature profile,

while there is little temperature variation in the z-direction as the heat-loss is
small at 2 = ±1. The peak temperature occurs along the line x = y = 0; the

semi-analytical solution predicts a peak of 0.171 and the numerical peak is 0.165,

an difference of 4%. Figure 2.19 shows contour plots of the electric-field amplit

\U2\ with the same parameters as figure 2.18. Figures 2.19 (a, b, c) are the semi-

analytical solutions while figures 2.19 (d, e, f) are the numerical solutions. The
comparison is excellent with less than 0.5% difference between the amplitudes of
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Figure 2.18: Temperature contours for the TEX0 mode with small heat-loss at

2 = ±1 (Biz = 0.1) and large heat-loss at x, y = ±1. Shown is the semi-analyti

solution (a, b) through the slices x — 0 and 2 = 0 and the numerical solution

d, e) through the slices y = 0, x = 0 and 2 = 0. The parameters are a = 5 x I
and 0 = 1.0.
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Figure 2.19: Contours of the electric-field amplitude \U2\ for the TEW

m o d e with

small heat-loss at z = ±1 (Biz = 0.1) and large heat-loss at x,y = ±1. Shown is

the semi-analytical solution (a, b, c) and the numerical solutions (d, e, f) for
slices x = 0, y = 0 and 2 = 0 respectively. The parameters are a = 5 x 10~3 and

0 = 1.0.
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the semi-analytical and numerical solutions over the whole slab. Again in the

numerical solutions, there is some small y-variation in the electric-field amplitud
illustrating that the solution does not correspond exactly to a pure TEW mode.
Again it should be noted that the y-variation is very small in comparison to the
x-variation (see figure 2.19(f)).

2.4 Multi-mode numerical solutions
For all the results presented in this chapter so far, a single mode assumption was
made in order to simplify the governing equations and develop semi-analytical
solutions for the heating of the three-dimensional block in the waveguide. In
this section, the validity of the single mode assumption is examined by solving
numerically the more general form of governing equations (2.1.7), which allow
other modes to be generated in the material. This is necessary as the form of the
reflected and transmitted waves on the materials surface, 2 = ±1, is no longer
known. The heating scenario used here is similar to the one used in previous

sections (see figure 2.1) except the solution domain consists of the material block
plus a block of air both in front of and behind the sample (see figure 2.20). The
multi-mode numerical solutions obtained here will be compared with the singlemode semi-analytical and numerical solutions obtained earlier, for the case of an
incident TEX0 waveguide mode.
Firstly it will be explained why the heating of a three-dimensional slab can not
be purely due to a single mode. The single mode assumption (2.1.11) implies that
there is only one electric-field component U2 = U2(x, 2). Taking the divergence of
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incident mode

Figure 2.20: The waveguide and the block.
the fourth of (2.1.1), and assuming time-harmonic waves, gives

V • [(-ieu + a)U] = 0. (2.4.1)

Substituting U = U2(x, z)j into (2.4.1) gives
|>/y2) = 0. (2.4.2)
oy
Now, as a is temperature dependent, any temperature variation in the y-direction.

such as occurs for a large heat-loss boundary condition, causes (2.4.2) to be inv
Hence some multi-mode effects must be generated by the heating.
The governing equations (2.1.7) are solved for the three electric-field components. The boundary conditions for the single-mode solutions (2.1.13) state that
the incident and reflected waves at z = ±1 are that of a pure TEW wave. However
now we cannot assume the form of the reflected wave so air blocks of length d
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are added to each side of the material and the boundary conditions are applied
at 2 = ±(1 + d). The new boundary conditions are
UXx = 0, U2 = U3 = 0, at x = ±1,
Ux = U3 = 0, U2y = 0, at y = ±1
(2.4.3)
U2z + ikrU2 = 2ikrcos(f), Ux = U3 = 0, at 2 = -1 - d
U2z - ikTU2 = 0, Ux = U3 = 0, at 2 = 1 + d,
This form of boundary conditions assumes that the reflected and transmitted
waves at 2 = ±(1 + d) are pure TEW waves. The TEX0 mode propagates in an
empty waveguide if k > ^, while the TMXX waveguide mode propagates if k >
I

2

2

V ^ 2 + 4^2- Hence, for the examples considered here (m = n = 1), only the T E10

mode propagates in the empty waveguide if § < k < 4^. In this case the boundary

conditions (2.4.3) are appropriate as any other modes generated in the materia
will have decayed before reaching the boundaries at 2 = ±(1 + d). However,

the boundary conditions (2.4.3) will be used for k > -3= also with the solution
examined to determine the magnitude of any other mode in the waveguide. The
governing equations for the temperature is (2.1.3) and the boundary conditions
for the temperature are (2.1.17).

The numerical scheme of §2.5 is used here to solve the full governing equations
(2.1.7), (2.4.3), (2.1.3) and (2.1.17). The grid spacing are chosen as Ax = Ay =
Az = 0.167 in the following examples.

S-shaped response curves
Figure 2.21 shows the steady-state temperature versus power curve (C versus 0)

in the large heat-loss limit. The decay rate is a = 5 x IO-3 and kx = 2. This va
of fci satisfies § < k < -^ so only the TEX0 mode can propagate in the empty
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waveguide. Shown are the single m o d e semi-analytical (solid line) and numerical
(dashed line) solutions, plus the multi-mode numerical solutions (small dashes).
On the lower (cool) branch the comparison between three curves is excellent with
the critical 0 at which the solution jumps to the upper (hot) branch, and hence
undergoes thermal runaway, accurately predicted by the theory with the single
mode assumption. On the upper (hot) branch the multi-mode solution is within
10% of the single-mode numerical solution. Moreover, the multi-mode numerical

solution shows that the maximum electric-field amplitude of the Ux and U3 electri
field components is 0.01.
Figure 2.22 shows the steady-state temperature versus power curve (C versus
0) in the large heat-loss limit. The decay rate is a = 5 x IO"3 and kx = 3. For
this case kx > ^ and any TMXX mode generated by the heating can propagate in
the empty waveguide. Shown are the single mode semi-analytical (solid line) and
numerical solution (dashed line), and the multi-mode numerical solutions (small

dashes). Again the comparison between three curves is excellent on both the lower
and upper branches of the solution. There is a variation of up to 8% at 0 = 2.5
between the two numerical solutions. The maximum amplitude of Ux and U3
components is 0.01, which is again very small compared to the main component
U2. Hence the single-mode assumption is shown to be appropriate and justified
for the example of the TEX0 mode.

2.5 The numerical scheme
The scheme for the single-mode numerical solutions obtained in §2.3 and §2.4 is
discussed below. The multi-mode solutions were obtained by suitable modifica-
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Figure 2.21: Temperature versus power curve (C v 0) for the Arrhenius-type

law (2.2.2) in the large heat-loss limit. Shown is the single-mode semi-analytic
(solid line) and numerical (dashed line) solutions and the multi-mode numerical
solutions (small dashes). The parameter a = 5x IO-3 and k = kx = 2.
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tions to the scheme. For the three-dimensional block, the steady-state solution
is
T

=[Uj,kl

Ul = [Uli^k], / = 1,2,3,

kj,k = T(-n + (i- l)Aar, - m + (j - l)Ay, -l + (k- l)Az)
Uu^k = Ux(-n + (i- l)Ax, - m + (j - l)Ay, - 1 + (k - l)Az)

(2.5.1)

where f = 1,2,3, i = l,...,/i j = l,...,s fc = l,...J

* = ! + £ , 5 = l + g , Z = l + £ , Aa: = A7/ = A 2
The steady-state version of the governing equations (2.1.15) are discretised using
central differences to become
U+l,j,k + U,j+l,k + U,3,k+1 + ^-lj,* + U,j-l,k + ti,j,k-l ~ 6U,j,k+

^2f(u,3,k)[\Uu,3,k\2

+ \u2i,hk\2 + \u3hJ,k\2} = o,

Uu+ij,k + Uujtk+i + Un-ijtk + Uujtk-i - AUujtk+

(2.5.2)

A:r2fc2(l + a/fej,*)^,*) = 0 , / = 1, 2,3
where

i = 1,... ,h,

j = 1,.,. ,s,

k = I,... ,1.

D u e to their length and complexity, the discretised versions of the boundary conditions for the electric-field components and the temperature are not presented.
The matrix form for the discretised equations is
AT' = c,

BV

= d,

(2.5.3)

where the vector T' represents the temperature T and the vector U' represents
the components of electric-field amplitude. T h e discretised equations (2.5.3) are
solved via the iteration scheme
A(P)T'(P+I)

= C(P)}

£(P)TJ'(P+I) = d(p)?

p = 1, 2,...,

(2.5.4)

where the initial matrices and vectors, ,4(0), £(0), c(0) and d(0), are evaluated at the
ambient temperature of zero. T h e form of the iteration scheme (2.5.4) is chosen
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so the matrices A and B have constant coefficients. All the nonlinear terms in
(2.5.2) are placed on the right hand sides c and d of the equations (2.5.3). The
iteration scheme (2.5.4) then calculates these nonlinear terms from known values
at the previous iteration step. Only the non-zero bands in A and B are stored,
reducing the storage requirement dramatically. A general reduction is performed

to reduce A and B to upper triangular form whilst the coefficients of the matrices
obtained in the reduction are stored for later use. As A and B have constant

coefficients this reduction to upper triangular form is only performed once. Hence
in each iteration c and d are updated with two matrix multiplications occurring.
The iteration scheme (2.5.4) is assumed to have converged when the difference in

the temperature at the centre of the slab over two iterations is less than a small
tolerance e,
rs. IB. I

—

*s m. 11 ^ e- (2.5.5J
2 ' 2 '2

2 ' 2 '2

The scheme (2.5.4) normally takes between 10 and 30 iterations to converge using
(2.5.5) with e = 1 x 1Q-5.
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Chapter 3

On the occurrence of limit-cycle
during feedback control of
microwave heating
The material presented in this chapter is contained in Liu and Marchant (2001b).
Here, the microwave heating of one and two-dimensional slabs, subject to a linear
feedback control process, is examined via a semi-analytical model. T h e model allows the temporal evolution of the temperature and the electric-field amplitude to
be examined. Moreover, it is used to predict the occurrence of Hopf bifurcations,
and the subsequent limit-cycles, analytically. In §3.1 the governing equations
are detailed. These are the forced heat equation and a steady-state version of
Maxwell's equations. T h e temperature dependencies of the electrical conductivity and thermal absorptivity are governed by an Arrhenius-type law. The third
equation comprises the control relation which describes h o w the microwave power
varies with time. In §3.2 the local stability analysis of the semi-analytical model
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is presented. Hopf bifurcation lines are drawn for several examples and compared
with the occurrence of limit-cycles found numerically. Several different heating

scenarios are considered, including cases for which limit-cycles occur, and an e
cellent comparison is obtained between the semi-analytical model and numerical
solutions of the governing equations. In §3.3 the numerical scheme used for the
governing equations is detailed. The explicit three-level Dufort-Frankel scheme
with second-order accuracy is used for the temperature. The Helmholtz equation,

which describes the electric-field amplitude, is solved via an efficient iterati

method. Appendix A lists some integrals needed for the semi-analytical solutions.

3.1 Governing equations
3.1.1 The two-dimensional slab

The microwave heating of a two-dimensional slab in an infinitely long rectangular
waveguide is considered as is the heating of a one-dimensional slab by a planewave. For the two-dimensional slab the fundamental transverse-electric waveguide
mode, TEXQ, is considered as it is the usual choice for single-mode commercial
waveguides. The governing equations are the same as in §2.1.1, for the threedimensional slab, except there is no y-dependence. They are
Uxx + Uzz + kx2(l + ia)U = 0,
Tt = Txx + Tzz + j\U\2,
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Uz + ikrU = 2ikrcos(^),

z = -1,

Uz — ikrU = 0, 2 = 1,
U = 0, x = ±n, (3.1.2)
Tz ± Si2T ± SZ((T + l)4 - 1) = 0, 2 = ±1,
Tx ± BixT ± ^((T + l)4 - 1) = 0, x = ±n.
The ambient temperature is scaled to zero so the initial condition is

T = 0 at t = 0. (3.1.3)

Note that the electrical conductivity in (3.1.1) and (3.1.6) has been scaled. In

particular the scaled electrical conductivity in (3.1.1) is equal to ^. The elec
permittivity is often written as the complex expression e = e + ie , where e is the

dielectric constant and e" is the dielectric loss. The scaled electrical conduct
is then given by
//
e

o= -, (3.1.4)
e
and is referred to as the loss tangent.
Also we have a = af(T) and 7 = 0/(T). The electrical conductivity and the
thermal absorptivity are chosen with the same form of temperature dependency
as physically it is expected from conservation of energy that the energy lost by
the microwaves is absorbed as heat.

3.1.2 The one-dimensional slab
For the one-dimensional slab there is plane wave propagation with the electric
and magnetic fields are given by
E = U(z)e-^i, H = V(z)e-iuti, (3.1.5)
*

1A

where the electric and magnetic fields are written as steady-state amplitudes modulated by the frequency. The governing equations and boundary conditions are
Tt=Tzz+1\U\2,
Uzz + kj(l + ia)U = 0,
(3.1.6)
Uz + ikU = 2ik, 2 = - 1 ,

Uz - ikU = 0,

2 = 1,

Tz ± B{T ± S((T + l)4 - 1) = 0, 2 = ±1.

The semi-analytical solutions are special cases of those obtained for the thre
dimensional slab heated by the TEX0 waveguide mode (see Chapter 2). To obtain
the two-dimensional expressions consider X2 —»• 0 in the three-dimensional expressions of Appendix A and then let m —> 1 in gx and m = \ in all the other
expressions. For the one-dimensional slab the decay rate is

a = ikx(l + ialJz1)*. (3.1.7)

where Ai —> 0 also with n = 1 in gx and n = | in all the other expressions.

3.2 Control of the heating process

The semi-analytical model forms two coupled ordinary differential equations (
for the temperature C with the power is assumed to obey the control relation

0' = -7o(0-0s)-7i(C-Cs), 0(0) = 0O. (3-2-1)
where 70 and 71 are the feedback parameters (of positive sign) and 0O is the

initial value of the power. The point (/3S,CS) lies on the steady-state S-sh

temperature versus power curve, where Cs is the objective temperature and 0S is

its corresponding power level. The solution to the control problem is geometri
*
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given by the intersection of the control line and the S-shaped curve. There is either
one or three steady-state solutions depending on the slope of control line. The
control line slope, mi = —70/71, is chosen so that only one steady-state solution
occurs.
A local stability analysis of the semi-analytical model is applied, and examples given for the one and two-dimensional slabs in both the small and large
Biot-number limits. This allows the Hopf bifurcations, and hence the subsequent
development of limit-cycles, to be predicted. The choice of feedback parameters
70 and 71 is found to be important with the stability analysis indicating the region of parameter space in which limit-cycles occur. The feedback parameters can

then be chosen to avoid the limit-cycles and hence achieve the desired steady-state
processing temperature.
Also, the evolution of the temperature and electric-field amplitude in the microwave heated slab is examined under a number of different heating scenarios,
including cases when limit-cycles occur. Comparisons are made between the semianalytical model and numerical solutions of the governing equations.

3.2.1 Local stability analysis
The local stability of the control process can be examined by perturbing (2.2.13)
and (3.2.1) about the steady-state solution,

C = Cs + (7, 0 = 0s + 0, (3-2-2)
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where \C\ « Cs and |0| <c 0S. Substituting (3.2.2) into (2.2.13) and (3.2.1) gives
the linear system
v' = Jv, v = (Cj)T,

J =

dC

g2

,

/1(C,0) = - A C + 0|,

(3.2.3)

y -7i -To y
r

^=l&-To, DetJ =-70|& + 7i^

for the perturbation vector v. The Jacobian matrix is J and TrJ and D

the trace and determinant of this matrix. The growth of small perturb
described by the eigenvalues Xe of the Jacobian,
_TrJ±^TTJ2-ADetJ

(324)

e

2

.

{ • • )

The steady-state solution is stable if both eigenvalues are negative

bifurcations occur when the eigenvalues are purely imaginary. For the

dimensional system (2.2.13) and (3.2.1) Hopf bifurcations occur when
conditions are satisfied,
dTrJ
TrJ = 0, DetJ > 0, — —
dp

^ 0, p2 ^ 0.

(3.2.5)

Here 0 is the bifurcation parameter and p2 is the leading order ampli

limit-cycle, which can be found using a standard algorithm. Limit cyc

the Hopf point can be either stable or unstable, depending on the sig

for example, Golubitsky and Schaeffer (1985) for further details. The

TrJ = 0 represents an explicit equation for the feedback parameter 7
of the steady-state temperature Cs. As it involves |g- and |g it has

complicated form as the integrals gx and g2 depend on C both explicit

implicitly, through the variables u, v, ax and 61. Hence TrJ is calcu
symbolic manipulation package and then evaluated numerically.
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T h e first case in which the control process is useful is when the desired steady-

state temperature (0S, Cs) lies on the upper solution branch but in the parameter
region where multiple solutions exist. Heating from the ambient temperature

without control results in the system evolving to the lower, undesired, steady-s

solution. Now on the steady-state curve fx = 0, so as C increases (decreases) for

fixed 0 the quantity fx becomes negative (positive) in order to return to the sta
steady-state. Hence f^ < 0 and TrJ < 0. So Ae is either a negative real number
or a complex number with a negative real part. So with any choice of feedback
parameters 70 and 71 the control process converges to the steady-state solution

and there is no Hopf bifurcation. If 70 is chosen large enough then the eigenval

are real and negative and a well-controlled feedback process results. However, f
small 70 an overshoot in temperature may be experienced as the eigenvalues are
complex and the steady-state is approached in a oscillatory manner.
The second case in which the control process is useful is when the desired

steady-state temperature lies on the middle solution branch, which is unstable i
the absence of the control process (3.2.1). For appropriate feedback parameter

choices the middle branch is stabilised, making steady-state processing at these
temperatures achievable. As this branch is unstable, §§- > 0, so Tr J can be of

either sign. It is found that the condition DetJ > 0 is readily satisfied for re

choices of the feedback parameters. If 70 is chosen larger than §§-, then TTJ < 0
and Ae is either a negative real number or a complex number with a negative real

part. In this case the control process converges to the steady-state solution. I
is zero then a Hopf bifurcation occurs as Ae is purely complex and a limit-cycle

with zero amplitude is born. If 70 is chosen smaller than §£, a limit-cycle with
*
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o

Figure 3.1: T h e Hopf bifurcation line for the small Biot-number limit of the one-

dimensional slab in (70, Cs) parameter space. Shown is the local stability analys

(solid line), and numerical solutions of the semi-analytical model (large dashes)
and governing equations (small dashes).
finite amplitude results.

3.2.2

The one-dimensional slab

The ordinary differential equations are solved by the 4th-order Runge-Kutta nu-

merical method. The governing equations are (3.1.6) and (3.2.1), which are solved
using the numerical scheme of §2.5. In all the examples, including the ones for
the two-dimensional slab, the common parameters are k = kx = 1, a — 5 x IO- ,
Ax = 0.05, At = 0.001 and 0O = 0. Except for figure 3.1, the large Biot-number
limit is used for all the examples in this chapter.
Figures 3.1 and 3.2 show the Hopf bifurcation line in (70, Cs) parameter space.
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o" 0.6 -

Figure 3.2: T h e Hopf bifurcation line for the large Biot-number limit of the one-

dimensional slab in (70, Cs) parameter space. Shown is the local stability analysi
(solid line), and numerical solutions of the semi-analytical model (large dashes)
and governing equations (small dashes).
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They show the small and large Biot-number limits respectively. T h e display of the
Hopf line in (70, Cs) parameter space is motivated by the fact that the processing
temperature Cs is an input parameter for a given heating application. Oscillatory

solutions are possible to the left of these curves. The solid line is (3.2.5), fro

the local stability analysis, and the other two curves are obtained from numerical
solutions of the semi-analytical model (large dashes) and the governing equations

(small dashes) and represent parameter values at which oscillatory solutions first
occur. There is an excellent comparison between all three curves, hence the birth
of limit-cycles is well predicted by the semi-analytical theory. The curves show
that there is a maximum value of 70 for which oscillatory solutions are possible.

the special case of zero electrical conductivity (a = 0) and the small Biot-number
limit (Ai —» 0) (3.2.5) has the simple form
7o _ Csf {Cs)

1

/o

0

a\

A! " 1(cJ-' '

(

}

where / is the Arrhenius-type temperature dependency. Oscillatory behaviour
occurs to the left of this curve. The steady-state temperature Cs on the curve

(3.2.6) increases for increasing 70 before folding back, so again there is a maxim
value of the feedback parameter 70 for which limit-cycles can occur. Hence there

are qualitative similarities between figures 3.1 and 3.2 and this special case, fo
which the electrical conductivity is zero. Figure 3.3 shows the DZE degeneracy
curve in the 70 - 71 plane. The double zero eigenvalue (DZE) condition is when
TrJ = DetJ = 0 and represents the case when both eigenvalues are zero and the
bifurcation is degenerate. The parameter 71 only appears in the expression for
DetJ so is can be found explicitly as 71 = g2gxl(DetJ + -y2). If DetJ increases
from zero while keeping TrJ = 0 then the feedback parameter 71 increases also.
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Figure 3.3: T h e D Z E degeneracy curve for the large Biot-number limit of the
one-dimensional slab in (70, 71) parameter space.
This implies that Hopf bifurcations are not possible for parameter values below
the lower portion of the degeneracy curve, or for 70 > 1.19.
On the Hopf line (3.2.5) the period of the limit-cycle is given by
p = 27r(72 - ™L)~\. (3.2.7)
^102

Figure 3.4 shows the steady-state temperature Cs versus the period P for the
one-dimensional slab. Shown is the period (3.2.7) for control line slopes mx =
-1, -1, -§ and -2 (from left to right). The period reaches a minimum value for
steady-state temperatures corresponding to the middle of the second branch of
the S-shaped curve. As the slope of the control line decreases the period of the
oscillations increase. An interesting feature is the S-shaped fold which occurs
the period for smaller values of the control line slope mx. Hence the same limit*
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0.4 -

Figure 3.4: T h e steady-state temperature Cs versus the period P of the limit-cycle
for the one-dimensional slab in the large Biot-number limit. Shown is the period
for control line slopes of mx = -\, -1, -§, -2 (from left to right).
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Figure 3.5: The steady-state temperature Cs versus the power 0 for the onedimensional slab in the large Biot-number limit. The semi-analytical model (solid
line) and numerical solutions (dashed line) are both shown.

cycle period can occur for four different values of the steady-state temperature.
This is related to the fact that the steady-state temperature versus power curve
0 = CXg2gxl, is S-shaped; the g2gxl factor appears in (3.2.7) also.
Figure 3.5 shows the steady-state temperature Cs versus the power 0. The
comparison between the semi-analytical and numerical S-shaped curves is excellent with a 9% difference occurring on the upper branch at 0 = 0.47. At the
critical power level thermal runaway occurs with the solution jumping from the
lower cool branch to the upper hot branch. The second solution branch is found
using the control feedback (3.2.1) as it is unstable without feedback.
The objective (Cs, 0S)=(1.7, 0.359408) is used in the following two figures.
This point lies on the upper branch of the S-shaped curve in the region where
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Figure 3.6: T h e temperature C versus the power 0 for the one-dimensional slab in

the large Biot-number limit. The semi-analytical model (solid line) and numeric

solutions of the governing equations (dashed line) are both shown. The objectiv
is (Cs, 0S)=(1.7, 0.359408) and the feedback parameters are 70 = 5 and 71 = 2.

85

multiple solutions exist. Also, the control line slope is mx = -2.5. Figure 3.6
shows the temperature C versus the power 0. The semi-analytical model (solid
line) and numerical solutions of the governing equations (dashed line) are both
shown. Small feedback parameters are chosen with 70 = 5 and 71 = 2. The local

stability analysis gives the eigenvalues as Ae = -2.995 ± 4.385i, hence an oscillatory evolution to the steady-state is expected. The solutions confirm this as the

figure shows that the control process experiences a large overshoot in temperature
which might overheat and damage the material. There is an excellent comparison between the semi-analytical model and numerical solutions with only a small
variation near the objective temperature. The steady-state objective (Cs, f3s) is
chosen from the semi-analytical S-shaped curve. This control line intersects the
numerical S-shaped curve at a slightly different point, which explains the slight
difference in the location of the semi-analytical and numerical steady-states. In
Figure 3.7 the larger feedback parameters, 70 = 15, 71 = 6, are used. The
eigenvalues from the local stability analysis are Ae = —7.995 ± 4.08i Again the
comparison between the semi-analytical model and numerical solutions is excellent for the complete evolution of the temperature. The choice of larger feedback

coefficients has resulted in the real part of the eigenvalue increasing in magnitu

so a well-controlled process results with no temperature overshoot as it evolves t
the steady-state.
The steady-state objective (Cs, 0S)=(O.5, 0.358362), which lies on the middle

branch of the S-shaped curve, is used in the following three figures. In each figur
the control line has slope mj = -1, which intersects the S-shaped curve once only.
Figure 3.8 shows the temperature C versus the power 0. The feedback param*
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Figure 3.7: T h e temperature C versus the power 0 for the one-dimensional slab in

the large Biot-number limit. The semi-analytical model (solid line) and numeric

solutions of the governing equations (dashed line) are both shown. The objectiv

is (Cs, 0S)=(1.7, 0.359408) and the feedback parameters are 7G = 15 and 7i = 6.
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Figure 3.8: T h e temperature C versus the power 0 for the one-dimensional slab in
the large Biot-number limit. The semi-analytical model (solid line) and numerical
solutions of the governing equations (dashed line) are both shown. The objective
is (Cs, 0S)=(O.5, 0.358362) and the feedback parameters are 70 = 2 and 71 = 2.
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Figure 3.9: T h e temperature C versus the power 0 for the one-dimensional slab in

the large Biot-number limit. The semi-analytical model (solid line) and numeric

solutions of the governing equations (dashed line) are both shown. The objectiv

is (Cs, /3S)=(0.5, 0.358362) and the feedback parameters are 70 = 10 and 71 = 10
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Figure 3.10: T h e temperature C versus the power 0 for the one-dimensional slab in

the large Biot-number limit. The semi-analytical model (solid line) and numerica
solutions of the governing equations (dashed line) are both shown. The objective
is (Cs, 05) = (O.5, 0.358362) and the feedback parameters are 70 = 0.8 and 71 =

90

Figure 3.11: The temperature C versus time. The parameters are the same as in

figure 10. The semi-analytical model (solid line) and numerical solutions of t
governing equations (dashed line) are both shown.
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eters are chosen as 70 = 71 = 2 and the eigenvalues are Xe = -0.418 ± 2.095i.
As the eigenvalues are complex with a negative real part there is an oscillatory
convergence to the final steady-state. The comparison of the temperature evolution between the semi-analytical model and numerical solutions is excellent.
Figure 3.9 uses the feedback parameters 70 = 7! = 10; the eigenvalues are
Ae = -4.418 ± 1.322. As the feedback parameters are larger, the magnitude
of the real part of the eigenvalue is larger and the solutions evolve in time from
their initial value to the final steady-state with no oscillation. Again, an excellent agreement between the two solution curves is obtained. Figure 3.10 uses the
feedback parameters 70 = 71 = 0.8, with the eigenvalues Ae = 0.182 ± 1.34i. As
the real part of the eigenvalue is positive the Hopf line has been crossed and a

limit-cycle will occur. The figure confirms the presence of a limit-cycle centred o
the objective steady-state temperature. It has been numerically verified that the
solution is indeed periodic, with the variation in temperature between cycles less
than 1.0 x IO-5 for both the semi-analytical and numerical solutions. Figure 3.11
shows the temperature C versus time, for the same feedback parameters as figure
3.10. The amplitude and period from the semi-analytical model are 0.5822 and
4.6 while the numerical solution gives values of 0.488 and 4.53. Hence there is an
excellent comparison between the semi-analytical and numerical predictions for
the amplitude and the period. The period (3.2.7) at the Hopf line is 3.90 which
is also a good estimate of the actual period.
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O* 0.6

Figure 3.12: T h e Hopf bifurcation line for the large Biot-number limit of the
two-dimensional slab in (70, C8) parameter space. Numerical solutions of the
semi-analytical model (solid line) and governing equations (dashed line) are both
shown.

3.2.3 The two-dimensional slab

The two-dimensional slab represents a more physically realistic microwave heating

scenario than does the one-dimensional slab. Moreover, it represents a sterner te
of the semi-analytical model. The semi-analytical model for the two-dimensional
slab comprises the ordinary differential equations (2.2.13) and (3.2.1). The governing equations are (3.1.1) and (3.2.1), which are solved using an extension to
the numerical scheme of §2.5.
Figure 3.12 shows the Hopf bifurcation line for the two-dimensional slab in
(70, Ca) parameter space, for the large Biot-number limit. The small-Biot number
curve is not shown as the heating becomes one-dimensional in this limit. Shown is
93

Figure 3.13: T h e steady-state temperature Cs versus the power 0 for the two-

dimensional slab in the large Biot-number limit. The semi-analytical model (solid
line) and numerical solutions (dashed line) are both shown.
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Figure 3.14: The temperature C versus the power 0 for the two-dimensional slab in

the large Biot-number limit. The semi-analytical model (solid line) and numerical
solutions of the governing equations (dashed line) are both shown. The objective
is (Cs, 0S)=(1.7, 0.926749) and the feedback parameters are 70 = 2.5 and 71 = 1.

(3.2.5), from the local stability analysis (solid line), and numerical solutions fr
the semi-analytical model (large dashes) and governing equations (small dashes).

Generally, the occurrence of Hopf bifurcations is accurately predicted by (3.2.5),

however there is some difference between the numerical and semi-analytical curves

particularly at the turning point. This is probably due to the difference between
the semi-analytical and numerical steady-state curves on the middle branch (see

figure 3.13). The period (3.2.7) of the limit-cycle is qualitatively similar to fi
3.4, for the one-dimensional slab, with an S-shaped fold occurring for smaller
values of the control line slope mx.
Figure 3.13 shows the steady-state temperature Cs versus the power 0. There
*
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Figure 3.15: The temperature C versus the power 0 for the two-dimensional slab i

the large Biot-number limit. The semi-analytical model (solid line) and numerica

solutions (dashed line) are both shown. The objective is (Cs, 0S)=(O.6, 0.868493
and the feedback parameters are 70 = 3 and 71 = 6.
is a good comparison between the semi-analytical and numerical steady-state Sshaped curves. However, in contrast to the one-dimensional slab, there is some
difference between the curves on the middle branch. For example, there is a 9%

difference between the semi-analytical and numerical location of the curves' fir
bifurcation point.
Figure 3.14 shows the temperature C versus the power 0. The objective
steady-state is (Cs, 0S)=(1.7,0.926749), which lies on the upper branch of the
S-shaped curve. With the small feedback parameters 70 = 2.5 and 71 = 1 the
eigenvalues are Ae = -2.44 ± 3.0H. The figure shows that the evolution to the

steady-state is oscillatory with a large overshoot in temperature occurring. Thi
*
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Figure 3.16: The temperature C versus the power 0 for the two-dimensional slab

the large Biot-number limit. The semi-analytical model (solid line) and numeric

solutions (dashed line) are both shown. The objective is (Cs, 0S)=(O.6, 0.868493
and the feedback parameters are 70 = 1.5 and 71 = 3.

is due to the real part of the eigenvalues being negative, but relatively small
in magnitude, so the oscillatory behaviour is only slowly damped. The results
shows an excellent comparison for the temperature evolution between the semi-

analytical model and numerical solutions, with a small difference as the object
temperature is approached.
The steady-state objective (j3s, Cs) = (0.6,0.868493), which lies on the middle
branch of the S-shaped curve, is used for the next two figures. The slope of
the control line is chosen to be mx — -1/2, which intersects the steady-state
S-shaped curve once. Figure 3.15 shows the temperature C versus the power 0.

The feedback parameters are 70 = 3 and 71 = 6 which implies that the eigenvalue
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Figure 3.17: T h e temperature C versus time. The parameters are the same as
for figure 3.16. The semi-analytical model (solid line) and numerical solutions
(dashed line) are both shown.
as Ae = —0.54 ± 3.83i. As the real part of the eigenvalues is small in magnitude
the solution has an oscillatory convergence to the steady-state. There is some
difference between the two curves on the middle branch, hence the semi-analytical
and numerical steady-state objectives are some distance apart. So the comparison
between the semi-analytical and numerical temperature evolution, while initially
good, diverges as the steady-state solution is approached.
Figure 3.16 uses the feedback parameters 70 = 1.5 and 71 = 3.0. The eigen-

values are Ae = 0.21 ±2.21i, so a limit-cycle is predicted. Initially the compariso
between semi-analytical and numerical solutions is good but they soon diverge as

the limit-cycles oscillate around different centres. Figure 3.17 shows the temperature C versus time with the feedback parameters used in figure 3.16. As for the
*
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one-dimensional slab, the cycles are periodic, with less than 1 x IO - 4 variation
in temperature over a cycle. The amplitude of the semi-analytical and numerical
cycles is quite different though, due to the variation in the steady-state curves on
the middle branch. The amplitude and period of the limit-cycle from the semianalytical model are 0.703 and 2.46 while those of the numerical solution are 0.31
and 2.47. Even though the amplitudes are different the period of the limit cycles
is very close. The period (3.2.7) at the Hopf line is 2.84, which is also a good
estimate of the actual period.

3.3 Numerical scheme

Here the numerical scheme for the governing equations of the one-dimensional s
is presented. The scheme for the two-dimensional is obtained with appropriate
modifications. For the one-dimensional case, the solution is
T=[TT],

U=[U?],

T? = T< - 1 + (i - I)Ax, (n - l)At)
U? = U(-l + (i-l)Ax,(n-l)At)
where

t3-3-1)

i = l,...,h n = 1,...,

fc = l + ±The governing equations in (3.1.6) are discretised to become

ur+x + UT-I - 2Ur+A*2*?*1+afViW) = o,
where

(3 3 2)

--

i = l,...,h, n = 1,.. • and s = -^.

This represents the explicit DuFort-Frankel method for the forced heat equation,
where the usual TJ1 term in the Laplacian is now averaged between the n +1 and
99

n—1

time levels. T h e heat-loss boundary conditions in (3.1.6) become

Tp+1 - T?_x ± 2AxBiT? ± 2AxS{(Tln + l)4 - 1) = 0, i = l,h. (3.3.3)

while the boundary conditions for the electric-field U are
C/i+i - U?_x + 2AxikrU? = AAxkr, % = 1,
(3.3.4)
C/f+i - ^f-i ~ 1AxikrU? = 0, i = fc.
Note that (3.3.2) involves values of the temperature over three time levels and
therefore requires special starting procedures to obtain the solution at the time
level t = At. Here the FT-CS method, using a smaller time step to maintain
accuracy, is used to obtain the solution at time t = At, which is then used as
input for the Dufort-Frankel scheme.
Once the temperature is found at the new time level t = (n + I)At, this is
used in the matrix equation for the electric field amplitude. The matrix equation
is solved using the iterative scheme of §2.5.

*
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Chapter 4
On the heating of a
two-dimensional slab in a
microwave cavity: aperture
effects
Marchant and Liu (2001) contains the material presented in this chapter. In this
chapter the microwave cavity model of Kriegsmann (1997), valid in the small Biotnumber limit, and the long-waveguide model of Liu and Marchant (1999), valid
for arbitrary heat-loss are melded and a microwave cavity model, valid in the large
Biot-number limit, is presented. In §4.1 the steady-state governing equations are
derived. T h e electromagnetic theory for the cavity, and the various simplifying
assumptions, from Kriegsmann (1997), are used. In §4.2 semi-analytical solutions
for the electric-field amplitude and the temperature in the slab are developed,
using the theory of Liu and Marchant (1999). In §4.3 some results are presented
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Figure 4.1: The slab and the microwave cavity
which show the effect of varying the aperture width. It is shown that an optimal
aperture and short position exists which minimises the incident power required
for a given processing temperature.

4.1 The governing equations
In this section the steady-state governing equations and boundary conditions for
the temperature and electric-field amplitude in the two-dimensional slab are formulated. To achieve this the electric-field in the microwave cavity must be found.
Figure 4.1 shows a sketch of the microwave cavity. The square slab completely
fills the cross-section of the waveguide (between x = ±1) and lies between z = q
and z = q + 2. The microwaves enter the cavity through the iris at z — 0. The
iris aperture has a width of 2(1 - a), hence a = 0 corresponds to no iris while
for a = 1 the aperture is shut. A short placed a distance d beyond the slab, at
z = q + d + 2, closes the end of the waveguide. The short reflects the microwaves,
which can cause resonance in the cavitv.
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For a two-dimensional waveguide the transverse electric waveguide mode, TEW,

is used and the governing equation for the electric-field amplitude is the fir
(3.1.1). The electric-field amplitude in the cavity is given by

cos(^)(e^2 + pe~ikrZ), z < 0,
cos(—)^{eikrZ + ie~ikrZ), 0<z<q, (4.1.1)
cos(^-)r(e^z - e-iKr(z~2q-2d-4)^

q + 2<z<q + 2

+ d,

where 2kT = (Ak2 - 7r2)2, TT < 2k < 2TT,

where k is the wavenumber in free-space. An electric-field of amplitude unity i

incident upon the iris. The coefficients if) and r represent the electric-field

tudes which are incident upon and transmitted through the slab respectively. T

coefficients p and 7 are reflection coefficients from the iris and slab respec
Reflection from the short, at z = q + d + 2, means that resonance can occur in

the cavity with the electric-field amplitude incident upon the slab greater th

unity (\ip\ > 1). The electric-field amplitudes (4.1.1) satisfy the wave equat

((3.1.1) with cr = 0 and kx = k) in the cavity and the boundary condition of ze

electric-field amplitude at the waveguide walls and at the short. The wavenumb

kr, is that of the lowest waveguide mode, TEW. The wavenumber in free space, k,
is chosen so that the wavenumbers of the higher waveguide modes are imaginary.
This means that the higher TE modes are evanescent (they do not propagate)
and hence can be ignored as long as the slab is sufficiently far away from the
and the short.
Assuming continuity of the electric-field amplitude and its derivatives across
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the aperture gap in the iris gives
1 + r
*P = z

,

(4.1.2)

1 — 77"

where r is the reflection coefficient for a wave of unit amplitude inc
iris in a long empty waveguide. The approximation of Lewin (1975) was
Kriegsmann (1997). This, rescaled for a waveguide of width two, is
-ins Ak2.i

2/7m

35sin4(^)

The electric-field amplitude in the slab is given by (3.1.1) and the b
conditions

Uz + ikrU = 2ikr cos(^), at z = -1, (4.1.4)
2

Uz + krcot(krd)U = 0, at z = 1,
U = 0, x = ±l,

which represent the reflection and transmission of the radiation at th

and trailing edges of the slab plus zero electric-field amplitude at t

walls. The electric-field amplitude has been scaled by the factor ipetk

z-coordinate is scaled so that the slab now lies between z = ±1. The s
forced heat equation and boundary conditions for the slab are

Txx + Tzz + /3f(T)\U\2\TP\2 = 0, T = Q at x,z = ±l. (4.1.5)

The heat source term comprises the thermal absorptivity 0/(T) and the

of the electric-field amplitude. The electrical conductivity a = af(T)

thennal absorptivity have the same temperature dependency, as physical

expected that energy lost by the microwave radiation is absorbed as he
104

simplicity the electric-field amplitude is represented by two terms. Thefirstis

|L7|2, which represents the electric-field amplitude in the slab, given a wave of

plitude unity is incident upon it. The second term \tjj\2, is due to the iris and

not appear in the governing equations describing the heating in a long rectangul

waveguide (see (3.1.1)). The effect of the iris is to change the amplitude of th

electric-field incident upon the slab. This term is implicitly temperature depen

dent, via the reflection coefficient 7. The other modification, which takes into

account the short, is to the boundary condition for the electric-field amplitude

the trailing edge of the slab, z = 1. Also a fixed-temperature boundary conditio

applies on the slab's edges. This represents the large Biot-number limit, in whi

the heat-loss from the slab is significant, and complements the small Biot-numbe
theory of Kriegsmann (1997).

4.2 Semi-analytical solutions

In Chapters 2 and 3 semi-analytical solutions for the temperature and the electr

field amplitude of two and three-dimensional slabs in a long waveguide are found
using the Galerkin method. Here this method is used to obtain semi-analytical

solutions for a two-dimensional slab in a microwave cavity, described by the equ
tions (3.1.1), (4.1.4) and (4.1.5).
The electric-field amplitude and the temperature are represented by one basis
function only,

T = C*l, 0,=cos(^)cos(^), (4.2.1)
U = 02 = cos(—)(Acosh(bz) + Bsinh(bz)),
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where C and 6 are parameters to be determined. T h efirstof (4.2.1) satisfes the
fixed-temperature condition on the slab's edges while the boundary conditions
(4.1.5) for the electric-field amplitude imply

A = Axeb + Bxe-b, B = Axeb - Bxe~b, where
Ax = 2ikrZe-2bD~l, Bx = -2ikrZe2hD-\ Z = krcot(krd) - b,(A.2.2)
Z = krcot(kTd) + b, D = (b + ikr)Ze~2b - Z(ikr - b)e2b.

Applying the Galerkin method (see §2.2) gives the semi-analytical solution as
P = m^' 9i = 4>iRi(C<f>x)\fo\2,
11
(4.2.3)

g2 = ^i2i?2(C0i), b = [f - k2(l + ia^)}\,
where < > refers to the average of the-quantity over the slab. Note that the cavity
effects are represented by the term \ip\m the power versus temperature curve. If
there is no-iris then \ip\ = 1, which represents a semi-infinite waveguide shorted
at z = 1. Using the expressions in Appendix A and taking the limit A2 —> 0 and
Ai = A3 = ^-, and letting n = 1 and m = \ in all expressions, (except for m = 1
in <?i) gives the integrals gx, g2, Jx and J2 as
. 8 (47rai cosh(2u) . 4-7r6i
< g\ >— rW37r{

\
16 W 2 +7r 2

COS(2^)

"t- ,r2_i6v2 )

, s~il[ /sinh(2u) 2usinh(2u)\ , J /sin(2w) . i»sin(2u) \i

+rnC1[a1(—£rL

-

!

4u2+\2

) + bi(-^

, f-i2 32 r /3jrcosh(2u) _ 37rcosh(2it) ^ . r / 37r cos(2u)
i_ri2
° 1 5 ^ L a U 16 U 2 + 7 r 2
16u2+9ff2 J "•" W H

+ ^n^)]
ffa_16w2

-S®)] + n^ffo sinh(2u)(A - afc, + 3^,) (4-2-4)

<*2>=r20
J, =

+

iri0 +

^

+

^ + ^,

l§mc+rt2c2

+

^mci, z = 1,2.
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4.3

Results and discussion

The common parameters used for the results are k = kx = 2, kr = 1.238, a =
5 x IO-3 and q = 1. The wavenumber kr of the T^io mode is chosen so that
higher modes are evanescent, while the position of the slab is chosen so that
it is far enough away from the iris to neglect these modes. The decay rate of
the electric-field, a is chosen to be small. Figure 4.2 shows the steady-state

temperature C versus 0 for various choices of aperture opening a while figure 4.3
shows the critical power level 0C versus aperture opening a. The short position
is at d = 2.62. When there is no iris (a = 0) the cavity becomes a semi-infinite
waveguide; see Liu and Marchant (1999). The semi-infinite waveguide is closed
at one end (the short is at z = q +.d + 2) with the incident mode originating

at z = — oc. In this case the electric-field amplitude incident upon the slab, \tp

is equal to unity. In the no-iris case the S-shaped response curve has a critical
power level of 0 = 0.35, at which the solution jumps from the cool to the hot
branch. As the aperture is progressively narrowed the lower branch folds back
and the critical 0 is dramatically reduced (see figure 4.3) Moreover, the power
level 0 needed to achieve a given temperature C is reduced, hence the cavity is
more efficient than in the no-iris case. This is due to resonance occuring within

the cavity which increases the incident electric-field amplitude, \tp\, beyond uni
Beyond a critical value of the aperture opening (a = 0.44) however, the cavity is
detuned. The S-shaped response curve moves back to the right (see the dashed

curve in figure 4.2), the critical value 0C increases (see figure 4.3) and the cav
becomes less efficient than in the no-iris case.
The cavity effects described above are largely due to interaction between the
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1.5

Figure 4.2: Temperature versus power curves for different aperture openings. The

solid curves shown (from right to left) are for a = 0, 0.3 and 0.4 respectively whil
the dashed curve represents a = 0.6.
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Figure 4.3: Critical power level versus aperture opening.

cavity and the radiation. For a loss-less slab (with a = 0) the incident electricfield amplitude reaches a maximum of |i/>| = 1.42 for a = 0.44. The heated slab
also interacts with the cavity, in this case detuning it somewhat. For example,
when C = 3, the maximum incident electric-field amplitude \if>\ = 1.16, again at
a = 0.44. This detuning occurs because the decay rate b changes the reflection
coefficient 7 which in turn effects the incident electric-field amplitude \ip\.
Varying the aperture width can also make the desired steady-state processing temperature more accessible. Consider a temperature (C = 1.5 say) which
lies on the the upper branch of the no-iris curve where multiple solutions exist.

This point is not easily reached from the ambient temperature as the solution will
tend to the lower steady-state solution. Normally feedback control is needed to
achieve the upper branch steady-state solution in this case; however if the aper-
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Figure 4.4: Power versus aperture opening Shown are the curves for two short
positions, d = 2.07 (solid curve) and d = 2.62 (dashed curve).
ture is chosen as a — 0.4 the lower branch folds back and the desired solution
can be reached without feedback control. The hotter steady-state solution could
be reached without feedback control or aperature adjustment if the initial temperature of the slab is greater than some critical value. However, it would not
be practical to initially heat the slab by conventional convective means before
beginning microwave processing.
Figure 4.4 shows the power 0 versus aperture opening a for a fixed processing
temperature C = 5. Note that the solution is periodic with respect to short posi-

tion; the solution is unchanged if the short is moved a multiple of z = irk'1 = 2.5
This is due to the periodic term cot(M) in (4.1.4). The first short position,
d = 2.07, corresponds to resonance in an empty cavity for a small aperture open-
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ing. In this case the incident electric-field amplitude \ip\ « 100 for a = 0.92. This
short position is chosen in a similar way to that in Kriegsmann (1997). Once

the lossy slab is placed within the cavity however, detuning occurs with |T/>| bei

much less than unity for large a. For smaller values of a (< 0.6) the power versus

aperture opening curve is very nearly flat and there is no increased efficiency ov
the no-iris case.
The other short position, d = 2.62, is chosen to minimise the incident power

required for a cavity containing a slab at the desired temperature, C = 5, over al
possible choices of a and d. This optimisation of the microwave heating process
depends on two important effects; resonance within the cavity and slab placement
(relative to the short). Kriegsmann (1997) reports that these effects are subject
to ongoing experimental work.
It can be seen that this new choice of short position makes the cavity less

efficient when a is large (a > 0.6). The first short position of d = 2.07 was chos
to make the empty, nearly closed, cavity resonant; hence even when it is loaded
with a lossy slab it is more efficient for large a that the cavity shorted at d =

In the no-iris limit \ip\ = 1, and the difference in power required between the tw
choices of short position is due to slab placement. As the slab, of length two,
is shorter than the distance, -nk~x = 2.54, between the electric-field amplitude

maxima in the cavity, the slab position, relative to the short, is quite important
For d = 2.62 the slab straddles an electric-field amplitude maximum; while for
d = 2.07 the maximum is not near the slab's centre.
The optimal aperture opening for d = 2.62, at a = 0.44, results in a power
requirement of 0 = 0.59, much lower (some 23%) than the no-iris case and vastly
*
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superior to the m i n i m u m of the d = 2.07 curve. Hence it can be seen that the use

of an iris can significantly improve the efficiency of the microwave heating proces
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Chapter 5
Summary

In this thesis, a number of semi-analytical models have been developed to describ
the microwave heating of slabs and blocks in waveguides. An excellent agreement

between semi-analytical solutions and the numerical solutions have been obtained
for the range of problems considered.
In chapter 2, a semi-analytical model has been developed to describe the microwave heating of a three-dimensional block in a long rectangular waveguide.
Examples using the the transverse magnetic waveguide mode, TMn and the
transverse electric waveguide mode TEX0 are considered, with both Arrhenius-

type and quadratic temperature dependencies used for the electrical conductivity

and the thermal absorptivity. The steady-state semi-analytical solutions, for the
electric-field amplitude and the temperature, are compared with the numerical
solutions of the governing equations for a range of examples. In particular, the
semi-analytical theory gives an excellent prediction on the lower branch of the
S-shaped temperature versus power curve, including the critical power level at
which thermal runaway occurs. On the upper branch of the S-shaped curve the
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theoretical predictions are very good for the Arrhenius-type temperature dependency, but they underpredict the temperature for the quadratic dependency. This
is due to the symmetry of the temperature trial function. It is envisaged that a
more realistic (and more complicated) trial function, which contains an unsymmetric term, would enable a more accurate prediction to be obtained for this case
too.
Also examined is the validity of a single-mode assumption, which assumes
that only one waveguide mode, the incident one, is present in the material and
the waveguide. A comparison of semi-analytical, single-mode numerical solutions
and multi-mode numerical solutions for the TEX0 mode show excellent agreement
even on the upper solution branch. The computational cost of the semi-analytical
solutions is insignificant compared to that for the numerical solutions. For example, the multi-mode numerical solution takes about 4 hours of CPU time to

converge to the steady-state solution for a particular value of 0 on an SGI Origin
2400 machine while the single-mode numerical solution taks about 10 minutes on
the same machine. The semi-analytical solution requires less than 1 second of CPU

which is insignificant. So the semi-analytical model allows an accurate prediction
of thermal runaway to be obtained at a very low computational cost. If real time
control over an industrial microwave heating application with a three-dimensional
geometry is required, then the semi-analytical solutions would be useful, due to
the small computational effort they require.
In chapter 3, an semi-analytical model describing the feedback control of microwave heating has been analysed, with a local stability analysis performed. The
Hopf bifurcation line is found together with the period of the limit-cycles. The

114

analytical predictions for the Hopf line are found to be in excellent agreement
with numerical solutions of the governing equations for one and two-dimensional
slabs.
The ordinary differential equations (2.2.13) and (3.2.1), which provide a semianalytical description of the temperature evolution, have been compared with
numerical solutions of the governing equations in a range of examples which illustrate different heating scenarios. These results show that the semi-analytical
model provides accurate estimates of the temperature evolution during the microwave heating process, not just at the steady-state temperature, as found previously. In particular, an accurate estimate of the amplitude and period of the
limit-cycles can be obtained from the model.
The semi-analytical model is potentially useful for the real-time control of
microwave heating. Firstly, the local stability analysis allows the feedback parameters to be chosen so that limit-cycles can be avoided. Also, the calculation
of the semi-analytical solutions require about four orders of magnitude less computational effort than does numerical solutions. So the semi-analytical model
represents an accurate control process at a much lower computational cost.
In chapter 4, the steady-state heating of a two-dimensional slab by the TEXQ
mode in a microwave cavity, which has an iris with an variable aperture and
is closed by a short is considered. Resonance can occur in the cavity, which is
dependent on the short position, the aperture width and the temperature fo the
heated slab. A semi-analytical model has been developed to examine the effect
of varying the aperture width. It is found that an optimal aperture setting and
short position exists which minimises the input power needed to obtain a given
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processing temperature.
The solutions developed here are for the idealised heating scenario of infinite
or semi-infinite waveguides. However it is envisaged that they will be useful
in the development of hybrid numerical and analytical techniques to describe
the microwave heating of materials in cavities of arbitrary shape. In irregular
cavities, analytical solutions are not available to describe the electric-field. A
future direction of this work would be to develop an efficient hybrid model, which
couples together numerical solutions for the electric-field in the cavity, together
with semi-analytical solutions for the material.
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Appendix A

Integrals for the semi-analytica
solutions

Below are presented the integrals gx and g2 for the three-dimensional block, in t
case of arbitrary heat-loss at the block's edges. T h e integrals (A.0.1) and (A.0.3)
apply to the TEX0

and TMXX

cases respectively, while (A.0.2) is appropriate for

both waveguide modes.
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Appendix B
Nomenclature
D

displacement current

B

magnetic flux density

E

electricfieldstrength

H

magnetic field strength

a

electrical conductivity

e

electrical permittivity of free space

V

magnetic permeability

P

net free charge

T

temperature

V

thermal diffusivity

7(T)

thermal absorptivity

5(x)

Dirac-delta function

n

normal to the boundary

Bi

Biot-number

S

radiation-number
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ambient temperature
incident electric field
incident magnetic field
electrical permittivity of material
amplitude of electric field
amplitude of magnetic field
unit vectors in the x, y and z directions respectively
wavenumber in the material
wavenumber in free space
speed of the radiation in the material
speed of the radiation in free space
frequency of the radiation in the material
incident amplitude of one of the components of the
electric-field amplitude
incident electric field
length of the material
width of the waveguide
height of the waveguide
power
heat-loss parameter at the slab's boundaries
decay rate of electric field amplitude
heat-transfer coefficient
the ratio of the electrical permittivity of the block
to that of free air
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real part of decay rate a
imaginary part of decay rate a
temperature at the slab's centre
the objective temperature
the corresponding power level of the objective temperature
feedback parameters
the initial value of the power
the slope of the control line
the perturbation vector
the Jacobian matrix
the trace of the Jacobian matrix
the determinant of the Jacobian matrix
the eigenvalues of the Jacobian
electric-field amplitude in the cavity, which is incident
upon and transmitted through the slab
dielectric constant and loss of the material
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