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Abstract—The space of graphs is often characterised by a non-
trivial geometry, which complicates learning and inference in
practical applications. A common approach is to use embedding
techniques to represent graphs as points in a conventional
Euclidean space, but non-Euclidean spaces have often been
shown to be better suited for embedding graphs. Among these,
constant-curvature Riemannian manifolds (CCMs) offer embed-
ding spaces suitable for studying the statistical properties of
a graph distribution, as they provide ways to easily compute
metric geodesic distances. In this paper, we focus on the problem
of detecting changes in stationarity in a stream of attributed
graphs. To this end, we introduce a novel change detection
framework based on neural networks and CCMs, that takes into
account the non-Euclidean nature of graphs. Our contribution
in this work is twofold. First, via a novel approach based on
adversarial learning, we compute graph embeddings by training
an autoencoder to represent graphs on CCMs. Second, we
introduce two novel change detection tests operating on CCMs.
We perform experiments on synthetic data, as well as two real-
world application scenarios: the detection of epileptic seizures
using functional connectivity brain networks, and the detection
of hostility between two subjects, using human skeletal graphs.
Results show that the proposed methods are able to detect
even small changes in a graph-generating process, consistently
outperforming approaches based on Euclidean embeddings.
Index Terms—Change detection test; Graph stream; Adver-
sarial learning; Constant-curvature manifold; Seizure prediction.
I. INTRODUCTION
Many relevant machine learning applications require to go
beyond conventional Euclidean geometry, as in the case of data
described by attributed graphs [1], [2]. When studying problems
on graphs, one of the key issues is to find representations
that allow dealing with their underlying geometry, which is
usually defined by application-specific distances that often
do not satisfy the identity of indiscernibles or the triangular
inequality [3], [4]. The use of metric distances, like graph
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alignment distances [5], only mitigates the problem, as they
are computationally intractable and hence not useful in practical
applications. Therefore, a common approach is to embed graphs
on a more conventional geometric space, such as the Euclidean
one. However, Euclidean geometry is not always the optimal
choice, as graphs may find a natural representation on non-
Euclidean domains [6].
Representing graphs as points in metric spaces yields
significant benefits when dealing with problems that require
studying their statistical properties, and several works in
the literature propose relevant manifold learning techniques
to approximate high-dimensional data spaces with a low-
dimensional representation. However, the computational load
required to learn a non-Euclidean manifold and to compute
geodesic distances between points is non-negligible [7]. More
importantly, at the current level of research, we lack a solid
statistical framework to perform inferential analyses on a
learned manifold. Conversely, constant-curvature manifolds
(CCMs), like hyperspherical and hyperbolic spaces, provide a
versatile family of non-Euclidean geometries that preserve a
metric structure and which can be efficiently computed in a
closed form and, therefore, are suitable for inference procedures.
Moreover, the considered CCMs have the advantage of being
parametrised in a single scalar parameter (the curvature), which
completely characterises their geometry [4].
In many application scenarios, graphs are assumed to be
generated by a stationary process, implying that the topology
and graph attributes are drawn from a fixed, albeit unknown,
distribution [8]. However, the stationarity assumption does
not always hold true, with relevant examples including cyber-
physical systems [9], functional networks associated with brain
imaging (where neural activity changes over time autonomously,
or by reaction to stimuli) [10], and many others, e.g., see [11],
[12], [13], [14].
In this paper, we focus on the rather unexplored problem
of detecting changes in stationarity of a process generating
attributed graphs, hence monitoring whether the common
assumption of i.i.d. observations breaks. We show that, by
representing graphs on CCMs, we obtain a significant improve-
ment in the detection of changes w.r.t. Euclidean representations.
The contribution of this work is twofold. First, we propose
to use a graph autoencoder [15], [16] to embed graphs on
a CCM. To this end, we introduce a novel approach based
on the framework of adversarial autoencoders (AAEs) [17]
to impose a geometric constraint on an AAE’s latent space,
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2by matching the aggregated posterior of the encoder network
with a prior distribution defined on a CCM. By enforcing
a prior with support on the CCM, we are able to implicitly
impose the geometric constraint, as the AAE will learn to
embed graphs on the CCM in order to fool the discriminator
network. We also propose an AAE that operates without a
prior distribution, enforcing the geometric constraint explicitly
through a parameter-free discriminator, thus significantly reduc-
ing the overall c complexity. In addition to hyperspherical and
hyperbolic latent spaces, we also propose to use an ensemble
of different geometries learned by optimising the network to
represent the data on several CCMs at the same time. To
the best of our knowledge, the presented work is the first to
deal with graph embeddings on non-Euclidean manifolds via
adversarial learning.
The second contribution of this paper consists in two novel
change detection tests (CDTs) operating on CCMs. The first
CDT monitors the geodesic distances of each embedded graph
w.r.t. the sample Fréchet mean observed in the nominal regime
of the process. The resulting stream of distance values is
processed by a CDT based on the Central Limit Theorem
(CLT). The second method considers embeddings lying on
the CCMs, and builds on a novel CDT based on the CLT for
Riemannian manifolds [18].
We report a comparative analysis of the developed em-
bedding and change detection mechanisms, by testing our
architecture on both synthetic data and real-world applications.
In particular, we consider: 1) the detection of ictal and pre-
ictal phases in epileptic seizures, using functional connectivity
networks extracted from intracranial electroencephalograpy
data, and 2) the detection of hostility between two human
subjects, using skeletal graphs extracted from video frames.
We show that our methodology is able to effectively exploit
the non-Euclidean geometry of CCMs to detect changes in
graph streams, even in the case of extremely small changes,
consistently outperforming baseline algorithms. The use of an
ensemble of CCMs and the parameter-free discriminator are
shown to almost always outperform other configurations, on
all problems taken into account.
II. RELATED WORK
The problem of detecting changes in a graph-generating
process is relatively unexplored in the literature, with most
works focusing on networks with a fixed topology and without
attributes [19]. Literature reviews of existing approaches to
detect changes, anomalies, and events in temporal networks can
be found in [20], [21], [22]. Some notable contributions in this
regard include the matrix-decomposition-based algorithm of
[23], the change point methods of [24], [25] for large-scale and
correlation networks, and the block-model of [26] to monitor a
co-voting network evolving over time. More recently, Zambon
et al. [27] proposed a theoretical framework allowing to face
change detection problems on graph streams by considering
embedding techniques. To the best of our knowledge, the
work of Zambon et al. [27] is the first one addressing the
problem by considering each graph in the stream as a random
variable, hence allowing to perform change detection by means
of classical, statistically motivated methods.
We note that none of the mentioned works applies modern
deep learning methods to compute graph embeddings (i.e.,
represent a graph as a point in some geometric space), resorting
to either feature extraction or classical dissimilarity-based
embeddings. To this end, and motivated by the contribution
of our paper, in the following we introduce recent works on
unsupervised learning of graph embeddings.
Focusing on recent literature regarding unsupervised deep
learning on graphs and Riemannian manifolds [2], we mention
that graph autoencoders (GAE) are typically used to encode
the topological structure and node content of a single graph
[16], [28], [29]; in this framework, an adversarially regularised
GAE is proposed in [30]. Closer to our approach, Simonovsky
and Komodakis [15] propose a graph variational autoencoder
operating on batches of graphs rather than on a single
graph. Their architecture focuses on variational inference for
generating molecules, and adds a graph matching step between
the input and reconstructed samples in order to support non-
identified nodes. Several works in the literature introduce
different approaches to model the latent space geometry of
generative models, or study the geometry of the data distribution
in order to facilitate the autoencoder in learning a non-Euclidean
representation. Davidson et al. [31] introduce a variational
autoencoder based on the von Mises–Fisher distribution, aimed
at modelling the spherical geometry underlying directional
data. Korman [32] proposes to use the AAE framework to
recover the manifold underlying a data distribution, without
making assumptions on the geometry of the manifold. This
is achieved by approximating the manifold as a set of charts,
each represented by the latent space of a linear AAE trained
to match a uniform prior. The Riemannian geometry of deep
generative models is also studied in [33], [34], whereas [35]
studies the metric-preserving properties of neural networks with
random Gaussian weights. In order to capture the hierarchical
structure of domains like natural language, Nickel and Kiela
[36] develop a technique based on stochastic gradient descent
on manifolds for embedding graph data on a Poincaré ball.
III. BACKGROUND
A. Stochastic processes in the space of graphs
A graph of order N can be defined as a set of N nodes and
a set of pairwise relations, also called edges, between them.
Both nodes and edges can be associated with attributes. We
represent a graph as a 3-tuple of matrices (A,X,E), where:
• A is the binary adjacency matrix of size N ×N , where
each element Aij ∈ {0, 1} encodes the presence or
absence of an edge between nodes i and j;
• X is a matrix of size N × F , where each row Xi ∈ RF
represents the F -dimensional real-valued attributes of node
i;
• E is a matrix of size N×N×S, where each element Eij ∈
RS represents the S-dimensional real-valued attributes of
the edge between nodes i and j (if the edge is absent, we
still include the entry as a vector of zeros).
We denote with G the set of all possible graphs as described
above. Attributes can encode all kinds of information, from
numerical to categorical (e.g., via one-hot encoding). In general,
3graphs in G can have different topology, order, and node or
edge attributes. Moreover, we distinguish between identified
nodes, where there is a one-to-one correspondence between
nodes of different graphs, and non-identified nodes, where such
a correspondence is absent or unknown. In practice, the case
of non-identified nodes is handled by using graph matching or
graph alignment algorithms [3], [37].
In this paper, we consider a discrete-time stochastic process
{gt}t≥0, where at each time step we observe a graph-valued
random variable gt ∈ G. We refer to this process as a graph-
generating process and to the generated sequence as graph
stream. In this setting, each observation gt can therefore differ
from any other observation in terms of topology, order, and
attributes. The considered setting differs from traditional graph
signal processing, where the graph topology is usually assumed
to be fixed and only the signal over the graph varies over time
(see Section II).
B. Constant-curvature manifolds
A CCM is a Riemannian manifold characterised by a
sectional curvature κ ∈ R which is constant over the entire
manifold. To each value of curvature κ, we associate a unique
manifold Mκ whose geometry is fully determined by κ;
in particular, three geometries emerge: spherical (positive
curvature, κ > 0), flat (null curvature, κ = 0) and hyperbolic
(negative curvature, κ < 0).
The special case of null curvature corresponds to the usual
Euclidean space that is equipped with the ordinary Euclidean
`2-metric
ρ(x, y) = ‖x− y‖2 .
For κ 6= 0, the d-dimensional manifold Mκ can be
represented using a (d+1)-dimensional real coordinate system,
called the ambient space, and identified by the set of points{
x ∈ Rd+1 | 〈x, x〉κ = κ−1
}
,
where 〈·, ·〉κ is a scalar product that depends on the sign of κ:
for a positive curvature, 〈x, y〉κ = xT y is the usual Euclidean
inner product, whereas for a negative curvature
〈x, y〉κ = xT
(
Id×d 0
0 −1
)
y.
The associated geodesic metric, for κ > 0, is
ρ(x, y) =
1√
κ
arccos(κ〈x, y〉κ),
and, for κ < 0,
ρ(x, y) =
1√−κ arccosh(κ〈x, y〉κ).
We point out that there are other possible CCMs besides
the ones considered here, e.g., cylinders. However, here we
consider the three aforementioned geometries (hyperspherical,
flat, and hyperbolic) and leave the exploration of other CCMs
as future research.
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Figure 1. Schematic representation of the exp-map and log-map for M1,
with a tangent space TxM1 at x. We adopt a representation of the tangent
plane such that the origin x ∈Mκ of the log-map is mapped to the origin of
the tangent plane (denoted 0 in the figure) and vice versa with exp-map [38].
C. Probability distributions on CCMs
Given a Riemannian manifoldM, and a tangent space TxM
at point x, we denote with Expx(·) the Riemannian exponential
map (exp-map), mapping points from the tangent space to the
manifold, and with Logx(·) the logarithmic map (log-map),
going from M to TxM [38], [39]. The exp-map associates
a point y ∈ TxM with a point y′ ∈ M so that the geodesic
distance between Expx(y) and the tangent point x equals the
distance from y to the origin of TxM (Figure 1). The log-
map is defined as the inverse of the exp-map (on domain and
co-domain of the exp-map) and has an analogous distance-
preserving property. Note that, in general, the exp-map and
log-map are defined only locally. However, for every CCM
Mκ of positive curvature, it is sufficient that 〈x, y〉κ 6= −κ in
order for the log-map Logx(y) to be well-defined. Conversely,
when κ ≤ 0, the exp-map and log-map are defined in the entire
tangent space and manifold, respectively.
Following [39], we use the exp-map operator to define a
probability distribution with support on a CCM Mκ for κ 6= 0
(the case κ = 0 is immediate, as both exp- and log-map
correspond to the identity function). In particular, given a
probability distribution P (θ) on TxMκ, parametrised by vector
θ, we consider the push-forward distribution PMκ(θ) of P (θ)
through Expx(·), which can be interpreted as first sampling
a point on TxMκ from P (θ), and then mapping it to Mκ
using Expx(·). In this work, we always choose as origin of
the exp-map the point x ∈ Rd+1 with xi = 0, i = 1, . . . , d,
and xd+1 = |κ|−1/2. Although this sampling procedure is
suitable for CCMs with κ 6= 0, we keep the same subscript
notation even for distributions with support on Euclidean spaces
(denoted PM0(θ)).
D. Adversarial autoencoders
Adversarial autoencoders (AAEs) [17] are probabilistic
models based on the framework of generative adversarial
networks (GANs) [40]. In AAEs, the encoder network of an
autoencoder acts as the generator of a GAN, and is trained
to match the aggregated posterior of its representation to
an arbitrary prior distribution defined on the latent space.
The training of an AAE is constituted of two phases: in
the reconstruction phase, both the encoder and the decoder
4networks are updated to minimise the reconstruction loss on the
data space; in the regularisation phase, a discriminator network
is trained to distinguish between samples coming from the
encoder and samples coming from the prior distribution, and
finally the encoder network is updated to maximally confuse
the discriminator. The iterative repetition of these training
steps results in a min-max game between the encoder and the
discriminator [40], with both networks improving at their tasks
(fooling and discriminating, respectively), until an equilibrium
is reached and the aggregated posterior of the encoder is
ideally indistinguishable from the true prior [17]. Some of
the main advantages of AAEs are their modular architecture
and flexibility in the choice of priors: they do not need an
exact functional form of the prior in order to learn, unlike other
probabilistic models like variational autoencoders. In particular,
we show in later sections how the discriminator network can be
replaced with non-parametric functions to impose a geometrical
regularisation on the latent space of the AAE, leading to a
significantly reduced overall computational complexity.
IV. CHANGE DETECTION WITH GRAPH EMBEDDINGS ON
CCMS
We consider the task of determining whether the probability
distribution underlying a graph-generating process has changed
or not, from the nominal distribution Q0 to a non-nominal
one, Q1. Our methodology consists of training an AAE to
compute graph embeddings on a CCM, and then exploiting the
geometrical properties of the non-Euclidean embedding space
to run a change detection test.
The algorithm is split between a training and an operational
phase. During the training phase, we observe a finite stream of
graphs, Gtrain, coming from the nominal distribution Q0. The
training stream is then mapped to the CCM using the encoder
network, and a statistical analysis is performed there, in order
to configure the CDT (details provided in Section IV-C). In the
operational phase, we monitor the graph-generating process,
which is again mapped to the CCM using the encoder, with
the aim of raising an alarm when a change in stationarity is
detected. In the following sections, we give the details of both
the embedding procedure on CCMs and the proposed CDTs.
A. Adversarial graph embeddings on CCMs
The proposed autoencoder (illustrated in Figure 2) has a
similar structure to the GraphVAE network in [15], where
each graph is mapped onto a point lying in the embedding
space via global pooling. Since all graph elements are taken
into account for training both the encoder and the decoder of
the AAE, the embeddings learned by the model represent all
information available in the input graphs, from the topology
to the attributes.
Graphs are represented with the matrix format described in
Section III-A, using a 3-tuple (A,X,E) for encoding both the
topology and attributes. The encoder network of the AAE is
obtained by stacking graph convolutions [41], [42], [43], which
learn a representation of input graphs by transforming node
features as a function of their neighbourhood. An advantage of
using graph convolutions, w.r.t. more traditional methods like
Input
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Figure 2. Schematic view of the AAE with a spherical CCM, in the
probabilistic setting. From left to right, top to bottom: the AAE takes as
input graphs represented by their adjacency matrix A, node features X , and
edge attributes E, and outputs reconstructions of the same three matrices Aˆ,
Xˆ , and Eˆ (blue path). The discriminator is trained to distinguish between
samples produced by the encoder and samples coming from the true prior
(yellow path). Finally, the encoder is updated to fool the discriminator by
maximising its classification error. The encoder consists of graph convolutional
layers, followed by a global pooling layer to obtain a graph embedding in the
ambient space (Rd+1). Embeddings are then constrained to the CCM Mk
by 1) matching the prior PMκ (θ), and 2) orthogonally projecting the points
onto the CCM. The decoder is a dense network with three parallel outputs
for Aˆ, Xˆ , and Eˆ. The discriminator is a dense network with sigmoid output.
Best viewed in colour.
fully-connected networks, is that the computational complexity
of such layers does not depend on the size of the input
graphs, because they compute localised transformations of the
nodes (not unlike the usual convolutional layers for images).
This makes the encoder more efficient, and results in a low
computational burden when deploying the model in real-world
scenarios. Moreover, because graph convolutions are invariant
to node permutations, the encoder will produce the same
embedding for any rotation of a given input graph.
When edge attributes are present, we take them into account
by using edge-conditioned graph convolutions (ECCs) [43]
to learn the graph representation. ECC layers (l) compute a
transformation X(l) ∈ RN×Fl of the node attributes, from an
input X(l−1) ∈ RN×Fl−1 as:
X
(l)
i =
∑
j∈N (i)
Aij∑
k
Aik
·X(l−1)j · f(Eji; θ(l)) + b(l), (1)
where f : RS → RFl−1×Fl is a kernel-generating network,
parametrised by θ(l), that outputs convolution kernels as a
function of edge attributes, b(l) is a bias vector, and N (i)
indicates the neighbours of node i. Alternatively, when only
node attributes are present, ECCs can be replaced with the
graph convolution proposed by [42], which has an equivalent
formulation but replaces the dynamic weighting of ECCs (i.e.,
the kernel-generating network) with a single trainable kernel
W ∈ RFl×Fl−1 , and adopts a normalised version of the graph
Laplacian instead of the normalised adjacency matrix. A graph-
level pooling layer, like the global gated attention pooling
one proposed in [44], is then used to aggregate the node-level
embeddings in a single vector describing the graph globally.
The latent space of the AAE is produced by d+ 1 neurons in
5the innermost layer (either by considering d+ 1 channels for
gated pooling, or with a dedicated linear layer), and represents
the ambient space of the target CCM.
Finally, the decoder network is a fully connected network
that maps the latent representation to the graph space, by
reconstructing A, X , and E. Such a formulation of the decoder
introduces a noticeable computational cost, and puts a practical
limit on the number of nodes that can be processed by the
model, i.e., the maximum N depends on the available memory
in the GPU (e.g., for GraphVAE [15] the authors reported
results for N ≤ 38). Moreover, the dense decoder is not
permutation-invariant and requires to perform graph alignment
at training time when considering non-identified nodes. For
lack of a better solution in the literature, we resort to this
formulation as in [15]. However, we stress that the limit is
only practical and that no theoretical limitation affects the
method in this regard. Finally, this added complexity is only
present at training time, because the decoder is not used to run
the change detection test. In the reconstruction phase, given
an input graph (A,X,E) and a reconstruction (Aˆ, Xˆ, Eˆ), the
model is trained to minimise
L =− 1
N2
∑
i,j
(
Aij log Aˆij + (1−Aij) log(1− Aˆij)
)
+
(2)
+
1
N
∑
i
∥∥∥Xi − Xˆi∥∥∥2
2
+
1
N2
∑
i,j
∥∥∥Eij − Eˆij∥∥∥2
2
which consists of a cross-entropy loss for the binary
adjacency matrix and mean squared error terms for the real-
valued node and edge attributes. The loss function can easily be
adapted to consider categorical or binary attributes by choosing
an appropriate loss function for the corresponding matrix. Note
that the three terms can be multiplied by a scalar weight to
control their importance in the resulting loss (2); here, we
follow [15] and weight each term equally.
We train the AAE on a sequence Gtrain of nominal graphs,
conditioning its aggregated posterior to match the true prior
PMκ(θ). The prior implicitly defines the geometric constraint
that we wish to impose on the latent space, so that the
representation on the CCM can be autonomously learned by
the AAE in order to fool the discriminator.
The discriminator D(z) is a neural network computing
the likelihood that a point z ∈ Rd+1 is a sample from
the prior PMκ(θ), rather than an embedding produced by
the encoder [40]. We train the discriminator using samples
from PMκ(θ) as positive examples, and embeddings from the
encoder as negative examples. The encoder is then updated by
backpropagating the loss’s gradient through the discriminator,
using graphs from the data distribution as positive examples.
Since the training procedure imposes only a soft constraint
on the latent representation, there are no guarantees that all
embeddings will exactly lie on the CCM, making it impossible
to compute exact geodesic distances between embeddings.
To compensate for this issue, when running the change
detection tests we orthogonally project the embeddings onto
the CCM. The projection is also included during the training
reconstruction phase, immediately before the decoder (see
Figure 2). This does not impact the regularisation of the encoder
network, but pushes the decoder to learn a meaningful map from
the CCM to the graph space. Note that it would be possible
to directly project the embeddings onto the CCM without
adversarial regularisation. However, empirical results (not
shown) indicate how this would significantly compromise the
performance in terms of representation and, most importantly,
change detection.
B. Geometric discriminator
Enforcing a distribution on the latent representation is not our
primary goal, as the key element of the proposed architecture
is the geometric regularisation of the encoder’s latent space.
Moreover, imposing a prior on the latent representation could in
principle interfere with the statistical analysis preformed by the
CDT, and introduce unwanted effects in the behaviour of the
algorithm. Therefore, we propose a variation of the AAE that
replaces the implicit regularisation based on matching the prior
distribution, with an explicit regularisation term imposed by a
parameter-free discriminator, used to compute the membership
degree of an embedding to the CCM. By maximally fooling this
geometric discriminator, the encoder is explicitly optimising its
representation to lie on the target CCM. Moreover, replacing
the discriminator network with a parameter-free model gives
an advantage on those problems characterised by a scarcity of
data, like the seizure detection task detailed in Section V-D.
Since the geometric discriminator does not need to be trained,
we skip the first step of the regularisation phase and only
update the encoder in the final step of the training loop.
For a CCM Mκ with κ 6= 0, the non-parametric discrimina-
tor is defined as:
DMκ(z) = exp
(
− (〈z, z〉κ − 1κ)2
2ς2
)
(3)
where ς is a hyperparameter that controls the width of the
membership function. Equation 3 defines the membership
degree of z to the CCM, where DMκ(z) = 1 when the
embedding lies exactly on Mκ, and DMκ(z) → 0 when
it is far away. When κ = 0, the CCM corresponds to the entire
latent space (c.f. Section III-B) and the geometric discriminator
outputs 1 for all points. In this case, the formulation of the
network is equivalent to the standard autoencoder, because
during the regularisation phase the encoder is not updated (the
loss is always 0).
C. Change detection on CCMs
The general test hypotheses considered for detecting a change
in stationarity in the distribution of an i.i.d. graph stream
g1, g2, . . . , gi, . . . , observed during the operational phase, are
H0 : gi ∼ Q0, i = 1, 2, . . .
H1 : gi ∼
{
Q0 i < τ
Q1 i ≥ τ,
(4)
where τ indicates the point in the sequence where the
change occurs. Q0, Q1, and τ are unknown. During the
operational phase, we use the encoder network to convert the
6incoming graph stream into a multivariate stream of embeddings
zi ∈Mκ, which is then monitored by a sequential statistical
test to detect a possible change in the nominal distribution.
Accordingly, the graph stream Gtrain, on which we trained
the AAE, is converted to a stream of embeddings Ztrain.
Our change detection methodology builds on the CDT
proposed by [27], by extending it to the case of CCMs. More
in detail, the CDT considers a generic stream of vector points
u1, u2, . . . , ui, . . . , which is processed in windows of n points
at a time, so that for each w = 1, 2, 3, . . . , a window [u]w
containing u(w−1)n+1, . . . , uwn is generated, and a statistic
Sw is computed by means of the accumulation process typical
of the cumulative sums (CUSUM) chart [45]. Statistic Sw has
a global role, as it recurrently accumulates information from
local statistics si = s([u]i), for i = 1, . . . , w, as
Sw = max{0, Sw−1 + sw − q},
with S0 = 0 and q a parameter tuning the sensitivity of the
test. The null hypothesis H0 is rejected any time Sw exceeds
a threshold hw, and the algorithm raises an alarm indicating
that a change has been detected; the accumulator Sw is then
reset to 0. After the first alarm is raised, the change point is
estimated as
τˆ = n ·min{w|Sw > hw}.
Threshold hw is set according to a user-defined significance
level α, by requiring, under the null hypothesis H0, that
P(Sw > hw|H0, Si ≤ hi, i < w) = α.
The threshold is set so that the probability of having a false
alarm at generic step w is α, hence allowing us to control the
false positive detection rate.
Note that the scoring function sw = s([u]w) entirely defines
the behaviour of the CDT, and that by knowing the distribution
of sw we can compute the threshold hw given α. Here, we
consider sw to be the Mahalanobis distance
sw = (E[u]− [u]w)TCov[u]−1(E[u]− [u]w), (5)
between the sample mean [u]w of [u]w and the expected
value E[u] of u. In the stationary case, thanks to the CLT, it
can be shown that n · sw ∼ χ2.
We propose two different ways of computing the points ui,
both exploiting the geometry of the CCMs. By monitoring
the mean of the sequence, we are able to detect changes in
the distribution driving the graph-generating process. Since we
use graph convolutions in the encoder network, changes in the
distribution of A, X , and E are all reflected on the embeddings
(c.f. Equation 1), and can therefore be detected by the CDTs.
1) Distance-based CDT (D-CDT): the first proposed CDT
considers the nominal distribution F0 of the training stream
of embeddings, derived as the push-forward distribution of Q0
through the encoder network. The Fréchet mean of F0, denoted
as µ0, is estimated over the training sequence Ztrain as
µ0 = argmin
z∈Mκ
∑
zi∈Ztrain
ρ(zi, z)
2, (6)
where ρ(·, ·) is the geodesic distance as defined in Section
III-B.
For each embedding zi ∈ Mκ in the operational stream,
then, we consider ui = ρ(µ0, zi). The resulting sequence
u1, u2, . . . , ui, . . . is finally monitored with the CDT presented
above.
2) Riemannian CLT-based CDT (R-CDT): our second im-
plementation of the CDT builds on a Riemannian version of the
CLT proposed in [18], which adapts the Mahalanobis distance
(5) to non-Euclidean manifolds. In this case, the operational
stream of embeddings zi ∈Mκ is mapped to the tangent space
Tµ0Mκ with
ui = Logµ0(zi),
and the usual CDT is applied using the modified local statistic
sw. In the case of κ = 0, the standard CLT applies directly to
the embeddings without modifying sw.
D. Setting CDT parameters
In the literature, e.g. [46], it is suggested as a good practice
to set q as half of the increase in E[sw] that the designer expects
to observe. It is possible to show that the change detection
procedure can identify any change of magnitude larger than q,
independently from significance level α: to every α in fact is
associated a threshold h, and the expected time of detection is
tˆ <
h
(E[sw|H1]− q) ,
where E[sw|H1] is the expected value of sw in the non-
nominal conditions. Although in principle it is possible to detect
arbitrarily small shifts by setting q = E[sw|H0], we suggest to
avoid this setting because any (even small) bias introduced at
training time in estimating E[sw|H0] will eventually trigger a
false alarm.
Parameter α corresponds to type-I errors of the statistical test,
that is, to the probability of rejecting H0 when H0 is known to
be true. Parameter α, is therefore directly related to the rate of
false alarms, with smaller values of α corresponding to fewer
false alarms. However, we note that a smaller α corresponds
also to larger delays of detection under H1. Depending on
the application at hand, the user should determine the best
trade-off and the rate of false alarms that can be tolerated.
Finally, the size n of the windows processed by the CDT
should be large enough to consider n · sw ∼ χ2, thus yielding
the desired significance level α. However, processing larger
windows of observations in the operational phase of the
algorithm will result in a lower time resolution.
E. Ensemble of CCMs
In most applications, we do not have prior information
about the optimal CCM for embedding the data distribution,
and choosing the optimal CCM for a specific task may not be
trivial. Therefore, here we propose to use an ensemble of CCMs,
each characterised by a different curvature. The ensemble of
CCMs is denoted using the product space notation as M∗ =
Mκ1 × . . . × Mκi × . . . × Mκc . In practice, we consider
each manifold separately, and the AAE is trained to optimise
the latent representation in parallel on each CCM. Adapting
the AAE to the ensemble case is as simple as considering c
7parallel fully connected layers after pooling, each producing a
representation in a (d+ 1)-dimensional ambient space; when
κ = 0, we assume that M0 has dimension d + 1, rather
than d. The produced embeddings are then concatenated in
a single c(d+ 1)-dimensional vector before being fed to the
discriminator. Similarly, the prior is defined as the concatenation
of c samples zi ∼ PMκi (θ), one for each CCM. When using
the geometric discriminator (3), given an embedding z =
[z1| . . . |zc]T , we apply the geometric classifier DMκi on each
CCM, and compute the average membership as
DM∗(z) =
1
c
c∑
i=1
DMκi (zi).
The orthogonal projection of the embeddings is also per-
formed separately on each CCM.
Accordingly, we also adapt the CDTs described in Section
IV-C to consider the ensemble of CCMs. For D-CDT, we
compute for each CCM the same distance-based representation
as in the single CCM case. This results in a multivariate stream
of c-dimensional vector of distances, which can be monitored
by the base CDT. Similarly, the CDT operating on manifolds
is adapted by considering a R-CDT for each CCM Mκi . The
ensemble of statistical tests raises an alarm any time at least
one of the individual tests detects a change. Since the tests are
in general not independent, we apply a Bonferroni correction
[47] to each R-CDT, so that the overall significance level is at
least the user-defined level α.
V. EXPERIMENTS
To test our methodology, we consider three different applica-
tion scenarios. First, we evaluate the performance of our model
on a synthetic stream of Delaunay triangulations where we are
able to control the difficulty of the change detection problem.
Second, we consider two intracranial electroencephalograpy
(iEEG) datasets for epileptic seizure detection and prediction,
characterised by changes of different magnitudes. Finally, we
consider a computer vision problem, using the NTU RGB+D
skeleton dataset for action recognition [48], with the aim of
detecting changes from a non-violent to a violent interaction
between two subjects.
A. Experimental setting
We test our methodology by considering three different
CCMs, namely the Euclidean M0, hyperspherical M1, and
hyperbolic M−1 manifolds. For M1 and M−1, we take
d = 2 and, accordingly, a three-dimensional ambient space.
By choosing a low-dimensional manifold, we encourage the
encoder to learn an abstract representation of the graphs, and
in particular we are also able to visualise the representation
learned by the network for a qualitative assessment of the
algorithm (e.g., Figures 4 and 8). For M0, we keep the
structure of the autoencoder unchanged and consider a three-
dimensional latent space. Since we are unable to identify a
priori the best curvature for the problems taken into account,
we also consider an ensemble composed of all three geometries,
M∗ =M−1×M0×M1. Note that the specific values of κ are
only important for their sign, which determines the geometry
of the CCMs. Since we are not interested in imposing any other
constraint on the representation (e.g., minimising the distortion
introduced by the embedding process [6]), the magnitude of the
curvature can safely be ignored, as it only affects the scale of the
representation. Thus, we choose κ = −1, 0, 1 to simplify the
implementation of the experiments. We learn a representation
on each manifold using both the probabilistic AAE formulation
and the non-parametric geometric discriminator (3). For each
type of embedding, we run both D-CDT and R-CDT.
The architecture of the AAE is closely inspired to GraphVAE
[15], and we conduct a brief hyperparameter search for each
experiment, using the validation loss of the network for model
selection. Like in [15], the encoder consists of two graph
convolutional layers with 32 and 64 channels respectively,
with batch normalisation, ReLU, and L2 regularisation (with a
factor of 5 · 10−4), followed by global attention pooling with
128 channels. When using ECC layers, the kernel-generating
network consists of two fully connected ReLU layers of 128
units, with a linear output of Fl · Fl−1 neurons. The latent
representation is produced by a ReLU layer with 128 units
followed by a linear layer with d+1 units (these last two layers
are replicated in parallel when considering the ensemble of
CCMs). The decoder is a fully connected three-layer network of
128, 256, and 512 neurons, with ReLU and batch normalisation,
followed by three parallel output layers to reconstruct the
graphs: a sigmoid layer for A, and two layers for X and E,
with activations according to their specific domain (e.g., for
categorical attributes we could use a softmax activation).
We consider a discriminator network with three hidden
ReLU layers of 128 units each. For the prior, we consider
the commonly used Gaussian distribution NMκi (0, 1), adapted
to have support on the CCM (c.f. Section III-C). When using
the geometric discriminator we set ς = 5. We train all networks
using Adam [49] with a learning rate of 0.001 and a batch
size of 128. We train to convergence, monitoring the validation
loss with a patience of 20 epochs. We set aside 10% of the
samples for testing, and 10% for validation and model selection.
For each graph, X and E are normalised element-wise, by
removing the mean and scaling to unit variance. For the CDTs
we set α = 0.01 and q to the 0.75 quantile of the χ2 distribution
of sw. The size of the windows processed by CUSUM is set to
0.1% of the number of training samples, which we found to be
enough to estimate the mean and variance of sw in Equation
5.
The reference baseline is that of [27], for which we use the
open-source implementation published by the authors1; there,
we use a (d+ 1)-dimensional dissimilarity representation for
the embedding.
B. Performance metric for CDTs
To evaluate the detection performance of a CDT, we consider
the predictions of the algorithm (i.e., whether or not it is raising
an alarm) for each point of the operational stream, and compare
them with the ground truth (i.e., whether or not a change has
actually occurred at a given time). In this setting, accuracy is not
a fair performance indicator for the proposed CUSUM-based
1https://github.com/dan-zam/cdg
8Figure 3. Example of Delaunay triangulations of classes 0 to 4. The same
colours are used in Figure 4 to represent the embeddings on the CCMs.
algorithms, because the detection delay of the CDT (due to
the accumulation process) may result in low true positive rates
even if the change is consistently detected by the algorithm.
To avoid this issue, we consider the run lengths (RLs) of
the CDT, defined as the number of time-steps between any
two consecutive alarms. In the nominal regime, the CDT is
configured to have a false positive rate of α, and accordingly the
average RL is ∼ 1/α. Conversely, in the non-nominal regime
the detection rate should be significantly higher (ideally 1), and
the average RL should be lower than the one under the nominal
distribution. Therefore, by comparing the distributions of RLs
in the two regimes, we are able to quantify the performance
of the CDT.
We test whether nominal RLs are statistically larger than
non-nominal ones according to the Mann-Whitney U test [50].
The resulting U statistic is then normalised to obtain the Area
Under the receiver operating characteristic Curve (AUC) score,
which in our case measures the separability of the two RL
distributions,
AUCRL =
U
N0N1
, (7)
where N0 and N1 are the sample sizes of the observed RLs in
the two regimes, respectively. This metric allows us to compare
different algorithms operating on the graph streams, and is
easy to compute starting from the alarms raised by the CDTs
over time.
C. Delaunay triangulations
As a first experimental setting, we consider a synthetic graph
stream of Delaunay triangulations, computed from a set of noisy
observations on a 2D plane. Each observation is associated
to a node, and the 2D coordinates are used as node attributes
(i.e., F = 2). The topology of the graphs is obtained from
the Delaunay triangulation of the points, by adding an edge
between two nodes if they are adjacent in a triangle (e.g., see
Figure 3).
In particular, a class of graphs is defined starting from a fixed
set of N support points, and graph instances are generated
by adding Gaussian noise to the support. By changing the
support, we are able to generate different classes of graphs.
We wish to distinguish between the nominal class 0, and the
non-nominal classes C ≥ 1. To generate a graph stream, we
sample graphs of class 0 representing the nominal regime, and
simulate a change by transitioning to a different class C for
the non-nominal regime. This allows us to have a ground truth
with a known change point.
Data generation: the support points of the nominal class
0 are sampled from a uniform distribution in [0, 10]2. The
support of non-nominal classes is then generated from the
support of class 0, by adding to each point a vector sampled
on the circumference of radius
r(C) = 10
(
2
3
)C−1
, (8)
such that the support points of class C are:
X(support,C) = X(support,0) + r(C)[cos(θ), sin(φ)], (9)
where θ, φ ∼ U(0, 2pi) are random vectors in RN . Note
that cos(θ) and sin(φ) are evaluated element-wise, so that
r(C)[cos(θ), sin(φ)] is an N × 2 matrix where each row is a
random point on the circle.
Graph instances of each class i are generated by perturbing
the support points with Gaussian noise:
X = X(support,i) +X(noise), (10)
where X(noise) is a random matrix in RN×F of normally
distributed components ∼ N (0, 1).
Intuitively, class indices are proportional to the difficulty of
detecting a change, because the perturbations to the support get
smaller as C increases, making it more difficult to distinguish
class C from class 0.
For the experiments, we generate 5 ·103 graphs of class 0 for
the training stream Gtrain, and consider different operational
streams with C = 1, . . . , 20 for evaluating the performance
on increasingly difficult problems. Each operational stream
consists of 2 · 104 graphs, with change point τ = 104, from
class 0 to class C. We consider graphs of fixed order N = 7.
Results: we report in Table I the results obtained with each
configuration of CCM, embedding type, and CDT. Results
show that the combination of geometric discriminator and R-
CDT on M∗ consistently outperforms all other methods. This
suggests that CCMs with different curvatures encode different
yet useful information, which the algorithm is able to exploit.
The representations learned by the AAE on different CCMs
are shown in Figure 4. Moreover, we note a considerably high
performance in those problems characterised by a less evident
change, where the algorithm is able to detect node perturbations
in the order of 10−3 (class 20). We also note that, while
performing comparably to the probabilistic AAE formulation
in different configurations, the geometric discriminator still
provides noticeable benefits on model complexity, particularly
for smaller N (as the complexity of the AAE is quadratic w.r.t.
N ). Here, for instance, we notice a significant reduction of
up to 13.35% in the total number of parameters (i.e., from
≈ 252k to ≈ 218k) w.r.t. using the standard discriminator.
D. Seizure detection
As a first real-world application to test our methodology, we
consider iEEG data from Kaggle’s UPenn and Mayo Clinic’s
Seizure Detection Challenge2 (SDC) and the American Epilepsy
Society Seizure Prediction Challenge3 (SPC). A summary of the
SDC and SPC datasets is provided in Table II. In these datasets,
iEEG signals are provided as one-second clips belonging to two
different classes, namely the nominal interictal samples and the
2https://www.kaggle.com/c/seizure-detection
3https://www.kaggle.com/c/seizure-prediction
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Figure 4. Hammer and planar projections of embeddings produced by AAEs with latent CCMs M1 and M−1, respectively, for Delaunay triangulations of
classes 0 to 4 (c.f. Figure 3). Best viewed in colour.
Table I
AUC SCORE ON DELAUNAY TRIANGULATIONS. WE REPORT THE RESULTS FOR EVEN-NUMBERED CLASSES C IN THE NON-NOMINAL REGIME. THE CCM
COLUMN INDICATES THE MANIFOLD ON WHICH THE AAE IS TRAINED, WHEREAS THE CDT COLUMN INDICATES THE TYPE OF CDT USED. IN THE Emb.
COLUMN, Prior INDICATES THAT THE EMBEDDINGS WERE COMPUTED USING THE STANDARD AAE PROBABILISTIC SETTING, WHILE Geom INDICATES THE
AAE WITH GEOMETRIC DISCRIMINATOR (3). THE BASELINE BY [27] IS DENOTED AS USING M0 AND R-CDT BECAUSE IT IS FORMALLY EQUIVALENT TO A
R-CDT ON EUCLIDEAN MANIFOLDS. WE REPORT THE BEST RESULTS IN BOLD.
C
CCM CDT Emb. 20 18 16 14 12 10 8 6 4 2
M∗
D-CDT Geom. 0.49 0.50 0.51 0.64 0.56 0.51 0.91 0.79 1.00 1.00Prior 0.52 0.52 0.52 0.58 0.53 0.50 0.94 0.95 1.00 1.00
R-CDT Geom. 0.70 0.71 0.74 0.76 0.78 0.73 0.98 0.96 1.00 1.00Prior 0.42 0.24 0.32 0.21 0.28 0.20 0.55 0.72 1.00 1.00
M−1
D-CDT Geom. 0.49 0.55 0.54 0.61 0.59 0.48 0.71 0.53 0.96 0.90Prior 0.52 0.55 0.49 0.63 0.55 0.43 0.61 0.75 1.00 0.96
R-CDT Geom. 0.47 0.52 0.55 0.64 0.59 0.60 0.91 0.95 0.99 1.00Prior 0.48 0.53 0.54 0.63 0.58 0.39 0.96 0.55 1.00 0.93
M0
D-CDT Geom. 0.55 0.45 0.50 0.73 0.60 0.47 0.31 0.40 0.99 0.99Prior 0.54 0.61 0.51 0.66 0.57 0.58 0.63 0.67 1.00 0.93
R-CDT Geom. 0.53 0.54 0.54 0.56 0.60 0.58 0.65 0.62 0.94 0.94Prior 0.49 0.51 0.49 0.52 0.50 0.43 0.71 0.66 0.96 0.96
M1
D-CDT Geom. 0.37 0.53 0.45 0.48 0.48 0.53 0.68 0.83 0.76 0.90Prior 0.47 0.55 0.49 0.61 0.53 0.51 0.59 0.72 0.90 0.89
R-CDT Geom. 0.42 0.53 0.49 0.53 0.55 0.56 0.85 0.80 0.92 1.00Prior 0.45 0.50 0.53 0.59 0.55 0.50 0.79 0.77 1.00 0.99
M0 R-CDT [27] 0.49 0.50 0.50 0.50 0.50 0.52 0.56 0.88 0.93 0.93
Figure 5. Example of functional connectivity network extracted from a 1-
second clip of iEEG data, using Pearson’s correlation. Only edge attributes
are shown in the figure.
non-nominal ictal (or preictal, in the SPC case) samples. The
datasets are collected from dogs and human patients, with a
variable number of sensors applied to each patient, resulting in
multivariate streams of different dimensions. Here, for the SDC
datasets we consider only subjects with more than 1000 labelled
clips, while for SPC we consider those with more than 500 (due
to the datasets of SPC being overall smaller, with some patients
having as little as 42 labelled clips). Functional connectivity
networks are widely used in neuroscience [51] to represent
the coupling between activity recorded from macro-units in
the brain. Functional networks find a natural representation as
weighted graphs, giving rise to a stream of attributed graphs
with varying topology and attributes (see Figure 5 for an
example), hence making the problem a suitable case study to
test the proposed CDT methodology.
The training and operational graph streams are generated for
each patient, using the labelled training clips in the datasets. We
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Table II
SUMMARY OF THE IEEG DATASETS. WE REPORT THE ID USED IN TABLES
III AND IV TO IDENTIFY SUBJECTS, THE ORIGINAL ID FROM THE
DATASETS, THE NUMBER OF GRAPHS IN THE NOMINAL AND NON-NOMINAL
DISTRIBUTIONS, AND THE NUMBER OF NODES FOR EACH SUBJECT.
Dataset ID Original ID # graphs (Q0) # graphs (Q1) N
SDC
D1 Dog 2 1148 172 16
D2 Dog 3 4760 480 16
D3 Dog 4 2790 257 16
D4 Patient 2 2990 151 16
D5 Patient 5 2610 135 64
D6 Patient 6 2772 225 30
D7 Patient 7 3239 282 36
SPC
P1 Dog 2 500 42 16
P2 Dog 3 1440 72 16
P3 Dog 4 804 97 16
generate arbitrarily long streams via bootstrapping, sampling
interictal graphs for the nominal regime, and ictal (or preictal)
graphs in the non-nominal regime.
Graphs are generated from each one-second multivariate
stream. As initial preprocessing step, we remove the baseline
60 Hz introduced by the recording devices with a Butterworth
filter. The number of nodes N in the graphs corresponds to
the number of channels N in the stream (see Table II). We
generate edge attributes using a functional connectivity measure
estimated in the high-gamma band (70-100 Hz), such that
E ∈ RN×N (i.e., S = 1). We report experimental results
using two different measures: 1) Pearson correlation and 2)
the Directed Phase Lag Index (DPLI) [51]. Finally, in order
to encode information about each individual channel in the
node attributes, we consider the first four wavelet coefficients
(F = 4) computed by means of discrete wavelet transform
of the related signals [51]. As a final preprocessing step, we
remove all edges with absolute value ≤ 0.1, in order to have
a non-trivial topology in the graphs (which otherwise would
simply be fully connected, reducing the effectiveness of the
graph convolutions). Once again, we consider a training stream
of 5 · 103 graphs, and an operational stream of 2 · 104 graphs
with τ = 104.
Results: The proposed method denotes a good performance
on iEEG data, where the CCM ensemble, with R-CDT
and the geometric discriminator, outperforms single-curvature
manifolds and the baseline, on most patients. In Table III,
we report the results obtained with Pearson’s correlation as
functional connectivity measure. Using DPLI as connectivity
measure resulted in a slightly worse performance on average
(results are shown in Table IV). DPLI is a measure of “directed”
connectivity, resulting in directed graphs for the functional con-
nectivity networks. As correlation, instead, produces undirected
graphs, our results indicate that for this application scenario
symmetric connectivity measures might be more suitable in
terms of CDT performance. Further connectivity measures
will be taken into account in future research. We notice that
the spherical CCM denotes a marginal advantage w.r.t. the
other configurations on P1, indicating that single CCMs can be
effective in some cases. We also notice the poor performance
achieved by all configurations on subject P2. Here, when
considering preictal graphs, the representation learned by the
encoder collapses around the mean value of nominal regime
(a phenomenon known as mode collapse), resulting in a poor
detection performance. Adding dropout between the ECC layers
in the encoder mitigates the issue, but is still not sufficient
to achieve the same results obtained for the other patients.
The benefits of using the geometric discriminator on SDC and
SPC are less evident than on synthetic data (due to the graphs
having more nodes), but still amount to a significant reduction
(5% on average) in the number of model parameters.
E. Detection of hostile behaviour
As a third application, we consider a practical scenario in
computer vision where graphs representing the skeletal structure
of human beings are used to perform action recognition. In
line with our proposed method, the task consists of detecting
when the stream of skeletal data changes from a nominal action
performed by the subjects, to a non-nominal one. Practical
applications of this setting include the surveillance of public
places for security reasons, the detection of a distracted driver,
or the detection of incidents for people at risk (e.g., children
and elderly people). For this experiment, we focus on one of
such possible tasks, namely on detecting whether the interaction
between two subjects changes from friendly to hostile, using
skeletal data extracted from video samples. Because skeletal
data provides information and constraints on the overall pose of
subjects that are not explicitly encoded in raw video, approaches
based on graph neural networks have been successfully applied
to achieve state-of-the-art results in action recognition [52],
denoting a better performance than traditional deep learning
algorithms.
For this experiment we consider the NTU RGB+D dataset
for action recognition [48], a large collection of video samples
containing RGB images, infrared depth maps, and skeletal data
of 56880 action samples. The dataset contains 60 different
action types, including daily, mutual, and health-related actions.
Actions are performed by 40 volunteers and each action is
repeated twice in 17 different camera settings. The dataset
consists of short clips (∼ 2 seconds long) sampled at 30Hz.
Skeletal data are provided for each frame of the clips. Each
subject is represented by 25 joints annotated with 3D coor-
dinates and orientation (i.e., position, direction and rotation
of the joint in space), and 2D position w.r.t. the frame for
both the RGB and infrared channels. Metadata regarding the
confidence of the measurement (i.e., whether the annotation is
missing, inferred, or actually recorded) is also provided. The
topological connections between pairs of joints are fixed and
known a priori.
To test our methodology, we consider a subset of NTU
RGB+D containing mutual interactions, namely the hugging
and punching actions (examples shown in Figure 6), where
each skeletal sample consists of the disjoint union of the two
graphs representing the interacting subjects. The task is then
defined as detecting when the interaction between the two
subjects changes from friendly (hugging) to hostile (punching).
The graph stream is generated in the same fashion as in the
previous two experiments, by sampling graphs from the hugging
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Table III
AUC SCORE ON SEIZURE DETECTION, USING PEARSON’S CORRELATION AS FUNCTIONAL CONNECTIVITY MEASURE. WE REPORT THE BEST RESULTS IN
BOLD.
SDC SDC
CCM CDT Emb. D1 D2 D3 D4 D5 D6 D7 P1 P2 P3
M∗
D-CDT Geom. 0.99 0.99 0.99 0.93 0.99 0.66 0.99 0.22 0.19 0.87Prior 0.98 0.99 0.99 0.92 0.99 0.43 0.98 0.10 0.15 0.83
R-CDT Geom. 1.00 1.00 1.00 0.94 1.00 0.74 1.00 0.54 0.51 0.97Prior 1.00 1.00 1.00 0.96 1.00 0.79 0.98 0.40 0.45 0.98
M−1
D-CDT Geom. 1.00 0.99 0.99 0.94 0.99 0.62 1.00 0.64 0.25 0.90Prior 0.99 0.99 0.99 0.90 0.99 0.34 0.95 0.78 0.16 0.92
R-CDT Geom. 0.99 0.99 0.99 0.93 0.98 0.85 0.99 0.25 0.28 0.90Prior 0.97 0.99 0.97 0.83 0.98 0.82 0.96 0.58 0.28 0.95
M0
D-CDT Geom. 0.99 0.99 0.99 0.81 0.99 0.00 0.99 0.44 0.09 0.78Prior 0.99 0.99 0.99 0.74 0.97 0.59 0.99 0.76 0.10 0.85
R-CDT Geom. 0.92 0.96 0.93 0.83 0.97 0.61 0.93 0.17 0.17 0.74Prior 0.91 0.93 0.88 0.62 0.97 0.71 0.96 0.15 0.53 0.65
M1
D-CDT Geom. 0.99 0.99 0.99 0.94 0.88 0.65 0.89 0.67 0.15 0.91Prior 0.99 0.99 0.99 0.90 0.99 0.33 0.98 0.87 0.48 0.82
R-CDT Geom. 0.99 0.99 0.99 0.96 0.99 0.85 0.97 0.57 0.20 0.95Prior 0.99 0.99 0.99 0.95 0.99 0.53 0.99 0.64 0.73 0.91
M0 R-CDT [27] 0.92 0.74 0.84 0.90 0.90 0.88 0.79 0.73 0.84 0.90
Table IV
AUC SCORE ON SEIZURE DETECTION, USING DPLI AS FUNCTIONAL CONNECTIVITY MEASURE. WE REPORT THE BEST RESULTS IN BOLD.
SDC SDC
CCM CDT Emb. D1 D2 D3 D4 D5 D6 D7 P1 P2 P3
M∗
D-CDT Geom. 0.99 0.99 0.99 0.72 0.98 0.15 0.69 0.20 0.30 0.62Prior 0.98 0.99 0.99 0.74 0.98 0.30 0.63 0.18 0.32 0.61
R-CDT Geom. 1.00 0.99 1.00 0.81 0.99 0.68 0.81 0.63 0.61 0.73Prior 1.00 1.00 0.99 0.82 0.98 0.53 0.85 0.55 0.65 0.73
M−1
D-CDT Geom. 0.99 0.99 0.99 0.38 0.98 0.44 0.12 0.00 0.22 0.51Prior 0.99 0.99 0.99 0.51 0.98 0.18 0.30 0.00 0.21 0.63
R-CDT Geom. 0.91 0.96 0.90 0.61 0.84 0.29 0.51 0.37 0.50 0.56Prior 0.89 0.91 0.88 0.52 0.81 0.54 0.55 0.48 0.47 0.55
M0
D-CDT Geom. 1.00 1.00 1.00 0.79 0.99 0.34 0.84 0.30 0.37 0.57Prior 0.97 0.99 0.96 0.61 0.99 0.70 0.32 0.35 0.37 0.66
R-CDT Geom. 0.99 0.99 0.99 0.81 0.99 0.51 0.84 0.24 0.49 0.63Prior 0.94 0.99 0.98 0.70 0.97 0.51 0.68 0.41 0.39 0.66
M1
D-CDT Geom. 0.99 0.99 0.99 0.70 0.94 0.38 0.72 0.31 0.50 0.48Prior 0.90 1.00 0.97 0.58 0.96 0.41 0.41 0.41 0.52 0.50
R-CDT Geom. 0.99 0.99 0.99 0.72 0.96 0.28 0.84 0.27 0.51 0.65Prior 0.99 0.99 0.98 0.70 0.96 0.42 0.56 0.44 0.54 0.51
M0 R-CDT [27] 0.92 0.69 0.78 0.90 0.90 0.82 0.77 0.73 0.78 0.90
distribution for the nominal regime, and then switching to the
punching distribution to simulate a change. The assumption
of stationarity of Q0 required to configure and run the CDT,
which was met for the previous two experiments4, here cannot
be met due to each individual clip showing a high correlation
between successive samples, which is reflected also on the
embeddings. To avoid this issue, one possibility is to lower
the sampling rate with which the skeletal data is acquired,
in order to decorrelate the observations. However, we note
that lowering the sampling rate in order to obtain an i.i.d.
graph stream is equivalent, in this controlled setting, to taking
random permutations of the available data. This results in a
stationary stream, and allows us to test our method without
4The Delaunay triangulations are i.i.d. by construction, while the functional
connectivity networks are extracted from independent clips.
having to purposefully waste precious samples. The training
data is thus obtained by randomly sampling graphs from the
hugging distribution. Similarly, for the operational test stream,
we first randomly sample graphs from hugging, and then change
to punching. While in principle it is not necessary to randomise
the non-nominal regime, we keep the same setting to ensure
that the CDT only detects changes in the actual graph class,
rather than in the sampling technique. To have independence
between the training and operational streams, we sample the
former from the first set of clips recorded for each subject,
while the latter is sampled from the second set of repetitions.
The number of graphs for each regime in the training and
operational streams is reported in Table V, and correspond to
the number of graphs from the respective sets of repetitions.
We leverage the results obtained in the previous two
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Hugging Punching
Figure 6. Examples of graphs sampled from NTU RGB+D, respectively
from hugging and punching action classes. The nodes associated to a specific
individual are colour-coded accordingly, although the AAE is fed with the
disjoint union of the graphs without additional information. Best viewed in
colour.
Table V
NUMBER OF GRAPHS SAMPLED FOR THE TRAINING AND OPERATIONAL
PHASES. TRAINING GRAPHS CORRESPOND TO THE FIRST CLIPS RECORDED
FOR EACH SUBJECT, WHILE OPERATIONAL GRAPHS ARE TAKEN FROM THE
SECOND REPETITIONS.
Phase Action # of graphs
Train Hugging 26818
Operational Hugging 26166Punching 24512
experiments for configuring the change detection pipeline.
Accordingly, we report results obtained with the ensemble of
manifolds M∗, using the geometric discriminator and R-CDT.
Results: Running R-CDT on the proposed graph stream
results in an AUC score of 0.999, i.e., the algorithm is
consistently able to identify changes in stationarity with a
very short delay. The average run length (ARL) obtained by
R-CDT in the non-nominal regime is ∼ 1.04, meaning that
an alarm is raised by the algorithm almost at every window.
By comparison, D-CDT denotes a similarly good separability
in the distributions of the run lengths, with AUC 0.965 (see
Table VI). However, the ARL of D-CDT is significantly higher
at 3.27, indicating a slower detection of the change.
In Figure 7, we show the evolution of the accumulator Sw
on the operational stream for each of the three CDTs run by
R-CDT (one for each manifold). It is possible to note how
the spherical component of the embeddings computed by the
Table VI
PERFORMANCE OF R-CDT AND D-CDT ON DETECTION OF HOSTILE
BEHAVIOUR.
CCM Emb. Emb. AUC ARL
M∗ Geom R-CDT 0.999 1.04D-CDT 0.965 3.27
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Figure 7. Accumulator Sw on the operational stream, for the three independent
CDTs run by R-CDT on the ensemble of manifolds. The dashed red line
denotes the change point of the stream. Whenever the accumulator exceeds
the threshold (green line) an alarm is raised. The CDT performed on the
spherical manifold (κ = 1) is able to identify the change in stationarity, while
the Euclidean and hyperbolic embeddings do not show such a strong response
to the change.
AAE provides clear indication of the existence of a change in
stationarity. A similar conclusion is also evident by comparing
the distribution on the spherical embeddings to the other two
geometries (shown in Figure 8).
Results highlight the advantages of using an ensemble of
CCMs for learning a representation and stress the importance
of representing graph-structured data by using non-Euclidean
domains.
VI. CONCLUSION
In this paper, we introduced a novel data-driven method for
detecting changes in stationarity in a stream of attributed graphs.
The methodology is based on an adversarial autoencoder that
embeds graphs on constant-curvature manifolds, onto which
we apply statistical and geometrical tools for the analysis.
Experimental results demonstrated the effectiveness of what
proposed by considering streams of graph-structured data for
both synthetic and real-world applications. Our results showed
that the ensemble of CCMs (M∗), the geometric discriminator,
and the Riemannian version of the CDT consistently yield
the best detection performance, making this configuration a
safe choice when no prior information is available about the
problem at hand. We believe that the proposed framework
can be easily extended beyond the scope considered in this
paper, as many application domains are characterised by graphs
that change over time, such as in sensor, wireless, and gene
expression networks.
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Figure 8. Embeddings learned by the AAE with latent ensemble of CCMs, M∗. We show a planar projection for the hyperbolic and Euclidean CCMs, and
the Hammer projection of the spherical CCM, for the two regimes (hugging is in yellow, punching in purple). Best viewed in colour.
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