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Spin qubits in quantum dots define an attrac-
tive platform for scalable quantum information
because of their compatibility with semiconduc-
tor manufacturing [1, 2], their long coherence
times [3], and the ability to operate at tempera-
tures exceeding one Kelvin [4, 5]. Qubit logic can
be implemented by pulsing the exchange interac-
tion [6–8] or via driven rotations [9–12]. Here,
we show that these approaches can be combined
to execute a multitude of native two-qubit gates
in a single device, reducing the operation over-
head to perform quantum algorithms. We demon-
strate, at a temperature above one Kelvin, single-
qubit rotations together with the two-qubit gates
CROT, CPHASE and SWAP. Furthermore we re-
alize adiabatic, diabatic and composite sequences
to optimize the qubit control fidelity and the gate
time. We find two-qubit gates that can be exe-
cuted within 67 ns and by theoretically analyzing
the experimental noise sources we predict fideli-
ties exceeding 99%. This promises fault-tolerant
operation using quantum hardware that can be
embedded with classical electronics for quantum
integrated circuits.
Two-qubit gates are at the heart of quantum informa-
tion science, as they may be used to create entangled
states with a complexity beyond what is classically simu-
latable [13], and ultimately may enable the execution of
practically relevant quantum algorithms [14]. Optimiz-
ing two-qubit gates is therefore a central aspect across all
qubit platforms [15]. In quantum dot systems, two-qubit
gates can be naturally implemented using the exchange
interaction between spin qubits in neighbouring quan-
tum dots [1]. Pulsing the interaction drives SWAP os-
cillations when the exchange energy is much larger than
the Zeeman energy difference of the qubits [1, 6], while
it results in CPHASE oscillations when the Zeeman en-
ergy difference is much larger than the exchange energy
[16]. Single-qubit gates need also to be implemented to
access the full two-qubit Hilbert space, and this requires
distinguishability between the qubits. This is commonly
obtained through the spin-orbit coupling [3] or by inte-
grating nanomagnets [17, 18], causing significant Zeeman
energy differences. Realizing a high-fidelity SWAP-gate
in this scenario would require extremely large values of
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exchange interaction. For this reason, the CPHASE op-
eration has been the native gate in experimental demon-
strations of two-qubit logic when the exchange interac-
tion is pulsed [7, 8]. An alternative implementation of
two-qubit logic can be realized by driven rotations, which
become state dependent in the presence of exchange in-
teraction. This has been used to realize CROT [5, 10–12]
and resonant SWAP gates [19].
While universal quantum logic can be obtained by
combinations of single- and two-qubit operations [20],
the ability to directly execute a multitude of two-qubit
gates would reduce the number of operations required
to execute quantum algorithms. Here, we take this step
and investigate on the same device the implementation
of the CROT, SWAP, and CPHASE, which are all es-
sential gates in applications ranging from quantum error
correction to long-distance qubit connectivity. We fur-
thermore focus on the optimal implementation of these
two-qubit gates and find that in particular the CPHASE
and the SWAP can be executed with high-fidelity and in
short time scales. Moreover, we demonstrate these opera-
tions at temperatures exceeding one Kelvin. The cooling
power at these elevated temperatures is much larger and
thereby more compatible with the operation of classical
electronics, such that quantum integrated circuits based
on standard semiconductor technology become feasible
[2, 21, 22].
The experimental two-qubit system is based on elec-
tron spin states confined in a silicon double quantum dot
as schematically shown in Fig. 1a. The silicon double
quantum dot is fabricated using an overlapping gate ar-
chitecture on a silicon wafer with an isotopically enriched
28Si epilayer of 800 ppm residual concentration of 29Si
[5, 23]. Qubits Q1 and Q2 are defined with NQ1 = 5
and NQ2 = 1, where N is the charge occupancy. Spin
readout is performed at the (1,5)-(2,4) charge anticross-
ing, where the |↓↑〉 tunnels to the singlet (2,4) charge
state, while the other spin states are blocked because
of the Pauli exclusion principle. By using an adiabatic
pulse from the (2,4) to the (1,5) region, we initialize the
system in the |↓↑〉 state. Because of the limited sensi-
tivity of the single-electron-transistor (SET) that we use
for charge readout, we average the single-shot readout
traces and subtract a reference signal. We therefore ob-
tain a current signal, proportional to the probability to
have a blocked state. We note that the readout fidelity
can be further improved, even at these higher tempera-
tures [24], but here we focus on the coherent control. We
perform spin manipulation via electron spin resonance
(ESR) using an on-chip aluminum microwave antenna.
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Figure 1. Two-qubit gates and quantum coherence of silicon spin qubits operated at a T = 1.05 K. a Schematic
representation of the double quantum dot system. Two plunger gates (P1 and P2) and one barrier gate (Bt) are used to
control the detuning energy  and the tunnel coupling t between the quantum dots. Spin manipulation occurs via electron-spin-
resonance (ESR) using an on-chip microwave line. The energy diagram displays the four electron spin states as a function of
. We exploit both driven rotations and pulsed exchange for coherent control. Controlled rotations (CROTs) can in principle
be executed at all points where J 6= 0, given that gate times are appropriately set. CPHASE gates are conveniently executed
when the exchange interaction is much smaller than the Zeeman energy difference between the qubits, while SWAP oscillations
can be realized when the exchange interaction is much larger. b Using ESR control we find the four resonance frequencies of
the two-qubit system. Here, the exchange interaction is tuned to 3 MHz. c Coherence times as a function of the number of
refocusing pi pulses. Here, the exchange is set to 2 MHz. The plot includes the dephasing times measured through a Ramsey
experiment to allow comparison. d-e Realization of CROT operations. Rabi oscillations of the target qubit are controlled by
the spin state of the control qubit. We find controlled rotations on all the four resonance frequencies f1, f2, f3, f4.
All measurements have been performed in a dilution re-
frigerator at a temperature of Tfridge = 1.05 K and with
an external magnetic field of Bext = 250 mT.
We control the exchange interaction J via the detuning
 between the two quantum dots and we measure cou-
plings from J = 2 MHz up to J = 45 MHz, as shown in
Supp. Fig. 1a. By fitting the exchange spectrum we ex-
tract a Zeeman energy difference between the two qubits
∆Ez = 11 MHz. The fitting suggests a negligible de-
pendence of ∆Ez on detuning, further supported by the
small magnetic field applied and the absence of external
magnetic gradients. Figure 1b shows the four resonance
frequencies of the two-qubit system when J = 3 MHz.
At this value of exchange interaction we tune the pi-
rotation times to be tCROT = 660 ns such that we syn-
chronize the Rabi oscillations of the target transition with
the closest off-resonant transition in order to suppress
crosstalk [25]. From Ramsey experiments on frequencies
f1 and f4 we measure dephasing times T
∗
2,Q1 = 2.3 µs and
T ∗2,Q2 = 2.9µs. The Carr-Purcell-Meiboom-Gill (CPMG)
pulse sequence can extend the coherence times, by filter-
ing out the low frequency noise. As shown in Fig. 1c,
we measure a maximum T2,Q1 = 63µs and T2,Q2 = 44µs
when 15 refocusing pulses are applied, setting new bench-
marks for the coherence time of quantum dot spin qubits
at temperatures above one Kelvin.
When the exchange interaction is set to a non-zero
value, it is possible to realize the CROT via driven rota-
tions since the resonance frequency of one qubit depends
on the state of the other qubit. This CROT gate is a
universal two-qubit gate and equivalent to a CNOT gate
up to single qubit phases [5]. Figures 1d-e show con-
trolled rotations by setting both configurations of target
and control qubits.
An alternative way to achieve a universal gate set is
through the implementation of the CPHASE gate. Mov-
ing in detuning energy toward the (1,5)-(2,4) charge an-
ticrossing lowers the energy of the antiparallel |↓↑〉 and
|↑↓〉 states with respect to the parallel |↓↓〉 and |↑↑〉 spin
states. Therefore, pulsing the detuning for a time t re-
sults in a phase gate on the target qubit conditional on
the spin state of the control qubit. When the total phase
φ = φ|↓↑〉 + φ|↑↓〉 = (2n+1)pi with n integer, a CPHASE
gate is realized [16]. A high-fidelity implementation of
such a gate requires a Zeeman energy difference between
the two qubits much larger than the exchange interac-
tion, in order to suppress the evolution of the exchange
gate [1]. This condition is conveniently met in devices
with micromagnets [8, 10], where the CPHASE is the
most natural choice as native two-qubit gate.
In our system, ∆Ez is comparable in magnitude to
the accessible J (see Supplemental Material Sec. II),
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Figure 2. Adiabatic and diabatic CPHASE operation at T = 1.05 K. a-b Conditional phase oscillations by adiabatically
pulsing the detuning energy  to increase the exchange interaction J , measured using the quantum circuit depicted in the top
panels. The antiparallel spin states acquire a phase with respect to the parallel states, resulting in coherent oscillations as
a function of the duration of the detuning pulse. At smaller detuning values, the exchange interaction increases resulting in
faster oscillations. Due to the exchange interaction, the energy difference E↓↑ −E↓↓ (measured in a) is smaller than E↑↑ −E↑↓
(measured in b), resulting in an acquired phase on the target qubit (T) that is dependent on the state of the control qubit
(C). c Schematic of the quantum circuit to verify CPHASE operation. The adiabatic detuning pulse of the CPHASE gate is
tuned such that the antiparallel spin states acquire a total phase of 3pi. The exchange is increased to J = 27.5 MHz using a
ramp tr = 60 ns and the total gate time is tCPHASE = 152 ns. We verify CPHASE operation by measuring the normalized
spin-up probability, obtained through conversion of the readout current, and observe clear antiparallel oscillations. d Schematic
representation of an adiabatic (dashed black and shown in c) and a diabatic (solid blue) CPHASE. The diabatic CPHASE is
optimized by changing the amplitude of  and measuring probabilities of the four possible spin states. Due to the finite Zeeman
difference (∆Ez = 11 MHz) SWAP-interactions are not negligible. However, the exchange can be tuned such that the states
undergo rotations of 2pi. We tune and optimize this by measuring the phase, projected to the spin states through a pi/2-pulse
on the target qubit. We obtain a diabatic CPHASE for tCPHASE = 67 ns.
due to the small Bext applied. This means that a de-
tuning pulse will also cause the |↓↑〉 and |↑↓〉 states to
undergo SWAP rotations. While these rotations occur
along a tilted angle due to the non-zero ∆Ez, they can
still reduce the fidelity of the CPHASE gate. In order to
avoid unwanted SWAP rotations we implement an adia-
batic detuning pulse, by ramping  to the desired value
instead of changing it instantaneously (see schematic in
Fig. 2e). In this way, a high-fidelity CPHASE gate can
still be realized with an arbitrarily small ∆Ez at the cost
of a longer gate time. In Fig. 2a and 2b we change the
duration of a detuning pulse in between a Ramsey-like
experiment on Q1, with and without a pi pulse applied
to Q2. The frequency of the oscillations of Q1 depends
strongly on the spin state of Q2, thereby demonstrating
a controlled phase operation. Because of the finite Zee-
man energy difference, the antiparallel |↓↑〉 state shifts
significantly more in energy than the |↑↓〉 state. Conse-
quently, the oscillations in Fig. 2a are significantly faster
than in Fig. 2b. Similarly, the decay time in Fig. 2b is
significantly longer than in Fig. 2a because of the lower
sensitivity to electrical noise. In Fig. 2c the pulse time
is calibrated such that the total phase φ = 3pi. We mea-
sure this in a Ramsey-like experiment where we probe
the phase acquired by the target qubit for different con-
trol qubit states. From Fig. 2c we can observe that
the resulting oscillations are nicely out-of-phase, which
demonstrates the CPHASE gate. We achieve a gate time
tCPHASE = 152 ns, which is mostly limited by the adia-
batic ramps which take tr = 60 ns. From a comparison
with simulations we find that the contribution of both
ramps to the total phase φ is approximately 1.7pi.
This gate time can be significantly sped up with the
implementation of a geometric CPHASE gate, that does
not require adiabaticity [26]. For the implementation of
this gate we synchronize the unwanted exchange oscilla-
tions with the total gate duration, i.e. our gate performs
a CPHASE evolution while the exchange oscillations per-
forms a complete cycle. For a perfectly diabatic pulse the
condition for the exchange interaction is:
J = (4 Jres +
√
3∆E2z + 4J
2
res)/3, (1)
where Jres is the residual exchange interaction at the
point where we perform CROT gates (see Supplemental
Material Sec. III).
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Figure 3. Pulsed SWAP and composite exchange pulse for high-fidelity SWAP at T = 1.05 K. a-b SWAP
oscillations as a function of the ramp time for a detuning pulse such that J = 23 MHz. When the pulsing becomes adiabatic
with respect to variations in J , the exchange oscillations are suppressed. In order to maximize the readout signal we project
the |↑↓〉 to the |↑↑〉 with a pi pulse on f2. c-d Probabilities of the four spin states as a function of the SWAP interaction time.
The states |↑↑〉 and |↓↓〉 are not affected, while the states |↓↑〉 and |↑↓〉 oscillate. Due to the finite Zeeman difference we achieve
a maximum |↑↓〉 state probability of 64 % for tSWAP = 18 ns. The exchange interaction is set to J = 27 MHz. e Pulse sequence
of the composite SWAP gate to correct for errors coming from the finite Zeeman energy difference. The Bloch spheres on top
show the time evolution when starting in the |↓↑〉 state, with the Bloch vector depicted in nanosecond time steps. We first
diabatically pulse the exchange to J = 27 MHz, in order to bring the state on the equator of the singlet-triplet Bloch sphere.
Then we correct for the phase offset with an adiabatic exchange pulse to J = 2.4 MHz. We complete the state flip with another
exchange pulse to J = 27 MHz. f Spin state probability after applying the composite SWAP and as a function of the adiabatic
pulse time tcorr, from which we find the optimum tcorr = 62 ns. g Spin state probability after executing the composite SWAP
sequence starting from the initial state |↓↑〉. Compared to the detuning pulse as shown in d we find a clear improvement in
the spin flip SWAP probability.
Figures 2e show the experimental implementation of
the geometric CPHASE gate. We sweep the amplitude
of the detuning pulse and monitor the spin state probabil-
ities (see Supplemental Material Sec. I) during exchange
oscillations, and the total phase acquired by the antipar-
allel spin states. We notice that, when  ≈ 68 mV, the
antiparallel spin states execute a 2pi rotation, while ac-
quiring a total phase shift of pi. At this value of detuning
we measure J ≈ 10 MHz (see Supplemental Material Sec.
II) and therefore in agreement with Eq.1. The total gate
time is reduced here to tCPHASE = 67 ns.
We now turn to the implementation of a SWAP
gate, the originally proposed quantum gate for quan-
tum dots [1]. Despite the experimental demonstration
of exchange oscillations [6, 27, 28], its implementation
together with single-qubit gates is rather challenging be-
cause of the requirement of a negligible Zeeman differ-
ence between the qubits. In the following we will discuss
a novel protocol that can overcome this problem and al-
low for a high-fidelity SWAP gate, even in the presence
of a finite ∆Ez.
In order to observe SWAP oscillations, we implement a
sequence where we initialize in the |↓↑〉 state and pulse 
for a time t. Clear exchange oscillations between the |↓↑〉
and the |↑↓〉 state are visible when the detuning pulse
is diabatic (see Fig. 3a and 3b), where the oscillation
frequency is fSWAP =
√
J2 + ∆E2z . As we make the
pulse more adiabatic by ramping , the oscillations dis-
appear and the regime becomes suitable for a CPHASE
implementation as discussed before. Even when the de-
tuning pulse is perfectly diabatic, we do not obtain a
perfect SWAP due to the finite ∆Ez. Instead, the spin
states rotate in the Bloch sphere around the tilted axis
of rotation r = (J, 0,∆Ez)
T , similar to what happens for
off-resonant driving. Figure 3c and 3d show that when
starting in the |↓↑〉 state, a maximum |↑↓〉 state proba-
bility of 64% is obtained in tSWAP = 18 ns, which is in
agreement with our simulated predictions (see Supple-
mental Material Sec. III).
Composite pulse sequences [34] can correct for the
tilted axis of rotation. It is possible to achieve full pop-
ulation transfer with an exchange sequence consisting of
alternating diabatic and adiabatic exchange pulses. The
corresponding time evolution operators in the odd parity
subspace are:
5CROT
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SWAP
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Gate time (ns) Fideal (%) Fnoise (%)
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Figure 4. Gate times and simulated fidelities for silicon
qubits at T = 1.05 K. Gate times and simulated fidelities
for all the two-qubit gates discussed in the main text, where
Fideal represent the fidelity in the absence of noise and Fnoise
takes into account the experimental noise at 1.05 Kelvin. We
find high-fidelity two-qubit gates can be obtained in silicon
above one Kelvin, by using diabatic CPHASE or composite
SWAP sequences. The CROT fidelity is calculated as a con-
ditional pi-flip for better comparison. Good agreement is ob-
tained with previous experiments [5], confirming that the sim-
ulated noise is an accurate estimate of the real noise. Further
improvement in the fidelities of the CROT and the CPHASE
may be obtained by incorporating pulse shaping [29–33].
Ur = e
iΦreiθrr·σ (2)
Uz = e
iΦzeiθzZˆ (3)
for a diabatic and an adiabatic pulse respectively (see
Supplemental Material Sec. III). Here σ = (Xˆ, Yˆ , Zˆ) is
the vector consisting of the Pauli matrices, Φr,z = Jtr,z/2
the accumulated entangling phase during the pulse, and
θr,z = tr,z
√
J2 + ∆E2z /2 the angle of rotation. The con-
dition for a SWAP gate is Utot = UrUzUrUz2Ur2 · · · ≡ Xˆ.
The number of necessary pulses depends on the angle
of rotation; obviously a minimal pulse sequence requires
|∆Ez| ≤ J . Furthermore, it is essential to include the
global phase which corresponds to a conditional phase
evolution in the full two-qubit space and needs to van-
ish when implementing a SWAP gate. This protocol is
highly versatile and can also produce maximally entan-
gling gates, i.e.,
√
SWAP if Utot ≡ iXˆ/2 and iSWAP for
Utot ≡ iXˆ.
A possible minimal length solution for a SWAP gate is
sketched in Fig. 3e and the trajectory of the qubit state is
seen in the inset. In the experiment, we calibrate the ex-
change interaction at all stages of the pulse, fix the time
of the diabatic pulses to 12 ns and sweep the length of
the adiabatic pulse tcorr in order to find the best point.
Figure 3f shows how the four spin probabilities change
when sweeping tcorr. We find an optimal tcorr = 62 ns
and the four spin state probabilities for a total pulse du-
ration tSWAP = 88 ns are plotted in Fig. 3g. The SWAP
probability exceeds 90%, where the remaining error is
dominated by miscalibrations, inaccuracies in the gates
needed to reconstruct the spin state probabilities, and
state-preparation-and-measurement (SPAM) errors.
Table 4 shows the fidelities associated with the two-
qubit gates CROT, CPHASE, and SWAP. Here, Fideal
represents the simulated fidelities taking into account the
relevant parameters, but neglecting any decoherence. We
find Fideal > 99% for all gates except the SWAP, which is
limited in fidelity by the finite ∆Ez. We have also mod-
elled the decoherence assuming 1/f noise as the main
noise source (see Supplemental Material Sec. III). By
fitting the experimental data in Fig 2a and 2b, we con-
clude that our model is able to reproduce the decoher-
ence with good agreement. Based on these simulations
we determine Fnoise. The fidelity of the CROT and the
CPHASE gate are significantly affected by the noise, due
to the relatively long gate times, and we find that the
predicted CROT fidelity Fnoise = 89 % is close to the ex-
perimentally measured fidelity F = 86 % [5]. The SWAP,
diabatic CPHASE and composite SWAP are less affected
by the noise and in particular we predict that both the
diabatic CPHASE and composite SWAP can be executed
with fidelities above 99 %.
The ability to execute a diverse set of high-fidelity two-
qubit gates define silicon quantum dots as a versatile
platform for quantum information. The low magnetic
field operation and the small Zeeman energy difference
between qubits is furthermore beneficial for the realiza-
tion of scalable qubit tiles, as it supports high-fidelity
shuttlers and on-chip resonators for long-distance qubit
links. Moreover, the ability to execute quantum logic
at temperatures exceeding one Kelvin provides a path-
way to quantum integrated circuits that host both the
qubits and their control circuitry for scalable quantum
hardware.
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