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When a quantum phase transition is crossed in finite time, critical slowing down leads to the breakdown of
adiabatic dynamics and the formation of topological defects. The average density of defects scales with the
quench rate following a universal power-law predicted by the Kibble-Zurek mechanism. We analyze the full
counting statistics of kinks and report the exact kink number distribution in the transverse-field quantum Ising
model. Kink statistics is described by the Poisson binomial distribution with all cumulants exhibiting a universal
power-law scaling with the quench rate. In the absence of finite-size effects, the distribution approaches a normal
one, a feature that is expected to apply broadly in systems described by the Kibble-Zurek mechanism.
Across a quantum phase transition, the equilibrium relax-
ation time diverges. This phenomenon, known as critical
slowing down, is responsible for the nonadiabatic character of
critical dynamics. Preparing the ground state of the broken-
symmetry phase, an ubiquitous task in quantum science and
technology, is thus intrinsically challenging: traversing the
phase transition in finite time leads to the formation of topo-
logical defects. The Kibble-Zurek mechanism (KZM) is the
paradigmatic theory to describe this scenario [1–3]. Its ori-
gins are found in the pioneering insight by Kibble on the role
of causality in structure formation in the early universe [4, 5].
Soon after, it was pointed out by Zurek that condensed-matter
systems offer a test-bed to study the dynamics of symmetry
breaking [6–8]. The key prediction of the KZM is that the av-
erage density d of the resulting topological defects scales with
the quench time τQ in which the phase transition is crossed
as a universal power-law, d ∝ τ−αQ . The power-law exponent
α = Dν/(1+ νz) is set by a combination of the dimension-
ality of the system D, and the dynamic and correlation-length
(equilibrium) critical exponents denoted by z and ν , respec-
tively.
The validity of the KZM is however not restricted to the
classical domain. The paradigmatic Landau-Zener formula,
describing excitation formation in two-level systems, was
shown to capture the KZM for long quench times [9, 10]. As a
result, paradigmatic models exhibiting quantum phase transi-
tions, such as the 1D Ising chain, could be shown to obey the
KZM, establishing the validity of the mechanism in the quan-
tum domain for thermally isolated systems [9–12]. Due to its
broad applicability, the KZM stands out as a result in statisti-
cal mechanics describing nonequilibrium properties (density
of defects) in terms of equilibrium quantities (critical expo-
nents). On the applied side, it suggest the need to pursue adia-
batic strategies in quantum simulations as well as in quantum
annealing, where the mechanism provides useful heuristics.
Under unitary dynamics the state of the system following
the crossing of the phase transition is characterized by collec-
tive and coherent quantum excitations. One can thus expect
that even for isolated quantum systems, the order parameter
in the broken symmetry phase as well as the number of topo-
logical defects exhibit fluctuations and are characterized by a
probability distribution. In the classical domain, the study of
the equilibrium probability distribution of the order parame-
ter has proved useful in spin systems [13–15], and it is known
to be universal in the scaling limit [14, 16]. In the quantum
domain, progress has been made by analyzing the equilibrium
distribution of the magnetization in a variety of critical spin
systems [17, 18] or following a sudden quench [19].
Studies of the distribution of topological defects generated
in the course of a phase transition have been limited to wind-
ing numbers. In both classical and quantum systems, the dis-
tribution is known to have zero mean value and a dispersion
typical of a random walk with a number of steps that can be
estimated with the KZM [20–24].
In this Letter, we consider the critical dynamics of the one-
dimensional quantum Ising model in a transverse field and
analyze the distribution of topological defects formed during
the crossing of the critical point in finite time. The mean of
the kink number distribution reproduces the prediction by the
KZM, as expected. We focus on the characterization of the
fluctuations of the kink number distribution and show that all
higher order cumulants share the universal power-law scal-
ing with the quench time in which the phase transition is tra-
versed. Our results thus show that the nonadiabatic dynamics
leading to the formation of topological defects exhibits a uni-
versal behavior beyond the scope of the Kibble-Zurek mech-
anism, that determines the average density of defects. Said
differently, the KZM can be extended to account for the full
distribution of topological defects.
The quantum Ising model in a transverse field.— As a
paradigmatic model of a quantum phase transition we con-
sider the one dimensional quantum Ising model [25, 26]. The
Hamiltonian of a chain of N spins in a transverse magnetic
field g reads,
H =−J
N
∑
m=1
(σ zmσ
z
m+1+gσ
x
m). (1)
Its experimental study is amenable via quantum simulation
that has been reported in a variety of platforms including
trapped ions, [27, 28], superconducting circuits [29, 30], Ry-
dberg gases [31], and NMR experiments [32]. We consider
periodic boundary conditions σN+1 =σ1 with even N, for sim-
plicity. The phase diagram of the system is characterized by
two critical points gc = ±1 separating a paramagnetic phase
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2(|g|> 1) and ferromagnetic phase (|g|< 1).
The Hamiltonian (1) can be written as a free fermion
model, making use of the Jordan-Wigner transformation,
σ xm = 1− 2c†mcm, σ xm = −(cm + c†)m ∏`<m(1− 2c†`c`), where
cm are fermionic annihilation operators. As H commutes
with the parity operator, we shall focus on the even parity
subspace, that includes the ground state of the system. Next
we define the Fourier transform cm = e−ipi/4∑k ckeikm/
√
N,
where the momenta allowed by the boundary conditions are
k ∈ {±pi/N,±3pi/N, . . . ,±(N−1)pi/N}, and we take the lat-
tice spacing as a unit of length. As shown in [12], see as well
[25, 26] and [33], the Ising chain Hamiltonian is then given
by
H = 2∑
k>0
ψ†k
[
σ zk (g− cosk)+σ xk sink
]
ψk, (2)
in terms of the operators ψ†k ≡ (c†k ,c−k). In this form, it be-
comes apparent that the critical dynamics of the Ising model
can be described via the dynamics of an ensemble of non-
interacting two-level systems [12].
To study the quantum critical dynamics, we consider an
Ising chain initially prepared in the ground state, deep in the
paramagnetic phase. The paramagnet is driven across the
phase transition by a time-dependent magnetic field of the
form
g(t) = gc
(
1− t
τQ
)
, (3)
where gc = 1 and τQ is known as the quench time. The closing
of the gap as the critical point is approached leads to nonadi-
abatic dynamics and is responsible for the formation of topo-
logical defects, i.e., kinks in the the quantum Ising chain. We
shall be interested in the distribution of the number of kinks
in the nonequilibrium state reached upon completion of the
phase transition at t = τQ. With g(τQ) = 0 the Hamiltonian is
then that of a pure ferromagnet.
Kink number distribution.— The operator measuring the
number of kinks reads
ˆN ≡ 1
2
N
∑
n=1
(
1−σ znσ zn+1
)
(4)
and commutes with the final Hamiltonian at t = τQ. With it,
we can construct the projector onto the subspace with a given
number of kinks n, which can be conveniently written as
δ [ ˆN −n] = 1
2pi
∫ pi
−pi
dθeiθ( ˆN −n), (5)
using the integral representation of the Kronecker delta. A
similar expression can be used for related observables such as
the distribution of the density of kinks, that takes continuous
values, using Dirac’s delta function instead. The kink number
distribution is given by the expectation value of this operator
P(n) =
〈
δ [ ˆN −n]〉 , (6)
where the angular bracket denotes the expectation value with
respect to the state of the system. In what follows, it will prove
convenient to introduce its Fourier transform representation
P(n) =
1
2pi
∫ pi
−pi
dθ P˜(θ ;τQ)e−iθn, (7)
where the characteristic function P˜(θ ;τQ) reads
P˜(θ ;τQ) = Tr
[
ρˆτQe
iθ ˆN
]
. (8)
This expression, being the moment generating function, con-
tains the exponential of the kink number operator, which is
naturally highly-nonlocal in real space. However, it admits a
simple representation in Fourier space, as
ˆN =∑
k
γ†k γk, (9)
where γk are the quasiparticle operators that diagonalize the
Hamiltonian (2), i.e., H = ∑k Ek(γ
†
k γk − 1/2). In addition,
for quasi-free fermions (with periodic boundary conditions),
the time-dependent density matrix preserves the tensor prod-
uct structure during unitary time-evolution. In particular, upon
completion of the protocol, the quantum state of the Ising
chain is given by ρˆτQ =
⊗
k ρˆk,τQ , where ρˆk,τQ is the density
matrix of the k-mode. As a result, the characteristic function
factorizes as
P˜(θ ;τQ) =∏
k
Tr
[
ρˆk,τQe
iθγ†k γk
]
, (10)
i.e., it reduces to the product of the characteristic function for
each mode k. Said differently, the study of the probability dis-
tribution of the density of defects in an Ising chain is equiva-
lent to the study of the full counting statistics of the number
of quasiparticles in each mode. The treatment of the latter
resembles early studies in quantum transport in mesoscopic
physics focused on the counting of electrons [34]. Using the
fact that γ†k γk is a Fermion number operator with eigenvalues
{0,1}, one can further simply this expression to find
P˜(θ ;τQ) =∏
k
Tr
[
ρˆk,τQ
(
I2+(eiθ −1)γ†k γk
)]
=∏
k
[
1+(eiθ −1)〈γ†k γk〉
]
. (11)
We note that Eq. (11) is the characteristic function associated
with N independent random Bernouilli variables (one for each
mode) each of which can take value 1 (mode excited) with
probability pk and value 0 (mode in ground state) with prob-
ability (1− pk). This is precisely the characteristic function
of the Poisson binomial distribution. The latter is expected to
account for the full counting statistics of defect formation in
quasi-free fermion models in which the number of topological
defects is related to the number of quasiparticles. A part from
the quantum Ising model, these include the XY model in one
dimension as well as the Kitaev model in one and two spatial
dimensions, among other examples [25, 26].
3Equation (11) is highly advantageous for numerical com-
putations. In addition, it makes possible an analytical treat-
ment. The dynamics in each mode with a linear ramp of the
magnetic field (3) is well-described by the the Landau-Zener
formula that yields [12]
pk = 〈γ†k γk〉= exp
(
−1
h¯
2piJτQk2
)
. (12)
In turn, this allows one to compute the cumulant generating
function that is given by
log P˜(θ ;τQ) =∑
k
log
[
1+(eiθ −1)〈γ†k γk〉
]
(13)
=
N
2pi
∫ pi
−pi
dk log
[
1+(eiθ −1)exp
(
−1
h¯
2piJτQk2
)]
,
where the last expression holds in the continuum limit. We can
use the identity log(1+ε) =∑∞p=1(−1)p+1 ε
p
p and perform the
integral over the resulting Gaussian integrand to find
log P˜(θ ;τQ) =−
∞
∑
p=1
(1− eiθ )p
p
√
p
Nd× erf
(√pi p
2d
)
, (14)
where erf(x) is the error function and we recognize the mean
density of defects
d =
1
2pi
√
h¯
2JτQ
, (15)
which was derived in [12], validating the KZM in the quantum
domain for quasi-free fermion systems.
Scaling limit.— In the limit of slow quenches, the cumulant
generating function can be simplified given that the average
density predicted by KZM d  1. To leading order in 1/τQ
one finds
log P˜(θ ;τQ) =−Nd Li3/2(1− eiθ ), (16)
in terms of the polylogarithmic function Li3/2(x) =
∑∞p=1 xp/p3/2 [35]. This approximation is equivalent to setting
erf
[√pi p/(2d)] = 1 in Eq. (14). To the best of our knowl-
edge, Eq. (16) defines a new probability distribution function
P(n).
By definition, the expansion of log P˜(θ ;τ) generates the cu-
mulants {κq} of the P(n) distribution according to
log P˜(θ ;τQ) =
∞
∑
q=1
(iθ)q
q!
κq. (17)
Making use of it, or by direct comparison with (14), we find
κ1 = 〈n〉= Nd = N2pi
√
h¯
2JτQ
, (18)
recovering the result for the mean value dictated by the KZM
[12]. The variance of the number of kinks, that equals the
second cumulant κ2, is given by
κ2 = 〈n2〉−〈n〉2 = N 2−
√
2
4pi
√
h¯
2JτQ
, (19)
and has the same dependence with the quench rate as the mean
density 〈n〉, being directly proportional to it. Indeed, this con-
clusion holds for all cumulants of the distribution, which do
not vanish, making the kink distribution non-normal. In par-
ticular, given the expression for the cumulant generating func-
tion (16), it is clear that all cumulants are nonzero and propor-
tional to the mean,
κq ∝ 〈n〉= Nd (20)
for all integer q. From Eqs. (18) and (19), it follows that
κ2/κ1 = (2−
√
2)/2≈ 0.29< 1 showing that the kink statis-
tics is sub-Poissonian, see as well [33, 36]. The third cu-
mulant, that equals the third central moment, is given by
κ3 = 〈(n−〈n〉)3〉= (1−3/
√
2+2/
√
3)〈n〉 ≈ 0.033〈n〉. Thus,
κ3 is positive, indicating that the kink number distribution is
slightly leaned to low kink numbers and has a comparatively
longer tail at high kink numbers.
Nonetheless, the weight of cumulants κq with q> 2 relative
to the mean quickly approaches zero. Indeed, Li3/2(1−eiθ )≈
−iθ +3θ 2/(2pi2) which is equivalent to set to zero all higher
order cumulants. As shown in [33], the kink number distribu-
tion can be approximated by a normal distribution with mean
〈n〉= Nd and variance 〈n2〉−〈n〉2 = 3〈n〉/pi2, namely,
P(n)' N
(
Nd,
3
pi2
Nd
)
(21)
=
1√
6〈n〉/pi exp
[
−pi
2(n−〈n〉)2
6〈n〉
]
,
where 〈n〉 is given in Eq. (18) as dictated by the KZM. Eq.
(21) can be understood as a limiting case of the binomial dis-
tribution in a sequence of Nd/p independent trials in which
the probability of forming a kink is p= 1−3/pi2 ≈ 0.69. This
indicates that the size of the domains in the broken-symmetry
phase can be identified with ξˆ = p/d, such that the number
of trials is given by the ratio N/ξˆ = Nd/p, which is consis-
tent with previous estimates [10, 12]. We suggest that the full
counting statistics of topological defects in systems obeying
KZM is described by a binomial distribution B(n, p)where the
number of domains is set by ND =N/ξˆ and the probability for
defect formation p is expected to be system dependent. The
probability for n topological defects is then P(n) =CNDn pn(1−
p)ND−n, where CNdn =ND!/(n!(ND−n)!). For ND 1 the dis-
tribution becomes normal P(n)' N(ND p,ND p(1− p)), as in
(21), with κ2 ∝ κ1. This prediction is consistent with previous
studies on spontaneous currents formation, e.g., in superfluid
or superconducting rings [6, 8, 23, 24, 37, 38].
Numerical results.— To demonstrate the accuracy of these
analytical results we perform numerical simulations by inte-
grating the Schro¨dinger equation in Fourier space for each
mode. The dynamics of the phase transition is started at
t =−τQ and induced by the linear ramp of the magnetic field
in Eq. (3). We have checked that the results are robust with re-
spect to other choices of the initial time t =−aτQ with a> 1.
The final nonequilibrium state is computed at t = τQ, deep in
the ferromagnetic phase. Evaluation of the expectation value
4FIG. 1. Cumulants κq of the kink number distribution. From top
to bottom, universal scaling of the mean density of defects (q = 1),
the corresponding variance (q = 2) and the third cumulant (q = 3) of
the kink number distribution as a function of the quench time τQ in
which the phase transition is crossed (N = 400). Symbols represent
numerical data while solid lines describe the analytical approxima-
tion derived in the scaling limit. The mean density (q = 1) is pre-
dicted by the KZM, see Eq. (18), and was numerically confirmed in
[10, 12]. For slow quenches all cumulants exhibit a universal scaling
with the quench time. The universality of critical dynamics thus ex-
tends beyond the scope of the KZM and governs the full distribution
of topological defects. Deviations from the scaling limit due to finite-
size effects and the onset of adiabatic dynamics are first signaled by
high-order cumulants.
〈γ†k γk〉 in this state, allows to compute the exact kink num-
ber statistics using the characteristic function in Eq. (11). The
comparison between analytical and numerical results is shown
in a double logarithmic representation in Figure 1 for the first
few cumulants of the distribution (q = 1,2,3) as a function of
the quench rate τQ. The three cumulants are shown to exhibit
a universal power-law scaling κq ∝ τ
−1/2
Q , consistent with the
KZM prediction α = Dν/(1+νz) = 1/2 for the 1D quantum
Ising model with critical exponents ν = z = 1. Specifically, a
linear fit to the data in Fig. 1 for quench times τQ ∈ [2,200]
yields the power-law exponents α = (0.503,0.507,0.539) for
q = 1,2,3 respectively. Figure 1 also shows deviations from
the scaling limit are first signaled by the third cumulant. The
R2 coefficient for the fit to κ3 is 0.997, in contrast with the
unit value for q = 1,2. The range of quench times in which
the scaling limit holds decreases in high-order cumulants that
are more sensitive to finite-size effects. Despite the nonzero
values of the latter, Figure 2 shows that the approximation
of P(n) by the normal distribution N(Nd,3Nd/pi2) becomes
highly accurate for slow quench rates, in the regime where
universal KZM power-law scaling holds. We note that the
scaling with the quench rate not only breaks down at fast
quenches but also at the onset of adiabaticity when 〈n〉 < 1,
i.e., τQ > h¯N2/(8pi2J). Further, we note that in this limit
the kink statistics is not simply described by the correspond-
ing truncated normal distribution. The power-law scaling can
however be prolonged to larger values of τQ by increasing the
FIG. 2. Kink number distribution. Dependence of the kink
number distribution on the quench time τQ at which a 1D quan-
tum Ising chain is driven through the quantum phase transition from
the paramagnetic to the ferromagnetic phase. From right to left,
τQ = 10,100,1000 (N = 400). In spite of the non-zero cumulants
κq with q > 2 the distribution in the scaling limit is well approx-
imated by the normal distribution in Eq. (21) with κ1 = Nd and
κ2 = 3〈n〉/pi2 (solid lines). However, deviations become apparent at
the onset of the adiabatic dynamics.
system size N, as shown in [33].
Summary.— In a quantum phase transition, the closing of
the gap leads to a divergence of the relaxation time, known
as critical slowing down. As a result, the dynamics across a
quantum critical point is nonadiabatic and results in the for-
mation of topological defects. The paradigmatic framework
to describe their formation is the Kibble-Zurek mechanism,
whose main prediction is the universal scaling of the mean
defect density with the quench time. We have investigated the
full counting statistics of topological defects formed in a quan-
tum Ising chain and shown that the kink number distribution
inherits a universal dependence on the quench rate. The kink
statistics is found to be described by the Poisson binomial dis-
tribution, that should be common to quasi-free fermion mod-
els. In particular, all cumulants are proportional to the mean
and obey a power-law scaling with the quench time, dictated
by the critical exponents of the universality class to which the
system belongs. When the number of domains is large, the
kink statistics becomes normal (Gaussian distributed), a fea-
ture that is expected to hold broadly, whenever the Kibble-
Zurek mechanism applies. Thus, the formation of topological
defects across a quantum phase transition exhibits a signature
of universality that is not restricted to the mean value, pre-
dicted by the Kibble-Zurek mechanism, but extends to the full
counting statistics. The universal dependence of the counting
statistics on the quench time should find widespread applica-
tions in nonequilibrium statistical mechanics, quantum sim-
ulation, quantum annealing, and quantum error suppression
algorithms. Further, it constitutes an experimentally testable
prediction with current quantum technology. In particular, it
is accessible via quantum simulation in various quantum plat-
forms including superconducting qubits, Rydberg gases and
5trapped ions.
Acknowledgment.- It is a pleasure to thank Fabian Essler
for early discussions as well as Aure´lia Chenu, Fernando
J. Go´mez-Ruiz and John Gough for comments on the
manuscript. This work has been partially supported by In-
stitut Henri Poincare´ and CNRS via the thematic trimester of
the Centre E´mile Borel “Measurement and control of quan-
tum systems : theory and experiments” in Spring 2018. Fund-
ing support from the John Templeton Foundation and UMass
Boston (project P20150000029279) is further acknowledged.
[1] J. Dziarmaga, Advances in Physics 59, 1063 (2010).
[2] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalattore,
Rev. Mod. Phys. 83, 863 (2011).
[3] A. del Campo and W. H. Zurek, International Journal of Modern
Physics A 29, 1430018 (2014).
[4] T. W. B. Kibble, J. of Phys. A: Math. Gen. 9, 1387 (1976).
[5] T. W. B. Kibble, Physics Reports 67, 183 (1980).
[6] W. H. Zurek, Nature 317, 505 (1985).
[7] W. H. Zurek, Acta Phys. Pol. B 24, 1301 (1993).
[8] W. H. Zurek, Physics Reports 276, 177 (1993).
[9] B. Damski, Phys. Rev. Lett. 95, 035701 (2005).
[10] W. H. Zurek, U. Dorner, and P. Zoller, Phys. Rev. Lett. 95,
105701 (2005).
[11] A. Polkovnikov, Phys. Rev. B 72, 161201 (2005).
[12] J. Dziarmaga, Phys. Rev. Lett. 95, 245701 (2005).
[13] A. D. Bruce, Journal of Physics C: Solid State Physics 14, 3667
(1981).
[14] K. Binder, Zeitschrift fu¨r Physik B Condensed Matter 43, 119
(1981).
[15] D. Nicolaides and A. D. Bruce, Journal of Physics A: Mathe-
matical and General 21, 233 (1988).
[16] V. Aji and N. Goldenfeld, Phys. Rev. Lett. 86, 1007 (2001).
[17] A. Lamacraft and P. Fendley, Phys. Rev. Lett. 100, 165706
(2008).
[18] M. Moreno-Cardoner, J. F. Sherson, and G. De Chiara, New
Journal of Physics 18, 103015 (2016).
[19] S. Groha, F. H. L. Essler, and P. Calabrese, arXiv:1803.09755 .
[20] M. Uhlmann, R. Schu¨tzhold, and U. R. Fischer, Phys. Rev.
Lett. 99, 120407 (2007).
[21] M. Uhlmann, R. Schu¨tzhold, and U. R. Fischer, Phys. Rev. D
81, 025017 (2010).
[22] M. Uhlmann, R. Schu¨tzhold, and U. R. Fischer, New Journal
of Physics 12, 095020 (2010).
[23] A. Das, J. Sabbatini, and W. H. Zurek, Sci. Rep. 2, 352 (2011).
[24] J. Sonner, A. del Campo, and W. H. Zurek, Nat. Commun. 6,
7406 (2015).
[25] S. Sachdev, Quantum Phase Transitions, Second Edition (Cam-
bridge University Press, Cambridge, 2011).
[26] B. K. Chakrabarti, A. Dutta, and P. Sen, Quantum Ising
Phases and Transitions in Transverse Ising Models, Vol. m41
(Springer-Verlag, Berlin, 1996).
[27] R. Islam, E. E. Edwards, K. Kim, S. Korenblit, C. Noh,
H. Carmichael, G.-D. Lin, L.-M. Duan, C.-C. Joseph Wang,
J. K. Freericks, and C. Monroe, Nature Communications 2,
377 (2011).
[28] J. Zhang, G. Pagano, P. W. Hess, A. Kyprianidis, P. Becker,
H. Kaplan, A. V. Gorshkov, Z.-X. Gong, and C. Monroe, Na-
ture 551, 601 (2017).
[29] M. W. Johnson et al., Nature 473, 194 (2012).
[30] R. Barends, A. Shabani, L. Lamata, J. Kelly, A. Mezzacapo,
U. Las Heras, R. Babbush, A. G. Fowler, B. Campbell, Y. Chen,
et al., Nature 534, 222 (2016).
[31] H. Labuhn, D. Barredo, S. Ravets, S. De Le´se´leuc, T. Macrı`,
T. Lahaye, and A. Browaeys, Nature 534, 667 (2016).
[32] Z. Li, H. Zhou, C. Ju, H. Chen, W. Zheng, D. Lu, X. Rong,
C. Duan, X. Peng, and J. Du, Phys. Rev. Lett. 112, 220501
(2014).
[33] See Supplemental Material.
[34] L. S. Levitov and G. B. Lesovik, JETP Lett. 58, 230 (1993).
[35] A. Jonquie`re, Bulletin de la Socie´te´ Mathe´matique de France
17, 142 (1889).
[36] L. Le Cam, Pacific Journal of Mathematics 10, 1181 (1960).
[37] R. Monaco, J. Mygind, and R. J. Rivers, Phys. Rev. Lett. 89,
080603 (2002).
[38] R. Nigmatullin, A. del Campo, G. De Chiara, G. Morigi, M. B.
Plenio, and A. Retzker, Phys. Rev. B 93, 014106 (2016).
[39] H. Lee, L. S. Levitov, and A. Y. Yakovets, Phys. Rev. B 51,
4079 (1995).
6Diagonalization of the Quantum Ising Chain
The quantum Ising chain is an instance of a quasi-free fermion model. By a combination of a Jordan-Wigner transformation
and the introduction of Fourier modes it can be mapped to an ensemble of independent two-level systems. The required steps
have been presented in a number of texts [25, 26] and are reviewed here for the convenience of the reader.
The Jordan-Wigner transformation maps spin operators σαn to fermionic operators cn satisfying anti-commutation relations
{cn,c†m}= δnm together with {cn,cm}= 0. The Jordan-Wigner transformation is highly nonlocal and reads
σ xn = 1−2c†ncn, (22)
σ zn =−(cn+ c†n)∏
m<n
(1−2c†mcm). (23)
In the study of the Ising chain, it is convenient to introduce the parity operator Π that has eigenvalues {−1,+1} corresponding
to the number of fermions being odd and even, respectively. Using it, the Ising chain Hamiltonian can be written as the direct
sum of its projection onto each subspace
H = P+H+P++P−H−P− (24)
where P± = (1±Π)/2, and the corresponding projections read
H±/J =−Ng+∑
n
(
2gc†ncn− cncn+1− c†n+1cn− c†ncn+1− c†nc†n+1
)
, (25)
with the boundary conditions cN+1 =∓c1 forH±. We consider N to be even. The direct sum structure of the HamiltonianH
carries over the time-evolution operator U(t, t ′) that thus preserves parity during the dynamics, [Π,H ] = [Π,U(t, t ′)] = 0. From
here on, we focus on the even parity subspace to which the ground state ofH belongs. The HamiltonianH+ can be simplified
introducing the Fourier modes ck,
cn =
e−ipi/4√
N ∑k∈K
ckeikn, (26)
where the lattice spacing is taken to be unity and the wavevector k takes values over the discrete set
K =
{
±(2`−1) pi
N
∣∣∣∣`= 1, . . . , N2
}
. (27)
In terms of {ck}, the HamiltonianH+ becomes
H+/J =−Ng+∑
k
[2(g− cosk)c†kck + sink(c†kc†−k + c−kck)] (28)
=−Ng+2∑
k>0
ψ†k
[
σ zk (g− cosk)+σ xk sink
]
ψk, (29)
where ψ†k ≡ (c†k ,c−k). The time-dependent magnetic field term −Ng simply contributes to a phase and can be gauged away.
Equation (29) is the representation of the Ising Hamiltonian used in the main text (where we drop the subscript +), and describes
each k-mode as an independent two-level system.
Power-Law Behavior of Cumulants for Finite System Size
The analytical expression provided for the distribution of topological defects is essentially exact. It relies only on two ap-
proximations, the validity of which is well established. First, the dynamics in each k-mode is described as a Landau-Zener
crossing [12]. Second, the sum over the discrete set of modes is approximated by a an integral, ∑k→ N2pi
∫ pi
−pi dk. With these two
approximations, we have derived a general expression valid for moderate quench times – Eq. (14) in the main text – and the
scaling limit associated with an expansion to leading order in 1/τQ, i.e., Eq. (16) in the main text.
It should be clear that deviations from the power-law behavior governing the dependence of the cumulants κq on the quench
time τQ are predominantly associated with the consideration of moderate quench times away from the scaling limit and finite-
size effects. The relevance of the later becomes apparent by studying different system sizes. In particular, in the limit of slow
quenches, the scaling law is expected to break down whenever the number of defects is small, e.g., 〈n〉= N2pi
√
h¯
2JτQ
 1, which
leads to the adiabaticity condition discussed in the text, τQ > h¯N2/(8pi2J). Figure 3 shows the power-law scaling of the first
7FIG. 3. Convergence of power-law scaling of cumulants κq(τQ)/N with increasing system size. From top to bottom, universal scaling of
the mean density of defects (q = 1), the corresponding variance (q = 2) and the third cumulant (q = 3) of the kink number distribution as a
function of the quench time τQ. The power-law behavior breaks down at fast quenches, away from the scaling regime. These deviations are
largely independent of the system size. The power-law scaling is also limited by the onset of adiabatic dynamics at slow quenches. These
deviations can be suppressed by increasing the system size, thus prolonging the range of values in which the power-law scaling holds. Lines
in black correspond to the analytical expression quoted in the main text in the scaling regime.
three cumulants for different values of the system size N. Deviations from the scaling regime are observed for fast quench times.
Their existence is independent of the system size and they arise due to the contribution of the error function erf(x), e.g., in Eq.
(14) in the main text; see as well Eqs. (41)-(42). By contrast, the breakdown of the power laws at slow quench times stems from
the onset of adiabatic dynamics that can be postponed to higher values of τQ by increasing N. In short, the regime of quench
times in which the scaling law holds can be extended by increasing the system size N.
Non-Poissonian Limit of the Kink Distribution
A theorem on probability theory shows that the Poissonian binomial distribution can be approximated by a Poissonian distri-
bution in the limit of large number of trials under certain conditions [36]. We next consider the application of this result to the
dynamics of quantum phase transitions and show that the kink distribution can not be approximated by the Poisson distribution
in the scaling regime. Said differently, the creation of kinks is not an independent process.
To this end, let x1,x2, . . . ,xN be the Bernouilli variables associated with the Fourier modes. Each Bernouilli variable xk takes
outcomes 1 and 0 with probabilities pk and (1− pk), respectively. The probability for the k-mode to be found in the excited
state is denoted by Prob(xk = 1) = pk, where pk can be computed by the Landau-Zener formula. We consider the sum of the
excitation probabilities in each mode which equals the mean kink number ∑k pk = 〈 ˆN 〉 = κ1 = 〈n〉. We also introduce the
variable S = ∑k xk which is a classical variable equivalent to the kink number operator ˆN . Le Cam’s theorem bounds the total
variation between the probability distribution of P(S = n) = P(n) and the Poisson distribution according to
N−1
∑
n=0
∣∣∣∣∣P(n)− 〈n〉ne−〈n〉n!
∣∣∣∣∣< 2 N∑k=1 p2k . (30)
The term in the rhs can be evaluated using Landau-Zener’s formula pk = 〈γ†k γk〉= exp
(− 1h¯ 2piJτQk2)
2
N
∑
k=1
p2k = 4∑
k>0
exp
(
−1
h¯
4piJτQk2
)
(31)
= 4
N/2
∑`
=1
exp
(
−1
h¯
4piJτQ
pi2
N2
(2`−1)2
)
. (32)
8Indeed, in the continuum limit,
2∑
k
p2k =
N
pi
∫ pi
−pi
exp
(
−1
h¯
4piJτQk2
)
(33)
=
√
2〈n〉×Erf
(
2pi3/2
√
JτQ/h¯
)
(34)
∼
√
2〈n〉, (35)
where the last line holds in the limit of slow quenches. As a result, the integrated difference between the kink distribution
P(n) and the Poissonian approximation, Eq. (30), is always of the order of the mean number of kinks and diverges in the
thermodynamic limit N → ∞. The fact that the kink distribution cannot be approximated by a Poisson distribution can also be
inferred from the fact that for P(n) the first cumulant never equals the second one and indeed κ2 = (1−1/
√
2)κ1.
Therefore, the formation of one kink is not independent from the formation of other kinks. In the Fourier description, even
if the dynamics in each k-mode is independent of the others, excitation probabilities are correlated between different modes
due to the spectrum of the Ising chain and the applicability the Landau Zener formula. Indeed, for two different modes with
wavevectors k1 and k2 the corresponding excitation probabilities are related by pk1/pk2 = e
−2piJτq(k21−k22)/h¯.
Normal Limit of the Kink Distribution
As shown in the main text, the kink distribution can be approximated by a normal distribution in the limit of a large number of
spins N, far away from the onset of adiabatic dynamics. The power-series expansion of the cumulant generating function reads
log P˜(θ ;τQ) =
∞
∑
q=1
(iθ)q
q!
κq = iθκ1− θ
2
2
κ2+ . . . (36)
Clearly, the truncation to second order yields a normal distribution
P(n) =
1
2pi
∫ pi
−pi
dθ P˜(θ ;τQ)e−iθn (37)
' 1
2pi
∫ pi
−pi
dθ exp
(
iθκ1− θ
2
2
κ2
)
e−iθn (38)
=
1√
2piκ2
exp
[
− (n−κ1)
2
2κ2
]
. (39)
Matching powers between the analytical expression
log P˜(θ ;τQ) =−
∞
∑
p=1
(1− eiθ )p
p
√
p
Nd× erf
(√pi p
2d
)
, (40)
and Eq. (36) one finds the first two cumulants to be given by
κ1 =
N
2pi
√
h¯
2JτQ
erf
(
pi
√
2piJτQ
h¯
)
, (41)
κ2 =
N
2pi
√
h¯
2JτQ
[
erf
(√
2pi3JτQ
h¯
)
− 1√
2
erf
(√
4pi3JτQ
h¯
)]
. (42)
The error functions rapidly approach the unit value whenever its argument exceeds∼ 2. For large quench times, one thus obtains
the expressions in the scaling limit quoted in the text,
κ1 =
N
2pi
√
h¯
2JτQ
, (43)
κ2 =
N
2pi
√
h¯
2JτQ
(
1− 1√
2
)
. (44)
The third cumulant κ3 is roughly an order of magnitude smaller than κ2, and thus the normal distribution constitutes a relevant
approximation to the the exact kink number distribution. We note, however, that the ratio between cumulants is essentially
constant in the scaling limit and independent of the system size N. Therefore, the kink distribution exhibits a nonzero skewness
γ1 ≡ κ3/κ3/22 ≈ 0.135, even in the thermodynamic limit when N→ ∞.
9High-order cumulants
For completeness, we note that an arbitrary cumulant κq of the Poisson binomial distribution can be written as [39]
κq =∑
k
[
p(1− p) d
d p
]q−1
p
∣∣∣∣
p=pk
(45)
For the kink distribution of the quantum Ising chain one thus finds
κq =
N
2pi
∫ pi
−pi
dk
[
p(1− p) d
d p
]q−1
p
∣∣∣∣
p=e−
2piJτQ
h¯ k
2
. (46)
The result expressions are somewhat cumbersome and will not be listed here. For large quench times, the lower and upper limit
of the integral can be extended to −∞ and ∞, and the corresponding expression of the cumulant in the scaling limit is found.
This is equivalent to make a 1/τQ series expansion of the exact results, derived from the definite integral with upper and lower
limits ±pi . The remaining first ten cumulants in the scaling limit read
κ3/〈n〉= 1− 3√
2
+
2√
3
≈ 0.033, (47)
κ4/〈n〉=−2− 7√
2
+4
√
3≈−0.02154, (48)
κ5/〈n〉=−29− 15√
2
+
50√
3
+
24√
5
≈−0.005962, (49)
κ6/〈n〉=−194− 31√
2
+60
√
3+72
√
5−20
√
6≈ 0.009838, (50)
κ7/〈n〉=−1049− 63√
2
+
602√
3
+672
√
5−420
√
6+
720√
7
≈ 0.003544, (51)
κ8/〈n〉=−5102− 2647√
2
+644
√
3+5040
√
5−5320
√
6+2880
√
7≈−0.009979, (52)
κ9/〈n〉=−9869− 90975√
2
+
6050√
3
+
166824√
5
−52920
√
6+47520
√
7≈−0.004320, (53)
κ10/〈n〉= 502486− 1890511√
2
+6220
√
3+204120
√
5−456540
√
6+604800
√
7−36288
√
10≈ 0.01761. (54)
