A data-driven formulation of the optimal transport problem is presented and solved using adaptively refined meshes to decompose the problem into a sequence of finite linear programming problems. Both the marginal distributions and their unknown optimal coupling are approximated through mixtures, which decouples the problem into the the optimal transport between the individual components of the mixtures and a classical assignment problem linking them all. A factorization of the components into products of single-variable distributions makes the first sub-problem solvable in closed form. The size of the assignment problem is addressed through an adaptive procedure: a sequence of linear programming problems which utilize at each level the solution from the previous coarser mesh to restrict the size of the function space where solutions are sought. The linear programming approach for pairwise optimal transportation, combined with an iterative scheme, gives a data driven algorithm for the Wasserstein barycenter problem, which is well suited to parallel computing.
1. Introduction. The optimal transport problem has received a considerable interests in recent years, due in part to its wide scope of applicability in fields that include econometrics, data analysis, fluid dynamics, automatic control, transportation, statistical physics, shape optimization, expert systems and meteorology [20, 4] .
In a modern formulation of Monge's original statement of the optimal transport problem, one has two probability density functions ρ(x) and µ(y), x, y ∈ R d . A map M from R d to R d is said to preserve mass (or to push forward ρ into µ) if, for all bounded subsets S ⊂ R d , For smooth one-to-one maps, this yields the differential condition (2) |det(∇M (x))| µ(M (x)) = ρ(x) .
Among all mass preserving maps, one seeks the optimal map that minimizes a cost such as the Wasserstein distance
where p ≥ 1 is fixed. Monge's formulation, which seeks a map M (x) connecting ρ(x) and µ(y), is nonlinear and does not necessarily have unique solutions. In addition, many applications do not require the transport between ρ(x) and µ(y) to be one-to-one. Kantorovich [14] proposed a relaxation where the map y = M (x) is replaced by a more general here differs from ordinary rectangle discretization in three main ways: a) it allows more general approximations to the marginal distributions, b) under such approximations, the constraints are satisfied exactly, and c) the components of the coupling are chosen optimally rather than as the cartesian product of the components of the marginals. Since these extensions turn out not to increase the size of the problem, they yield a higher order accuracy at no additional cost.
The outline of the paper is as follows. Section 2 develops the "divide and conquer" strategy and its two subproblems. Section 3 further develops the algorithm to refine the rectangular meshes and update the functional family where solutions are sought at each stage using the previous solution. In addition, specifics are provided on the family of functions used to approximate the marginal distributions. Section 4 contains some numerical results using the pairwise optimal transport solver developed. Section 5 combines our methodology with an iterative scheme to solve the Wasserstein barycenter problem. Two applications are discussed in section 6 and a summary is provided in section 7.
2.
A "divide and conquer" strategy. We start with the optimal transport problem in Kantorovich formulation: π(x, y) ≥ 0 and seek to re-formulate it and solve it in a way that adapts to situations where one only knows the source and target distributions ρ(x) and µ(y) through two sets of independent samples: {x i } ∼ ρ, {y j } ∼ µ, i ∈ [1, m], j ∈ [1, n].
Often the two marginal distributions can be estimated through mixtures of the form (6) ρ
where the p i , q j are non-negative weights that add up to one, and the ρ i (x), µ j (y) are independent probability distributions. Examples include:
• The empirical distributions
• The kernel density estimations
with specified kernels K , such as isotropic Gaussians with given bandwidths, • Gaussian mixtures, where the {ρ i (x)}, {µ j (y)} are Gaussians distributions with means, covariance matrices and weights estimated from the data through the EM procedure,
• Histograms, i.e. piecewise-constant approximations to {ρ i (x)}, {µ j (y)} estimated by counting samples within each cell of a grid, • Generalizations of the above, such as piecewise linear distributions and locally defined products of single-variable functions (we will discuss the latter in more depth below.) At a similar level of approximation, one may propose to model the unknown coupling by a distribution of the form:
where the π ij (x, y) satisfy the marginal constraints
(Distributions π ij satisfying (8) always exist, the simplest example consisting of the products π ij (x, y) = ρ i (x) µ j (y).) Then we have
so the constraints in (5) with marginals from (6) are satisfied exactly by any solution λ i,j of the system
Moreover, the first two sets of conditions are also necessary when the distributions ρ i (x) and µ j (y) are independent, while positivity is a natural requirement for a mixture of distributions.
Theorem 1. Problem (9) always has solutions when p i ≥ 0, q j ≥ 0 and i p i = j q j .
Proof: Introduce S = i p i = j q j > 0 (S = 1 in our case of interest, since the p i and q j are weights in a mixture of distributions.) One can directly construct an explicit solution to (9) by setting λ i,j = piqj S .
It follows that the following approximation to (5):
is always feasible. Moreover, in the optimal solution to (10), each π ij (x, y) is the optimal plan with marginals ρ i (x) and µ j (y), so this optimization problem can be decomposed into the sub problems (11)
both of which have feasible solutions.
.
Remarks:
•
for the empirical marginal distributions-we have that π ij = δ(x − x i )δ(y − y j ) and C ij = c(x i , y j ), and the problem reduces to the optimal assignment between the {x i } and {y j }.
• If one introduces regular grids in x and y space, sets the ρ i and µ j as the normalized characteristic functions for cells i and j in these grids, and instead of solving (11) one uses the sub-optimal π ij = ρ i µ j and defines C ij = c(x i ,ȳ j ), wherex i ,ȳ j are the centers of the corresponding cells, one recovers the linearprogramming procedure in [15] .
Assessing the formulation in (11, 12) involves two kinds of considerations: how well its solution (7) approximates the true optimal solution π(x, y) to (5) -its "quality", and how difficult and computationally expensive it is to find this solution -its computability.
The quality of the solution depends on two factors: the accuracy of the proposed estimation of the marginal distributions through mixtures in (6) , and the locality of the components ρ i (x), µ j (y): if the optimal map establishes a one-to-one correspondence between them -i.e. if the λ ij ∈ {0, 1}-then the optimal π(x, y) agrees with its estimation in (7) if the approximation (6) is exact. On the other hand, if a ρ i (x) is mapped onto various µ j (y), true-optimality can no longer be guaranteed.
Computability, on the other hand, depends on three distinct factors: the size of the linear programming problem in (12) (i.e. the number of unknown λ ij ), the difficulty of the density estimation leading to (6) , and the difficulty of the solution to each individual optimal transport problem in (11) .
Addressing these considerations leads to an effective algorithm:
• In order to enforce the locality of the ρ i , µ j , one would like these to have compact, concentrated and non-overlapping support. Ideally, each ρ i and µ j should have support in an area of small diameter, yet large enough to contain a number of sample points permitting a robust density estimation.
• The requirement above could lead to overwhelmingly large linear programming problems to solve. To avoid this, one needs to reach this point having restricted the number of unknowns, i.e. the λ ij with potentially nonzero values. This can be achieved by an adaptive refinement procedure similar to the one developed in [15] . Adaptive refinement is easiest for rectangular grids, which suggests proposing ρ i , µ j with support in disjoint rectangular cells.
• One way to achieve inexpensive density estimations for the marginal distributions suggests modeling each ρ i (x) and µ i (y) as products of one dimensional probability densities, whose estimation is comparatively easy.
• As shown by theorem 2 below, this proposal for the ρ i , µ j also provides analytical solutions to the subproblems in (11) , thus reducing the computation to a sequence of discrete assignment problems.
Theorem 2. Consider the optimal transport problem (5) in R d with cost function c(x, y) = 1 2 y − x 2 , and assume that the source and target probability distributions factorize into one-dimensional densities:
Denote the optimal plan and optimal map between ρ l (x l ) and µ l (y l ) by π l (x l , y l ) and m l (x l ) respectively. Then 1. The optimal plan between ρ(x) and µ(y) is given by
2. The optimal map pushing forward ρ(x) to µ(y) is given by
3.
The optimal value C of the transport problem between ρ(x) and µ(y) equals the sum of the optimal values C l of the transport problems between ρ l (x l ) and
Proof. Because the π l (x l , y l ) have marginals ρ l (x l )) and µ l (y l ), it follows that π(x, y) = d l=1 π l (x l , y l ) has marginals ρ(x) and µ(y), and constitutes therefore a feasible solution. For instance,
Furthermore, because of the optimality of the π l (x l , y l ), we can find dual functions φ l (x l ), ψ l (y l ) such that:
and (14)
we obtain, adding up over l the inequalities in (13) , that
On the other had, we have
which proves the optimality of the feasible solution π(x, y) and, in addition, that C = d l=1 C l and that the φ, ψ so defined constitute the optimal solution of the dual problem. It follows that
which finishes the proof.
This theorem addresses simultaneously two of the considerations above: estimating the one-dimensional marginal distributions ρ i,l (x l ), µ j,l (y l ) is comparatively easy (one simply disregards all other components of the samples; we will propose some simple forms for these one-dimensional estimates below), and finding the optimal map m ij,l (x l ) between the one dimensional distributions ρ i,l (x l ) and µ j,l is straightforward:
, where P i,l and Q j,l are the cumulative distributions of ρ i,l and µ j,l respectively. With these tasks performed, the whole problem turns into solving the assignment problem in (12).
3. The procedure. From the discussion above, we need to solve the linear programming problem (12) with costs C ij given by the solutions to (11) , where the ρ i have support on cell i of a rectangular grid and consist of products of one dimensional distributions ρ l i (x l ), and similarly for µ j . In order to implement an algorithm along these lines, we need to specify the following:
1. The grid. 2. The estimation procedure for the p i , q j . 3. The form of the proposed one dimensional distributions ρ l i , µ l j and the procedure to estimate them. Yet the grid cannot be set at once in its final form, as the number of unknowns λ ij would be very large. To bypass this constraint and yet achieve high resolution, we use an adaptive refinement process similar to the one developed in [15] . At each refinement step, the question is how to use the solution on the coarser grid to reduce the set of available λ ij on the finer grid, while keeping the problem feasible and increasing the accuracy of the solution. The tradeoff here is that, if we consider a large set of λ's, the problem will become intractable soon, while if the set it too small, the problem may become infeasible or its solution may be suboptimal from the perspective of the full problem. In the procedure that follows, we provide a process for refinement that guarantees feasibility while addressing accuracy:
1. Start with a very coarse grid, where the support of each component of the {x i } is divided into two segments, so we end up with 2 d cells in the grid (Here and below, whenever we describe a procedure as it applies to the x, {x i }, ρ i , the same procedure is implied for the y, {y j }, µ j .) We set the initial S as the set of all possible pairs (i, j) between the two grids, with cardinality |S| = 2 2d . 2. Assign the weights p i simply as the fraction of samples in cell i. 3. Estimate the ρ l i (proposals are described below), compute the C ij and solve 12, where only the λ ij with (i, j) ∈ S are allowed to be nonzero. 4. Divide each segment containing more than n min samples {x i } into subsegments, and use the procedure described below to update S. 5. Return to step 2.
3.1. The refinement step. The refinement step consists of two sub-steps: partitioning each segment containing enough samples to create a finer grid, and deciding which subset S of all possible cells (i, j) in the new grid is eligible for candidate nonzero values of λ ij .
3.1.1. Segment partition. A basic ingredient of the adaptive scheme is the division of each cell into two or more subcells, which we choose to do dimension by dimension. A number of choices arise on when, into how many and how to divide a given segment; the other components of the algorithm are blind to these choices.
Regarding "when", one may chose to, at each step, divide all segments. Alternatively, one may choose to divide only those segments that contain sufficient samples points. For instance, one may order the segments along each dimension by number of samples, and divide only those in the first quartile.
As to the "into how many", we have adopted binary divisions, but other choices may be made. For instance, in combination with the choice above on when to partition, we may subdivide more finely those segments with the larger number of samples.
Finally on the "how", one may partition each segment into sub-segments of the same length or with the same number of samples, or a weighted balance between the two.
In the experiments of section 4, we have adopted the choice of always dividing each segment into two sub-segments of equal length, except in the high-dimensional examples, where we adopt a different choice described in that section.
3.1.2. The minimal set. Each cell i in the newly divided grid has a parent cell h in the coarser grid of the prior step. We first consider the set S min consisting of all those pairs of cells whose pairs of parent cells (h, k) have nonzero λ hk in the prior solution. This choice guarantees feasibility of (12), as shown by the following theorem:
Theorem 3. There exists a set of λ ij satisfying the constraints (12) such that λ ij = 0 whenever Λ hk = 0, where (h, k) are the parent cells of (i, j) and Λ hk denotes a feasible solution of (12) on the coarser grid.
Proof. Introduce the following notation:
h(i), k(j) : parent cells of (i, j), I h , J k : Sets of {i}, {j} that have h, k as parent cells,
hk : weights and feasible solution in the coarser grid.
Then, because of the choice of selecting the weights by counting samples,
and we can satisfy the constraints in (12) with nonzero values of λ ij in S min given by
3.1.3. Additional cells. The set S min described in the prior subsection guarantees feasibility, but may be suboptimal, as the true optimal solution in the finer grid may include transfer between cells whose parents did not interact at the coarser level. Yet one expects, from the smoothness of the optimal maps, that such new interactions will involve cells in the immediate neighborhood of those in S min . This suggest the following strategy for enlarging the support from S min to a set that, while larger, has treatable size:
For each (i, j) in S min , find the neighbors I i of the ith x-rectangle and the neighbors J j of the jth y-rectangle, and add (i, J j ) and (I i , j) to S min . Here the neighborhood I i is defined as the set of rectangles that have at least one point in common with rectangle i.
A simple
right from the subset of l-component of the samples {x k } that lie in that interval and, mutatis mutandis, the estimation of the µ j . Since the optimal map between any one-dimensional ρ i (x) and µ j (y) is given straightforwardly by (16) , the choices here are quite broad. Two extreme scenarios in terms of complexity are the uniform 
where the n k values x l k are the l-components of those samples that lie in the interval considered. The definition of a above follows from imposing that the mean should agree with the empirical one when this does not violate the positivity of ρ.
Numerical results.
4.1. Measures of performance. In order to assess the numerical experiments that follow, we design some quality measures.
Optimal Map error.
The optimal map follows from the optimal plan through (17) y(x) = yπ(x, y)dy π(x, y)dy
, where m ij (x) denotes the optimal map between ρ i (x) and µ j (y). A first measure, when the analytical solution to the problem is known, is to compute the expected L-2 error between the numerical optimal map from Equation 17 and the analytical solution with respect to the first marginal distribution:
whereȳ(x) is the analytical solution to the problem. Similarly, we can find a measure with respect to the second marginal distribution. Combining the two errors gives a first measure of performance.
Error in the Wasserstein distance..
The second measure that we use measures the difference between the numerical Wasserstein distance W and the real distanceW , when this is known:
Numerical experiments.

Plan between 2-D Gaussian distributions.
We first compute the optimal plan between two 2-D Gaussian distributions known through samples. The first Gaussian has mean m 1 = (0, 0) and covariance matrix Σ 1 = 4 −1 −1 1 known through 100000 data points. The second Gaussian has mean m 2 = (0, 0) and covariance matrix Σ 2 = 9 8 8 9 known through 100000 data points.
The reasons for us to use so many samples are: 1) to test the efficiency of the method in dealing with large data sets, and 2) to keep the problem nontrivial after the refining process goes through several steps.
The analytical solution between two Gaussian distributions is given by the linear map: (20) y
The comparison between different methods in map error and objective value error is shown in figures, 1, 2 and 3. Our linear programming method gives a better optimal map error, as shown in Figures 1 and 2 .
Notice that, in Figure 3 , the objective value error for the ordinary LP method is negative -i.e., better than optimal!-at the first several steps. The objective value error is measured as numerical − real optimum, and the implication is that, for the first several steps, the ordinary LP method does not fully satisfy the marginal constraints of the true solution. Thus its "lower" cost is gained at the cost of violating the constraints.
2-D Gaussian
Mixture. The next example finds the optimal map between two Gaussian mixtures, each known through 100000 data points.
The first mixture consists of 2 Gaussian distributions with weights (0.5, 0.5), means (4,0), (-4,0) and covariance matries 1 −0.5 −0.5 1 and 9 2 2 4 .
The second Gaussian mixture is artificially created by using another sample set of the first Gaussian mixture and applying a linear map, which by construction is the optimal map between the two mixtures.
A comparison of the optimal map found through regular LP and our method is shown in Figure 4 .
A nonlinear map on a Gaussian distribution.
In this example we seek the optimal map between a 2D standard Gaussian distribution ρ(x) and a distribution with density µ(y) = 9y T .
The optimal map error is shown in figure 5 . 
2D Square to 2D
Cross. The last example that we present finds the optimal plan between a square and a cross, both known through 10000 data points. Both distributions are uniform within their support. The mapped data points are shown in Figure 6 .
The Wasserstein Barycenter.
The Wasserstein Barycenter problem[1] is a special variant of the optimal transport problem, defined as the minimizer of
and equivalent to the multi marginal optimal transport problem [9] . The size of a naive discretization of the multi marginal optimal transport problem increases exponentially with the number of marginal distributions, while the size of the Wasserstein barycenter problem increases only linearly. However, solving naively the resulting large linear programming is costly. Hence we use instead an iterative method that solves the Wasserstein barycenter problem through a set of small pairwise linear programming problems. with finite second moment that are absolutely continuous with respect to the Lebesgue measure, L(X) denotes the probability measure of a random vector X, and the optimal transportation maps between probability measure ν and ν j is denoted T j , so
With this notation, a transformation G is defined through
Applying G iteratively to an initial distribution converges to the Wasserstein Barycenter [7] . This iterative procedure can be applied with any numerical method that can solve pairwise optimal transport problems. Especially when combining with our data driven formulation, the iterative procedure becomes very straightforward and easy to implement, since it does not involve any density estimation and Jacobian determinant calculation. The following iterative algorithm describes the data driven formulation of the iterative method.
Algorithm 1 Iterative algorithm to calculate Wasserstein barycenter Given data samples from p probability measures ν 1 , . . . , ν p , denoted {x l=1 using the fix point update
One practical advantage of this formulation is that step (1) in algorithm 1 can be parallellized, decomposing the barycenter problem into a series of pairwise optimal transport problems. Since the marginal information is provided through samples, it makes sense to return the estimated barycenter also through samples, as in algorithm 1.
Numerical Results.
Displacement interpolation between two marginal distributions.
We consider again the map between a uniform square and a uniform cross, using algorithm 1 to calculate the barycenter under different weights, which is equivalent to the finding the displacement interpolation between the two marginal densities. The results are shown in Figure 7 .
Wasserstein Barycenter with different weights.
We calculate the Wasserstein barycenters with different weights between three data sets: a circle, a square and a cross. All data samples are drawn from a uniform distribution supported within each shape. The results are shown in Figure 8. 6. Applications.
6.1. Visualization of perturbed images. The Wasserstein Barycenter algorithm is applied in this section to visualize perturbed digit images. We use 550 images from the Chars74K dataset for digits 0-9 (each digit with 55 images). Each image (originally of size 1200 × 900) is resized to size 512 × 512 and is randomly shifted.
To calculate the Wasserstein barycenter of the 55 images, we use algorithm 1 and run the fix point iteration for 3 times (calculating 55 pairwise optimal transportation problems 3 times for each digit). Each pairwise optimal transport problem is run on grids 16, 32, 64,128 and 256, using the grid refinement procedure. All linear programming problems are solved using the commercial software Gurobi. The whole , we apply our optimal transport and barycenter methods to texture synthesis using both first order and high order statistical mixing.
A general texture synthesis procedure usually consists of the following steps: 1. Use filters to project the image under consideration onto a feature space. 2. Starting from a random Gaussian noise image, use the same filters to construct the feature space representation for this image. Then map the features of the noise image to the desired image so that the features share the same statistical properties. 3. Recover a new noise image from the mapped features. 4. Enforce the color pixel distribution on the new noise image. Steps 2,3 and 4 are iterated to enforce the statistical distribution of the feature and color pixel of the desired image.
We adopt a set of steerable pyramid filters with 4 scales and 4 orientations together with a coarse scale frame and a high frequency frame. (That is 4 × 4 + 2 = 18 kinds of filters.). Credit is due for the filter implementation to the Center for Neural Science in New York University, as they keep a good repository of Matlab codes for this job.
In this application, our optimal transport method is applied in steps 2 and 4, for constructing a map between two feature distributions/color distributions. The benefits lie in:
• The feature distribution is known through points, so naturally fit a data driven framework such as ours. • The goal of step 2 is to match the statistical distribution of two feature spaces. To put it in optimal transport language, the correctness of the marginal distribution is more important than the optimality of the map. This naturally favors our method as the constraints -with estimated marginals-are satisfied exactly.
• The matching distribution can be of very high dimensionality. Implementing a mild adjustment of our refinement algorithm, our methods can be easily applied to a high dimensional setting. Examples of texture synthesis are shown in Figure 11 , with the target texture on the left column and the synthesized textures from white noise using first order model and the new pairwise optimal transport solver on the right column.
Results of texture mixing with different weights between two textures are shown in Figure 12 . The iterative Wasserstein barycenter algorithm is used to calculate barycenter of each feature. Then the pairwise optimal transport solver is used to map the feature of a random Gaussian texture to the barycenter.
The high order statistical model introduced by Rabin, Gabriel, Julie and Bernot ( [17] ) follows the methodology from work of Portilla and Simoncelli ( [16] ) and utilize the joint distribution of local neighbours to explain the spatial correlation. Clustering the feature space into neighbourhoods, the joint distribution has higher dimensionality but fewer data points. For instance, for a 4×4 block neighborhood, the dimensionality becomes 4 × 4 × 3 = 48, while the number of data points decreases by a factor of 1/16.
To deal with high dimensional optimal transport, we make some adjustments to our refinement algorithm:
1. To initialize the algorithm, we do not discretize every dimension but only the one with longest support (For instance, divide the data cloud into two parts.) 2. In each iteration, we no longer cut each dimension into a half but only refine the dimension with longest support, thus in each iteration the number of marginal variables is doubled. Since the function space in each iteration is constrained, the size of the linear programming problem still grows linearly with the number of marginal variables. Though the number of marginal variables grows exponentially, it does so with a constant factor 2 regardless of the dimensionality of the data. Figure 13 shows some examples of using the higher order model with different neighborhoods. Compared with the first order model, the higher order model requires computation of high dimensionality but also captures more detailed structures in the texture. 7. Summary. This article develops a linear-programming-based data driven methodology to solve the optimal transportation problem though a sequence of refined meshes. It extends the work in [15] , achieving a better approximation to the solution with almost no additional effort, by approximating the marginal distributions through mixtures, where each component has support in one rectangular cell. In addition, these components are factorized into products of one-dimensional distributions, for which a) the density estimation is straightforward, and b) the pairwise optimal transport between individual x and y components can be solved in closed form. The new method requires only very elementary, one-dimensional and local density estimations. It involves no additional time dimension or partial differential equation to solve, and it can be calculated fast by constraining the function space in each step. An adaptively refined mesh solves the problem in multi grids with a number of unknwon that grows only linearly with the size of the discretization of the marginals.
For the Wasserstein barycenter problem, we apply the iterative approach of [7] and combine it with the new pairwise optimal transport problem solver. The resulting data-driven algorithm is naturally parallelizable, making possible the calculation of the barycenter for large number of marginal densities.
The metholology is illustrated through two applications: the visualization of blurred images, and texture mixing using both first order and higher order statistical models. 
