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Abstract
Deterministic homogenization has been till now applied to the study of monotone operators, the deter-
mination of the limiting problem being systematically based on the monotonicity of the operator under
consideration. Here we mean to show that deterministic homogenization also tackle non-monotone oper-
ators. More precisely, under an abstract general hypothesis, we study the homogenization of non-linear
non-monotone degenerate elliptic operators. We obtain some general homogenization result, which result
is applied to the resolution of several concrete homogenization problems such as the periodic homoge-
nization and the almost periodic homogenization problems. Our main tool is the theory of homogenization
structures.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let 1 < p < ∞. Let (y,μ,λ) → a(y,μ,λ) from RN × R × RN to RN and (y,μ,λ) →
a0(y,μ,λ) from RN × R × RN to R be two functions which satisfy the following conditions:
For each (μ,λ) ∈ R × RN, the functions y → a(y,μ,λ) (denoted by a(·,μ,λ))
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(
denoted by a0(·,μ,λ)
)
from RN to R, are measurable, (1.1)
a(y,μ,ω) = ω almost everywhere (a.e.) in y ∈ RN and for all μ ∈ R,
where ω denotes the origin in RN. (1.2)
There exist four constants c0, c1, c2, c3 > 0 such that for almost all y ∈ RN ,
(i) (a(y,μ,λ)− a(y,μ,λ′)) · (λ− λ′) c0(1 + |μ| + |λ| + |λ′|)p−δ|λ− λ′|δ,
(ii) a0(y,μ,λ)μ 0,
(iii) ∣∣a(y,μ,λ)∣∣+ ∣∣a0(y,μ,λ)∣∣ c1(1 + |μ|p−1 + |λ|p−1),
(iv)
∣∣a(y,μ,λ)− a(y,μ,λ′)∣∣+ ∣∣a0(y,μ,λ)− a0(y,μ,λ′)∣∣
 c2
(
1 + |μ| + |λ| + |λ′|)p−1−α|λ− λ′|α,
(v)
∣∣a(y,μ,λ)− a(y,μ′, λ)∣∣+ ∣∣a0(y,μ,λ)− a0(y,μ′, λ)∣∣
 c3
(
1 + |μ| + |μ′| + |λ|)p−1−α|μ−μ′|α for all μ,μ′ ∈ R
and all λ,λ′ ∈ RN , where 0 < α min(1,p − 1) and δ max(2,p)
are fixed, the dot denotes the usual Euclidean inner product in RN
and | · | the associated norm. (1.3)
Let Ω be a bounded open set in RNx (the space RN of variables x = (x1, . . . , xN)), and let
f ∈ W−1,p′(Ω;R) with p′ = p/(p − 1). For each given ε > 0, we consider the boundary value
problem
a0
(
x
ε
,uε,Duε
)
− diva
(
x
ε
,uε,Duε
)
= f in Ω, uε ∈ W 1,p0 (Ω;R), (1.4)
which determines (as we shall see it later on) uε in W 1,p0 (Ω;R).
Till now, all of the works studied with the theory of homogenization structures deal with
monotone operators (see, e.g., [18–21]). In this work we intend to show that the theory of ho-
mogenization structures also tackle non-monotone operators.
More precisely, we investigate here the asymptotic behavior of uε when ε → 0 under an
abstract assumption on ai(·,μ,λ) (0 i N , for fixed μ, λ) (where ai for 1 i N denotes the
ith component of the function a) covering a variety of behaviors. Such an assumption is termed
structure hypothesis. It specifies the way in which the functions ai(y,μ,λ) (for fixed μ, λ) are
framed with respect to the variable y ∈ RN . For a well understanding, we here below give some
examples of structure hypotheses.
Example 1.1. The common structure hypothesis is the so-called periodicity hypothesis. It states
as follows:
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0 i N, (μ,λ) ∈ R × RN ). (1.5)
A function that satisfies (1.5) is said to be Y -periodic, where Y = (0,1)N . Under hypothesis (1.5),
the homogenization of (1.4) has been quite widely studied (see, e.g., [6–8,11,22]). In [6,7] De Ar-
cangelis and Serra Cassano have studied the particular case where a0 ≡ 0.
Example 1.2. Let B(RN) denote the space of all bounded continuous complex functions on RN ,
and let B∞(RN) be the space of all ϕ ∈ B(RN) such that ϕ(y) has a finite limit when |y| → +∞.
Then one natural structure hypothesis is stated as follows:
ai(·,μ,λ) ∈ B∞
(
R
N
)
for any (μ,λ) ∈ R × RN (0 i N). (1.6)
Example 1.3. One may also investigate the asymptotic behavior of uε as ε → 0, under the struc-
ture hypothesis
ai(·,μ,λ) ∈ AP
(
R
N
)
for any (μ,λ) ∈ R × RN (0 i N) (1.7)
where AP(RN) denotes the usual space of all almost periodic continuous complex functions
on RN (see, e.g., [10,12]).
Example 1.4. Let Cper(Y ′) (Y ′ = (0,1)N−1,N  2) be the space of all continuous complex
functions u on RN−1 such that u(y′ + k′) = u(y′) for all y′ = (y1, . . . , yN−1) ∈ RN−1 and all
k′ ∈ ZN−1 (such a function is said to be continuous Y ′-periodic). Let B∞(R;Cper(Y ′)) denote
the space of all continuous functions u : R → Cper(Y ′) such that u(yN) converges in Cper(Y ′)
(with the supremum norm) when |yN | → +∞. We consider the homogenization of (1.4) under
the structure hypothesis
ai(·,μ,λ) ∈ B∞
(
R;Cper(Y ′)
)
for any (μ,λ) ∈ R × RN (0 i N). (1.8)
It is to be underlined that the non-monotonicity of the operator in (1.4) is due to the presence
of the term a0.
Our approach is the so-called Σ -convergence method combining two-scale convergence
method with the theory of homogenization structures [14,16].
The paper contains four sections. Section 2 deals with some preliminary results in connec-
tion with expressions as ai( xε , v0(x),w(x)). This will allow us to provide a meaning to the
left-hand side of (1.4). In Section 3, we homogenize problem (1.4) under an abstract hypoth-
esis on ai(·,μ,λ) (for fixed μ,λ and 0 i  N ). Finally, we solve in Section 4 some concrete
homogenization problems for (1.4).
Except where otherwise stated, the vector spaces throughout are assumed to be complex vector
spaces, and the scalar functions are assumed to take values in C (the complex). This permits us to
make use of basic tools provided by the classical Banach algebras theory. For basic concepts and
notations about integration theory we refer to [3,4]. We shall always assume that the numerical
space Rm (integer m 1) and its open sets are each provided with the Lebesgue measure denoted
by dx = dx1 . . . dxm.
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In this section we need to give a meaning to some functions which will be useful. Particularly
the following lemma permits us to define the function x → ai( xε , u(x),Du(x)) (for fixed u ∈
W 1,p(Ω;R)) from Ω into R as element of Lp′(Ω;R).
Lemma 2.1. Let (u,v) ∈ Lp(Ω;R) × Lp(Ω;R)N . For fixed 0  i  N and fixed ε > 0, one
can define the function x → ai( xε , u(x),v(x)) from Ω into R as element of Lp
′
(Ω;R) which is
denoted by aεi (·, u,v) and satisfies the following properties:(
aε(·, u,v)− aε(·, u,w)) · (v − w)
 c0
(
1 + |u| + |v| + |w|)p−δ|v − w|δ a.e. in Ω, (2.1)
aε0(·, u,v)u 0 a.e. in Ω, (2.2)∥∥aε(·, u,v)∥∥
Lp
′
(Ω)N
+ ∥∥aε0(·, u,v)∥∥Lp′ (Ω)
 c′1
(
1 + ‖u‖p−1Lp(Ω) + ‖v‖p−1Lp(Ω)N
)
, (2.3)∥∥aε(·, u,v)− aε(·, u,w)∥∥
Lp
′
(Ω)N
+ ∥∥aε0(·, u,v)− aε0(·, u,w)∥∥Lp′ (Ω)
 2c2
∥∥1 + |u| + |v| + |w|∥∥p−1−α
Lp(Ω)
‖v − w‖α
Lp(Ω)N
, (2.4)∥∥aε(·, u,w)− aε(·, v,w)∥∥
Lp
′
(Ω)N
+ ∥∥aε0(·, u,w)− aε0(·, v,w)∥∥Lp′ (Ω)
 2c3
∥∥1 + |u| + |v| + |w|∥∥p−1−α
Lp(Ω)
‖u− v‖α
Lp(Ω)N
, (2.5)
aε(·, u,ω) = ω a.e. in Ω (2.6)
for all u,v ∈ Lp(Ω;R) and all v,w ∈ Lp(Ω;R)N , where c′1 depends on c1 and on Ω .
Proof. Following the general outlines of the proof of [19, Proposition 2.1], we are immediately
led to the result. 
Corollary 2.2. Let u,v ∈ W 1,p(Ω;R). One has(
aε(·, u,Du)− aε(·, u,Dv)) · (Du−Dv)
 c0
(
1 + |u| + |Du| + |Dv|)p−δ|Du−Dv|δ a.e. in Ω,∥∥aε(·, u,Du)∥∥
Lp
′
(Ω)N
+ ∥∥aε0(·, u,Du)∥∥Lp′ (Ω)
 c′1
(
1 + ‖u‖p−1Lp(Ω) + ‖Du‖p−1Lp(Ω)N
)
,∥∥aε(·, u,Du)− aε(·, u,Dv)∥∥
Lp
′
(Ω)N
+ ∥∥aε0(·, u,Du)− aε0(·, u,Dv)∥∥Lp′ (Ω)
 2c2
∥∥1 + |u| + |Du| + |Dv|∥∥p−1−αp ‖Du−Dv‖αp N ,L (Ω) L (Ω)
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Lp
′
(Ω)N
+ ∥∥aε0(·, u,Du)− aε0(·, v,Du)∥∥Lp′ (Ω)
 2c3
∥∥1 + |u| + |v| + |Du|∥∥p−1−α
Lp(Ω)
‖u− v‖α
Lp(Ω)N
.
Remark 2.1. Thanks to Corollary 2.2, the left-hand side of (1.4) is now justified. Hence the
problem (1.4) is from now on well-posed and admits (at least) a solution uε ∈ W 1,p0 (Ω;R) (see,
e.g., [1,2,13]).
We also need to define the function aεi (·,ψε0 ,Ψ ε) for (ψ0,Ψ ) ∈ B(RN ;R) × B(RN ;R)N =
B(RN ;R)N+1, where Ψ ε = (ψεj )1jN with ε > 0 and 0  i  N , the function ψεj being de-
fined by ψεj (x) = ψj (xε ) (x ∈ RN). For this purpose, we have the following proposition.
Proposition 2.3. Let (w0,w) ∈ B(RN ;R)N+1. For fixed 0 i N , one can define the function
x → ai(x,w0( xε ),w( xε )) from RN to R, denoted by ai(·,wε0,wε), as an element of L∞(RNx ;R).
Setting a(·,wε0,wε) = (aj (·,wε0,wε))1jN , we have
(i)
(
a
(·,wε0,vε)− a(·,wε0,wε)) · (vε − wε)
 c0
(
1 + ∣∣wε0∣∣+ ∣∣vε∣∣+ ∣∣wε∣∣)p−δ∣∣vε − wε∣∣δ,
(ii) a0
(·,wε0,wε)wε0  0,
(iii) ∣∣a(·,wε0,wε)∣∣+ ∣∣a0(·,wε0,wε)∣∣ c1(1 + ∣∣wε0∣∣p−1 + ∣∣wε∣∣p−1),
(iv)
∣∣a(·,wε0,vε)− a(·,wε0,wε)∣∣+ ∣∣a0(·,wε0,vε)− a0(·,wε0,wε)∣∣
 c2
(
1 + ∣∣wε0∣∣+ ∣∣vε∣∣+ ∣∣wε∣∣)p−1−α∣∣vε − wε∣∣α,
(v)
∣∣a(·, vε0,wε)− a(·,wε0,wε)∣∣+ ∣∣a0(·, vε0,wε)− a0(·,wε0,wε)∣∣
 c3
(
1 + ∣∣vε0∣∣+ ∣∣wε0∣∣+ ∣∣wε∣∣)p−1−α∣∣vε0 −wε0∣∣α
a.e. in x ∈ RN and for all v0,w0 ∈ B(RN ;R) and all v,w ∈ B(RN ;R)N .
Proof. The proof of this proposition is quite similar to that of [18, Corollary 2.2]. 
Now, let (w0,w) ∈ C(Ω;B(RN ;R)N+1). For each x ∈ Ω , let ai(·,w0(x, ·),w(x, ·)) denote
the function y → ai(y,w0(x, y),w(x, y)) defined as in Proposition 2.3 (for ε = 1). Clearly
ai(·,w0(x, ·),w(x, ·)) ∈ L∞(RNy ;R). One can easily show (by using part (iv) of Proposition 2.3)
that the function x → ai(·,w0(x, ·),w(x, ·)) lies in C(Ω;L∞(RNy )). Therefore by using [17]
one suitably defines the function x → ai( xε ,w0(x, xε ),w(x, xε )) of Ω into R as an element of
L∞(Ω;R), denoted by aεi (·,wε0,wε). This function satisfies inequalities of the same type as that
of Proposition 2.3, and will be of particular interest in the next section.
We end this section with the following result whose the proof is copied on that of [21,
Lemma 2.3].
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all u,v ∈ W 1,p0 (Ω;R),∫
Ω
(
aε(·, u,Du)− aε(·, u,Dv)) · (Du−Dv)dx
 c
(|Ω| + ‖u‖p
Lp(Ω)
+ ‖Du‖p
Lp(Ω)N
+ ‖Dv‖p
Lp(Ω)N
) p−δ
p ‖Du−Dv‖δ
Lp(Ω)N
, (2.7)
where |Ω| stands for the Lebesgue measure of Ω.
3. The abstract homogenization problem for (1.4)
3.1. Fundamentals of homogenization structures
For the benefit of the reader we summarize below a few basic notions and results about the
homogenization structures. We refer to [14,16] for further details.
We start with one underlying concept. We say that a set Γ ⊂ B(RNy ) is a structural represen-
tation on RN if
(HS1) Γ is a group under multiplication in B(RNy ),
(HS2) Γ is countable,
(HS3) γ ∈ Γ implies γ ∈ Γ (γ the complex conjugate of γ ),
(HS4) Γ ⊂ Π∞.
Here, Π∞ denotes the space of functions u ∈ B(RNy ) such that uε → M(u) in L∞(RNx )-weak
∗ as ε → 0 (ε > 0), where uε(x) = u(x
ε
) (x ∈ RN ) and M(u) ∈ C.
We recall in passing that the complex mapping u → M(u) on Π∞ is a positive continuous
linear form with M(1) = 1 and M(τhu) = M(u) (for u ∈ Π∞ and h ∈ RN ) where τhu(y) =
u(y − h) (y ∈ RN ). Thus, M is a mean value (see [15] for further details).
Now, in the collection of all structural representations on RN we consider the equivalence
relation ∼ defined as: Γ ∼ Γ ′ if and only if CLS(Γ ) = CLS(Γ ′), where CLS(Γ ) denotes the
closed vector subspace of B(RNy ) spanned by Γ. By an H -structure on RNy (H stands for ho-
mogenization) is understood any equivalence class modulo ∼.
An H -structure is fully determined by its image. Specifically, let Σ be an H -structure on RN.
Put A = CLS(Γ ) where Γ is any equivalence class representative of Σ (such a Γ is termed a
representation of Σ ). The space A is a so-called H -algebra on RNy , that is, a closed subalgebra
of B(RNy ) with the properties:
(HA1) A with the supremum norm is separable,
(HA2) A contains the constants,
(HA3) if u ∈ A then u ∈ A,
(HA4) A ⊂ Π∞.
Furthermore, A depends only on Σ and not on the chosen representation Γ of Σ. Thus,
we may set A = J (Σ) (the image of Σ ). This yields a one-to-one mapping Σ → J (Σ) that
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Theorem 3.1]).
Let A be an H -algebra on RNy . Clearly A (with the supremum norm) is a commutative C∗-
algebra with identity (the involution is here the usual one of complex conjugation). We denote by
Δ(A) the spectrum of A and by G the Gelfand transformation on A. We recall that Δ(A) is the set
of all non-zero multiplicative linear forms on A, and G is the mapping of A into C(Δ(A)) such
that G(u)(s) = 〈s, u〉 (s ∈ Δ(A)), where 〈,〉 denotes the duality between A′ (the topological dual
of A) and A. The topology on Δ(A) is the relative weak ∗ topology on A′. So topologized, Δ(A)
is a metrizable compact space, and the Gelfand transformation is an isometric isomorphism of the
C∗-algebra A onto the C∗-algebra C(Δ(A)). For further details concerning the Banach algebras
theory we refer to [12]. The basic measure on Δ(A) is the so-called M-measure for A, namely
the positive Radon measure β (of total mass 1) on Δ(A) such that M(u) = ∫
Δ(A)
G(u) dβ for
u ∈ A (see [14, Proposition 2.1]).
The partial derivative of index i (1  i  N ) on Δ(A) is defined to be the mapping ∂i =
G ◦Dyi ◦ G−1 (usual composition) of D1(Δ(A)) = {ϕ ∈ C(Δ(A)): G−1(ϕ) ∈ A1} into C(Δ(A)),
where A1 = {ψ ∈ C1(RN): ψ,Dyiψ ∈ A (1 i  N)} with Dyi = ∂/∂yi . Higher order deriva-
tives are defined analogously. At the present time, let A∞ be the space of ψ ∈ C∞(RNy ) such
that Dαyψ = ∂
|α|ψ
∂y
α1
1 ···∂y
αN
N
∈ A for every multi-index α = (α1, . . . , αN) ∈ NN, and let D(Δ(A)) =
{ϕ ∈ C(Δ(A)): G−1(ϕ) ∈ A∞}. Endowed with a suitable locally convex topology (see [14]), A∞
(resp. D(Δ(A))) is a Fréchet space and further, G viewed as defined on A∞ is a topological
isomorphism of A∞ onto D(Δ(A)).
Any continuous linear form on D(Δ(A)) is referred to as a distribution on Δ(A). The space
of all distributions on Δ(A) is then the dual, D′(Δ(A)), of D(Δ(A)). We endow D′(Δ(A)) with
the strong dual topology. If we assume that A∞ is dense in A (this condition is always fulfilled
in practice), which amounts to assuming that D(Δ(A)) is dense in C(Δ(A)), then Lp(Δ(A)) ⊂
D′(Δ(A)) (1 p ∞) with continuous embedding (see [14] for more details). Hence we may
define
W 1,p
(
Δ(A)
)= {u ∈ Lp(Δ(A)): ∂iu ∈ Lp(Δ(A)) (1 i N )}
where the derivative ∂iu is taken in the distribution sense on Δ(A). We equip W 1,p(Δ(A)) with
the norm
‖u‖W 1,p(Δ(A)) =
(
‖u‖p
Lp(Δ(A))
+
N∑
i=1
‖∂iu‖pLp(Δ(A))
) 1
p (
u ∈ W 1,p(Δ(A))),
which makes it a Banach space. However, we will be mostly concerned with the space
W 1,p
(
Δ(A)
)
/C =
{
u ∈ W 1,p(Δ(A)): ∫
Δ(A)
u(s) dβ(s) = 0
}
provided with the seminorm
‖u‖W 1,p(Δ(A))/C =
(
N∑
‖∂iu‖pLp(Δ(A))
) 1
p (
u ∈ W 1,p(Δ(A))/C).
i=1
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W
1,p
# (Δ(A)) the separated completion of W 1,p(Δ(A))/C and by J the canonical mapping of
W 1,p(Δ(A))/C into its separated completion (see, e.g., chapitre II of [5]). W 1,p# (Δ(A)) is a
reflexive Banach space and W 1,2# (Δ(A)) is a Hilbert space. Furthermore, as pointed out in [14],
the distribution derivative ∂i viewed as a mapping of W 1,p(Δ(A))/C into Lp(Δ(A)) extends to
a unique continuous linear mapping, still denoted by ∂i , of W 1,p# (Δ(A)) into Lp(Δ(A)) such
that ∂iJ (v) = ∂iv for v ∈ W 1,p(Δ(A))/C and
‖u‖
W
1,p
# (Δ(A))
=
(
N∑
i=1
‖∂iu‖pLp(Δ(A))
) 1
p
for u ∈ W 1,p#
(
Δ(A)
)
.
To an H -structure Σ on RN there are attached the important concepts of weak and strong
Σ -convergence in Lp (1 p < ∞) for which we refer to [14].
The concept of proper H -structure plays a crucial role in the present study. Before we define
this notion, let us recall a fundamental notion: by a fundamental sequence we will mean any
ordinary sequence of real 0 < εn  1 such that εn → 0 as n → ∞. From now on, the letter E
will stand for any subset of positive real numbers admitting 0 as accumulation point.
The notations being as above, we have the following
Definition 3.1. The H -structure (of class C∞) Σ on RN is said to be proper for some given real
p > 1 if the following two conditions are fulfilled:
(PR)1 Σ is total for p, i.e., D(Δ(A)) is dense in W 1,p(Δ(A));
(PR)2 For any bounded open set Ω in RNx , W 1,p(Ω) is Σ -reflexive in the following sense:
Given a bounded sequence (uε)ε∈E in W 1,p(Ω) where E is a fundamental sequence, there
exist a subsequence E′ from E and some function u = (u0, u1) ∈ W 1,p(Ω;Lp(Δ(A)))×
Lp(Ω;W 1,p# (Δ(A))) such that, as E′  ε → 0,
(i) uε → u0 in Lp(Ω)-weak Σ ,
(ii) Dxiuε → Dxiu0 + ∂iu1 in Lp(Ω)-weak Σ (1 i N).
Remark 3.1. Suppose Σ is a proper H -structure (for a fixed real p > 1) and assume further
that each uε lies in W 1,p0 (Ω). Then, since W
1,p
0 (Ω) is compactly embedded in L
p(Ω), we have
u0 ∈ W 1,p0 (Ω) (see [18, Corollary 3.1] for details).
We give here below some examples of proper H -structures.
Example 3.1. Any periodic H -structure is proper for any arbitrary real p > 1 (see [18]).
Example 3.2. Any almost periodic H -structure on RN is proper for p = 2 (see [14]).
Example 3.3. Let Σ∞,R (R being any arbitrary countable subgroup of RN ) be the H -structure
on RN of image B∞,R(RN), the H -algebra on RN (see [14]) defined to be the closure in B(RN)
of the space of all finite sums
1616 J.L. Woukeng / Advances in Mathematics 219 (2008) 1608–1631∑
finite
ϕkγk with ϕk ∈ B∞
(
R
N
)
and γk (k ∈ R) be defined by
γk(y) = exp(2πik · y)
(
y ∈ RN ),
where B∞(RN) is defined in Example 1.2. Then the H -structure Σ∞,R is proper for p = 2
(see [14]). In particular the H -structure Σ∞ for which B∞(RN) is the image, is proper for
p = 2, since it coincides with Σ∞,R for R = {ω} (ω the origin in RN ).
Example 3.4. Let S be an essential algebra on S = ZN [16, Definition 3.3] with the property
that the set S0 = {a ∈ S: M(a) = 0} (M the essential mean value on S [15]) is a subalgebra
of S. Let F be the set of all functions f on RNy of the form f =
∑
k∈S a(k)τkϕ with a ∈ S and
ϕ ∈ K(Y ), where τkϕ(y) = ϕ(y − k) (y ∈ RN), and where K(Y ) is the space of all continuous
complex functions on RNy with compact supports contained in Y = (0,1)N . Finally, let B0S(RNy )
be the closure in B(RNy ) of the space of all functions of the form ψ = c +
∑
finite fi with c ∈ C
and fi ∈ F . The space B0S(RNy ) is an H -algebra on RN [16, Proposition 3.3]. Let Σ0S be the
H -structure on RN of which B0S(RNy ) is the image, and let Σ = Σ0S+ΣS [16, Proposition 3.4].
Then, one can easily show that the couple (Σ,ΣS) verifies hypothesis (H) of [18], so that the
H -structure Σ is proper for any arbitrary real p > 1.
3.2. The abstract structure hypothesis
Let Σ be an H -structure of class C∞ on RN . We put A = J (Σ) (the image of Σ ) and we
denote by G the Gelfand transformation on A and by β the M-measure (on Δ(A)) for A.
Now, let 1 < p < ∞. Let Ξp denote the space of all u ∈ Lploc(RNy ) for which the sequence
(uε)0<ε1 (where uε(x) = u(xε ), x ∈ RN ) is bounded in Lploc(RNx ). This is a Banach space with
norm
‖u‖Ξp = sup
0<ε1
( ∫
BN
∣∣∣∣u(xε
)∣∣∣∣p dx) 1p (u ∈ Ξp)
where BN denotes the open unit ball in RN . Next, we define XpΣ to be the closure of A
in Ξp . Provided with Ξp-norm, XpΣ is a Banach space. Furthermore, the Gelfand transformation
G : A → C(Δ(A)) extends by continuity to a continuous linear mapping, still denoted by G, of
X
p
Σ into Lp(Δ(A)). This is referred to as the canonical mapping of X
p
Σ into Lp(Δ(A)).
Let AR = A ∩ C(RN ;R) and A∞R = A∞ ∩ AR. Our goal in this section is to investigate the
limiting behavior, as ε → 0, of uε (see (1.4)) under the abstract structure hypothesis
ai(·, ϕ,Ψ ) ∈ Xp
′
Σ for all (ϕ,Ψ ) ∈ (AR)N+1 (0 i N), (3.1)
where 1
p′ = 1 − 1p with 1 < p < ∞, and where ai(·, ϕ,Ψ ) denotes the function y →
ai(y,ϕ(y),Ψ (y)) of RN into R (cf. Proposition 2.3). The problem thus stated is the so-called
abstract homogenization problem for (1.4).
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this end, let
F
1,p
0 = W 1,p0 (Ω;R)×Lp
(
Ω;W 1,p#
(
Δ(A);R)),
where
W
1,p
#
(
Δ(A);R)= {u ∈ W 1,p# (Δ(A)): ∂iu ∈ Lp(Δ(A);R) (1 i N)}
is provided with the W 1,p# (Δ(A))-norm (which makes it a Banach space). We equip F1,p0 with
the norm
‖u‖
F
1,p
0
=
N∑
i=1
[‖Dxiu0‖Lp(Ω) + ‖∂iu1‖Lp(Ω×Δ(A))] (u = (u0, u1) ∈ F1,p0 ).
With this norm, F1,p0 is a Banach space which admits F
∞
0 = D(Ω;R) × [D(Ω;R) ⊗
J (D(Δ(A);R)/C)] as a dense subspace provided Σ is total for p (see (PR)1 in Definition 3.1),
D(Δ(A);R)/C being the space of all ϕ ∈ D(Δ(A);R) such that ∫
Δ(A)
ϕ dβ = 0 and J denoting
the canonical mapping of W 1,p(Δ(A))/C into its separate completion W 1,p# (Δ(A)).
From now on, we assume that (3.1) holds. If (ψ0,Ψ ) ∈ (AR)N+1, then ai(·,ψ0,Ψ ) ∈
X
p′,∞
Σ = Xp
′
Σ ∩ L∞(RN ;R). Consequently G(ai(·,ψ0,Ψ )) ∈ L∞(Δ(A)) (see [14, Corol-
lary 2.2]). This being so, let the index 0 i N be freely fixed. For any (ϕ0,ϕ = (ϕj )1jN)
in C(Δ(A);R)N+1, let
bi(ϕ0,ϕ) = G
(
ai
(·,G−1ϕ0,G−1ϕ)),
where G−1ϕ = (G−1ϕj )1jN . This defines a transformation bi of C(Δ(A);R)N+1 into
L∞(Δ(A)).
Proposition 3.1. Let 1 < p < ∞. Suppose that (3.1) holds. Let 0  i  N . For (ψ0,Ψ ) ∈
C(Ω; (AR)N+1), let bi(ψ̂0(x), Ψ̂ (x)) = G(ai(·,ψ0(x),Ψ (x))) for x ∈ Ω , where Ψ̂ =
(G ◦ ψj )1jN with Ψ = (ψj )1jN and ψ̂0 = G ◦ ψ0. This defines a mapping x →
bi(ψ̂0(x), Ψ̂ (x)), still denoted by bi(ψ̂0, Ψ̂ ), of Ω into L∞(Δ(A)). The following assertions
are true:
(i) We have bi(ψ̂0, Ψ̂ ) ∈ C(Ω;L∞(Δ(A))) and
aεi
(·,ψε0 ,Ψ ε)→ bi(ψ̂0, Ψ̂ ) in Lp′(Ω)-weak Σ as ε → 0. (3.2)
(ii) Let b(φ0,Φ) = (bi(φ0,Φ))1iN . The mapping (φ0,Φ) → (b0(φ0,Φ), b(φ0,Φ)) of
C(Ω;C(Δ(A);R)N+1) into Lp′(Ω × Δ(A);R)N+1 extends by continuity to a mapping,
denoted by (b0, b), of Lp(Ω;Lp(Δ(A);R)N+1) into Lp′(Ω ×Δ(A);R)N+1 such that(
b(u,v)− b(u,w)) · (v − w)
 c0
(
1 + |u| + |v| + |w|)p−δ|v − w|δ a.e. in Ω ×Δ(A), (3.3)
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 c′′1
(
1 + ‖u‖p−1Lp(Ω×Δ(A)) + ‖v‖p−1Lp(Ω;Lp(Δ(A);R)N )
)
, (3.4)∥∥b0(u,v)− b0(u,w)∥∥Lp′ (Ω×Δ(A)) + ∥∥b(u,v)− b(u,w)∥∥Lp′ (Ω×Δ(A))N
 2c2
∥∥1 + |u| + |v| + |w|∥∥p−1−α
Lp(Ω×Δ(A))‖v − w‖αLp(Ω;Lp(Δ(A))N ), (3.5)∥∥b0(u,w)− b0(v,w)∥∥Lp′ (Ω×Δ(A)) + ∥∥b(u,w)− b(v,w)∥∥Lp′ (Ω×Δ(A))N
 2c3
∥∥1 + |u| + |v| + |w|∥∥p−1−α
Lp(Ω×Δ(A))‖u− v‖αLp(Ω×Δ(A)) (3.6)
for all u,v ∈ Lp(Ω;Lp(Δ(A);R)) and all v,w ∈ Lp(Ω;Lp(Δ(A);R)N ), where c′′1 is a
positive constant depending on c1, Ω and on Δ(A).
Proof. Proceeding as in the proof of [18, Proposition 3.1], the result follows immediately. 
Remark 3.2. The mapping (b0, b) satisfies in particular the following properties:
(1) (b(μ,λ)− b(μ,λ′)) · (λ− λ′) c0(1 + |μ| + |λ| + |λ′|)p−δ|λ− λ′|δ ,
(2) |b0(μ,λ)| + |b(μ,λ)| c1(1 + |μ|p−1 + |λ|p−1),
(3) |b0(μ,λ)− b0(μ,λ′)| + |b(μ,λ)− b(μ,λ′)| c2(1 + |μ| + |λ| + |λ′|)p−1−α|λ− λ′|α ,
(4) |b0(μ,λ)− b0(μ′, λ)| + |b(μ,λ)− b(μ′, λ)| c3(1 + |μ| + |μ′| + |λ|)p−1−α|μ−μ′|α .
The preceding proposition has an important corollary whose the proof is a simple adaptation
of the proof of [18, Corollary 3.1].
Corollary 3.2. Let
Φε = ψ0 + εψε1 , (3.7)
i.e., Φε(x) = ψ0(x)+ εψ1(x, xε ) for x ∈ Ω , where ψ0 ∈ D(Ω;R) and ψ1 ∈ D(Ω;R)⊗A∞R . Let
0 i N be freely fixed. Then, as ε → 0,
aεi (·,Φε,DΦε) → bi(ψ0,Dψ0 + ∂ψ̂1) in Lp
′
(Ω)-weak Σ
where ∂ψ̂1 = (∂j ψ̂1)1jN . Assume in addition that (uε)ε∈E is a sequence in Lp(Ω) such that
uε → u0 in Lp(Ω) as E  ε → 0, where u0 ∈ Lp(Ω). Then, when E  ε → 0, one has
aεi (·, uε,DΦε) → bi(u0,Dψ0 + ∂ψ̂1) in Lp
′
(Ω)-weak Σ.
Moreover, if (vε)ε∈E is a sequence in Lp(Ω) such that vε → v0 in Lp(Ω)-weak Σ as E  ε → 0
(where v0 ∈ Lp(Ω ×Δ(A))), then, as E  ε → 0,∫
aεi (·,Φε,DΦε)vε dx →
∫ ∫
bi(ψ0,Dψ0 + ∂ψ̂1)v0 dx dβ
Ω Ω×Δ(A)
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Ω
aεi (·, uε,DΦε)vε dx →
∫ ∫
Ω×Δ(A)
bi(u0,Dψ0 + ∂ψ̂1)v0 dx dβ.
We end this subsection with one further, but so useful result.
Lemma 3.3. Let (uε)ε∈E be a sequence in Lp(Ω) such that uε → u0 in Lp(Ω)-weak Σ as
E  ε → 0, where u0 ∈ Lp(Ω ×Δ(A)). Then
‖u0‖Lp(Ω×Δ(A))  lim inf
Eε→0 ‖uε‖Lp(Ω). (3.8)
Proof. Let f ∈ Lp′(Ω;A). We have∣∣∣∣ ∫
Ω
uεf
ε dx
∣∣∣∣ ‖uε‖Lp(Ω)∥∥f ε∥∥Lp′ (Ω) (3.9)
where f ε(x) = f (x, x
ε
) for x ∈ Ω . Then taking lim infEε→0 of both sides of (3.9) and using the
equality
lim
Eε→0
∥∥f ε∥∥
Lp
′
(Ω)
= ‖f̂ ‖
Lp
′
(Ω×Δ(A))
(
see, e.g., [14])
one arrives at ∣∣∣∣ ∫ ∫
Ω×Δ(A)
u0f̂ dx dβ
∣∣∣∣ ‖f̂ ‖Lp′ (Ω×Δ(A)) lim inf
Eε→0‖uε‖Lp(Ω). (3.10)
The space G(Lp′(Ω;A)) being dense in Lp′(Ω × Δ(A)), (3.10) still holds with v ∈ Lp′(Ω ×
Δ(A)) instead of f̂ . Consequently
‖u0‖Lp(Ω×Δ(A)) = sup
‖v‖
Lp
′
(Ω×Δ(A))1
∣∣∣∣ ∫ ∫
Ω×Δ(A)
u0v dx dβ
∣∣∣∣ lim inf
Eε→0 ‖uε‖Lp(Ω).
The lemma follows. 
3.3. Homogenization results
We prove here the following theorem.
Theorem 3.4. Let 1 < p < ∞. Assume (3.1) holds with Σ proper ( for p). For each real ε > 0,
let uε be a solution of (1.4). There exists a subsequence of ε, still denoted by ε, such that, as
ε → 0,
uε → u0 in W 1,p(Ω)-weak (3.11)
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Dxiuε → Dxiu0 + ∂iu1 in Lp(Ω)-weak Σ (1 i N) (3.12)
where u = (u0, u1) ∈ F1,p0 solves the variational equation∫ ∫
Ω×Δ(A)
b0(u0,Du)v0 dx dβ +
∫ ∫
Ω×Δ(A)
b(u0,Du) · Dvdx dβ = 〈f, v0〉
for all v = (v0, v1) ∈ F1,p0 , (3.13)
with Dw = Dw0 + ∂w1 for w = (w0,w1) ∈ F1,p0 . Moreover, u1 is unique and any weak Σ limit
point in W 1,p0 (Ω) of (uε)ε>0 is a solution to problem (3.13).
Proof. We first show that the sequence (uε)ε>0 is bounded in W 1,p0 (Ω). To this end, observe
that uε ∈ W 1,p0 (Ω;R) and∫
Ω
aε0
(
x,uε(x),Duε(x)
)
v(x) dx +
∫
Ω
aε
(
x,uε(x),Duε(x)
) ·Dv(x)dx = 〈f, v〉 (3.14)
for all v ∈ W 1,p0 (Ω;R), where ε > 0 is arbitrarily fixed. Taking in particular v = uε and using
the inequality∫
Ω
aε0
(
x,uε(x),Duε(x)
)
uε(x) dx  0
(
this is a consequence of (2.2))
and property (2.1) in conjunction with (2.5), we merely obtain
c0‖uε‖p
W
1,p
0 (Ω)
 ‖f ‖
W−1,p′ (Ω)‖uε‖W 1,p0 (Ω),
from which we deduce that
sup
ε>0
‖uε‖W 1,p0 (Ω) < +∞. (3.15)
From (3.15), it follows
sup
ε>0
∥∥aε0(·, uε,Duε)∥∥Lp′ (Ω) + sup
ε>0
∥∥aε(·, uε,Duε)∥∥Lp′ (Ω)N < +∞.
Thus, given an arbitrary fundamental sequence E, the properness of Σ and the compactness of
the embedding W 1,p0 (Ω;R) → Lp(Ω;R) guarantee the existence of a subsequence E′ from E
and a couple u = (u0, u1) ∈ F1,p0 such that (3.11)–(3.12) hold when E′  ε → 0. The next point to
check is to show that u = (u0, u1) verifies the variational equation in (3.13). To this end, let Φ =
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A∞
R
/C = {ψ ∈ A∞
R
: M(ψ) = 0}. Define Φε as in Corollary 3.2. Then, thanks to property (2.1),
0
∫
Ω
(
aε(·, uε,Duε)− aε(·, uε,DΦε)
) · (Duε −DΦε)dx.
But clearly∫
Ω
aε(·, uε,Duε) · (Duε −DΦε)dx =
∫
Ω
aε0(·, uε,Duε)(Φε − uε) dx + 〈f,uε −Φε〉.
Hence
0
∫
Ω
aε0(·, uε,Duε)(Φε − uε) dx + 〈f,uε −Φε〉
−
∫
Ω
aε(·, uε,DΦε) · (Duε −DΦε)dx. (3.16)
The sequence (aε0(·, uε,Duε))ε>0 being bounded, there exist a subsequence from E′ still denoted
by E′ and a function χ ∈ Lp′(Ω ×Δ(A)) such that, as E′  ε → 0,
aε0(·, uε,Duε) → χ in Lp
′
(Ω)-weak Σ. (3.17)
Besides we have, using the compactness of the embedding W 1,p0 (Ω;R) → Lp(Ω;R) that, as
E′  ε → 0,
Φε − uε → ψ0 − u0 in Lp(Ω). (3.18)
Now, noting that Φε → ψ0 in W 1,p0 (Ω)-weak as ε → 0, we next pass to the limit in (3.16) using
(3.11)–(3.12), (3.17) in conjunction with (3.18) and Corollary 3.2, and we obtain
0
∫ ∫
Ω×Δ(A)
χ(ψ0 − u0) dx dβ + 〈f,u0 −ψ0〉
−
∫ ∫
Ω×Δ(A)
b(u0,DΦ) · D(u −Φ)dx dβ. (3.19)
Since F∞0 is dense in F
1,p
0 , (3.19) still holds for any Φ ∈ F1,p0 . Therefore taking in (3.19) the
particular functions Φ = u − tv with t > 0 and v = (v0, v1) ∈ F1,p0 , then dividing both sides of
the resultant inequality by t , and finally letting t → 0, leads to
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Ω×Δ(A)
χv0 dx dβ +
∫ ∫
Ω×Δ(A)
b(u0,Du) · Dvdx dβ = 〈f, v0〉
for all v = (v0, v1) ∈ F1,p0 . (3.20)
The last point to check is to show that χ = b0(u0,Du). Let η > 0 be arbitrarily fixed.
Let B ′#(u1, η
1
α ) (resp. B ′0(u0, η
1
α )) denote the closed ball of Lp(Ω;W 1,p# (Δ(A);R)) (resp.
W
1,p
0 (Ω;R)) centered at u1 (resp. u0) and of radius η
1
α
. Since W 1,p# (Δ(A);R) and W 1,p0 (Ω;R)
are reflexive, these balls are weakly compact. So, let
d = sup
v1∈B ′#(u1,η
1
α )
sup
v0∈B ′0(u0,η
1
α )
[∥∥1 + |u0| + |Du0 + ∂v1| + |Dv0 + ∂v1|∥∥p−1−αLp(Ω×Δ(A))]
and set k = 2(c2 +c3)d+1. Then k is a positive real number depending on u and on η, and verify-
ing k > 1. By using the density of D(Ω;R) in W 1,p0 (Ω;R) and that of D(Ω;R)⊗J (G(A∞R /C))
in Lp(Ω;W 1,p# (Δ(A);R)), we deduce the existence of ψ0 ∈ D(Ω;R) and of ψ1 ∈ D(Ω;R) ⊗
(A∞
R
/C) such that
‖u0 −ψ0‖W 1,p0 (Ω) <
1
k
(
η
4
) 1
α
and
∥∥u1 − J (ψ̂1)∥∥Lp(Ω;W 1,p# (Δ(A))) < 1k
(
η
4
) 1
α
.
Clearly
ψ0 ∈ B ′0
(
u0, η
1
α
)
and J (ψ̂1) ∈ B ′#
(
u1, η
1
α
)
. (3.21)
Set Φ = (ψ0, J (ψ̂1)) and define Φε as in (3.7). We easily obtain∥∥b0(u0,Du)− χ∥∥Lp′ (Ω×Δ(A))  ∥∥b0(u0,Du)− b0(u0,Du0 + ∂ψ̂1)∥∥Lp′ (Ω×Δ(A))
+ ∥∥b0(u0,Du0 + ∂ψ̂1)− b0(u0,DΦ)∥∥Lp′ (Ω×Δ(A))
+ ∥∥b0(u0,DΦ)− χ∥∥Lp′ (Ω×Δ(A)).
But, on one hand∥∥b0(u0,Du)− b0(u0,Du0 + ∂ψ̂1)∥∥Lp′ (Ω×Δ(A))
 2c2
∥∥1 + |u0| + |Du| + |Du0 + ∂ψ̂1|∥∥p−1−αLp(Ω×Δ(A))∥∥∂(u1 − J (ψ̂1))∥∥αLp(Ω×Δ(A))N
<
η
4
since ∥∥∂(u1 − J (ψ̂1))∥∥Lp(Ω×Δ(A))N = ∥∥u1 − J (ψ̂1)∥∥Lp(Ω;W 1,p# (Δ(A))),
and
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 2c2
∥∥1 + |u0| + |Du0 + ∂ψ̂1| + |DΦ|∥∥p−1−αLp(Ω×Δ(A))∥∥D(u0 −ψ0)∥∥αLp(Ω×Δ(A))N
<
η
4
since ∥∥D(u0 −ψ0)∥∥Lp(Ω×Δ(A))N = ‖u0 −ψ0‖W 1,p0 (Ω).
On the other hand, using Lemma 3.3, Corollary 3.2 and property (3.17), we obtain∥∥b0(u0,DΦ)− χ∥∥Lp′ (Ω×Δ(A))  lim infE′ε→0∥∥aε0(·, uε,DΦε)− aε0(·, uε,Duε)∥∥Lp′ (Ω).
But ∥∥aε0(·, uε,DΦε)− aε0(·, uε,Duε)∥∥Lp′ (Ω)
 2c2
∥∥1 + |uε| + |Duε| + |DΦε|∥∥p−1−αLp(Ω) ‖Duε −DΦε‖αLp(Ω)N .
The sequences (uε)ε∈E′ and (Φε)ε∈E′ being bounded in W 1,p0 (Ω;R), let k1 > 0 (independent of
ε > 0) be such that 2c2‖1 + |uε| + |Duε| + |DΦε|‖p−1−αLp(Ω)  k1 (0 < ε ∈ E′). It follows that∥∥aε0(·, uε,DΦε)− aε0(·, uε,Duε)∥∥Lp′ (Ω)  k1‖Duε −DΦε‖αLp(Ω)N ,
and hence ∥∥b0(u0,DΦ)− χ∥∥Lp′ (Ω×Δ(A))  k1 lim infE′ε→0 ‖Duε −DΦε‖αLp(Ω)N . (3.22)
The use of Proposition 2.4 yields
c
(|Ω| + ‖uε‖pLp(Ω) + ‖Duε‖pLp(Ω)N + ‖DΦε‖pLp(Ω)N ) p−δp ‖Duε −DΦε‖δLp(Ω)N

∫
Ω
(
aε(·, uε,Duε)− aε(·, uε,DΦε)
) · (Duε −DΦε)dx
(where |Ω| is the Lebesgue measure of Ω) and then
c|Ω| p−δp ‖Duε −DΦε‖δLp(Ω)N

∫
Ω
(
aε(·, uε,Duε)− aε(·, uε,DΦε)
) · (Duε −DΦε)dx. (3.23)
Once more, if we proceed as we have done it to obtain (3.20), and moreover we use Corollary 3.2
in conjunction with Eq. (3.20), we get, as E′  ε → 0,
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∫
Ω
(
aε(·, uε,Duε)− aε(·, uε,DΦε)
) · (Duε −DΦε)dx
→
∫ ∫
Ω×Δ(A)
(
b(u0,Du)− b(u0,DΦ)
) · D(u −Φ)dx dβ ≡ B.
Thus we deduce the existence of ε0 > 0 such that E′  ε  ε0 yields Bε  B + η4 . Mere compu-
tations lead us to
B  k
(
2
k
)α+1(
η
4
) α+1
α
since
‖Du − DΦ‖Lp(Ω×Δ(A))  ‖u0 −ψ0‖W 1,p0 (Ω) +
∥∥u1 − J (ψ̂1)∥∥Lp(Ω;W 1,p# (Δ(A)))
 2
k
(
η
4
) 1
α
.
We therefore obtain Bε  k( 2k )α+1(
η
4 )
α+1
α + η4 provided E′  ε  ε0, and then (see (3.23))
‖Duε −DΦε‖Lp(Ω)N 
[
1
c|Ω| p−δp
(
k
(
2
k
)α+1(
η
4
) α+1
α + η
4
)] 1
δ
for E′  ε  ε0.
Whence
‖Duε −DΦε‖αLp(Ω)N 
[
1
c|Ω| p−δp
(
k
(
2
k
)α+1(
η
4
) α+1
α + η
4
)] α
δ
for E′  ε  ε0.
Finally we get
∥∥b0(u0,Du)− χ∥∥Lp′ (Ω×Δ(A))  η2 + k1
[
1
c|Ω| p−δp
(
k
(
2
k
)α+1(
η
4
) α+1
α + η
4
)] α
δ
.
The above is satisfied for all η > 0. Hence, on letting η → 0, we obtain χ = b0(u0,Du).
For the uniqueness of u1, let (t, r) ∈ R×RN be freely fixed, and let π(t, r) be defined by the
so-called cell problem
{
π(t, r) ∈ W 1,p# (Δ(A);R):∫
b(t, r + ∂π(t, r)) · ∂w dβ = 0 for all w ∈ W 1,p(Δ(A);R). (3.24)
Δ(A) #
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π1(t, r) and π2(t, r) are two solutions of (3.24), then we will have∫
Δ(A)
(
b
(
t, r + ∂π1(t, r)
)− b(t, r + ∂π2(t, r))) · (∂π1(t, r)− ∂π2(t, r))dβ = 0,
hence ∂iπ1(t, r) = ∂iπ2(t, r) (1  i  N). It follows that π1(t, r) = π2(t, r) since they belong
to W 1,p# (Δ(A);R). Now, taking in particular t = u0(x) and r = Du0(x) with x arbitrarily fixed
in Ω , and then choosing in (3.13) the particular test functions v = (0, v1) such that v1(x) =
ϕ(x)w with ϕ ∈ D(Ω;R) and w ∈ W 1,p# (Δ(A);R), and finally comparing the resultant equation
with (3.24), it follows (by uniqueness argument) that u1 = π(u0,Du0), where the right-hand
side stands for the function x → π(u0(x),Du0(x)) of Ω into W 1,p# (Δ(A);R). One deduces the
uniqueness of u1. This concludes the proof. 
Remark 3.3. Thanks to Remark 3.2, the variational problem (3.13) admits at least a solution.
Remark 3.4. Assuming a0 to be the null function, and replacing hypotheses (1.3) and (1.2) by:
There are four constants c0, c1, c2, c3 > 0 such that for almost all y ∈ RN ,
(i) (a(y,μ,λ)− a(y,μ,λ′)) · (λ− λ′) > 0 for λ = λ′,
(ii) a(y,μ,λ) · λ c0|λ|p,
(iii) ∣∣a(y,μ,λ)∣∣ c1(1 + |μ|p−1 + |λ|p−1),
(iv) ∣∣a(y,μ,λ)− a(y,μ,λ′)∣∣ c2(1 + |μ| + |λ| + |λ′|)p−1−α|λ− λ′|α,
(v) ∣∣a(y,μ,λ)− a(y,μ′, λ)∣∣ c3(1 + |μ| + |μ′| + |λ|)p−1−α|μ−μ′|α
for all μ,μ′ ∈ R and all λ,λ′ ∈ RN , where 0 < α min(1,p − 1), (3.25)
we also reach the conclusions of Theorem 3.4, but with b0 ≡ 0. More precisely, under hypothe-
ses (1.1) and (3.25), consider the boundary value problem
−diva
(
x
ε
,uε,Duε
)
= f in Ω, uε ∈ W 1,p0 (Ω;R), (3.26)
which admits (at least) one solution uε . We have the following result.
Theorem 3.5. Let 1 < p < ∞. Suppose (3.1) holds and Σ is proper ( for p). For each ε > 0 let
uε be a solution of (3.26). Then there exists a subsequence of ε, still denoted by ε, such that, as
ε → 0,
uε → u0 in W 1,p0 (Ω)-weak,
Dx uε → Dx u0 + ∂iu1 in Lp(Ω)-weak Σ (1 i N)i i
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equation ∫ ∫
Ω×Δ(A)
b(u0,Du) · Dvdx dβ = 〈f, v0〉 for all v = (v0, v1) ∈ F1,p0 . (3.27)
Proof. Our only concern here is to reach (3.27). But, as we saw it in the proof of Theorem 3.4
(see especially (3.16)), we only need to utilize part (i) of (3.25) to obtain inequality of the same
type as in (3.16). The result follows from that. 
The variational problem (3.13) is called global homogenized problem for (1.4) under the
structure hypothesis (3.1) with Σ proper for p. Our goal here is to derive the macroscopic ho-
mogenized problem for (1.4). For (t, r) ∈ R × RN , let
q(t, r) =
∫
Δ(A)
b
(
t, r + ∂π(t, r))dβ and q0(t, r) = ∫
Δ(A)
b0
(
t, r + ∂π(t, r))dβ.
Substituting u1 = π(u0,Du0) in (3.13) and choosing there the test functions v = (ϕ,0) with
ϕ ∈ D(Ω;R), we are led to the macroscopic homogenized problem for (1.4), viz.
q0(u0,Du0)− divq(u0,Du0) = f in Ω, u0 ∈ W 1,p0 (Ω;R). (3.28)
4. Concrete homogenization problems for (1.4)
This section deals with the study of some concrete homogenization problems for (1.4). Be-
fore proceeding any further, let us, however, point out the following fact: If in each function
ai(y,μ,λ) involved here, we put ξ = (μ,λ), then we obtain functions ai(y, ξ) with properties
being like those of functions ai(y,λ) in [18]. It therefore becomes useless to take up again the
developments carried out in [18, Section 5]. That is why for those of problems dealt with in [18],
we will content ourselves to enumerate concrete hypotheses which will lead to the abstract hy-
pothesis (3.1). We refer the reader to [18–20] for further details.
4.1. Problem I (periodic setting)
Set Y = (0,1)N and Lpper(Y ) = {u ∈ Lploc(RNy ): u is Y -periodic} (p > 1). We want to show
that under hypothesis (1.5) the abstract hypothesis (3.1) is verified so that Theorem 3.4 (or The-
orem 3.5) holds. Let 1 < p < ∞, and fix freely 0  i  N . For each (μ,λ) ∈ RN+1 we have
ai(·,μ,λ) ∈ Lp
′
per(Y ). But L
p′
per(Y ) = Xp
′
Σ (use [17, Lemma 1.3]) with Σ = ΣZN (the periodic
H -structure represented by ZN ). Since Σ is proper for p, this leads us to the conclusion of The-
orems 3.4 and 3.5 with Σ = ΣZN and with Y in place of Δ(A), dy in place of dβ and Dy in that
of ∂ (see [14] for details).
4.2. Problem II (almost periodic setting)
Example 4.1. We assume here that ai(·,μ,λ) satisfies (1.7). We want to study the homogeniza-
tion of (1.4) for p = 2. Before we solve this problem, let us however, give some preliminaries.
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Sp(u) = {k ∈ RN : M(γ ku) = 0} with γk(y) = exp(2iπk · y) (y ∈ RN ), M being the mean value
define in Section 3.1, then A = APR(RN) is an H -algebra [14] associated to the H -structure
Σ = ΣR. With this in mind, we have the following result whose the proof can be found in [18,
Problem IV], and is therefore omitted.
Proposition 4.1. Assume (1.7) holds. There exists a countable subgroup R of RN such that
ai(·, ϕ,Ψ ) ∈ A = APR
(
R
N
y
) for all (ϕ,Ψ ) ∈ (AR)N+1 (0 i N).
Let Σ = ΣR be the almost periodic H -structure represented by the above R (see Proposi-
tion 4.1). Then we have
ai(·, ϕ,Ψ ) ∈ X2Σ for all (ϕ,Ψ ) ∈ (AR)N+1. (4.1)
The H -structure Σ being proper for p = 2 (see Example 3.2) we are led to the conclusions of
Theorems 3.4 and 3.5.
Example 4.2. First and foremost, we recall a generalization of the notion of an almost periodic
function: A function u ∈ Lploc(RN) (1 p < ∞) is said to be almost periodic in Stepanoff sense
if u lies in the amalgam space (Lp, ∞)(RN) [9,17] and further the translates {τhu}h∈RN form
a relatively compact set in (Lp, ∞)(RN). Such functions form a closed vector subspace of
(Lp, ∞)(RN) denoted by LpAP(RN). It seems useful to recall that (Lp, ∞)(RN) is the space of
functions u ∈ Lploc(RN) such that
‖u‖p,∞ = sup
k∈ZN
( ∫
k+(0,1)N
∣∣u(y)∣∣p dy) 1p < ∞.
Equipped with the norm ‖ · ‖p,∞, (Lp, ∞)(RN) is a Banach space. The appropriate norm on
L
p
AP(R
N) is the (Lp, ∞)(RN)-norm. It is also worth noting that AP(RN) is a dense vector
subspace of LpAP(R
N).
This being so, we want to study the asymptotic behavior of uε (solution of (1.4)), as ε → 0,
under the hypothesis
ai(·,μ,λ) ∈ L2AP
(
R
N
y
)
for any (μ,λ) ∈ RN+1 (0 i N) (4.2)
provided that the following condition is fulfilled:
For (ϕ,Ψ ) ∈ AP(RN ;R)N+1, we have
sup
k∈ZN
∫
k+(0,1)N
∣∣ai(y − r, ϕ(y),Ψ (y))− ai(y,ϕ(y),Ψ (y))∣∣2 dy → 0
as |r| → 0. (4.3)
Then, we also reach (4.1), from which the homogenization of (1.4) under hypotheses (4.2)–(4.3)
(see [18] for details).
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We are concern here with the study of the homogenization problem for (1.4) under hypothe-
sis (1.6). But the following result is straightforward (see Problem I of [18]):
ai(·, ϕ,Ψ ) ∈ X2Σ∞ for all (ϕ,Ψ ) ∈ (AR)N+1 (0 i N)
where A = B∞(RN) and Σ∞ is the associated H -structure (i.e. B∞(RN) is the image of Σ∞).
The H -structure Σ∞ being proper for p = 2 (see Example 3.3), we are immediately led to
the conclusions of Theorems 3.4 and 3.5.
4.4. Problem IV
We assume that (1.8) holds. Then we have the following
Proposition 4.2. We have
ai(·, ϕ,Ψ ) ∈ A = B∞
(
R;Cper(Y ′)
) for all (ϕ,Ψ ) ∈ (AR)N+1 (0 i N). (4.4)
Proof. We proceed exactly as in the proof of [20, Proposition 4.8] to get the desired result. 
Let Σ = ΣZN−1 ×Σ∞ (see [14] for the product of two H -structures). Then it can be verified
that Σ is proper for p = 2, and that A is precisely the image of Σ . Hence (3.1) follows with
that Σ , and the conclusions of Theorems 3.4 and 3.5 follow from all that.
This proposition has an important corollary (see [20, Corollary 4.3] for the proof).
Corollary 4.3. Suppose the family {a0(·,μ,λ), a(·,μ,λ)}(μ,λ)∈R×RN satisfies the following con-
dition:
For each bounded set Λ ⊂ RN+1 and each real η > 0, there exists
a real ρ > 0 such that |a0(y − r,μ,λ)− a0(y,μ,λ)| + |a(y − r,μ,λ)− a(y,μ,λ)| η
for all (μ,λ) ∈ Λ and for almost all y ∈ RN provided |r| ρ.
Assume further that
ai(·,μ,λ) ∈ B∞
(
R;L2per(Y ′)
) for any (μ,λ) ∈ R × RN (0 i N),
where B∞(R;L2per(Y ′)) is defined in a similar way as B∞(R;Cper(Y ′)) mutatis mutandis. Then,
we have ai(·, ϕ,Ψ ) ∈ X2Σ for all (ϕ,Ψ ) ∈ (AR)N+1 (0  i  N), where Σ = ΣZN × Σ∞ and
A = J (Σ).
4.5. Problem V
The problem to be studied here states as follows:
For fixed (μ,λ) ∈ RN+1, one assumes that
ai(y,μ,λ) = ci(k,μ,λ) for almost all y ∈ k + Y
(
Y =
(
−1 , 1
)N)
, k ∈ ZN,2 2
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For each (μ,λ) ∈ R × RN , the functions k → c(k,μ,λ) = (ci(k,μ,λ))1iN
(denoted by c(·,μ,λ)) from ZN to RN , and k → c0(k,μ,λ) (denoted by c0(·,μ,λ))
from ZN to R, are measurable, c(k,μ,ω) = ω for all k ∈ ZN and for all μ ∈ R,
where ω denotes the origin in RN.
There are four constants α0, α1, α2, α3 > 0 such that for all k ∈ RN ,
(i) (c(k,μ,λ)− c(k,μ,λ′)) · (λ− λ′) α0(1 + |μ| + |λ| + |λ′|)p−δ|λ− λ′|δ,
(ii) c0(k,μ,λ)μ 0,
(iii) ∣∣c(k,μ,λ)∣∣+ ∣∣c0(k,μ,λ)∣∣ α1(1 + |μ|p−1 + |λ|p−1),
(iv)
∣∣c(k,μ,λ)− c(k,μ,λ′)∣∣+ ∣∣c0(k,μ,λ)− c0(k,μ,λ′)∣∣
 α2
(
1 + |μ| + |λ| + |λ′|)p−1−α|λ− λ′|α,
(v)
∣∣c(k,μ,λ)− c(k,μ′, λ)∣∣+ ∣∣c0(k,μ,λ)− c0(k,μ′, λ)∣∣
 α3
(
1 + |μ| + |μ′| + |λ|)p−1−α|μ−μ′|α
for all μ,μ′ ∈ R and all λ,λ′ ∈ RN , where 0 < α  min(1,p − 1) and δ  max(2,p) are
fixed.
We mean to study the homogenization problem for (1.4) under hypothesis
ci(·,μ,λ) ∈ B∞
(
Z
N
)
for any (μ,λ) ∈ RN+1 (0 i N), (4.5)
where B∞(ZN) is the set of all u : ZN → C such that lim|k|→∞ u(k) ∈ C.
Assume (4.5) holds. Let ϕ ∈ K(Y ) and set θ = ∑k∈ZN ci(k,μ,λ)τkϕ; then θ ∈ A =
J (Σ0B∞(ZN )) (see Example 3.4). This suggests that we should introduce the H -structure Σ =
Σ0B∞(ZN ).
Proposition 4.4. Let 1 <p < ∞. Assume (4.5) holds. Then
ai(·, ϕ,Ψ ) ∈ Xp
′
Σ for any (ϕ,Ψ ) ∈ (AR)N+1 (0 i N). (4.6)
Proof. We first show that
ai(·,μ,λ) ∈ Xp
′
Σ for any (μ,λ) ∈ R × RN (0 i N). (4.7)
Fix freely (μ,λ) ∈ R × RN , and let η > 0. Let θ ∈ K(Y ) such that ‖1 − θ‖
Lp
′
(Y )
<
η
‖ci (·,μ,λ)‖∞+1 (use the density of K(Y ) in Lp
′
(Y )). Set f =∑k∈ZN ci(k,μ,λ)τkθ ; then f ∈ A
and ‖ai(·,μ,λ) − f ‖p′,∞ < η, hence (4.7), (Lp′ , ∞)(RN) being continuously embedded in
Ξp
′
(RN) (see [16]). We may therefore view ai as a function (μ,λ) → ai(·,μ,λ) of R × RN
into Xp
′
, which function belongs to C(R × RN ;Xp′), according to [parts (iv) and (v) of] (1.3).Σ Σ
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be a compact set such that (ϕ(y),Ψ (y)) ∈ K for all y ∈ RN . For fixed index 0 i N , we still
denote by ai the restriction to K of the function ai ∈ C(R × RN ;Xp
′
Σ); then ai ∈ C(K;Xp
′
Σ ). By
a classical argument we may consider an ordinary sequence (qn)n1 in CR(K)⊗Xp
′
Σ such that
sup
(μ,λ)∈K
∥∥qn(·,μ,λ)− ai(·,μ,λ)∥∥p′,∞ → 0 as n → ∞,
hence ∥∥qn(·, ϕ,Ψ )− ai(·, ϕ,Ψ )∥∥p′,∞ → 0 as n → ∞,
since ‖qn(·, ϕ,Ψ ) − ai(·, ϕ,Ψ )‖p′,∞  sup(μ,λ)∈K ‖qn(·,μ,λ) − ai(·,μ,λ)‖p′,∞. Thus, (4.6)
will be shown if we can verify that each qn(·, ϕ,Ψ ) lies in Xp
′
Σ . However, this will follow in an
obvious way if we have checked that for any function q : RNy × Rμ × RNλ → R of the form
q(y,μ,λ) = χ(μ,λ)Φ(y) ((μ,λ) ∈ R × RN a.e. in y ∈ RN )
with χ ∈ C(K;R) and Φ ∈ Xp′Σ ,
we have q(·, ϕ,Ψ ) ∈ Xp′Σ . But given q as above, we know by the Stone–Weierstrass theorem that
there is a sequence (fn) of polynomials in (μ,λ) ∈ K such that fn → χ in C(K) as n → ∞,
hence fn(ϕ,Ψ ) → χ(ϕ,Ψ ) in B(RNy ) as n → ∞. Therefore, it follows that χ(ϕ,Ψ ) lies in AR,
since the same is true for each fn(ϕ,Ψ ) (recall that AR is an algebra). Hence q(·, ϕ,Ψ ) ∈ Xp
′
Σ
(see [16] for the product of an element of A and an element of Xp′Σ ), from which the proposi-
tion. 
Set Σ1 = Σ0B∞(ZN) + ΣZN . Then Σ1 is proper for all p > 1. Moreover X
p′
Σ0B∞(ZN )
⊂ Xp′Σ1 .
Thus, we have
ai(·, ϕ,Ψ ) ∈ Xp
′
Σ1
for all (ϕ,Ψ ) ∈ (AR)N+1 (0 i N)
where A = J (Σ0B∞(ZN)). Hence the conclusions of Theorems 3.4 and 3.5 follow from the above
proposition.
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