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L’émergence de réseaux de très grande taille oblige à repenser de nombreux problèmes sur les graphes : en apparence
simples, mais pour lesquels les algorithmes de résolution connus ne passent plus à l’échelle. Une approche possible
est de mieux comprendre les propriétés de ces réseaux complexes, et d’en déduire de nouvelles méthodes plus effi-
caces. C’est dans ce but que nous démontrons des relations générales entre les propriétés structurelles des graphes
et leurs propriétés métriques. Nos relations se déduisent de nouvelles bornes serrées sur le diamètre des séparateurs
minimaux dans un graphe.
Plus précisément, nous prouvons que dans tout graphe G le diamètre d’un séparateur minimal S dans G est au
plus b`(G)/2c · (|S|−1), avec `(G) la plus grande taille d’un cycle isométrique dans G. Nos preuves reposent sur
des propriétés de connexité dans les puissances d’un graphe. Une conséquence de nos résultats est que pour tout
graphe G, sa longueur arborescente (treelength) est au plus b`(G)/2c fois sa largeur arborescente (treewidth). En
complément de cette relation, nous bornons la largeur arborescente par une fonction de la longueur arborescente et
du genre du graphe. Cette borne se généralise à la famille des graphes qui excluent un apex-graph H comme mineur.
Par conséquent, nous obtenons un algorithme très simple qui, étant donné un graphe excluant un apex-graph fixé
comme mineur, calcule sa largeur arborescente en temps O(n2) et avec facteur d’approximation O (`(G)).
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1 Introduction
La croissance de la taille des réseaux (par exemple Twitter ou Facebook) rend désormais indispensable
la conception d’algorithmes rapides pour obtenir des solutions exactes. Des questions a priori simples
comme calculer le diamètre peuvent devenir difficiles et requièrent de nouvelles techniques [CGH+13].
Ainsi la tendance actuelle est de mieux comprendre les propriétés de ces réseaux complexes pour les
utiliser à des fins algorithmiques.
Il est bien connu que de nombreux problèmes peuvent être résolus efficacement dans des graphes dont
la structure est proche de celle des arbres. Plus précisément, de nombreux problèmes NP-complets en
général peuvent être résolus en temps polynomial dans la classe des graphes de largeur arborescente (tree-
width) bornée [Cou90]. Malheureusement, deux inconvénients majeurs font que cet outil théorique très
puissant ne peut être utilisé en pratique. D’une part, ces algorithmes prennent en entrée une décomposition
arborescente des graphes qui doit donc être calculée. Or, calculer la treewidth est NP-difficile [ACP87]
et les algorithmes d’approximation existants reposent sur une complexe programmation semi-définie
[FHL08]. D’autre part, de nombreux réseaux réels (comme celui des systèmes autonomes (AS) de l’Inter-
net) ont une grande largeur arborescente, i.e., leur structure est très éloignée de celle d’un arbre [dMSV11].
Ce second fait a motivé une autre approche, qui consiste à étudier les propriétés métriques des réseaux
plutôt que leurs propriétés structurelles. En effet, des expériences suggèrent que les réseaux complexes,
par exemple des réseaux biologiques ou sociaux, sont métriquement proches des arbres [AAD14, ADM14].
Un paramètre qui mesure la proximité de la métrique d’un graphe (sa distribution des distances) à celle
d’un arbre est son hyperbolicité au sens de Gromov [Gro87]. Ce paramètre a été très étudié pour ses
†Ce travail est soutenu par l’ANR, projets Stint ANR-13-BS02-0007 et “Investissements pour l’Avenir” ANR-11-LABX-0031-
01, l’équipe partenaire INRIA AlDyNet et le projet ECOS-Sud Chile. Les preuves omises sont accessibles dans [CDN14].
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avantages algorithmiques [KL06], principalement pour des problèmes de routage [BPK10]. L’hyperbo-
licité d’un graphe est liée à une autre mesure des décompositions arborescentes, à savoir, la longueur
arborescente (treelength) [DG07]. La longueur arborescente n’a pas, semble-t-il les mêmes avantages
algorithmiques que la largeur arborescente, cependant elle a des intérêts non négligeables. D’une part,
bien que son calcul soit NP-complet [Lok10], il existe des algorithmes très efficaces (basés sur des BFS)
qui, étant donné un graphe G = (V,E), calculent une décomposition arborescente de G de longueur au
plus trois fois l’optimal en temps O(|V | · |E|) [DG07]. D’autre part, la longueur arborescente des réseaux
complexes est faible, comme par exemple celle du graphe des AS [dMSV11].
Notre but est donc de tirer parti à la fois des avantages de la longueur arborescente (calculable efficace-
ment, faible dans les grands réseaux réels) et de ceux de la largeur arborescente (existence d’algorithmes
efficaces dans les graphes de largeur bornée). Pour cela nous établissons de nouveaux liens entre ces pa-
ramètres, ce qui nous permet notamment d’obtenir un algorithme efficace pour le calcul approché de la
largeur arborescente dans une large classe de graphes. Nos résultats sont en fait plus généraux puisqu’ils
considèrent les séparateurs minimaux des graphes.
Définitions. Un graphe connexe G = (V,E) est dit triangulé si tous ses cycles induits (sans corde)
sont de longueur trois. Une triangulation de G est un graphe triangulé obtenu de G en ajoutant des
arêtes. Une décomposition arborescente de G est équivalente à une triangulation T de G. La largeur
d’une décomposition est la taille d’une clique maximum. Sa longueur est la distance maximum dans G
entre deux sommets adjacents dans H. La largeur arborescente de G, notée tw(G) (treewidth), est la
largeur minimum d’une décomposition de G. Sa longueur arborescente, notée tl(G) (treelength), est la
longueur minimum d’une décomposition de G. Finalement, un sous-graphe H de G est isométrique si la
distance entre toute paire de sommets de H est la même dans H que dans G. Notons que `(G), la longueur
d’un plus long cycle isométrique de G, peut être calculée en temps polynomial [Lok09].
Pour finir, rappelons qu’un séparateur minimal S⊆V de G est un ensemble de sommets tel qu’il existe
deux composantes connexes A et B de G\S dans lesquelles chaque sommet de S a au moins un voisin. Le
diamètre de S est la distance maximum dans G entre deux sommets de S.
Premières remarques. Pour tout graphe G, tl(G) est une borne supérieure de son hyperbolicité et est
majorée par son diamètre [DG07]. De plus, tl(G) est au plus la moitié de la longueur d’un plus grand
cycle induit de G [DG07]. Cependant, longueur et largeur arborescentes sont incomparables en général,
ce qui écarte la possibilité d’une relation simple entre les deux invariants. Par exemple, pour le cycle Cn




et tw(Cn) = 3, alors que pour la clique Kn à n sommets, tw(Kn) = n− 1 et
tl(Kn) = 1. L’exemple de Cn laisse penser que la présence de long cycles isométriques est un facteur pour
qu’un graphe ait une grande longueur arborescente. En particulier, la longueur arborescente d’un graphe
G est au moins d`(G)/3e [DG07]. Cependant, cela n’est pas suffisant puisque les grilles ne contiennent
pas de cycles isométriques de taille 5 ou plus, mais ont une longueur arborescente arbitrairement grande.
A l’inverse de la clique, pour tout graphe planaire G, tw(G) ≤ 12 · tl(G) [DG09]. Il est naturel de se
demander si l’écart entre largeur et longueur arborescentes est borné par une fonction du genre du graphe.
Contributions. Nous introduisons une nouvelle méthode, très générique, pour borner le diamètre d’un
séparateur minimal dans un graphe G en fonction de la taille du séparateur et de propriétés globales
de G. En particulier, nous démontrons que pour tout séparateur minimal S de G, le diamètre de S est
au plus b`(G)/2c · (|S|−1). Nous déduisons de notre méthode que, si G n’est pas un arbre, alors on a
tl(G)≤ b`(G)/2c · (tw(G)−1)‡.






· tl(G) pour tout graphe G de genre g, ce que nous
généralisons à tous les graphes excluant un apex-graph H fixé comme mineur§.
En combinant ces résultats, nous obtenons que tout algorithme pour calculer la longueur arborescente
‡ Récemment, et indépendamment de ce travail, Diestel et Müller ont prouvé que tl(G)≤ `(G) · (tw(G)−1) [DM14]. Notre borne
est plus fine que la leur, et notre résultat plus général puisqu’il s’applique à tous les séparateurs minimaux du graphe.
§ Un apex-graph est un graphe obtenu d’un graphe planaire en lui ajoutant un sommet dont le voisinage n’est pas contraint.
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peut être transformé en un algorithme approché pour la largeur arborescente. Plus précisément, pour





approximation de la largeur arborescente en temps quadratique O(n2).
2 Diamètre des séparateurs minimaux
Dans cette section, nous montrons que dans tout graphe G, le diamètre de tout séparateur minimal S
est borné par le produit de sa taille et de b`(G)/2c. Intuitivement, si deux sommets x et y de S sont dans
la même composante connexe du sous-graphe induit par S, leur distance est au plus |S|−1. Sinon, nous
prouvons qu’il existe un chemin de x à y dans G passant consécutivement par des composantes connexes
C1, · · · ,Ck de S et tel que : x∈C1, y∈Ck et, pour 1≤ i < k, il existe un cycle isométrique de G qui traverse
Ci et Ci+1 ; deux composantes Ci,Ci+1 consécutives sont donc à distance au plus b`(G)/2c.
Nous utilisons la notion de base des cycles d’un graphe G, qui est un ensemble de cycles qui génère
(par différence symmétrique des arêtes) tous les sous-graphes Eulériens de G. Il est connu qu’il existe
toujours une base composée de cycles isométriques. En d’autres termes, tout cycle d’un graphe peut être
obtenu comme la différence symmétrique d’un ensemble de cycles isométriques.
Théorème 1 Pour tout graphe G, tout séparateur minimal S de G a diamètre au plus b`(G)/2c · (|S|−1)
Idée de preuve. Nous prouvons en fait un résultat plus fort : pour tout graphe G qui possède une base
des cycles dont tous les cycles sont de longueur au plus l ≥ 3, tout séparateur minimal de G induit un
sous-graphe connexe de Gbl/2c, avec Gbl/2c le graphe obtenu de G en rendant adjacents toute paire de
sommets qui sont à distance au plus bl/2c ≥ 1 dans G. Soit Gl l’ensemble des graphes G qui admettent
une telle base des cycles.
Étant donnés G ∈ Gl et S un séparateur minimal de G, nous prouvons d’abord qu’il existe deux com-
posantes de S qui sont traversées par un cycle de la base des cycles de G, i.e., il existe deux composantes
de S qui sont à distance au plus bl/2c dans G (Propriété (∗)). La propriété se démontre en considérant
deux composantes connexes A et B de S. Puisque S est minimal, il existe un cycle C qui traverse A et B.
Par définition, il existe un ensemble de cycles de taille au plus l qui génère C. Nous prouvons que parmi
ces cycles, il en existe un qui traverse deux composantes connexes de S (pas nécessairement A et B).
Ensuite, nous transformons G en un graphe H, que nous obtenons en ajoutant des arêtes entre tous
les sommets de S à distance au plus bl/2c, puis en contractant en un sommet chaque composante de
S dans H. Nous prouvons que H ∈ Gl , et enfin que l’ensemble S′ de sommets de H qui résulte de la
contraction des composantes de S est aussi un séparateur minimal de H. Par l’absurde, si S′ était composé
de plusieurs composantes connexes, alors par construction elles devraient être deux-à-deux à distance au
moins bl/2c+1 dans G (puisque des arêtes sont ajoutées entre les composantes à distance au plus bl/2c).
Mais cela contredit la Propriété (∗). 2
L’exemple du cycle montre que cette borne est optimale en général. Nous améliorons cette borne dans
certaines classes de graphes particulières [CDN14].
3 Relations entre longueur et largeur arborescentes
Dans cette section, nous prouvons que largeur et longueur arborescentes sont équivalentes dans la
classe des graphes de genre et de plus long cycle isométrique bornés. Cela nous permet d’obtenir un
nouvel algorithme d’approximation pratique pour le calcul de la largeur arborescente.
En utilisant les résultats de [BT01], une application directe du Théorème 1 permet de prouver que
tl(G) = O(tw(G)) dans la classe des graphes de cycles isométriques bornés.
Théorème 2 Pour tout graphe G qui n’est pas un arbre, tl(G)≤ b`(G)/2c · (tw(G)−1).
Nous prouvons ensuite que la relation inverse, i.e., tw(G) = O(tl(G)), existe dans les graphes G de
genre borné. Pour cela, nous utilisons des outils puissants de la théorie de la bi-dimensionalité [DHT06].
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Intuitivement, pour tout graphe G de genre borné g, soit G a une petite largeur arborescente et la relation
est vraie, soit G contient comme contraction un graphe H qui est obtenu d’une triangulation planaire
d’une grille de côté O(tw(G)/g) en ajoutant O(g) arêtes. Comme la longueur arborescente est close par








Ce résultat peut être généralisé aux graphes excluant un apex-graph comme mineur [CDN14].
Théorème 3 Soit H un apex-graph fixé. Pour tout graphe G excluant H comme mineur, il existe cH ∈ N




Nous déduisons des théorèmes 2 et 3 que pour tout graphe à n sommets et de genre g, l’algorithme
de [DG07] calcule en temps O(g · n2) un entier t∗ tel que tw(G)/(96 · g√g) ≤ t∗ ≤ 3b`(G)/2c · tw(G),
ce qui fournit un nouvel algorithme d’approximation efficace de la largeur arborescente. Pour les graphes
dont une borne supérieure sur la largeur arborescente est connue, l’algorithme fournit une borne inférieure
sur le genre. À court terme, nous voudrions l’appliquer dans de grand réseaux réels pour en estimer
leur largeur arborescente. Un inconvénient de l’algorithme est qu’il construit une décomposition de lon-
gueur t∗ mais de largeur arbitraire. Notons qu’il existe des graphes G de n sommets pour lesquels toute
décomposition arborescente de largeur α · tw(G) et de longueur α · tl(G) requiert α = Ω(n1/5) [DG07].
Une étape importante sera de rendre notre approche constructive. Peut-on convertir cette décomposition,
de longueur t∗, en une décomposition de largeur O(`(G) ·g√g · t∗) (quite à augmenter sa longueur) ?
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