Estimating a large alphabet probability distribution from a limited number of samples is a fundamental problem in machine learning and statistics. A variety of estimation schemes have been proposed over the years, mostly inspired by the early work of Laplace and the seminal contribution of Good and Turing. One of the basic assumptions shared by most commonly-used estimators is the unique correspondence between the symbol's sample frequency and its estimated probability. In this work we tackle this paradigmatic assumption; we claim that symbols with "similar" frequencies shall be assigned the same estimated probability value. This way we regulate the number of parameters and improve generalization. In this preliminary report we show that by applying an ensemble of such regulated estimators, we introduce a dramatic enhancement in the estimation accuracy (typically up to 50%), compared to currently known methods. An implementation of our suggested method is publicly available at the first author's web-page 1 .
Introduction
Estimating a probability distribution from a given set of samples is one of the corner-stones of machine learning and statistics. In this work we focus on large alphabet probability estimation. This problem refers to the case where the number of samples is much smaller than (or at most comparable to) the alphabet size. Here, classical methods like maximum likelihood estimation are quite ineffective, as they assign a zero probability to unseen events. Several alternative large alphabet estimation schemes have been suggested over the years. The first major contribution to this problem is most likely due to Laplace (1825). In his work, Laplace addressed the problem of unseen events by adding a single count to all events, followed by a maximum likelihood estimator. The work of Laplace was extensively studied and improved over the years (for example, Krichevsky and Trofimov (1981) ; Witten and Bell (1991) and others). A significant milestone in the history of large alphabet probability estimation was established in the work of Good and Turing (Good, 1953) . The Good-Turing framework is based on the assumption that events which appear the same number of times shall be assigned the same probability value. In addition, unseen events are assigned a probability proportional to the number of events that appear once. The Good-Turing approach introduced a significant improvement compared to known estimators at the time. Further, its promising performance and practical appeal has led many researchers to study and further improve these ideas (for example, Gale and Sampson (1995) ; Orlitsky and Suresh (2015) ). To this day, Good-Turing estimators are the most commonly-used methods in practical problems (see, for example, Section 1.4 of Orlitsky and Suresh (2015) ).
In our work we examine the basic assumption of the Good-Turing framework; we argue that in many cases, events that appear "almost the same" number of times shall be assigned the same probability value (as opposed to exactly the same, as in Good-Turing). The rationale behind this idea is quite intuitive; there is practically no reason to distinguish between the probability of events that appear a relatively small number of times when the alphabet size is very large. By doing so, we regulate the number of parameters in our estimation problem as we "cluster" events together, and as a result improve the generalization performance. Notice that the Good-Turing framework may be considered a special case of our suggested approach when no regularization is applied.
The major challenge in our suggested approach is the design of an estimator that complies with the modeling assumptions above. Specifically, we first need to define the number of clusters and the mapping to each cluster, and then design an estimator accordingly. One possible approach is to treat these design choices as unknown parameters, and look for the best parameters that describe the samples. In this work we take an alternative approach; we consider an ensemble of estimators that correspond to a variety of such models, and average these estimators. Our suggested ensemble shows a significant improvement in the estimation accuracy, compared with currently known methods, in a variety of large alphabet setups.
Notation and Problem Formulation
Let X ∼ p be a random variable that follows a probability distribution p over a finite alphabet size m. Denote the alphabet symbols of X as {s i } m i=1 so that p(X = s i ) = p i for all i = 1, . . . , m. Denote the samples of a random variable X through its corresponding lower-case letter x. This means that n random draws from X are denoted x n = x 1 , . . . , x n . Further, the frequency (number of appearances) of the symbol s i in a given set of samples x n is denoted by n i . The corresponding empirical distribution {n i /n} m i=1 is denoted by p n . Finally, we define k n as the number of different frequencies that appeared in x n . Note that k n ≤ m as several symbols can appear in the sample the same number of times.
As discussed in the previous section, our goal is to estimate p from a set of n i.i.d. samples, where n is much smaller than (or at most comparable to) the alphabet size m. Given a set of samples x n , we denote an estimator of p asp p(x n+1 |x n ) where x n+1 is to emphasize that the estimator is with respect to an unseen (future) sample. We measure the accuracy of our estimation with the Kullback Leibler (KL) divergence,
. The KL divergence is one of the most commonly-used measures for probability estimation (for example, (Orlitsky and Suresh, 2015) ). In addition, it holds many desirable analytical and practical properties (for example, as discussed by Painsky and Wornell (2018) ).
Hierarchical Modeling
The crux of our suggested method is the assumption that in many cases, a probability distribution p can be efficiently described (and therefore estimated) by fewer parameters than its alphabet size m. Specifically, we assume that there exists some clustering of p into k disjoint sets (clusters), where the probability values in each cluster are "close enough" to each other, to be described by the same parameter.
Our goal is to estimate p from a given set of n i.i.d. samples. To simplify the estimation process, we introduce an hierarchical modeling scheme, where the parameters in each hierarchy level depend on the parameters of the previous levels.
At the first level we define the number of clusters k ∈ {1, . . . , m}. Then, given the number of clusters, we define the assignment (mapping) of the set {p i } m i=1 into the k disjoint clusters as φ ∈ Φ(k), where Φ(k) is the set of all possible partitions of m elements into k disjoint sets. Finally, we define a set of k probability values for a given partition as θ k (φ) ∈ Λ(k, φ), where Λ(k, φ) is the set of all feasible probability values for given k, φ. We denote a probability distribution q that is characterized by the triplet {k, φ, θ k } as q k,φ,θ k . For example, q = Ultimately, we are interested in an estimator of p(x n+1 |x n ), where the unknown parameters are k, φ and θ k . The hierarchical modeling approach allows us to simplify the parameter estimation process, as each level of the hierarchy depends on the previous levels. Moreover, it allows us to module the process by applying well-studied estimators as plug-in components.
The unknown model parameters define a clustering of the probability distribution. A natural way of specifying these clusters is with respect to observations x n ; symbols that appear "almost the same" number of times in x n shall be mapped to the same cluster. In fact, the paradigmatic assumption of the Good-Turing estimator (as discussed in Section 1) is a special case of this idea with k = k n . Our approach generalizes Good-Turing, as we consider different pairs of k (less or equal to k n ) and φ, that comply with the model above.
Ensemble Methods for Probability Estimation
Estimating the "best" set of parameters {k, φ, θ k } from a finite sample size may lead to uncompetitive performance. In this work we take a different approach as we consider an ensemble of estimators. Following the hierarchical model above, we suggest to weight the estimators in the ensemble, i.e.,
wherep(x n+1 |x n , k, φ) is an estimator for a given pair of k and φ, while w(k, φ) is its corresponding weight.
We first describe our weighting scheme w(k, φ). For this purpose, we utilize a variant of the stacked generalization framework (Wolpert, 1992) . Stacked generalization (or simply, stacking) generalizes the well-known V -fold cross-validation (CV), where instead of choosing a single best model according to its CV performance, we choose a convex combination of models. Stacking was shown to typically outperform the classical CV framework (Wolpert, 1992) , and many other commonly-used averaging frameworks. It is widely used by most top-preforming data modeling competitions, such as Netflix Prize 2 , Otto Product Classification 3 and others. Although the stacked generalization framework was introduce in the context of supervised learning, it was also shown to be highly effective in unsupervised problems. Smyth and Wolpert (1999) introduced a probability density estimation method which utilizes stacked averaging; they suggested to estimate a probability density function using a convex combination (mixture) of diverse density estimators, mainly focusing on Gaussian mixture models and kernel estimators. In our work we take a 2. https://www.kaggle.com/netflix-inc/netflix-prize-data 3. https://www.kaggle.com/c/otto-group-product-classification-challenge similar approach, where we average a set of finite alphabet probability estimators over the hierarchical model defined in Section 3.
It is important to mentioned a simplified popular variant of the stacked generalization framework, which is sometimes referred to as blending. The blending framework reduces the cross-validation computational complexity by considering only a single split of the samples. Here, the samples are split into two disjoint sets, namely, in-sample set and out-of-sample set. Then, the estimators are trained on the in-sample set, while the weights are set according to the likelihood of the out-of-sample set. Our experiments show no statistically significant difference in the performance of the two methods. Therefore, we focus our attention to the blending scheme throughout this manuscript, and simply refer to it as stacking (similarly to Reid and Grudic (2009) ). Our suggested scheme is described in detail in Section 5.
Going back to our ensemble (1), we further need to specifyp k,φ p(x n+1 |x n , k, φ). Here, we use a plug-in data-driven estimator. Since typical estimators do not support "side information" such as φ and k, we need to adjust our estimator to incorporate these constraints. One simple approach for enforcing φ and k is to apply a two-step optimization. Here, we first estimate p(x n+1 |x n ) using a plug-in estimator, (such as Good-Turing) and then find an optimal approximation of the estimates (in terms of KL divergence) that complies with k and φ. Specifically, givenp p(x n+1 |x n ), the estimatorp
where the numerator is the sum of all probability estimates of symbols in the same cluster with s i , while |φ(s i )| is the size of the cluster (number of symbols assigned to the cluster).
Finally, it is quite evident that we cannot evaluate the collection of all feasible pairs {k, φ} in our ensemble, both from computational and statistical reasons. Therefore, we require a method that samples a "reasonable" subset, which is commonly characterized by a relatively high likelihood. We discuss this issue in the following section.
Probability Quantization
Let xñ be a set ofñ i.i.d. samples. Denote the empirical distribution of xñ by pñ. We are interested in pairs {k, φ} for which p(xñ|k, φ) is relatively large. It can be shown that this problem is (approximately) equivalent to a problem of finding pairs {k, φ} for which min θ k ∈Λ(k,φ) D kl pñ||q k,φ,θ k is relatively small. In other words, we are interested in a probability distribution that complies with k and φ and best approximates (in terms of KL divergence) the empirical distribution of the samples. Let us first assume that the number of partitions k = k 0 is given. Then, our corresponding problem is
Unfortunately, there is no analytical solution to (2) when minimizing the criterion with respect to φ ∈ Φ(k 0 ) and θ k ∈ Λ(k 0 , φ) simultaneously. In fact, this was first observed by Fisher (1958) for a similar quantization problem with a mean squared error criterion. However, we may still design efficient algorithms for our problem. Assume that pñ is sorted (meaning that pñ i ≤ pñ j for all i ≤ j). Then, it is easy to show that the minimizer of (2) is also necessarily sorted. Therefore, the only partitions that need be considered in this case are contiguous partitions. Contiguous partitions satisfy the following condition: if elements a, b and c have the order a ≤ b ≤ c, and elements a and c are assigned to the same cluster, then element b must also be assigned to that same cluster. In other words, for a given k and a sorted pñ, the optimal partition that minimizes of (2) is uniquely defined by k − 1 values that determine the boundaries between every two adjoint clusters. Since, we can always sort any given pñ and attain the same minimal value of (2), we can limit our attention to a problem in which pñ is sorted, and we only consider contiguous partitions.
Let us now relax (2) and assume that we are given a partition φ. Then, the minimal KL divergence is attained when θ i (the probability value of the i th cluster) is the mean of all the probability values that are mapped to the i th cluster. Denote this optimal θ k as θ k * (φ).
We apply the properties above and suggest the following stochastic hill-climbing approach. We begin by randomly drawing k−1 cluster boundaries, which define an initial partition φ. We compute the minimal KL divergence with respect to φ, denoted as D = D kl pñ||q k 0 ,φ,θ k * (φ) . Then, we look for a single optimization step: we randomly choose one of the boundaries and slightly update its location (for example, by moving it one symbol to the left or to the right). Denote the updated partition as φ nxt . We compute the minimal KL divergence with respect to φ nxt and denoted it as D nxt . If D nxt > D then the suggested optimization step is no good, and we repeat the previous step once again, hoping to decrease the objective. If D nxt < D then we set D = D nxt , φ = φ nxt and look for an additional optimization step. We terminate once we cannot further decrease the objective or if we exceed a pre-defined maximal number of optimization steps. This procedure is guaranteed to converge to a local minima, as it is bounded and monotonically non-increasing. We notice that it strongly depends on two design choices; the initial partition (defined as φ int ) and the maximal number of optimization steps (defined as t max ). Therefore, in order to collect a set of pairs {k, φ} that result in "reasonably" low KL divergence, we may repeat this procedure multiple times, for varying k 0 , φ int and t max .
Our Suggested Estimation Scheme
To conclude, our suggested method works as follows: (I) Partition x n into two disjoint sets, x (in) and x (out) . Denote their corresponding frequencies as n
respectively.
(II) Apply probability quantization on the empirical distribution of x (in) , to find R pairs of {k, φ} (see Section 4.1), where R is a pre-defined parameter.
(III) Train a set of R probability estimatorp(x n+1 |x (in) , k, φ) for every pair {k, φ} from the previous step (see Section 4). Denote the estimate of the i th symbol according to the j th probability estimator as q ij p(X n+1 = s i |x (in) , k j , φ j ), where φ j and k j correspond to the j th estimator.
(IV) Find a set of mixture coefficient {w j } R j=1 that maximizes the out-of sample log-likelihood
(V) Finally, train a set of R probability estimators with respect all the samples,p(x n+1 |x n , k, φ), for every pair {k, φ} from (II), and average them according to {w j } R j=1 that were found in step (IV):
In all of the steps above we use a Good-Turing implementation (Gale and Sampson, 1995) as a plug-in probability estimator.
Notice that the solution to (3) (Step (IV)) does not hold an analytical expression. However, we may find its local maxima by applying a variant of the EM algorithm (Dempster et al., 1977) , without the M-step. Specifically, we iterate between the following,
where w (t) j is the j th weight after t iterations. Iteratively repeating these two steps guarantees a nondecreasing likelihood value. We continue until convergence occurs. Notice that our local optimization procedure depends on the choice of initial weights. However, as indicated by Smyth and Wolpert (1999) , different random initialization typically result in convergence to the same optimum. Our experiments (Section 6) confirm with Smyth and Wolpert (1999) .
Stacked generalization introduces a significant increase in the parameter space; instead of choosing a single best estimator, we choose a convex combination of estimators based on their out-of-sample performance. This increases the number of potential estimators from R to the convex hull of R estimators. Smyth and Wolpert (1999) argue that despite the increase of the parameter space, the stacked generalization framework does not over-fit. Our experiments comply with Smyth and Wolpert (1999) , showing that the stacked model provides favorable generalization performance, and that the number of non-zero weights is very limited.
Experiments
We now illustrate our suggested ensemble in a series of synthetic and real-world experiments of varying setups. We compare our method with the improved Good-Turing probability estimator (Gale and Sampson, 1995) as a benchmark. Throughout this section we omit the Laplace probability estimator (and its addconstant variants), as they do not demonstrate competitive results.
In addition to the stacked generalization framework, we consider a simplified uniform ensemble. The uniform ensemble assigns uniform weights for the entire set of estimators. The uniform ensemble is a popular alternative to the more sophisticated ensemble methods described above (Smyth and Wolpert, 1999) . Further, it provides us an additional viewpoint for the performance of our suggested method, as later discussed. To provide a comprehensive comparison, we also evaluate the "winner takes it all" approach, which selects the single best estimator (in terms of maximum likelihood) from a given set.
In the first experiment we consider n independent draws from two important probability distributions. First, we consider the Zipf's law distribution, p(i; s, m) = i −s / m j=1 j −s , where s is the skewness parameter and m is the alphabet size. The Zipf's law distribution is a commonly-used heavy-tailed distribution, mostly in modeling of natural (real-world) quantities. It is widely used in physical and social sciences, linguistics, economics and many other fields. In our experiment we consider a large alphabet of m = 5000 and s = 1.01. Second, we study the geometric distribution which described the number of Bernoulli trials needed to get a single success p(i; u) = (1 − u) i−1 u for i = 1, 2, . . . , where u is the Bernoulli parameter. Here, the we first set u = 0.01 and omit negligible probability values p(i; u) for i > 5000. This means that our alphabet size is effectively m = 5000. Finally, we consider the same geometric distribution with u = 0.1 and again set m = 5000, as before. In all of our experiments we train an ensemble of size R = 3000 estimators, where each estimator corresponds to a different pair k, φ, as described in Section 4. Figure 1 demonstrates the KL divergence between the true distribution p and our suggested methods, for different sample sizes. The red line on top is the Good-Turing estimator by Gale and Sampson (1995) . The black curve with the circles is the uniform ensemble. The blue curve at the bottom corresponds to stacking, with 80% in-sample set and 20% out-off-sample set. The presented results are the averaged performance over 100 experiments (that is, 100 draws of n independent samples). As we can see, the stacked generalization scheme introduces a dramatic improvement compared with its alternatives. Notice that the improvement is most evident when the number of samples is relatively small, compared with the alphabet size. In addition, our ensemble methods are mostly effective when the underlaying distribution is less skewed (for example, u = 0.01 compared with u = 0.1). In these cases, our hierarchical model describes the data more accurately, as there are more probability values that are "relatively close" to each other. The "winner takes it all" method does not demonstrate competitive results and it is therefore omitted from Figure 1 .
In our second experiment we illustrate the favorable properties of our suggested hierarchical model. Here, we draw n = 500 i.i.d. samples from a negative-binomial distribution which follows, p(i; r, u) = i+r−1 i u i (1 − u) r for i ≥ 0. The negative-binomial distribution describes the probability of the number of successes in a sequence of i.i.d. Bernoulli trials (with parameter u) before a specified number of failures (denoted r) occurs. In this experiment we set r = 20 and u = 0.1. As before we omit negligible values of p(i; r, q) for i > 1000. To illustrate the hierarchical model, we consider k and φ separately. This means we train an ensemble of φ ∈ Φ(k) for every values of k and compare the performance of these ensembles. As in our previous experiment, each ensemble consists of R = 3000 estimators. Figure 2 presents our results. As before, the red line is Good-Turing while the blue curve is stacking. In additional, the blue dashed curve is stacking of all the ensembles all together (for all k's). It is first quite evident that the best ensemble is achieved for k = 4. This further justifies our hierarchical model; it shows that a collection of estimators that consider less parameters than k n = 10, outperforms the traditional non-parametric methods which estimate k n probability values. In addition, we notice that stacking all the ensembles together demonstrates an improvement, compared with the optimal k.
In our third experiment we study the effect of the size of the ensemble R. In this experiment we draw n = 500 i.i. . The betabinomial distribution is the binomial distribution in which the probability of success at each trial is not fixed but random and follows the beta distribution with parameters α and β. It is frequently used in Bayesian statistics, empirical Bayes methods and classical statistics to capture over-dispersion in binomial type distributed data. In our experiment we set m = 1000 and α = β = 3. We train the ensemble methods discussed above for different ensemble sizes R. To simplify our presentation we considered nested estimators sets. This means that the set of estimators that corresponds to R includes all the estimators in the set that corresponds to R − 1, with an additional new estimator. The chart on the left of Figure 3 demonstrates the results we achieve for R = 1, . . . , 500. We first notice the same qualitative behavior as in the previous experiments where the size of the ensemble is large enough. The chart on the right of Figure  3 demonstrates the number of non-zero coefficients in the stacked generalization ensemble. This illustrates the nature of the EM algorithm in converging to very sparse solutions, as mentioned in Section 4. It is important to emphasize that also in the previous experiments, where R = 3000, the number of non-zero coefficients never exceeded 20.
We conclude this section with a real-world, large-data experiment. For this purpose we use collections of word frequencies of different natural languages. These word frequency lists are publicly available 4 and describe the frequency each word appears in a language, based on hundreds of millions of words, collected from open source subtitles 5 or based on different dictionaries and glossaries (New et al., 2004) . In our experiment we sample n = 10000 i.i.d. words from the collected frequency list, and estimate the frequency list from this sample. Since the collected frequency lists are extremely large (about 500, 000 symbols) and very noisy (with many typos and redundancies) we truncate each list to size m, where m is chosen so that the remaining sum of frequencies hold at least 99% of the sum of frequencies in the original list. In other Figure 3 : Estimating a beta-binomial distribution (α = β = 3) of an alphabet size m = 1000, from n = 500 i.i.d. samples, using a varying ensemble size R. The curves are described in Figure 1 . Left: estimation accuracy. Right: the number of non-zero weights in the stacked ensemble words, we neglect at most 1% of the mostly sparse words in each list. Table 1 summarizes our results for different languages. In each experiment we use an ensemble of R = 5000 estimators. As before, we omit the Laplace and the "winner takes it all" estimators, which do not provide competitive results. It is important to mention that natural languages may also be modeled by parametric families such as Zipf's law or negative-binomial distributions (Efron and Thisted, 1976) . Therefore, we may compare our results with to "gini" estimator that utilizes the nature of our data and fits such a model to the samples. This results in a KL divergence of around 0.15 bits for the languages above. Obviously, this is not a fair comparison, since neither Good-Turing nor our suggested method incorporate such a modeling assumption. Nevertheless, it provides a benchmark of how well we preform, compared to a parametric "gini" estimator.
Discussion and conclusions
In this work we introduce a novel method for large alphabet probability estimation. Our suggested method is based on the idea that events which appear "almost the same number of times" may be estimated with the same probability value. This reduces the number of parameters compared with currently known methods and improves generalization. Further, since there are many ways to cluster the data into symbols with similar occurrences, we suggest to use ensemble methods to combine a variety of such choices. It is important to emphasize that our ensemble demonstrates significantly better estimation accuracy in cases where such a modeling assumption is valid. Typical examples are heavy-tailed distributions over large alphabet, such as the ones described in the experiment section. This preliminary report gives the basic guidelines and necessary intuition for the design of our estimation method. A comprehensive analysis, together with additional fundamental improvements, shall be published in a future correspondence.
