I. Introduction
The research work on Fuzzy Differential Equations (FDEs) has been rapidly developing in recent years. The concept of the fuzzy derivative was first introduced by Chang and Zadeh [9] ,it was followed up by Dubois and Prade [10] by using the extension principle in their approach. Other methods have been discussed by Puri and Ralescu [23] and Goetschel and Voxman [16] . Kandel and Byatt [21] applied the concept of Fuzzy Differential Equation (FDE) to the analysis of fuzzy dynamical problems. The FDE and the initial value problem (Cauchy problem) were rigorously treated by Kaleva [19, 20] , Seikkala [24] , He and Yi [17] , and by other researchers (see [6, 8] [7] introduced two analytical methods for solving N th -order linear differential equations with fuzzy initial value conditions. Their first method of solution was to fuzzify the crisp solution and then check to see if it satisfies the differential equation with fuzzy initial conditions; and the second method was the reverse of the first method, they first solved the fuzzy initial value problem and the checked to see if it defined a fuzzy function. Allahviranloo et.al [3, 4] proposed the methods for solving N th -order fuzzy differential equations. Jayakumar et.al [18] used the Runge -Kutta Nystrom method for solving N th -order fuzzy differential equations. Gethsi Sharmila and Henry Amirtharaj [14, 15] introduced the explicit third order Runge-Kutta method based on Centroidal Mean (CeM) to solve IVPs and developed a numerical algorithm for finding the solution of Fuzzy Initial Value Problems by Fourth Order Runge-Kutta Method Based on Contraharmonic Mean.
In this paper, a new numerical method to solve N th -order linear fuzzy initial value problem is presented using the fourth order Runge -Kutta method based on Centroidal mean. The structure of the paper is organized as follows: In Section 2, some basic results on fuzzy numbers and fuzzy derivative are given. Then the fuzzy initial value problem is treated in Section 3 using the extension principle of Zadeh and the concept of fuzzy derivative. It is shown that the fuzzy initial value problem has a unique fuzzy solution when f satisfies Lipschitz condition which guarantees a unique solution to the deterministic initial value problem. In Section 4, the fourth order Runge-Kutta method based on centroidal mean for solving N th -order fuzzy initial value problems is introduced. In Section 5 convergence and stability are illustrated. In Section 6 the proposed method is illustrated by solving two examples, and the conclusion is drawn in Section 7.
II. Preliminaries
An arbitrary fuzzy number is represented by an ordered pair of functions 
D u v is maximal distance between α level sets of u and v .
III. Fuzzy Initial Value Problem
Now we consider the initial value problem
where  is a continuous mapping from 
This guarantees the existence and uniqueness solution of
Also for any continuous function
converge uniformly on closed subintervals of  R  to the solution of (3.16) . In other word we have the following successive approximations 
Procedure for Solving FIVPs
We consider fuzzy initial value problem (3.2) with the unique solution 
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V. Convergence And Stability
Definition 5.1 A one-step method for approximating the solution of a differential equation 
Theorem 5.2
In relation (3.5), if F(t, y) satisfies a Lipschitz condition in y, then the method given by (4.12) is stable.
Theorem 5.3
If 
necessary and sufficient conditions for convergence above mentioned method is ( , ( , ), ) ( , ( , )).
F t y t  satisfying the conditions of theory (3.1), then the following equation 
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We will show that the numerical solutions given by (5.3) convergent to the y(t) . By the mean value theorem, (5.6) 
on the other way, with respect to the relation of 
which is a contradiction.
Note:
The Runge-Kutta method based on Centroidal Mean proposed by (4.12) is convergent to the solution of the system (3.13) respectively. 
VI. Numerical Example
