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The developement of on-demand individual deep impurities in silicon is motivated by their employment as a physical substrate for qubits^[@CR1]^, for emitting individual photons^[@CR2]^, to fabricate Hubbard-like quantum systems^[@CR3],[@CR4]^, and to engineer properties of nanometric-scale transistors^[@CR5]^. Electrically-controlled spin qubits in silicon have been reported so far at cryogenic temperature^[@CR1],[@CR6]^, while optical control of silicon qubit is still lacking^[@CR7]^. Highly-correlated electron states in defects such as NV centers in diamond^[@CR8],[@CR9]^ and divacancies in SiC^[@CR10],[@CR11]^ can be exploited as room-temperature optically-controlled qubits, thanks to a deep donor state optically coupled to excited states in the band gap. In silicon, the di-vacancy structure would be potentially interesting for engineering a similar spectrum, but creating such defect type on demand in the bulk is currently unfeasible. Conversely, exploiting Ge atom implantation in silicon would offer the opportunity of correlated and controlled spatial positioning, thanks to the tendency of Ge to recombine with vacancies.

Single-atom devices based on conventional doping elements such as phosphorous^[@CR12],[@CR13]^, arsenic^[@CR14],[@CR15]^ and boron^[@CR16]^, as well as other shallow-level dopants^[@CR17],[@CR18]^ are limited by their shallow impurity electronic ground state (\~40--50 meV from the conduction or the valence band edge), so they become fully ionized as soon as one raises the temperature above \~15--20 K. Room-temperature transport across a disordered 1-dimensional array of P donors implanted in a silicon transistor channel has been demonstrated^[@CR19]^. However, in order to secure bound electrons to an isolated donor at room temperature or to electrically manipulate spin states up to 5--10 K, it is crucial to rely on deep impurity states near the middle of the band gap. Deep levels in the silicon bandgap can be generated by electron irradiation of silicon doped by As, P, and Sb atoms^[@CR20],[@CR21]^ but the lack of position control and their low annealing temperature between 350 and 450 K make them unsuitable for microelectronic processes.

Isovalent impurities in silicon for accessing the high-temperature regime have been explored^[@CR22],[@CR23]^. Germanium, when dissolved in a substitutional position, does not generate any useful localized state, being isovalent to silicon. A careful choice of the annealing temperature after implantation around 750 K^[@CR24]^, however, allows one to activate the defect forming deep energy states in the silicon band gap, associated to germanium-vacancy complexes (Ge*V*~*n*~).

The localized levels of these Ge*V*~*n*~ defects^[@CR24],[@CR25]^ have been characterized in the 1970's by deep level transient spectroscopy (DLTS) showing two energy states around −0.53 eV and −0.28 eV below the conduction-band minimum. These energy levels are similar to those reported for the simple silicon vacancy, that would be suitable to behave as deep donor state in terms of energy. Nevertheless the vacancy location is not controllable in the process of device fabrication. On the contrary, Ge ions can be implanted by single-ion implantation technique with nm-scale precision.

The diffusion coefficient of Ge in silicon is similar to that of Si in silicon, namely much lower than, e.g, that of P and As and other deep-level transition metal dopants (Au, Fe, Cu, Ni)^[@CR26]^, in particular at the low annealing temperature of 750 K. The formation and activation of the Ge*V* complexes is therefore ascribed to the mobility of the vacancies, which recombine with the Ge ions. The Ge atom therefore provides the spatial control by pinning the position of the vacancy, which, in turn, provides the energy level deep in the bandgap. As the formation yield may be as low as around 10%, similarly to the case of N*V*-centers and Si*V* in diamond, the implantation of a countable number of atoms by single-ion implantation may achieve the desired number of Ge*V* defects per implantation site. Quantum devices based on such properties may range from room-temperature 2D Hubbard systems to single-defect-based transistors.

Our work has been triggered by the availability of single-atom implantation techniques as developed by two of us. Such techniques have already been used to deal with ions such as P^[@CR27]^, As^[@CR28]^, Bi^[@CR29]^, C^[@CR30]^, Ge^[@CR31]^, and Er^[@CR32]^, by implanting them one-by-one in a controlled way^[@CR33]^. Because of the wide availability of Ge in microelectronics processes and its role in controlling the position of deep-level defects^[@CR31]^, Ge represents a promising candidate for the extension of single-atom technology to high temperature, with the advantage of a relatively straightforward integration with the standard fabrication technologies of conventional microelectronics.

We characterize here different Ge*V*~*n*~ complexes in silicon, namely a substitutional Ge atom bound to one, two or three adjacent vacancies, and analyze, from a theoretical perspective, their local arrangement and electronic properties. Previous theoretical works have already proven the tendency of Ge to cluster with vacancies to relax strain, and the resulting stability of Ge*V*~*n*~ complexes^[@CR34]--[@CR36]^.

The calculation of the electronic properties of the systems considered here cannot exploit simple one-electron theories, such as the effective-mass theory used for conventional donors, and requires higher-level *ab-initio* calculations, usually performed in the Density Functional (DFT) approach^[@CR37]^.

In this context, the theoretical description of shallow donors has to manage the issue of the large extension of the defect states that cannot be correctly described in manageably small computational cells. Differently, deep energy levels are expected to be localized around the defect with wavefunctions that decay in a range of a few atomic units. In the latter cases spurious delocalization effects in the theoretical description can arise due to the approximate local or semi-local exchange and correlation potential usually adopted in DFT. These unphysical effects are a consequence of the self-interaction error which can be corrected by many-body treatments or high-level functionals. These methods correct at the same time the localization of the wavefunctions and the binding energies of the localized levels, by solving the gap problem encountered in DFT that would require otherwise alternative procedures to estimate the binding energies of defect states, as recently shown for example by J. S. Smith *et al*.^[@CR38]^. Specifically, here we adopt a DFT approach based on a screening-dependent non-local exchange term that corrects the self-interaction error inherent in local/semilocal approximations, providing a reliable estimate of the silicon gap and of the energy position of the defect states relative to the conduction-band minimum^[@CR39]^. This kind of hybrid functional exploits an analytical expression for the exact exchange fraction, which is inversely proportional to the macroscopic electronic dielectric constant of the material. In this way the effective screening of the long-range tail of the Coulomb potential is naturally accounted for in the *ab initio* procedure, leading to excellent results in reproducing the electronic properties of nonmetallic systems^[@CR39]--[@CR41]^.

With the experimental band-gap value excellently reproduced by the adopted hybrid functional, the excited states in the gap, obtained here in terms of charge transition levels (CTLs), are derived directly from the eigenvalues of the neutral and excited system in the spirit of Janak's theorem^[@CR42]^.

Results and Discussion {#Sec2}
======================

Figure [1](#Fig1){ref-type="fig"} shows the relaxed atomic configuration around the defect complexes considered here. Relaxation from the ideal crystal geometry leads to quite small displacements, mainly involving atoms surrounding the vacancy which move towards the void. The largest displacement is shown by the Ge atom, as expected. The tendency of Ge to aggregate to vacancy complexes is confirmed by the defect binding energies, reported in the Supplementary Information, which agree well with previous calculations^[@CR35]^.Figure 1The relaxed geometries of the three analyzed complexes: Ge*V*, Ge*V*~2~, Ge*V*~3~. Silicon atoms surrounding directly the vacancy are highlighted by a darker color. The dots near these atoms indicate the unpaired electrons in the dangling bonds.

Focusing on the electronic properties, a substitutional Ge atom does not introduce any doping charge in the crystal: the number of unpaired electrons (black small dots in Fig. [1](#Fig1){ref-type="fig"}) associated to any Ge*V*~*n*~ defect complex is even, being the same of the corresponding *V*~*n*~ cluster in silicon. According to our simulations, the most stable spin configuration is a global *S* = 0 state, although with a nonzero spin density appearing locally on the atoms surrounding the defect and rapidly decaying away from it.

To identify the dominant type of defects one cannot trust a purely equilibrium stability analysis based on the binding energy and on mass-action analysis^[@CR43]^, because of the complex kinetic effects that direct the Ge*V* aggregation process, and the strong local damage effects due to the Ge-implantation technique. A theoretical prediction of the relative abundance of the different Ge*V*~*n*~ defects would require to account for all such effects, and is beyond the scope of the present work. On the other hand, the single-vacancy complex Ge*V* is certainly stable, and has been identified in experimental studies as the likely source of the observed DLTS signal^[@CR24],[@CR25]^. We hence postulate that the dominant defect type is indeed the Ge*V* complex.

In Ge*V* two electrons from the dangling bonds settle in a deep level within the valence band, similar to the *a*~1~ (s-type) state of the bare Si vacancy^[@CR44]^. Further dangling-bond electrons progressively fill higher-energy defect states, which appear inside the band gap. Figure [2b](#Fig2){ref-type="fig"} reports the computed supercell band-structure along the Γ-X direction. Majority and minority spin defect states are shown as red (solid) and blue (dot-dashed) lines. For comparison, we also show in Fig. [2a](#Fig2){ref-type="fig"} the results obtained by using the standard GGA functional^[@CR45]^.Figure 2DFT electronic structure of the Ge*V* defect obtained with different approximations for the exchange-correlation energy: (**a**) GGA (PBE) and (**b**) a hybrid functional. Red (solid) and blue (dot-dashed) lines and arrows identify the localized defect levels for the majority and minority spin components, respectively. The dashed line marks the Fermi level. Gray areas correspond to the bulk silicon bands. The residual *k*-dispersion of the impurity states is an artifact of the relatively small size of the supercell.

The system hence exhibits eight localized states (four for each spin projection). Globally, these states host the four electrons from the dangling bonds, so that within the band gap only the two lowest defect states are occupied, while the higher localized levels sit above the Fermi energy (dashed horizontal line) and are hence empty in the ground-state configuration. Importantly, the comparison between Fig. [2a,b](#Fig2){ref-type="fig"} shows that using the hybrid functional, besides solving the well-known gap-underestimation problem, it corrects the energy position of the defect states relative to the valence-band edge in a way that is not reproducible by a simple scissor operator.

As the single-electron Kohn-Sham levels are not representative of the excited states related to the actual addition or removal of electrons, we need to compute the appropriate charge transition levels^[@CR46],[@CR47]^ instead:$$\documentclass[12pt]{minimal}
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                \begin{document}$${E}_{{\rm{f}},{q}_{i}}$$\end{document}$ is the formation energy of the defect in the charge state *q*~*i*~ and *E*~CBm~ the conduction band minimum. The expression ([1](#Equ1){ref-type=""}) includes the total energy of the involved charged defects, and would therefore require a correction to eliminate the spurious electrostatic interaction between the periodic replica of the charged defect, as was proposed in the literature^[@CR48]--[@CR50]^. Moreover this total energy may be ill-defined because of the interaction with the balancing background of charge which is introduced in the present computational approach to preserve the global system neutrality. In order to overcome such an issue we use Janak's theorem^[@CR42]^ in the Slater approximation, which allows one to estimate the excitation energy due to the addition/removal of electrons to/from a defect state as the mean value of the eigenvalue relative to the first unoccupied/last occupied energy level before and after the excitation:$$\documentclass[12pt]{minimal}
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Here we consider the "thermodynamic" charge transition levels, i.e., we account for the geometrical relaxation of the system besides the electronic one, at the new charge state. This choice is motivated by the long timescale of electron motions in these systems, with respect to the typical structural relaxation timescale. For an overview of the atomic displacements induced by charge transitions, and for the value of the "adiabatic" charge transition levels (i.e., computed without structural relaxation in the charged state), see the Supplementary Information.

Figure [3](#Fig2){ref-type="fig"} reports the computed charge transition levels for the three defect states analyzed here, in comparison with the literature values for conventional dopants and the single vacancy^[@CR51]--[@CR53]^. The excited states corresponding to the D^0^/D^−^ and D^−^/D^2−^ charge transitions of the defect are marked by thin and thick lines, respectively.Figure 3Charge transition levels of Ge*V*~*n*~ complexes compared to those of conventional dopant atoms and those of a bare silicon vacancy^[@CR51]^. The reference for the energy scale is the conduction-band minimum (CBm). Red horizontal line: the thermal energy at room temperature (*k*~*B*~*T*~*r*~). The shaded area highlights the thermal-excitation probability in a 5*k*~*B*~*T*~*r*~-wide region below the CBm. Charge transition levels corresponding to the excitation of one and two electron are identified by thin and thick lines, respectively. The charge transition levels of P and As are taken from ref.^[@CR52]^ while those of the single vacancy from ref.^[@CR51]^.

While P and As ions are known to produce shallow levels, whose energy is so close to the conduction band that these defects are fully ionized at room temperature (the *k*~*B*~*T*~*r*~ energy is marked by a red line in Fig. [3](#Fig2){ref-type="fig"}), a single vacancy in silicon gives rise to deep levels that would allow single-electron transport at high temperature. Unfortunately vacancies in silicon are hard to handle and control from an experimental point of view. We find that Ge*V*~*n*~ complexes, easier to control experimentally, display excited states deep in energy. In particular those of Ge*V* are similar to those of the single vacancy.

For instance, similarly to previous reports on P donor at cryogenic temperature, one could control the charge state of one Ge*V* defect at room temperature which in turn electrostatically controls a nanometric size room temperature single electron transistor. This can be done by placing the donor defect in the proximity of the channel and by controlling it by means of a side gate^[@CR54]^ or by photonic processes^[@CR55]^.

Our calculated thermodynamic charge transition levels for this defect, equal to −0.51 and −0.35 eV for the transition from D^0^ to D^−^ and from D^−^ to D^2−^, are in good agreement with the measured DLTS levels observed after Ge implantation at −0.53 eV and −0.28 eV respectively, suggesting that this defect is indeed present in the Ge implanted sample^[@CR24]^. The deviation from experimental observations by DLTS at −0.28 eV^[@CR24],[@CR25],[@CR56]^ could be explained by a partial occupation and a consequent transient non-stationary condition (see Fig. [S2](#MOESM1){ref-type="media"} in the Supplementary Information). For the sake of completeness, the experimental value is also compatible with the Ge*V*~2~ D^0^/D^−^ transition. Indeed, as indicated in Fig. [3](#Fig2){ref-type="fig"}, larger Gs*V*~*n* ≥ 2~ defects exhibit shallower levels, with only the D^0^/D^−^ charge excitation sufficiently deep to ensure the trapping of electrons at room temperature.

Figure [4](#Fig4){ref-type="fig"} displays the charge density of the first unoccupied electronic state in the gap, when filled by one (a) and two (b) electrons, respectively. Notably, Fig. [4a](#Fig4){ref-type="fig"} corresponds also to the spin density of the D^−^ charge state. Differently, the spin density for the closed-shell D^2−^ charge state is zero. This picture evidences the localization of the additional electrons on the defect, being the charge density substantially decayed outside a radius of 0.5 nm away from the defect. This is confirmed also by the radial decay of the excited-state wavefunction, whose spherical average we report in Fig. [5](#Fig5){ref-type="fig"}. This figure also shows a fit of the envelop of the wavefunction with an exponential function$$\documentclass[12pt]{minimal}
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                \begin{document}$$|\psi (r{)|}^{2}\simeq A\,\ast \,\exp (\,-\,2r/{a}^{\ast }\mathrm{).}$$\end{document}$$Figure 4Iso-surfaces (yellow, iso-level = 0.001 electrons/Å^3^) for the electronic density of the two lowest negative ionization states of Ge*V*, namely (**a**) at −0.51 eV and (**b**) at −0.35 eV, corresponding to D^−^ and D^2−^, respectively. The density for 2 bound electrons differs from that of 1 electron by far more than a pure factor 2: it takes full (electronic and structural) relaxation into account, in particular as induced by the electron-electron Coulomb repulsion. The side of the simulation cell (black square) is 1.64 nm.Figure 5(**a**) Spherically-averaged charge density for the D^−^ charge state of Ge*V* as a function of the radial distance from the defect. (**b**) The natural logarithm of the same quantity, compared to the best fit with an exponential as in Eq. ([3](#Equ3){ref-type=""}) (dashed line). The decay length *a*^\*^ is marked by a vertical line.

For the Ge*V* complex we obtain an effective decay length $\documentclass[12pt]{minimal}
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                \begin{document}$${a}^{\ast }=0.46$$\end{document}$ nm, a value much smaller than for the shallow states of conventional dopant atoms. This greater localization is expected for deep energy levels, in which electrons are retained much closer to the defect center.

In summary, a Ge*V*~*n*~ defect in silicon behaves as an isovalent donor atom, carrying a deep empty state in the silicon band gap. For the purpose of its employment for room-temperature single-atom nanoeletronics, it combines the deep levels of the *V* vacancy with the spatial control possible by single-ion implantation, thanks to the tendency of Ge and the vacancy *V* to form a complex at an annealing temperature around 750 K.

Because of the relatively low annealing temperature required to activate the Ge*V*~*n*~ complexes, such process step would be necessarily performed after standard annealing of standard diffusion of contacts and charge reservoirs which involves high temperature.

The adoption of screened exchange hybrid functionals was crucial for simulating Ge*V*~*n*~ complexes in silicon, as this method allowed us to determine reliably not only the local geometry of such defects, but also their electronic properties. While the ground state lies in the valence band, the relevant donor state of the Ge*V* has energy −0.51 eV, in good accord with experiments. At such energy the defect has a transition from neutral D^0^ to negative D^−^ charge state. We calculate the charge transition level of the D^−^/D^2−^ states at −0.35 eV in the thermodynamic limit. By comparison, our calculations for the charge transition levels of the Ge*V*~2~ and the Ge*V*~3~ complexes yield corresponding energies which are smaller by a factor \~2 (see Fig. [3](#Fig3){ref-type="fig"}).
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                \begin{document}$${a}_{0}^{\ast }=0.46$$\end{document}$ nm of the Ge*V*^*−*^ wavefunction indicates that a significant overlap of such defect with other similar defects or with the contacting electrodes in a device require nm-scale spacing, which is now accessible by the current semiconductor technology node at 7 nm and below. The main conclusion of the present work is that Ge*V* is a valid candidate to achieve single-atom nanoelectronics at noncryogenic temperature, thanks to its deep excited state in the band gap, which can keep an electron trapped even at room temperature.

Methods {#Sec3}
=======

We carried out the first-principles calculations in an all-electron DFT formalism based on linear combination of atomic orbitals and a Gaussian-type basis set, as implemented in the CRYSTAL14 code^[@CR57]^. The electronic exchange and correlation was included via a hybrid functional:$$\documentclass[12pt]{minimal}
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Such relation can be proved in the framework of the many-body perturbation theory, considering the Coulomb-hole-plus-screened-exchange approximation (COHSEX) for the GW self energy^[@CR59]^ in the static limit (*ω* = 0):$$\documentclass[12pt]{minimal}
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With this choice the COH and SEX contributions to the self energy correspond to the local and non-local exchange contributions in equation ([4](#Equ4){ref-type=""}), and $\documentclass[12pt]{minimal}
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Such an expression for *α* was proved to be suitable to reproduce the electronic gaps of oxides and semiconductors, and the excited states therein, with uncommon accuracy^[@CR40],[@CR41]^. Moreover, by limiting the unphysical wavefunction delocalization mainly attributable to self-interaction effects plaguing local exchange-correlation potential approximations, the screened exchange hybrid potential allows us to describe the spatial decay of the localized defect wavefunctions accurately. Within the present scheme, one gains the additional practical advantage of a reduced need for huge simulation supercells, usually adopted in order to limit the mutual interaction among periodic defect replicas^[@CR38]^.

We considered here one defect in a 3 × 3 × 3 simple cubic silicon supercell, i.e., a cubic cell containing 216 Si atoms in the absence of vacancies, using a theoretical lattice constant *a* = 5.46 Å. All Ge*V*~*n*~ systems have been structurally relaxed, until the maximum and the root mean square of the residual forces reduced to 1.4 and 0.9 pN, respectively. We used a Monkhorst-Pack grid of 4 × 4 × 4 *k*-points and the basis set for Si and Ge proposed by Towler^[@CR60]^.
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