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Abstract: We describe a method for solving systems of N + 1 nonlinear equations in N + 1 unknowns y E US and 
‘?ElWN of the form A( y)z + b(y) = 0, where the (N + 1) X N matrix A(y) and vector b(y) are functions of y alone. 
Such equations arise in minimax approximation. We reduce the problem to one equation in y only. An efficient 
quadratically convergent numerical technique based on Newton’s method in one variable is used to solve this equation. 
Computational details and results are provided, and two generalizations are discussed. 
Keywords: Nonlinear equations, Newton’s method, minimax approximation, Remez algorithm. 
1. Introduction 
Systems of N + 1 nonlinear equations in N + 1 unknowns y E [w and z E Iw N of the special 
form 
A(_Y)z+b(y) =o, (1) 
where the (N + 1) x N matrix A(y) and vector b( y ) are functions of the scalar variable y only, 
arise in a variety of contexts in approximation theory [2,7]. A number of techniques for solving 
such problems, adapted to the particular situation concerned, have been described in the 
approximation theory literature [4,7,9,13]. For example, the Fraser-Hart iteration [4,9] has long 
been popular in the context of the Remez algorithm for minimax approximation by rational 
functions. 
More recently it has been noted [5,7] that for fixed values of y (1) is an overdetermined system 
of linear equations in z; this leads to the following proposal. Select a value for y, distinguish one 
of the component equations of (l), solve the remaining N component equations of (1) for z, and 
determine whether the selected y and computed z satisfy the distinguished equation. If not, then 
somehow select a better value of y. In essence this reduces the problem to solving a single 
nonlinear equation in y only, since the computed z is clearly a function of y in this process. Any 
convenient technique for solving one nonlinear equation in one unknown could be used to solve 
this equation, with the advantage that only estimates of y are required to initiate the iteration. 
Several open questions concerning this approach, such as the possible singularity of the selected 
N X N submatrix of A(y) used and the differentiability of z as a function of y, were raised in 
[7]. This approach is closely related to those described in [2,6,13]. 
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In this paper we propose an alternative method to solve (1). It shares with the method outlined 
above the fact that the problem is reduced to solving a single nonlinear equation in y only, but z 
is never computed until the correct value of y is found, and the issues noted in [7] are resolved. 
In the next section we show how (1) can be reduced to a single nonlinear equation in y without 
distinguishing any particular component equation. We derive the differentiability properties of 
the function defining the resulting equation. In the subsequent section we show how this function 
and its derivative can be evaluated efficiently, and hence that Newton’s method in one variable 
can be used effectively to solve the nonlinear equation. No value of z needs to be computed until 
the correct value of y has been found. The rate of convergence is quadratic. Once y has been 
found, the corresponding z is readily calculated. Some examples to illustrate the technique and 
compare it with other methods are presented in Section 4. Finally we discuss the extension of this 
technique to the case y E R” (m > 1) and its application to problems of the form 
A(y)G(u) + b(y) = 0, 
wherey~lRm(m>l)andG:RM-+lRN,withpossiblyM#N. 
The technique of this paper may be regarded as an example of the general approach of tearing, 
which has appeared in the economics literature as a method for solving sparse systems and 
certain classes of dynamic models-see, for example, [8] for a summary and related references. 
Throughout this paper we assume that 
rank(A(y)) = N 
for all y of interest. However we do not assume that any particular N x N submatrix of A(y) 
remains nonsingular for all relevant values of y. 
2. Analysis 
The technique to be presented in this paper is based on the following observation. 
Theorem 1. Let A be an (N + 1) X N matrix with rank N. Then x E II&’ N satisfies 
Ax+b=O 
for given b E II3 N+l if and only if 
x= -A+b 
and 
c=b = 0, 
where c E RN+’ satisfies 
A=c = 0, 
c=c = 1, 
(2) 
(3) 
(4) 
(5) 
(6) 
and A+ is the Moore-Penrose pseudo-inverse of A. 
Proof. Conditions (4)-(6) are simply conditions for the existence of a solution to (2): by 
elementary linear algebra [lo] a solution x of (2) exists if and only if -b E range(A), which 
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occurs if and only if b is orthogonal to null(AT), which is equivalent to (4)-(6) with c a unit 
basis vector for the space null(AT) which has dimension one by our rank assumption. Then (3) 
follows since by our rank assumption -A +b is the unique solution of min, I( Ax + b (12. q 
Applying Theorem 1 to equation (1) we see that (1) is equivalent to finding y and z such that 
z = -A(Y)+b(Y), (7) 
where y satisfies 
c(Y)=h(Y) = 0 
and c(y) is such that 
(8) 
&Y)=e(y) = 0, (9) 
C(Y)‘C(Y) = 1. (10) 
The idea is to solve (8) for y: this is a single equation in one unknown y to which in principle 
any standard technique can be applied. To every solution y of (8) there corresponds a z given by 
(7) such that (y, z) solves (l), hence all solutions of (1) can be obtained by finding all solutions 
of (8), while (8) has no solutions if and only if (1) has no solutions. In particular there is no need 
to estimate z in order to initiate an iterative method applied directly to (1); we need only iterate 
on y from an initial y estimate to solve (8). Moreover there is no need to compute any values of 
z until y satisfying (7) has been calculated. 
We introduce the notation 
f(Y) = c(Y)=b(Y). (11) 
In order to solve f(y) = 0 we shall wish to exploit continuity and differentiability properties of 
f(y). Assume that both A(y) and b(y) are continuously differentiable with respect to y. We will 
show that c(y) can be defined in such a way that c(y) is also continuously differentiable with 
respect to y, and hence so is f(y). 
Recalling that rank( A( y )) = N and hence that null( A( y)=) has dimension 1, while from (9) 
c(y) E null(A( y)=), it follows that (9)-(10) specify c(y) uniquely, up to a choice of sign, as a 
unit basis vector for null( A( y)=). In order to discuss differentiability we require that the choice 
be specified uniquely. We therefore require that, if c( yi) is given for some yi, then for all y, 
sufficiently near y, the sign of c( y2) is selected so that 
c(Yl)=C(Y*) ’ 0. (12) 
Condition (12) is imposed for analytical purposes only; in the numerical method we subse- 
quently propose the selection of a sign for c(y) will be shown to be irrelevant. We emphasize 
also that c(y) need never be expressed analytically; we will demonstrate how to evaluate c(y) 
efficiently numerically. 
The following theorem establishes the existence of a continuously differentiable basis c(y) for 
null( A( y)=), and gives an equation satisfied by c’(y). Related results concerning the existence 
and Lipschitz continuity of a unique c(y) are proved by different techniques in a different 
context in [12]. 
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Theorem 2. If rank( A( y)) = N and A(y) . IS continuously differentiable for ally E (ar, p), then for 
all y E (CY, j3) the function c(y) given by (9), (10) and (12) is continuously differentiable and 
satisfies 
where A’(y) is the (N + 1) X N matrix whose entries are the derivatives with respect to y of the 
entries of A(y). 
Proof. Observe that if c(y) is known to be differentiable, then (13) can be obtained by 
differentiating (9) and (10) with respect to y. 
We first prove that c(y) is continuous. Fix y and let y+ be near y. Then c( y’) is uniquely 
defined. Observe that (9) may be used to write 
A(Y)~[c(Y) - c(Y+)] = -ARC =A(Y+)~c(Y+) -ARC 
= MY+) -A(Y)lTc(Y+). (14) 
Using continuity of A(y), taking limits on both sides of (14) as y+ converges to y gives 
Am C(Y) - jy(y+)] =O. 
[ 
Hence c(y) - lim,+ +,c( y’) E null( A( y)T); but c(y) E null( A(y)T) and we have seen that 
null( A( Y)~) has dimension 1. Thus there exists y E [w such that 
)1IIsyc(Y+) = Cl- YMY). (15) 
BY (10) c(Y+)~c(Y+> = 1 = c(Y>~c(Y), h ence (15) implies that y = 0 or y = 2. But if y = 2, then 
lim y+ _ yc( y’) = - c(y) which contradicts c( Y’)~c( y) > 0 for all y+ sufficiently near y. Thus 
y = 0 and lim y+ ~ yc( y’) = c(y) as claimed. 
The proof of differentiability follows similarly. For convenience write yf = y + h. Then by 
(14) 
limA(y)T [C(Y'> -C(Y)] = hm [A(Y) -A(~+)l'c(y+) 
3 
h-0 h h-0 h 
and hence 
A(y)T lim 
h-0 
Ic(y+) -‘(y)l = _A’(~)~~(~) 
h 
Using (10) it is easy to observe that 
[c(y> + c(y+)]’ b(Y+) - +)I = 0
h 
06) 
Letting y + converge to y we get 
2c( y)’ lim 
h-0 
[C(Y+)h- C(Y)1 = 0, 07) 
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Combining (16) and (17) gives 
MY’) - C(Y)1 -A’(Y)=c(Y) 
h 
= I 0 . 08) 
But the matrix on the left in (18) is nonsingular, since by (9) c(y) is orthogonal to the rows of 
A(y)=. Thus the limit c’(y) in (18) exists and satisfies (13). Moreover all the terms in the 
expression for c’(y) obtained by solving (13) are continuous, hence c’(y) is continuous. 0 
In view of our earlier observation that c(y) is a unit basis vector for null( A( y)=), this theorem 
reveals the existence of a continuously differentiable basis for this space. Higher-order deriva- 
tives of c(y) can be obtained in a similar way provided that A(y) is sufficiently often 
differentiable. These higher-order derivatives satisfy systems of linear equations whose matrix on 
the left is identical to that in the system (13). 
3. Computation 
We propose the use of Newton’s method to solve (8) for y. Thus we compute 
(Yi) f 
Y;+1 =y,- f’(y;), i=o, I,..., 09) 
where f(y) is defined by (11). Clearly evaluation of f(y) and f’(y) requires evaluation of c(y) 
and c’(y). We will show how (9)-(10) can be used to numerically determine c(y) efficiently, 
whence (13) may be solved to find c’(y). We need only factorize one (N + 1) x (N + 1) matrix 
to find both c(y) and c’(y). The techniques used here are closely related to those frequently 
used in homotopy (or continuation) methods [1,12,14]. 
First note that in the context of the Newton iteration (19) the choice of sign of c(y,) is 
irrelevant: (19) takes the form 
'(Yi)"(Yi) 
Yi+1 ‘yi - [ c(Yj)Tb'(Yi) + "(Yi)Tb(Yj)] (20) 
and it is easy to see from equation (13) that if the sign of c(y) is altered, then the sign of the 
unique solution c’(y) of (13) alters correspondingly, and these effects cancel in (20). Accordingly 
we need only satisfy (9)-(lo), hence we require only that c(y) be a unit vector in null( A( y)=). 
Assume for the moment that we have available a vector a( y ) E BB N+ ’ such that 
A(Y)= 
[ 1 "cl')= 
is nonsingular. Then we compute the unique solution C E Iw N+l of 
[$$]i= [;I, 
(21) 
(22) 
so that C#O and ZEnull(A(y)T), and set c(y) = Z/I] C]] 2. In practice we have used the 
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LU-decomposition factorize the (21) but any useful or sparsity 
in A(Y) be exploited the solution (22) by appropriate methods 
factor the 
While c’(Y) be computed from (13) c(Y) is it is efficient to 
the matrix already computed solving (22). assumption that A( Y)T) N 
implies all solutions of 
A(Y)Td= (23) 
have form 
d=d+ac(y), 
where d any particular of (23), c(y) E A( v)~). we compute solution 
d 
using the computed factors the matrix then set = d+ y) where 
is selected satisfy the equation of namely c( Y) = Using (10) leads to 
= d- 
Higher-order derivatives c(y), if can be in a way since satisfy 
systems linear equations the same on the as in 
It is possible to z given (7) efficiently y which (8) has 
obtained. Letting be as we will factorized (21) the current of y 
evaluating c(Y) order to whether the f(Y) satisfies imposed termination 
Hence the 
MY) I4Y>l 
is nonsingular and has known factors-the transpose of the factors of (21). Thus the equation 
MY) I4YN[;] = -NY) (24 
has a unique solution which can be cheaply computed. But since (8)-(10) are satisfied, we know 
by Theorem 1 that there exists z, given by (7), which satisfies (1). Thus we know that (z, 0) is a 
solution of (24), from which it follows by uniqueness that z = S. 
The following result is useful in selecting a(y) for use in (21). 
Lemma 3. If A and c are as defined in Theorem 1 and satisfy (Z+-(6), then for all a E IR N+l 
det ([$]I =(a’~> det([$]). (25) 
Proof. Equations (5) and 
AT 
[ 1 7 C=eN+I 
(6) combine to read 
(26) 
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where eN + , is the last column of the (N + 1) X (N + 1) identity matrix. By analogy with the final 
steps of the proof of Theorem 2 the matrix in (26) is nonsingular, hence the system in (26) has 
the unique solution c. Now 
Recalling that det( I + uuT) = 1 + uTv we find 
det([$]) =det([~])(I+cT(~-C)); 
from which the result follows. 0 
Thus all that is required for nonsingularity of the matrix in (21) is that 
4Y)=c(Y) # 0, 
while an optimal choice of a(y), in the sense of maximizing the determinant, maximizes 
1 a(~)~c( y) I. If we restrict ourselves to a(y) such that a( ~)~a( y) = 1, then the optimal choice 
is clearly a(y) = c(y). Since this is impractical in that the matrix in (21) is used to find c(y), we 
seek a compromise. We propose to use 
in the course of the Newton iteration. When the iteration is converging and in its final stages, we 
expect y, to be near yi_r, hence by continuity we expect c( y,_r) (and thus a(~;)) to be near 
c(Y,), so that I TIC I will be large (near 1). In particular, if we have an accurate estimate 
of y to start the iteration, then this technique works well and the resulting matrix is reasonably 
well-conditioned. When further away from the solution the values yi change more radically and 
there is no guarantee that our choice of a(~,) will be acceptable. To start the iteration an 
arbitrary choice of a( y,,) must be made; if a random number generator is used to produce a 
vector a( y,,), then the probability that the resulting matrix is nonsingular is very high. In practice 
we have used 
4YO) = e‘v+1 
without encountering any difficulties. 
Naturally if A(y) has a useful structure or sparsity, then u(y) should if possible be selected to 
preserve that property in the expanded matrix (21). In line with the previous discussion we 
suggest that in such cases a( y,) be selected as the unit projection of c( yi_ r) onto the space with 
the relevant characteristics. 
Finally we note that Newton’s method occasionally encounters difficulties in solving a single 
nonlinear equation, and it is tempting to replace it by a more robust method with guaranteed 
convergence. Unfortunately most such methods are based on bracketing techniques which rely 
on the continuity and sign of f(y), and hence are absolutely dependent on the correct sign of 
c(y) being selected at every step. While condition (12) may be imposed in some form to 
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determine the sign of c(Y), this is a major source of difficulties. A safeguarded Newton method 
in which we compute [3] 
(Yi> ‘if 
Yi+l=Yi- fyy;)) 4+4lL 
where ti is selected so that 
I f (Yi+l) I < C1 - bti> I f (Yi) I3 
for some p E [0, 11, again avoids the problem of selection of sign. It is also possible that the 
function f(y) 
Experiments 
Consider the simple though contrived example with N = 2 
[Ii, ,4,2~z+ il;yj =O. 
(27) 
It is readily confirmed that this has exactly two solutions, namely y = + 1 and y = - 1, with 
Z T=(-l,O)and zT= ( - 1, 2), respectively. For y f 0 the rank of the matrix is 2. Thus for y # 0 
our method may be used; for the purposes of analysis it can be shown that the equation 
c( ~)~b( y) = 0 in this case reduces to 
(1 +Y)(I -Y>’ 
J(1+y)2+(1-y2)2+1 =O. 
Our numerical experience using the technique of the previous section coincides with what this 
analysis leads one to expect: we obtained quadratic convergence to the simple zero at y = - 1 
from appropriate starting points near - 1, and linear convergence with factor : to the solution of 
multiplicity 2 at y = + 1 from other starting points (excluding 0). Modifying the Newton method 
to compensate for the higher-order solution at + 1 resulted in quadratic convergence to that 
solution also. Although the matrix rank drops to 1 at y = 0 this caused no difficulty in our 
method provided we started at y f 0. 
The method of [5,7] applied to (27) solves the bottom two equations for z and substitutes the 
result into the top equation. This fails at y = 0, - 1 since then the bottom 2 X 2 submatrix is 
singular. Indeed, if started at y = - 1 that method would fail without recognizing this as being a 
solution. For y f 0, - 1 that method produces the nonlinear equation (1 - Y)2 = 0, hence the 
solution of multiplicity 2 at + 1 is the only solution found. 
We also performed a series of experiments relevant to one context within which equations of 
the form (1) arise. Given a set of linearly independent basis functions $(t) ( j = 0, 1, . . .) we 
define 
4,(t) =&o(t) + 2 z&(t), 
I+m+l 
P,tt)= C 'j+,-(m+l) (4 
j=l j=m+l 
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for given I and m, and consider approximating a given function r(t), in the weighted minimax 
sense, by a rational approximation of the form pt( t)/q,( t). Thus the coefficients z, ( j = 1,. . . ,1 
+ m + 1) are to be determined. If the Remez exchange algorithm is applied to solve this problem, 
then at every iteration values tj (i = 0,. . . , I+ m + 1) are generated, and the nonlinear system of 
equations 
4mCti) (-lli& I -r(ti) +Pl(tj)=O, i=O,...,/+m+l, I I (28) 
must be solved for y and zj (j = 1,. . . , I+ m + 1). Here w( ti) is a known positive weight. 
Clearly the system of equations (28) can be written in the form (1). In our computational 
experiments we used the Chebyshev polynomials as basis functions; the weights were either 
uniformly set to 1 or else we used the Chebyshev weights w( ti) = l//g; the values ti were 
generated by a random number generator and distributed uniformly over (- 1, 1). Various 
combinations of 1 and m, each between 0 and 5, were tried. A partial list of the functions r used 
includes various continuous functions without singularities on [ - 1, + 11, as well as (In(1 + t))2, 
l/(1 - t2), l/t. In every case we obtained quadratic convergence to a solution of the problem 
from a wide range of starting points. 
As an illustrative example we list the results for the case I = 5 and m = 3 in Table 1, starting 
from the points y = 10 and y = - 10, using the Chebyshev weights and y(t) = (ln(1 + t))2. We 
list the first nine significant digits only of the iterates yi and corresponding values of f(y,), and 
finally the computed solution vector z, computed using double precision Fortran. Quadratic 
convergence is apparent in both cases. By contrast our implementation of the Fraser-Hart 
algorithm following [4] required over 100 iterations to converge (linearly) to the same solution in 
both cases. We note that in practical use of the Remez algorithm a good initial estimate of the 
appropriate y value is generally available, so that we would not generally expect an improvement 
of this magnitude in that context. 
In terms of significant computational cost, the technique proposed here requires the factoriza- 
tion of one (N + 1) X (N + 1) matrix, two subsequent forward and back substitutions, one 
matrix-vector product, and the evaluation of A(y), b(y), A’(y), b’(y) per iteration. Further- 
more we require either that expressions for A’(y) and b’(y) be obtained analytically a priori 
(which is readily done in the case of rational minimax approximation when the Remez algorithm 
is used) or else that A’( yi) and b’( yi) be evaluated by some other means at the ith iteration of 
the algorithm-for which either numerical differences [3] or preferably automatic differentiation 
[ll] may be used. By contrast the Fraser-Hart iteration requires only the factorization of one 
(N + 1) X (N + 1) matrix, one forward and back substitution, and the evaluation of A(y) and 
b(y) at every iteration. Thus the latter method is certainly cheaper per iteration, and the overall 
balance of costs depends largely on the cost of evaluating A’(y) and b’(y). It seems likely, 
however, that the cost of evaluating A’(y) and b’(y) will generally be comparable to the cost of 
evaluating A(y) and b(y), in which case the cost per iteration of the new method is about twice 
that of the Fraser-Hart method; the quadratic convergence of the new method compensates for 
this increased cost per iteration. 
Our limited computational experience indicates that the method described is reasonably 
robust and efficient. It appears to be a useful alternative and possibly superior to existing 
methods in the context of approximation theory algorithms which give rise to problems of the 
class of interest in this paper. In particular the user need only provide an initial estimate of y, 
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there is no need to distinguish any particular component of the initial system of equations, and 
we obtain quadratic convergence at relatively low cost. 
5. Generalizations 
The method described in this paper for scalar y can be extended to y E 03” (m > 1). Though 
the general approach for m > 1 is similar to that above, the details of the analysis and 
implementation differ substantially. This extension is developed in [16]. 
A referee has pointed out that our method may also be applied to solve the more general 
problem 
4Y)G(4 + b(Y) = 0 (29) 
for the unknowns y E lRm and u E R”, where G : RM + IF8 N. Setting z = G(U), the method of 
this paper (or its extension for m > 1) may be used to compute y for which (29) has a solution 
z = G(u). The corresponding value of z having then been computed as indicated above, u can be 
found by solving the (possibly over- or underdetermined) system of N equations 
G(u) -z=O 
for the M unknowns u E IF4 M, using an appropriate technique for this subproblem. Thus the 
original problem has been decomposed into two smaller subproblems. This observation high- 
lights a particular advantage of the method developed in this paper, namely the separate 
computation of y and z. 
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