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Abstract
We show that a particular form of target propagation, i.e., relying on
learned inverses of each layer, which is differential, i.e., where the target is
a small perturbation of the forward propagation, gives rise to an update
rule which corresponds to an approximate Gauss-Newton gradient-based
optimization, without requiring the manipulation or inversion of large
matrices. What is interesting is that this is more biologically plausible
than back-propagation yet may turn out to implicitly provide a stronger
optimization procedure. Extending difference target propagation, we con-
sider several iterative calculations based on local auto-encoders at each
layer in order to achieve more precise inversions for more accurate target
propagation and we show that these iterative procedures converge expo-
nentially fast if the auto-encoding function minus the identity function has
a Lipschitz constant smaller than one, i.e., the auto-encoder is coarsely
succeeding at performing an inversion. We also propose a way to normal-
ize the changes at each layer to take into account the relative influence of
each layer on the output, so that larger weight changes are done on more
influential layers, like would happen in ordinary back-propagation with
gradient descent.
1 Introduction and Earlier Work
In recent years there has been a revival of interest in exploring analogues of back-
propagation which could be more biologically plausible than back-propagation,
for which concerns were voiced early on [Crick, 1989]. This paper introduces
ideas and mathematical derivations for a family of such biologically motivated
analogues, in line with earlier work on "target propagation" [LeCun, 1986,
Lecun, 1987, LeCun et al., 1988, Krogh et al., 1990, Bengio, 2014, Lee et al.,
2015, Lillicrap et al., 2020], in which a feedback path provides targets for each
layer, and each layer-to-layer forward and feedback paths form an auto-encoder,
respectively with its feedforward path encoder and corresponding feedback path
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decoder. This paper attempts to provide a solid theoretical foundation for tar-
get propagation by studying the case where one can use the auto-encoder to
approximately invert the targets of the next layer (l) in order to obtain a target
for the previous layer (l − 1).
See Lillicrap et al. [2020] for a review of alternatives or analogues of back-
propagation aimed at bridging the gap between backpropagation and biology,
and in particular of how target propagation and difference target propaga-
tion [Lee et al., 2015] could potentially be implemented in the brain. The main
concerns about a biological implementation of back-propagation can be summa-
rized as follows:
1. The weight transport or weight symmetry problem is that back-propagation
requires the backprop calculation (going backwards from outputs towards
inputs) to use the exact same weight matrices (transposed) as those used
for the forward propagation, but these identical synaptic weights would
have to be on different neurons.
2. The brain has recurrent connections (both feedback and lateral ones)
which do not disappear while the signals travel on the feedforward paths.
3. The non-linearities used in the forward and backward phase of backpropa-
gation are not of the same type and in addition those on the backward path
need to be numerically coordinated with the corresponding ones in the for-
ward path (since they should multiply their input by the first derivative
of the corresponding forward non-linearities).
4. Backpropagation needs a clean separation between examples and between
the forward phase and backward phase, with the forward phase activations
somehow being held while the backward phase proceeds because a combi-
nation forward phase and backward phase quantities is needed to perform
the synaptic weight updates. Various analogues of backpropagation such
as difference target propagation and the proposal made here require a
form of time-multiplexing and synchronization in order to separate the
feedforward and feedback phases, while the brain seems to use feedback
paths all the time.
5. Dale’s law constrains the signs of the synaptic weights (depending on
the neuron type), while they are unconstrained in most artificial neural
network implementations, including those aiming at biological plausibility.
6. Backpropagating through time (used to handle recurrent networks) re-
quires (a) storing all past states of the brain and (b) traversing these
states backwards to compute updates (c) waiting for a long time before
making these updates (to be able to capture sufficiently long dependen-
cies). Instead, the brain seems to make online updates (or possibly daily
updates for longer-term consolidation during sleep).
This paper (and target propagation in general) helps with the problem of weight
symmetry (weight transport). Many other approaches have been proposed to
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deal with the weight transport problem, notably feedback alignment [Lillicrap et al.,
2016] (by ignoring the problem and showing you still get reasonable results in
some cases but not yet for more complex tasks like ImageNet object recogni-
tion [Bartunov et al., 2018]), in addition to target propagation approaches [Lecun,
1987, Bengio, 2014, Lee et al., 2015, Lillicrap et al., 2020] (which train auto-
encoders to obtain feedback weights). Like many other approaches with a feed-
back path, it assumes that the feedback path mainly influences the computation
of targets for the feedforward path. However, variations proposed here uses the
recurrent computation to settle to approximate inverses of the output target at
each layer (so that moving the feedforward activations to these targets would pro-
duce the desired output on the final layer). This paper does not address Dale’s
law nor the synchronization issues (but see Verma et al. [2019] for the latter). It
does not address the backprop through time challenge although we suggest that
the ideas proposed here may open a door to potential solutions for credit assign-
ment through time. Like Equilibrium Propagation [Scellier and Bengio, 2017],
this paper addresses the potential mismatch of non-linearities between the for-
ward and backward phase, here by appropriately training or iterating over the
feedback paths (whereas Equilibrium Propagation takes advantage of the prop-
agation of perturbations in the dynamics of a recurrent network with a static
input). Like Equilibrium Propagation, the proposed iterative procedure for tar-
get propagation is a relaxation, but one that provably converges exponentially
fast, with a rate depending on the reconstruction ability of the auto-encoder
(hence the need to train the feedback weights), and it avoids the weight transport
problem associated with Equilibrium Propagation. Like Podlaski and Machens
[2020], this paper proposes to use iterative refinements involving the encoder
and decoder at each layer to obtain and then propagate approximate inverses, al-
though Podlaski and Machens [2020] use fixed random feedback weights whereas
we use a mechanism that requires trained feedback weights (minimizing a recon-
struction error) in order to achieve fast convergence to a good inverse. Finally,
this paper borrows the idea from GAIT-prop [Ahmad et al., 2020] that the tar-
gets propagated in target propagation should be only small perturbations of the
corresponding feedforward activations to facilitate an analysis of the algorithm
based on a linearization of the forward propagation around the forward phase
computation. In comparison to GAIT-prop, this paper avoids a potentially ex-
ponential growth of required learning rates as one considers layers further from
the output, and the proposed update rule is justified and derived in a different
way, although also starting from the premise of approximate inverses being com-
putable (in our case via auto-encoder iterations extending the idea in difference
target propagation).
2 Layer-wise approximate inverse
We focus for now on a multi-layer feedforward model and assume that all the
layers have the same size, to make the layer-wise inversion feasible and sim-
ple. See Podlaski and Machens [2020] for ways to generalize target-propagation
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methods to the case of unequal layer sizes. Each layer’s forward phase activation
hl is computed with its encoder fl:
hl = fl(hl−1) (1)
where fl is implicitly parametrized by θl, the parameters (weights and biases)
used for computing the output of layer l, h0 = x is the input vector and hL
is the output layer, with loss L(hL, y). The second notation is convenient to
describe compositions of these layer-wise functions, so
hL = (fL ◦ fL−1 ◦ . . . f1)(x). (2)
In addition to learning the feedforward weights θ, we consider neural net-
works with a separate feedback path with top-down layers gl and corresponding
feedback parameters Ωl to compute an approximate inverse of fl:
fl(gl(hl)) ≈ hl
gl(fl(hl−1)) ≈ hl−1. (3)
Note that inverses compose, so
(fL ◦ fL−1 ◦ . . . ◦ fl) ◦ (gl ◦ gl+1 ◦ . . . gL)(hL) ≈ hL (4)
and simple target propagation starting at τL (normally chosen close to hL) gives
rise to
τl = (gl+1 ◦ . . . gL)(τL) (5)
or equivalently, applying a change τl − hl on layer activations hl (to give new
values τl) would lead to
(fL ◦ fL−1 ◦ fl+1)(τl) ≈ τL (6)
which would change hL in the direction of the gradient of the loss on the output.
Note that the inverse condition is achieved when we minimize reconstruction
error in the output space (applying the decoder and then the encoder), which
is the opposite of the usual auto-encoder reconstruction error (where we apply
the encoder and then the decoder). However, the iterative inversion scheme of
Section 6 uses the regular auto-encoder property of gl ◦ fl being close to the
identity.
We will assume that g has enough capacity for approximating the inverse
of f . For example it may need an extra hidden layer or use powerful non-
linearities assumed to exist in dendritic computation in order to obtain the
required flexibility, or the use of iterative refinements to correct the input or
output of the decoder in order to approximate the inverse well, as per Sections 5
and 6. A training objective for enforcing the above also needs to be defined (such
as squared error on pre-activation values).
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3 Differential Target-Prop when a Single Layer
is Changing
We will first study the case where a single layer l is to have its weights updated
in order to make the output hL match the target output τL. We will also define
differential targets τl for each layer, i.e., small perturbations of the forward
activations of each layer obtained by applying and composing the approximate
inverses gl on the differential output target τL:
τL = hL − β
∂L(hL, y)
∂hL
T
τl = gl+1(τl+1) = (gl+1 ◦ . . . ◦ gL)(τL) (7)
where 0 < β ≪ 1 is a small positive constant: small enough to linearize g and f
and large enough to make computations with limited precision feasible (which
possibly may require several neurons to represent a single quantity with enough
precision, in the brain).
Because of the availability of an approximate inverse, we can propagate
targets and obtain τl for layer l using Eq. 7. It has the property that if hl moves
to τl, we obtain τL as output:
(fL ◦ fL−1 ◦ fl+1)(τl) ≈ τL
L((fL ◦ fL−1 ◦ fl+1)(τl), y) ≈ L(hL − β
∂L(hL, y)
∂hL
T
, y)
≈ L(hL, y)− β||
∂L(hL, y)
∂hL
||2 ≤ L(hL, y) (8)
for β small enough (it acts like a learning rate) and non-zero output gradients.
We can move parameters θl so that hl approaches τl by considering τl as a local
target for hl, e.g., using what we now call the single layer update Differential
Target-Prop (DTP1) update, either by moving activations
∆DTP1hl = τl − hl (9)
or with parameter updates (where the update differs from difference target prop-
agation and other proposals which do not have the normalization factor below):
∆DTP1θl =
∂hl
∂θl
T
(
∂hl
∂θl
∂hl
∂θl
T
)−1
(τl − hl). (10)
The inverse in the above expression is a normalization factor which goes beyond
the usual gradient of the squared error (τl − hl)
2 with respect to θl, computed
by the rest of the expression. The role of this inverse matrix is to make sure
that when we apply ∆DTP1θl to θl, we obtain the change (τl−hl). Note that the
matrix is normally block-diagonal with a block per neuron, because the output
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of one neuron only depends of its incoming synaptic weights and not (directly)
of the synaptic weights of the other neurons.
Now let us see what the matrix inverse factor provides by computing the
change ∆hl(∆DTP1θl) which would result if ∆DTP1θl was added to θl. Let us
write hl as a function of θl (keeping hl−1 fixed):
∆hl = hl(θl +∆θl)− hl(θl)
≈
∂hl
∂θl
∆θl. (11)
Substituting Eq. 10 in the above, we obtain that the change in hl due to the
DTP1 change in θl is
∆hl(∆DTP1θl) ≈
∂hl
∂θl
∂hl
∂θl
T
(
∂hl
∂θl
∂hl
∂θl
T
)−1
(τl − hl)
= (τl − hl) = ∆DTP1hl (12)
which was the objective. In other words, by using the normalization factor, we
can recover the desired target τl on layer l to make hL go to τL. Whereas we
use an explicit feedback path to propagate the targets down across layers (such
that a change in hl leads the desired change in hL), we use the weight update
formula (Eq. 10) to propagate the target change τl − hl into a corresponding
target change in θl, such that applying that parameter change would yield the
desired result on hl, and thus on hL.
For example, with fl(hl−1) = Wσ(hl−1) for some activation non-linearity
σ(), we would get the following update (shown below, see Eq. 14):
∆DTP1Wl = (τl − hl)
σ(hl−1)
T
||σ(hl−1)||2
(13)
which is similar to the delta rule except for the normalization of the activation
vector of the previous layer. Note also that (τl − hl) is already proportional to
β and that β acts like a global learning rate. One could however also have local
adaptation equivalent to a local learning rate, which could scale or modify the
above equation (e.g. using a momentum method). In Section 8 we derive a per-
layer learning rate to make the updates proportional to the influence of θl on L.
Let us now derive Eq. 13 from Eq. 10 for the special case fl(hl−1) = Wσ(hl−1),
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using the Einstein notation to simply the tensor calculations:
hl,i = Wl,i,jσ(hl−1,j)
∂hl,i
∂Wl,i′,j
= δi,i′σ(hl−1,j)(
∂hl,i
∂Wl,i′,j
∂hl,i′′
∂Wl,i′,j
)−1
= (δi,i′σ(hl−1,j)δi′′,i′σ(hl−1,j))
−1
= δi,i′′ ||σ(hl−1)||
−2
∂hl,i
∂Wl,i′′′,j
(
∂hl,i
∂Wl,i′,j
∂hl,i′′
∂Wl,i′,j
)−1
(τl,i′′ − hl,i′′ ) = δi,i′′′σ(hl−1,j)δi,i′′
(τl,i′′ − hl,i′′)
||σ(hl−1)||2
= δi′′,i′′′
(τl,i′′ − hl,i′′)σ(hl−1,j)
||σ(hl−1)||2
(14)
where δi,j = 1i=j, and for the weights Wl,i,j into unit i,
∂hl,i
∂Wl,i,j
(
∂hl,i
∂Wl,i′,j
∂hl,i′′
∂Wl,i′,j
)−1
(τl,i′′ − hl,i′′ ) =
(τl,i − hl,i)σ(hl−1,j)
||σ(hl−1)||2
(15)
as claimed in Eq. 13.
The above suggests that if we can move parameters so that hl approaches
τl, we would expect the resulting network to lead a smaller loss on (x, y). We
prove a cleaner and stronger result below about how this rule, if the inverses are
well approximated, leads to a change τL−hL = −β
∂L(hL,y)
∂hL
on the output layer
and how this relates to a regular gradient step through the implicit inverse of a
Gauss-Newton matrix.
4 DTP1 Update Approximates Gauss-Newton
Let us try to analyze the ∆DTP1 learning rule in the limit of β → 0 which
linearizes the encoder and decoder computations.
We will start from the per-layer approximate inverse of Eq. 3 and its con-
sequence Eq. 6 on the whole path from an intermediate layer hl to the output
layer hL. Let us rewrite Eq. 6 as follows:
τL ≈ (fL ◦ fL−1 ◦ fl+1)(hl +∆DTP1hl) (16)
where ∆DTP1hl = τl − hl. If we do a first-order Taylor expansion of the above
equation around hl (considering ∆DTP1hl is small when β → 0) we get
τL ≈ hL +
(
l+1∏
k=L
f ′k(hk−1)
)
(τl − hl). (17)
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Let us write the shorthand
Jl =
l+1∏
k=L
f ′k(hk−1) =
∂hL
∂hl
(18)
for the Jacobian matrix for the mapping from hl to hL, so
τL − hL ≈ Jl(τl − hl). (19)
Now let us consider the true gradient of the loss with respect to hl, scaled by
−β (which would be the SGD step if we were able to perform one in the space
of hidden activities hl):
∆SGDhl = −β
∂L(hL, y)
∂hl
T
= −βJTl
∂L(hL, y)
∂hL
T
= JTl (τL − hL)
≈ JTl Jl(τl − hl) (20)
where for the second line we use the chain rule, for the third line the definition
of τL in Eq. 7, and for the fourth line we replace τL − hL as per Eq. 19, so we
have
−β
∂L(hL, y)
∂hl
T
≈ JTl Jl(τl − hl). (21)
Now let us compare the above with the change in hl which the DTP1 update
(Eq. 10) is trying to achieve:
∆DTP1hl = (τl − hl)
≈ (JTl Jl)
−1∆SGDhl
= (JTl Jl)
−1(−β
∂L(hL, y)
∂hl
T
), (22)
where we make use of Eq. 20. Hence what we see is that DTP1 is pushing the
weights so that they move hl not in the direction of the gradient
∂L(hL,y)
∂hl
but
instead in the direction corresponding to the Gauss-Newton direction for updat-
ing hl. What this provides is a form of invariance with respect to the joint effect
of the parametrization of the forward path and the representation hl: we want
that the change in the resulting function (i.e., in hL) be the same if we trans-
form both hl and the forward path while keeping the same hL. This is a general
property of target propagation since it focuses on finding the change (in hl or
in θl) which achieves a target τL, irrespective of the specific parametrization
in between. Indeed, if we were to instead perform a regular gradient descent
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step with respect to hl, hl would move in the direction ∆SGDhl and the out-
come would be a change in hL which is not aligned with τL − hL but instead
proportional to JlJ
T
l (τL − hL):
∆SGDhL(∆SGDhl) = Jl∆SGDhl
= JlJ
T
l (τL − hL) (23)
using the third line of Eq. 20.
Note that the main property enjoyed by Gauss-Newton updates, i.e., inde-
pendence of the parametrization, is also obtained with the parameter update
∆DTP1θl and not just by the pseudo-update of the activations ∆DTP1hl, because
by construction the former cause the latter, as shown in Eq. 12.
5 Iterative Refinement of an Approximate Inverse
by Updating a Correction on the Input of the
Decoder
The main concern one may have about the above derivations is that any reason-
able approximate inverse, especially if it is learned (e.g., with a form of per-layer
auto-encoder objective) is still going to make errors, and that these errors can be
composed and grow across layers. What if the error made by the approximate
inverse gl is comparable to the targeted change in hl?
We consider two approaches to reduce these potential challenges, which can
be combined. First, in this section, we see how any approximate inverse can be
iteratively improved at an exponential rate by introducing a gradually improved
correction at the input of the decoder. In the next section we consider how
to iteratively obtain a correction at the output of the decoder, again showing
exponential convergence at a rate which depends on how good the decoder is at
inverting the encoder.
To simplify the notation, let us consider in this and the next section a simple
setting with a forward function f with input x and approximate inverse g, with
f(g(y)) ≈ y. Given a target value τy for the output of f , we are looking for an
input target τx such that
f(τx) = τy. (24)
To simplify the notation, let us write
h = f ◦ g (25)
for the reverse auto-encoder (decode and then encode).
Let us introduce a correction δ to the target τy which would have the property
that f(g(τy−δ)) ≈ τy and we will use τx = g(τy−δ). Furthermore, let us improve
this correction iteratively by steps ǫt:
δt =
t∑
i=1
ǫi (26)
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and define the corrected decoder input
ut = τt − δt (27)
so that
ǫt = ut−1 − ut (28)
with ǫ0 = 0 initially. The situation for the first iteration is similar to the
correction proposed for Difference Target Propagation [Lee et al., 2015], yielding
the first correction
ǫ1 = h(τy)− τy (29)
so the second call to h is with h(τy − ǫ1) = h(τy − (h(τy) − τy)) which we can
again compare with τy to obtain the error
ǫ2 = h(τy − δ1)− τy (30)
which we can add to δ1 to get a better correction δ2. We can extend and
generalize this with the following iterative formula:
ǫt = h(τy − δt−1)− τy (31)
with
δt = δt−1 + ǫt = δt−1 + h(τy − δt−1)− τy
= h(τy − δt−1)− (τy − δt−1) = h(ut−1)− ut−1. (32)
We can rewrite the iteration in terms of ut:
ut = τy − δt = ut−1 + τy − h(ut−1) = r(ut−1) (33)
where we have used Eq. 32 and where we defined
r(u) = u+ τy − h(u). (34)
Let us now analyze this iteration under the assumption that the auto-encoder
only deviates slightly from a perfect inverse, meaning that h(u)− u has a Lips-
chitz constant α which is smaller 1 (ideally much smaller than 1), i.e., that its
Jacobian is close to the identity,
∂h(u)
∂u
= I + E
∂h(u)− u
∂u
= E (35)
with E a small matrix, i.e., with its largest eigenvalue ρ(E) smaller than a
constant α which is also the Lipschitz constant of h(u)− u:
ρ(E) ≤ α < 1. (36)
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Using the Lipschitz continuity of r with constant α, we obtain using Eq. 28 and
Eq. 33 that
||ǫt|| = ||ut−1 − ut|| = ||r(ut−2)− r(ut−1)||
< α||ut−2 − ut−1|| = α||ǫt−1||, (37)
from which we can conclude that ||ǫt|| converges exponentially fast to 0 in α
t,
where α is closer to 0 when we have a better inverse approximation and lower
reconstruction errors. Note that ǫt → 0 implies a perfect inverse is obtained.
This analysis also tells us the condition for convergence, i.e., that the spectral
radius of the auto-encoder Jacobian deviates from the identity at most by an
α < 1.
6 Iterative Refinement of an Approximate Inverse
by Updating a Correction on the Output of the
Decoder
Instead of correcting g by changing its input, we can correct it by changing its
output, as discussed here.
6.1 Single-Step Refinement
Once we have obtained a point y′ = fl(x
′) such that y′ ≈ τl (e.g., using the
procedure in the previous section) we can make an extra correction which focuses
on the error in the space of hl−1, and in the next section we generalize this idea
to obtain an iterative refinement of the inverse, making a correction on the
output side of the decoder.
To lighten notation, let us again focus on a single layer with an input x,
output y, encoder f , decoder g, and output target τy near y. The optimal
additively adjusted input target τx is such that f(τx) = τy. If g misses the
optimal τx by some error
e = g(τy)− f
−1(τy) (38)
and g is smooth, then we can assume approximately the same error at a nearby
point y′ = f(x′) close to y, i.e.,
g(τy)− f
−1(τy) ≈ g(y
′)− f−1(y′) = g(y′)− x′ = g(f(x′))− x′. (39)
From this estimated local auto-encoder error vector, we can approximately solve
for f−1(τy):
f−1(τy) ≈ g(τy) + x
′ − g(y′)
τx = g(τy) + x
′ − g(y′) (40)
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Note that this works to the extent that f and g are smooth enough (and for
both of them to be smooth, we want their Jacobians to have singular values
close to 1, which is good for back-propagation as well). If we had obtained
τx by iterating on the decoder input correction δt as in the last section, then,
instead of estimating the error g(τy)− f
−1(τy) at τy using as a proxy the error
at y, g(y) − f−1(y) = f(g(x)) − x, we can use the pair (x′, y′) with y′ closest
to τy we found (normally at the last iteration). Using the notation from the
previous sections, this would give us the following corrected update:
τl−1 = gl(τl) + gl(τl − δl,t)− gl(fl(gl(τl − δl,t))) = gl(τl) + gl(ut)− gl(fl(gl(ut)))
(41)
where t is the last step of the iterative refinement and δl,t the last increment
obtained when trying to invert fl at τl.
6.2 Iterative Correction of the Decoder Output
We can iterate the type of correction proposed in the previous subsection in order
to exponentially converge to an inverse, assuming that the regular auto-encoder
minus the identity is sufficiently contracting:
τl−1 ← m(τl) = τl−1 + gl(τl)− gl(fl(τl−1)) (42)
where we defined the iterate map m and we can initialize τl−1 ← gl(τl). At any
step, τl−1 represents a value of the activations at layer l − 1 which was found
to be the best to make fl(τl−1) close to τl. We could also combine the above
formula with the one in the previous section and initialize τl → g(τl − δl,t) for
the last step t in the iterations of the previous section.
We can analyze the convergence of Eq. 42 by using ideas similar to those in
the previous section. The trick is to look for a quantity whose iterates have a
rapidly converging (i.e. strongly contractive) map. We again assume that the
auto-encoder does a good job, but this time we need to consider the g◦f regular
auto-encoder rather than the f ◦ g reverse auto-encoder. We will assume that
the Jacobian of g ◦ f is near the identity, or more precisely that m(u) has a
Lipschitz constant α < 1 (which is also a bound on the spectral radius of m′(u),
noting that m′ includes the identity minus the Jacobian of g ◦ f , which only
leaves the Jacobian of the reconstruction error:
m′(u) = I − (I + E) = −E (43)
and we correspondingly assume that the Lipschitz constant of m is no more
than α. With this Lipschitz condition and α < 1, we obtain (after noting the
iterates of τl−1 at step t as ut) that
||ut+1 − ut|| = ||m(ut)−m(ut−1)|| < α||ut − ut−1||. (44)
Hence the series of increments (ut+1 − ut) of τl−1 converges and it converges
exponentially fast, in αt. Note that at convergence, g(f(ut)) → g(τy), which
means (if g has an inverse) that f(ut)→ τy.
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This analysis suggests that if we use this iteration to find a good target for
the layer below, we should make sure to minimize reconstruction error of the
regular auto-encoder g ◦ f .
7 Biological Implementation
We have not discussed much how the ideas in this paper could be implemented
by biological neurons. See in particular the review from Lillicrap et al. [2020]
for a general discussion, especially around target propagation’s biological imple-
mentation. In terms of architecture, we can assume a similar structure as in
that review paper, which also raises the question of how to schedule the differ-
ent phases, while there is no biological evidence that feedback paths are inactive
during recognition, for example. In fact, it looks like feedback paths are used
not just for learning but also for forms of attention and gain control. An in-
teresting possibility not explored here further is that instead of having a sharp
distinction between a feedforward phase and a feedback phase (with different
paths becoming activated), both are always active but with possibly varying
degrees of influence on the feedforward computation.
7.1 Updating Weights all the Time
In terms of biological plausibility, it would make sense that the proposed synap-
tic learning rule be applied all the time and not just at specific moments as
is typically the case in a software implementation of learning algorithms. On
the other hand, in a software implementation where parallel computation is not
completely free, it does make sense to wait for the right moment to perform
the weight updates. Another desired feature of a good biologically plausible
online updating scheme is that at any point during the settling of propagated
targets, it should give good results, as good as the number of iterations already
done allows, making the algorithm an anytime algorithm, i.e., producing valid
answers whenever it is stopped.
To do this online updating, we need to satisfy two conditions. First, we
want the rule to lead to no update in the feedforward propagation phase. This
is easy to do by letting the output target be τL ← hL (so the layer-wise targets
are automatically converging to τl ← hl) during this phase. Second, while
the iterative target computation and target propagation proceed, there will be
intermediate values of τl which are suboptimal.
Since the normalized input nl−1 =
σ(hl−1)
||σ(hl−1)||2
to layer l does not change while
the τl relax, it does not need to be recomputed in a software implementation
and the network can be recomputing always the same thing in a biologically
plausible implementation where x is fixed during the whole interval dedicated
to processing that example. Alternatively, if network input x keeps changing
with time, it would be sufficient to keep a delayed trace of nl−1 in the presynaptic
areas, with a delay equivalent to the time for the combined forward propagation
/ target relaxation and propagation. Note that normalization can be achieved
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with inhibitory neurons which sum up the squared activity coming from each
layer. The weight updates can then be performed as follows:
W˙l ∝ −γWl + τ˙ln
T
l−1 (45)
where τ˙l is the error signal computed by the feedback machinery, with τl ini-
tialized with hl and constant during the forward phase (during which there is
therefore no effective update of the weights) and updated with differential equa-
tions according to the chosen relaxing scheme. As a result, the total update to
Wl
8 DTP for Multiple Layers Updated in Parallel
Because β is small, we can consider small variations of hl to operate on a
linearized forward propagation computation, and the combined effects of all the
increments ∆DTP1hl = τl − hl applied to each layer l on the network output
hL simply add up to yield a change on the output layer. As we have seen in
Section 3 if hl moves to τl this will move hL to τL. We also saw that the DTP1
weight update would move θl such that hl moves to τl, and thus that hL moves
to τL. Hence doing a DTP1 weight update in parallel over all the layers yields
a change L(τL − hL) on the output. We could simply scale down each layer
update by 1/L but this would give equal influence on hL to all the layers. What
should be the relative impact of each layer on the output (and the loss)? This
is the question we study in this section.
If we were to do ordinary gradient descent, the layers with the largest gra-
dient would move proportionally to the norm of their gradient: layers with a
small gradient (i.e., less influence on the loss) would move less. Instead, if we
apply DTP1 (even scaled by a constant 1/L) to all layers in parallel, the layers
with the most influence on the loss (which have a smaller target change τl − hl
sufficient to induce the same change τL − hL in the output) would be changed
the least! We do want to keep the invariance property associated with Gauss-
Newton within each layer, but if we do it separately for each layer we might be
doing something wrong. Also note that any convex combination (and not just
1/L) of the DTP1 updates would produce the desired target on hL. What is the
right weight to put on each of several changes each of which can individually
achieve the goal? We propose putting more weight on those layers which have
more influence on the loss, just like in gradient descent.
To elucidate this in a simple case, consider two adjustable input variables
x1 and x2 (for now think of them as scalars but later we will think of them as
vectors) and a scalar (loss) function L(x1, x2). What is the relative magnitude
of the loss gradients with respect to each of them? The gradient with respect
to xi is the change in the loss ∆L induced by a change ∆xi, divided by that
change, in the limit when the magnitude of ∆xi goes to 0, and its magnitude
seems to be a good measure of the influence of xi on L. To be able to compare
both limits (for i = 1 and i = 2) at once in terms of their effect on the loss,
let us consider a scaled input change γ∆xi||∆xi|| where we obtain the comparable
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limits by letting γ go to 0 simultaneously for both changes in x1 and x2. Now
we obtain same size changes in both x1 and x2, so that the magnitude of their
relative gradient (i.e., their relative influence on the loss) can be read off in the
corresponding magnitude of the change in loss. As we show below more formally,
the ratio of the influences of the two components should be proportional to the
ratio of the induced changes in loss for a same-size change in xi.
Given some directions of change ∆xi, one should ask how should we scale
them into ∆̂xi ∝ ∆xi so that we can update all the xi in those directions but
with the magnitude of the change, ||∆̂xi|| being proportional to their "influence"
on the loss, i.e., a term we formalize here as a measure of the influence of xi on
L, which is | ∂L
∂xi
| in the scalar case. Let us denote ∆L(∆xi) for the change in L
induced by a change ∆xi in xi. We thus get
∂L
∂xi
∆xi ≈ ∆L(∆xi)
influence(∆xi, L)||∆xi|| = ||∆L(∆xi)||
influence(∆xi, L) =
1
β
||∆L(
β∆xi
||∆xi||
)|| (46)
for very small changes (scaled by a small β). The influence(xi, L) function here
measures the magnitude of the effect of changing component xi on the loss L.
It is the absolute value of the gradient ∂L
∂xi
in the case of scalar xi but otherwise
is defined by the above equations. We need to introduce a β to scale ∆xi||∆xi|| or
otherwise the change in xi is too large for the resulting change in L to indicate
only first-order effects. To compensate we thus need to also divide by β outside.
Hence the relative influence of the different components x1 and x2 on the
loss is
influence(∆x1, L)
influence(∆x2, L)
=
∆L( β∆x1||∆x1||)
∆L( β∆x2||∆x2||)
. (47)
Now, in our case, ∆xi can either be interpreted as a layer change (under DTP1)
or a weight change (also under DTP1). In both cases, the corresponding ∆L
is the same for all l (Eq. 8 and Eq. 12), moving hL to τL. To change hl or θl
proportionally to their influence on L, let us consider what is that influence:
influence(∆hl, L) =
||∆L(∆DTP1hl)||
||∆DTP1hl||
=
|| ∂L
∂hL
(τL − hL)||
||∆DTP1hl||
=
|| ∂L
∂hL
β ∂L
∂hL
T
||
||∆DTP1hl||
=
β|| ∂L
∂hL
||2
||∆DTP1hl||
(48)
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where we see that the influence is indeed inversely proportional to ||∆DTP1hl||
but that it also includes a factor || ∂L
∂hL
||2 which is the same for all layers for a
given example (x, y) but which varies across examples. In the same way that
we prefer to make larger changes on layers with a larger gradient, we prefer to
make larger changes on examples with a larger gradient. Hence, this analysis is
also telling us how to scale the parameter updates to normalize properly across
layers and across examples.
To obtain this, we propose that changes in hl or θl be scaled to have as
magnitude their influence, times the global learning rate β:
∆DTPhl =
β2|| ∂L
∂hL
||2
||τl − hl||2
(τl − hl)
=
||τL − hL||
2
||τl − hl||2
(τl − hl)
=
||τL − hL||
2
||τl − hl||2
∆DTP1hl. (49)
Similarly, we obtain the target parameter change for layer l:
∆DTP θl =
||τL − hL||
2
||τl − hl||2
∆DTP1θl
=
||τL − hL||
2
||τl − hl||2
∂hl
∂θl
T
(
∂hl
∂θl
∂hl
∂θl
T
)−1
(τl − hl). (50)
Now, when we update all the layers in parallel with DTP, they each contribute in
proportion to their influence on the loss. The special case fl(hl−1) = Wlσ(hl−1)
gives the update
∆DTPWl =
||τL − hL||
2
||τl − hl||2
(τl − hl)σ(hl−1)
T
||σ(hl−1)||2
. (51)
At this point, a natural question is the following: what target should layer
l propagate upstream? The target corresponding to ∆DTP1hl which guarantees
that lower layers are also trying to make hL reach τL, or the scaled down target
change ∆DTPhl which is weighted to make it proportional to the influence of
hl on the loss? Doing the calculation shows that if we pass ∆DTPhl as a target
for lower layers and not account for the scaling factor ||τL−hL||
2
||τl−hl||2
, this will result
in updates that have this extra factor in them. It would thus require passing
these scaling factors down along with the feedback path in order to obtain the
correct updates in lower layers. See Section 10.4 for a related discussion.
9 Iterating over Multiple Layers in Parallel
Up to now we have only considered iterating the inverse calculation on a per-
layer basis. This would require waiting for each inverse to be performed on layer
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l to obtain a target for layer l − 1 and start iterations for layer l − 1. However,
this is probably neither efficient nor biologically plausible. What we propose
instead is the simultaneous optimization of targets at all layers in parallel. Of
course, at least L steps need to be performed for the information to propagate
from τL down to τ1. Nonetheless, this procedure should converge faster, since
middle layers can start searching for better targets before the upper layers have
converged. This makes sense in the context that the proposed iterations are
rapidly converging and gradually provide a more and more appropriate target
change at each layer. Also note that from a biological perspective, it is plausible
that local iterations can be performed quickly because they involve short local
paths. This general idea is illustrated in Algorithm 1.
10 Training the Decoders and Architecture Is-
sues
Up to now we have not discussed an important piece of the puzzle, i.e., the
training of the decoder, as well as its architecture.
10.1 Expressive Power of the Decoder
Note that the proposed algorithm requires a separate path with separate neu-
rons for computing the inverses, with these inverses then providing targets for
the corresponding feedforward neurons. We have noted that the inverse of a
single non-linear layer may require more expressive power than just the same
parametrization upside-down. It is thus important that the chosen architecture
for the decoder gl at each level has enough expressive power to potentially in-
vert fl, for any value of the forward parameters θl. For example, the decoder
neurons may have non-linearities in its dendrites which enable to compute the
equivalent of an MLP inside a single neuron (i.e., no need to have an external
backprop, but one should then imagine show such gradients could be computed
inside the non-linear dendrites). On the other hand, if we use one of the it-
erative procedures for performing the inverse, the decoder itself may not need
to have the capacity to invert the encoder precisely, so it could also be that a
simple mirror of the feedforward architecture is sufficient, in that case: there is
a trade-off between the number of iterations needed for useful inversion and the
expressive power of the decoder.
10.2 Reconstruction Objective
An important question is whether the decoder weights should be updated to
optimize a regular auto-encoder reconstruction error (g ◦ f should match the
identity) or the reverse auto-encoder reconstruction error (f ◦g should match the
identity), or both. Depending on the iterative inverse method chosen, it seems
that one or the other of these requirements is more appropriate. The regular
auto-encoder error is easier to optimize with respect to the decoder gl since
17
Algorithm 1: Example of parallel multi-layer iterative Differential Target
Propagation and parameter update scheme, for one example (x, y). The
network has L layers, each with encoder fl, producing feedforward acti-
vation vector hl = Wlσ(hl−1) with activation non-linearity σ. Biases can
be implemented by augmenting the vector σ(x) with an additional ele-
ment with value 1. Each layer also has a decoder gl(u) = Ωlσ(u), used in
propagating targets and iteratively obtain τl−1 for the layer below, from
target τl for layer l. It is advisable to use an invertible non-linearity such
as the leaky ReLU, to facilitate the task of the decoder. The targets are
iteratively updated in parallel until the lower layer converges to a given
StoppingPrecision hyper-parameter. The overall (input,output) example
is (x, y) (note that the non-linearity σ is going to be applied to x so some
preprocessing may be appropriate) and there is a loss function L(hL, y)
whose gradient with respect to hL is used to initialize the output target
τL, with a global learning rate β ≪ 1. This algorithm shows the weights
updated at the end of the relaxation phase but they can also be updated
on-the-fly with differential equations as per Section 7.1. The ∀l statements
can be executed in parallel.
// feedforward computation
h0 = x
for l = 1 to L do
// fl takes its input from previous layer
hl ← fl(hl−1) // = Wlσ(hl−1)
nl−1 ←
σ(hl−1)
||σ(hl−1)||
// from now on fl takes its input from the decoder gl rather than the
previous layer encoder
// update decoder weights
Ωl ← Ωl + β(hl−1 − gl(hl))
σ(hl)
||σ(hl)||
end for
// initialize the targets for feedforward path
τL = hL − β
∂L(hL,y)
∂hL
for l = L down to 2 do
τl−1 = gl(τl)
end for
// iterative target propagation and improvement
repeat
∀l, τl−1 ← τl−1 + gl(τl)− gl(fl(τl−1))
until ||∆τ1|| < StoppingPrecision or maximum allowed time elapsed
// update feedforward weights
∀l, Wl ←Wl +
||τL−hL||
2
||τl−hl||2
(τl − hl)n
T
l−1.
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the target for the decoder is readily available in the form of the corresponding
feedforward activation hl−1. Each time fl is computed on hl (which e.g. happens
at least in the feedforward phase), there is an opportunity to compute and
optimize this reconstruction error. This is the simplest and most biologically
plausible solution so we propose it as the first thing to explore.
Using the reverse auto-encoder objective is more tricky because it requires
doing the equivalent of back-propagating through the encoder to get a target
on the decoder. Any of the target-propagation methods discussed here could be
used, noting that in that configuration, gl also acts like an approximate inverse
for the encoder fl and so we can use the same procedure for target propagation.
What is more tricky is to imagine the timing of the different phases of these
operations having to overlap with the computations being performed for the
overall target propagation.
10.3 Skip Connections and Multiple Paths to Output
What if an inverse is not possible, e.g., because the next layer has more units
than the previous one? Similarly, what if the architecture has skip connections
(as in ResNets for example)? In those cases, there is no exact inverse, so the
best we can hope is to find a target τl−1 (still close to hl−1) which minimizes
the reconstruction error of the next-level target, when projected down through
g. This is already what Eq. 42 does.
Let us now consider skip connections and more generally the architectures
which are not in the form of a linear chain. For example, layer A may feed both
layersB and C (and they in turn influence the output layer). The targets τB and
τC each individually guarantee that τL can be obtained by hL, if either hA or
hB were changed to their respective target. We have an encoder fB which maps
the inputs of B (including A) to hB, and we have a decoder gBA which maps a
target τB into a target τBA which would be sufficient to make hB changed to τB
if hA was set to τBA = gBA(τB) or to the result of an iterative process involving
fB and gBA. We have a similar decoder gCA which produces (iteratively or not)
a target τCA for hA sufficient to bring hC to τC . Since either picking τA = τAB
or τA = τCA is sufficient to make hL reach τL, and since β is small enough to
make the forward maps linearized, it means that setting τA = γτBA+(1−γ)τCA
also works for any γ (but we will restrict ourselves to convex combinations, i.e.,
0 ≤ γ ≤ 1). What would be a good choice of γ? This situation should remind
us of the question of how much weight to give on the different layers (in the
linear chain scenario) when changing all the layers in parallel (Section 8).
This leads to the following proposal: set γ in the above situation to
γ =
1
||τBA−hA||2
1
||τBA−hA||2
+ 1||τCA−hA||2
(52)
so as to give a weight to each branch which is proportional to its "influence"
on the loss. This principle can be generalized to more than two descendants by
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using as convex weights ∝ 1/||τXA − hA||
2 for descendant X , with the propor-
tionality constant chosen so the sum of the weights is 1.
10.4 Numerical Stability
One concerning aspect of the inverse (iterative or not) and of the Gauss-Newton
approximation is that they may lead to numerical instabilities, as we are divid-
ing by quantities (like the activation layer squared norm) which may be small,
pushing τl far from hl or making weights change too drastically. One possibility
to avoid such problems is to bound the maximum deviation of τl from hl in the
computation of τl, and to bound the maximum change in the synaptic weights,
but this would possibly introduce biases. An alternative we favor is to scale the
target changes at each layer to maintain a uniform magnitude of these changes
across layers but keep track of the scaling required to make the weight updates
conform to the DTP1 update. This can be done by propagating both the target
(via the feedback weight) as well as a scalar quantity, such that their product
corresponds to the DTP1 target changes. That scalar would then be used as an
local learning rate for each layer in order to recuperate the correct DTP1 and
DTP weight changes.
11 Conclusion and Future Work
This is only a proposal, with many uncertain avenues left to explore and validate
through simulations and confrontation with biological knowledge (and possibly
biological experiments). This proposal opens the door to a style of biologically
plausible analogues to backprop which is a variant of target propagation and
can potentially offer optimization advantages compared to SGD with backpropa-
gation, because of the Gauss-Newton approximation implicitly being computed
(without having to represent and invert high-dimensional matrices).
An interesting question is whether this principle could also be used to imple-
ment a limited analogue to backprop through time. If the brain has a memory
of key past events, as well as predictive computations to link them (by a form
of association) both forward and backward in time, then all the ingredients are
present to achieve credit assignment through time, in a style similar to Sparse
Attentive Backtracking [Ke et al., 2018, Kerg et al., 2020]. In the spirit of the
Consciousness Prior [Bengio, 2017], these credit assignment calculations through
time may need not be for all the units in some circuit: it would be enough that
the forward and backward associations involve only a few relevant high-level
semantic variables. The learned back-through-time target propagation could
use attention mechanism to choose aspects of past moments (events) which are
relevant and need to be "fixed" to achieve some current targets. Attention could
also be used in a top-down fashion when calculating targets, to focus the target
change in the most relevant neurons. This is especially relevant when the lower
layer for which a target is computed has more neurons than its upper layer.
20
References
Nasir Ahmad, Marcel AJ van Gerven, and Luca Ambrogioni. Gait-prop: A bio-
logically plausible learning rule derived from backpropagation of error. arXiv
preprint arXiv:2006.06438, 2020.
Sergey Bartunov, Adam Santoro, Blake A. Richards, Geoffrey E. Hinton, and
Timothy Lillicrap. Assessing the scalability of biologically-motivated deep
learning algorithms and architectures. submitted to ICLR’2018, 2018.
Yoshua Bengio. How auto-encoders could provide credit assignment in deep
networks via target propagation. Technical report, arXiv:1407.7906, 2014.
Yoshua Bengio. The consciousness prior. arXiv preprint arXiv:1709.08568, 2017.
Francis Crick. The recent excitement about neural networks. Nature, 337(6203):
129–132, 1989.
N. R. Ke, A. Goyal, O. Bilaniuk, J. Binas, M. C. Mozer, C. Pal, and Y. Ben-
gio. Sparse Attentive Backtracking: Temporal CreditAssignment Through
Reminding. In NeurIPS’2018, 2018.
Giancarlo Kerg, Bhargav Kanuparthi, Anirudh Goyal, Kyle Goyette, Yoshua
Bengio, and Guillaume Lajoie. Untangling tradeoffs between recurrence and
self-attention in neural networks. arXiv preprint arXiv:2006.09471, 2020.
Anders Krogh, CI Thorbergsson, and John A Hertz. A cost function for internal
representations. In Advances in neural information processing systems, pages
733–740, 1990.
Yann LeCun. Learning processes in an asymmetric threshold network. In
E. Bienenstock, F. Fogelman-Soulié, and G. Weisbuch, editors, Disordered
Systems and Biological Organization, pages 233–240. Springer-Verlag, Berlin,
Les Houches 1985, 1986.
Yann Lecun. Phd thesis: Modeles connexionnistes de l’apprentissage (connec-
tionist learning models). 1987.
Yann LeCun, D Touresky, G Hinton, and T Sejnowski. A theoretical framework
for back-propagation. In Proceedings of the 1988 connectionist models summer
school, volume 1, pages 21–28. CMU, Pittsburgh, Pa: Morgan Kaufmann,
1988.
Dong-Hyun Lee, Saizheng Zhang, Asja Fischer, and Yoshua Bengio. Differ-
ence target propagation. In Machine Learning and Knowledge Discovery in
Databases (ECML/PKDD), 2015.
Timothy P Lillicrap, Daniel Cownden, Douglas B Tweed, and Colin J Akerman.
Random synaptic feedback weights support error backpropagation for deep
learning. Nature communications, 7, 2016.
21
Timothy P Lillicrap, Adam Santoro, Luke Marris, Colin J Akerman, and Geof-
frey Hinton. Backpropagation and the brain. Nature Reviews Neuroscience,
pages 1–12, 2020.
William F Podlaski and Christian K Machens. Biological credit assign-
ment through dynamic inversion of feedforward networks. arXiv preprint
arXiv:2007.05112, 2020.
Benjamin Scellier and Yoshua Bengio. Equilibrium propagation: Bridging the
gap between energy-based models and backpropagation. Frontiers in compu-
tational neuroscience, 11, 2017.
Vikas Verma, Alex Lamb, Christopher Beckham, Amir Najafi, Ioannis
Mitliagkas, David Lopez-Paz, and Yoshua Bengio. Manifold mixup: Better
representations by interpolating hidden states. In International Conference
on Machine Learning, pages 6438–6447, 2019.
22
