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Abst ract - -Customary  circulant preconditioners of Chan, Strang, and inverse-Toeplitz ype are 
modified for the regularized solution of ill-conditioned Toeplitz systems. Given a symmetric two- 
level Toeplitz matrix A, and two parameters ~-and a, consider the customary preconditioner C and 
modify it by replacing its eigenvalues with modulus less than T with the value a. The circulant matrix 
obtained in this way is used as a preconditioner. We analyze the distribution of the eigenvalues of 
the preconditioned matrix and the regularization properties. Numerical experiments, hown for the 
image restoration problem, validate the theoretical results. @ 2004 Elsevier Ltd. All rights reserved. 
Keywords - -Toep l i t z  matrices, Circulant matrices, Regularizing preconditioners, Iterative meth- 
ods. 
1. INTRODUCTION 
Ill-conditioned linear systems arise frequently from the discretization of inverse problems. We 
consider here, the case of a discrete ill-posed problem, 
Ax = f - ~/, (1) 
where A is the discrete representation f a continuous operator, for example, a first-kind integral 
operator, and the right-hand side vector f consists of measured quantities and, thus, is contam- 
inated by an unknown noise T/. The goal is to determine the original signal x, known A, and f. 
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We assume that f dominates ~1 and, following [1,2], we assume that ~ originates from white Gaus- 
sian noise and that A satisfies the discrete Picard condition. Problems like (1) are commonly 
encountered when dealing with image restoration models, where x is the original image, f is the 
observed (blurred) image and A is defined by a point spread function, which describes how the 
image is blurred out. 
Due to the large condition number of A, the solution of the system, 
Ay = f, (2) 
may differ considerably from x, even if ~? is small. For this reason, special techniques, known 
as regularization methods, have been devised. When A is symmetric and positive definite, a 
widely-used regularization technique suggests olving (2) by employing the conjugate gradient 
method (CG). In fact, CG acts as a filtering method: at first, the iteration mainly reconstructs 
the original signal by letting only the 10w-frequency omponents pass. Successively, the iteration 
recovers increasing-frequency components, corresponding to the noise. Thus, the iteration must 
be stopped when the noise components start to interfere (see for example [3]). When A is 
symmetric indefinite, we can apply MR-II method [4], which also shows regularizing properties [5]. 
When the coefficient matrix is ill-conditioned, as in the present case, the number of iterations 
required by CG to obtain a satisfactory result can be large, and preconditioning is required to 
increase the rate of convergence. The following preconditioned system, equivalent to (2), then, is 
solved, 
p- lAy  -_ p - i f ,  (3) 
P being a suitable preconditioner. General purpose preconditioners are not satisfactory for our 
problem, because they are designed to achieve a faster convergence by clustering most eigenvalues 
of the preconditioned matrix around 1. In this way, the signal subspace, generated by the 
eigenvectors corresponding to the greatest eigenvalues, and the noise subspace, generated by the 
eigenvectors corresponding to the lowest eigenvalues, are mixed up and the effect of the noise 
appears before the signal is fully reconstructed. In the present context, a good preconditioner 
should reduce the number of iterations required to reconstruct the information from the signal 
subspace, that is, it should duster around 1 only the greatest eigenvalues. 
This requires the knowledge of a t~ncation parameter ~- > 0, such that the eigenvalues of 
matrix A, which have modulus greater than T correspond to the signal subspace. Techniques 
which allow us to estimate T are described in literature (see for example [2]). In the following, 
we assume a rough estimate of ~- to be available. 
In this paper, we examine the case where matrix A is obtained by the discretization of a first- 
kind integral operator depending from a displacement kernel. In this case, A has a two-level 
Toeplitz structure and the product, Az, can be computed by means of the FFT in O(n 2 log n) 
operations, n being the number and the size of the blocks [6]. Indeed, for efficiency reasons, 
the construction of the preconditioner P and its use should have costs not exceeding O(n 2 log n) 
operations. Circulant preconditioners satisfy this cost requirement. Here, we revisit three cir- 
culant preconditioners, namely Strang [7], Chan [8], and inverse Toeplitz [9], all easily adapted 
to cope with the noise by using the truncation parameter T. As a result, we introduce a family 
of circulant preconditioners depending on two parameters T and a. More precisely, we modify 
the spectrum of the three circulant preconditioners by replacing with a, the eigenvalues whose 
modulus is lower than T, and analyze the convergence of the preconditioned methods when a 
varies between 7- and 1. For a = 1, these preconditioners reduce to the ones introduced in [1,4,9]. 
We show that, under reasonable assumptions, lower values of a give faster convergence. This 
result is validated by numerical experiments performed on test problems in image restoration. 
This paper is organized as follows. In Section 2, we describe the structure of A. In Section 3, 
we recall the classical circulant preconditioners of Strang and Chan and the inverse Toeplitz. Sec- 
tion 4 is devoted to the description and analysis of the new family of a-modified preconditioners. 
Section 5 reports the results of the numerical experiments and the conclusions. 
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2. STRUCTURE OF A 
We assume here that A has a n × n two-level banded Toeplitz structure with bandwidth w < n 
of the form 
where 
A = 
A0 A1 ... An- l "  
A-1  " ' .  " ' .  : 
: " ' .  " .  A1 
A-n+l ... A-1 A0 
, Ai = O, for lil > w, 
Ai -~ 
i ai,o a i , l  • • • ai,n-1 I ai,•-i • • • • 
• • "• a i ,1  
Lai,-n+l .. • ai,-1 ai,o 
a~,j=0, for]jl>w. 
In addition, we assume that A is symmetric, that is ai,j = a - i , - j  for i , j  = -w , .• .  ,w• 
We start by considering the case of a positive definite matrix A, when system (3) is solved by 
CG method. In this case, the spectrum of the preconditioned matrix can be accurately analyzed. 
The extension to the symmetric indefinite case, when system (2) is solved by MR-II method, is 
then outlined• 
3. C IRCULANT PRECONDIT IONERS 
The success of the circulant preconditioners depends on the fact that linear systems with a 
circulant matrix are solved efficiently by the FFT at a low cost [6,10]• They were first proposed for 
the one-dimensional problems, then extended to the two-dimensional case and, finally, modified 
by means of a truncation parameter ~-, in order to acquire regularizing properties. 
For ease of presentation, we describe each preconditioner first in the one-level case, where 
matrix A has the form 
I ao al •• .  an-l] 
A al ". ". = • • , a i -=0, for[ i ]>w, 
~_ " -. a 1 J 
a 1 • • • a l  a0 
then, we indicate briefly the extension to the two-level case. 
3.1. Strang Circulant Preconditioner 
The first circulant preconditioner was proposed by Strang [7]. In the one-level case, the pre- 
conditioner is the circulant matrix C5 whose elements of the first row, arranged in a vector s, 
are 
si -= where nl = • (4) 
an_~, ifnl<i<n-l, 
When A is positive definite, then, [10]: Cs  is positive definite and Cs is optimal, in the 
sense that it minimizes [ ]A -  XI[1 and I IA -  XH'~ over all symmetric irculant matrices X. 
Moreover, if matrix A is looked at as the 7t th finite section of an infinite Toeplitz matrix AM 
and the sequence {a i} i=-~,~ is absolutely summable, (i.e., AM belongs to the Wiener class), 
then, A =- Cs + U + V, where V is a matrix of small rank and U is a matrix of small norm (in 
our case, the Wiener hypothesis holds, since A is a band matrix)• For n sufficiently large, the 
spectrum of C~IA  is clustered around 1 and preconditioned CG converges superlinearly. 
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The extension of the Strang preconditioner to the two-level case is straightforward: the elements 
of the first row of the two-level circulant preconditioner Cs are written in rows in an n x n matrix S 
as follows { ai,j, if 0 _< i, j _~ hi, ai,j-n, if 0 < i < nl,  nl < j <__ n - 1, si,j = ai- ,~j,  if nl < i < n - 1, 0 _ j _< nl,  
ai-n,~-n, if nl < i ,  j<_n-1 .  
(5) 
The eigenvalues of Cs are simply computed by applying a two-dimensional FFT  to S. 
The regularizing preconditioner P of [4] is obtained from Cs by requiring that P is a two-level 
circulant matr ix having the same eigenvalues Ai of Cs only if A~ >_ T, in order to cluster only the 
greatest eigenvalues of A. More precisely, the eigenvalues of P are 
),i, i fA i>T ,  
-- i---- 0 , . . . ,n  2 -  1. (6) 
gi = 1, if A~ < T, 
Clearly, P results to be positive definite and the preconditioned matr ix has a cluster of eigen- 
values around 1. The computational cost for the construction of P and for each iteration is 
O(n  2 log n). 
3.2. Chan  C i rcu lant  P recond i t ioner  
Chan's circulant preconditioner [8] is similar to Strang's. In the one-level case, the precondi- 
tioner is circulant matr ix Co, whose elements of the first row, arranged in a vector c, are 
ian-i + (n  -- i)ai 
ci = , i = 0 , . . . ,n - -  1, (7) 
n 
where we assume an = 0. Chan's preconditioner enjoys the same properties of Strang's, with 
the difference that it minimizes [I A -X [ ]F ,  over all symmetr ic circulant matrices X. For n 
sufficiently large, the spectrum of Cc1A is clustered around 1 and preconditioned CG converges 
superlinearly. 
The extension to the two-level case can be accomplished in two ways [11,12]. We consider here, 
the one that  produces a two-level circulant preconditioner Co.  The elements of the first row 
of Cc  are written in rows in a matr ix C, whose ( i , j )th element for i , j  = 0, . . .  ,n  -- 1, is 
1 
ci,j = -~ {i [jai-n,j-,~ + (n - j)  ai-,~,j] + (n - i) [jai,j-n + (n - j)  ai,j]}, 
where we assume ai, j = 0, for li[, IJ[ = n. The regularizing preconditioner P is constructed 
following (6), where Ai are the eigenvalues of Co. 
As for Strang's preconditioner, the cost for the construction of P and for each iteration 
is O(n 2 log n). Moreover, it has been shown [10] that for n sufficiently large, the convergence 
rates of CG with Strang's preconditioner and with Chan's preconditioner are the same. 
3.3. Inverse  Toep l i t z  Precond i t ioner  
The inverse Toeplitz preconditioner is described in [9] directly in the regularizing version. In 
one-level case, matr ix A is first embedded into a c~rculant matr ix CT of size q = 2n, whose first 
row is 
t = [60, a l , . . . ,   n-1,0,  11. (S) 
n- -1  The eigenvalues A~ of CT are given by Ai ---- a0 + 2~j= 1 aj cosj0i,  where 0i = iTr/n, for i = 
0 , . . . ,  2n -  1. By Grenander and SzegS's theorem [13], the eigenvalues of A are well-approximated 
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by ;~i, for i = 0 , . . . ,  n - 1, i.e., by half of the eigenvalues of CT. Let Z be the symmetric positive 
definite circulant matrix having the eigenvalues 
g i={ ~-7' i fA i>r ,  
- i = 0 , . . . ,q -  1. (9)  
1, if ~i < r, 
Its leading principal n × n submatrix Q is used as an inverse preconditioner and is called inverse 
Toeplitz preconditioner. 
The two-level inverse Toeplitz preconditioner is analogously constructed from the eigenvalues 
of the two-level 2n × 2n circulant matrix CT embedding A. The size of CT is now q = 4n 2. In 
order to compute its eigenvalues, consider the matrix R containing the elements of the first row 
of CT, arranged in rows. R is given by 
{ a~,j, i f0<i ,  j<n-1 ,  ai,j-2,~, i f0<i<n-1 ,  n+l<_ j _<2n-1 ,  ri,j -~  ai-2n,j, if n + 1 < i < 2n -- 1, 0 ~ j _< n -- 1, 
ai-2~j-2n, i fn+l<i ,  j<_2n- -1 ,  
0, otherwise. 
The eigenvalues of CT are computed by applying a two-dimensional FFT to R. The inverse 
Toeplitz preconditioner Q is the leading principal n 2 × n 2 submatrix of the two-level circulant 
matrix Z having the eigenvalues as in (9). As for Strang's and Chan's preconditioners, the cost 
for the construction of Q and for each iteration is O(n 2 log n). 
4. A FAMILY OF MODIF IED PRECONDIT IONERS 
It is well known that the behaviour of CG is mainly determined by the clustering of the eigen- 
values of the preconditioned matrix. In fact, equations (6) and (9) aim to gather the eigenvalues 
related to the signal into a cluster around 1, leaving the remaining ones clustered around 0. The 
convergence acceleration is due to the cluster around 1, while the second cluster has only the 
function to keep the eigenvalues related to the noise separated from the others. 
Improvement of the efficiency can be obtained by designing a preconditioner which keeps the 
noise eigenvalues far from the signal eigenvalues, relaxing the condition that they are clustered 
around 0. This is exemplified in Figure 1. 
% 
(a) (b) 
Figure 1. Eigenvalues of the preconditioned matrix in two ideal situations. 
Figure la shows an ideal situation where most eigenvalues are split in two clusters, while 
in Figure lb only the largest eigenvalues are clustered. We recall that, roughly speaking, the 
convergence of CG occurs first in the eigenspace associated with the largest eigenvalues. If 
these eigenvalues are clustered around 1, just a few iterations provide an accurate solution in 
the eigenspace associated with the cluster. With further iterations the convergence is achieved 
760 D.A. BINI et al. 
in the subsequent eigenspaces. The presence of a cluster around 0 (Figure la) may cause a 
quick convergence in the noise eigenspace, whereas a gradual decay of the smallest eigenvalues 
(Figure lb) is less prone to produce this drawback. 
We show here that a behaviour like the one in Figure lb  can be obtained by replacing 1 with 
a constant a in (6) and with 1 /a  in (9). For the sake of simplicity, for each method we examine 
in detail, only the one-level problem, assuming that A has bandwidth w < Ln/2J. 
Let P~ be the preconditioner depending on the parameter a. The preconditioned matr ix P~IA  
is similar to fi = P~I /2Ap~I /2 ,  which is easier to analyze, being symmetric. 
Denote by y(i), the vector obtained at the ith iteration, when y~) ---- 0, and by x (0, the vector 
which is computed if the preconditioned CG is applied to (1). At the initial steps, when the 
method is reconstructing the signal, we can assume that the difference between y(i) and x~ ) is 
negligible. Thus, in this phase the convergence of e~ ) = y(0 _ x is described by [14], 
i 
[ e(~) A<--2\x/~'~a-bl ] e(°) A 
where the A-norm of a vector v e R ~ is defined by [IV[[A ---- vTAv  and ~ is the condition number 
of .4. Hence, the rate of convergence becomes low when ~ increases. Our main goal is then, 
to evaluate how ~ depends on a, for each of the modified preconditioner. Our analysis will be 
performed asymptotical ly with n. 
4.1. a-Modified Strang's Preconditioner 
Let a, with T < a < 1, be a parameter and consider the circulant matr ix P~ having eigenvalues 
hi, if hi>% 
g i  = - i = 0 , . . . ,  n - 1 ,  (10)  
a, if A~ < % 
where Ai, i = 0 , . . . ,  n - 1, are the eigenvalues of Cs whose elements of the first row are given 
in (4). Then, Cs = FAF  H, where A = diag (ho , . . . ,  h~_l),  and F = ( fks)  is the n x n Fourier 
matrix, such that  fk5 = n-1/2wkJ, k , j  = 0, . . . ,  n -  1, where • = exp(i2~r/n). We assume that 
exactly r eigenvalues are lower than T. Let I I  denote the n x n permutat ion matrix, such that 
the diagonal elements of D = HAH n. are in nonincreasing order. We can write 
Cs = EDE H, where E = FH T, D -- diag[Dl, D2], 
D1 and D2 being diagonal matrices of size n - r and r respectively, and we have 
P~ = EDgE H, where D~ = diag[D1, aI~]. 
Let 
V =A-Cs .  (11) 
Since A is a symmetric band matrix, V is a symmetric Toeplitz matr ix whose elements of the 
first row vl# are zero, if i < n - w and equal to -an -s ,  if n - w < i < n - 1, that  is, V can be 
written as 
Ow ' 
where O~-,o and O~o are null matrices of size n - w and w, respectively, and 1) is an (n - w) x w 
block. Hence, rank (V) = 2w and g has w pairs of eigenvalues of the form #i = I~1, ~+i  = - I~1,  
i = 0 , . . .  ,w - 1, where (~ are the eigenvalues of ~- r~.  Since 
.4 = PZ1/2ApZ 1/2 = EGE H, where G = D~I /2EH AED~W2,  
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then, matr ix G is similar to A. From (11), it follows that 
G : Ca + R, where Ca = D~I/2EHCsED~ 1/2, R : D~Z/2EHVED~ U2. 
Ca is a diagonal matr ix whose largest eigenvalue is equal to 1, while R, whose rank is 2w, can 
be written as 
2w--1 
R = E #~v~v~, with vi = D~l/2ui, 
i=0 
where ui is the eigenvector of EHVE corresponding to #i. We consider now the sequence of 
matrices 
G0=C~,  G i+ l=Gi+#iv~v~,  fo r i=0, . . . ,2w-1 .  
Then, G = G2~. Let Pi and fi~, respectively, be the largest and the second largest eigenvalue of Gi. 
For the Cauchy interlacing theorem, P~+I -< Pi if #i _< 0 and fii+z <- P~ -< Pi+z -< Pi + #iv~v i  
if tti > 0. Then, no more than w eigenvalues of G, called outliers, can become greater than 
the largest eigenvalue of C~. The growth of the largest eigenvalue of G from 1 is bounded from 
above by 
w--1 w--1 
i=O i :0  
Partit ioning the vectors u T = [1]~, fiT], with f i i e  ~{~-~ and i i i •  R ~, we have 
~-1 d2 P= E ~i (fl:D11fl~ + (7-1ii~iii) =dl +-- ,  
(7 
i=0 
with dl,d2 > 0. 
Hereafter, we assume that the largest eigenvalue /]max of A is 
d2 
/2ma x ~'~ 1 + dl + - - ,  
(7 
(12) 
where the expression "a ~ b" means that the ratio a/b is bounded from above and below by two 
constants, independent of n. 
In order to find an estimate for the smallest eigenvalue /2mi n of A, let v be the normalized 
eigenvector of A corresponding to I]mi n. Hence, setting z = P~q/2v, we have 
/]min = vTp~I/2Ap~ 1/2v zTAz T -1 = zT z V P~ v > ~minVTp~-lV, (13) 
n--1  where ~min is the smallest eigenvalue of A. Let v = )-]~=o vifi be the expansion of v in terms of 
the columns fi of the matrix F. Then, 
n--1 n--1 n--1  n - -1  n--1 
By decomposing the set, {0,. . .  ,n - 1}, into the two subsets, I1 and/2 ,  of the indices i, for 
which gi -- Ai and gi -- (7 respectively, we have 
_ E 2 
vTp~- lv  : d3 + d4, where _o : v , d4 -- v~. 
(7 gi 
i611 icI2 
From (13), it follows that 
/2min >~min (d3 J -~)>d4 ~min.(7 









Figure 2. Eigenvalues ofA (dots), of PI-IA (stars), and of P~" IA  (crosses). 
For n sufficiently large, the spectra of A and Cs do not differ much [10] and the smallest eigen- 
value of P;Z/2CsP; I /2 is close to ~min/O'. Then, it is reasonable to assume that the smallest 
eigenvalue Vmln of .4 behaves as 
/]min '~ d5 Cmin (14) 
ry 
for some constant ds close to 1. Under assumptions (12) and (14), the behaviour of the condition 
number of .4 is described by the increasing linear function of 
Umax (1 + dl)a + 42 
/"min ds~min 
Since the rate of convergence of the preconditioned CG becomes low when na increases, in 
our case, the rate of convergence is slower for larger values of a. When the components of the 
noise start to be approximated by the iteration, the vectors y(i) stop approaching x and the 
sequence lle~ )HA shows a sudden change from the previous decreasing behaviour. 
When we examine the two-level problem, where Cs is the two-level circulant matrix given 
in (5), we find that the rank of matrix V = A - Us is O(n). This accounts for a possibly greater 
number of outliers. Subsequent considerations on the increasing dependence on cr of the condition 
number of A extend straightforwardly. 
In the next section, the results obtained with different values of ~ are compared through 
numerical experiments. Figure 2 shows the eigenvalues of P11A and Pr lA ,  compared with 
those of A in a typical case. 
The two preconditioned matrices present he same cluster of eigenvalues around 1 and the 
same number of outliers. The largest outliers of p(1A have a reduced dispersion, the smaller 
outliers and the other eigenvalues decrease quickly, settling down on the eigenvalues of A. On 
the contrary, the largest outliers of P~-IA disperse more and the smaller eigenvalues decrease 
gradually. 
4.2. a -Modi f ied  Chan 's  P recond i t ioner  
Modified Chan's preconditioner is obtained by applying (10) to the eigenvalues of Chan's 
circulant matrix Cc, whose elements of the first row are given in (7). For this preconditioner, 
relation (11) is substituted by A = Cc + U + V, where U and V are the symmetric Toeplitz 
matrices whose elements of the first row are respectively, 
{ ai - ci, if O < i < w, {0 ,  if O < i < n - w, 
z V i 
ui 0, otherwise, -c i ,  if n - w < i < n - 1. 
Hence, matrix V has rank 2w, as in the Strang case. By (7), since the elements of A are positive 
and normalized, we have IIUI]~ = 2 ~i=1 ]ui[ <_ 2w/n ~-~i=1 lail, and, for any e, a dimension 
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exists, such that IIUIloo < c. Due to its small norm, the presence of U alters only marginally 
the eigenvalues of the preconditioned matrix, then, expressions similar to (12) and (14) still 
hold for Chan's preconditioner. It follows also in this case, that the rate of convergence of the 
preconditioned CG slows down when (7 increases. 
4.3. (7-Modified Inverse Toepl i tz  P recond i t ioner  
Consider the 2n × 2n circulant matrix Zo having eigenvalues 
1 
g~:  / ~ '  ifAi_>% i=0, . . . ,2n -1 ,  (15) 
1, if Ai < % ( 
(7 
where Ai, { -- 0,..., 2n - 1, are the eigenvalues of CT whose lements ofthe first row are given 
in (8). The modified inverse Toeplitz preconditioner is the leading principal nx n submatrix Q~ 
extracted from Z~ and A 'n1/2~i/2 
Since A is symmetric positive definite, we can write A = LL T, with L a full-rank lower 
triangular matrix. The matrix .~ is similar to WI = LTQ~L, in fact WI = S-IAS, where S -- 
Q,~/2L. Moreover, since Z~ is real and symmetric, also Q~ is symmetric, hence, WI is symmetric. 
We give now an estimate ofthe largest eigenvalue ofWI. 
Matrix CT is the 2n x 2n circulant matrix embedding A, then, we can write 
o] 
CT = = NN T, where N = L1 L2 " 
Submatrix B has rank 2w and since B = LL~, then, also L1 has rank 2w. We write also 
By direct computation, we see that the leading principal nxn submatrix V~, of the matrix N-rZ~N 
is given by V~ = W1 + W2, where W2 = LTIR~L + L-rR~,L1 + L~Q~L1. The matrix W2 is 
symmetric and has a low rank (no more than 4w). 
The matrix NrZ~N is similar to Z~CT, which is the circulant matrix having eigenvalues 
equal to Ai/(7 for Ai < ~- and equal to 1 otherwise. Then, the eigenvalues of N-CZ~N lie in the 
interval [Amin/(7, 1], where Amin = mini A~. Since the spectrum of V~ interlaces the spectrum 
of Nn-Z~,N, also the eigenvalues of V~ lie in the same interval and the eigenvalues of W1 lie in 
the same interval, a part no more than 4w outliers, whose growth depends on matrix W2. Since 
the elements of a circulant matrix depend linearly on its eigenvalues, two matrices K and H, 
independent of (7 exist, such that W2 = K + (7-1H. The growth of the outliers can be bounded 
from above by any induced norm of W2, hence, the largest eigenvalue of _4 can be estimated to 
have the same form (12) of Strang's preeonditioner case. 
Also for the smallest eigenvalue of .,~, following the same argument of Section 4.1 and noting 
that the spectrum of Q~ interlaces the spectrum of Z~, we can give an estimate similar to (14). 
It follows that also in this case the rate of convergence of the preconditioned CG slows down 
when (7 increases. 
4.4. The  Symmetr ic  Indef in i te Case 
If A is symmetric but not positive definite, CG cannot be applied. We can instead apply MR-II 
method [4], which also shows regularizing properties [5]. The only difference is that MR-II requires 
a split version of the preconditioning; instead of (3), the following system, equivalent to (2) 
p-1/2Ap-1/2 z = p-1/2f, y = P-1/2z, (16) 
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is solved. Hence, P must be positive definite even if A is indefinite. This is not a problem in our 
case, since a small modification allows us to construct positive definite a-modified preconditioners, 
even if A has negative igenvalues. It is sufficient o substitute (10) by 
and (15) by 
gi ---- -- i=0 , . . . ,n - -1 ,  
a, if IAi[ < % 
1 , 
-- i - -  0 , . . . ,2n -  1. 
l /a ,  if IAil < T, 
p-1 /2  is easily obtained from 1 /v~ with the same computational cost. The preconditioned 
matrix has a cluster of eigenvalues around 1, and possibly another one around -1  if A has 
negative igenvalues smaller than --T. 
5. NUMERICAL  EXPERIMENTS 
In the previous ection, we analyzed how the conditioning of the preconditioned matrix depends 
on a for the positive definite case. In this section, we want to verify how reasonable the estimates 
we have given axe, and in particular, we are interested in testing the rate of convergence and 
the reconstruction efficiency of the corresponding method. Moreover, we want to investigate the 
behaviour of a-modified preconditioners when A is symmetric indefinite. 
5.1. Test P rob lems 
The test problems we consider are model problems in image restoration. The corresponding 
point spread functions (PSF) depend on parameters which are assumed to be positive. Generally, 
greater values of the parameters give positive definite Toeplitz matrices and lower values give 
indefinite matrices. Moreover, the conditioning becomes worse when the parameters decrease. 
We consider the following PSFs. 
• The Gaussian PSF 
aid ~- ¢ e -a  (i2+j2), i , j  = -w , . . .  ,w .  
• The diffraction in incoherent illumination PSFs, which describe the diffraction effects 
caused by a system of lenses in a spatially incoherent illumination [15]. Namely, two exit 
pupils are considered. For a square pupil, the PSF is 
. sin2(ai) sin2(aj) 
aid =- ~) ~~ y , i, j = - -W, . . . , W, 
where a depends on the side of the pupil. For a circular pupil, the PSF is 
i , j  = -w , . . . ,w ,  aid --  ¢ (i2 -t- j2) , 
where a depends on the radius of the pupil. 
• a noncentersymmetric Ganssian PSF of the form 
ai,j = Ce -~(i+j)2-z(i-j)~ , i, j = -w ,  . . . ,  w.  
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In all cases, the bandwidth is w = 8 and the value of ¢ is determined by requiring that 
E ai,  j ~ 1. 
i , j  
The experiments have been conducted on real life photographs (n = 128) and on randomly- 
generated images (n = 100, one sample is shown in Figure 5a). The noisy image f is obtained by 
computing Ax + y, where ~7 is a vector of randomly-generated entries, with normal distribution 
and mean 0, scaled to obtain specific noise levels 10 -~, for integers k. That is, the entries of 
are scaled in such a way that [[~/[[/[[Ax[] = 10 -k (here and hereafter the used norm is the A-norm 
when A is positive definite and the 2-norm otherwise). The truncation parameter ~used for each 
problem is the optimal one, in the sense that it is the value allowing the best reconstruction i
terms of the relative error. 
5.2. The  Er ror  Behav iour  
The problems with symmetric positive definite matrices have been solved by applying CG to 
system (3). The problems with symmetric indefinite matrices have been solved by applying MR-II  
to system (16). The three cr-modified preconditioners, described in Section 4, have been used. For 
any iteration, the relative error e(~ ) =]]e  (0 [I/[]x][ has been computed, obtaining the error history, 
that is, the discrete curve V~ -- {e~)}, i = 1,.. . , /max. In any case, the initial error is e (°) = 1. 
Concerning e(1), the experiments show that it can have any behaviour with a varying. Since the 
condition number of the preconditioned matrix increases with or, we expect a faster convergence 
for smaller values of a. 
Figures 3 and 4 describe what may happen. They show the curves 7~1 (continuous line) and ~5 
(dashed line) actually computed in the experiments for the two different choices al and 0" 2 in 
presence of noise. The dotted lines show how the errors would behave if the noise were not 
", /Y~l 
-. ........ :::::::::::::::::::::::::: ....... ,-, ......... :::::::-::-.:::-..:..._.:........:..:.: 
(a) High noise level. (b) Low noise level. 
Figure 3. Effect of the noise in the case e(ll ) < e(l: for ~rl < a2. 
" ~  . . . . . . . . . . . . .  
(a) High noise level. (b) Low noise level. 
Figure 4. Effect of the noise in the case e(ll ) > e(12 ) for al < a2. 
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present. The behaviour of the curves differs according to the noise level and to the respective 
values of the first errors e(11 ) and ~(1) {y  2 . 
• If the noise were not present, and if, for al < a2, the corresponding errors verify e(11 ) < ~(1) {T2 , 
the two curves V~I and V~2 do not cross: the choice al  would be preferable. But, in 
practice, the noise is present and affects the approximation when the signal eigenvalues 
have been worked on. If this happens too soon, the reconstruction with al can be poor 
(see Figure 3a) and a2 should be chosen. Otherwise, (see Figure 3b) al should be chosen. 
• If the noise were not present and for al < a2, the corresponding errors verify e(11 ) > ~2,  
the two curves V~I and 7~ are bound to cross. Hence, if we neglect he noise, the choice al 
would still be preferable. In practice, it may happen that the noise starts to contaminate 
the computed vectors before the crossing point (see Figure 4a) or after the crossing point 
(see Figure 4b). In the first case, the choice a2 is preferable, in the second case, al should 
be chosen. 
The higher the noise, the smaller the number of iterations which can be performed before the 
noise starts to affect the approximation. Hence, if the noise is high, CG is already sufficiently fast 
and reconstructs in few iterations the part of the signal which can be recovered. An accelerating 
preconditioner would produce an undesirable ffect and should not be used. For this reason, in 
the following experimentation, we restrict ourselves to cases with medium and low noise levels, 
where behaviours like the ones described in Figures 3a and 4a, seldom arise. 
5.3. Resu l t s  and  conc lus ions  
For any PSF, and any image, two different problems are considered, corresponding to the noise 
levels 10 -k, for k = 3, 4. First, we apply to each problem the nonpreconditioned CG or MR-II, in 
order to determine the reconstruction efficiency limit, that is the minimum error em -~ mini e(0 
and the corresponding iteration index ira. The quantity E = 1.1 em is taken as the reference 
value for the successive runs, in the sense that any approximated image having an error lower 
than E is considered as an acceptable reconstruction. 
We want to compare the performances of the various preconditioners when a varies. We limit 
our experimentation to the two extreme values of a, that is, we apply a-modified Strang's, Chan's, 
inverse Toeplitz preconditioners with a = ~- and a = 1. The iterations are stopped when the 
error becomes lower than E. For any problem, and any preconditioner, we denote by iT (resp. il) 
the minimum number of iterations required to obtain e (0 < E (resp. e~ ~) < E) and consider the 
ratio r = i r / i l ,  called speed gain. Once the PSF and the noise level are fixed, the experiments 
show a minor variation of r when the original image changes. For this reason, and for the sake 
Table 1. Average speed gains for positive definite problems. 
Noise Level 10 -3 10 -4 
Preconditioner A1 A2 A3 A4 A1 A2 A3 A4 
Strang 0.79 0.65 0.66 0.70 0.62 0.51 0.43 0.52 
Chan 0.79 0.65 0.68 0.83 0.63 0.50 0.45 0.64 
Inverse Toeplitz 0.52 0.44 0.64 0.55 0.44 0.36 0.35 0.47 
Table 2. Average speed gains for symmetric indefinite problems. 
Noise Level 10 -3  10 -4  
Preconditioner A5 A6 A7 A8 A5 A6 A7 A8 
Strang 0.76 0.59 0.46 0.73 0.67 0.53 0.44 0.57 
Chan 0.74 0.59 0.46 0.74 0.66 0.52 0.46 0.64 
Inverse Toeplitz 0.40 0.40 0.37 0.39 0.49 0.39 0.37 0.40 
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(a) Randomly-generated original (b) Image blurred with A8 and 





(a) a --~-. (b) a = 1. 
Reconstructed images at 10 th iteration with inverse Toeplitz precondi~ 
of shortness, we present in the following tables, the averages r~v of the speed gains taken on all 
the images. We should have excluded from the averages the cases where i r  > i,~ or i l  > i,~, 
but the optimal choice of the truncation parameter 7-has allowed all the methods to reconstruct 
acceptable images with a number of iterations lower than ira. 
• Positive definite problems: A1 = Gaussian PSF  with ~ -- 0.25, severely i l l-conditioned. A2 
= square pupil  PSF  with c~ = 1.52, mildly i l l-conditioned. A3 = circular pupil  PSF  with 
= 2.2, weakly il l-conditioned. A4 -- noncentersymmetric Gaussian PSF  with ~ -- 0.2 
and fl = 0.05, severely il l-conditioned. 
• Symmetr ic indefinite problems: A5 -- Gaussian PSF  with c~ = 0.1, severely il l-conditioned. 
A6 -- square pupil PSF  with ~ -- 1.5, severely i l l-conditioned. A7 -- circular pupil 
PSF  with ~ = 1.8, mildly il l-conditioned. A8 = noncentersymmetric Gaussian PSF  with 
-- 0.05 and ~ -- 0.1, severely il l-conditioned. 
From the tables, we can see that: 
(1) there is always a gain in the number of iterations required to obtain an acceptable recon- 
struction when a -- T is chosen, instead of ~ = 1, 
(2) the inverse Toeplitz preconditioner seems to produce a greater gain, 
(3) the lower the noise, the greater the gain, and 
(4) the speed gain does not appear to be correlated with the condition number of A. 
What  does not appear from the tables is that,  for a fixed value of a, Strang's and Chan's 
preconditioners give acceptable images with comparable numbers of iterations, while inverse 
Toeplitz preconditioner generally has a better behaviour, giving good images with less iterations 
(however, the investigation of this aspect is out of the scope of this paper).  
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Figures 5 and 6 refer to an effectively run case, where the original image is the 100 x 100 
randomly generated matr ix shown in Figure 5a. The blurred image, shown in F igure 5b, has been 
obtained using A8 and a noise level 10 -3. The problem has been solved by applying MR-I I  with 
e-modif ied inverse Toeplitz preconditioner for two values of (r, namely a = ~- -- 0.2 and a = 1. 
The reconstructed images at the 10 th iteration are shown in Figure 6. The image in Figure 6a, 
obtained with the lower value of ~, appears better reconstructed than the image in Figure 6b, 
obtained with the higher value of ~. Moreover, Figure 6b shows ghosts in the background. In 
general, low values of (r lead to an improved reconstruction efficiency. 
In summary, we have found that  the introduction of the parameter  a in the regularizing version 
of the three considered circulant preconditioners gives a more flexibil ity and that  a lower value 
of a is preferable, as val idated by the numerical experimentation, i  part icular when the noise is 
not too high. 
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