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Bounds on the edge-Wiener index of cacti
with n vertices and t cycles
Siyan Liu, Rong-Xia Hao∗, Shengjie He
Department of Mathematics, Beijing Jiaotong University, Beijing 100044, P.R. China
The edge-Wiener index We(G) of a connected graph G is the sum of distances between
all pairs of edges of G. A connected graph G is said to be a cactus if each of its blocks is
either a cycle or an edge. Let Gn,t denote the class of all cacti with n vertices and t cycles.
In this paper, the upper bound and lower bound on the edge-Wiener index of graphs in Gn,t
are identified and the corresponding extremal graphs are characterized.
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1 Introduction
Throughout this paper, all graphs we considered are finite, undirected, and simple. Let G
be a connected graph with vertex set V (G) and edge set E(G). For a vertex u ∈ V (G),
the degree of u, denote by dG(u), is the number of vertices which are adjacent to u. For a
vertex v ∈ V (G), denote by NG(u), the set of the vertices which are adjacent to v. Call a
vertex u a pendent vertex of G, if dG(u) = 1 and call an edge uv a pendent edge of G, if
dG(u) = 1 or dG(v) = 1. By G − v and G − uv we denote the graph obtained from G by
deleting a vertex v ∈ V (G), or an edge uv ∈ E(G), respectively (This notation is naturally
extended if more than one vertex or edge are deleted). Similarly, G + uv is obtained from
G by adding an edge uv /∈ E(G). For any two vertices u, v ∈ V (G), let dG(u, v) denote
the distance between u and v in G. Denote by Pn, Sn and Cn a path, star and cycle on n
vertices, respectively. We refer to Bondy and Murty [1] for notation and terminologies used
but not defined here.
The Wiener index is one of the oldest and the most thoroughly studied topological
indices. The Wiener index of a graph G is defined as
W (G) =
∑
{u,v}⊆V (G)
dG(u, v).
The edge-Wiener index is defined as the sum of distances between all pairs of edges, namely
as
We(G) =
∑
{f,g}⊆E(G)
dG(f, g).
where dG(f, g) denotes the distance between f and g in G, and also the distance between the
corresponding vertices in the line graph of G. Note that for any two distinct edges f = u1u2
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and g = v1v2 in E(G), the distance between f and g equals dG(f, g) = min {d(ui, vj) :
i, j ∈ {1, 2}}+1. In the case, when f and g coincide, we have dG(f, g) = 0. Nowadays, the
Wiener index is a well-known and much studied graph invariant e.g., [3, 5, 8, 9, 10, 11]. In
[2], Dankelmanna et al. gave bounds on We in terms of order and size. But there is not
so many conclusions about edge-Wiener index. So we pay attention to it and hope to get
more conclusions.
A connected graph G is said to be a cactus if any two of its cycles have at most one
common vertex. Let Gn,t be the set of all n-vertex cacti, each containing exactly t cycles.
A graph is a chain cactus if each block has at most two cut vertices and each cut vertex is
shared by exactly two blocks. Obviously, any chain cactus with at least two blocks contains
exactly two blocks that have only one cut-vertex. Such blocks are called terminal blocks.
If all the cycles in a cactus have exactly one common vertex, then they form a bundle. In
[4], the Wiener index of cacti with n vertices and t cycles was studied by Gutman. Wang
[12, 13] determined the the lower bounds on Szeged index and revised Szeged index of cacti
with n vertices and k cycles. He et al. [6] determined the lower bounds of edge Szeged index
and edge-vertex Szeged index for cacti with order n and k cycles.
In this paper, by using the methods similar to Gutman [4], the edge-Wiener index of
the cacti with n vertices and t cycles is studied. Moreover, the lower bound on edge-Wiener
index of the cacti with given cycles is determined and the corresponding extremal graph
is identified. Furthermore, the upper bound on edge-Wiener index of the cacti with given
cycles and the corresponding extremal graph are established as well.
2 Preliminaries
In this section, we give some preliminary results which will be used in the subsequent
sections.
Lemma 1. ( [8]) The Wiener index of Pn and Cn is
W (Pn) =
1
6
n(n+ 1)(n − 1),
W (Cn) =
{
1
8n(n
2 − 1), if n is odd ;
1
8n
3, if n is even.
Lemma 2. Let G1 and G2 be two connected graphs with disjoint vertex sets where u1 ∈
V (G1), u2 ∈ V (G2). Let |V (Hi)| = ni, |E(Hi)| = mi for i = 1, 2, (ni ≥ 2,mi ≥ 1).
Construct the graph G by identifying the vertices u1 and u2, and denote the new vertex by
u (see Figure 1). Then
We(G) = We(G1) +We(G2) +m1
∑
f∈E(G2)
dG(f, u) +m2
∑
g∈E(G1)
dG(g, u) +m1m2.
2
G1 G2
u
Figure 1: The graph G in Lemma 2
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Figure 2: The graphs G and G′ in Lemma 3
Proof. According to the definition of edge-Wiener index, we have
We(G) =
∑
f,g∈E(G)
dG(f, g)
=
∑
f,g∈E(G1)
dG1(f, g) +
∑
f,g∈E(G2)
dG2(f, g) +
∑
f∈E(G1),g∈E(G2)
dG(f, g)
= We(G1) +We(G2) +
∑
f∈E(G1),g∈E(G2)
[dG(f, u) + dG(g, u) + 1]
= We(G1) +We(G2) +
∑
f∈E(G1),g∈E(G2)
dG(f, u) +
∑
f∈E(G1),g∈E(G2)
dG(g, u) +m1m2
= We(G1) +We(G2) +m1
∑
f∈E(G2)
dG(f, u) +m2
∑
g∈E(G1)
dG(g, u) +m1m2.
That’s the end of the proof.
Lemma 3. Let G be a graph with a cut edge e′ = v1v2, and G
′ be the graph obtained
from G by contracting the edge e′ and adding a pendant edge attaching at the contracting
vertex; see Figure 2. Let |E(Gi)| = mi for i = 1, 2. If dG(vi) ≥ 2 for i = 1, 2, we have
We(G
′) < We(G).
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Proof. We calculate the edge-Wiener index of G and G′, respectively.
We(G) =
∑
f,g∈E(G)
dG(f, g)
=
∑
f,g∈E(G1)
dG1(f, g) +
∑
f,g∈E(G2)
dG2(f, g) +
∑
f∈E(G1),g∈E(G2)
dG(f, g)
+
∑
f∈E(G1)
dG(f, v1v2) +
∑
g∈E(G2)
dG(g, v1v2)
= We(G1) +We(G2) +
∑
f∈E(G1),g∈E(G2)
[dG(f, v1) + dG(g, v2) + 1 + 1]
+
∑
f∈E(G1)
dG(f, v1v2) +
∑
g∈E(G2)
dG(g, v1v2).
Also, use the same method, then we have
We(G
′) =
∑
f,g∈E(G′)
dG′(f, g)
= We(G
′
1) +We(G
′
2) +
∑
f∈E(G′
1
),g∈E(G′
2
)
[dG′(f, v1) + dG′(g, v2) + 1]
+
∑
f∈E(G′
1
)
dG′(f, v1v2) +
∑
g∈E(G′
2
)
dG′(g, v1v2).
So
We(G)−We(G
′) =
∑
f∈E(G1),g∈E(G2)
1 = m1m2 > 0.
That’s the end of the proof.
Lemma 4. Let G be a graph with an even cycle C2k = v1v2 · · · v2kv1 such that G−E(C2k)
has exactly 2k components. Let Gi be the component of G − E(C2k) that contains vi and
|E(Gi)| = mi for i = 1, 2, · · · , 2k. Let
G′ = G−
2k∑
i=2
∑
w∈NGi (vi)
wvi +
2k∑
i=2
∑
w∈NGi(vi)
wv1.
(see Figure 3). Then we have We(G
′) ≤ We(G) with equality if and only if C2k is an
end-block, that is, G ∼= G′.
Proof. If C2k is an end-block, the lemma holds clearly. Then, one can assume that C2k is
not an end-block in the following.
By the definition of edge-Wiener, we can suppose thatWe(G)−We(G
′) = T1+T2+T3+T4,
4
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Figure 3: The graph G in Lemma 4
which are
T1 =
2k∑
i=1
∑
f,g∈E(Hi)
[dG(f, g)− dG′(f, g)],
T2 =
∑
f,g∈E(C2k)
[dG(f, g)− dG′(f, g)],
T3 =
∑
1≤i<j≤2k
∑
f∈E(Hi),g∈E(Hj)
[dG(f, g) − dG′(f, g)],
T4 =
2k∑
i=1
∑
f∈E(Hi),g∈E(C2k)
[dG(f, g)− dG′(f, g)].
According to the structure of G and G′, we have T1 = T2 = 0 clearly. Then we calculate T3
and T4.
T3 =
∑
1≤i<j≤2k
∑
f∈E(Hi),g∈E(Hj)
[dG(f, g)− dG′(f, g)]
=
∑
1≤i<j≤2k
∑
f∈E(Hi),g∈E(Hj)
[dG(f, vi) + dG(g, vj) + dG(vj , vi) + 1]
−
∑
1≤i<j≤2k
∑
f∈E(Hi),g∈E(Hj)
[dG′(f, v1) + dG′(g, v1) + 1]
=
∑
1≤i<j≤2k
∑
f∈E(Hi),g∈E(Hj)
dG(vi, vj).
By dG(vi, vj) > 0 when i 6= j, we have T3 > 0. Now let’s start T4. We say the sum
of the edges in each branch Hi is equal to ni =
∑2k
1 mi, each edge of the cycle C2k
is ei for i = 1, 2, · · · , 2k. The sum distance between ei and g (g ∈ E(Hi)) is equal to∑
1≤i≤2k,1≤j≤2k,g∈E(Hj)
dG(ei, g).
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In graph G, dG(ei, g) = dG(g, vj)+dG(ei, vj)+1, and in graph G
′, dG′(ei, g) = dG′(g, v1)+
dG′(ei, v1) + 1, for vj is the cut vertex of Hj. Minus equal parts, we have
T4 =
2k∑
i=1
∑
f∈E(Hi),g∈E(C2k)
[dG(f, g)− dG′(f, g)]
=
∑
1≤i≤2k,1≤j≤2k,g∈E(Hj)
dG(ei, g) −
∑
1≤i≤2k,1≤j≤2k,g∈E(Hj)
dG′(ei, g).
Now use the previous results,
T4 =
∑
1≤i≤2k,1≤j≤2k
mjdG(ei, vj)−
∑
1≤i≤2k,1≤j≤2k
mjdG′(ei, v1)
=
∑
1≤j≤2k
[mj
2k∑
i=1
dG(ei, vj)]−
∑
1≤j≤2k
[mj
2k∑
i=1
dG′(ei, v1)].
In graph G, the sum distance between the edge ei and vertex v1 is
∑2k
i=1 dG(ei, v1) and
2k∑
i=1
dG(ei, v1) = [(0 + 1 + 2 + 3 + · · · k − 1)× 2] = k(k − 1).
that means the sum distance of every edge from C2k to v1 is k(k − 1). Now let’s cal-
culate graph G′, the cycle C2k has symmetry, for every cut vertex vs and vt, we have∑2k
i=1 dG′(ei, vs) =
∑2k
i=1 dG′(ei, vt), so
T4 = [m1k(k − 1) +m2k(k − 1) +m3k(k − 1) + · · ·+m2kk(k − 1)]
− [m1k(k − 1) +m2k(k − 1) +m3k(k − 1) + · · ·+m2kk(k − 1)]
= 0.
Now we know T1 = T2 = T4 = 0, so
We(G) −We(G
′) = T1 + T2 + T3 + T4 = T3 > 0.
That’s the end of the proof.
Lemma 5. Let G be a graph with an odd cycle C2k+1 = v1v2 · · · v2k+1v1 such that G −
E(C2k+1) has exactly 2k + 1 components. Let Gi be the component of G − E(C2k+1) that
contains vi and |E(Gi)| = mi for i = 1, 2, · · · , 2k + 1. Let
G′ = G−
2k+1∑
i=2
∑
w∈NGi (vi)
wvi +
2k+1∑
i=2
∑
w∈NGi(vi)
wv1.
Then we have We(G
′) ≤ We(G) with equality if and only if C2k+1 is an end-block, that is,
G ∼= G′.
Proof. If C2k+1 is an end-block, the lemma holds clearly. Then, one can assume that
C2k+1 is not an end-block in the following.
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By the definition of edge-Wiener, we can suppose that We(G) −We(G
′) = S1 + S2 +
S3 + S4, where
S1 =
2k+1∑
i=1
∑
f,g∈E(Hi)
[dG(f, g)− dG′(f, g)],
S2 =
∑
f,g∈E(C2k+1)
[dG(f, g)− dG′(f, g)],
S3 =
∑
1≤i<j≤2k+1
∑
f∈E(Hi),g∈E(Hj)
[dG(f, g)− dG′(f, g)],
S4 =
2k+1∑
i=1
∑
f∈E(Hi),g∈E(C2k+1)
[dG(f, g)− dG′(f, g)].
According to the structure of G and G′, we have S1 = S2 = 0 clearly. Then we calculate S3
and S4.
S3 =
∑
1≤i<j≤2k+1
∑
f∈E(Hi),g∈E(Hj)
[dG(f, g)− dG′(f, g)]
=
∑
1≤i<j≤2k+1
∑
f∈E(Hi),g∈E(Hj)
[dG(f, vi) + dG(g, vj) + dG(vj , vi) + 1]
−
∑
1≤i<j≤2k+1
∑
f∈E(Hi),g∈E(Hj)
[dG′(f, v1) + dG′(g, v1) + 1]
=
∑
1≤i<j≤2k
∑
f∈E(Hi),g∈E(Hj)
dG(vi, vj).
If i 6= j, dG(vi, vj) > 0. So S3 > 0.
S4 =
2k+1∑
i=1
∑
f∈E(Hi),g∈E(C2k+1)
[dG(f, g)− dG′(f, g)]
=
∑
1≤i≤2k+1,1≤j≤2k+1,g∈E(Hj)
dG(ei, g) −
∑
1≤i≤2k+1,1≤j≤2k+1,g∈E(Hj)
dG′(ei, g)
=
∑
1≤i≤2k+1,1≤j≤2k+1
mjdG(ei, vj)−
∑
1≤i≤2k+1,1≤j≤2k+1
mjdG′(ei, v1)
=
∑
1≤j≤2k+1
[mj
2k+1∑
i=1
dG(ei, vj)]−
∑
1≤j≤2k+1
[mj
2k+1∑
i=1
dG′(ei, v1)].
It can be checked that
2k+1∑
i=1
dG(ei, v1) = [(0 + 1 + 2 + 3 + · · ·+ k − 1)× 2 + k] = k
2.
Then,
S4 = [m1k
2 +m2k
2 +m3k
2 + · · ·+m2kk
2 +m2k+1k
2]
− [m1k
2 +m2k
2 +m3k
2 + · · ·+m2kk
2 +m2k+1k
2]
= 0.
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Figure 4: The graphs G and G′ in Lemma 6
Now we know S1 = S2 = S4 = 0, so
We(G) −We(G
′) = S1 + S2 + S3 + S4 = S3 > 0
That’s the end of the proof.
Lemma 6. Let Cr = v1v2 · · · vrv1 (r ≥ 5) be an end-block of G with dG(v1) ≥ 2. Let
G′ = G − vr−1vr − v2v3 + vr−1v1 + v3v1; see Figure 4. Let m = |E(G0)|. Then we have
We(G
′) < We(G).
Proof. We calculate the edge-Wiener index of G and G′, respectively. We will deal with
the problem with two cases according to the parity of r.
Case 1. r is even.
By the definition of edge-Wiener, we can suppose that
We(G)−We(G
′) = T1 + T2 + T3 + T4 + T5 + T6.
Where,
T1 =
∑
f,g∈E(G0)
dG(f, g)−
∑
f,g∈E(G0)
dG′(f, g),
T2 =
∑
f,g∈E(Cr)
dG(f, g) −
∑
f,g∈E(Cr−2)
dG′(f, g),
T3 =
∑
f∈E(Cr),g∈E(G0)
dG(f, g) −
∑
f∈E(Cr−2),g∈E(G0)
dG′(f, g),
T4 = 0− 2
∑
f∈E(Cr−2)
dG′(v1v2, f),
T5 = 0− 2
∑
f∈E(G0)
dG′(v1v2, f),
T6 = 0− dG′(v1vr, v1v2) = −1.
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It is not difficult to find that T1 = 0 and the edge-Wiener index of cycle Cr is equal to the
Wiener index, so as to We(Cr) = W (Cr). By the fact that the Wiener index of a cycle
equal to its edge-Wiener, then by Lemma 1, one has that
T2 =
∑
f,g∈E(Cr)
dG(f, g)−
∑
f,g∈E(Cr−2)
dG′(f, g)
= We(Cr)−We(Cr−2)
=
3
8
r3 −
3
8
(r − 3)3.
By the symmetry of the cycle, we have
T3 =
∑
f∈E(Cr),g∈E(G0)
dG(f, g)−
∑
f∈E(Cr−2),g∈E(G0)
dG′(f, g)
=
∑
f∈E(Cr−2),g∈E(G0)
dG′(f, g) + 2
∑
f∈E(G0)
dG′(f, e0)−
∑
f∈E(Cr−2),g∈E(G0)
dG′(f, g)
= 2
∑
f∈E(G0)
dG′(f, e0)
with e0 = v r
2
v r
2
+1. By calculation, we have
T4 = 0− 2
∑
f∈E(Cr−2)
dG′(v1v2, f)
= −2× 2× (1 + 2 + 3 + · · ·+
r
2
− 1)
= −4
r
2
−1∑
i=1
i,
T5 = −2
∑
f∈E(G0)
dG′(v1v2, f), T6 = −1.
Thus,
We(G)−We(G
′) = T1 + T2 + T3 + T4 + T5 + T6
=
9
4
r2 −
9
2
r + 3 + 2
∑
f∈E(G0)
(
r
2
− 1)−
1
2
(r2 − 2r)− 1
=
7
4
r2 + (m−
7
2
)r − 2m+ 2(r ≥ 5).
We can get it easily that We(G)−We(G
′) > 0 for r is even when r ≥ 5.
Case 2. r is odd.
By the definition of edge-Wiener, we can suppose that
We(G)−We(G
′) = S1 + S2 + S3 + S4 + S5 + S6.
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Where,
S1 =
∑
f,g∈E(G0)
dG(f, g) −
∑
f,g∈E(G′0)
dG′(f, g),
S2 =
∑
f,g∈E(Cr)
dG(f, g)−
∑
f,g∈E(Cr−2)
dG′(f, g),
S3 =
∑
f∈E(Cr),g∈E(G0)
dG(f, g)−
∑
f∈E(Cr−2),g∈E(G0)
dG′(f, g),
S4 = 0− 2
∑
f∈E(Cr−2)
dG′(v1v2, f),
S5 = 0− 2
∑
f∈E(G0)
dG′(v1v2, f),
S6 = 0− dG′(v1vr, v1v2) = −1.
It can be checked that S1 = 0, and S2 =
1
8r(r
2 − 1)− 18(r − 2)[(r − 2)
2 − 1],
S3 = 2
∑
f∈E(G0)
[dG′(f, v0) + (
r − 1
2
− 1) + 1] +
∑
f∈E(G0)
(
r − 1
2
−
r − 3
2
),
S4 = 0− 2
∑
f∈E(Cr−2)
dG′(v1v2, f) = −[2× (2
r−3
2∑
i=1
i+
r − 3
2
+ 1)].
Then,
We(G)−We(G
′) = S1 + S2 + S3 + S4 + S5 + S6
=
1
4
r2 + (m−
1
2
)r − 2m+
3
4
.
We can get it easily that We(G)−We(G
′) > 0 for r is odd when r ≥ 5.
Lemma 7. Let Cr = v1v2v3v4v1 be an end-block of G with dG(v1) ≥ 2. Let G
′ = G −
−v1v4 + v2v4; see Figure 5. Let m = |E(G0)|. Then we have We(G
′) < We(G).
Proof. By definition, we have
We(G)−We(G
′) =
∑
f,g∈E(G0)
[dG(f, g)− dG′(f, g)] + [
∑
f,g∈E(C4)
dG(f, g)−
∑
f,g∈E(C3)
dG′(f, g)]
+ [
∑
f∈E(G0),g∈E(C4)
dG(f, g)−
∑
f∈E(G0),g∈E(C3)
dG′(f, g)]
−
∑
f∈E(C3)
dG′(v1v2, f)−
∑
f∈E(G0)
dG′(v1v2, f)
=
43
8
−
3× (32 − 1)
8
+
∑
f∈E(G0)
[dG(f, v1) + 1 + 1]− 4−
∑
f∈E(G0)
[dG′(f, v1) + 1]
= 1 +
∑
f∈E(G0)
1
= 1 +m > 0.
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Figure 5: The graphs G and G′ in Lemma 7
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Figure 6: The graphs G in Lemma 8
That’s end of the proof.
Let Hi be a connected graph with xi ∈ V (Hi) and suppose that |V (Hi)| = ni, |E(Hi) |=
mi for i = 1, 2, · · · , l with n1 = max {n1, n2, · · · , nl}, m1 = max {m1,m2, · · · ,ml}. Let
Cl = v1v2 · · · vlv1 be a cycle of length l ≥ 4 and Dl = Cl − v1vl + vl−2vl. The graph
G is obtained from Cl and H1, · · · ,Hl by identifying xi with vi for i = 1, 2, · · · , l. The
graph G′ is obtained from G by deleting the edge v1vl and adding an edge vl−2vl, i.e.,
G′ = G− v1vl + vl−2vl.
Lemma 8. Let G and G′ be the above specified graphs; see Figure 6. Let |E(Hi)| = mi for
i = 1, 2, · · · , l. Then we have
(1) If l = 4, then We(G) ≤ We(G
′) with equality if and only if m1 = m2 = m3 = m4 = 1.
(2) If l ≥ 5, then We(G) < We(G
′).
Proof. (1) l = 4. By definition and a direct calculation, one has that
We(G
′)−We(G) = m1m4 −m2m4 + 2m1 −m2 − 1 = (m1 −m2)m4 + 2m1 −m2 − 1 ≥ 0
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with equality if and only if m1 = m2 = m3 = m4 = 1.
(2) l ≥ 5. We proceed by considering the parity of l in the following manner.
Case 1. l is even, let l = 2k with l ≥ 3.
Then according to the definition of We(G) we obtain
We(G
′)−We(G) =
∑
f,g∈E(G′)
dG′(f, g)−
∑
f,g∈E(G)
dG(f, g)
=
2k∑
i=1
∑
f,g∈E(Hi)
[dG′(f, g)− dG(f, g)] +
∑
1≤i<j≤2k
∑
f∈E(Hi),g∈E(Hj)
[dG′(f, g)− dG(f, g)]
+
∑
f,g∈E(Dl)
dG′(f, g)−
∑
f,g∈E(Cl)
dG(f, g)
+
∑
1≤i≤2k,ei∈E(Dl),1≤j≤2k,g∈E(Hj)
dG′(ei, g) −
∑
1≤i≤2k,ei∈E(Cl),1≤j≤2k,g∈E(Hj)
dG(ei, g).
We suppose S1, S2, S3, S4 in the following meaning
S1 =
2k∑
i=1
∑
f,g∈E(Hi)
[dG′(f, g)− dG(f, g)],
S2 =
∑
1≤i<j≤2k
∑
f∈E(Hi),g∈E(Hj)
[dG′(f, g)− dG(f, g)],
S3 =
∑
f,g∈E(Dl)
dG′(f, g)−
∑
f,g∈E(Cl)
dG(f, g),
S4 =
∑
1≤i≤2k,ei∈E(Dl),1≤j≤2k,g∈E(Hj)
dG′(ei, g)−
∑
1≤i≤2k,ei∈E(Cl),1≤j≤2k,g∈E(Hj)
dG(ei, g).
It is not difficult to that S1 = 0. Now let’s calculate S2,
S2 =
∑
1≤i<j≤2k
∑
f∈E(Hi),g∈E(Hj)
[dG′(f, g) − dG(f, g)]
=
∑
1≤i<j≤2k
mimj[dG′(vi, vj)− dG(vi, vj)]
= [
k−2∑
i=1
(
k+i∑
j=i+1
+
2k∑
j=k+i+1
) +
2k−2∑
i=k−1
(
2k−1∑
j=i+1
+
∑
j=2k
) +
∑
i=2k−1
∑
j=2k
]
×mimj[dG′(vi, vj)− dG(vi, vj)].
It can be checked that dG′(vi, vj)− dG(vi, vj) = 0 holds for (i, j) ∈ A ∪B ∪C, where
A = {(i, j)|1 ≤ i ≤ k − 2, i + 1 ≤ j ≤ k + i},
B = {(i, j)|k − 1 ≤ i ≤ 2k − 2, i+ 1 ≤ j ≤ 2k − 1},
C = {(i, j)|i = 2k − 1, j = 2k}.
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Hence,
S2 = (
k−2∑
i=1
2k∑
j=k+i+1
+
2k−2∑
i=k−1
∑
j=2k
)mimj[dG′(vi, vj)− dG(vi, vj)]
=
k−2∑
i=1
2k−1∑
j=k+i+1
mimj(2j − 2i− 2k) +
k−2∑
i=1
mim2k(2k − 2i− 1) +mk−1m2k −
2k−2∑
i=k
mim2k
=
k−2∑
i=2
2k−1∑
j=k+i+1
mimj(2j − 2i− 2k) +
k−2∑
i=2
mim2k(2k − 2i− 1)
+
2k−1∑
j=k+2
m1mj(2j − 2k − 2) +m1m2k(2k − 3) +mk−1m2k −
2k−2∑
i=k
mim2k.
It obvious that 2j−2i−2k > 0 for k+i+1 ≤ j ≤ 2k−1 and 2k−2i−1 > 0 for 2 ≤ i ≤ k−2.
This gives
S2 >
2k−1∑
i=k+2
m1mi(2i− 2k − 2) +m1m2k(2k − 3) +mk−1m2k −
2k−2∑
i=k
mim2k
=
2k−2∑
i=k+2
[m1mi(2i− 2k − 2)−mim2k] +m1m2k−1(2k − 4) +m1m2k(2k − 3)
+mk−1m2k −mkm2k −mk+1m2k.
Note that m1 = max {m1,m2, · · · ,ml}. Hence,
m1mi(2i − 2k − 2)−mim2k ≥ mim2k(2i− 2k − 2)−mim2k
= mim2k(2i− 2k − 3)
= mim2k[2(i − k − 2) + 1] > 0.
For k + 2 ≤ i ≤ 2k − 2, we have
S2 > m1m2k−1(2k − 4) +m1m2k(2k − 3) +mk−1m2k −mkm2k −mk+1m2k
> m1m2k(2k − 3)−mkm2k −mk+1m2k
= m1m2k(k − 1)−mkm2k +m1m2k(k − 2)−mk+1m2k
≥ mkm2k(k − 1)−mkm2k +mk+1m2k(k − 2)−mk+1m2k
= mkm2k(k − 2) +mk+1m2k(k − 3) > 0.
Thus, when k ≥ 3, we have S2 > 0.
Then we calculate S3. By Lemma 1, one has that if l = 2k, We(Cl) = W (Cl) =
W (C2k) =
1
8 l
3 = 18(2k)
3 = k3, We(Pl−2) = W (Pl−3) =
1
6(l − 2)(l − 3)(l − 4). Suppose the
sum distance of all edged in Dl is We(Dl), ms = |E(C3)| = 3, mt = |E(Pl−2)| = l−3. Then
by Lemma 2, one has that
We(Dl) = We(C3) +We(Pl−2) +ms
∑
f∈E(Pl−2)
dDl(f, u) +mt
∑
g∈E(C3)
dDl(g, u) +msmt
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so we have,
S3 =
∑
f,g∈E(Dl)
dG′(f, g)−
∑
f,g∈E(Cl)
dG(f, g)
= We(Dl)−We(Cl)
=
4
3
k3 −
13
3
k + 5− k3
=
1
3
k3 −
13
3
k + 5 > 0.
S4 maybe a little intractable,
S4 =
∑
1≤i≤2k,ei∈E(Dl),1≤j≤2k,g∈E(Hj)
dG′(ei, g) −
∑
1≤i≤2k,ei∈E(Cl),1≤j≤2k,g∈E(Hj)
dG(ei, g)
=
∑
1≤j≤2k
[mj
∑
1≤i≤2k,ei∈E(Dl)
dG′(ei, vj)]−
∑
1≤j≤2k
[mj
∑
1≤i≤2k,ei∈E(Cl)
dG(ei, vj)]
=
∑
1≤j≤2k
[mj
∑
1≤i≤2k,ei∈E(Dl)
dG′(ei, vj)−mj
∑
1≤i≤2k,ei∈E(Cl)
dG(ei, vj)]
=
k−1∑
i=1
mi[i
2 − (2k + 2)i+ k2 + 2k − 1]−mk − 2mk+1 −mk+2
+
2k−2∑
i=k+3
mi[i
2 − (2k + 2)i+ k2 + 2k − 1] +m2k−1(k − 2)
2 +m2k(k − 2)
2
= m1(k
2 − 2) +
k−1∑
i=2
mi[i
2 − (2k + 2)i+ k2 + 2k − 1]−mk − 2mk+1 −mk+2
+
2k−2∑
i=k+3
mi[i
2 − (2k + 2)i+ k2 + 2k − 1] +m2k−1(k − 2)
2 +m2k(k − 2)
2.
When k ≥ 3, we can calculate that i2− (2k+2)i+ k2+2k− 1 > 0 when 1 ≤ i ≤ k− 1, and
k + 3 ≤ i ≤ 2k − 2, and min {k2 − 2} = 7, so m1(k
2 − 2) −mk − 2mk+1 −mk+2 ≥ 7m1 −
mk− 2mk+1−mk+2 with m1 = max {m1,m2, · · · ,ml}, so 7m1−mk− 2mk+1−mk+2 > 0,
then S4 > 0.
Then,
We(G
′)−We(G) = S1 + S2 + S3 + S4 > 0.
Thus, We(G) < We(G
′) for l = 2k with k ≥ 3.
Case 2. l is odd, let l = 2k + 1 with l ≥ 2.
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Then according to the definition of edge-Wiener index, one has that
We(G
′)−We(G) =
∑
f,g∈E(G′)
dG′(f, g)−
∑
f,g∈E(G)
dG(f, g)
=
2k+1∑
i=1
∑
f,g∈E(Hi)
[dG′(f, g)− dG(f, g)]
+
∑
1≤i<j≤2k+1
∑
f∈E(Hi),g∈E(Hj)
[dG′(f, g)− dG(f, g)]
+
∑
f,g∈E(Dl)
dG′(f, g)−
∑
f,g∈E(Cl)
dG(f, g)
+
∑
1≤i≤2k+1,ei∈E(Dl),1≤j≤2k+1,g∈E(Hj)
dG′(ei, g)
−
∑
1≤i≤2k+1,ei∈E(Cl),1≤j≤2k+1,g∈E(Hj)
dG(ei, g).
We suppose T1, T2, T3, T4 in the following meaning
T1 =
2k+1∑
i=1
∑
f,g∈E(Hi)
[dG′(f, g)− dG(f, g)],
T2 =
∑
1≤i<j≤2k+1
∑
f∈E(Hi),g∈E(Hj)
[dG′(f, g)− dG(f, g)],
T3 =
∑
f,g∈E(Dl)
dG′(f, g)−
∑
f,g∈E(Cl)
dG(f, g),
T4 =
∑
1≤i≤2k+1,ei∈E(Dl),1≤j≤2k+1,g∈E(Hj)
dG′(ei, g) −
∑
1≤i≤2k+1,ei∈E(Cl),1≤j≤2k+1,g∈E(Hj)
dG(ei, g).
It is not difficult to find that T1 = 0. Now let’s calculate T2,
T2 =
∑
1≤i<j≤2k+1
∑
f∈E(Hi),g∈E(Hj)
[dG′(f, g)− dG(f, g)]
=
∑
1≤i<j≤2k+1
mimj[dG′(vi, vj)− dG(vi, vj)]
= [
k−1∑
i=1
(
k+i∑
j=i+1
+
2k+1∑
j=k+i+1
) +
2k−1∑
i=k
(
2k∑
j=i+1
+
∑
j=2k+1
) +
∑
i=2k
∑
j=2k+1
]
×mimj[dG′(vi, vj)− dG(vi, vj)].
It can be checked that dG′(vi, vj)− dG(vi, vj) = 0 holds for (i, j) ∈ A
′ ∪B′ ∪ C ′, where
A′ = {(i, j)|1 ≤ i ≤ k − 1, i+ 1 ≤ j ≤ k + i}
B′ = {(i, j)|k ≤ i ≤ 2k − 1, i+ 1 ≤ j ≤ 2k}
C ′ = {(i, j)|i = 2k, j = 2k + 1}
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Hence,
T2 = (
k−1∑
i=1
2k+1∑
j=k+i+1
+
2k−1∑
i=k
∑
j=2k+1
)mimj[dG′(vi, vj)− dG(vi, vj)]
=
k−1∑
i=1
2k∑
j=k+i+1
mimj(2j − 2i− 2k − 1) +
k−1∑
i=1
mim2k+1(2k − 2i)−
2k−1∑
i=k+1
mim2k+1
=
k−1∑
i=2
2k∑
j=k+i+1
mimj(2j − 2i− 2k − 1) +
k−1∑
i=2
mim2k+1(2k − 2i)
+
2k∑
j=k+2
m1mj(2j − 2k − 3) +m1m2k+1(2k − 2)−
2k−1∑
i=k+1
mim2k+1.
It obvious that 2j− 2i− 2k− 1 > 0 for k+ i+1 ≤ j ≤ 2k and 2k− 2i > 0 for 2 ≤ i ≤ k− 1.
This gives
T2 >
2k∑
i=k+2
m1mi(2i− 2k − 3) +m1m2k+1(2k − 2)−
2k−1∑
i=k+1
mim2k+1
=
2k−1∑
i=k+2
[m1mi(2i− 2k − 3)−mim2k+1]
+m1m2k(2k − 3) +m1m2k+1(2k − 2)−mk+1m2k+1.
Note that m1 = max {m1,m2, · · · ,ml}. Hence,
m1mi(2i − 2k − 3)−mim2k+1 ≥ mim2k+1(2i − 2k − 3)−mim2k+1
= mim2k+1(2i − 2k − 4)
= 2mim2k+1(i− k − 2) ≥ 0
for k + 2 ≤ i ≤ 2k − 1. Therefore, we obtain
T2 > m1m2k(2k − 3) +m1m2k+1(2k − 2) +mk+1m2k+1
≥ m1m2k(2k − 3) +mk+1m2k+1(2k − 2) −mk+1m2k+1
= m1m2k(2k − 3) +mk+1m2k+1(2k − 3).
Then, we have T2 > 0 when k ≥ 2.
Then we calculate T3. Then by Lemma 1, one has that, when l = 2k + 1, We(Cl) =
W (Cl) = W (C2k+1) =
1
8 (l
2 − 1) = 18k(k + 1)(2k + 1), We(Pl−2) = W (Pl−3) =
1
6(l − 2)(l −
3)(l − 4). Suppose the sum distance of all edged in Dl is We(Dl), ms = |E(C3)| = 3,
mt = |E(Pl−2)| = l − 3. Then by Lemma 2, one has that
We(Dl) = We(C3) +We(Pl−2) +ms
∑
f∈E(Pl−2)
dDl(f, u) +mt
∑
g∈E(C3)
dDl(g, u) +msmt
16
so we have,
T3 =
∑
f,g∈E(Dl)
dG′(f, g)−
∑
f,g∈E(Cl)
dG(f, g)
= We(Dl)−We(Cl)
=
4
3
k3 + 2k2 −
10
3
k + 3−
1
2
k(k + 1)(2k + 1)
=
1
3
k3 +
1
2
k2 −
23
6
k + 3 > 0.
T4 maybe a little intractable,
T4 =
∑
1≤i≤2k+1,ei∈E(Dl),1≤j≤2k+1,g∈E(Hj)
dG′(ei, g) −
∑
1≤i≤2k+1,ei∈E(Cl),1≤j≤2k+1,g∈E(Hj)
dG(ei, g)
=
∑
1≤j≤2k+1
[mj
∑
1≤i≤2k+1,ei∈E(Dl)
dG′(ei, vj)]−
∑
1≤j≤2k+1
[mj
∑
1≤i≤2k+1,ei∈E(Cl)
dG(ei, vj)]
=
∑
1≤j≤2k+1
[mj
∑
1≤i≤2k+1,ei∈E(Dl)
dG′(ei, vj)−mj
∑
1≤i≤2k+1,ei∈E(Cl)
dG(ei, vj)]
=
k−1∑
i=1
mi[i
2 − (2k + 3)i + k2 + 3k] − 2mk+1 − 2mk+2
+
2k−1∑
i=k+3
mi[i
2 − (2k + 3)i+ k2 + 3k] +m2k(k − 1)(k − 2) +m2k+1(k − 1)(k − 2)
= m1(k
2 + k − 2) +
k−1∑
i=2
mi[i
2 − (2k + 3)i+ k2 + 3k]− 2mk+1 − 2mk+2
+
2k−1∑
i=k+3
mi[i
2 − (2k + 3)i+ k2 + 3k] +m2k(k − 1)(k − 2) +m2k+1(k − 1)(k − 2).
When k ≥ 2, we can calculate that i2 − (2k + 3)i + k2 + 3k ≥ 0 when i ≤ i ≤ k − 1 and
k + 3 ≤ i ≤ 2k − 1, and min {k2 + k − 2} = 4, so m1(k
2 + k − 2) − 2mk+1 − 2mk+2 ≥
4m1−2mk+1−mk+2 with m1 = max {m1,m2, · · · ,ml}, so 4m1−2mk+1−mk+2 ≥ 0, then
T4 > 0. Thus
We(G
′)−We(G) = T1 + T2 + T3 + T4 > 0.
Thus, We(G) < We(G
′) for l = 2k + 1 with k ≥ 2.
That’s end of the proof.
Let Gi be a connected ni-vertex graph satisfying |V (Gi)| = ni, |E(Gi)| = mi, and
ni ≥ 2, i = 1, 2, 3, m0 = |E(G0)|. Denote the farthest vertex from vertex u1 in G1 by v
and the farthest vertex from u2 in G2 by w. Let G0 be the graph obtained from G1, G2 by
identifying u1 with u2 as a new vertex u. Then G and G
′ are the graphs obtained from the
graphs G0 and G3 by identifying u3 with u and v, respectively. The graphs G and G
′ are
depicted in Figure 7.
Lemma 9. Let G, G′ be the above specified graphs; see Figure 7. Then We(G) ≤ We(G
′)
with equality if and only if m2 ≥ m1.
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Figure 7: The graph G and G′ in Lemma 9
Proof. We calculate the edge-Wiener index of G and G′, respectively. By Lemma 2,
We(G) = We(G0) +We(G3) +m3
∑
f∈E(G0)
dG(f, u) +m0
∑
g∈E(G3)
dG(g, u) +m0m3
We(G
′) = We(G0) +We(G3) +m3
∑
f∈E(G0)
dG′(f, v) +m0
∑
g∈E(G3)
dG′(g, v) +m0m3
We(G
′)−We(G) = m3[
∑
f∈E(G0)
dG′(f, v)−
∑
f∈E(G0)
dG(f, u)]
+m0[
∑
g∈E(G3)
dG′(g, v) −
∑
g∈E(G3)
dG(g, u)]
= m3[
∑
f∈E(G1)
dG′(f, v) +
∑
f∈E(G2)
dG′(f, v)]
−m3[
∑
f∈E(G1)
dG(f, u) +
∑
f∈E(G2)
dG(f, u)]
= m3{
∑
f∈E(G1)
[dG′(f, v)− dG(f, u)] +m2dG1(u, v)}
≥ m3[−m1dG1(u, v) +m2dG1(u, v)]
= m3(m2 −m1)dG1(u, v)
and m2 ≥ m1, so We(G
′)−We(G) ≥ 0.
That’s the end of the proof.
Let Gi be a connected ni-vertex graph satisfying |V (Gi)| = ni, |E(Gi)| = mi, and
ni ≥ 2, for i = 1, 2, 3, m0 = |E(G0)|. For any vertex xi ∈ V (Gi), denote the farthest vertex
from vertex x2 in G2 by u2. The graph G0 is obtained from G2, G3 and C3 = v1v2v3v1 by
identifying xi with vi for i = 2, 3. Then the graph G and G
′ are obtained from G0 and G1
by identifying x1 with v1 and u2, respectively. The graphs G and G
′ are depicted in Figure
8.
Lemma 10. Let G, G′ be the above specified graphs; see Figure 8. Then We(G) < We(G
′)
with m3 ≥ m2.
Proof. We calculate the edge-Wiener index of G and G′, respectively. By Lemma 2,
We(G) = We(G1) +We(G0) +m1
∑
f∈E(G0)
dG(f, v1) +m0
∑
g∈E(G1)
dG(g, v1) +m0m1.
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Figure 8: The graph G and G′ in Lemma 10
We(G
′) = We(G1) +We(G0) +m1
∑
f∈E(G0)
dG′(f, u2) +m0
∑
g∈E(G1)
dG′(g, u2) +m0m1.
Then,
We(G
′)−We(G) = m1[
∑
f∈E(G0)
dG′(f, u2)−
∑
f∈E(G0)
dG(f, v1)]
= m1[
∑
f∈E(G2)
dG′(f, u2) +
∑
f∈E(G3)
dG′(f, u2) + dG′(v1v2, u2) + dG′(v1v3, u2) + dG′(v2v3, u2)]
−m1[
∑
f∈E(G2)
dG(f, v1) +
∑
f∈E(G3)
dG(f, v1) + dG(v1v2, v1) + dG(v1v3, v1) + dG(v2v3, v1)]
= m1{
∑
f∈E(G2)
[dG′(f, u2)− dG(f, v1)] +
∑
f∈E(G3)
[dG′(f, u2)− dG(f, v1)]}
+m1[dG′(u2, v2) + 1 + dG′(u2, v2) + dG′(u2, v2)− 1]
= m1{
∑
f∈E(G2)
[dG′(f, u2)− 1− dG(f, v2)] +m3dG′(u2, v2) + 3dG′(u2, v2)}
≥ m1{−m2[dG′(v2, u2)− 1] +m3dG′(u2, v2) + 3dG′(u2, v2)}
= m1[(m3 −m2)dG′(u2, v2) +m2 + 3dG′(u2, v2)].
By m3 ≥ m2, so We(G
′)−We(G) > 0.
That’s the end of the proof.
For v ∈ V (G), we define
Dv(G) =
∑
f∈E(G)
dG(v, f).
Consider any two connected graphs G1, G2, where u1 ∈ V (G1) and |V (G1)| = ni ≥ 2,
|E(Gi)| = mi, i = 1, 2, m0 = |E(G0)| = |E(G
′
0)|, and G2 is not a path. Let u, v be the
end-vertices of a longest path of G2. Clearly, n2 = |V (G2)| ≥ 3. The graph G is obtained
from G1, G2 and Ps = p1p2 · · · ps by identifying u1 with u and v with p1, respectively.
The graph G′ is obtained from G1, G2 and Ps = p1p2 · · · ps in a similar manner, which are
depicted in Figure 9.
Lemma 11. Let G, G′ be the above specified graphs; see Figure 9. Then We(G) < We(G
′)
with Dv(G2) ≥ Du(G2).
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Figure 9: The graph G and G′ in Lemma 11
Proof. We calculate the edge-Wiener index of G and G′, respectively. By Lemma 2,
We(G) = We(G1) +We(G0) +m1
∑
f∈E(G0)
dG(f, u) +m0
∑
g∈E(G1)
dG(g, u) +m0m1.
We(G
′) = We(G1) +We(G
′
0) +m1
∑
f∈E(G′0)
dG′(f, u1) +m0
∑
g∈E(G1)
dG′(g, u1) +m0m1.
According to the structure of the graph, m0
∑
g∈E(G1)
dG(g, u) = m0
∑
g∈E(G1)
dG′(g, u1).
So
We(G
′)−We(G) = m1
∑
f∈E(G′0)
dG′(f, u1)−m1
∑
f∈E(G0)
dG(f, u).
Let the length of the path Ps = p1p2 · · · ps be s, s = |E(Ps)|. So,
We(G
′)−We(G) = m1
∑
f∈E(G′0)
dG′(f, u1)−m1
∑
f∈E(G0)
dG(f, u)
= m1{
∑
f∈E(Ps)
dG′(f, u1) +
∑
f∈E(G2)
[dG′(f, v) + s− 1]}
−m1{
∑
f∈E(G2)
dG(f, u) +
∑
f∈E(Ps)
[dG(f, v) + dG(u, v)]}
= m1[
∑
f∈E(G2)
dG′(f, v) +m2(s− 1)−
∑
f∈E(G2)
dG(f, u)− (s− 1)dG(u, v)]
= m1{
∑
f∈E(G2)
[dG′(f, v)− dG(f, u)] + (s− 1)[m2 − dG(u, v)]}.
ConsiderG2 is not a path, som2−d(u, v) > 0, andDv(G2) ≥ Du(G2). Then
∑
f∈E(G2)
[d(f, v)−
d(f, u)] ≥ 0, which we obtain We(G
′)−We(G) > 0.
That’s the end of the proof.
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Figure 10: The graph G and G′ in Lemma 12
Let G1, G2 be two graphs with u ∈ V (G1), V ∈ V (G2), satisfying |V (G1)| = ni ≥ 2,
|E(Gi)| = mi, i = 1, 2, m0 = |E(G0)| = |E(G
′
0)|. We assume that m2 ≥ m1 ≥ 1.
Denote a path with length s ≥ 4 by Ps = p1p2 · · · ps. Then put H = Ps + ps−2ps and
H ′ = H − ps−2ps − ps−1ps + p1ps + p2ps. The graph G is obtained from G1, G2 and H
by identifying u with p1 (resp. v with ps−1), whereas G
′ is obtained from G1, G2 and H
′
by identifying u with p1 (resp. v with ps−1). The graph H, H
′, G and G′ are depicted in
Figure 10.
Lemma 12. Let G, G′ be the above specified graphs; see Figure 10. Then We(G) ≤ We(G
′)
with equality if and only if m2 = m1.
Proof. We calculate the edge-Wiener index of G and G′, respectively. By Lemma 2,
We(G) = We(G2) +We(G0) +m0
∑
f∈E(G2)
dG(f, v) +m2
∑
g∈E(G0)
dG(g, v) +m0m2.
We(G
′) = We(G2) +We(G
′
0) +m0
∑
f∈E(G2)
dG′(f, v) +m2
∑
g∈E(G′0)
dG′(g, v) +m0m2.
Subtracting the two type,
We(G
′)−We(G) = We(G
′
0)−We(G0) +m2[
∑
g∈E(G′0)
dG′(g, v) −
∑
g∈E(G0)
dG(g, v)].
Now let’s calculate We(G
′
0)−We(G0) and m2[
∑
g∈E(G′0)
dG′(g, v)−
∑
g∈E(G0)
dG(g, v)] sep-
arately. By Lemma 2,
We(G
′
0) = We(G1) +We(GH′) +m1
∑
f∈E(H′)
dG′
0
(f, u) +mH′
∑
g∈E(G1)
dG′
0
(g, u) +m1mH′ .
We(G0) = We(G1) +We(GH) +m1
∑
f∈E(H)
dG0(f, u) +mH
∑
g∈E(G1)
dG0(g, u) +m1mH .
We(G
′
0)−We(G0) = m1[
∑
f∈E(H′)
dG′
0
(f, u)−
∑
f∈E(H)
dG0(f, u)]
= m1{(1 +
s−1−2∑
i=0
i)− [
s−1−2∑
i=0
i+ (s− 1− 2) + (s− 1− 1)]}
= m1(6− 2s).
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Figure 11: The graph C0(n, t)
then we calculatem2[
∑
g∈E(G′0)
dG′(g, v)−
∑
g∈E(G0)
dG(g, v)]. SupposeM = m2[
∑
g∈E(G′0)
dG′(g, v)−∑
g∈E(G0)
dG(g, v)], then
M = m2[
∑
g∈E(G1)
dG′(g, v) +
∑
g∈E(H′)
dG′(g, v) −
∑
g∈E(G1)
dG(g, v) −
∑
g∈E(H)
dG(g, v)]
= m2[
∑
g∈E(H′)
dG′(g, v) −
∑
g∈E(H)
dG(g, v)]
= m2[
s−1−2∑
i=0
i+ (s− 1− 2) + (s − 1− 1)−
s−1−2∑
i=0
i− 1]
= m2(2s − 6).
So we have
We(G
′)−We(G) = m1(6− 2s) +m2(2s − 6) = (m2 −m1)(2s − 6).
If m2 > m1 and s ≥ 4, (m2 −m1)(2s − 6) ≥ 0, one has that We(G
′) −We(G) > 0. When
m2 = m1, we obtain We(G
′) = We(G).
That’s the end of the proof.
3 Cactus with minimum and maxmimum edge-Wiener in-
dices in Gn,t
In this section, based on the results obtained in Section 2, we establish a sharp upper and
a lower bounds on the sum of all distances of the graphs in Gn,t.
Theorem 1. For any G ∈ Gn,t, one has that
We(G) ≥
1
2
n2 + (2t−
3
2
)n+ 3t2 − 7t+ 1
with equality if and only if G ∼= C0(n, t); see Figure 11.
Proof. Supposed that G is the graph that has minimum edge-Wiener index in Gn,t. By
Lemma 3, we have that all the cut edges of G are pendent edges. By Lemmas 4 and 5, we
can see that all the cycles of G are end-block. So we have that there exist g1, g2, · · · , gk such
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Figure 12: The graph Sw(⌊t/2⌋, ⌈t/2⌉;n − 2t− 1)
that G ∼= G(g1, g2, · · · , gk). By Lemmas 6 and 7, we have that gi = 3 for i = 1, 2, · · · , k.
Hence, G ∼= C0(n, t). By simple calculation, we have that for any G ∈ Gn,t,
We(G) ≥
1
2
n2 + (2t−
3
2
)n+ 3t2 − 7t+ 1
with equality if and only if G ∼= C0(n, t).
Let H1 (resp. H2) be a triangle-chain of length i (resp. j) with an end u (resp. v).
Joining the end u of H1 with the end v of H2 by a path Pn−2i−2j yields the saw graph
Sw(i, j;n − 2i− 2j − 1). The saw graph Sw(⌊ t2⌋, ⌈
t
2⌉;n − 2t− 1) is depicted in Figure 12.
Theorem 2. For any G ∈ Gn,t such that n ≥ 5, and t ≥ 0,one has that
(i)If t = 2k (k ≥ 0), then
We(G) ≤
1
6
n3 −
1
2
n2 +
1
3
n+ kn2 − 4k2n+
4
3
k3 + 8k2 −
10
3
k
with equality if and only if G ∼= Sw(k, k;n − 4k − 1).
(ii)If t = 2k + 1 (k ≥ 0), then
We(G) ≤
1
6
n3 −
13
6
n+ kn2 − 4k2n− 4kn −
4
3
k3 + 10k2 +
35
3
k + 5
with equality if and only if G ∼= Sw(k, k + 1;n− 4k − 3).
Proof. Choose G in G ∈ Gn,t with n ≥ 5, and t ≥ 0 such that its sum of distances is as
large as possible. We proceed by considering whether G contains cycles or not.
If G does not contain a cycle, i.e., t = 0, then G is a tree. Suppose that G is not the
path. Then apply Lemma 9 repeatedly until G contains exactly two pendant vertices. Thus,
we get
We(G) < We(Pn) = We(Sw(0, 0;n − 1)) =
1
6
n3 −
1
2
n2 +
1
3
n.
If G contains cycle(s), i.e., t ≥ 1, then G is in Gn,t with n ≥ 5 and t ≥ 1.
Claim 1. Each of the cycles contained in G is of length 3.
Proof of Claim 1. By Lemma 8, G does not contain a cycle Cl with l ≥ 5; otherwise
there exists another graph H in Gn,t such that We(G) < We(H), a contradiction to the
choice of G. In fact, if G contains a cycle C4 = v1v2v3v4v1, then we denote the components
of G − {v1v2, v2v3, v3v4, v1v4} containing v1, v2, v3, and v4, respectively, by H1, H2, H3,
and H4 with |E(H1)| ≥ |E(Hi)|, for i = 2, 3, 4. If |E(H1)| 6= |E(Hi)|, then according to
Lemma 8, we can get a new graph G′ ∈ Gn,t such that We(G) < We(G
′), a contradiction
to the choice of G. Otherwise, based on the graph transformation in Lemma 8, we have
We(G) = We(G
′). Therefore, each of the cycles contained in G must be of length 3.
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Claim 2. The graph G is a chain cactus.
Proof of Claim 2. If there is some block in G such that this block contains three cut
vertices (based on Claim 1 every in G is a triangle), then by Lemma 10, there exists a new
graph G′ in Gn,t satisfying We(G) < We(G
′), contradiction. Hence, each block in G has at
most two cut vertices. If there is some cut vertex in G such that this vertex is shared by at
least three blocks, then by Lemma 9, there is a graph G′ in Gn,t, contradiction. Thus, each
cut vertex in G is shared by exactly two blocks. That is to say, G is a chain cactus.
Claim 3. If t = 1, then the graph G has exactly one pendant path. If t ≥ 2, then G has no
pendant paths.
Proof of Claim 3. If G contains a single cycle, then by Lemma 9 we may suppose that
there are two pendant paths attached to two different vertices of this cycle. By Lemma
11, there exists a new graph G′ in Gn,t such that We(G) < We(G
′) where G′ has only one
pendant path, a contradiction. If G contains at least two cycles, then we may suppose that
G contains pendant path. Note that since G is a cactus chain (by Claim 2), the pendant
path must be attached at the leftmost (or rightmost) triangle of G. Using Lemma 11 twice,
we can obtain a graph G′ ∈ Gn,t such that We(G) < We(G
′), where G′ contains no pendant
path, a contradiction to the choice of G.
Let v be a vertex of the graph G. The degree of v, denote by d(v), is the number of first
neighbors of this vertex. Hoffman and Smith [7] defined the concept of internal path in a
graph G as a walk v0v1 · · · vs (s ≥ 1) such that the vertices v0, v1, · · · , vs are all mutually
distinct, d(v0) > 2, d(vs) > 2, and d(vi) = 2 for 0 < i < s.
Claim 4. If the graph G contains at least two cycles, then it has at most one internal path.
Proof of Claim 4. If Claim 4 would not be true, then we could suppose that G contains
at least two internal paths, say P and P ′. Taking into account Claims 1-3, we conclude
that such a graph G is a chain cactus whose block is either a triangle or an edge and G
has no pendant path. That is to say, each of the end-block of G is a triangle. Assume
that the leftmost triangle-chain in G is of length i whose end-vertex is the end-vertex of
the internal path P . Similarly, suppose that the rightmost triangle-chain in G is of length j
whose end-vertex is an end-vertex of internal path P ′. Without loss of generality, we assume
that j ≥ i ≥ 1. By our assumption, it is routine to check that i + j ≤ t − 1. Hence, one
end-vertex of P is the end-vertex of the leftmost triangle-chain of length i, the other one of
P is on a triangle, say C0. This triangle is not in the rightmost (resp. leftmost) triangle-
chain. Then we can partition G as G1 ∪H ∪ G2, where G1 is composed of the leftmost i
successive triangle, H is the internal path P together with the triangle C0, whereas G2 is
the rest subgraph of G. In other words, in the graph G2 ∼= G[E(G)−E(G1)∪E(H)] is the
connected component containing the internal path P ′. It is straightforward to check that
|E(G2)| ≥ 3j + 1 > 3i = |E(G1)|. By Lemma 12, there exists another cactus graph G
′ in
Gn,t, such that We(G) < We(G
′), a contradiction to the choice of G.
Claim 5. The graph G is isomorphic to the saw graph Sw(i, j;n−2i−2j−1) with |i−j| ≤ 1.
Proof of Claim 5. In fact, G ∼= Sw(i, j;n− 2i− 2j − 1) follows directly from Claims 1-4.
In order to complete the proof of Claim 5, it suffices to show that the saw graph Sw(i, j;n−
2i− 2j − 1) satisfies |i− j| ≤ 1. Otherwise, applying Lemma 12 to Sw(i, j;n− 2i− 2j − 1)
24
yields another cactus graph G′ in Gn,t such that We(G) < We(G
′), contradiction to the
choice of G.
By Claims 1-5, we obtain that
G ∼= Sw(⌊t/2⌋, ⌈t/2⌉;n− 2t− 1).
By a direct calculation we obtain: If t = 2k with k ≥ 0,
We(Sw(⌊t/2⌋, ⌈t/2⌉;n− 2t− 1)) =
1
6
n3 −
1
2
n2 +
1
3
n+ kn2 − 4k2n+
4
3
k3 + 8k2 −
10
3
k.
If t = 2k + 1 with k ≥ 0,
We(Sw(⌊t/2⌋, ⌈t/2⌉;n− 2t− 1)) =
1
6
n3−
13
6
n+ kn2− 4k2n− 4kn−
4
3
k3+10k2 +
35
3
k+5.
4 Concluding remarks
In this paper, the lower bound on edge-Wiener index of the cacti with n vertices and t
cycles is determined and the corresponding extremal graph is identified. Furthermore, the
upper bound on edge-Wiener index of the cacti with given cycles is established and the
corresponding extremal graph is given as well. For further study, it would be interesting to
determine the extremal graph that has the maximum edge Szeged index and revised edge
Szeged index in these class of cacti.
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