Introduction
Voices carry a wealth of information about a speaker: a person's age, sex, emotional state, state of health and identity are all encoded in a voice and can be extracted by listeners with some accuracy (Belin, Fecteau & Bédard, 2004; Lass, Hughes, Bowyer, Waters & Bourne, 1976; Linville, 1996 ; see also Mathias & von Kriegstein, 2014 for a recent review). Much of what we know about the extraction of identity-related information from voices, be that for explicit identification, recognition, or discrimination of familiar or unfamiliar voices, has been based on speech signals, produced under full volitional control and in a neutral voice -that is, a voice produced with minimal vocal effort, in modal register (e.g. Winters, Levi & Pisoni, 2008 [words]; Schweinberger, Herholz & Sommer, 1997 , Kreiman & Papcun, 1991 [extracts from discourse]; Van Lancker & Kreiman, 1987 , Perrachione, Del Tufo & Gabriele, 2011 ). This may have resulted in a somewhat skewed account of the processing of identity-related information, for two reasons.
First, speech is only one of the types of vocal signal used in human communication: non-verbal vocalizations, such as laughter, sighs, and filler sounds (e.g. "erm, uhm") permeate everyday interactions and serve many social and communicative functions. The perceptual properties of such vocalizations have, however, not been widely explored in the literature to date. It should also be noted that speech, when produced in a language familiar to the listener (see Goggin, Thompson, Strube & Simental, 1991; Winters, Levi, & Pisoni, 2008) , is uniquely rich in cues to speaker characteristics, including regional accent, lexical content and individual differences in pronunciation. Such speech-specific cues have been shown to be crucial for the extraction of speaker characteristics and identity (e.g. Remez, Fellowes & Rubin 1997) Second, vocal signals are not exclusively produced in a neutral voice. On the one hand, humans can readily change their voices volitionally, for example to convey particular social traits (Cartei, Cowles, & Reby, 2012; Hughes, Mogilski, & Harrison, 2014) and in audience-dependent ways (e.g. the exaggerated pitch contours of infantdirected speech; Shute & Wheldall, 1989) . This pronounced flexibility in voice use is illustrated in its extreme by impressionists and voice artists, who can radically change their voices to sound convincingly like a different person -a skill which has no equivalent in, for example, the visual modality (Scott, 2008) . On the other hand, transient changes in the voice introduced by involuntary and spontaneous changes in a speaker's state have been shown to drastically affect the vocal output. Authentic emotional experiences are often accompanied by spontaneous vocalizations whose production mechanisms differ dramatically from those employed to produce neutral speech (e.g. Ruch & Ekman, 2001 ). Due to physiological changes accompanying authentic emotional experiences, spontaneous vocal signals are affected at both the source (sound production by vibration of the vocal folds) and the filter (shaping of the source sound by the articulators, including the lips, tongue, jaw, soft palate).
Increased subglottal pressure, introduced by the contracting thoracic muscles, is known to modulate the source signal. This can, for example, increase the average fundamental frequency, modulate the spectral features, and introduce nonlinearities such as glottal whistles into the vocal signal (Titze, 1988 ; for spontaneous laughter, see Bryant & Aktipis, 2014; Lavan, Scott, & McGettigan, 2015) , while facial expressions associated with spontaneous vocalizations are also known to modulate the filter characteristics of the vocal tract (e.g. Aubergé & Cathiard, 2003 for smiles) . This is in stark contrast to the spoken stimuli of the kind typically used in previous studies of voice perception, which are produced under full volitional control; for example, in neutral speech the spoken source signal remains largely unaffected and stable due to the constant control over the subglottal pressure, and the filter characteristics of the vocal tract are modulated by fine articulation (Draper, Ladefoged, & Whitterridge, 1969) . While neutral speech constitutes a significant part of everyday interactions, the apparent flexibility and sources of variability in vocal signals (i.e. different types of vocalizations, effects of ill health or affective state on voice quality, and other changes introduced by variation in control over voice production) have not been accounted for in previous voice perception research.
Furthermore, listener performance in previous studies may have benefitted from cues to identity that are specific to speech, such as accent. Thus, experimental approaches to date have only explored a relatively restricted part of vocal identity perception processes and additional research into the effects of vocal variability on voice processing is required.
From a perceptual point of view, accurately extracting constant information such as person identity from a dynamic system such as the voice requires listeners to be able to generalize across highly variable vocal signals. From the speech perception literature, we know that listeners are able to generalize across highly variable realizations of linguistically meaningful information, allowing us to understand speech produced with different accents, dialects or idiosyncratic patterns, with relative ease and high accuracy (speaker normalization, e.g. Johnson, 1987) . It could thus be expected that we are also able to generalize identity-related information across other types of vocal signals, such as emotional vocalizations. There are, however, situations in which the extraction of identity-related characteristics from divergent vocal signals is less robust, for example when attempting to generalize a percept of identity for a multilingual talker producing speech in different languages (unfamiliar voices: Goggin et al., 1991; newly-learned voices: Winters et al., 2008) .
Earwitness studies have also shown that recognition accuracy decreases when (acted) emotional content is present in a recording at study, but emotionally neutral recordings are presented at test (Saslove & Yarmey, 1980; Read & Craik, 1995) . This evidence therefore suggests that in contrast to the robustness of speech content processing (i.e. the extraction of linguistic information), accurate generalizations of identity-related information may be unreliable in the presence of variability in vocal signals.
One proposed mechanism for the extraction of speaker information from vocal signals is that voices are processed in relation to prototypical representations (Kreiman & Sidtis, 2011; Latinus, McAleer, Bestelmeyer & Belin, 2013) . According to this model, unfamiliar voices are processed based on their acoustic features in a stimulus-driven way, and compared to prototypical templates based on population averages. In contrast to this, familiar voices are thought to be matched to representations of the specific speaker's vocal inventory stored in long-term memory, possibly in addition to a generic template. When determining speaker identity in perception, the prototypical templates used during unfamiliar voice processing may thus be underspecified, limiting the ability to form generalized percepts in the presence of dramatically different vocalizations and production states. When processing familiar voices, the detailed and person-specific representations can, however, provide a better fit and would facilitate accurate identity perception despite variability in vocal signals to allow better generalisation. This prediction has been to some extent demonstrated in the familiar talker advantage for speech comprehension, where listeners performed more accurately with speech produced by familiar talkers (e.g. Nygaard & Pisoni, 1998) . Whether such familiarity advantages extend from speech comprehension to the processing of identity-related information has, however, not been tested.
In two experiments, we investigated how the natural flexibility of vocal signals (introduced here by manipulating the presence or absence of authentic emotional states) affects the perception of person identity from unfamiliar (Experiments 1 and 2) and familiar voices (Experiment 2). Participants performed a speaker discrimination task judging within-and across-vocalization pairs of vowels, spontaneous laughter (Laughter s ) and volitional laughter (Laughter V ). We thus address a gap in the literature of voice processing: by using a diverse set of nonverbal vocal signals that more comprehensively represent a speaker's vocal inventory, we were able to gain novel insights into person perception from familiar and unfamiliar voices and extend the evidence from speech-based studies.
Experiments 1: Speaker discrimination in unfamiliar listeners
In a first experiment, we compared identity perception for spontaneous laughter (Laughter S ; produced during authentic amusement, under reduced volitional control), volitional laughter (Laughter V ; produced on demand, under full volitional control) and vowels (Vowels; produced volitionally as for Laughter V ). Participants performed a same-different speaker discrimination task on pairs of vocalizations, including 4 within-vocalization conditions (Vowels-Vowels, Laughter V -Laughter V , Laughter SLaughter S , Laughter V -Laughter S ) and 2 across-vocalization conditions (Laughter VVowels, Laughter S -Vowels). Previous research has shown that laughter is highly variable in its acoustic properties, including voiced, unvoiced and snort-like variations that have been shown to shape the perception of laugher attributes (Bachorowski & Owren, 2001; Bachorowski, Smoski & Owren, 2001) . Differences in volitional control over the production of laughter have furthermore been shown to affect the acoustic features of vocalizations and are perceptually salient -listeners can accurately distinguish between volitional and spontaneous vocal signals (Bryant & Aktipis, 2014; Lavan & McGettigan, in revision; Lavan, Scott & McGettigan, 2016) . Based on the hypothesis that variability in vocal signals should harm our ability to accurately discriminate between speakers, we predicted that a) speaker discrimination performance would be better for within-vocalization trials compared to across- The speakers were instructed to produce natural sounding laughter, without inducing a specific emotional state (see McGettigan et al., 2015) . Therefore, Laughter V was produced under full volitional control over the voice (and in the absence of amusement), while Laughter S was produced under reduced volitional control, in response to viewing and listening to amusing stimuli. We were thus able to contrast the perception of the same vocalization (laughter) in these different emotional contexts. The speakers also produced series of short vowels (/a/, /i/, /e/, /u/, /o/, average vowel duration within a stimulus = .35secs) with a relatively stable pitch (F0 In a pilot study, a group of independent listeners (N = 13) provided ratings of arousal ("How aroused is the person producing the vocalization?", with 1 denoting "the person is feeling very sleepy and drowsy" and 7 denoting "the person is feeling very alert and energetic"), valence ("How positive or negative is the person producing this vocalization feeling?", with 1 denoting "very negative" and 7 denoting "very positive"), control over the vocalizations ("How much control did the person have over the production of the vocalization?", with 1 denoting "none at all" and 7 denoting "full control") and authenticity ("How authentic is the vocalization?", with 1 denoting "not authentic at all" and 7 denoting "very authentic"). These ratings established that participants reliably rate spontaneous laughter as higher in arousal and authenticity, lower in control over the production of the vocalization, and more positive than their volitional laughter (Lima et al., in preparation 
Design and Procedure
After hearing all stimuli once in a brief task (judging speaker sex) to familiarize participants with the nature of the stimuli, participants performed a speaker discrimination task. Participants heard permutations of pairs of Laughter V , Laughter S , and Vowels, the two sounds being presented sequentially with a pause of 0.7 seconds between them. This yielded 6 conditions: 4 within-vocalization conditions (Vowels-Vowels, Laughter V -Laughter V , Laughter S -Laughter S , Laughter V -Laughter S ), and 2 across-vocalization conditions (Laughter V -Vowels, Laughter S -Vowels). Participants were not pre-informed about the inclusion of spontaneous and volitional laughter in the tasks. There were 50 trials, with 25 trials including the same speaker and 25 trials presenting two sounds from different speakers -this yielded 300 trials in total. The inclusion of across-vocalization conditions allowed us to explore our hypotheses regarding listener's ability to generalize identity information, while withinvocalization conditions allowed us to probe for effects of vocalization type and volitional control over production. No stimuli were repeated during the task, and none of the speakers was known to participants prior to the experiment. The order of presentation for the two sounds within a trial was counterbalanced -for instance, for Vowels-Laughter V trials, half began with a vowels stimulus and half began with Laughter V . Speaker pairings were fixed across participants. After the presentation of the sounds, participants were asked to indicate via a button press on a keyboard whether they thought the two sounds were produced by the same speaker or by two different speakers.
Results

D'
scores were calculated from the raw responses and entered into a one-way repeated measures ANOVA, with 6 levels for Condition. Hit and False Alarm rates of 1 and 0 were adjusted using the formula ((n -0.5) ÷ n) (n = number of trials per condition; see Stanislaw & Todorov, 1999) for all analyses. After this adjustment, d' scores can range from 0 to 4.11, with a d' score of zero indicating that listeners were not able to discriminate between speakers while gradually higher scores indicate a greater ability to discriminate between speakers (Stanislaw & Todorov, 1999) Post-hoc t-tests (8 comparisons, corrected alpha = .006) tested for the predicted pattern illustrated in Figure 1 . Predictions were confirmed for all withinvocalization judgements, i.e. Vowels-Vowels, Laughter V -Laughter V and Laughter SLaughter S (ps < .001). Following our predictions, performance for Laughter VLaughter S was also significantly lower compared to Laughter S -Laughter S (ps ≤ .001).
As expected, performance levels for Laughter V -Laughter S and Laughter V -Vowels were similar (p = .535). There was, however, only a marginally significant difference between Laughter V -Vowels and Laughter S -Vowels (p = .073; see Figure 2 ). There was a steep decline in performance across the conditions, being not significantly different from zero for Laughter S -Vowels (one-sample t-test, against 0: p = .011, Bonferronicorrected alpha = .008; all other ps < .004), indicating an inability to discriminate signal from noise, see Figure 2 .
To directly assess whether speaker discrimination was more accurate for within-vocalization trials compared to across-vocalization trials, we averaged the scores for the four within-vocalization conditions and compared them to the averaged scores for the two across-vocalization conditions. Participants performed better at discriminating speakers for within-vocalization trials compared to acrossvocalization trials (t[43]= 12.83, p < .001).
---INSERT FIGURE 2 ABOUT HERE ---We furthermore ran a response bias analysis to further explore the underlying processes for different trial types by adding up hit rates and false alarm rates in relation to "same" responses across conditions. A score of 1 would indicate no bias, while scores between 0 and 1 indicate a bias towards "different" responses and scores between 1 and 2 indicate a bias towards "same" responses. We entered the bias measure into a one sample t-test (testing against 1), to determine whether any biases observed were significant. This showed that for all within-vocalization conditions, with the exception of Laughter V -Laughter S , there was a significant bias towards responding "same" (all ps < .001). For the across-vocalization trials, and Laughter V -Laughter S , there was, however, a significant bias towards responding "different" (all ps < .001). This suggests that greater within-pair similarity in vocalization type affected how responses were chosen for judgements of speaker identity (for similar effects of linguistic similarity on response bias, see Narayan, Mak & Bialystock, 2016) .
Discussion
For speaker discrimination, previous research using only speech vocalizations reported high probabilities of correct responses for an unfamiliar speaker discrimination task (> 90% for healthy young adults; Van Lancker & Kreiman, 1987 (Saslove & Yarmey, 1980; Read & Craik, 1995) . There is furthermore a body of research that has shown that by manipulating specific acoustic properties of a vocal signal, the processing of identity-related information can be harmed (see Kreiman & Sidtis, 2011 , Chapter 5 for a review). The aim of these previous studies was to identify sets of salient acoustic features used by listeners to make inferences about a speaker; these studies can, however, also be interpreted as showing evidence for a lack of 
Materials
New stimuli were recorded for this experiment. The vocalization types included were identical to the ones used in Experiment 1: Laughter S , Laughter V , and Vowels. The sounds were recorded using the same elicitation procedure described above. 5 talkers (all female, ages range from 29 -42 years), all lecturers, selected based on their exposure to a subgroup of undergraduate degree students at the department, were recorded in a sound-treated recording booth at Royal Holloway, University of London. Recordings were obtained using a Røde condenser microphone (NT-A) with a sampling rate of 44100 Hz. The output of the microphone was fed into a PreSonus Audiobox which was connected to the USB port of the recording computer.
Participants were asked to remain as still as possible during the recordings, but were seated at a distance of about 50cm from the microphone to avoid that any movement associated with intense laughter would interfere with the recordings or move the microphone. All laughs and vowels were extracted from the raw recordings and saved as uncompressed WAVE files. All stimuli of a duration between 1.2 and 3.3 seconds were taken forward into a pilot study to measure the perceptual properties of the stimuli: in a design identical to the one reported for the pilot study and stimulus selection for Experiments 1, 12 participants rated the perceived arousal of 104 spontaneous laughs, 92 volitional laughs and 105 series of vowels on a 7-point Likert scale. They additionally rated the perceived authenticity of laughter on a 7-point Likert scale.
Based on the ratings from this pilot study (see Experiment 1), we selected 30 stimuli (6 per 
Design and Procedure
Participants were tested in individual sessions lasting around one hour. Participants were seated in front of a computer screen, with stimuli being presented at a comfortable volume via headphones (Sennheisser HD 201), using MATLAB (Mathworks, Inc., Natick, MA) with the Psychophysics Toolbox extension (http://psychtoolbox.org/). The testing session comprised three tasks:
Task 1: Perceived number of speakers
This task was designed to introduce listeners to the stimuli used in the main task (speaker discrimination) and thus results are not reported here. Participants were initially presented with all stimuli in randomized order and were asked to listen to all sounds attentively. After the presentation of the sounds, participants were prompted to estimate the number of different speakers they had heard. They were then presented with the stimuli blocked by vocalization (vowels, spontaneous laughter and volitional laughter) and prompted to provide the same judgements. The order of these three blocks was randomized.
Task 2: Speaker recognition from speech
This task was included to assess the familiarity of participants with the speakers.
After the completion of Task 1, participants were informed that they had heard 5 different speakers and were asked if they were familiar (yes/no answer) with these speakers based on pictures and the names of the individuals. All familiar participants reported to be familiar with each of the speakers, while none of the unfamiliar listeners reported familiarity. Following this, participants underwent a brief voice (re)familiarization task: they were presented with a brief speech sample of each of the five speakers (a brief excerpt from the rainbow passage [mean duration: 6.6 secs, SD = .49 secs]) while the speaker's name and picture were presented on the screen.
After this, participants were presented with 6 sentences (from the BKB corpus; Bench, 2006 ) from each speaker, as well as their time-reversed versions (i.e. 30 sentences of forward speech and 30 sentences in reversed speech; 60 trials in total, presented in a random order). Reversed versions were included to reduce interference from speaker-specific accents. Following this, participants were asked to identify the speakers from the speech samples in a 5-way forced choice paradigm, via a prompt on the screen. Trials were timed, giving participants 6 seconds to make a response to each sample.
Task 3: Speaker discrimination from non-verbal vocalizations
The design and procedure of this task were both as used in Experiment 1. Following these tasks, familiar participants were asked to report how familiar they thought they were with each lecturer's speaking voice and laughter, on a scale from 1 (not familiar at all) to 7 (very familiar). These data confirm that familiar listeners indeed 
Results
Speaker recognition from speech
Raw accuracy responses in percent were analyzed in a 2 (familiar listeners, unfamiliar Post-hoc t-tests further explored the effects of condition and listener group.
We expected significant advantages for familiar listener across all conditions. Our predictions for condition effects were identical to those for Experiment 1 (see Figure   1 ). The post-hoc paired t-tests (8 comparisons, corrected alpha = .006) largely replicated the pattern of results per condition shown in Experiment 1 (see Figure 2) .
In contrast to the findings of Experiment 1, performance for Vowels-Vowels was low and significantly worse compared to Laughter V -Laughter V (p < .001) but consequently was similar to Laughter S -Laughter S (p = .774). Furthermore, performance for Laughter V -Laughter S and Laughter V -Vowels was different (p < .001) and there was no difference between Laughter V -Vowels and Laughter S -Vowels (p = .573; see Figure 2 ). In line with our previous findings, participants performed better at discriminating speakers for within-vocalization trials compared to acrossvocalization trials (t[44]= 13.23, p < .001), with performance dropping to 0 for unfamiliar listeners in the two across-vocalization conditions (one-sample t-tests, both ps > .116).
Post-hoc independent-samples t-tests (6 comparisons, corrected alpha = .008) were run to explore the effect of group for each condition. This showed, as This replication suggests that despite the relatively small number of speakers used, stimulus set effects and influences of speaker idiosyncrasies are limited in our study.
No formal analysis of perceptual distinctiveness of the voices was performed for the current set of experiments, since individual participants in the current study were only presented with a subset of all possible speaker and stimulus pairings -in order to adequately assess the distinctiveness of each speaker/stimulus within the context of a pair, we would require data from all participants on all possible pairings (see e.g. Baumann & Belin, 2008) . Future studies should, however, explicitly explore how perceptual distinctiveness of different voices (and different vocalizations) interacts with vocal variability. Performance for Vowels-Vowels was noticeably lower in Experiment 2, which could be attributed to the vowel tokens being relatively similar across the Experiment 2 speakers (who were all female and with relatively low average fundamental frequency) in contrast to the differences between male and female speakers in Experiment 1 (e.g. in Fo). Otherwise, no striking differences were found between Experiment 1 and 2, indicating a limited effect of speaker sex in our study.
In line with findings from face and speech perception (Bruce, Henderson, Newman & Burton, 2001; Jenkins, White, van Montfort & Burton, 2011; Nygaard, 2005; Ramon & Van Belle, 2016) , we found a consistent advantage for familiar listeners over unfamiliar listeners, where the former have a greater ability to generalize identity-related information across a range of spontaneous and volitional non-verbal vocalizations in a speaker discrimination task. Our data can be interpreted in line with Kreiman and Sidtis' (2011) No interaction between groups was found, which suggests that despite the general advantage for familiar listeners, the factors implicated in impairing performance in the previous experiment (across-vocalization judgements, the presence of vocalizations produced under reduced volitional control and mismatches in volitional control within a pair) have a similar effect on familiar and unfamiliar listeners. It should, however, be noted that unfamiliar listeners were not able to discriminate between speakers for the across-vocalization conditions (Laughter VVowels and Laughter S -Vowels), which could potentially mask interactions. Another consideration here could be the nature of the familiarity of our listeners. We show that familiar listeners were able to recognize the five speakers with very high accuracy based on their speech, which serves as an objective measure of familiarity, and we also show perceived familiarity with the speaker's voices from self-report:
however, the familiar listeners in this study had engaged with these speakers in specific contexts (lectures, professional settings), which may have resulted in a familiarity with the voices that is skewed towards certain kinds of vocal signals (e.g.
speech and other volitional vocalizations, with high-intensity spontaneous laughter being rare). This possibility is reflected in subjective familiarity ratings, where familiarity with the speaking voice of each lecturer was rated higher than familiarity with that person's laughter. Arguably, listeners presented with vocal signals from speakers they know in a wider range of contexts (i.e. close friends, partners) may be able to more easily generalize across vocalizations, based on having experienced the speakers' full vocal inventory in a way that is more representative of having learned voice identity through social interaction.
Future studies should attempt to create groups of speakers with different profiles of familiarity and personal relationships to listeners, e.g. partners, friends, acquaintances, celebrities, and strangers. Differential profiles per group could be expected. Familiarity is furthermore a broad concept, encompassing many subcomponents. Additional measures that may tap into these subcomponents, for example perceived distinctiveness of a voice, likability of a voice or speaker, level of personal engagement with the speakers, or frequency of exposure to different vocalizations, could yield further insights into the nature of listener familiarity and point towards some of the underlying factors driving the familiarity advantage.
General Discussion
The human voice is a rich and uniquely variable communicative signal. Its potential for flexibility has been largely neglected in studies of voice perception to date, as these have almost exclusively used speech stimuli produced in a volitional, highly controlled manner. The current study addressed this gap in the literature, by examining voice perception across nonverbal vocalizations that are representative of the flexibility and variability in vocal signals (exemplified here by the degree of volitional control over their production).
We found that the presence of vocalizations produced under reduced volitional control, mismatches in volitional control within a pair, and acrossvocalization comparisons decreased performance for speaker discrimination, at times indicating that listeners were not able to discriminate between voices at all.
While listeners can display relatively high accuracy in extracting speaker characteristics from a single type of vocalization, our findings strikingly illustrate that they have a rather more limited ability to generalize speaker identity across different kinds of vocal signals. For familiar voices, an overall advantage in the processing of indexical speaker properties can be observed, although performance was affected in similar ways by the condition manipulations. Our findings thus put into perspective our ability to extract identity information from a speaking voice: while speech can encode a wealth of cues to identity, our vocal repertoire is highly variable. Accurately It should be noted that our study explored familiar voice discrimination.
Theoretical and empirical investigations have traditionally considered voice identity perception in familiar voice recognition and unfamiliar voice discrimination tasks (see Kreiman & Sidtis, 2011; Mathias & Von Kriegstein, 2013 for recent reviews). Thus familiarity as a factor in voice perception has been strongly associated with task type.
There is, however, evidence that familiarity with a voice can be perceived in the absence of recognition (see Hanley, Smith & Hadfield, 1998) , and our data suggest that familiarity with voices can affect performance on a speaker discrimination task.
In the context of our study, we propose that familiar listeners' prior exposure to the voices has led to the development of speaker-specific expertise, which may interact with different aspects of voice processing, and across a range of tasks.
Evidence from the current study seems to suggest an advantage in identity processing for vocalizations produced under full volitional control for unfamiliar and 
