Summary: vbmp is an R package for Gaussian Process classification of data over multiple classes. It features multinomial probit regression with Gaussian Process priors and estimates class membership posterior probability employing fast variational approximations to the full posterior. This software also incorporates feature weighting by means of Automatic Relevance Determination. Being equipped with only one main function and reasonable default values for optional parameters, vbmp combines flexibility with ease of usage as is demonstrated on a breast cancer micro-array study. Availability: The R library vbmp implementing this method is part of Bioconductor and can be downloaded from
INTRODUCTION
Classification algorithms based on Gaussian Processes (GPs) have become very popular since the influential papers by Neal (1998) ; Williams and Barber (1998) which motivated the development of posterior approximations which are computationally appealing alternatives to the Markov Chain Monte Carlo approach. As such GP based models have been widely adopted in both regression and classification applications often being considered as alternatives, within the Bayesian inference framework (MacKay, 2003) , to kernel machines. Closed-form inference of the classification model is however an intractable problem and different approximation methods have been proposed in the literature Bishop and Tipping (2000) ; Tipping (2001); Minka (2001) . Recently, Girolami and Rogers (2006) showed that exact Bayesian inference is possible in binary and multi-class GP classification through augmenting a GP classifier with Gaussian latent variables and a probit likelihood function and provided a variational approximation. The present implementation of the vbmp package provides the multinomialprobit regression model with GP priors adopting the Variational Bayesian (VB) approach to obtain an estimate of the required posterior distribution over the parameters. Example results are presented on a synthetic dataset and on microarray data from the breast cancer study by Kote-Jarai et al. (2006) . * to whom correspondence should be addressed
IMPLEMENTATION
The vbmp package implements training and testing of the multi-class classifier in the homonym function for R software (R Development Core Team, 2005) . Several types of kernel functions are available: Gaussian, Cauchy, Laplace, polynomial, homogeneous polynomial, thin-plate spline, linear spline and the inner-product kernels. Arbitrary polynomial order can be specified by adding the grade number at polynomial kernel identifier. The scale of covariance function parameters can either be provided as an argument or could be inferred by the method during the training process. In the second case the method employs importance sampling to obtain posterior mean estimates of the parameters. The location and scale parameters of the Gamma prior over covariance parameters defaults to 1e-6, but can be made more informative when appropriate. The package provides accessor methods to retrieve the main properties from the object returned by the vbmp function. In particular, these methods return estimates of class specific probability values, marginal likelihood lower bound of the regression model, predictive likelihood and of the out-of-sample prediction error. Model convergence diagnostics can be evaluated during model training by enabling the monitor of the evolution graphs of the previously mentioned properties achieved at each iteration.
EXAMPLES
Some illustrative experiments are provided to demonstrate the potential of the vbmp package. The R code for these examples is available on the package manual pages and in the vignette, an interactive document containing code snippets giving a more task-oriented description of package functionality.
Synthetic multi-class dataset example
Similarly to (Girolami and Rogers, 2006) , a sample of five hundred uniformly distributed 2-D data points x1 and x2 were drawn from three nonlinearly separable classes t1 = .1 < x 2 1 + x 2 2 < .5, t2 = .6 < x 2 1 + x 2 2 < 1 and t3 associated with x 2 1 + x 2 2 < 0.1, with [x1, x2] being a bivariate Gaussian with mean 0 and covariance the identity matrix with 0.01 values on the main diagonal. This dataset takes the form of two annular rings and one zero-centered Gaussian. An additional eight non informative variables drawn from standard normal distribution were added to the dataset. A second sample of the same size was drawn from the above distribution for testing purposes. A Gaussian kernel was adopted with scale parameters inferred by the method using vague hyperpriors (length-scale hyperparameters set to 10 −6 ). Figure 1 shows the results and convergence status plotted by the vbmp method at each iteration. The graphs highlight the predictive evolution of the method which achieves 0.022 errorrate performance on the test dataset after 50 iterations. Figure 1 also demonstrates the Automatic Relevance Determination (ARD) process (Neal, 1998) which forces the two informative covariates to small scale parameters while penalizing the other eight noisy input parameters.
Breast cancer dataset example
In this example, the data are from the study by Kote-Jarai et al. (2006) where the differential gene expression changes following radiation-induced DNA damage in healthy cells from BRCA1/BRCA1 mutation carriers were compared with controls using high-density microarray technology. The dataset consists of 8, 080 cDNA clones of fibroblast cultures from 10 control samples, 10 BRCA1 and 10 BRCA2 mutation carriers. The code available for this example reproduces the leave-one-out cross-validation (LOOCV) prediction performance obtained from the vbmp method on this dataset. Using a common inner-product (linear) covariance kernel and using 25 training iterations, the vbmp multi-class classifier achieved 100% LOOCV performance accuracy. The vbmp method outperformed the SVM classifier adopted by Kote-Jarai et al. (2006) to distinguish the different types of samples studied in this experiment.
DISCUSSION
The vbmp package implements a VB approach to flexibly model multi-class datasets. This non-parametric approach is developed within a probabilistic framework for Bayesian inference which yields to efficient sparse approximations by optimizing a strict lower bound of the marginal likelihood of a multinomial probit regression model. Compared with the multinomial logit approach, this method is appealing since it provides a means of developing a Gibbs sampler and subsequent computationally efficient approximations for the GP random variables. Girolami and Rogers (2006) showed how the multi-class probit GP could be made sparse through Informative Vector Machine updates (Lawrence et al., 2005) . To our knowledge, the only other multinomial probit regression R tool available is VBM (Kosuke and van Dyk, 2005) which performs model fitting resorting to Markov chain Monte Carlo. Girolami and Zhong (2007) compared the VB approximation implemented in this package to the Expectation Propagation (EP) approximation (Minka, 2001) and showed that both these approaches performed as well as a Gibbs sampler and consistently outperformed the Laplace approximation. This software also implements a feature weighting method by exploiting the ARD approach to emphasize the most relevant input parameters while reducing the impact of those that do not contribute significantly. The package does not implement any procedure for extensive adhoc tuning of the solution (e.g. as for SVM classifiers) since this is not needed by the method. It is noteworthy that the vbmp method provides confidence measures to the class assignment which could be very useful in clinical practice applications.
