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ABSTRACT
Graph representation learning has been extensively studied in re-
cent years. Despite its potential in generating continuous embed-
dings for various networks, both the effectiveness and efficiency
to infer high-quality representations toward large corpus of nodes
are still challenging. Sampling is a critical point to achieve the per-
formance goals. Prior arts usually focus on sampling positive node
pairs, while the strategy for negative sampling is left insufficiently
explored. To bridge the gap, we systematically analyze the role of
negative sampling from the perspectives of both objective and risk,
theoretically demonstrating that negative sampling is as important
as positive sampling in determining the optimization objective and
the resulted variance. To the best of our knowledge, we are the
first to derive the theory and quantify that the negative sampling
distribution should be positively but sub-linearly correlated to their
positive sampling distribution. With the guidance of the theory,
we propose MCNS, approximating the positive distribution with
self-contrast approximation and accelerating negative sampling
by Metropolis-Hastings. We evaluate our method on 5 datasets
that cover extensive downstream graph learning tasks, including
link prediction, node classification and personalized recommenda-
tion, on a total of 19 experimental settings. These relatively com-
prehensive experimental results demonstrate its robustness and
superiorities.
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1 INTRODUCTION
Recent years have seen the graph representation learning gradu-
ally stepping into the spotlight of data mining research. The main-
stream graph representation learning algorithms include traditional
Network Embedding methods (e.g. DeepWalk [24], LINE [29]) and
Graph Neural Networks (e.g. GCN [14], GraphSAGE [10]), although
the latter sometimes are trained end-to-end in classification tasks.
These methods transform nodes in the graph into low-dimensional
vectors to facilitate a myriad of downstream tasks, such as node
classification [24], link prediction [41] and personalized recommen-
dation [37].
Most graph representation learning can be unified within a Sam-
pled Noise Contrastive Estimation (SampledNCE) framework (§ 2),
comprising of a trainable encoder to generate node embeddings,
a positive sampler and a negative sampler to sample positive and
negative nodes respectively for any given node. The encoder is
trained to distinguish positive and negative pairs based on the
inner products of their embeddings (See Figure 1 for illustration).
Massive network embedding works have investigated good crite-
ria to sample positive node pairs, such as by random walk [24], the
second-order proximity [29], community structure [34], etc. Mean-
while, the line of GNN papers focuses on advanced encoders, evolv-
ing from basic graph convolution layers [14] to attention-based [31],
GAN-based [6], sampled aggregator [10] and WL kernel-based [36]
layers. However, the strategy for negative sampling is relatively
unexplored.
Negative sampling [21] is firstly proposed to serve as a simpli-
fied version of noise contrastive estimation [9, 22], which is an
efficient way to compute the partition function of an unnormal-
ized distribution to accelerate the training of word2vec. Mikolov
et al. [21] set the negative sampling distribution proportional to
the 3/4 power of degree by tuning the power parameter. Most later
works on network embedding [24, 29] readily keep this setting.
However, results in several papers [2, 37, 39] demonstrate that not
only the distribution of negative sampling has a huge influence on
the performance, but also the best choice varies largely on different
datasets [2].
To the best of our knowledge, few papers systematically ana-
lyzed or discussed negative sampling in graph representation learn-
ing. In this paper, we first examine the role of negative sampling
from the perspectives of objective and risk. Negative sampling is
as important as positive sampling to determine the optimization
objective and reduce the variance of the estimation in real-world
graph data. According to our theory, the negative sampling distri-
bution should be positively but sub-linearly correlated to their
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Figure 1: An illustration of the SampledNCE framework. Positive pairs are sampled implicitly or explicitly according to the
graph representation methods, while negative pairs are sampled from a pre-defined distribution, both of them composing the
training data of the contrastive learning.
positive sampling distribution. Although our theory contradicts
with the intuition “positively sampling nearby nodes and negatively
sampling the faraway nodes”, it accounts for the observation in
previous works [37, 39] where additional hard negative samples
improve performance.
We propose an effective and scalable negative sampling strategy,
Markov chain Monte Carlo Negative Sampling (MCNS), which
applies our theory with an approximated positive distribution based
on current embeddings. To reduce the time complexity, we leverage
a special Metropolis-Hastings algorithm [20] for sampling. Most
graphs naturally satisfy the assumption that adjacent nodes share
similar positive distributions, thus theMarkov chain from neighbors
can be continued to skip the burn-in period of Metropolis-Hastings
and finally accelerates the sampling process without degradations
in performance.
We evaluate MCNS on three most general graph-related tasks,
link prediction, node classification and personalized recommenda-
tion. Regardless of the network embedding or GNN model used,
significant improvements are shown by replacing the original neg-
ative sampler to MCNS. We also collect many negative sampling
strategies from information retrieval [32, 35], ranking in recom-
mendation [12, 38] and knowledge base completion [1] but possible
to be applied to graph representation learning. Our experiments
in five datasets demonstrate that MCNS stably outperforms these
negative sampling strategies.
2 FRAMEWORK
In this section, we introduce the preliminaries to understand nega-
tive sampling, including the unique embedding transformation, the
SampledNCE framework and how the traditional network embed-
dings and GNNs are unified into the framework.
2.1 Unique Embedding Transformation
Many network embedding algorithms, such as DeepWalk [24],
LINE [29] and node2vec [8], actually assign each node two em-
beddings 1, node embedding and contextual embedding. When
sampled as context, the contextual embedding, instead of its node
1Others, for example GraphSAGE [10] use a unique embedding.
Algorithm 1: The Sampled Noise Contrastive Estimation
framework
Input: Graph G = (V ,E), batch sizem,
Encoder Eθ ,
Positive Sampling Distribution pˆd ,
Negative Sampling Distribution pn ,
Number of Negative Samples k .
repeat
Samplem nodes from p(v) ∝ deд(v)
Sample 1 positive node from pˆd (u |v) for each node v
Sample k negative nodes from pn (u ′ |v) for each node v
Initialize loss L as zero
for each node v do
for each positive node u for v do
L = L − logσ (Eθ (u) · Eθ (v))
end
for each negative node u ′ for v do
L = L − log(1 − σ (Eθ (u ′) · Eθ (v)))
end
end
Update θ by descending the gradients ∇θL
until Convergence;
embedding is used for inner product. This implementation tech-
nique stems from word2vec [21], though sometimes omitted by
following papers, and improves performance by utilizing the asym-
metry of the contextual nodes and central nodes.
We can split each node i into central node vi and contextual
node ui , and each edge i → j becomes vi → uj . Running those
network embedding algorithms on the transformed bipartite graph
is strictly equivalent to running on the original graph.2 According
to the above analysis, we only need to anaylze graphs with unique
embeddings without loss of generality.
2For bipartite graphs, always take nodes from V part as central node and sample
negative nodes fromU part.
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2.2 The SampledNCE Framework
We unify a large part of graph representation learning algorithms
into the general SampledNCE framework, shown in Algorithm 1.
The framework depends on an encoder Eθ , which can be either
an embedding lookup table or a variant of GNN, to generate node
embeddings.
In the training process, m positive nodes and k · m negative
nodes are sampled. In Algorithm 1, we use the cross-entropy loss
to optimize the inner product where σ (x) = 11+e−x . And the other
choices of loss function work in similar ways. In link prediction
or recommendation, we recall the top K nodes with largest Eθ (v) ·
Eθ (u) for each nodeu. In classification, we evaluate the performance
of logistic regression with the node embeddings as features.
2.3 Network Embedding and GNNs
Edges in natural graph data can be assumed as sampled from an
underlying positive distribution pd (u,v). For example, user-item
graphs in the recommendation are sampled based on user interests
while citation graphs are sampled based on the relevance of research
topics. However, only a few edges are observable so that numerous
techniques are developed to make reasonable assumptions to better
estimate pd (u,v), resulting in various pˆd in different algorithms to
approximate pd .
Network embedding algorithms employ various positive distri-
butions implicitly or explicitly. LINE [29] samples positive nodes
directly from adjacent nodes. DeepWalk [24] samples via random
walks and implicitly defines pˆd (u |v) as the stationary distribution of
random walks [25]. node2vec [8] argues that homophily and struc-
tural equivalence of nodesu andv indicates a larger pd (u,v). These
assumptions are mainly based on local smoothness and augment
observed positive node pairs for training.
Graph neural networks are equipped with different encoder
layers and perform implicit regularizations on positive distribu-
tion. Previous work [17] reveals that GCN is a variant of graph
Laplacian smoothing, which directly constrains the difference of
the embedding of adjacent nodes. GCN, or its sampling version
GraphSAGE [10], does not explicitly augment positive pairs but
regularizes the output embedding by local smoothness, which can
be seen as an implicit regularization of pd .
3 UNDERSTANDING NEGATIVE SAMPLING
In contrast to elaborate estimation of the positive sampling distri-
bution, negative sampling has long been overlooked. In this section,
we revisit negative sampling from the perspective of objective and
risk, and conclude that “the negative sampling distribution should
be positively but sub-linearly correlated to their positive sampling
distribution”.
3.1 How does negative sampling influence the
objective of embedding learning?
Previous works [25] interpret network embedding as implicit matrix
factorization. We discuss a more general form where the factorized
matrix is determined by estimated data distribution pˆd (u |v) and
negative distribution pn (u ′ |v). According to [16] [25], the objective
function for embedding is
J = E(u,v)∼pd logσ (®u⊤ ®v) + Ev∼pd (v)[kEu′∼pn (u′ |v) logσ (− ®u ′
⊤ ®v)]
= Ev∼pd (v)[Eu∼pd (u |v) logσ (®u⊤ ®v) + kEu′∼pn (u′ |v) logσ (− ®u ′
⊤ ®v)],
(1)
where ®u, ®v are embeddings for node u andv and σ (·) is the sigmoid
function. We can separately consider each node v and show the
objective for optimization as follows:
Theorem 1. (Optimal Embedding) The optimal embedding sat-
isfies that for each node pair (u,v),
®u⊤ ®v = − log k · pn (u |v)
pd (u |v)
. (2)
Proof Let us consider the conditional data and the negative
distribution of node v . To maximize J is equivalent to minimize the
following objective function for each v ,
J (v) = Eu∼pd (u |v) logσ (®u⊤ ®v) + kEu′∼pn (u′ |v) logσ (− ®u ′
⊤ ®v)
=
∑
u
pd (u |v) logσ (®u⊤ ®v) + k
∑
u′
pn (u ′ |v) logσ (− ®u ′⊤ ®v)
=
∑
u
[pd (u |v) logσ (®u⊤ ®v) + kpn (u |v) logσ (−®u⊤ ®v)]
=
∑
u
[pd (u |v) logσ (®u⊤ ®v) + kpn (u |v) log
(
1 − σ (®u⊤ ®v))].
For each (u,v) pair, if we define two Bernoulli distributions Pu,v (x)
where Pu,v (x = 1) = pd (u |v)pd (u |v)+kpn (u |v) andQu,v (x)whereQu,v (x =
1) = σ (®u⊤ ®v), the equation above is simplified as follows:
J (v) = −
∑
u
(pd (u |v) + kpn (u |v))H (Pu,v ,Qu,v ),
where H (p,q) = −∑x ∈X p(x) logq(x) is the cross entropy between
two distributions. According to Gibbs Inequality, the maximizer of
L(v) satisfies P = Q for each (u,v) pair, which gives
1
1 + e−®uT ®v
=
pd (u |v)
pd (u |v) + kpn (u |v)
(3)
®u⊤ ®v = − log k · pn (u |v)
pd (u |v)
. □
The above theorem clearly shows that the positive and negative
distributions pd and pn have the same level of influence on opti-
mization. In contrast to abundant research on finding a better pˆd
to approximate pd , negative distribution pn is apparently under-
explored.
3.2 How does negative sampling influence the
expected loss (risk) of embedding learning?
The analysis above shows that with enough (possibly infinite) sam-
ples of edges from pd , the inner product of embedding ®u⊤ ®v has an
optimal value. In real-world data, we only have limited samples
from pd , which leads to a nonnegligible expected loss (risk). Then
the loss function to minimize empirical risk for node v becomes:
J
(v)
T =
1
T
T∑
i=1
logσ (®u⊤i ®v) +
1
T
kT∑
i=1
logσ (− ®u ′⊤i ®v), (4)
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where {u1, ...,uT } are sampled from pd (u |v) and {u ′1, ...,u ′⊤k } are
sampled from pn (u |v).
In this section, we only consider optimization of node v , which
can be directly generalized to the whole embedding learning. More
precisely, we equivalently consider θ = [ ®u0⊤ ®v, ..., ®u⊤N−1 ®v] as the
parameters to be optimized, where {u0, ...uN−1} are all the N nodes
in the graph. Suppose the optimal parameter for J (v)T and J
(v) are
θT and θ∗ respectively. The gap between θT and θ∗ is described as
follows:
Theorem 2. The random variable
√
T (θT − θ∗) asymptotically
converges to a distribution with zero mean vector and covariance
matrix
Cov
(√
T (θT − θ∗)
)
= diag(m)−1 − (1 + 1/k)1⊤1, (5)
wherem =
[ kpd (u0 |v)pn (u0 |v)
pd (u0 |v)+kpn (u0 |v) , ...,
kpd (uN−1 |v)pn (uN−1 |v)
pd (uN−1 |v)+kpn (uN−1 |v)
]⊤ and
1 = [1, ..., 1]⊤.
Proof Our analysis is based on the Taylor expansion of∇θ J (v)T (θ )
aroundθ∗. AsθT is theminimizer of J (v)T (θ ), wemust have∇θ J
(v)
T (θT ) =
0, which gives
∇θ J (v)T (θT ) = ∇J
(v)
T (θ∗) + ∇2θ J
(v)
T (θ∗)(θT − θ∗) +O(∥θT − θ∗∥2) = 0.
(6)
Up to terms of order O(∥θ∗ − θT ∥2), we have
√
T (θT − θ∗) = −
(∇2θ J (v)T (θ∗))−1√T∇θ J (v)T (θ∗). (7)
Next, we will analyze −(∇2θ J (v)T (θ∗))−1 and √T∇θ J (v)T (θ∗) re-
spectively by the following lemmas.
Lemma 1. The negative Hessian matrix −∇2θ J
(v)
T (θ∗) converges in
probability to diag(m).
Proof First, we calculate the gradient of J (v)T (θ ) and Hessian
matrix ∇2θ J
(v)
T (θ ). Let θu be the parameter in θ for modeling ®u⊤ ®v
and e(u) be the one-hot vector which only has a 1 on this dimension.
J
(v)
T (θ ) =
1
T
T∑
i=1
logσ (θui ) +
1
T
kT∑
i=1
logσ (−θu′i )
∇θ J (v)T (θ ) =
1
T
T∑
i=1
(
1 − σ (θui )
)
e(ui ) −
1
T
kT∑
i=1
σ (θu′i )e(u′i ) (8)
∇2θ J
(v)
T (θ ) =
1
T
T∑
i=1
{−σ (θui )
(
1 − σ (θui )
)
e(ui )e
⊤
(ui ) + 0
⊤0}
− 1
T
kT∑
i=1
{σ (θu′i )
(
1 − σ (θu′i )
)
e(u′i )e
⊤
(u′i ) + 0
⊤0}.
According to equation (3), σ (θui ) = pd (u |v)pd (u |v)+kpn (u |v) at θ = θ
∗.
Therefore,
lim
T→+∞−∇
2
θ J
(v)
T (θ∗)
P−→
∑
u
σ (θu ) (1 − σ (θu ))e(u)e⊤(u)
· (pd (u) + kpn (u))
=
∑
u
kpd (u |v)pn (u |v)
pd (u |v) + kpn (u |v)
e(u)e⊤(u)
= diag(m). □
(9)
Lemma 2. The expectation and variance of ∇θ J (v)T (θ∗) satisfy
E[∇θ J (v)T (θ∗)] = 0, (10)
Var [∇θ J (v)T (θ∗)] =
1
T
(
diag(m) − (1 + 1/k)mm⊤) . (11)
Proof According to equation (3)(8),
E[∇θ J (v)T (θ∗)] =
∑
u
[pd (u)
(
1 − σ (θ∗u )
)
e(u) − kpn (u)σ (θ∗u )e(u)] = 0,
Cov [∇θ J (v)T (θ∗)] =E[∇θ J
(v)
T (θ∗)∇θ J
(v)
T (θ∗)⊤]
=
1
T
Eu∼pd (u |v)
(
1 − σ (θ∗u )
)2 e(u)e⊤(u)
+
k
T
Eu∼pn (u |v)σ (θ∗u )2e(u)e⊤(u)
+ (T − 1
T
− 2 + 1 − 1
kT
)mm⊤
=
1
T
(
diag(m) − (1 + 1
k
)mm⊤) . □
(12)
Let us continue to prove Theorem 2 by substituting (9)(12) into
equation (7) and derive the covariance of
√
T (θT − θ∗).
Cov
(√
T (θT − θ∗)
)
= E[
√
T (θT − θ∗)
√
T (θT − θ∗)⊤]
≈ Tdiag(m)−1Var [∇θ J (v)T (θ∗)]
(
diag(m)−1)⊤
= diag(m)−1 − (1 + 1/k)1⊤1. □
According to Theorem 2, the mean squared error, aka risk, of ®u⊤ ®v
is
E
[∥(θT − θ∗)u ∥2] = 1
T
( 1
pd (u |v)
− 1 + 1
kpn (u |v) −
1
k
). (13)
3.3 The Principle of Negative Sampling
To determine an appropriatepn for a specificpd , a trade-offmight be
needed to balance the rationality of the objective (to what extent the
optimal embedding fits for the downstream task) and the expected
loss, also known as risk (to what extent the trained embedding
deviates from the optimum).
A simple solution is to sample negative nodes positively but
sub-linearly correlated to their positive sampling distribution, i.e.
pn (u |v) ∝ pd (u |v)α , 0 < α < 1.
(Monotonicity) From the perspective of objective, if we have
pd (ui |v) > pd (uj |v),
®u⊤i ®v = logpd (ui |v) − α logpd (ui |v) + c
> (1 − α) logpd (uj |v) + c = ®u⊤j ®v,
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Algorithm 2: The training process with MCNS
Input: DFS sequence T = [v1, ...,v |T |],
Encoder Eθ , Positive Sampling Distribution pˆd ,
Proposal Distribution q, Number of Negative Samples k .
repeat
Initialize current negative node x at random
for each node v in DFS sequence T do
Sample 1 positive sample u from pˆd (u |v)
Initialize loss L = 0
//Negative Sampling via Metropolis-Hastings
for i = 1 to k do
Sample a node y from q(y |x)
Generate a uniform random number r ∈ [0, 1]
if r < min
(
1, (Eθ (v)·Eθ (y))
α
(Eθ (v)·Eθ (x ))α
q(x |y)
q(y |x )
)
then
x = y
end
L = L +max(0,Eθ (v) · Eθ (x) − Eθ (u) · Eθ (v) +γ )
Update θ by descending the gradients ∇θL
end
end
until Early Stopping or Convergence;
where c is a constant. The sizes of inner products is in accordance
with positive distribution pd , facilitating the task relying on rela-
tive sizes of ®u⊤ ®v for different us, such as recommendation or link
prediction.
(Accuracy) From the perspective of risk, we mainly care about
the scale of the expected loss. According to equation (13), the
expected squared deviation is dominated by the smallest one in
pd (u |v) and pn (u |v). If an intermediate node with large pd (u |v) is
negatively sampled insufficiently (with small pn (u |v)), the accurate
optimization will be corrupted. But if pn (u |v) ∝ pd (u |v)α , then
E
[∥(θT − θ∗)u ∥2] = 1
T
( 1
pd (u |v)
(1 + pd (u |v)
1−α
c
) − 1 − 1
k
)
.
The order of magnitude of deviation only negatively related to
pd (u |v), meaning that with limited positive samples, the inner prod-
ucts for high-probability node pairs are estimated more accurate.
This is an evident advantage over evenly negative sampling.
4 METHOD
4.1 The Self-contrast Approximation
Although we deduced that pn (u |v) ∝ pd (u |v)α , the real pd is un-
known and its approximation pˆd is often implicitly defined. – How
can the principle help negative sampling?
We therefore propose a self-contrast approximation, replacing pd
by inner products based on the current encoder, i.e.
pn (u |v) ∝ pd (u |v)α ≈
(
Eθ (u) · Eθ (v)
)α∑
u′∈U
(
Eθ (u ′) · Eθ (v)
)α .
The resulting form is similar to a technique in RotatE [28], and
very time-consuming. Each sampling requiresO(n) time, making it
impossible for middle- or large-scale graphs. Our MCNS solves this
problem by our adapted version of Metropolis-Hastings algorithm.
4.2 The Metropolis-Hastings Algorithm
As one of themost distinguishedMarkov chainMonte Carlo (MCMC)
methods, the MetropolisâĂŞHastings algorithm [20] is designed
for obtaining a sequence of random samples from unnormalized
distributions. Suppose we want to sample from distribution π (x)
but only know π˜ (x) ∝ π (x). Meanwhile the computation of nor-
malizer Z =
∑
x π˜ (x) is unaffordable. The MetropolisâĂŞHastings
algorithm constructs a Markov chain {X (t)} that is ergodic and sta-
tionary with respect to π âĂŤ- meaning that, X (t) ∼ π (x), t →∞.
The transition in the Markov chain has two steps:
(1) Generate y ∼ q(y |X (t)) where the proposal distribution q is
arbitrary chosen as long as positive everywhere.
(2) Pick y as X (t + 1) at the probability min
{
π˜ (y)
π˜ (X (t ))
q(X (t ) |y)
q(y |X (t )) , 1
}
,
or X (t + 1) ← X (t). See tutorial [4] for more details.
4.3 Markov chain Negative Sampling
The main idea for MCNS is to apply the MetropolisâĂŞHastings
algorithm for each node v with π˜ (u |v) = (Eθ (u) · Eθ (v))α . Then
we are sampling from the self-contrast approximated distribution.
However, a notorious disadvantage for the MetropolisâĂŞHastings
is a relatively long burn − in period, i.e. the distribution of X (t) ≈
π (x) only when t is large, which heavily affects its efficiency.
Fortunately, the connatural property exists for graphs that nearby
nodes usually share similarpd (·|v), as evident from triadic closure in
social network [13], collaborative filtering in recommendation [18],
etc. Since nearby nodes have similar target negative sampling dis-
tribution, the Markov chain for one node is likely to still work well
for its neighbors. Therefore, a neat solution is to traverse the graph
by Depth First Search (DFS, See Appendix A.5) and keep generating
negative samples from the last node’s Markov chain (Figure 2).
The proposal distribution also influences convergence rate. Our
q(y |x) is defined by mixing uniform sampling and sampling from
the nearestk nodeswith 12 probability each.Moreover, we substitute
the binary cross-entropy loss as a γ -skewed hinge loss,
L = max(0,Eθ (v) · Eθ (x) − Eθ (u) · Eθ (v) + γ ), (14)
where (u,v) is a positive node pair and (x ,v) is negative. γ is a
hyperparameter. The MCNS is summarized in Algorithm 2.
5 EXPERIMENTS
To demonstrate the efficacy of MCNS, we conduct a comprehensive
suite of experiments on 3 representative tasks, 3 graph representa-
tion learning algorithms and 5 datasets, a total of 19 experimental
settings, under all of which MCNS consistently achieves significant
improvements over 8 negative sampling baselines collected from
previous papers [24, 37] and other relevant topics [1, 32, 35, 38].
5.1 Experimental Setup
5.1.1 Tasks and Dataset. The statistics of tasks and datasets are
shown in Table 1. Introductions about the datasets are in Appen-
dix A.3.
5.1.2 Encoders. To verify the adaptiveness of MCNS to different
genres of graph representation learning algorithms, we perform
experiments on three algorithms as follows.
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Figure 2: A running example of MCNS. The central nodes are traversed by DFS, each samples three negative context nodes
using Metropolis-Hastings algorithm by proceeding with the Markov chain.
Table 1: Statistics of the tasks and datasets.
Task Dataset Nodes Edges Classes
Recommendation
MovieLens 2,625 100,000 /
Amazon 255,404 1,689,188 /
Alibaba 159,633 907,470 /
Link Prediction Arxiv 5,242 28,980 /
Node Classification BlogCatalog 10,312 333,983 39
• DeepWalk [24] is the most representative graph represen-
tation algorithm. According to the Skip-gram model [21],
DeepWalk samples nodes co-occurring in the same window
in random-walk paths as positive pairs. This strategy serves
as “sampling from pˆd ” in the view of SampledNCE (§2.2).
• GCN [14] introduces a simple and effective neighbor aggre-
gation operation for graph representation learning. Although
GCN samples positive pairs from direct edges in the graph,
the final embeddings of nodes are implicitly constrained by
the smoothing effect of graph convolution. However, due
to its poor scalability and high memory consumption, GCN
cannot handle large graphs.
• GraphSAGE [10] is an inductive framework of graph convo-
lution. A fixed number of neighbors are sampled to make the
model suitable for batch training, bringing about its preva-
lence in large-scale graphs. Themean-aggregator is used in
our experiments.
5.1.3 Baselines. Baselines in our experiments generally fall into
the following categories. The detailed description of each baseline
is provided in Appendix A.2.
• Degree-based Negative Sampling. The compared meth-
ods include Power of Degree [21], RNS [2] and WRMF [12],
which can be summarized as pn (v) ∝ deд(v)β . These strate-
gies are static, inconsiderate to the personalization of nodes.
• Hard-samples Negative Sampling. Based on the obser-
vation that “hard negative samples” – the nodes with high
positive probabilities – helps recommendation, methods are
proposed to mine the hard negative samples by rejection
(WARP [40]), sampling-max (DNS [38]) and personalized
PageRank (PinSAGE [37]).
• GAN-based Negative Sampling. IRGAN [32] trains gen-
erative adversarial nets (GANs) to adaptively generate hard
negative samples. KBGAN [1] employs a sampling-based
adaptation of IRGAN on knowledge base completion.
5.2 Results
In this section, we demonstrate the results in the 19 settings. Note
that all values and standard deviations reported in the tables are
from ten-fold cross validation. We also leverage paired t-tests [11]
to verify whether MCNS is significantly better than the strongest
baseline. The tests in the 19 settings give a max p-value (Amazon,
GraphSAGE) of 0.0005≪ 0.01, quantitatively proving the signifi-
cance of our improvements.
5.2.1 Recommendation. Recommendation is the most impor-
tant technology in many E-commerce platforms, which evolved
from collaborative filtering to graph-based models. The user-item
graphs are constructed by purchase histories, which indicate the
information of user interests. Graph-based recommender systems
represent all users and items by embeddings, and recommend items
with largest inner products for a given user.
In this paper, Hits@k [5] and mean reciprocal ranking (MRR)
[27] serve as evaluation methodologies, whose definitions can be
found in Appendix A.4. We summarize the performance of MCNS
as well as the baselines in Table 2.
The results show that Hard-samples negative samplings gener-
ally surpass degree-based strategies with 5% ∼ 40% performance
leaps in MRR. GAN-based negative sampling strategies perform
even better, owing to the evolving generator mining hard negative
samples more accurately. In the light of our theory, the proposed
MCNS accomplishes significant gains of 2% ∼ 13% over the best
baselines.
5.2.2 Link Prediction. Link prediction aims to predict the oc-
currence of links in graphs, more specifically, to judge whether a
node pair is a masked true edge or unlinked pair based on nodes’
representations. Details about data split and evaluation are in Ap-
pendix A.4.
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MovieLens Amazon Alibaba
DeepWalk GCN GraphSAGE DeepWalk GraphSAGE DeepWalk GraphSAGE
MRR
Deд0.75 0.025±.001 0.062±.001 0.063±.001 0.041±.001 0.057±.001 0.037±.001 0.064±.001
WRMF 0.022±.001 0.038±.001 0.040±.001 0.034±.001 0.043±.001 0.036±.001 0.057±.002
RNS 0.031±.001 0.082±.002 0.079±.001 0.046±.003 0.079±.003 0.035±.001 0.078±.003
PinSAGE 0.036±.001 0.091±.002 0.090±.002 0.057±.004 0.080±.001 0.054±.001 0.081±.001
WARP 0.041±.003 0.114±.003 0.111±.003 0.061±.001 0.098±.002 0.067±.001 0.106±.001
DNS 0.040±.003 0.113±.003 0.115±.003 0.063±.001 0.101±.003 0.067±.001 0.090±.002
IRGAN 0.047±.002 0.111±.002 0.101±.002 0.059±.001 0.091±.001 0.061±.001 0.083±.001
KBGAN 0.049±.001 0.114±.003 0.100 ±.001 0.060±.001 0.089±.001 0.065±.001 0.087±.002
MCNS 0.053±.001 0.122±.004 0.114±.001 0.065±.001 0.108±.001 0.070±.001 0.116±.001
Hits@30
Deд0.75 0.115±.002 0.270±.002 0.270±.001 0.161±.003 0.238±.002 0.138±.003 0.249±.004
WRMF 0.110±.003 0.187±.002 0.181±.002 0.139±.002 0.188±.001 0.121±.003 0.227±.004
RNS 0.143±.004 0.362±.004 0.356±.001 0.171±.004 0.317±.004 0.132±.004 0.302±.005
PinSAGE 0.158±.003 0.379±.005 0.383±.005 0.176±.004 0.333±.005 0.146±.003 0.312±.005
WARP 0.164±.005 0.406±.002 0.404±.005 0.181±.004 0.340±.004 0.178±.004 0.342±.004
DNS 0.166±.005 0.404±.006 0.410±.006 0.182±.003 0.358±.004 0.186±.005 0.336±.004
IRGAN 0.207±.002 0.415±.004 0.408±.004 0.183±.004 0.342±.003 0.175±.003 0.320±.002
KBGAN 0.198±.003 0.420±.003 0.401±.005 0.181±.003 0.347±.003 0.181±.003 0.331±.004
MCNS 0.230±.003 0.426 ±.005 0.413±.003 0.207±.003 0.386±.004 0.201±.003 0.387±.002
Table 2: Recommendation Results of MCNS with various encoders on three datasets. GCN is not evaluted on Amazon and
Alibaba datasets due to its limited scalability.
The results for link prediction are given in Table 3. MCNS out-
performs all baselines with various graph representation learning
methods on the Arxiv dataset. An interesting phenomenon about
degree-based strategies is that both WRMF and commonly-used
Deд0.75 outperform uniform RNS sampling, completely adverse to
the results on recommendation datasets. The results can be verified
by examining the results in previous papers [21, 39], reflecting the
different network characteristics of user-item graphs and citation
networks.
Algorithm DeepWalk GCN GraphSAGE
AUC
Deд0.75 64.6±0.1 79.6±0.4 78.9±0.4
WRMF 65.3±0.1 80.3±0.4 79.1±0.2
RNS 62.2±0.2 74.3±0.5 74.7±0.5
PinSAGE 67.2±0.4 80.4±0.3 80.1±0.4
WARP 70.5±0.3 81.6±0.3 82.7±0.4
DNS 70.4±0.3 81.5±0.3 82.6±0.4
IRGAN 71.1±0.2 82.0±0.4 82.2±0.3
KBGAN 71.6±0.3 81.7±0.3 82.1±0.3
MCNS 73.1±0.4 82.6±0.4 83.5±0.5
Table 3: The results of link prediction with different nega-
tive sampling strategies on the Arxiv dataset.
5.2.3 Node Classification. Multi-label node classification is a
usual task to assess graph representation algorithms. The one-vs-
rest logistic regression classifier[7] is trained in a supervised way
with graph representations as the features of nodes. In this ex-
periment, we test the methods with various training set ratios TR
∈ {10%, 50%, 90%}. For each training set ratio, we repeat the process
10 times and report average scores.
Table 4 summarizes the Micro-F1 result on the BlogCatalog
dataset. MCNS stably outperforms all baselines regardless of the
training set ratio TR . The trends are similar for Macro-F1, which is
omitted due to the space limitation.
Algorithm DeepWalk GCN GraphSAGE
TR (%) 10 50 90 10 50 90 10 50 90
Micro
-F1
Deд0.75 31.6 36.6 39.1 36.1 41.8 44.6 35.9 42.1 44.0
WRMF 30.9 35.8 37.5 34.2 41.4 43.3 34.4 41.0 43.1
RNS 29.8 34.1 36.0 33.4 40.5 42.3 33.5 39.6 41.6
PinSAGE 32.0 37.4 40.1 37.2 43.2 45.7 36.9 43.2 45.1
WARP 35.1 40.3 42.1 39.9 45.8 47.7 40.1 45.5 47.5
DNS 35.2 40.4 42.5 40.4 46.0 48.6 40.5 46.3 48.5
IRGAN 34.3 39.6 41.8 39.1 45.2 47.9 38.9 45.0 47.6
KBGAN 34.6 40.0 42.3 39.5 45.5 48.3 39.6 45.3 48.5
MCNS 36.1 41.2 43.3 41.7 47.3 49.9 41.6 47.5 50.1
Table 4: Micro-F1 scores for multi-label classification on
the BlogCatalog dataset. Similar trends hold for Macro-F1
scores.
5.3 Analysis
Comparison with Power of Degree. To thoroughly investigate
the potential of degree-based strategies pn (v) ∝ deд(v)β , a se-
ries of experiments are conducted by varying β from -1 to 1 with
GraphSAGE. Figure 3 shows that the performance of degree-based
is consistently lower than that of MCNS, suggesting that MCNS
learns a better negative distribution beyond the expressiveness
of degree-based strategies. Moreover, the best β varies between
datasets and seems not easy to determine before experiments, while
MCNS naturally adapts to different datasets.
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Figure 3: Comparison between Power of Degree and MCNS.
Each red line represents the performance of MCNS in this
setting and the blue curves are performances of Power of
Degree with various β .
Figure 4: The performance of MCNS on the Alibaba by vary-
ing γ and embedding dimension.
Parameter Analysis. To test the robustness of MCNS quantitively,
we visualize the MRR curves of MCNS by varying two most impor-
tant hyperparameters, embedding dimension and margin γ . The
results with GraphSAGE on the Alibaba are demonstrated in Fig-
ure 4.
The skewed hinge loss in Equation (14) aims to keep at least γ
distance between the inner product of the positive pair and that of
the negative pair. γ controls the distance between positive-negative
samples and must be positive in principle. Correspondingly, Fig-
ure 4 shows that the hinge loss begins to take effect when γ ≥ 0 and
reaches its optimum at γ ≈ 0.1, which is a reasonable boundary. As
the performance increases slowly with a large embedding dimen-
sion, we set it 512 due to the trade-off between the performance
and time consumption.
Efficiency Comparison. To compare the efficiency of different
negative sampling methods, we report the runtime of MCNS and
hard-samples or GAN-based strategies (PinSAGE, WARP, DNS, KB-
GAN)withGraphSAGE encoder in recommendation task in Figure 5.
We keep the same batch size and number of epochs for a fair com-
parison. WARP might need a large number of tries before finding
negative samples, leading to a long running time. PinSAGE utilizes
PageRank to generate “hard negative items”, which increases run-
ning time compared with uniformly sampling. DNS and KBGAN
both first sample a batch of candidates and then select negative
samples from them, but the latter uses a lighter generator. MCNS
requires 17 mins to complete ten-epochs training while the fastest
baseline KBGAN is at least 2× slower on the MovieLens dataset.
Figure 5: Runtime comparisons for different negative sam-
pling strategies with GraphSAGE encoder on the recommen-
dation datasets.
Figure 6: The results of verification experiments. (Left) The
effect of increasing the number of negative sampling k in
Deд0.75. (Right) The effect of sampling more distant nodes.
5.4 Experiments for Further Understanding
In section 3, we have analyzed the criterion about negative sam-
pling from the perspective of objective and risk. However, doubts
might arise about (1) whether sampling more negative samples is
always helpful, (2) why our conclusion contradicts with the intu-
ition “positively sampling nearby nodes and negatively sampling
faraway nodes ”.
To further deepen the understanding of negative sampling, we
design two extended experiments on MovieLens with GraphSAGE
encoder to verify our theory and present the experimental results
in Figure 6.
If we sample more negative samples, the performance increases
with subsequently decrease. According to Equation (13), sampling
more negative samples always decrease the risk, leading to an
improvement in performance at first. However, performance begins
to decrease after reaching the optimum, because extra bias is added
to the objective by the increase of k according to Equation (2). The
bias impedes the optimization of the objective from zero-centered
initial embeddings.
The second experiment in Figure 6 shows the disastrous conse-
quences of negatively sampling more distant nodes, the nodes with
small pd (u). To test the performances with varying degrees of the
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mismatching of pd and pn , we design a strategy called inverseDNS
by selecting the one scored lowest instead of the highest one in
the candidate items. In this way, not only the negative sampling
probabilities of the items are sampled negatively correlated to pd ,
but also we can control the degree by varying candidate size M .
Both MRR and Hits@k go down asM increases, hence verifies our
theory.
6 RELATEDWORK
Graph Representation Learning. The mainstream of graph rep-
resentation learning on graphs diverges into two main topics: tra-
ditional network embedding and GNNs. Traditional network em-
bedding cares more about the distribution of positive node pairs.
Inspired by the skip-gram model [21], DeepWalk [24] learns embed-
dings via sampling “context” nodes for each vertex with random
walks, and maximize the log-likelihood of observed context nodes
for the given vertex. LINE [29] and node2vec [8] extend DeepWalk
with various positive distributions. GNNs are deep learning based
methods that generalize convolution operation to graph data. [14]
design GCNs by approximating localized 1-order spectral convolu-
tion. For scalability, GraphSAGE [10] employs neighbor sampling
to alleviate the receptive field expansion. FastGCN [3] further im-
proves the sampling algorithm and adopts importance sampling in
each layer.
Negative Sampling. Negative sampling is firstly proposed to
speed up skip-gram training in word2vec [21]. Word embedding
models sample negative samples according to its word frequency
distribution proportional to the 3/4 power. Most later works on
network embedding [8, 29] follow this setting. In addition, negative
sampling has been studied extensively in recommendation for bet-
ter ranking. Bayesian Personalized Ranking [26] proposes uniform
sampling for negative samples. Then, dynamic negative sampling
(DNS) [38] is proposed to sample informative negative samples
based on current prediction scores. Besides, the PinSAGE [37] adds
“hard negative items” to obtain fine enough “resolution” for rec-
ommender system to learn representations. The negative samples
are sampled uniformly with the rejection in WARP [35]. Recently,
GAN-based negative sampling method has also been adopted to
train better recommender systems with adversarial negative items
[1, 32, 33].
7 CONCLUSION
In this paper, we study the effect of negative sampling, a practical
approach adopted in the literature of graph representation learning.
Different from the existing works that decide a proper distribution
for negative sampling in heuristics, we theoretically analyze the
objective and risk of the negative sampling approach and conclude
that the negative sampling distribution should be positively but
sub-linearly correlated to their positive sampling distribution. Moti-
vated by the theoretical results, we propose MCNS, approximating
the ideal distribution by self-contrast and accelerating sampling
by Metropolis-Hastings. Extensive experiments show that MCNS
outperforms 8 negative sampling strategies, regardless of the un-
derlying graph representation learning methods.
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A APPENDIX
In the appendix, we first report the implementation notes of MCNS,
including the running environment and implementation details.
The detailed description of each baseline is then provided. Finally,
we present datasets, evaluation metrics and the DFS algorithm in
detail.
A.1 Implementation Notes
Running Environment. The experiments are conducted on a sin-
gle Linux server with 14 Intel(R) Xeon(R) CPU E5-268 v4@ 2.40GHz,
256G RAM and 8 NVIDIA GeForce RTX 2080TI-11GB. Our proposed
MCNS is implemented in Tensorflow 1.14 and Python 3.7.
Implementation Details.All algorithms can be divided into three
parts: negative sampling, positive sampling and embedding learning.
In this paper, we focus on negative sampling strategy. A negative
sampler selects a negative sample for each positive pair and feeds
it with a corresponding positive pair to the encoder to learn node
embeddings. With the exception of PinSAGE, the ratio of positive
to negative pairs is set to 1 : 1 for all negative sampling strategies.
PinSAGE uniformly selects 20 negative samples per batch and adds
5 “hard negative samples” per positive pair. Nodes ranked at top-
100 according to PageRank scores are randomly sampled as “hard
negative samples”. The candidate size S in DNS is set to 5 for all
datasets. The value of T in KBGAN is set to 200 for Amazon and
A+ datasets, and 100 for other datasets.
For recommendation task, we evenly divide the edges in each
dataset into 11 parts, 10 for ten-fold cross validation and the extra
one as a validation set to determine hyperparameters. For recom-
mendation datasets, the node types contain U and I representing
user and item respectively. Thus, the paths for information aggre-
gation are set toU − I −U and I −U − I for GraphSAGE and GCN
encoders. All the important parameters in MCNS are determined
by a rough grid search. For example, the learning rate is the best
among [10−5,10−4,10−3,10−2]. Adam with β1 = 0.9, β2 = 0.999
serves as the optimizer for all the experiments. The values of hy-
perparameters in different datasets are listed as follows:
MovieLens Amazon A+ dataset
learning rate 10−3 10−3 10−3
embedding dim 256 512 512
margin γ 0.1 0.1 0.1
batch size 256 512 512
M in Hits@k ALL 500 500
For link prediction task, we employ five-fold cross validation to
train all methods. The embedding dimension is set to 256, and the
margin γ also be set to 0.1 for all strategies. The model parameters
are updated and optimized by stochastic gradient descent with
Adam optimizer.
In multi-label classification task, we first employ all the edges to
learn node embeddings. Then, these embeddings serve as features
to train the classifier. Embedding dimension is set to 128 and the
margin γ is set as 0.1 on the BlogCatalog dataset for all negative
sampling strategies. The optimizer also adopts Adam updating rule.
A.2 Baselines
We give detailed negative sampling strategies as follows. For each
encoder, the hyperparameters for various negative sampling strate-
gies remain the same.
• Power of Degree [21]. This strategy is first proposed in
word2vec, in which pn (v) ∝ deд(v)β . In word embedding,
the best α is found to be 0.75 by experiments and followed by
most graph embedding algorithms [24, 29]. We use Deд0.75
to denote this widely-used setting.
• RNS [2]. RNS means sampling negative nodes at uniform
random. Previous work [2] mentions that in recommenda-
tion, RNS performs better and more robust than Deд0.75
during tuning hyperparameters. This phenomenon is also
verified in our recommendation experiments by using this
setting as a baseline.
• WRMF [12, 23]. Weighted Regularized Matrix Factorization
is an implicit MF model, which adapts a weight to reduce the
impact of unobserved interactions and utilizes an altering-
least-squares optimization process. To solve the high com-
putational costs, WRMF proposes three negative sampling
schemes, including Uniform Random Sampling (RNS), Item-
Oriented Sampling (ItemPop), User-Oriented Sampling (Un-
consider in our paper).
• DNS [38]. Dynamic Negative Sampling (DNS) is originally
designed for sampling negative items to improve pair-wise
collaborative filtering. For each user u, DNS samples nega-
tive S items {v0, ...,vS−1} and only retains the one with the
highest scoring function s(u,v). DNS can be applied to graph-
based recommendation by replacing s(u,v) in BPR [26] with
the inner product of embedding ®u ®v⊤.
• PinSAGE [37]. In PinSAGE, a technique called “hard neg-
ative items” is introduced to improve its performance. The
hard negative items refer to the high ranking items accord-
ing to users’ Personalized PageRank scores. Finally, negative
items are sampled from top-K hard negative items.
• WARP[35, 40].WeightedApproximate-Rank Pairwise(WARP)
utilizes SGD and a novel sampling trick to approximate ranks.
For each positive pair (u,v), WARP proposes uniform sam-
pling with rejection strategy to find a negative item v ′ until
®u ®v ′⊤ − ®u ®v⊤ + γ > 0.
• IRGAN [32]. IRGAN is a GAN-based IR model that unify
generative and discriminative information retrieval models.
The generator generates adversarial negative samples to fool
the discriminator while the discriminator tries to distinguish
them from true positive samples.
• KBGAN[1]. KBGAN proposed a adversarial sampler to im-
prove the performances of knowledge graph embeddingmod-
els. To reduce computational complexity, KBGAN uniformly
randomly selectsT nodes to calculate the probability distribu-
tion for generating negative samples. Inspired by it, NMRN
[33] employed a GAN-based adversarial training framework
to generate “difficult” negative items in streaming recom-
mender model.
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A.3 Datasets
We evaluate the proposed MCNS with five datasets on three widely-
used tasks, including recommendation, link prediction and multi-
label node classification. The detailed descriptions are listed as
follows.
• MovieLens3 is a widely-used movie rating dataset for evalu-
ating recommender systems. We choose the MovieLens-100k
version that contains 100,000 interaction records generated
by 943 users on 1682 movies.
• Amazon4 is a large E-commerce dataset introduced in [19],
which contains purchase records and review texts whose
time stamps span from May 1996 to July 2014. Each top-
level category of products on Amazon is constructed as an
independent dataset. In the experiments, we take the data
from the commonly-used “electronics” category to establish
a user-item graph.
• A+ dataset 5 is constructed based on the data from another
large E-commerce platform, which contains user’s purchase
records and items’ attribute information. The data are orga-
nized as a user-item graph for recommendation.
• Arxiv GR-QC [15] is a collaboration network generated
from the e-print arXiv where nodes represent authors and
edges indicate collaborations between authors. The dataset
is used for link prediction task since it does not contain
category information of each vertex.
• BlogCatalog is a network of social relationships provided
by blogger authors. The labels represent the topic categories
provided by the authors and each blogger may be associ-
ated to multiple categories. There are overall 39 different
categories for BlogCatalog.
A.4 Evaluation Metrics
Recommendation. To evaluate the performance of MCNS for
recommendation task, Hits@k [5] and mean reciprocal ranking
(MRR) [27] serve as evaluation methodologies for all comparative
methods.
• Hits@k is introduced by the classic work [27] to measure
the performance of personalized recommendation at a coarse
granularity. Specifically, we can compute Hits@k of a rec-
ommendation system as follows:
(1) For each user-item pair (u,v) in the test set Dtest , we
randomly selectM additional items {v ′0, ...,v ′M−1} which
are never showed to the queried user u.
(2) Form a ranked list of {®u ®v⊤, ®u ®v ′⊤0 , ..., ®u ®v ′⊤M−1} in descend-
ing order.
(3) Examine whether the rank of ®u ®v⊤ is less than k (hit) or
not (miss).
(4) Calculate Hits@k according to Hits@k = #hit@k|Dtest | .• MRR is another evaluation metric for recommendation task,
which measures the performance at a finer granularity than
Hits@k .MRR assigns different scores to different ranks of
item v in the ranked list mentioned above when querying
user u, which is defined as follows:
3https://grouplens.org/datasets/movielens/100k/
4http://jmcauley.ucsd.edu/data/amazon/links.html
5we use A+ dataset to represent the real data we collected.
MRR =
1
|Dtest |
∑
(ui ,vi )∈Dtest
1
rank(vi ) .
In our experiment, we set k as {10, 30}, andM is set to 500 for
the A+ and Amazon datasets. For the MovieLens dataset, we use
all unconnected items for each user asM items to evaluate the hit
rate.
Link Prediction. The standard evaluation metric AUC is widely
applied to evaluate the performance on link prediction task [8,
30, 41]. Here, we utilize roc_auc_score function from scikit-learn
to calculate prediction score. The specific calculation process is
demonstrated as follows.
(1) We extract 30% of true edges and remove them from the
whole graph while ensuring the residual graph is connected.
(2) We sample 30 % false edges, and then combine 30% of true
edges and false edges into a test set.
(3) Each graph embedding algorithm with various negative sam-
pling strategies is trained using the residual graph, and then
the embedding for each node is obtained.
(4) We predict the probability of a node pair being a true edge
according to the inner product. We finally calculate AUC
score according to the probability via roc_auc_score function.
Multi-label Classification. In the multi-label classification, we
adopt Micro-F1 and Macro-F1 as evaluation metrics, which are
widely used in many previous works [8, 21]. Micro-F1 is a met-
ric which gives equal weights to each instance, while Macro-F1
gives equal weights to each category. In our experiments, the F1
score is calculated by scikit-learn. In detail, we randomly select a
percentage of labeled nodes, TR ∈ {10%, 50%, 90%} to learn node
embeddings. Then the learned embeddings is used as features to
train the classifier and predict the labels of the remaining nodes.
For fairness in comparison, we used the same training set to train
the classifier for all negative sampling strategies. For each training
ratio, we repeat the process 10 times and report the average scores.
A.5 DFS
Here we introduce a DFS strategy to generate traversal sequence L
where adjacent nodes in the sequence is also adjacent in the graph.
Algorithm 3: DFS
Input: Current node x .
Global variables: graph G = (V ,E), sequence L.
Append x to L
for each unvisited neighbor y of x in G do
DFS(y)
Append x to L
end
