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Abstract
Recent work has made exciting theoretical and
practical progress towards neural networks that
are equivariant to symmetries such as rotations.
However, current techniques require explicit
group representations, which generally limits us
to those groups with analytically derived matrix
formulas. In this work, we present a numerical
technique for finding irreducible representations
of noncommutative Lie groups. We demonstrate
that the structure of the Lie algebras associated
with these groups can be used to learn explicit
representation matrices to high precision. This
provides an automated program to build neural
networks that are equivariant to a much wider
class of transformations, including previously in-
tractable cases such as the Poincare´ group (rota-
tions, translations, and boosts).
1. Introduction
The motivating goal in designing a group-equivariant ma-
chine learning model is to “bake in” prior knowledge about
the underlying symmetries of a task. A simple example is
the classification of 3D objects. An instance of the “teacup”
class remains such an instance under rotation, and its orien-
tation vector changes in accordance with that same rotation.
In other words, a 3D object has a rotation-invariant class
and a rotation-equivariant (a.k.a. covariant) orientation The
form of 3D rotational symmetry we we have just described
for the teacup is an example of a continuous spatial sym-
metry group, SO(3). If we include translations we obtain
the larger group SE(3). We will more carefully review
in Section 2.1 the relevant background and prior work on
SE(3)-equivariance. For now, we simply point out that
although SE(3)-equivariant neural networks have been con-
structed and optimized in several elegant works, there are
good reasons to build models equivariant to new Lie groups
beyond SE(3), and unresolved obstacles to doing so.
The particular Lie groups which motivate our present work
1Department of Physics, Stanford University 2Intel AI, San
Diego, California. Correspondence to: <noaj@stanford.edu>.
are the symmetry groups of spacetime. When an observer
records a time dependent signal (e.g. a video) of a teacup,
the data obtained will vary significantly depending on the
velocity of the observer, but the object’s class will remain
invariant to this change of reference frame. The symmetry
group including rotations, translations, and changes of ref-
erence frame (known as boosts) between observers moving
at different velocities forms a larger Lie group that contains
SO(3) as a subgroup. The exact Lie group obtained depends
on (i) the number of spatial dimensions, and (ii) whether
the problem involves high-speed motion as compared to
the speed of light. We explain these spacetime symmetry
groups further in Section 2.5.
Building neural networks equivariant to a new continuous
symmetry group requires 3 ingredients: (a-c).
(a) Explicit GroupRep Matrices: First, we must know the
irreducible representations of the Lie group G. To avoid
confusion with the ML term representation, we will refer to
a linear group representation as a GroupRep1. Specifically,
we would like explicit matrices giving several GroupReps
of G (e.g. Wigner D matrices). At minimum we require
GroupReps that contain our input and output data. Including
a variety of distinct (nonisomorphic) irreducible GroupReps
helps expand the space of functions that the network can
approximate.
(b) Clebsch-Gordan Coefficients: We need to understand
the tensor product structure of these GroupReps. This is en-
coded in the Clebsch-Gordan coefficients, which tell us how
to decompose a tensor product of two GroupReps among
all our GroupReps.
(c) Equivariant Filter Functions: For many applications,
we also need equivariant filter functions such as spher-
ical harmonics. Specifically, these are function space
GroupReps whose elements are continuous functions of
the vector space on which our data is defined.
A common thread in prior work is to utilize existing formu-
las derived for (a-c) above. However, these formulas only
hold for the specific Lie groups they were derived for. The
spacetime symmetry groups that motivate our work differ
technically from the case of SO(3) ∼= SE(3)/(R3,+) in
that they are noncompact and do not act transitively on the
1We define irreducible GroupReps in Section 3.
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spacetime. This suggests a new approach in which we do
not require formulas for (a-c) for each new Lie group and
instead use an automated computational technique to obtain
the components required to build new equivariant networks.
Automating the steps in constructing equivariant networks
would have the added benefit of sidestepping implementa-
tion difficulties such as aligning bases correctly and working
with complex (C) numbers.
A key insight towards this direction was developed in a
line of work by (Weiler et al., 2018; Cohen et al., 2019a).
Their insight is that the Clebsch-Gordan coefficients (b)
may be solved from a homogeneous linear program once
the GroupReps (a) are explicitly specified. The latter work
(Cohen et al., 2019a) went so far as to show that this con-
struction fully specifies the space of equivariant convolu-
tions. For many cases, the Clebsch-Gordan coefficients (b)
can also help obtain filter functions (c): for data defined on
coordinates which form a GroupRep space of the group, fil-
ter functions may be projected out of a tensor power of this
“coordinate representation”.2 using the Clebsch-Gordan co-
efficients. In other words, once we have (a), we can usually
obtain (b) and (c). However, this has still generally required
analytical expressions for (a).
In this work, we automate the final component: identify-
ing the explicit GroupRep matrices (a) of the Lie groups.
We pose a quadratic program defined by the Lie algebra
associated with a Lie group, whose solutions are the repre-
sentations of the algebra. We introduce a penalty term to
prevent the formation of trivial GroupReps. We apply gradi-
ent descent of this loss function and halt after convergence
to matrices which can be verified as irreducible GroupReps.
To verify that our method works, we apply our technique to
the noncommutative groups SO(3),SO(2, 1), and SO(3, 1),
for which analytical formulae for (a) are known. By compar-
ing the tensor product structure of our learned GroupReps
with that of the analytical formulae, we validate the identity
and precision of our GroupReps.
This work leads us towards a general technical framework
for building Lie-group equivariant neural networks without
access to any explicit formulas for (a-c) above and relying
solely upon the structure of the Lie Algebra. To the best of
our knowledge, ours is the first general automated solver for
finding explicit representation matrices for noncommutative
Lie algebras / Lie groups.
We summarize relevant background and prior work in Sec-
tion 2. We give a brief overview of Lie algebra represen-
tations in Section 3. We give details of our methods in
2E.g., in the Cartesian basis, the spherical harmonics satisfy
Y i1 (~x) ∝ xi, Y i2 (~x) ∝ (C21,1~x⊗2)i, and so on – where ~x ∈
R3 and C21,1 is the matrix of Clebsch-Gordan coefficients which
projects out the irreducible spin-2 representation from the tensor
product of two spin-1s.
Section 4. We present the results of our GroupRep learning
experiments in Section 5. In Section 6, we compare our ap-
proach to a somewhat more conventional method based on
formulas for the irreducible representations of the Lorentz
algebra. We show how the obtained representations can be
applied to build Poincare´ equivariant networks in Section 7.
2. Background and Prior Work
2.1. Prior Work on Equivariant Neural Networks
Inspired by the success of (approximately) translation-
equivariant CNNs for image recognition, a line of work
has sought to extend equivariance to additional symmetry
groups enabling novel applications such as fully rotation-
invariant image recognition. Equivariant neural architec-
tures have been proposed for the groups SE(2) (Worrall
et al., 2017), SE(3) (Weiler et al., 2018; Cohen et al., 2019a;
Kondor et al., 2018; Thomas et al., 2018; Cohen et al., 2018;
Kondor, 2018), the 3D scale group (Worrall & Welling,
2019), and the group of Galilean boosts (nonrelativistic
changes of reference frame) (Zhu et al., 2019). Recent work
on molecular modeling using SO(3)-equivariant networks
(Anderson et al., 2019) gives state-of the art on the MD-17
dataset.
We will focus on continuous groups, but there has also been
work on equivariance to discrete groups. Some approaches
focusing on finite discrete groups have used these groups as
approximations of compact continuous symmetry groups,
for example see (Cohen et al., 2019b). We refer to (Cohen
& Welling, 2016) for a summary of the main ideas in this
direction.
Among the constructions which provide a mathematical
guarantee of Lie group equivariance, most work has fo-
cused on spatial symmetries, perhaps motivated by the abun-
dance of applications that satisfy rotational symmetry. Var-
ious work has focused on scalar, vector, or tensor valued
data defined on a continuous feature map or a finite set of
points. However, the underlying manifold has generally
been spatial, excluding time. An interesting recent work by
(Zhu et al., 2019) is an exception: they introduce motion-
equivariant networks which are equivariant to linear optical
flow of an observer moving at a fixed speed. This is accom-
plished through the use of a canonical coordinate system in
which optical flow manifests as a translation, as described
in some more generality for one-parameter Lie groups in
(Tai et al., 2019). This approach allows for the translation
equivariance of CNNs to be translated into Galilean boost-
equivariance. However, it comes at the price of losing the
guarantee of equivariance to translation in the original co-
ordinate system. To overcome this limitation, the authors
apply a spatial transformer network (Jaderberg et al., 2015)
to first predict a landmark position from which the other
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points are referenced. This landmark predictor does not
provide a mathematical guarantee of translation equivari-
ance. This is a similar outcome to the work of (Esteves et al.,
2018) to achieve equivariance to 2D rotation and scale, and
approximate equivariance to translation.
We explain the spacetime symmetry groups in Section 2.5.
The first explicit suggestion of Poincare´-equivariant net-
works appears to be a recent work on the link between co-
variance in ML and physics (Cheng et al., 2019). However
this work did not build such networks. Hence, prior work
does not provide a prescription for equivariant processing of
dynamic signals symmetric under both changes of reference
frame and spatial symmetries such as 3D rotations. Our
Poincare´-equivariant networks appear to be the first models
to provide such a guarantee.
2.2. Prior Work on Learning Lie Groups
Several authors have investigated automated means of iden-
tifying Lie group representations. (Rao & Ruderman, 1999)
used gradient descent with several starting points to find the
Lie group generators, given many examples of data which
had been transformed by the group. Applying the technique
requires knowledge of how the group acts on a representa-
tion space. In our case we know the Lie algebra structure
but we do not know how to compute its representations.
(Tai et al., 2019) on the other hand give a closed-form solu-
tion for the canonical coordinates for Lie groups. But their
formula only applies for Abelian one-parameter Lie groups,
excluding SO(3),SO(2, 1), and SO(3, 1).
(Cohen & Welling, 2014) devised an interesting probabilis-
tic model to learn representations of compact, commutative
Lie groups from pairs of images related by group transforma-
tions. In the present work we demonstrate a new approach
to handle noncompact and/or noncommutative groups such
as SO(3),SO(2, 1), and SO(3, 1).
2.3. Novel Lie Groups for Abstract Information
Processing
Recently, some authors have investigated the use of hyper-
spherical (Davidson et al., 2018) and hyperbolic models of
text (Nickel & Kiela, 2017; De Sa et al., 2018; Dhingra et al.,
2018) and graph-structured data (Chamberlain et al., 2017)
to realize more effective embeddings. These results hint at
the possibility of equivariant processing of unstructured data
such as text, beyond the domains (e.g. images and video)
which are clearly constrained by the physical symmetries
present in nature. We are excited about the prospect of a
bidirectional equivariance approach in which we simultane-
ously learn the symmetry groupG governing a task from the
training data, as well as an accurate G-equivariant model
M that automatically enforces the learned problem symme-
try. (The GroupReps used to build the G-equivariant model
could be obtained via the technique presented in this work.)
It is possible that Lie group equivariance may serve as an
effective form of regularization in deep neural networks,
even when processing non-spatiotemporal data.
2.4. Linear Program for the Clebsch-Gordan
Coefficients
Let k be a field and let ρ1, ρ2, ρ3 be GroupReps of G on
the vector spaces kn1 , kn2 , kn3 . Let C ∈ kn3×(n1n2) de-
note a n3 by n1n2 dimensional matrix of Clebsch-Gordan
coefficients that project out the n3-dimensional GroupRep
ρ3 from the tensor product space kn1 ⊗ kn2 . Then ∀g ∈
G, ∀u ∈ kn1 , v ∈ kn2 , C(ρ1(g) ⊗ ρ2(g))(u ⊗ v) =
ρ3(g)C(u⊗ v).
⇒ C(ρ1(g)⊗ ρ2(g)) = ρ3(g)C. (1)
Now equation (1) provides n1n2n3 linear constraints on
C, and therefore defines a well-posed homogeneous linear
program (LP) for C. In practice it works best to sample
several distinct g ∈ G for constructing this LP. If G is
a t−dimensional Lie group then we may obtain the ni-
dimensional GroupRep elements from some ni-dimensional
Lie algebra representation Tni1 , ..., T
ni
t by exponentiating
3:
ρi(g) = exp
(
t∑
`=1
α`T
ni
`
)
,
in which α1, ..., αt ∈ k are some coefficients defining g
(these are sometimes called the “Lie vector”). In practice
since we only need random group elements we can randomly
sample the αj from a normal distribution in k.
The solutions for C form a linear subspace of kn3×(n1n2)
given by the nullspace of some matrix we denote
A(ρ1, ρ2, ρ3). The singular values of A will be denoted
SV1(A), ..., SV`(A) ordered from smallest to largest. If the
nullspace is one-dimensional, then C is unique up to a con-
stant factor. Therefore the ratio r(A) := SV2(A)/SV1(A)
diverges only if there is appears to be a strictly one-
dimensional nullspace corresponding to a unique solution
for C. We will use r(A) as a diagnostic measure to interpret
the tensor product structure of our learned GroupReps in
Section 5.
2.5. Spacetime Symmetry Groups
Any two rotations may be composed to give another rota-
tion. This means that rotations form a group, and the rotation
groups are called SO(3) for 3D rotations, and SO(2) for
3For real-valued matrices we make use of (Casado,
2019); complex-valued matrices can be exponentiated with
scipy.linalg.expm.
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Figure 1. Activations of an SO(2, 1)-Equivariant neural network constructed using our framework. The arrows depict the elements of
the 3-dimensional representation space (arrows) and are embedded on their associated points within the point cloud. This point cloud is
from the MNIST-Live dataset as generated with digits embedded in the x− t plane. The y axis is suppressed. The left plot depicts the
“original” activations (with the digit at rest). The right plots show what happens if we transform the point cloud with a Lorentz boost in the
±x direction before feeding it through the network. As dictated by the equivariance property, the activation vectors transform covariantly
with the input transformation.
2D rotations. The discovery that the Earth is round demon-
strated that there is no such thing as “up”, i.e. that SO(3)
is a symmetry of Nature. Newton and Galileo studied the
dynamics of objects moving in space, in a coordinate sys-
tem including both space and time. They noticed that two
observers moving at different velocities will disagree on the
coordinates {(ti, ~xi)} of some spacetime events. They be-
lieved that the observers would be able to agree on the times,
but they would only reconcile their spatial coordinates if
they transformed them with the equation
~xi 7→ ~xi + ~vti, (2)
in which ~v is the relative velocity of the observers. This
transformation is called a Galilean boost. Later, Einstein
noticed that there is no such thing as “sitting still”. He made
a beautiful and intuitive argument that (2) must be replaced
by a set of transformations which had also been studied by
Poincare´ and Lorentz: the Lorentz boosts. The effect of
a Lorentz boost is shown in Figure 1. The group of 3D
rotations and Lorentz boosts is called the Lorentz Group
SO(3, 1). If our observers and the events are all confined
to a 2D plane, it suffices to consider the 2D Lorentz group
called SO(2, 1).
Finally, we consider translational symmetry. We add trans-
lations via the semidirect product and define the Poincare´
groups in 3+1 and 2+1 dimensions as:
P3 = (R4,+)o SO(3, 1) P2 = (R3,+)o SO(2, 1).
The Poincare´ group P3 is the group of global continuous
symmetries of our universe.
2.6. Lie Algebras
Every Lie group G gives rise to a Lie algebra A as its
tangent space at the identity. This is a vector space V along
with a bilinear product called the Lie bracket: [a, b] which
must behave like the commutator for an associative ring R
with multiplication operation ×R:
[a, b] = a×R b− b×R a
The Lie algebra for the 3D rotation group is called so(3),
and consists of a 3 dimensional vector space with a basis
of the generators {J1, J2, J3} satisfying the following Lie
bracket:
[Ji, Jj ] = εijkJk (3)
in which εijk is the totally antisymmetric Levi-Civita sym-
bol. A physical intuition on Lie algebras can be gained by
expanding the formulas for 3×3 rotation matrices about the
x, y, and z axes in a truncated power series for some small
angle θ. It may be seen that, to first order in θ, rotation
matrices Rx, Ry, Rz about the indicated axes satisfy (3),
e.g.:
Rx(θ)Ry(θ)−Ry(θ)Rx(θ) = Rz(θ) +O(θ2).
The Lorentz Group above similarly satisfies (3) for the gen-
erators J1, J2, J3 of its subalgebra isomorphic to so(3). It
also has 3 additional generators of the boosts: K1,K2,K3,
which satisfy:
[Ji,Kj ] = εijkKk [Ki,Kj ] = −εijkJk (4)
IfA is a t-dimensional Lie algebra with generators T1, ..., Tt
such that
[Ti, Tj ] =
t∑
k=1
AijkTk, (5)
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we call the tensor Aijk the structure constants of A.
3. Lie Group Representations (GroupReps)
Let G be a Lie group. A linear group representation
(GroupRep) is a homomorphism from G to the general
linear group GL(V ) where V is a vector space called the
representation space or simply the representation.
A GroupRep is irreducible if it leaves no nontrivial subspace
invariant.
Given two GroupReps ρ1 : G → GL(kn1), ρ2 : G →
GL(kn2), the tensor product GroupRep ρ′ is defined as
ρ′ : G→ GL(kn1n2)
ρ′(g) = ρ1(g)⊗ ρ2(g).
It is easy to check that ρ′ is also a GroupRep of G.
4. Approach
We will let |M |F denote the Frobenius norm of M :
|M |2F =
∑
1≤i,j≤n
|Mij |2.
We will let |M |1 denote the entrywise L1 norm given by
|M |1 =
∑
1≤i,j≤n
|Mij |.
4.1. Loss Function for Learning Lie Algebra
Representations
Let A be a t-dimensional Lie algebra with structure con-
stants Aijk, as in (5). Let n be a positive integer, and sup-
pose we seek a n dimensional representation ofA. Then we
let T1, ..., Tt be n× n matrices which we consider as opti-
mization variables, and define the following loss function:
L[T1, ..., Tt] = 1
N [T ]
∑
1≤i≤j≤t
∣∣∣∣∣[Ti, Tj ]−∑
k
AijkTk
∣∣∣∣∣
1
.
(6)
This is the magnitude of violation of the structure constants
(5), with a multiplicative norm penalty term given by
N [T ] = min
(
1, min
1≤i≤t
|Ti|2F
)
.
We pose the optimization problem:
min
T1,...,Tt∈Rn×n
L[T1, ..., Tt].
The purpose of the norm penalty is to avoid convergence to
the trivial solution (Ti)jk = 0∀i ∈ [t], j, k ∈ [n]. It is clear
that if L converges to 0, the learned T1, ..., Tt are some non-
trivial n-dimensional representation of A. The generators
are initialized from a normal distribution. We perform gra-
dient descent in PyTorch with the adam optimizer (Kingma
& Ba, 2014) with initial learning rate 0.1. The learning rate
is set to decrease exponentially when loss plateaus. The
results of this optimization procedure are shown in Figure 3.
4.2. Stopping condition
Similar to (Rao & Ruderman, 1999), we restart gradient
descent several times starting from random initialization
points. We restart if loss appears to converge to a nonzero
value and the learning rate is smaller than the loss by a
factor of 10−4. We also restart after convergence if the
nullspace of the linear program for an invariant quadratic
form appears to be multidimensional, as this indicates that
our learned GroupRep is a direct sum of multiple irreducible
GroupReps.
4.3. Using Learned GroupReps to build a
Group-Equivariant Neural Network
The trainable weights in our group-equivariant neural net-
works are complex-valued filter weights fkqg and channel-
mixing weights W kqcgd. These interact nonlinearly during
the layer update rule, which effects a modified ClebschGor-
dan transform (Kondor et al., 2018). We will now document
the specifics of our neural architecture, including the indices
of f and W and the layer update rule..
We obtain all Clebsch-Gordan coefficients through the pro-
cedure explained in Section 2.4. we place them in a tensor:
Cg,qr,ls,mt. This notation corresponds to taking the tensor
product of an element of the lth GroupRep space indexed by
s with an element of the mth GroupRep space indexed by t,
and projecting it onto the qth GroupRep space indexed by
r. The space of possible Clebsch-Gordan coefficients can
be multidimensional. This is common if some GroupReps
are themselves obtained via tensor power. For these cases
we use an index g to carry the dimension within the space
of Clebsch-Gordan coefficients.
We will use the Einstein summation convention throughout
this section. Each layer builds up a collection of equivariant
filter functions of the point cloud and uses them to convolve
the activations across all points. Let q′ denote the index
of the GroupRep in which the points are embedded. Let
Xxir denote the point coordinates, in which x indexes the
batch dimension, i indexes the points, and r indexes the q′
GroupRep space. Then we build equivariant filters for the
kth layer from ∆Xxijr := Xxjr −Xxir with the following
prescription:
F kxijqr = δqq′∆Xxijr + Cg,qr,q′s,q′tf
k
qg∆Xxijs∆Xxijt
The dependence on ∆X rather than X gives us automatic
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1 from l a n i m p o r t L i e A l g e b r a R e p r e s e n t a t i o n ,
L i e A l g e b r a R e p r e s e n t a t i o n D i r e c t S u m ,
L i e A l g e b r a T e n s o r P r o d u c t R e p r e s e n t a t i o n ,
L i e G r o u p E q u i v a r i a n t N e u r a l N e t w o r k
2
3 l e a r n e d g e n e r a t o r s = [ . . . ]
4 k n o w n g e n e r a t o r s = [ . . . ]
5
6 l e a r n e d i r r e p = L i e A l g e b r a R e p r e s e n t a t i o n (
7 l e a r n e d g e n e r a t o r s )
8 s c a l a r i r r e p = L i e A l g e b r a R e p r e s e n t a t i o n (
9 numpy . z e r o s ( (
10 l e a r n e d i r r e p . a l g e b r a . dim ,
11 1 , 1
12 ) )
13 )
14 k n o w n i r r e p = L i e A l g e b r a R e p r e s e n t a t i o n (
15 k n o w n g e n e r a t o r s )
16
17 r e p r e s e n t a t i o n s = L i e A l g e b r a R e p r e s e n t a t i o n D i r e c t S u m ( [
18 s c a l a r i r r e p ,
19 k n o w n i r r e p
20 l e a r n e d i r r e p ,
21 L i e A l g e b r a T e n s o r P r o d u c t R e p r e s e n t a t i o n (
22 [ l e a r n e d i r r e p , l e a r n e d i r r e p ] )
23 ] )
24
25 model = L i e G r o u p E q u i v a r i a n t N e u r a l N e t w o r k (
26 r e p r e s e n t a t i o n s , n u m l a y e r s =10 , num channe l s =32)
Figure 2. Our Lie Algebraic Networks (lan) module makes it sim-
ple to build an equivariant point cloud network once the represen-
tations are in-hand.
equivariance to translation in the q′-GroupRep space, which
in our case provides spatiotemporal translation-equivariance
as desired.
The input and activations for the kth layer of the network
are defined on a tensor V kximct, where x is again the batch
dimension, i indexes the points, m is the GroupRep index,
c is the channel index, t indexes the GroupRep space. Our
mixing weights are then defined for the kth layer as W kqcgd
to be used in our layer update rule as
V k+1xiqcr = Cg,qr,ls,mtF
k
xijlsV
k
xjmdtW
k
qcgd
We have produced a software library titled Lie Algebraic
Networks (LAN) built on PyTorch, which automates de-
riving all Clebsch-Gordan coefficients and using them in
Lie group equivariant neural networks. It also deals with
Lie algebra representations, allowing for operations such
as taking the tensor product of mutliple GroupReps. It sup-
ports C-numbers. To handle complex numbers, we append
a dimension of size 2 to all complex-valued tensors and con-
tract products of n complex tensors along with a “complex
contractor” tensor βx1...xnb defined as:
βx1...xnb =
{
0 b 6= ⊕ni=1 xi
(−1)b 12
∑
i xic otherwise
. (7)
See Figure 2 for a demonstration of the LAN library. Start-
ing from several GroupReps for a Lie group G, LAN can
automatically construct aG-equivariant neural network with
the desired number of layers and channels.
We present some experimental results with SO(2, 1) and
SO(3, 1)-equivariant networks in Section 7.
5. Experimental Results: Learning
GroupReps
We apply our technique to three important Lie groups:
SO(3),SO(2, 1), and SO(3, 1). We carry out gradient de-
scent for the loss function (6) with the commutation rela-
tions (3) for so(3), (3)+(4) for so(3, 1), and the subset of
(3)+(4) applicable to {Kx,Ky, Jz} for so(2, 1).
We observe that the loss function (6) in each case converges
arbitrarily close to 0 as long as the learning rate is decreased
exponentially on plateau. See Figure 3. We proceed to
verify the irreducibility of our learned GroupReps.
5.1. Experimental Convergence to Irreducible SO(3),
SO(2, 1), and SO(3, 1) GroupReps
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Figure 3. Convergence of loss to arbitrary precision GroupReps of
three Lie groups: SO(3),SO(2, 1), and SO(3, 1). The multiplica-
tive norm penalty is plotted in the lower subplot, and demonstrates
that this penalty is important early on in preventing the learning of
a trivial representation, but for later iterations stays at its clipped
value of 1.
As shown in Figure 3, our matrices converge to arbitrarily
good numerical approximations of representations of the
Lie algebras so(3), so(2, 1), and so(3, 1). We carry out
this optimization in PyTorch on a 1.4 GHz Dual-Core Intel
Core i7 CPU. We observe that it takes about 10 minutes to
converge to irreducible algebra representations for all three
Lie algebras.
We may exponentiate our algebra representation matri-
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ces to obtain a candidate GroupRep. We calculate the
Clebsch-Gordan coefficients and quantify the uniqueness
of those coefficients obtained in terms of the ratio r(A) =
SV2(A)/SV1(A) defined in Section 2.4. Recall that the
value of r becomes large only if there is a nondegenerate
nullspace corresponding to exactly one “copy” of the final
GroupRep within the tensor product. The results of this
analysis are shown in Figure 4. By exponentiating and
then comparing the tensor product structure of our learned
GroupReps for SO(3), SO(2, 1), and SO(3, 1) with that
of the analytical formulae for the irreducible GroupReps,
we conclude that the learned candidates are indeed high-
precision irreducible representations of the associated Lie
algebras. The tensor product structure also tells us the
identity of the GroupRep. For SO(3) and SO(2, 1), the
irreducible GroupReps are labeled by an integer which is
sometimes called the spin. We label learned GroupReps
with a primed (i′) integer. For the case of SO(3, 1) the
irreducible GroupReps are obtained from two irreducible
GroupReps of so(3) as explained in Section 6 and we label
these representations with both spins i.e. (s1, s2). We again
label the learned GroupReps of SO(3, 1) with primed spins,
i.e. (s′1, s
′
2).
6. Analytic Derivation of Lorentz Group
Representations
To compare our learned GroupReps with those obtained
through prior methods, we require analytical formu-
lae for the Lie algebra representations for the algebras
so(3), so(3, 1), and so(2, 1). The case of so(3) has a well-
known solution (see (Griffiths & Griffiths, 2005)). If com-
plex matrices are permissible the library QuTiP (Johansson
et al., 2013) has a convenience function “jmat” that readily
gives the appropriate matrices. To obtain these matrices
in real form we refer to (Pinchon & Hoggan, 2007) for
appropriate formulae. The three-dimensional Lie algebra
so(2, 1) = span{Kx,Ky, Jz} has structure constants given
by Equation (4). In fact, these three generators Kx,Ky, Jz
may be rescaled so that they satisfy (3) instead. This is due
to the isomorphism so(3) ∼= so(2, 1). Specifically, leting
{Lx, Ly, Lz} denote a Lie algebra representation of so(3),
defining
Kx = −iLx Ky = −iLy Jz := Lz,
it may be easily checked that Kx,Ky, Jz satisfy the applica-
ble commutation relations from Equation (4). This reflects
the physical intuition that time behaves like an imaginary
dimension of space.
The final Lie algebra for which we require explicit repre-
sentation matrix formulas is so(3, 1). Following (Weinberg,
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Figure 4. Tensor product structure of our learned GroupReps
within the set of known (analytically-derived) GroupReps for the
groups shown. The singular value ratio r (defined in Section 2.4)
is plotted on the y-axis with a log scale for each figure. Each
row denotes a different tensor product indicated by each subtitle,
e.g. 1′ ⊗ 1. The primed integers indicate learned GroupReps as
explained in Section 3. The horizontal axis indicates the GroupRep
onto which we project the tensor product. The first row demon-
strates that the learned SO(3) grouprep called 1′ is isomorphic
to the spin-1 irreducible GroupRep obtained from the analytical
formulas, i.e. 1′SO(3) ∼= 1SO(3), and further 1′SO(2,1) ∼= 1SO(2,1),
and (1/2′, 1/2′)SO(3,1) ∼= (1/2, 1/2)SO(3,1), to within numerical
error of about∼ 10−6. The remaining rows indicate that the tensor
product structure of the learned GroupReps matches up within that
of the known irreducible GroupReps.
1995), we define new generators Ai, Bi as
Ai :=
1
2
(Ji + iKi) Bi :=
1
2
(Ji − iKi), (8)
we see that the so(3, 1) commutators (3), (4) become
[Ai, Aj ] = iεijkAk [Bi, Bj ] = iεijkBk
[Ai, Bj ] = 0. (9)
Therefore so(3, 1) ∼= so(3) ⊕ so(3), and the irreducible
algebra representations of so(3, 1) may be obtained as the
direct sum of two irreducible algebra representations of
so(3).
7. Poincare´-Equivariant Networks
7.1. Dataset
With a treatment of bandlimiting and resampling as in (Wor-
rall et al., 2017; Weiler et al., 2018), our work could be
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Figure 5. (Left) SO(2, 1)-equivariant neural network learning to
recognize digits from the MNIST-Live dataset in 2 spatial dimen-
sions. Error bars for train accuracy and loss are computed as the
mean and standard deviation across a sliding window of 15 batches.
(Right) SO(3, 1)-equivariant neural network training to recognize
digits from the MNIST-Live dataset in 3 spatial dimensions. Error
bars for train accuracy and loss are computed as the mean and
standard deviation across a sliding window of 15 batches.
extended to build Poincare´-equivariant networks for pro-
cessing volumetric data. As a simple starting point, we have
implemented the networks for point cloud data. We would
like a point cloud dataset available in either 2 or 3 spatial
dimensions plus time. To fit these needs we created MNIST-
Live. The “images” in MNIST-Live are sets of spacetime
events sampled from the body of a digit from the MNIST
dataset. For each event-point, we sample a uniformly ran-
dom time in the interval [−1/2, 1/2], and sample from a
2D probability density function proportional to the pixel
intensity of the digit. We select only the instances of the 0
and 9 classes. We hold out part of the training set as a dev
set. We sample 64 points for each example. We are able to
embed digits in either the xt or xy plane. The case of an
xy-embedded digit with events sampled uniformly in time
is particularly interesting due to its similarity to data from
an event camera (Orchard et al., 2015) or LIDAR system,
and we suggest applications in object tracking as a future
application of Poincare´ equivariance.
7.2. Training
We train 3 layer SO(2, 1) and SO(3, 1)-equivariant neural
networks with 3 channels per point using a batch size of 16
on a training set of 4096 MNIST-Live examples with a dev
set (held out from the MNIST training set) of 124 examples.
We train networks on an NVIDIA Tesla K80 GPU using
PyTorch.
7.3. Results and Conclusion
We obtain dev accuracy of approximately 80±5% as shown
in Figure 5. The performance is certainly much worse than
state-of-the-art MNIST image classification models. This is
unsurprising because we have carried out no hyperparam-
eter optimization, we have cast the data into a point cloud
format to prepare a task defined on spacetime events, and we
have enforced a large group of symmetries on the classifier.
However, this result is still sufficient to demonstrate that our
networks are Poincare´-equivariant and able to approximate
interesting functions. In the future we envision broad appli-
cations of Poincare´-equivariant deep neural networks, from
particle and plasma physics to 3D object tracking.
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