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Log-polar representationFinding the occluding contours of objects in real 2D retinal images of natural 3D scenes is done by deter-
mining, which contour fragments are relevant, and the order in which they should be connected. We
developed a model that ﬁnds the closed contour represented in the image by solving a shortest path
problem that uses a log-polar representation of the image; the kind of representation known to exist
in area V1 of the primate cortex. The shortest path in a log-polar representation favors the smooth, con-
vex and closed contours in the retinal image that have the smallest number of gaps. This approach is
practical because ﬁnding a globally-optimal solution to a shortest path problem is computationally easy.
Our model was tested in four psychophysical experiments. In the ﬁrst two experiments, the subject was
presented with a fragmented convex or concave polygon target among a large number of unrelated pieces
of contour (distracters). The density of these pieces of contour was uniform all over the screen to mini-
mize spatially-local cues. The orientation of each target contour fragment was randomly perturbed by
varying the levels of jitter. Subjects drew a closed contour that represented the target’s contour on a
screen. The subjects’ performance was nearly perfect when the jitter-level was low. Their performance
deteriorated as jitter-levels were increased. The performance of our model was very similar to our sub-
jects’. In two subsequent experiments, the subject was asked to discriminate a brieﬂy-presented
egg-shaped object while maintaining ﬁxation at several different positions relative to the closed contour
of the shape. The subject’s discrimination performance was affected by the ﬁxation position in much the
same way as the model’s.
 2015 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
When an observer opens his eyes, or moves his gaze to a new
place in the visual ﬁeld, the ﬁrst task facing his visual system is
deciding whether there are any objects ‘‘out there’’, and if there
are, where they are. In the technical parlance of the Gestalt
Psychologists and their intellectual descendants, the visual system
has to establish Figure-Ground Organization (FGO). Here,
Figure refers to objects and Ground refers to backgrounds such
as walls, sky, grass or ﬂoor. Objects always come in ‘‘one piece’’,
so it follows that the contour separating a ﬁgure from its ground
in the retinal image is a closed, non-self-intersecting curve
(Kovács & Julesz, 1993). This kind of contour is called an ‘‘occluding
contour’’. The present study focuses only on ﬁnding closed,
non-self-intersecting curves which means that it takes on a portionof the Figure-Ground Problem. Establishing Figure-Ground
Organization is more general than ﬁnding occluding contours
because it includes establishing border ownership, and detecting
surfaces that represent the inside and the outside regions of an
object, as well as detecting occlusions.
From a computational perspective, ﬁnding occluding contours
in real 2D retinal images of natural 3D scenes is difﬁcult. This dif-
ﬁculty derives from the fact that any 2D image, other than toy
examples, such as those used in Rubin’s vase-faces illusion, always
contains a large number of edges. In a typical camera or retinal
image of most natural scenes, one can usually detect hundreds,
even thousands of edges. This is illustrated in Fig. 1. Most of these
edges are unrelated to an object’s boundaries. They often relate to
shadows, textures, or highlights. Only some of them actually repre-
sent real occluding contours of objects ‘‘out there’’. Detecting
occluding contours requires deciding which edges should be con-
nected and in what order. Any brute force approach will call for
examining a large proportion of possible arrangements, which is
impractical because of the exponentially growing number of
Fig. 1. A camera image of a rocking horse on a textured ﬂoor (left) and the canny edges of the scene (right).
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reason, any approach to Figure-Ground Organization that does
not recognize that this is a difﬁcult combinatorial optimization
problem is likely to add little. The Gestalt Psychologists, who were
the ﬁrst to appreciate the importance of Figure-Ground
Organization in vision, focused on only the ﬁrst aspect of the prob-
lem, namely, how to use perceptual organization to avoid perform-
ing a brute force search, but they neglected the second aspect
completely, the combinatorial explosion inherent with real images
by using only toy examples (Rubin, 1915; Wertheimer, 1923). They
did, however, contribute a lot by postulating a number of princi-
ples responsible for ‘‘perceptual organization’’, including closure,
proximity, good continuation and convexity. Today, all four are
known to play an important role in Figure-Ground Organization
when interpolating and integrating contours (Ullman, 1996;
Wagemans et al., 2012). Prior research (reviewed brieﬂy later)
focused on applying spatially-local operations and criteria with
the hope that they could produce spatially-global curves.
Speciﬁcally, if the cost function being minimized has a single local
minimum, or if multiple local minima exist, but the starting point
(initial guess) is close enough to the global minimum, local opera-
tions will ﬁnd a globally-optimal solution (e.g., Ben-Shahar &
Ben-Yosef, 2015; Williams & Jacobs, 1997b). This can be sufﬁcient
in many cases, but there is nothing in the deﬁnition of the problem
which guarantees that spatially-local operations will always be
sufﬁcient.
Ullman (1976) was one of the ﬁrst to address the problem of
interpolating contours. He applied his analysis to toy stimuli such
as the Kanizsa triangle. Horn (1983) took the next step when he
formulated a priori constraints for curves by using cost functions.
He proposed that smooth curves minimize the integral of the
square of the curvature. Sha’ashua and Ullman (1988) followed
by using more complex images produced by applying edge detec-
tion to real images. They recognized that detecting curves is a
spatially-global problem and introduced the term ‘‘structural sal-
iency’’ to refer to global, as opposed to local saliency. Structural sal-
iency is greater when the curve is longer and smoother. Smooth
here means a small curvature and a small variation of the
curvature.
Kellman and Shipley (1991) were among the ﬁrst psychologists
to propose a computational model for contour interpolation. Their
model was based on a criterion they called ‘‘relatability’’, which
speciﬁed which interpolations were smooth. They also pointed
out that the interpolation depends on the support ratio, namely,
the ratio of a physically-speciﬁed edge to total edge-length.
Detection rates increase as this support ratio increases regardless
of whether the size of the gap is large or small along the contour
(Shipley & Kellman, 1992). Field, Hayes, and Hess (1993) intro-
duced the next model along with a number of psychophysical
results. In these perceptual experiments, a contour formed bylocalized oriented elements was embedded in a random ﬁeld of
homogeneously-distributed distracter elements to eliminate a role
for proximity in the resulting percept. They found that alignment
played a large role in path detection. Small variation in the align-
ment, or aligning the elements orthogonally, reduced the ability
to detect the path. Kovács and Julesz (1993) used similar stimuli
to demonstrate the role of closure in contour detectability.
Speciﬁcally, they showed that closed contours are much easier to
detect than open contours. In the same year, Elder and Zucker
(1993) provided additional evidence for the importance of closure
by using a search task. They used a wide range of stimuli and
showed that search time was substantially faster for closed con-
tours than for open ones.
Closed curves tend to be convex. Consider the simplest closed
curve, a circle, which is convex. Choose one point on its perimeter
and start walking around it counterclockwise. You will keep turn-
ing left, all the time, until you come back to your starting point.
Now, take an arbitrary closed curve, not necessarily convex.
When you walk around this curve in a counterclockwise direction,
you will be turning left more often than turning right. Because the
left turns are more frequent, the right turns are more ‘‘surprising’’
(Feldman & Singh, 2005). So, the closure of a curve implies a per-
ceptual bias towards convexity. This perceptual bias, which is
explicitly present in a model formulated by Feldman and Singh
(2005), has been documented in psychophysical experiments by
Bertamini and Wagemans (2013), Braunstein, Hoffman, and
Saidpour (1989), Driver and Baylis (1996), Elder and Zucker
(1993), and Liu, Jacobs, and Basri (1999).
These psychophysical studies have provided considerable stim-
ulation to the computer vision community, resulting in a series of
papers examining a variety of cost functions and criteria that are
likely to account for the human perception of curves and/or are
likely to represent the curves present in real images within natural
environments (e.g., Elder, 2013; Geisler, Perry, Super, & Gallogly,
2001; Guy & Medioni, 1996; Kimia, Frankel, & Popescu, 2003;
Levinshtein, Sminchisescu, & Dickinson, 2012; Mumford, 1994;
Pizlo, Salach-Golyska, & Rosenfeld, 1997; Williams & Jacobs,
1997a; Zhu, Song, & Shi, 2007). Among all of these models, the ones
proposed by Ben-Yosef and Ben-Shahar (2012) and Ben-Shahar and
Ben-Yosef (2015) are of special importance because they, like us,
used the geometry in the area V1 of the primary visual cortex.
Their models detect curves in the area V1, in the brain (cerebral
cortex), rather than on the retina. Formulating such models is pos-
sible because the relationship between these two spatial represen-
tations is well-understood. The model, described in this paper, also
ﬁnds curves in the area V1. The critical difference between
Ben-Shahar and Ben-Yosef’s models and our model is that we use
global aspects of the retinal map in the area V1, called log-polar
(Schwartz, 1980), rather than the spatially-local, columnar organi-
zation in area V1 used by Ben-Shahar and Ben-Yosef.
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expended to elaborate several of the Gestalt Principles of
Perceptual Organization since they were proposed now almost a
century ago. This prior work explored the nature of the local oper-
ations used by the visual system, hoping that they will result in
globally-optimal solutions. There is no doubt that these local oper-
ations do exist in the human visual system and that they, by them-
selves, may lead to the extraction of large fragments of curves. This,
however, does not mean that the visual system does not also use
spatially-global operations. Spatially-global operations must have
a place because there will be cases where the accurate detection
of curves in an image cannot be accomplished solely by local oper-
ations. In fact, it is possible that global operations actually guide
the local operations. But if this is the case, the global operation,
itself, must be smart enough to be able to avoid global search com-
pletely. In this paper, we proposed a way that this can be done. The
model described solves a computationally-intractable problem by
using a computationally-simple algorithm. The key to this solution
was to change the geometrical representation of the problem.
2. Experiment 1: Detecting closed curves
This experiment examined the perception of closed, fragmented
contours presented among a large number of unrelated distracters
(see Fig. 2). The subject used a stylus to draw what he saw on a
tablet, and the curve he drew was accepted as a representation
of his percept. Note that this was a ‘‘reconstruction’’ task in the
conventional meaning of this word. The visual data presented in
an image containing more than 300 edge fragments, allowed for
very many possible interpretations of the form of a single closed
curve. The viewer was instructed to select a unique, correct inter-
pretation, or an interpretation as close to correct as possible. Put in
technical language, the subject’s visual system solved an ill-posed
‘‘inverse problem’’ (Pizlo, 2001, 2008; Pizlo, Li, Sawada, &
Steinman, 2014). If our subject perceives one closed curve in our
stimulus, it means that the subject’s visual system imposed a priori
constraints on the family of possible solutions because this is the
only known method of solving an ill-posed inverse problem. Note
that with some difﬁcult stimuli, if the subject perceives more than
one curve, or no curve at all, it means that his visual system failed
to solve the inverse problem. We already know a lot about some of
the a priori constraints because they were identiﬁed in prior stud-
ies, some of them were cited in the ﬁrst section. These constraints
are called the ‘‘Principles of Perceptual Organization’’. They include
smoothness, proximity, convexity and closure. These principles
were often studied one at a time in the past. Here, we study them(a) (b) 
Fig. 2. The procedure for generating a target stimulus with a concave polygon. (a) Ten
resulted in a concave polygon. (b) This polygon was fragmented into pieces with equal len
noise line segments. In the experiment, the contrast was opposite to the images shownjointly by asking the subject to reconstruct an entire closed curve.
Our model was speciﬁcally designed to reconstruct an entire closed
curve, too, so it was prepared to solve the same inverse problem.
Both the model and the subjects were tested with the same stimuli.
This made it possible to compare the model’s ‘‘percept’’ to the sub-
ject’s percept as well as to the ‘‘ground truth’’.
2.1. Methods
2.1.1. Subjects
The subjects were an author (TK), and two other subjects (AM,
PF). PF was naïve about the purpose of the experiment. They all had
normal or corrected to normal vision. TK was tested in numerous
sessions before experimental data were obtained. TK had both
more practice and more experience with the type of stimuli used
than the other two subjects, but his performance did not differ in
any obvious or measurable way. This fact will be useful in inter-
preting the results of our second experiment in which the perfor-
mance of all 3 subjects improved slightly. Their improvement
was most likely accidental and caused by the particular random
choice of the stimuli used rather than by practice because their
experience differed considerably. This interpretation is supported
by the fact that our model also performed better in the second
experiment. Our model has no memory and cannot beneﬁt from
practice or experience. This experiment was carried out in accor-
dance with the Code of Ethics of the World Medical Association
(Declaration of Helsinki). Informed consent was obtained for this
experimentation from all of our human subjects.
2.1.2. Stimuli
The ‘‘target’’ within each display was either a random convex or
a random concave polygon. These polygons were generated as fol-
lows: 10 points were generated randomly within the central 600
by 600 pixel region of the tablet’s 900 by 900 pixel screen. Each
convex polygon was generated by producing a convex hull contain-
ing these 10 points. Because the convex hull is the smallest convex
set that contains the 10 points, the number of vertices of the con-
vex hull was usually less than 10. To prevent convex polygons from
becoming too simple, we used only those with six or more vertices.
Each concave polygon was generated by solving a 10-city
(10-point) Traveling Salesman Problem (TSP) to ﬁnd the shortest
possible tour that visits each point exactly once and returns to
the point of origin (Lawler, Lenstra, Rinnooy Kan, & Shmoys,
1985). It is known that when TSP is deﬁned on a Euclidean plane,
the optimal tour does not have self-intersections. This allowed us
to know that our TSP tours would be polygons. The number of        (c) 
random points were connected by using a Traveling Salesman Problem tour that
gths of 30 pixels and with similar gaps. (c) The remaining windows were ﬁlled with
in this paper, i.e., the line stimuli were white on black.
1 Following the method used by Mueller, Perelman, and Veinott (2015), we
computed the mismatch between the area of the interior of the curve drawn by the
subject (or model) and the area of the interior of the target polygon (before it was
fragmented). The total area, where the two regions did not overlap, was normalized to
the area of the interior of the target polygon. This measure led to similar pattern of
results that was obtained with PCD, but the variability was higher, when compared to
the variability of PCD. We think that the measure based on areas, is not well-suited for
our task. PCD may not be perfect, but it actually evaluates the reconstructed contour
reasonably well.
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center-of-gravity of the polygon coincided with the center of the
tablet’s screen. The polygon was fragmented into linear pieces of
equal length, each consisting of 30 pixels (Fig. 2b). The distance
between two adjacent midpoints of the fragmented pieces of the
polygon was 60 ± 10 pixels. The screen was divided into small win-
dows whose size was 50 by 50 pixels. The screen had 18  18 = 324
windows because the overall screen’s size was 900 by 900 pixels.
This subdivision usually allowed us to ﬁt one target line segment
into one window. Randomly-oriented noise edges were added to
each 50 by 50 pixel window whenever no target line segment
was present. This made it possible to produce an almost uniform
density of edge segments. This stimulus design minimized the role
of proximity cues (see Fig. 2c). Fig. 2 shows, from left to right, an
example of a concave polygon, its fragmented version, and a target
stimulus along with the random noise edges used.
The orientation of each contour fragment in the target polygon
was perturbed randomly. Five average perturbation (jitter) levels
were employed, namely, 0, 10, 20, 30, and 40. A 0 average jit-
ter level meant that the random jitter ranged from 5 to +5. The
10 jitter level meant that the random jitter ranged from 15 to
5 or from +5 to +15 and similarly for the higher jitter levels.
The stimuli were shown one at a time. The subject was shown
where to start a reconstruction in a given trial by marking one of
the target’s fragments to make it brighter and clearly visible within
the display. Fig. 3 shows 3 sample target stimuli consisting of con-
vex polygons for each of the 5 levels of jitter. Fig. 4 shows target
stimuli with concave polygons. Figs. 3 and 4 actually reproduce
30% of the stimuli used in this experiment.
2.1.3. Procedure
The subjects were asked to look at the stimulus display, and to
draw the closed contour they perceived using a stylus pen on a
tablet computer. The display remained on the screen until the sub-
ject ﬁnished drawing. Subjects were encouraged to draw the con-
tour quickly and to make the contour they produced represent
what they had seen immediately after the display appeared. All
subjects always drew their contour within a few seconds of the tar-
get’s appearance. We encouraged them to work quickly in order to
make sure that their drawing represented their perceptual, rather
than their thinking processes (see Figs. 5 and 6).
Ten stimuli were presented to the subject for each jitter level in
two sessions: the ﬁrst session consisted of 50 convex shapes from
low jitter to high jitter levels (0–40). The second session consisted
of 50 concave shapes at the same 5 jitter levels. Each trial ended
when the subject clicked on a button to record a ﬁnished drawing,
but subjects could ‘‘start over’’ if they felt a mistake had been
made. This rarely happened during the experiment. All subjects
were tested on the same images with the same targets.
2.1.4. Analysis
It is hard for subjects to draw contours in such a way that they
go exactly through the line segments because the line segments
used were very thin. Their width was only 3 pixels. Subjects tended
to deviate from the actual line segments slightly even when they
had obviously detected the contours correctly. We increased the
tolerance of spatial errors in our analyses by making individual
edges thicker to partially compensate for the discrepancy between
the contours perceived and the contours drawn. Making line seg-
ments thicker made it easier to determine which line segments
were closest to the curve drawn by the subject. After trying a
few thicknesses we settled on using line segments for the analysis
8 times thicker than those used in the stimulus display (see Fig. 7).
Each subject’s drawing was analyzed quantitatively by counting
how many line segments in the target polygon, had been included
in the subject’s drawn contour. This number, divided by the totalnumber of line segments in the target was called the proportion
of contour detected (PCD):
PCD ¼ # of correctly selected line segments
# of target line segments
ð1Þ
Using other thicknesses of the elements in our analysis pro-
duced a very similar pattern of results. The only thing affected by
the thickness of the elements was the overall level of performance:
thicker segments led to higher PCD. Note that we are not claiming
that the level of thickness we used is the best level or the correct
one. The problem inherent in comparing the shapes of two curves
is difﬁcult and there is no commonly-accepted method for doing
this. We hope that others will evaluate our method and propose
other, perhaps even better, methods.1
2.2. Results and discussion
Fig. 8 shows PCD for the 3 subjects as a function of the jitter
level. The top panel is for convex polygons and the bottom panel
is for concave polygons. Fig. 9 shows average results of the 3 sub-
jects for both convex and concave polygons.
The performance of the 3 subjects was quite similar with both
convex and concave polygons (see Fig. 8). The differences among
subjects were comparable to their standard errors. The average
PCD was high and roughly the same for the two lowest levels of jit-
ter with both convex and concave polygons. At the 20 jitter level,
there was a clear drop of performance in all three subjects (see
Fig. 9). At the two highest levels of jitter, performance dropped fur-
ther, reﬂecting the fact that it was very difﬁcult to see the polygons
under these conditions. At the three lower levels of jitter, perfor-
mance was similar with both concave polygons and convex poly-
gons. At the two highest levels of jitter, performance with
concave polygons was noticeably lower (see Fig. 9).
Next, two versions of our model will be explained and their per-
formance described. This will be followed by Experiment 2, in
which the starting point was not given either to the subjects or
to the model.
3. Computational model
We began our Introduction by pointing out that detecting
closed contours in images is a difﬁcult combinatorial optimization
task. There are always a large number of edges in a real image and
only some of them represent an object’s contour. Detecting a
closed contour is, by deﬁnition, a spatially-global task, but most
prior approaches used only spatially-local operations.
Spatially-local operations are appealing precisely because they
are local, but the interpolation decisions produced by local analy-
ses have high degree of uncertainty. There are many ways to con-
nect a pair of edges. One can, for example, use a linear
interpolation or a spline ﬁtting scheme. Without a global con-
straint on the solution the result is likely to be ambiguous. There
is no way to decide whether the interpolation from one edge to
the next should be done by a straight-line segment or by a curve
unless one already knows to which of the neighboring edges the
curve should actually go. Local perceptual decisions must, at least
sometimes, be guided by global criteria. Recall the classical
Fig. 3. Sample stimuli consisting of convex polygons. Each row contains 3 different polygons with the level of average jitter increasing from top to bottom. Note how hard it is
to see the targets with the two highest jitter levels.
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x-intersections formed by interwoven sine- and square-wave are
perceptually disambiguated by the repetitive characteristics (sym-
metry) of the sine- and square-waves. Wertheimer’s example is
instructive, but real contours are not sine- or square-waves, sowe had to ﬁnd a more general characteristic that would allow
our model to make its global decisions.
This led us to ask which of the combinatorial optimization
methods can be used to ﬁnd closed non-self-intersecting curves
of likely edges, while ignoring hundreds of unlikely noisy edges.
Fig. 4. Sample stimuli of concave polygons. See the caption of Fig. 3 for details.
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asked and answered by Sha’ashua and Ullman (1988) when they
introduced the concept called ‘‘structural saliency’’. There is only
one difference, namely, we want to ﬁnd closed curves, whereas
Sha’ashua and Ullman (1988), and most other modelers, did notdifferentiate between open and closed curves. Even more impor-
tantly, we are interested in the mechanism producing global
(structural) saliency not by adding local saliencies, as this was
done by Sha’ashua and Ullman (1988). Note that by doing this,
Sha’ashua and Ullman’s (1988) algorithm followed an empiristic
Fig. 5. Contours drawn by the 3 subjects with the stimuli shown in Fig. 3a. Note the high degree of consistency among them at the lowest jitter levels.
T. Kwon et al. / Vision Research 126 (2016) 143–163 149approach used by the Structural Psychologists, in which a complex
percept is formed by adding up simpler percepts. The Gestalt
Psychologists rejected this view of how our complex perceptions
are formed. According to them, the global percept comes ﬁrst
and it determines the local perceptual interpretations. Put simply,we decided to look for a Gestalt-like mechanism to explain a
Gestalt phenomenon.
The ﬁrst combinatorial optimization problem that came to
mind was the Traveling Salesman Problem (TSP); a problem that
one of us had been working on for twenty years. It was discounted
Fig. 6. Contours drawn by the 3 subjects for the stimuli in Fig. 4a. Note that there is good consistency among the subjects at the two lowest jitter levels.
150 T. Kwon et al. / Vision Research 126 (2016) 143–163quickly because TSP is not the right task: there is no version of TSP
which would allow the algorithm to ignore some ‘‘cities’’. A closely
related task, the shortest path problem (SPP), seemed to be just
right (Pizlo et al., 2014). It is similar to TSP, but, unlike TSP, SPP nat-
urally leads to a path that contains only a small subset of edges.Furthermore, SPP, unlike TSP is computationally tractable, which
means that the optimal solution can be computed quickly (in poly-
nomial time). The only difﬁculty that prevented us from using SPP
when we took this problem on was that the solution of a shortest
path problem is a path not a closed curve. We had to ﬁnd a way of
(a)          (b) 
Fig. 7. (a) One subject’s constructed curve. (b) The same image with its line segments thickened to facilitate computing PCD. Red indicates contour segments selected
correctly. Green indicates noise segments included in the constructed curve.
Fig. 8. The average PCD for convex and concave polygons in Experiment 1. Error bars
are standard errors of the mean.
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was solved by bringing the known architecture of area V1 in the
human visual cortex into the equation. This architecture is known
to have a log-polar representation in the retina, sometimes called
the ‘‘cortical magniﬁcation factor’’, but it is the log-polar concept
that captures the geometry of the mapping adequately. The cortical
magniﬁcation factor only speciﬁes the amount of cortical tissue
available as a function of eccentricity on the retina. One of us pub-
lished some work with this representation some 30 years ago
(Pizlo, 1988). How this log-polar representation was used with
SPP to solve the problem of detecting closed non-self-intersecting
curves will be described just below (preliminary reports describing
our model were presented by Gupte, Li, & Pizlo, 2012; Kwon, Li,
Scheessele, Michaux, & Pizlo, 2014; Pizlo et al., 2014).
Our model is motivated by the topography of the retina and of
area V1 in the visual cortex of the primate brain (Schwartz, 1977,
1980; Tootell, Silverman, Switkes, & DeValois, 1982).2 Before pro-
viding details of our model, we will summarize some relevant char-
acteristics of the topographical map of area V1, which make it
uniquely suited for detecting closed curves on a retinal image. It
turns out that a straight ‘‘horizontal’’ line in area V1 represents a per-
fect circle on the retina, and a smooth line without any zigzags in
area V1 represents a closed, smooth, convex curve on the retina. It
follows that our model, which is built upon these facts, is able to
implement 4 of the most important Gestalt Principles of
Perceptual Organization: closure, good continuation, convexity and
proximity, in a single computational step. A technical description,
which has illustrations that explain how and why our model works,
will now be provided.
The transformation from the retina to area V1 is log-polar.
Fig. 11 illustrates the observed log-polar transformation in the
monkey brain and Fig. 12 shows an idealized representation of this
relationship. We begin with the polar coordinate system as it
would apply if the retina were a planar conﬁguration (Fig. 10).
This ﬂattening approximation is not at all critical for the generality
of the approach. The position of a point on a plane can be charac-
terized in two different but related ways. One is the conventional
(x,y) Cartesian coordinate system and the other is the (r,h) polar
coordinate system. These two systems are related to each other
as follows:2 There is growing body of empirical evidence connecting visual phenomena, such
as hallucinations, to the log-polar representation of the retina in area V1 in the cortex
(Billock & Tsou, 2007, 2012).
Fig. 9. PCD averaged across the 3 subjects for both convex and concave polygons.
Standard errors are estimated from the 3 measurements corresponding to the
individual results shown in Fig. 8.
Fig. 10. Cartesian (x,y) and polar (r,h) coordinate systems.
Fig. 11. The stimulus on the retina and the representation in area V1 of the macaque mon
treated with radioactively labeled glucose. (B) After accumulating the tracer in the most
grid. From ‘‘Deoxyglucose analysis of retinotopic organization in primate striate cortex,’’ b
902. Copyright 1982 by the American Association for the Advancement of Science.
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y ¼ r  sin h ð2Þ
The (r,h) polar coordinate system on the retina is transformed
into the (q,h) Cartesian coordinate system in V1, where q = ln(r).
This transformation is shown in Figs. 11 and 12.
There is a strong anatomical justiﬁcation for using the log-polar
transformation between the retina and area V1 because the density
of cones and ganglion cells is not uniform on the retinal surface.
This transformation is necessary because the distance d between
neighboring cones is directly proportional to the distance E
(Eccentricity) from the center of the fovea: d = cE, where c is a pro-
portionality constant (Anstis, 1974; Pizlo, 1988). This proportional-
ity relation holds for eccentricities between 4 and 25. Outside
this range, this relation is only approximate. The virtue of this
non-uniform distribution of cones is that it offers the possibility
of having high visual resolution in the center of the visual ﬁeld
and, at the same time, having a visual ﬁeld with a wide angle of
view. Note that these two functional characteristics could be
served by many different distributions of cone densities, such as
quadratic, cubic or exponential distributions. So, one may ask:
why is the distribution of cones in the primate retina characterized
by the linear relation d = cE? Here is one possible explanation: the
density of the cell bodies in the volume of the brain is approxi-
mately constant. A constant density is useful because a
non-uniform density of neurons (dense in one place, but sparse
in another) would require increasing the size of the head as well
as the length of the axons. If cones and ganglion cells in the retina
are not distributed uniformly, while neurons in V1 are distributed
uniformly, there must be a transformation of the retinal map to the
cortical map if there is going to be a topographic mapping between
the retinal cones and the cortical neurons. Speciﬁcally, if the den-
sity of the retinal cones is characterized by a linear relation, a uni-
form density of neurons in area V1 requires a log-polar
transformation of the (r,h) polar coordinate system on the retina
into a (ln(r),h) Cartesian coordinate system in the cortical area,
V1. Note that we are using the natural logarithm here whose base
is the constant ‘‘e’’  2.718. This mapping is illustrated in Fig. 11.
Note that this is a conformal mapping that preserves local angles
(but not curvatures). For example, the right angles on the retina
are transformed to right angles in V1 despite the fact that a square
on the retina is transformed into a curved line in V1 (see Fig. 13).
The preservation of local angles means that equal angles on the
retina will always be equal in area V1, regardless of the position
and orientation of the legs of the angle on the retina. If a differentkey’s brain. (A) The polar web pattern that stimulated the visual system of a monkey
active cells, the radiograph of the monkey’s area V1 was made as a nearly rectilinear
y Tootell, R. B. H., Silverman, M. S., Switkes, E., & DeValois, R. L. (1982), Science, 218,
Fig. 12. An idealized log-polar mapping. Circles on the retina with proportionally increasing radii are mapped to equally-spaced horizontal lines in the log-polar
representation (see the green, blue and brown lines, marked as 1, 2, and 3). The straight lines that go through the center of the retina are mapped to the vertical lines in the
log-polar representation (see the red and pink lines, marked as 4 and 5). Note that the negative part of the x-axis on the retina is represented twice at h = p and at +p in the
log polar map (see the yellow lines, marked as 6). This is the only line with such a property. It is implied by the log-polar mapping because a closed circle is transformed into
an open line segment.
(a) (b) 
Fig. 13. Four squares on the retina (a) are transformed into curves in the log-polar representation (b). Note that the right angles in the retina are transformed to right angles in
log-polar representation. The three squares whose centers coincide with the center of the retina (red, blue and green) are represented by identical curves in the log-polar
coordinates except for translation along the horizontal or vertical axis. The log-polar representation of the pink square, which is shifted to the right, is different. This
represents the fact that the log-polar representation is sensitive (not invariant) to even small translations on the retina. It turns out, however, that the shortest path computed
in the log-polar representation is not very sensitive to such small translations on the retina.
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have to be stretched or compressed along one direction. This would
destroy the equality of the local angles, which would lead to an
unfortunate result, namely, the ‘‘smoothness’’ of a curve would
mean different things for different curves and different positions
of curves on the retina. One is tempted to speculate that the partic-
ular non-uniform distribution of cones and ganglion cells that pri-
mates have on their retina was produced during evolution to
ensure a conformal mapping between the retina and the visual
cortex.
The geometry of the log-polar transformation will now be
described in greater detail. Look at Fig. 12. The circles, whose cen-
ters coincide with the center of the fovea, are transformed to the
horizontal straight lines in the log-polar representation. The
straight lines going through the center of the fovea are transformed
to vertical straight lines in the log-polar representation. Note thatthe area around the center of the retina is mapped to V1 through a
transformation that only approximates a log-polar mapping
because an exact log-polar mapping would imply that an inﬁnitely
large area of the brain corresponded to the center of the fovea. This
kind of approximation to log-polar mapping can be seen in Fig. 11
that reproduces an actual topographical map recorded in a maca-
que monkey’s V1. Also note the ‘‘decussation’’, i.e., the left visual
ﬁeld in V1 is represented in the right hemisphere and the right
visual ﬁeld in V1 is represented in the left hemisphere. We com-
bine these two representations into one in our model.
Simply looking at Fig. 12 should make it obvious that points on
the negative x-axis on the retina are mapped into pairs of points in
area V1. This is an intrinsic characteristic of the log-polar mapping
in which a closed circle on the retina is transformed into an open
horizontal line segment in area V1. This mathematically ‘‘trivial’’
fact has important consequences for our model. Namely, we will
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solving the shortest path problem in area V1 between a point
and itself. What we are saying is that a problem that was difﬁcult
in the retinal representation becomes easy in the cortical represen-
tation.3 Changing the representation of a problem was the funda-
mental concept in Gestalt’s theory of problem solving, including
insight problems (Duncker, 1935; Wertheimer, 1945). Note that
when we do this, we are bringing together two different but related
contributions of the Gestalt school, namely, problem solving and
perception.
Now that the log-polar transformation has been explained, we
can proceed to how we solved the optimization problem inherent
in contour detection. The shortest path problem (SPP) is one of the
classical combinatorial optimization problems in applied mathe-
matics (Cormen, Leiserson, Rivest, & Stein, 2001). This problem is
stated for a graph that has nodes and edges. The edges are assumed
to have known non-negative costs, and the problem is to ﬁnd your
way through the nodes and by the edges in the order that produces
the path that has the minimum cost. In our case, the nodes are the
endpoints of line segments and the edges are the line segments
connecting all of the pairs of nodes. In other words, we produce
a fully-connected graph in the log-polar representation. The edges
that actually exist on the retina have a cost equal to zero. The inter-
polated edges have a cost equal to the Euclidean distance com-
puted in the log-polar representation. This cost assignment was
ﬁxed in our simulation and was not treated as a free parameter
that needed to be estimated.
It is known that the number of computations required to deter-
mine the shortest path is fairly small: it is proportional to
‘‘V logV + G’’, where V is the number of nodes and G is the number
of edges in the graph. This means that SPP, as we are using it in our
model to recover contours, is computationally cheap (easy). This
method correctly detects the closed contours in a retinal image
that has hundreds of irrelevant (noisy) edges.
We used the Dijkstra algorithm (Cormen et al., 2001; Dijkstra,
1959) to compute the shortest path. The model begins by repre-
senting the retinal image in the following graph: pixels on the
existing edges are grouped together to form short edges having a
maximum of 20 pixels. The endpoints of these short edges are
the nodes in this graph. The nodes and the edges are then trans-
formed into a log-polar representation. This step requires the
choice of the origin of the polar coordinate system. The origin
was chosen as the center of the image displayed on the tablet’s
screen. At the start of each trial, the subject ﬁxated at the center
of the display. This made it very likely that the representation in
the subject’s area V1 was similar to the log-polar representation
used by our model. When the ﬁxation point is shifted, the
log-polar representation changes (compare the green and pink
squares in Fig. 13). This means that the log-polar representation
is sensitive to the position of the ﬁxation point, which is the origin
of the polar coordinates on the retina. The extent to which the
shortest path computed in the log-polar representation, as well
as the observer’s ability to see closed curves are sensitive to the
position of the ﬁxation point, will be evaluated in Experiments 3
and 4 described in the second part of this paper.
Fig. 14 shows one example of a stimulus, its log-polar represen-
tation, the shortest path in the log-polar representation, and the
corresponding closed contour in the image. The starting point used
by the model was not on the negative x-axis. In order to use the
representation shown in Fig. 12, the model starts by rotating the3 We want to point out that conformal maps have been used in several areas of
mathematical physics and engineering precisely to transform difﬁcult problems into
easy ones (Schinzinger & Laura, 2003). There are many types of conformal maps. The
log-polar map that the primate visual system uses is one of them, but to the best of
our knowledge the model we have proposed has never been described before.image around the ﬁxation point until the starting point is on the
negative x-axis. When this is done, the starting point also serves
as the end point. The reader will surely agree that the contour he
can see in Fig. 14c is the same as the contour detected by the model
(Fig. 14d). We call this model the ‘‘shortest path (SP)’’ model.
The SP model works very well with convex polygons, but not as
well with concave polygons. The model’s bias towards convexity
agrees with a well-known similar bias of human observers (e.g.,
Bertamini, 2001). We added a local interpolation based on a
co-linearity criterion at the front-end in order to make it possible
to detect concave polygons accurately. There are many good mod-
els that can be used for local interpolation. We used the simplest
version we knew. Namely, the model analyzed every pair of neigh-
boring edges and interpolated them if the difference in their orien-
tations was not greater than 40. This level of tolerance for jitter
was necessary to match the performance of our model with the
performance of our subjects when concave shapes with low jitter
were used – see below. We also required that the interpolated line
that connected the two edges had an orientation that did not differ
from the orientation of these edges by more than 40. The image
with the interpolated edges was converted to the log-polar repre-
sentation after all pairs of edges had been examined, and the short-
est path was found by minimizing the cost to travel from a given
starting point back to itself. The interpolated edges had a cost of
zero when the SPP problem was solved. In this way, the shortest
path was likely to go through longer pieces of the interpolated
edges even when they represented concavities. This can be seen
in Fig. 15. We call this ‘‘linear interpolation and shortest path
(LI-SP)’’ model.
We will now discuss the performance of our models. Look at
Fig. 16 which shows the performance of the two models and the
average performance of the three subjects. We begin by discussing
the model SP, which ﬁnds the contour by choosing the shortest
path from a designated starting point and returning to where it
started. With convex shapes, the model SP’s performance, as mea-
sured by PCD, was slightly lower but similar to the performance of
the three subjects. This result suggests that almost everything in
the human being’s perception of convex closed contours can be
explained by the shortest path solution in the log-polar represen-
tation. This is quite remarkable considering the complexity of the
task, as well as the fact that conventional explanations have
needed to combine several rules of perceptual organization. In
our model, the result is produced by a single, spatially-global
operation.
Now look at the graph for concave polygons. The fact that the
model SP’s performance with concave polygons on the two lowest
jitter levels is substantially poorer (by 25–35%) than the subjects’
suggests that the human visual system beneﬁts from a
spatially-local interpolation that is based on a co-linearity or a
co-circularity criterion. This observation is supported by the better
performance of the model LI-SP. This will be discussed shortly.
Note that the role of local interpolation in human performance is
expected to be minimal when the jitter levels were higher. High
random jitter removes the co-linearity and co-circularity of neigh-
boring edge fragments. This can probably explain the fact that the
model SP performed almost as well as the subjects with concave
polygons and with jitter level 20 and higher. In the absence of reli-
able co-linearity and co-circularity cues, both the subjects and the
model SP often missed the concave parts of the polygons, produc-
ing convex contours.
Now look at the performance of the model LI-SP, which starts
with a spatially-local interpolation based on a co-linearity crite-
rion. We can conclude that this model captured all essential
aspects of the human performance, and can, therefore, be consid-
ered a good model of human visual processing in our task. The per-
formance of this model is better than SP’s for jitter levels between
(a) (b) 
(c) (d) 
Fig. 14. Model SP. The image in the Cartesian coordinates (c) was transformed to the image in the log-polar coordinates (a). The model used the designated starting point. It
found the path shown in (b) that minimized the cost. After this path was found, it was transformed back to Cartesian coordinates (d). Note that edges close to the ﬁxation
point in the retinal image project to long segments in the log-polar representation and segments that are far from the center of the image project to very short segments in the
log-polar representation.
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LI-SP proved to be better than any one of the three subjects in the
case of convex polygons at 0–20 jitter levels. With the two highest
jitter levels, the performance of LI-SP was slightly poorer than SP’s.
This was probably caused by spurious interpolations of distracters.
With concave polygons, the model LI-SP performed almost as well
as all three subjects with 0 and 10 jitter levels. This was surely
due to the fact that when local interpolations produce longer
pieces of contours by ﬁlling-in the gaps, the concavities of the poly-
gon are more likely to be included in the shortest path because the
cost of the interpolated concave parts of the contour is zero, that is,
less than the convex parts that could have been integrated by the
shortest path algorithm. This front-end local interpolation can
surely be improved, which will improve its performance. Simply
examining the result of our local interpolation made it obvious that
a more sophisticated method should be developed. Perhaps, a
method already developed by other researchers might do a better
job. We did not try to elaborate this part of our model because our
main effort was devoted to developing its spatially-global
interpolations.
Recall that the two models (SP and LI-SP) require information
about the starting point. In everyday life, such starting points arenot explicitly given, so we thought it was of interest to ﬁnd out
how well our models and our subjects perform when they are
not given a starting point. The importance of providing a starting
point was explored with a third version of the model used in the
second experiment. This third version of the model tried the mid-
points of all of the edges in the image as the starting points. Our
model did well. It chose ‘the’ shortest path among all possible
shortest paths (there were about 300 such paths for each image).
We call this third model the ‘‘LI-SP-EST’’ model, where EST stands
for ‘‘estimated starting point’’, because the model estimated the
starting point by trying all possible starting points. Starting points
that were within a 100 pixel distance from the center of the screen
were excluded from the search because this area is too close to the
singularity of the log-polar mapping. By ‘‘singularity’’, here, we
mean that a single point in the image is mapped to an
inﬁnitely-large area in the log polar representation (ln(0) is equal
to negative inﬁnity). Note that with real images of natural scenes,
there is usually something conspicuous (salient) in at least one part
of the occluding contour of an object. With our synthetic images,
the longest contours after local interpolation are likely to be part
of the true curve to be detected (see Fig. 15e). This means that
the human visual system does not have to try all pieces of edges
(a)     (b)         (c) 
(d)     (e)         (f) 
Fig. 15. Model LI-SP. (a) is a log polar representation of the image shown in (d). The image in (d) was subjected to the linear interpolation operation. The result is shown in (e).
The image in (e) was transformed to the log-polar representation (b). By using the shortest path algorithm from the designated starting point, the shortest path was found.
After the path was found, it was back transformed to the Cartesian coordinate (f).
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explore how subjects narrow down the possible number of starting
points. We just tried all of them.44. Experiment 2: Unknown starting points
This experiment was same as the ﬁrst one except that the start-
ing point was not provided to either the subjects or the model.
Some preliminary, informal observations had led us to believe that
the absence of a starting point would probably not have important,
if any, effect on our subjects’ performance. We also knew from
applying the LI-SP-EST model to the images from the ﬁrst experi-
ment that this model was not likely to be affected by the absence
of a starting point, either. Performance of this third model was
roughly the same as performance of the model LI-SP. We decided
to make a direct comparison of the LI-SP-EST’s performance to
our subjects’ performance when tested with the same stimuli
without a starting point.4.1. Methods
4.1.1. Subjects
The same three subjects as in Experiment 1 were tested.4 An anonymous Reviewer asked whether our model can produce more than one
curve at a time as in the case of two concentric contours of a letter O. The model can
do this by extracting second, third and so on, shortest path for the same starting point
or several paths from different starting points. This issue is further discussed in the
Conclusion section.4.1.2. Stimuli
Stimuli were generated in the same way as in the ﬁrst
experiment except that the starting point was not highlighted.
No information of any kind was provided that told the subject
where to start. The number and type of the stimuli were
also the same as in the ﬁrst experiment, namely, 50 convex and
50 concave randomly generated polygons with ﬁve levels of
average jitter.
4.1.3. Procedure
The procedure was same as in the ﬁrst experiment except that
the subject was not restricted with respect to where he started his
drawing.
4.2. Results
Fig. 17 shows PCD of the three subjects for convex and concave
polygons. Overall, their performance was similar to the perfor-
mance observed in Experiment 1. This time, convex polygons
led to slightly better performance than concave polygons.
Fig. 18 compares performance of the LI-SP-EST model with the
average performance of the subjects. The model captures the main
aspects of human performance quite well, but the ﬁt is not per-
fect. The main difference between the model and the subjects is
found with convex polygons at the two highest jitter-levels.
Note that with high jitter-levels, contours are hard to see. The cor-
rect contour is not very different from an arbitrary subset of edges
in the image. So, it is not surprising that the PCD of the model is
between 15% and 25% with both convex and concave polygons.
The performance of the subjects was substantially better than
Fig. 16. The average subject and the two models’ (SP and LI-SP) PCD for the convex
and the concave polygons.
Fig. 17. The average PCD of the three subjects for the convex and the concave
polygons in Experiment 2. Error bars are standard errors of the mean.
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jitter. A possible explanation is that the subjects knew that the
target will always be around the center of the screen. The model
did not have this prior so it tried all possible contour fragments.
Perhaps restricting the number of starting points, or using more
reliable local cues, could bring the model’s performance closer
to the subjects’.
We can, therefore, conclude that our new model provides a
plausible explanation of how closed contours are found by the
human visual system. This spatially-global mechanism is based
on ﬁnding the shortest path in a log-polar representation. This glo-
bal mechanism is combined with spatially-local operations that
use smoothness. Recall that our shortest path model makes very
strong predictions about the effect of the position of the ﬁxation
point, which serves as the origin of the polar coordinate system
on the retina that is subsequently used for producing the
log-polar map, on the reconstruction of closed contours. These pre-
dictions will be explained and tested next.5. Experiment 3: Central vs. peripheral viewing of a curve
The model used to extract closed curves on the retina described
in this paper implies that the ﬁxation position is important.
Speciﬁcally, a closed curve can be extracted only if the ﬁxation is
inside the curve. When ﬁxation is outside of the closed curve, the
curve projects to another closed curve in the log-polar representa-
tion, and the shortest path algorithm cannot be applied in any
meaningful way. This possibility led us to ask whether there would
be appreciable differences in the detectability of a curve when the
ﬁxation position relative to the curve was inside rather than
outside.
The subject’s ﬁxation point was not controlled in the two exper-
iments described earlier, so we do not know whether the subject
ﬁxated inside or outside the curve and whether ﬁxation position
mattered. The subject took a few seconds to draw his curve so it
is likely that the subject looked at more than one place relative
to the curve when he made his drawing. This possibility will be
Fig. 18. The average subject’s and the model LI-SP-EST’s PCD for the convex and the
concave polygons in Experiment 2.
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duration short (100 ms), too short to allow the subject to make
appreciable eye movements. Here, the subject ﬁxated at a cross
whose position relative to the test curve was manipulated. The
experimental question was simply whether the subject could see
the correct curve, suggesting that a detection task could be used.
Note, however, that although it is easy to test whether the subject
saw a curve, it is less obvious how to test whether he saw the
entire closed curve correctly. This encouraged us to use a shape
discrimination task with an egg-like stimulus as had been done
by Kozma-Wiebe et al. (2006) and Silverstein et al. (2009).5.1. Methods
5.1.1. Subjects
Four subjects were tested, including author (TK). PF was naïve
about the purpose of the study. All four subjects had normal or cor-
rected to normal vision. TK was tested in numerous sessions toperfect our implementation, before any experimental data were
obtained.
5.1.2. Stimuli









The distorting factor 11þ0:04x or
1
10:04x was chosen in preliminary
tests such that TK’s discriminability d0 in the easy condition, was
around 3. The curve was fragmented and noise edges were added
the same way as was done in Experiments 1 and 2.
The orientation of each contour fragment in the egg’s contour
was perturbed with a 20 average jitter. Speciﬁcally, the random
jitter ranged from 25 to 15 or from +15 to +25. We expected
that this level of jitter would eliminate spatially-local operations
based on smoothness because of the results obtained in
Experiments 1 and 2. So, if a subject and our model extract the con-
tour of the egg stimulus correctly, it must have been done by using
spatially-global operations that were identical to, or at least similar
to the shortest path in the log-polar representation.
Stimuli were presented on an LCD monitor with 2560 by 1600
resolution and 60 Hz refresh rate. The subject viewed the monitor
with both eyes from a distance of about 65 cm in a brightly illumi-
nated room. The position of the subject’s head was not restricted.
The visual angle subtended by the monitor was 51.6 (horizontal)
by 33.7 (vertical). The size of stimulus occupying the full screen
was 2400 by 1500 pixels. Two sizes of the egg stimulus were used
to control for the role of eccentricity. The size of a large egg was
1250 by 1000 pixels and the size of the small egg was 625 by
500 pixels. The visual angle of the large egg’s horizontal radius
was 14.4 and the small egg’s was 7.3.
5.1.3. Procedure
The Signal Detection method was used with 400
randomly-generated stimuli. In half of the trials, the egg pointed
to the left and in the other half, it pointed to the right. From trial
to trial, the position of the egg was shifted either left or right ran-
domly within a range equal to 20% of the major (horizontal) radius.
Each test stimulus was shown for 100 ms. Subjects completed two
practice sessions before any experimental data were collected.
Each session began with 40 warmup trials after which the subject
was informed about how well he did.
Each trial started with a ﬁxation cross in the center of the
screen. Right after the subject pressed a middle mouse button,
the stimulus was shown for 100 ms. The subject’s task was to indi-
cate whether the egg stimulus pointed to the left or to the right by
pressing the corresponding mouse button. A beep was sounded
after an incorrect response.
The subject completed four sessions in a random order as fol-
lows: Session 1: a large egg around the center with short and dense
line segments (Fig. 19a); Session 2: a large egg around the center
with twice as long and twice as sparse line segments (Fig. 19b);
Session 3: a small egg, smaller by a factor of two compared to
the large egg, shown randomly either above or below the ﬁxation
point with short and dense line segments (Fig. 19c); Session 4: a
small egg shown randomly either above or below the ﬁxation point
with long and sparse line segments (Fig. 19d). We used two sizes of
the egg and two densities of contour fragments to counterbalance
the effect of two factors, namely, retinal eccentricity and the num-
ber of samples around the egg’s contour. Now consider a particular
fragmented egg, say the one in Fig. 19d. When the ﬁxation cross is
at the center of the egg, the eccentricity of the egg’s contour is half
of what it would be when the ﬁxation cross is on the egg’s contour.
(a) (b)
(c) (d)
Fig. 19. The four types of egg stimuli used in this experiment. Dense sampling is shown on the left and sparse sampling on the right. Large eggs are in top row and small eggs
are in the bottom row. The contrast was reversed in the actual experiment.
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ply because half of the egg’s contour is projected twice as far into
the periphery than in the former case. This difference can be elim-
inated by using a small egg with the ﬁxation point at its boundary
and a large egg with its ﬁxation point in the center (Fig. 19b and d).
Note, however, that the large egg now has twice as many samples
around its contour than the small egg. Also note that having more
samples means that the shape of the egg will be deﬁned more reli-
ably. This is why we tested two densities to evaluate the magni-
tude of the improvement when density is increased. The reader
should look at the four stimuli in Fig. 19 and evaluate, subjectively,
how the visibility of the egg stimulus varies as a function of his ﬁx-
ation position.
5.2. Results and discussion
Fig. 20 shows d0 and its standard error for the four subjects and
four conditions. The performance of the 4 subjects was similar
except for the high value of d0 of subject AM with the large egg
and dense sampling. Recall that when the proportion correct gets
close to 1, d0 goes to inﬁnity. With the limited number of trials
(here 400), high values of d0 cannot be estimated reliably. This also
implies that the standard error of this d0 goes up, as well. The stan-
dard error of d0 was estimated from the slope of the cumulative
Gaussian distribution and the variance of a proportion in 200 bino-
mial trials (Macmillan & Creelman, 2005; p.325). The main result is
that having the ﬁxation point in the center led to much higher per-
formance than having the ﬁxation point on the boundary. The sec-
ond result is that a higher sampling rate improved performance.
But note that this higher sampling does not come even close to
compensating for the shift of the ﬁxation point. On average,
d0 = 0.5 when the small egg is shown peripherally and d0 = 3 with
the large egg shown centrally. This difference is large, a factor of 6.
Our linear interpolation and shortest path (LI-SP) model with a
random starting point on the contour was applied only to images
in the two sessions when the large egg was shown around the ﬁx-
ation point because when the ﬁxation point is around theboundary, the model cannot detect the entire egg. After the model
detected a closed curve, it decided whether the egg was pointing to
the left or to the right. Our model did not have this function
built-in, so we added the following criterion: the model took the
horizontal range of the detected curve and computed the midpoint
xm. The curve was divided into two areas by drawing a vertical line
x = xm. Then, the areas of the two ‘‘halves’’ were estimated and
compared. If the smaller area was on the right, the egg pointed
to the right. If the smaller area was on the left, the egg pointed
to the left. We are not claiming that this is how the human visual
system performed this discrimination. We used this criterion
because it seemed the simplest way to extract the relevant infor-
mation from the stimulus. Fig. 21 shows the performance of the
model in the two conditions when the large egg was shown cen-
trally. For comparison, we also show a weighted average of d0 from
our 3 subjects. The weights were the reciprocals of the squared
standard errors of individual d0. The match of the model and
human performance is good to say the least.6. Experiment 4: The role of ﬁxation position inside a curve
Experiment 3 showed that the ﬁxation point inside the curve
leads to much better performance than ﬁxation around the con-
tour. This result provides strong support for our model, but this
evidence is of limited value because the model’s performance
was evaluated for only a very narrow range of ﬁxation positions
around the center of the curve. In order to test the model’s predic-
tions more thoroughly, we performed an experiment in which the
ﬁxation point was placed at four regions inside the egg.6.1. Methods
6.1.1. Subjects
Three subjects were tested including the author (TK). They all
had normal or corrected to normal vision. TK was tested in numer-
ous sessions before experimental data were obtained.
Fig. 20. Results obtained in 4 sessions with egg stimuli. The ordinate shows d0 , and the abscissa shows either large eggs around the ﬁxation point or small eggs above or below
the ﬁxation point. The two bars indicate the two types of sampling. Error bars represent the standard errors calculated from each session.
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The stimuli were the small eggs like that shown in Fig. 19c of
Experiment 3 except that the eggs were closer to the center which
always placed the ﬁxation point inside the curves.6.1.3. Procedure
The position of the egg was shifted randomly in both the hori-
zontal and vertical direction relative to the ﬁxation point, which
was always in the center of the screen. The center of the egg was
located at one of the four regions of the screen as follows (see
Fig. 22): region 1 (R1): was a circle, centered at the ﬁxation point,
whose radius was one quarter of the minor radius of the egg;
region 2 (R2): was a region whose distance from the ﬁxation point
was greater than 25% of the minor radius and less than 50% of the
minor radius. This meant that region 2 had a donut shape that
excluded the ﬁrst region. Region 3 (R3) was the region whose dis-
tance from the ﬁxation point was greater than 50% of the minor
radius and less than 75% of the minor radius. Region 4 (R4) wasthe region whose distance from the ﬁxation point was greater than
75% of the minor radius and less than 100% of the minor radius.
The rest of the procedure was same as in Experiment 3.
6.2. Results and discussion
Results of individual subjects are shown in Fig. 23 and a com-
parison of the model LI-SP’s results to the average results from
the 3 subjects is shown in Fig. 24. The ordinate shows d0 and the
abscissa shows the regions relative to the ﬁxation point where
the center of the egg was located. Performance deteriorated as
the ﬁxation point was moved farther from the center of the egg.
This implies that in order for the spatially-global mechanism in
the visual system to fully operate, the ﬁxation point should not
be just inside the curve. It should be near the center of the curve.
Note the fairly large individual variability in this experiment with
the best performance produced by the author TK. Such differences
might have been caused by the accuracy of the subjects’ ﬁxation. If
the less experienced subjects failed to ﬁxate accurately on the
Fig. 21. Comparison of the results of our average subject with the model for the
eggs around the center. Error bars of the average subject represent the standard
errors calculated from the four subjects. Error bars of the model represent the
standard errors calculated from the each session.
Fig. 22. The center of the egg was located in one of four regions: small circle or 3
annuli.
Fig. 23. Performance of the subjects when the ﬁxation point was inside the egg. The
ﬁxation point was located in one of the four regions inside the egg. R1 is the region
around the ﬁxation point and R4 is the region around the boundary of the curve. See
the Procedure for more details.
Fig. 24. Comparison of our average subject and the model when the ﬁxation point
is inside the eggs.
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tion of the small egg, their performance would be poorer than TK’s.
Our average subject’s and the model LI-SP’s results are shown in
Fig. 24. The ﬁt of the model to our average subject is reasonably
good. The effect of the ﬁxation position on discrimination perfor-
mance is clearly present in both, and the level of performance is
very similar. This means that the model and the subjects can ﬁnd
the closed curve well when the ﬁxation point is near the center
of the curve. As the ﬁxation point is getting close to the boundary,
performance drops gradually. These results are consistent
with a long line of research on what has been called a
‘‘center-of-gravity’’ tendency for eye ﬁxations (Melcher & Kowler,
1999; Steinman, 1965; Vishwanath & Kowler, 2003). If the visual
system wants to take full advantage of the spatially-local and
spatially-global mechanisms, which can be used for contour anal-
ysis, the eye should ﬁxate close to the center of gravity.7. Conclusions
Changing the representation from the retinal image to the
log-polar representation in area V1 allowed us to solve theintractable problem of contour detection and integration by apply-
ing a computationally simple, shortest path algorithm. We also
showed how this method can be used to emulate a human sub-
ject’s perception of contours in four psychophysical experiments.
The shortest path model was able to implement in a single opera-
tion four Gestalt Principles of Perceptual Organization, speciﬁcally,
good continuation, convexity, proximity and closure. All three
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by making use of a property built into the log-polar representation.
The model contrasts with prior models that had to explicitly imple-
ment a penalty for departures from convexity. In our model, con-
vexity is an emerging property of the way the problem is
represented in area V1. The results presented in this paper provide
strong evidence that this is how spatially-global contour integra-
tion is actually performed in the area V1 of the human visual sys-
tem. We want to point out that our global model is not meant to
substitute for the spatially-local operations that are known to exist
in the human visual system. Spatially-local operations are needed
to detect closed contours that are entirely outside of the ﬁxation
point, the viewing condition which precludes the operation of
our model. It is possible, however, perhaps even likely, that the
highest possible efﬁciency for processing closed contours requires
that the ﬁxation position be located inside the closed curve, the
viewing condition which permits the operation of spatially-local,
as well as spatially-global mechanisms. Note well that the model
presented in this paper has no free parameters other than the rel-
ative cost of the existing and interpolated contours, but recall that
we set these costs before actually testing the model which means
that we did not ﬁt the model’s result to our subjects’. The only cor-
rection that we implemented in model LI-SP, after seeing the psy-
chophysical results, was adding a spatially-local interpolation at
the front-end. This addition was essentially a tweak of what was
already a very good model. Finally, note that our model was
designed to detect a closed non-self-intersecting curve simply
because occluding contours of objects are always such curves.
But, how about extracting overlapping and intersecting curves,
for example, two elongated ellipses intersecting at 4 points? One
of the anonymous Reviewers raised this question. The model, in
its present form, does not guarantee that such individual ellipses
can be extracted: the ambiguities at X intersections will usually
not be resolved correctly, and the closed curve detected by the
model in this case, will consist of part of one ellipse and part of
the other. A human observer, however, will see two ellipses, prob-
ably because of the operation of a smoothness constraint. This con-
straint is already partially present in our model because the
least-cost curve is likely to be smooth. However, the model, in its
present form, does not have an explicit penalty for large turning
angles. Adding such a penalty should resolve the ambiguities at
X intersections in ways consistent with the observer’s percept.
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