Motivated by applications in genomics, we consider in this paper global and multiple testing for the comparisons of two high-dimensional linear regression models. A procedure for testing the equality of the two regression vectors globally is proposed and shown to be particularly powerful against sparse alternatives. We then introduce a multiple testing procedure for identifying unequal coordinates while controlling the false discovery rate and false discovery proportion. Theoretical justifications are provided to guarantee the validity of the proposed tests and optimality results are 
Introduction
As we enter a new era of data science, called by some the "information century", research in several novel genomics and epigenomics fields are well underway. Large-scale genomewide scans, such as genome-wide association studies, have become widely available tools for identifying common genetic variants that contribute to complex diseases and treatment responses (McCarthy et al. (2008) ; Venter et al. (2001) ). However, there is growing evidence that genetic variants alone explain only a small proportion of variations in complex disease phenotypes. Most complex diseases are a result of interplay between genes and environment (Hunter (2005) ). It is thus of substantial interest to rigorously study the effects of environment and its interaction with genetic predispositions on disease phenotypes.
When the environmental factor is a binary variable such as smoking status or gender, such interaction problems can be addressed through the two-sample high-dimensional regression framework. Specifically, interaction detection can be formulated based on comparing two high-dimensional regression models and tests for a given coordinate of a high-dimensional linear regression vector. Procedures that are based on the "de-biased" Lasso estimators were proposed. The focus was solely on inference for a given coordinate and simultaneous testing of all coordinates was not considered. Recently, Liu and Luo (2014) investigated the one-sample version of the multiple testing problem, testing simultaneously H 0,i : β i,1 = 0 versus H 1,i : β i,1 = 0, i = 1, . . . , p, with the control of FDR. They constructed the test statistics based on bias-corrected sample covariances of the residuals and inverse regression, as explained in detail in Section 2.2.
The one-sample setting is simpler than the two-sample multiple testing problem considered in the present paper. For example, their proposed test statistics have desirable theoretical properties due to the facts that (i) they are asymptotically normally distributed under H 0,i : β i,1 = 0, and (ii) the correlation between two test statistics is equal to the partial correlation between two covariates, which is fully determined by the precision matrix. However, those properties no longer hold when we extend the hypothesis testing problem to two samples as described in (3).
In this paper, we are interested in developing efficient procedures for testing β 1 − β 2 .
The first goal is to develop a global test for
that is powerful against sparse alternatives. We then develop a procedure for simultaneously testing the hypotheses H 0,i : β i,1 = β i,2 versus H 1,i : β i,1 = β i,2 , i = 1, . . . , p,
with FDR and FDP control. The test statistics are constructed using the covariances between the residuals of the fitted regression models and the inverse regression models. Although the techniques build on the inverse regression method developed in Liu and Luo (2014) for the one-sample case, the two-sample case poses significant additional difficulties in both methodology development and technical analyses. We point out here two such major challenges and more detailed discussion is given in Section 2.3.
(a) The construction of test statistics is much more involved than the one-sample case.
This is mainly due to the fact that the difference of regression coefficients can no longer be reduced to the difference of residual covariances as in the one-sample setting.
Furthermore, corrections of the test statistics are essential in the two-sample case to establish the asymptotic normality.
(b) The technical analyses of the two-sample case are much more challenging. This is because the one-sample case can be easily reduced to a weakly correlated testing problem provided that the precision matrix of the covariates is sparse or nearly sparse, while the two-sample case cannot as the correlation structure is much more complicated.
The properties of the proposed testing procedures are investigated theoretically as well as numerically through simulation and data analysis. Theoretical justifications are provided to ensure the validity of the proposed tests and optimality results are established under sparsity assumptions on the regression coefficients. A simulation study is carried out to demonstrate that the proposed tests maintain the desired error rates under the null and have good power under the alternative at moderate sample sizes. The simulation results also show that the new multiple testing procedure outperforms the well known BenjaminiYekutieli procedure (Benjamini and Yekutieli (2001) ). In addition, the proposed testing procedures are illustrated by an application to the Framingham Offspring Study (Kannel et al., 1979) to study how smoking and its interaction with a genetic predisposition affect an inflammation marker which plays an important role in the risk of developing cardiovascular disease.
The rest of the paper is organized as follows. In Section 2, we introduce the construction of the new test statistics and discuss the technical differences and theoretical challenges of the two-sample testing problems. Section 3 develops a maximum-type statistic M n and the corresponding test for the global hypothesis H 0 : β 1 = β 2 through the inverse regression framework. We establish in this section the asymptotic null distribution of M n and show the optimality results under sparse alternatives. Large-scale multiple testing with FDR and FDP control is presented in Section 4. Section 5 investigates the numerical performance of the proposed procedures by simulations. In Section 6, we apply the proposed procedures to the Framingham Offspring Study. The proofs of the main results are given in Section 8.
Methodology

Notation and Definitions
We first introduce the notation and definitions that will be used throughout the paper. For
For subscripts, we use the convention that i stands for the i th entry of a vector and (i, j) for the entry in the i th row and j th column of a matrix, k represents the k th sample and d is the group indicator. Let
T be the n d × p data matrix, and
a random vector with covariance matrix 
, and
the matrix 1-norm is the maximum absolute column sum,
the matrix elementwise infinity norm is defined to be Ω ∞ = max 1≤i,j≤p |ω i,j | and the
For a set H, let |H| be the cardinality of H. For two sequences of real numbers {a n } and {b n }, write a n = O(b n ) if there exists a constant C such that |a n | ≤ C|b n | holds for all n, write a n = o(b n ) if lim n→∞ a n /b n = 0, and write a n b n if there are positive constants c and C such that c ≤ a n /b n ≤ C for all n.
Test Statistics
To form the test statistics, we consider the inverse regression models obtained by regressing
), as introduced in Liu and Luo (2014)
where for d = 1, 2, η k,i,d has mean zero and variance σ
and is uncorrelated with (
and
where σ Liu and Luo (2014) .
Remark 1 Equation (4) can be obtained directly as follows. Denote the covariance matrix
. Section 2.5 of Anderson (2003) shows that
) and 
, the null hypotheses in global testing problem (2) and entry-wise testing problem (3) would be, respectively, equivalent to
and we base the tests on the estimates of {r i,d /σ
Define the residualŝ
,
for some a n1 and a n2 such that max{a n1 a n2 , a 2 n2 } = o{(n log p) −1/2 }, and a n1 = o(1/ log p).
Estimatorsβ d andγ i,d that satisfy (7) and (8) can be obtained easily via standard methods such as the lasso and Danzig selector, see, for example, Xia et al. (2015) and Liu and Luo (2014) .
Based on the residualsˆ k,d andη k,i,d , a natural estimator of r i,d is the sample covariance between the residuals,r
Becauser i,d tends to be biased, we define a bias corrected estimator for r i,d aŝ
which can be obtained by Lemma 2 in Xia et al. (2015) under conditions (7) and (8). By
Lemma 2, the bias ofr i,d is then of order
Remark 2 The most straightforward way to estimate r i,d is to use the sample covariance between the error terms, n
. However, the error terms are unknown, and we can use the the sample covariance between the residualsr i,d instead. The bias ofr i,d
exceeds the desired rate (n d log p) −1/2 , and thus we calculate the difference ofr i,d and
For i = 1, . . . , p and d = 1, 2, a natural estimator of r i,d /σ
can then be defined by
Subsequently, we may test the hypotheses (2) and (3) using the estimators T = {T i,1 − T i,2 : i = 1, . . . , p}. However, since T i,1 − T i,2 in T are heteroscedastic with possibly a wide range of variability, we instead consider a standardized version of T i,1 − T i,2 . Specifically, let
.
It can be shown in Lemma 2 that, uniformly in i = 1, . . . , p,
and define the standardized statistics
We base the tests for (2) and (3) on {W i , i = 1, . . . , p}, which will be studied in detail in Sections 3 and 4.
Discussion
We discuss here the substantial differences between the two-sample and one-sample cases and the necessity for significant adjustments and corrections in the two-sample setting.
The proposed tests are based on estimators of r i,1 /σ
. Here we estimate
) through constructing a bias-corrected sample covariance between the residuals,r i,d , as defined in (9). That is, we need to get an estimate of the difference between the naive estimater i,d and an unbiased estimate of r i,d , which is n
Liu and Luo (2014) considered the one-sample case of the multiple testing problem (3) so r i /σ
= 0 is equivalent to r i = 0 under the null hypothesis, and r i is easier to estimate.
The procedure in Liu and Luo (2014) is based on the estimation of r i instead of r i /σ
. In the two-sample case, r i,1 /σ
is not equivalent to r i,1 = r i,2 . Thus, it is necessary to construct testing procedures based directly on estimators of r i,1 /σ
Furthermore, in the one-sample case, the asymptotic normality of T i can be established because β i,1 = 0 under the null, which is shown in Lemma 2. Thus the theoretical properties of the individual test statistics are easier to obtain. In the two-sample case, β i,1 and β i,2 are not necessary equal to 0 under the null, and corrections are thus essential in order to show W i is close to a normal random variable; the technical details are much more complicated.
More importantly, in the one-sample case, under the null hypothesis β i,1 = 0, and thus
, which is fully determined by the precision matrix of the covariates and thus simplifies the calculations. In the two-sample version,
under the null hypothesis and they are not necessary equal to zero. The calculation of
), which determines the correlation between W i and W j , is much more involved, and it can be shown in the proof of Theorem 4 that
The technical analysis for establishing the theoretical results in Sections 3 and 4 is thus much more challenging.
Global Test
In this section, we wish to test the global hypothesis
We propose a procedure based on the standardized statistics {W i , i = 1, . . . , p}
It is shown in Section 3.1 that, under certain regularity conditions, M n − 2 log p + log log p converges to a Gumbel distribution under the null, and the asymptotic α-level test can thus be defined as
where q α is the 1 − α quantile of the Gumbel distribution with the cumulative distribution function exp(−π −1/2 e −t/2 ),
We reject the null hypothesis H 0 whenever Ψ α = 1.
Asymptotic Null Distribution
We first introduce some regularity conditions, under which, M n − 2 log p + log log p converges weakly to a Gumbel random variable with distribution function exp(−π −1/2 e −t/2 ).
(C1) log p = o(n 1/5 ), n 1 n 2 , and for some constants
implies that most of the variables are not highly correlated with each other. Condition (C2) is also mild. For example, if max 1≤i≤j≤p
Gaussian tail condition, and it can be weakened to a polynomial tail condition if p < n c for some constant c > 0.
Theorem 1 Suppose (C1), (C2), (C3), (7), and (8) hold. Then under H 0 , for any t ∈ R,
where M n is defined in (13). Under H 0 , the convergence in (15) is uniform for all (7), and (8).
Remark 3 The analysis can be extended to test H 0 :
for a given index set G. We can construct the test statistic as M G,n = max i∈G W 2 i , and obtain a similar Gumbel limiting null distribution by replacing p with |G|, as n 1 , n 2 , |G| → ∞. The condition (C1) will be slightly different, with A τ being replaced by A G,τ = {i :
Remark 4 Condition (C1) is slightly stronger than the conditions in Liu and Luo (2014) as we need |A τ | = O(p r ) with r < 1/4. This is due to the major difference between the one-sample and two-sample cases that the global null H 0 : β = 0 is a simple null in the one-sample case and the null H 0 : β 1 = β 2 is composite in the two-sample case. In the one-sample case, T i is a nearly unbiased estimate of β i because β i = 0 under the global null. However, in the two-sample case, as stated in Lemma 2, additional correction terms involving β i,d are needed in order to make T i,d nearly unbiased because β i,1 and β i,2 are not necessary equal to 0 under the null. Thus, slightly stronger conditions on A τ are needed.
Asymptotic Power
We now analyze the asymptotic power of the test Ψ α given in (14). The test is shown to be particularly powerful against a large class of sparse alternatives and the power is minimax rate optimal. We first define a class of regression coefficients:
We show that the null hypothesis H 0 can be rejected by the test Ψ α with overwhelming
Theorem 2 Let the test Ψ α be given in (14). Suppose (C1), (C3), (7) and (8) hold. Then
Theorem 2 shows that the null parameter set in which β 1 = β 2 is asymptotically distin-
We further show that the lower bound in (16) is rate optimal. Let T α be the set of all α- (16) is sufficiently small, then any α level test is unable to reject the null hypothesis correctly uniformly over (β 1 , β 2 ) ∈ U(c) with probability tending to one.
Theorem 3 Suppose that log p = o(n). Let α, β > 0 and α + β < 1. Then there exists a constant c 0 > 0 such that for all sufficiently large n and p,
Theorem 3 shows that the order (log p) 1/2 in the lower bound of max
4 Multiple Testing with False Discovery Rate Control
Multiple Testing Procedure
If the global null hypothesis is rejected, it is then of interest to identify the subset of variables in X that interact with the group indicator. This can be achieved by simultaneously testing on the entries of β 1 − β 2 with FDR and FDP control,
The standardized differences of T i,1 −T i,2 are defined by the test statistics
, respectively, denote the total number of false positives and the total number of rejections. The FDP and FDR are defined as
Ideally, we select the threshold level as
However, H 0 is unknown, and we estimate i∈H 0 I{|W i | ≥ t} by 2p{1 − Φ(t)} due to the sparsity of β 1 − β 2 , where Φ(t) is the standard normal cumulative distribution function.
This leads to the following multiple testing procedure.
Calculate the test statistics
2. For a given 0 ≤ α ≤ 1, calculatê
Ift does not exists, sett = (2 log p) 1/2 .
3. For 1 ≤ i ≤ p, reject H 0,i if and only if |W i | ≥t.
Theoretical Properties
We now investigate the theoretical properties of this multiple testing procedure. For any
where ξ i,j,d is defined in Condition (C2). Under regularity conditions, this procedure controls the FDP and FDR at the pre-specified level α, asymptotically.
Theorem 4 Let
Suppose for some ρ > 0 and some
for any ν > 0, where A τ is given in Condition (C1). Assume that p 0 = |H 0 | ≥ cp for some c > 0, and (7) and (8) and r > 0, we have
The condition on |S ρ | is mild, because among p hypotheses in total, it only requires a few number of entries with the standardized difference exceeding (log p) 1/2+ρ /n 1/2 for some constant ρ > 0. The technical condition |A τ ∩ H 0 | = o(p ν ) for any ν > 0 is to ensure that most of the regression residuals are not highly correlated with each other under the null hypotheses H 0,i : β i,1 = β i,2 .
Simulation Study
We consider the numerical performance, including the sizes and powers of both the global and the multiple testing procedures, through simulation studies. We investigated the performance of both procedures under two sets of simulations. For the first, we generated the data by considering two constructions of regression coefficients under three matrix models, with covariates being a combination of continuous and discrete random variables. For the second set, we studied the numerical performance of the proposed multiple testing procedure in a setting that is similar to the data application described in Section 6. We compared the proposed multiple testing procedure with Benjamini-Yekutieli (B-Y) procedure, as considered in Benjamini and Yekutieli (2001) , and show that the B-Y procedure is much more conservative and has lower power in all cases.
Implementation Details
The proposed testing procedures required the estimation of the regression coefficients β d and
, for i = 1, . . . , p and d = 1, 2. One may use the Lasso to estimate these parameters, as follows.
where 2. Chooseb as the minimizer of
The tuning parameters λ n and λ i,n are then chosen to be
Simulation Under Different Matrix Models
We first generated the design matrices X k,·,d , for k = 1, . . . , n d and d = 1, 2, with some of the covariates being continuous and the others being discrete. For simplicity, we generated 
Global Test For the global testing of H 0 : β 1 = β 2 , the sample sizes were taken to be n = n 1 = n 2 = 100, while the dimension p varied over the values 100, 200, 400, and 1000.
Under the global null hypothesis, we have β 1 = β 2 = β, and two scenarios of generating β were considered. For case 1, 10 nonzero locations {k 1 , . . . , k 10 } of β were randomly generated with magnitudes β k i ,1 = 2i 0.5 n were generated as normal random variables with mean 0 and variances having any values between 0.5 and 2.5. The nominal significance level for all the tests was set at α 1 = 0.05. Table 1 shows that the sizes of the global test Ψ α 1 are close to the nominal level for both cases under all matrix models. This reflects the fact that the null distribution of the test statistics M n is well approximated by its limiting null distribution, as shown in Theorem 1.
The empirical sizes are slightly below the nominal level in some cases for lower dimensions, as similarly observed in Xia et al. (2015) , due to correlation among the variables. It is also shown in Table 1 that the proposed test is powerful in all settings, though β 1 and β 2 only differ in five or fewer locations with magnitudes of the order log p/n.
To evaluate the power of the global test, we selected five locations, {k 1 , . . . , k 5 }, among the nonzero locations of β 1 , with magnitudes β k j ,2 = β k j ,1 + u j , j = 1, . . . , m, where u j has magnitude randomly and uniformly from the set [−2β(log p/n)
, with β = max 1≤i≤p |β i,1 |. The actual sizes and powers in percentage for each case under three matrix models, reported in Table 1 , are estimated from 1000 replications. For each replication, the nonzero locations and magnitudes of the regression coefficients could vary.
Multiple Testing For simultaneous testing of {H 0,i : β i,1 − β i,2 = 0, for 1 ≤ i ≤ p} with FDR control, we first generated β 1 according to the above two cases. For case 1, ten nonzero locations {k 1 , . . . , k 10 } for β 2 were randomly generated and the locations could vary for these two vectors. The magnitudes were generated with values β k i ,2 = 4i 0.5 n −0.15 2 , i = 1, . . . , 10.
For case 2, s nonzero locations for β 2 were randomly selected, again with s = 5, 8, 10, and 15 for p =100, 200, 400 and 1000, respectively, also with magnitudes having any values between -10 and 10.
In Table 2 , we present the empirical FDR and true discovery rate (power) of the proposed procedure (NEW) and the B-Y procedure at the FDR level of α 2 = 0.1, based on 100 replications, where the power is summarized based on 1 100 
Simulation by Mimicking Data
We now consider a simulation setting mimicking the data considered in Section 6, where we have p = 119, n 1 = 46 and n 2 = 417. We investigated both cases of the construction of the regression coefficients as considered in Section 5.2, with ten nonzero locations, under all three matrix models, with covariates as a combination of continuous and discrete random variables. The nominal level was set at α 3 = 0.1, and the empirical FDR's and powers for both FDR procedures, as reported in Table 2 : Empirical FDRs and powers (%) for the new FDR procedure and B-Y procedure with α 2 = 0.1, n 1 = n 2 = 100, and 100 replications.
in Section 5.2, the empirical FDRs are well controlled under the data setting by the new FDR procedure, while the B-Y procedure is again very conservative. For case 1, the empirical FDR's of the new procedure are slightly larger than the nominal level, due to the fact that n 1 is much smaller than n 2 in this setting, and thus β 1 and β 2 have magnitudes much closer to each other based on their construction. The performance of the new method for case 2 is less conservative than in Section 5.2 due to the fact we have ten nonzero locations for the regression coefficients when the dimension is 119 in the data setting. under the data setting with α 3 = 0.1, p = 119, n 1 = 46, n 2 = 417, and 100 replications.
We illustrate our proposed methods using the Framingham Offspring Study (Kannel et al. (1979) ) of coronary artery disease (CAD). Over the past three decades, various risk prediction models for CAD have been developed (Wilson et al. (1998) (2009)). This coincides with the growing awareness that the failure to identify genetic scores that significantly improve risk prediction for complex traits may be in part due to failure to account for the interplay of genes and environment. It is thus of substantial interests to study environment and its interaction with a genetic predisposition in causing human diseases.
Here, we use data from Framingham Offspring Study to examine how the interaction between smoking and genetic risk factors affect the inflammation marker CRP, since the in-flammation system plays a vital role in the atherosclerotic process (Ross (1999) ). We focus on the 463 female participants with complete information on CRP, 116 SNP's previously reported as associated with CAD intermediate phenotypes, two leading principal components that adjust for population stratification, as well as age and smoking status at exam seven.
Smoking is known to roughly double life-time risk of CAD and is thought to increase cardiovascular risk via a few different mechanisms. We examine the interaction between smoking and the genetic markers, as well as other risk factors based on the proposed method. We fit linear regression models for smokers and for non-smokers and the variables with significantly different coefficients between smokers and non-smokers are deemed as having an interactive effect.
The effects of top eight SNPs including rs11585329, rs17583120, rs17132534, rs11214606, rs17529477, rs10891552, rs4293, and rs4351, on CRP are considered as significantly modified by smoking. Interestingly, the smoking and rs11585329 interaction has been reported as important contributor to the risk of colorectal cancer whereas inflammation is a hallmark of cancer (Liu et al. (2013) ). SNP rs17132534 belongs to the UCP2 gene whose main function is the control of mitochondria-derived reactive oxygen species. A variant in the UCP2 has been previously shown to interact with smoking to influence plasma markers of oxidative stress and hence likely to be associated with prospective CHD risk (Stephens et al. (2008) ).
SNPs rs10891552, rs17529477, and rs11214606 all belong to the DRD2 gene, which is linked to addictive behaviors, including alcoholism and smoking. Smoking was found to modify the effects of polymorphism in DRD2 gene on gastric cancer risk (Ikeda et al. (2008) ). SNPs 
Extension to Non-Binary Environmental Variable
Motivated by applications in genomics, we have proposed hypothesis testing procedures for detecting the interactions between environment and genomic markers when the environmental variable is binary, such as smoking status, as illustrated in Section 6. Our testing approach can be extended to detect the interactions when the environmental variable is discrete and finite, but non-binary. Specifically, suppose the environmental variable takes K possible values. Interaction detection can then be formulated based on comparing K high-dimensional regression models
One wishes to develop a global test for
as well as develop a procedure for simultaneously testing the hypotheses
with FDR and FDP control.
The test statistics for each model can be formulated similarly as in Section 2.2. For d = 1, . . . , K, we let
and estimate
Then the pairwise standardized statistics can be defined by
Then if K is finite, we construct the sum of square type test statistic by
As in Cai and Xia (2014) , it can be shown that the limiting null distribution of S i is a mixture chi-square distribution. Based on this fact, we can further develop global and multiple testing procedures. When the environmental variable is binary, the test statistics S i reduce to (11) in Section 2.2. On the other hand, if the environmental variable is continuous, the testing problem is significantly different, and out of the scope of the current paper. We leave it to future research.
Proofs
We prove the main results in this section. We begin by collecting technical lemmas that will be used in the proof of the main theorems.
Technical Lemmas
The first lemma is the classical Bonferroni inequality.
where
. The following lemma is essentially proved in Liu and Luo (2014) .
Lemma 2 Suppose that Conditions (C1), (C3), (7) and (8) hold. Then
Then, for some constant C > 0,σ i,j,1 −σ i,j,2 satisfies the large deviation bound
uniformly for 0 ≤ x ≤ (8 log p) 1/2 and any subset S ⊆ {(i, j) :
The complete proof of this lemma can be found in the supplementary material of Xia et al. (2015) .
Proof of Theorem 1
To prove Theorem 1, we first show that the terms in A τ are negligible. Then we focus on the terms in H \ A τ , where H = {1, . . . , p}, and show that P(max i∈H\Aτ W 2 i − 2 log p + log log p ≤ t) → exp(−π −1/2 exp(−t/2)), where W i is defined in (11).
Lemma 2 in Xia et al. (2015) , under conditions (7) and (8), we have
Thus we have
By Lemma 2, we have
Due to the fact that the indices of the random variables only show up in the second term here, by Lemma 3 and the condition that |A τ | = O(p r ) with r < 1/4, we have
n 2 )} 1/2 . Thus, it suffices to show that
for n 1 + 1 ≤ k ≤ n 2 . Thus we have
Without loss of generality, we assume σ
, and that
, it suffices to prove that for any t ∈ R, as n, p → ∞,
By Lemma 1, for any integer l with 0 < l < q/2,
where y p = 2 log p − log log p + t and
Then it follows from Theorem 1 in Zaïtsev (1987) that
where c 1 > 0 and c 2 > 0 are constants, n → 0 which will be specified later, and
Here d is a fixed integer that does not depend on n, p. Because log p = o(n 1/5 ), we can let n → 0 sufficiently slowly that, for any large M > 0,
Similarly, using Theorem 1 in Zaïtsev (1987) again, we can get
The following lemma is shown in the supplementary material of Cai et al. (2013) with q p and y p = 2 log p − log log p + t.
Lemma 4 For any fixed integer d ≥ 1 and real number t ∈ R,
It then follows from Lemma 4, (29), and (30) that lim sup
for any positive integer l. By letting l → ∞, we obtain (25) and Theorem 1 is proved.
Proof of Theorem 2
). It follows from the proof of Theorem 1 that P(M 1 n ≤ 2 log p − 2 −1 log log p) → 1, as n, p → ∞. By (23), (24), and the
we have P(M n ≥ q α + 2 log p − log log p) → 1 as n, p → ∞.
Proof of Theorem 3
To prove the lower bound, we first construct a worst case scenario to test between β 1 and β 2 . We apply the arguments in Baraud (2002) to prove the result.
Without loss of generality, we assume σ and n 1 = n 2 . Letm be a random entry uniformly drawn from H = {1, . . . , p}. We construct a class of β 1 , N = {β (m) ,m ∈ H}, such that, βm ,1 = ρ and β i,1 = 0 for i =m, with ρ = c(log p/n) 1/2 , where c < 1/2 is a constant. Let β 2 = 0 and β 1 be uniformly distributed on N . Let µ ρ be the distribution on β 1 − β 2 . Note that µ ρ is a probability measure on {δ ∈ S 1 : |δ| 2 2 = ρ 2 }, where S 1 is a class of p-dimensional vectors with one nonzero entry.
Then the likelihood ratio between samples {Y k,1 , X k,·,1 } and {Y k,2 , X k,·,2 } can be calculated as L µρ = Em Theorem 3 is thus proved by Baraud (2002) .
Proof of Theorem 4
We first show thatt, as defined in Section 4.1, is attained in the interval [0, (2 log p) 1/2 ]. We then show that A τ is negligible and we focus on the set H \ A τ . We then show the FDP result by dividing the null set into small subsets and controlling the variance of R 0 (t) for each subset, and the FDR result will thus also be proved.
Under the condition of Theorem 4, we have 1≤i≤p I{|W i | ≥ (2 log p) 1/2 } ≥ {1/(π 1/2 α) + δ}(log p) 1/2 , with probability going to one. Hence, with probability tending to one, we have 2p 1≤i≤p I{|W i | ≥ (2 log p) 1/2 } ≤ 2p{1/(π 1/2 α) + δ} −1 (log p) −1/2 . the fact that G(t + o((log p) −1/2 ))/G(t) = 1 + o(1) uniformly in 0 ≤ t ≤ c(log p) 1/2 for any constant c, we have i∈H 0 \Aτ I(|V i | ≥ t ι ) p 0 G(t ι ) G(t ι ) G(t ι−1 ) ≤ i∈H 0 \Aτ I(|V i | ≥ t) p 0 G(t)
Thus it suffices to prove max 0≤ι≤b i∈H 0 \Aτ {I(|V i | ≥ t ι ) − G(t ι )} pG(t ι ) → 0, in probability. DefineH 0 = H 0 \ A τ . Note that
Thus, it suffices to show, for any > 0,
Note that
We divides the indices i, j ∈H 0 into the subsets:H 01 = {i, j ∈H 0 , i = j},H 02 = {i, j ∈ H 0 , i ∈ Γ j (γ), or j ∈ Γ i (γ)} andH 03 =H 0 \ (H 01 ∪H 02 ). Then we have i,j∈H 01 {P(|V i | ≥ t, |V j | ≥ t) − P(|V i | ≥ t)P(|V j | ≥ t)} p 2 0 G 2 (t)
It remains to consider the subsetH 03 , in which V i and V j are weakly correlated. It is easy to check that max i,j∈H 03 P(|V i | ≥ t, |V j | ≥ t) = (1 + O{(log p) −1−γ })G 2 (t). Hence, i,j∈H 03 {P(|V i | ≥ t, |V j | ≥ t) − P(|V i | ≥ t)P(|V j | ≥ t)} p 
Equation (33) and the FDP result then follow by combining (34), (35), and (36), and the FDR result is also proved.
