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Abstract
We define the multiple zeta function of the free Abelian group Zd as
ζZd (s1, . . . , sd ) =
∑
|Zd :H |<∞ α1(H)
−s1 · · ·αd (H)−sd ,
whereZd/H ∼= Cα1(H)⊕· · ·⊕Cαd (H) is the canonical decomposition into cyclic factors, and αi+1(H)|αi (H) for i = 1, . . . , d−1.
As the main result, we compute this function, find the region of absolute convergence, and study its analytic continuation.
Our result allows us to describe an asymptotic structure of a “random” finite factor group Zd/H as follows. For a subgroup
of finite index H ⊆ Zd , consider the order of the product of the canonical cyclic factors except the largest one, σ(H) =
α2(H) · · ·αd (H). Fix n ∈ N, and let σn(d) be the arithmetic mean of σ(H) over all subgroups H ⊆ Zd of index at most n.
We prove that there exists a limit limn→∞ σn(d), and this number is bounded by 1.243, for all ranks d ≥ 1. In this sense, a random
finite factor group Zd/H is very close to a cyclic group.
We also compute the zeta function that enumerates cyclic finite factor groups. This result allows us to amend our observation
that a random finite factor group Zd/H is close to a cyclic group in the following way. Consider all subgroups H ⊆ Zd of index at
most n, and let τn(d) be the share of the subgroups such that Zd/H is cyclic. We compute τ(d) = limn→∞ τn(d), which can be
considered as the probability that Zd/H is cyclic, and we show that τ(d) ≥ 0.8469 . . . for all d ≥ 1.
Also, we apply our results to study similar questions for free modules of finite rank over finitely generated Dedekind domains.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a finitely generated group. For n ∈ N, let an(G) denote the number of subgroups of index n in G. M.Hall
computed the sequence an(G) recursively for free finitely generated groups [11]. Later, the asymptotic behavior of the
sequence an(G)was called the subgroup growth in the works of Alex Lubotzky. For a long time, the following problem
was open: for which groups does an(G) grow polynomially? Only recently, in a series of papers, the complete answer
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Notation
Nd = {1, 2, . . . , d}.
Fq — finite field of order q .
ζ(s)—Riemann zeta function.
Γ (s)—Gamma function.
µ(n)—Mo¨bius function.
ln n — natural logarithm.
f (n) ∼ g(n), n →∞, means that f (n)/g(n) tends to 1 as n tends to infinity.
f (n) = O(g(n)), n →∞, means that f (n)/g(n) is bounded as n →∞.∏
p,
∑
p — product and sum over all primes p.
Cn — cyclic group of order n.
was given by A. Lubotzky, A. Mann, and D. Segal. Finitely generated residually finite group G has a polynomial
subgroup growth if and only if it is virtually solvable of finite rank [16].
Another direction was started by Grunewald et al. [10]. Let G be a nilpotent torsion-free finitely generated group.
Then the zeta function (or Dirichlet series) is defined as
ζG(s) =
∑
H⊆G
|G : H |−s =
∞∑
n=1
an(G)n
−s .
For this class of groups, the zeta function satisfies the Euler product property [10]
ζG(s) =
∏
p prime
ζG,p(s),
where the local factors for each prime p are defined as
ζG,p(s) =
∑
H⊆G, |G:H |=pm
|G : H |−s =
∞∑
m=0
apm (G)p
−ms .
It was also proved that the local factors for nilpotent torsion-free groups are rational functions in p−s [10]. In
particular, the following formula holds [10] (see five different proofs in the monograph [17], and comments on its
origin in [6]):
ζZd (s) = ζ(s)ζ(s − 1) · · · ζ(s − (d − 1)), d ≥ 1; (1)
where ζ(s) is the Riemann zeta function. As a byproduct, Section 2 yields one more proof of this formula. Let G
be a finitely generated group. Along with an(G), consider one more sequence of numbers that counts the number of
subgroups of index at most n:
sn(G) =
n∑
j=1
a j (G), n ∈ N.
We shall use a form of Ikehara’s Tauberian theorem [8]. Namely, we apply its corollary given in [21, Theorem 4.20].
Theorem 1.1 ([8]). Let the Dirichlet series f (s) = ∑∞n=1 ann−s with non-negative coefficients be convergent for
R(s) > a > 0. Assume that, in a neighborhood of a, f (s) = g(s)(s − a)−w + h(s) holds, where g(s), h(s) are
analytic functions, g(a) 6= 0 and w > 0. Assume also that f (s) can be analytically continued to the line R(s) = a
except for the pole at s = a. Then∑
n≤x
an ∼
(
g(a)
aΓ (w)
)
· xa(ln x)w−1, x →∞.
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It is well known that ζ(s) = 1/(s−1)+h(s), where h(s) is analytic forR(s) > 0. The function (1) has the pole of
order one at s0 = d due to the last factor, and we apply the Tauberian theorem. We obtain the well-known asymptotic
sn(Zd) =
∑
j≤n
a j (Zd) ∼ ζ(d)ζ(d − 1) · · · ζ(2)d n
d , n →∞. (2)
Observe that∑
n≥1
n−s
∑
|Zd :H |=n
|Zd : H | = ζZd (s − 1) = ζ(s − 1)ζ(s − 2) · · · ζ(s − d).
Similarly, the existence of the pole at s0 = d + 1 yields, by Tauberian theorem, that∑
|Zd :H |≤n
|Zd : H | ∼ ζ(d)ζ(d − 1) · · · ζ(2)
d + 1 n
d+1, n →∞. (3)
Suppose that we have a function h(H) defined on subgroups of finite index H ⊆ Zd . We introduce the following
convenient notation to describe the asymptotic behavior of h(H) as |Zd/H | tends to infinity. Let f : N → R be
a function. We write h(H)∼≤n f (n) to denote that the arithmetic mean of h(H) on subgroups of index at most n
behaves like f (n); more explicitly,∑
|Zd :H |≤n
h(H)
sn(Zd)
∼ f (n), n →∞.
Consider this notation for the case of the constant function f (n) ≡ C , n ∈ N. Denote by hn the arithmetic mean
of h(H) on subgroups of index at most n. Then the relation h(H)∼≤n C is just the other way to denote that
limn→∞ hn = C .
Let us also describe the arithmetic mean of orders of finite factor groups Zd/H in our notation as follows.
Relations (3) and (2) imply that
|Zd : H | ∼≤n
d
d + 1 n. (4)
For further properties of the subgroup growth, see the monograph [17].
Now we are going to define the main object of our study. Consider the free Abelian group G = Zd . Let
H ⊆ Zd be a subgroup of finite index. We have a unique decomposition (up to isomorphism) into cyclic factors
Zd/H ∼= Cα1 ⊕Cα2 ⊕ · · · ⊕Cαd , where αi+1 | αi for i = 1, . . . , d − 1. Denote by αi (H), i = 1, . . . , d, the numbers
above, and refer to the tuple α(H) = (α1, . . . , αd) as the cotype of H . Denote by aα(Zd) the number of subgroups
H ⊆ Zd of cotype α. We define the following multiple zeta function in d variables:
ζZd (s1, . . . , sd) =
∑
H⊆Zd
α1(H)
−s1 · · ·αd(H)−sd =
∑
α=(α1,...,αd )
aα(Zd) · α−s11 · · ·α−sdd .
Similarly to zeta functions in one variable [10], we have the Euler factorization.
Lemma 1.1.
ζZd (s1, . . . , sd) =
∏
p
ζZd ,p(s1, . . . , sd),
where the local factor for each prime p is defined as
ζZd ,p(s1, . . . , sd) =
∑
H⊆Zd ,|Zd :H |=pm
α1(H)
−s1 · · ·αd(H)−sd .
Proof. Fix a tuple α = (α1, . . . , αd), where αi+1|αi , i = 1, . . . , d − 1. Denote by aα = aα(Zd) the number of
subgroups H ⊆ Zd of cotype α. Set N = α1, then NZd ⊆ H . Denote Z = Zd/NZd . Hence, aα is equal to the
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number of subgroups of cotype α in the finite group Z . Decompose component-wise over primes α = ∏p α(p),
where α(p) = (pα1(p), . . . , pαd (p)) and α1(p) ≥ · · · ≥ αd(p). Consider the Sylow decomposition Z =∏p Sylp(Z).
Each subgroup H ⊆ Z uniquely decomposes H = ∏p Hp, where Hp ⊆ Sylp(Z) is of cotype α(p). The latter
uniquely determines the subgroup H¯p = Hp∏p′ 6=p Sylp′(Z) ⊆ Z of cotype α(p). Therefore, aα = ∏p aα(p). The
result follows by formal computation
ζZd (s1, . . . , sd) =
∑
α=(α1,...,αd )
aαα
−s1
1 · · ·α−sdd =
∑
α=(α1,...,αd )
∏
p
αα(p) p
−α1(p)s1 · · · p−αd (p)sd
=
∏
p
∑
α(p)=(pα1(p),...,pαd (p))
aα(p) p
−α1(p)s1 · · · p−αd (p)sd =
∏
p
ζZd ,p(s1, . . . , sd). 
Let us briefly describe the structure of the paper. In general, the formula for the multiple zeta function looks rather
complicated. We start with the study of a simpler zeta function in two variables ζZd (s, z), d ≥ 1 (Theorem 2.1). In
this case, we establish a simple formula that generalizes (1).
In Section 3, we obtain our main result, namely, we compute the multiple zeta function of Zd (Theorem 3.1),
find the region of absolute convergence, and consider the analytic continuation. In Section 4, we study an asymptotic
structure of finite factor groups Zd/H . Consider the canonical decomposition of Zd/H into sum of cyclic factors. Let
σ(H) = α2(H) · · ·αd(H) denote the product of orders of all cyclic factors except the largest one. We show that the
arithmetic mean of σ(H) tends to a small number, and this number is bounded by 1.243, for all ranks d ≥ 1.
Our results rely on the study of some q-polynomials that enumerate permutation descents and permutations of
multisets (Section 5). In Section 6, we study in detail the multiple zeta function and an asymptotic structure of Z3.
Next, we enumerate subgroups H ⊆ Zd with the cyclic finite factor group (Theorem 7.1), for all d ≥ 1. We also
compute the probability that the random finite factor group Zd/H is cyclic. In Section 8, we show that the results
of the paper are automatically extended to free modules of finite rank over finitely generated Dedekind domains
(Theorem 8.1).
The results of the paper were announced in [20]. We remark that somewhat similar questions on numerical
characteristics of finite Abelian groups and zeta functions were studied in [3–5,15]. Our approach is different from
the notion of multiple zeta values due to Zagier [26].
2. Zeta function in two variables ζZd (s, z)
As a first step to study multiple zeta functions, we introduce a simpler zeta function in two variables. Let H ⊆ Zd be
a subgroup. Denote by ω(H) = αd(H) the order of the dth lowest cyclic factor, and by α(H) = α1(H) · · ·αd−1(H)
the total order of the remaining components. We introduce the function
ζZd (s, z) =
∑
H⊆Zd
α(H)−sω(H)−z .
In the case d = 1, we put, by definition, α(H) = 1, ω(H) = |Z : H |, so ζZ(s, z) = ζ(z).
Theorem 2.1. Let d ≥ 1, then
ζZd (s, z) = ζ(s)ζ(s − 1) · · · ζ(s − (d − 1))
ζ((d − 1)s + z)
ζ(ds)
.
Proof. We proceed by induction on d . The case d = 1 is valid by definition.
Suppose that d ≥ 2. Fix a basis Zd = 〈e1, . . . , ed〉Z. Let H ⊆ Zd be a subgroup of finite index. For
all i = 1, . . . , d , let fi ∈ 〈ei , . . . , ed〉 be such that the natural image of fi generates the cyclic group (H ∩
〈ei , . . . , ed〉)/(H ∩ 〈ei+1, . . . , ed〉). We obtain generators H = 〈 f1, . . . , fd〉Z. Let fi =
∑d
j=1 ai je j . We obtain
an upper triangular integer matrix
A =

a11 a12 . . . . . . . . . . . a1d
0 a22 . . . . . . . . . . . a2d
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 ad−1,d−1 ad−1,d
0 . . . 0 0 add

ai j ∈ Z; ai i > 0;
0 ≤ ai j < a j j for
1 ≤ i < j, 1 ≤ j ≤ d;
(5)
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where the inequalities are achieved by adding and subtracting subsequent rows, i.e. by changing { f1, . . . , fd}.
Moreover, subgroups of finite index H ⊆ Zd are in one-to-one correspondence with integer matrices (5) and
Zd/H =∏di=1 ai i (see e.g. [14] or arguments in [10,17]).
Now consider an arbitrary set of generators H = 〈 f1, . . . , fd〉Z for a subgroup H ⊆ Zd = 〈e1, . . . , ed〉Z. Setting
fi = ∑dj=1 ai je j , i = 1, . . . , d , one obtains an integer matrix A = (ai j |1 ≤ i, j ≤ d) as well. One has elementary
transformations as follows. (a) Instead of fi , we consider fi + λ f j , where i 6= j and λ ∈ Z. (b)We interchange fi
and f j , where i 6= j . These transformations are equivalent to the respective elementary transformations of rows of A.
Similarly, elementary transformations of columns of A are equivalent to the respective transformations of the basis
(e1, . . . , ed). Using elementary transformations of rows and columns, one can transform an integer matrix A into a
diagonal matrix A¯ = diag(µ1, . . . , µd) such that µi | µ j for all j < i , i = 2, . . . , d. Since the matrices A, A¯ have
the same greatest common divisors of the elements, we conclude that µd is the greatest common divisor of elements
of A. The elements µi , i = 1, . . . , d , are referred to as Smith invariants of an integer matrix [14]. We are interested
only in µd , because it yields the size of the lowest cyclic factor Cαd in the decomposition of Zd/H .
Similarly to Lemma 1.1, we have the Euler decomposition
ζZd (s, z) =
∏
p
ζZd ,p(s, z); (6)
ζZd ,p(s, z) =
∑
|Zd :H |=pm
α(H)−sω(H)−z . (7)
Fix a prime p. The local factor (7) enumerates matrices (5) such that ai i = pγi , γi ≥ 0; i = 1, . . . , d. Since we have
a one-to-one correspondence between the subgroups H ⊆ Zd and matrices A of type (5), we denote α(A) = α(H)
and ω(A) = ω(H). Then
α(A)ω(A) =
d∏
i=1
ai i . (8)
Consider the submatrix B = (ai j | 1 ≤ i, j ≤ d − 1). Let hab be the number of (d − 1) × (d − 1) matrices B of
type (5) and such that α(B) = pa and ω(B) = pb, where a, b ≥ 0. These (d − 1)× (d − 1) matrices are enumerated
by
ψ(s, z) = ζZd−1,p(s, z) =
∑
a,b≥0
hab p
−as p−bz . (9)
Recall that ω(A) is the greatest common divisor of elements of A. Let pc be the greatest common divisor of the dth
column of A (it is a power of p because add is a power of p). We compare it with ω(B) = pb. We have two cases.
Case 1: pc > ω(B) = pb. Then ω(A) = ω(B) = pb. Since the whole of the dth column is divided by pb+1,
we get add = pb+m for some m ≥ 1. Let i ∈ {1, . . . , d − 1} and consider x = aid , then x = pb+1x0. Since
0 ≤ x < add = pb+m , we obtain the range 0 ≤ x0 < pm−1. Hence, for each aid , where 1 ≤ i ≤ d − 1, there are
pm−1 possibilities. By (8), we have α(A)ω(A) = α(B)ω(B)add = pa pb pb+m . Hence, α(A) = pa+b+m . Therefore,
in this case, all matrices A are enumerated by
f1(s, z) =
∑
a,b≥0
∑
m≥1
hab · p(m−1)(d−1)
p(a+b+m)s pbz
=
∑
a,b≥0
hab
pas pb(z+s)
∑
m≥1
p(m−1)(d−1)
pms
= ψ(s, z + s) p
−s
1− p(d−1−s) . (10)
Case 2: pc ≤ ω(B). We keep notations α(B) = pa and ω(B) = pb. Then 0 ≤ c ≤ b. Consider the dth
column. Let add = pc+m , where m ≥ 0; we fix m. Then aid = pcxi , 0 ≤ xi < pm for i = 1, . . . , d − 1.
Consider all such tuples (a1d , . . . , ad−1,d). There are N1 = pm(d−1) such tuples. If m = 0, then there is only
one such column. Let m ≥ 1. Among the tuples above, we consider the tuples (a1d , . . . , ad−1,d) that are divided
by pc+1. Namely, aid = pc+1xi , 0 ≤ xi < pm−1 for i = 1, . . . , d − 1. The number of such tuples is
N2 = p(m−1)(d−1). Now we consider all dth columns with the greatest common divisor equal to pc. The number
of such columns is equal to N1 − N2 = pm(d−1) − p(m−1)(d−1), provided that m ≥ 1. We have ω(A) = pc. By (8),
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α(A)ω(A) = α(B)ω(B)add = pa pb pc+m . Hence, α(A) = pa+b+m . Finally, we enumerate matrices in the second
case
f2(s, z) =
∑
a,b≥0
hab
b∑
c=0
(∑
m≥1
pm(d−1) − p(m−1)(d−1)
p(a+b+m)s pcz
+ 1
p(a+b)s pcz
)
=
∑
a,b≥0
hab
p(a+b)s
b∑
c=0
1
pcz
(
(pd−1 − 1)p−s
1− pd−1−s + 1
)
=
∑
a,b≥0
hab
p(a+b)s
(
1− 1
p(b+1)z
)
1− p−s
(1− p−z)(1− pd−1−s)
= (ψ(s, s)− p−zψ(s, s + z)) 1− p
−s
(1− p−z)(1− pd−1−s) . (11)
Now, (9)–(11) yield the recurrent relation for the local factors
ζZd ,p(s, z) =
(1− p−s)ζZd−1,p(s, s)+ (p−s − p−z)ζZd−1,p(s, s + z)
(1− p−z)(1− pd−1−s) , d ≥ 2.
One checks that the following formula satisfies this relation
ζZd ,p(s, z) =
1
(1− p−s)(1− p1−s) · · · (1− pd−1−s)
1− p−ds
1− p−(d−1)s−z , d ≥ 1.
Finally, the Euler decomposition (6) yields the claimed formula. 
Corollary 2.1. Suppose that d ≥ 2. Let H ⊆ Zd be a subgroup of finite index. Denote by ω(H) = αd(H) the order of
the dth lowest cyclic factor in the canonical decomposition of Zd/H. Then ω(H) behaves asymptotically as follows
(1) the arithmetic mean of the lowest factor tends to
ω(H)∼≤n
ζ(d2 − 1)
ζ(d2)
;
(2) the geometric mean of the lowest factor tends to
lim
n→∞ sn (Zd )
√ ∏
|Zd :H |≤n
ω(H) = exp
(
−ζ
′(d2)
ζ(d2)
)
.
Proof. We observe that
ζZd (s, s − 1) =
∑
H⊆Zd
1
α(H)sω(H)s−1
=
∑
H⊆Zd
ω(H)
|Zd : H |s =
∑
n≥1
1
ns
∑
|Zd :H |=n
ω(H).
On the other hand, by theorem
ζZd (s, s − 1) = ζ(s)ζ(s − 1) · · · ζ(s − (d − 1))
ζ(ds − 1)
ζ(ds)
.
We apply Theorem 1.1 to the pole at s0 = d:∑
|Zd :H |≤n
ω(H) ∼ ζ(d)ζ(d − 1) · · · ζ(2) · ζ(d
2 − 1)
dζ(d2)
nd , n →∞. (12)
The first claim follows from (2) and (12). We also observe that(
∂
∂z
ζZd (s, z)
)∣∣∣∣
z=s
=
∑
H⊆Zd
− lnω(H)
α(H)sω(H)s
=
∑
H⊆Zd
− lnω(H)
|Zd : H |s = −
∑
n≥1
1
ns
ln
∏
|Zd :H |=n
ω(H).
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By theorem,(
∂
∂z
ζZd (s, z)
)∣∣∣∣
z=s
= ζ(s)ζ(s − 1) · · · ζ(s − (d − 1))ζ
′(ds)
ζ(ds)
.
We apply Theorem 1.1 and obtain the asymptotic
− ln
∏
|Zd :H |≤n
ω(H) ∼ ζ(d)ζ(d − 1) · · · ζ(2) · ζ
′(d2)
dζ(d2)
nd , n →∞. (13)
The second claim follows from (2) and (13). 
Denote by ωarithm(Zd) and ωgeom(Zd) the respective limits of Corollary 2.1. We have the following asymptotic
values of the lowest factor:
d ωarithm(Zd ) ωgeom(Zd )
2 1.110626535. . . 1.065740396. . .
3 1.002064816. . . 1.001414143. . .
4 1.000015306. . . 1.000010602. . .
5 1.000000030. . . 1.000000021. . .
Corollary 2.2.
ζZ2(s1, s2) = ζ(s1 − 1)ζ(s1)
ζ(s1 + s2)
ζ(2s1)
.
We also can describe an asymptotic structure of finite factor groups Z2/H similar to that in Section 6.
3. Multiple zeta function of Zd
Onemight expect that there is a clear formula for the multiple zeta function ofZd similar to that of Theorem 2.1. But
this is not the case, even for Z3. The goal of this section is to compute the multiple zeta function of Zd (Theorem 3.1).
This is the main result of the article.
We fix notations and recall some properties of Gaussian polynomials [1,24,12]:
[n]q = 1− q
n
1− q = 1+ q + · · · + q
n−1;
[n]!q = [n]q [n − 1]q · · · [2]q;[
n
j
]
q
= [n]!q[ j]!q [n − j]!q = q
(n− j) j
[
n
j
]
1/q
;[
m1 + m2 + · · · + mk
m1,m2, . . . ,mk
]
q
= [m1 + m2 + · · · + mk]!q[m1]!q [m2]!q · · · [mk]!q
=
[
m1 + m2 + · · · + mk
m1
]
q
[
m2 + · · · + mk
m2
]
q
· · ·
[
mk−1 + mk
mk−1
]
q
,
where all numbers (except the variable q) are non-negative integers.
Fix Nd = {1, 2, . . . , d}. Consider a subset λ ⊆ Nd . If λ = ∅, then we set
[
d
λ
]
q
= 1. Now suppose that λ is
nonempty and λ = {λ1, . . . , λk}, where d ≥ λ1 > λ2 > · · · > λk > 0. Denote |λ| = k and mi = λi − λi+1, for
i = 0, . . . , k, where we set, for convenience, λk+1 = 0 and λ0 = d. Remark that d = m0+m1+ · · · +mk . We define
the following polynomials in q:[
d
λ
]
q
=
[
d
m0,m1, . . . ,mk
]
q
, λ ⊆ Nd; (14)
wλ(q) =
∑
µ⊆λ
(−1)|λ|−|µ|
[
d
µ
]
q
, λ ⊆ Nd . (15)
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Theorem 3.1. Consider the multiple zeta function of Zd . For convenience, we introduce new variables z j =
s1 + · · · + s j − j (d − j), where j = 1, . . . , d. Then
(1)
ζZd (s1, . . . , sd) = ζ(z1)ζ(z2) · · · ζ(zd) · f (s1, . . . , sd−1), where (16)
f (s1, . . . , sd−1) =
∏
p prime
1+ ∑
∅6=λ⊆Nd−1
wλ(p
−1)
∏
j∈λ
p−z j
 , (17)
where the sum is taken over all nonempty subsets λ ⊆ Nd−1.
(2) Let λ ⊆ Nd−1 be fixed. Then there exists a number N ≥ |λ| such that wλ(q) is a polynomial in q with non-negative
integer coefficients of the form
wλ(q) = qN +
∑
i>N
τiq
i .
(3) The region of absolute convergence of the multiple zeta function is R(z j ) > 1, j = 1, . . . , d.
(4) The region of absolute convergence of the product over primes is R(z j ) > 0, j = 1, . . . , d − 1; and (16) is the
analytic continuation to this region.
(5) The local factors are rational in variables ti = p−zi , i = 1, . . . , d:
ζZd ,p(s1, . . . , sd) =
∑
λ⊆Nd−1
wλ(p−1)
∏
j∈λ
t j
(1− t1)(1− t2) · · · (1− td) .
Proof. First, let us compute the local factors. Let G be a finite Abelian p-group. It decomposes into a direct sum of
cyclic groups:
G = C pλ1 ⊕ C pλ2 ⊕ . . .⊕ C pλl , λ1 ≥ λ2 ≥ · · · ≥ λl .
The partition λ = (λ1, λ2, . . . , λl) is called the type of G; concerning partitions, we use the notations of [18]. If
H ⊆ G, then the type of G/H is referred to as the cotype of H (in Section 1 we used this term a little bit differently).
Let G be a p-group of type λ, then the number of subgroups H ⊆ G of type ν is given by the formula [7] (see also
computations in [19]):
∏
i≥1
pν
′
i+1(λ′i−ν′i )
[
λ′i − ν′i+1
ν′i − ν′i+1
]
p
, (18)
where λ′ and ν′ are the partitions conjugate to λ and ν, respectively. Due to the duality [18, 2.1.5], the same formula
gives the number of subgroups of cotype ν in the group of type λ.
We apply (18) as follows. Let H ⊆ Zd be a subgroup of cotype ν = (ν1, . . . , νd). Set N = ν1. Then
H ⊇ NZd . Hence, the subgroups H ⊆ Zd of cotype ν are in one-to-one correspondence with the subgroups
H¯ = H/NZd ⊆ Z¯ = Zd/NZd , the cotype being the same. By construction, Z¯ is of type λ = (N , N , . . . , N ) = N d .
Then λ′ = (d, . . . , d) = dN . Therefore, the number of subgroups H ⊆ Zd of cotype ν is equal to
F(d, ν) =
∏
i≥1
pν
′
i+1(d−ν′i )
[
d − ν′i+1
ν′i − ν′i+1
]
p
. (19)
Let {µ1, . . . , µk} be lengths of columns of ν, where d ≥ µ1 > µ2 > · · · > µk ≥ 1 (we can have more than one
column of length, say, µi ). We say that µ = {µ1, . . . , µk} ⊆ Nd is the shape of ν. Now, let a nonempty shape µ be
fixed and consider all partitions ν of this shape. Then ν′ = µn11 µn22 · · ·µnkk , where ni ≥ 1 for all i = 1, . . . , k. Denote
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m j = µ j − µ j+1 for j = 1, . . . , k, where µk+1 = 0. Then µ j = m j + · · · + mk for j = 1, . . . , k.
mk
nk
m1
n1
Fix j ∈ {1, . . . , k} and denote n¯ j = n1 + · · · + n j , j = 1, . . . , k; also n¯0 = 0. Consider the product of factors
in (19) for i in the interval n¯ j−1 + 1 ≤ i ≤ n¯ j−1 + n j . We observe that the q-binomial coefficient appears only for
i = n¯ j−1 + n j ; using properties of Gaussian coefficients, we present it in the form[
d − µ j+1
m j
]
p
=
[
d − µ j + m j
m j
]
p
= pm j (d−µ j )
[
d − µ j+1
m j
]
1/p
.
We conclude that the factors in (19) for i = n¯ j−1 + 1, . . . , n¯ j−1 + n j yield the factor
p(d−µ j )(µ j (n j−1)+µ j+1)
[
d − µ j+1
m j
]
p
= p(d−µ j )µ jn j
[
d − µ j+1
m j
]
1/p
. (20)
Recall that ν = (ν1, . . . , νd) is the cotype of H ⊂ Zd and αi (H) = pνi , i = 1, . . . , d . We have
ν1 = · · · = νµk = n1 + · · · + nk,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
νµ j+1+1 = · · · = νµ j = n1 + · · · + n j ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
νµ2+1 = · · · = νµ1 = n1,
νµ1+1 = · · · = νd = 0.
(21)
Recall that we fixed µ = {µ1, . . . , µk} ⊆ Nd and consider partitions ν of the shape µ. Let us collect terms of the
local multiple zeta function that enumerate subgroups of such cotypes ν. We use (19)–(21) and obtain
ζZd ,p,µ(s1, . . . , sd) =
∑
n1,...,nk≥1
k∏
j=1
p(d−µ j )µ jn j
[
d − µ j+1
m j
]
1/p
p(sµ j+1+1+···+sµ j )(n1+···+n j )
=
∑
n1,...,nk≥1
k∏
j=1
p(d−µ j )µ jn j
[
d − µ j+1
m j
]
1/p
p(s1+···+sµ j )n j
=
k∏
j=1
p(d−µ j )µ j−s1−···−sµ j
1− p(d−µ j )µ j−s1−···−sµ j
×
[
d − m2 − · · · − mk
m1
]
1/p
· · ·
[
d − mk
mk−1
]
1/p
[
d
mk
]
1/p
=
k∏
j=1
p−zµ j
1− p−zµ j
[
d
m1, . . . ,mk, d − m1 − · · · − mk
]
1/p
=
[
d
µ
]
1/p
k∏
j=1
p−zµ j
1− p−zµ j ; R(zµ j ) > 0, j = 1, . . . , k, (22)
where for convenience we use the new variables zi . Observe that conditions (22) are necessary and sufficient for
absolute convergence of this series. We collect the terms for partitions of different shapes µ ⊆ Nd and conclude that
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the local multiple zeta function converges absolutely if and only if R(zi ) > 0, i = 1, . . . , d. Using the variables
ti = p−zi , i = 1, . . . , d , we obtain
ζZd ,p(s1, . . . , sd) = 1+
∑
∅6=µ⊆Nd
[
d
µ
]
1/p
∏
j∈µ
t j
1− t j
=
∑
µ⊆Nd
[
d
µ
]
1/p
∏
j∈µ
t j
∏
j∈Nd\µ
(1− t j )
(1− t1)(1− t2) · · · (1− td) ; |ti | < 1, i = 1, . . . , d. (23)
We expand the last nominator, consider the coefficient at tλ1 · · · tλk , where λ = {λ1, . . . , λk} ⊆ Nd . We observe
that it appears only for µ such that µ ⊆ λ. We obtain
ζZd ,p(s1, . . . , sd) =
∑
λ⊆Nd
tλ1 · · · tλk
∑
µ⊆λ
(−1)|λ|−|µ|
[
d
µ
]
1/p
(1− t1)(1− t2) · · · (1− td) =
∑
λ⊆Nd
wλ(p−1)
∏
j∈λ
t j
(1− t1)(1− t2) · · · (1− td) .
Now Claim 5 follows except for one fact. It remains to prove that the sum in the last nominator can be taken only
over subsets λ ⊆ Nd−1. Consider the nominator of (23). Let µ = {µ1, . . . , µk} ⊆ Nd with µ1 > · · · > µk and such
that µ1 = d . We consider µ˜ = µ \ {d}. From definition (14), we have
[
d
µ
]
q
=
[
d
µ˜
]
q
. Hence, the summands for µ and
µ˜ contain the factors td and (1− td), respectively, while the other factors are the same. Since the summands split into
pairs, the nominator is equal to the same sum over all λ ⊆ Nd−1. In particular, the nominator of the local factor is
independent of td = p−zd .
The first claim follows by the Euler factorization (Lemma 1.1).
The second claim follows from Theorem 5.3 below.
Let us study convergence. Since the terms of the local factor are some terms of the multiple zeta function, we
conclude that the conditions R(zi ) > 0, i = 1, . . . , d, are necessary for absolute convergence of the multiple zeta
function. Using (22), we have
ζZd ,p(s1, . . . , sd) = 1+
∑
∅6=µ⊆Nd
[
d
µ
]
1/p
∏
j∈µ
1
pz j − 1 .
Absolute convergence of the product
∏
p ζZd ,p(s1, . . . , sd) is equivalent to absolute convergence of∑
p(ζZd ,p(s1, . . . , sd) − 1) (see e.g. [9]). Remark that
[
d
µ
]
1/p
= 1 + O(1/p), p → ∞. Consider the term for
the one-element subset µ = { j}, where 1 ≤ j ≤ d . Then∑p 1/(pz j − 1) converges if and only if R(z j ) > 1. The
terms for |µ| > 1 converge better, due to the assumption that R(zi ) > 0. Thus, the multiple zeta function converges
absolutely if and only if R(z j ) > 1, j = 1, . . . , d .
Consider Claim 4. Let λ ⊆ Nd−1. By the second claim, wλ(1/p) = p−|λ|−a(λ)(1 + O(1/p)), p → ∞, where
a(λ) ≥ 0. We obtain the following formula for the nominator
f (s1, . . . , sd−1) =
∏
p
1+ (1+ O ( 1
p
)) ∑
∅6=λ⊆Nd−1
1
pa(λ)
∏
j∈λ
1
p1+z j
 .
We consider the one-element subset λ = { j}, where j ∈ {1, . . . , d − 1}. By Theorem 5.3, the polynomial w{ j}(q)
enumerates permutations of the multiset {0d− j , 1 j } that interchange neighbors. By the second claim of Theorem 5.3,
we have w{ j}(q) = q + higher terms, so a({ j}) = 0. Similar to the previous arguments, absolute convergence of this
product is determined by one-element subsets and is equivalent to R(z j ) > 0, j = 1, . . . , d − 1. 
Let p be a prime. We define the local factor of function f (s1, . . . , sd−1) (17); remark that 1 corresponds to λ = ∅:
f p(s1, . . . , sd−1) =
∑
λ⊆Nd−1
wλ(p
−1)
∏
j∈λ
p j (d− j)−s1−···−s j . (24)
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Remark that
ζZd (s, . . . , s) =
∑
H⊆Zd
α1(H)
−s · · ·αd(H)−s =
∑
H⊆Zd
|Zd : H |−s = ζZd (s).
Hence, by s1 = · · · = sd = s, we must obtain (1). We compare the local factors of these functions, because it was the
local factors that were computed in [10] and in Theorem 3.1:
d∏
j=1
1
1− pd−s− j =
d∏
j=1
1
1− p j (d−s− j) f p(s, . . . , s).
We use (24) and obtain:
Corollary 3.1. (1) f p(s1, . . . , sd−1) is decreasing in each variable si ∈ R;
(2)
f p(s, . . . , s) =
∑
λ⊆Nd−1
wλ(p
−1)
∏
j∈λ
p j (d−s− j) =
d∏
j=2
1− p j (d−s− j)
1− pd−s− j .
4. Asymptotic structure of Zd/H
Let us consider applications of Theorem 3.1. Now our goal is to describe the structure of a “random” finite factor
group Zd/H . We are going to show that it “almost consists of” the largest cyclic factor. Namely, denote by σ(H)
the order of the product of the canonical cyclic factors except the largest one, i.e. σ(H) = α2(H) · · ·αd(H). Let
σn(d) be the arithmetic mean of σ(H) on subgroups H ⊆ Zd of index at most n. We prove that there exists a limit
limn→∞ σn(d) = C1 (which depends on d). Our estimates show that C1 < 1.537 for all d ∈ N. More careful
computations yield 1.243 as the total bound. This bound is very good because C1 in the case of Z4 is approximately
1.203; see the table at the end of Section 6. Similarly, we describe the asymptotic behavior of the largest cyclic factor
α1(H).
We formulate our result in terms of the notation ∼≤n introduced in Section 1.
Theorem 4.1. Consider a subgroup of finite index H ⊆ Zd . Let α(H) = α1(H) be the order of the largest canonical
cyclic factor of Zd/H and let σ(H) = α2(H) · · ·αd(H) be the order of the product of other cyclic factors. Then there
exist constants C1,C2 that describe the arithmetic means of α(H) and σ(H) as follows:
(1) σ(H)∼≤n C1, where
d∏
j=2
ζ( j2 − j + 1)
ζ( j2)
≤ C1 ≤
d∏
j=2
ζ( j2 − j + 1)
ζ( j)
∏
p
(
d∏
j=1
1− p− j ( j+1)
1− p− j −
1
p
)
;
(2) α(H)∼≤n C2|Zd : H |, where
ζ(d + 1)
ζ(2)
d∏
j=2
ζ( j2 + j − 1)
ζ( j2 + j) ≤ C2 ≤
d∏
j=2
ζ( j2 + j − 1)
ζ( j2)
.
Proof. We observe that
ζZd (s, s − 1, . . . , s − 1) =
∑
H⊆Zd
α1(H)
−sα2(H)−s+1 · · ·αd(H)−s+1
=
∑
n≥1
n−s
∑
|Zd :H |=n
σ(H). (25)
We apply Theorem 3.1:
ζZd (s, s − 1, . . . , s − 1) = ζ(s − d + 1)
d∏
j=2
ζ( j (s − d + j − 1)+ 1) f (s, s − 1, . . . , s − 1). (26)
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Consider the pole at s0 = d due to the first factor. We apply Tauberian Theorem 1.1 to (25) and (26) and obtain
asymptotics as follows:
∑
|Zd :H |≤n
σ(H) ∼ C
d
nd , n →∞; where (27)
C =
d∏
j=2
ζ( j2 − j + 1) f (d, d − 1, . . . , d − 1). (28)
Let us find a lower bound on the last factor. We apply Corollary 3.1
f (d, d − 1, . . . , d − 1) ≥
∏
p
f p(d, d, . . . , d) =
∏
p
d∏
j=2
1− p− j2
1− p− j =
d∏
j=2
ζ( j)
ζ( j2)
.
We get
C ≥
d∏
j=2
ζ( j)ζ( j2 − j + 1)
ζ( j2)
. (29)
We compare (2) and (27) and use (29):
C1 = lim
n→∞
∑
|Zd :H |≤n
σ(H)
sn(Zd)
≥
d∏
j=2
ζ( j2 − j + 1)
ζ( j2)
.
Let us obtain an upper bound for C1. The difficulty here is that
∏
p f p(d − 1, . . . , d − 1) does not converge due to the
summand for λ = {1}. We consider (24) and write the term for λ = {1} separately:
f p(s1, . . . , sd−1) =
([
d
1
]
1/p
− 1
)
pd−1−s1 + f˜ p(s1, . . . , sd−1), where
f˜ p(s1, . . . , sd−1) =
∑
{1}6=λ⊆Nd−1
wλ(p
−1)
∏
j∈λ
p j (d− j)−s1−···−s j .
From (24), it is clear that f˜ p(s1, . . . , sd−1) is decreasing in each variable. We apply Corollary 3.1:
f p(d, d − 1, . . . , d − 1) =
([
d
1
]
1/p
− 1
)
p−1 + f˜ p(d, d − 1, . . . , d − 1)
≤
([
d
1
]
1/p
− 1
)
p−1 + f˜ p(d − 1, d − 1, . . . , d − 1)
=
([
d
1
]
1/p
− 1
)
p−1 + f p(d − 1, d − 1, . . . , d − 1)−
([
d
1
]
1/p
− 1
)
=
(
1− p−d
1− p−1 − 1
)
(p−1 − 1)+
d∏
j=2
1− p j (1− j)
1− p1− j
= p−d − p−1 +
d−1∏
j=1
1− p− j ( j+1)
1− p− j ≤
d∏
j=1
1− p− j ( j+1)
1− p− j − p
−1. (30)
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The upper estimate on C1 follows from (2), (27), (28) and (30). Remark that the right-hand side (30) is a polynomial
in p−1 of type
d∏
j=1
1− p− j ( j+1)
1− p− j − p
−1
= (1+ p−1)(1+ p−2 + p−4)(1+ p−3 + p−6 + p−9) · · · (1+ p−d + p−2d + · · · + p−d2)− p−1
= 1+ p−2 + 2p−3 + O(p−4),
and the product over primes indeed converges.
Now, let us consider the second claim. Similarly, we have
ζZd (s − 1, s, . . . , s) =
∑
n≥1
n−s
∑
|Zd :H |=n
α(H)
= ζ(s − d)
d∏
j=2
ζ( j (s − d + j)− 1) f (s − 1, s, . . . , s).
We observe the pole at s0 = d + 1 and apply Theorem 1.1:∑
|Zd :H |≤n
α(H) ∼ C0
d + 1 n
d+1, n →∞; where (31)
C0 =
d∏
j=2
ζ( j2 + j − 1) f (d, d + 1, . . . , d + 1). (32)
We apply Corollary 3.1 to evaluate the last factor:
f p(d + 1, d + 1, . . . , d + 1) ≤ f p(d, d + 1, . . . , d + 1) ≤ f p(d, d, . . . , d);
d∏
j=2
1− p− j (1+ j)
1− p−(1+ j) ≤ f p(d, d + 1, . . . , d + 1) ≤
d∏
j=2
1− p− j2
1− p− j ;
d∏
j=2
ζ( j + 1)
ζ( j2 + j) ≤ f (d, d + 1, . . . , d + 1) ≤
d∏
j=2
ζ( j)
ζ( j2)
. (33)
Now the estimates on C2 follow from (31) to (33) and (3). 
Corollary 4.1. We compute moments of the following functions on Zd/H.
(1) Consider the order of the j th cyclic factor α j (H), where j ∈ {2, . . . , d}. Let κ ∈ R, then
ακj (H)∼≤n

C, κ < j2 − 1;
C · ln n, κ = j2 − 1;
C · n(1+κ)/j− j , κ > j2 − 1.
(2) Consider σ(H) = α2(H) · · ·αd(H) and κ ∈ R, then
σ κ(H)∼≤n

C, κ < 3;
C · ln n, κ = 3;
C · n(1+κ)/2−2, κ > 3
where C denotes different constants.
Proof.∑
n≥1
n−s
∑
|Zd :H |=n
ακj (H) = ζZd
∣∣
si=s−δi jκ
= ζ(s − d + 1)ζ( j (s − d + j)− κ)
∏
i∈{2,...,d}\{ j}
ζ(i(s − d + i)) f |si=s−δi jκ ,
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where δi j is the Kronecker sign. The singularities of the first two factors are at s0 = d and s1 = (1 + κ)/j + d − j .
Suppose that s1 > s0, which is equivalent to κ > j2 − 1. Then, by Theorem 1.1,∑
|Zd :H |≤n
ακj (H) ∼ C3n(1+κ)/j+d− j .
We compare with (2) and obtain asymptotics for this case. The remaining cases are treated similarly. 
Computer computations give the following estimates on the constants of the theorem. For all d ≥ 2, we get
1.11 ≤ C1 ≤ 1.537 and 0.61 ≤ C2 ≤ 0.96. We can also treat the summands for λ = {2}, λ = {1, 2}, and λ = {3}
separately, as we did for λ = {1}. The infinite product in this case yields the better bound C1 ≤ 1.243.
5. Enumeration of permutation descents and permutations of multisets
The goal of this section is to describe polynomials wλ(q), which appear in Theorem 3.1. These polynomials are
known, e.g. they are used in the enumeration of permutation descents (R.P. Stanley; see Theorem 5.1). We suggest
one more interpretation in terms of permutations of multisets; see Theorem 5.3. To the author’s knowledge, this
interpretation is new.
Recall the definition of these polynomials. Consider a subset λ ⊆ Nd = {1, 2, . . . , d}. If λ = ∅, then we set
wλ(q) = 1. Suppose that λ = {λ1, . . . , λk}, where λ1 > · · · > λk . Denote |λ| = k. For convenience, we also denote
λ0 = d , λk+1 = 0, and set mi = λi − λi+1 for i = 0, . . . , k. We introduce the following convenient notations:[
d
λ
]
q
=
[
d
m0,m1, . . . ,mk
]
q
, λ ⊆ Nd; (34)
wλ(q) =
∑
µ⊆λ
(−1)|λ|−|µ|
[
d
µ
]
q
, λ ⊆ Nd . (35)
Let d ∈ µ and consider µ˜ = µ \ {d}. We observe that
[
d
µ
]
q
=
[
d
µ˜
]
q
. It follows that wλ(q) = 0, provided that d ∈ λ.
So, in the sequel we suppose that λ ⊆ Nd−1.
These polynomials can be interpreted in terms of descents of permutations. Let pi ∈ Sd be a permutation. The
number i ∈ {1, 2, . . . , d − 1} is called a descent of pi , provided that pi(i) > pi(i + 1). Remark that d cannot be a
descent. Let λ ⊆ Nd−1, denote by D(λ) the set of all permutations pi ∈ Sd that have the set of descents λ. A pair (i, j)
is called an inversion of pi if and only i < j and pi(i) > pi( j). Let inv(pi) denote the number of inversions of pi .
Theorem 5.1 (R.P. Stanley, [24, Section 2.2.5], [25, Corollary 3.2]). Let λ ⊆ Nd−1. Then:
(1) wλ(q) enumerates permutations with the set of descents D(pi) = λ∑
pi∈Sd , D(pi)=λ
q inv(pi) = wλ(q);
(2) wλ(q) can be computed as the determinant
wλ(q) = det
([
d − λi+1
λ j − λi+1
]
q
∣∣∣∣∣ 0 ≤ i, j ≤ k
)
.
We need the following interpretation of Gaussian q-binomial polynomials. A multiset is a pair (B, f ), where B is
a set and f : B → N is a function. For any b ∈ B, the number f (b) is called the multiplicity of b in the multiset. The
multiset is also written briefly as (B, f ) = {b f (b1)1 , . . . , b f (bk )k }. A permutation of the multiset (B, f ) is a word in B
such that each letter b ∈ B enters the word f (b) times. Let ξ1ξ2 . . . ξn be a permutation of a multiset. A pair (ξi , ξ j ) is
called an inversion provided that i < j and ξi > ξ j ; in this case we say that the permutation has an inversion of type
(ξi , ξ j ).
Let inv(m1,m2, . . . ,mk; n) denote the number of permutations of the multiset M = {1m1 , 2m2 , . . . , kmk } with
exactly n inversions. The permutations of this multiset are enumerated by Gaussian q-binomial polynomials as
follows.
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Theorem 5.2 (MacMahon, [1, Section 3.4], [24]). Let k ≥ 1, and m1, . . . ,mk ≥ 1. Then∑
n≥0
inv(m1,m2, . . . ,mk; n) qn =
[
m1 + m2 + · · · + mk
m1,m2, . . . ,mk
]
q
.
Let us define permutations that interchange neighbors. Namely, denote by inv(m1,m2, . . . ,mk; n) the number
of permutations of the multiset M = {1m1 , 2m2 , . . . , kmk } with exactly n inversions and such that, for each
i = 1, . . . , k − 1, there exists a pair (i + 1, i) forming an inversion.
Theorem 5.3. Let ∅ 6= λ ⊆ Nd−1 be a subset. Suppose that λ = {λ1, . . . , λk}, where λ1 > · · · > λk . Set λ0 = d,
λk+1 = 0, and mi = λi − λi+1 for i = 0, . . . , k.
(1) Consider the multiset Ω = {0m0 , 1m1 , . . . , kmk }. Then wλ(q) enumerates permutations of Ω that interchange
neighbors
wλ(q) =
∑
n≥0
inv(m0,m1,m2, . . . ,mk; n) qn .
(2) Consider the tuple (m1, . . . ,mk−1) and denote by a1, . . . , ac the lengths of maximal (with respect to inclusion)
segments consisting of 1s in this tuple. Set N = k +∑cj=1 a j (a j + 1)/2. Then wλ(q) is a polynomial in q with
non-negative integer coefficients of the form
wλ(q) = qN +
∑
i>N
τiq
i , τi ∈ Z, τi ≥ 0.
Proof. Denote by Si the set of permutations of Ω without inversions of type (i, i − 1), where i ∈ {1, . . . , k}. First, the
summand for µ = λ in (35) yields the term
[
d
λ
]
q
. By Theorem 5.2 and notation (34), it enumerates all permutations
of Ω . Second, fix i ∈ {1, 2, . . . , k} and consider the term for µ = λ \ {λi }. By notation (34),[
d
λ \ {λi }
]
q
=
[
d
m0, . . . ,mi−2,mi−1 + mi ,mi+1, . . . ,mk
]
q
. (36)
By Theorem 5.2, this polynomial enumerates permutations of the multiset
Ωi = {0m0 , . . . , (i − 2)mi−2 , imi−1+mi , (i + 1)mi+1 , . . . , kmk }.
Suppose that we have a permutation of Ωi , then we substitute i − 1 for the first mi−1 elements i . This operation keeps
the number of inversions and we obtain a permutation of Ω without inversions of type (i, i − 1). Remark that this
mapping is one-to-one. Thus, (36) enumerates elements of Si . Consider the polynomial[
d
λ
]
q
−
k∑
i=1
[
d
λ \ {λi }
]
q
.
It enumerates permutations of Ω without inversions of type (i, i − 1) for all i = 1, . . . , k. But we subtracted
Si j = Si ∩ S j twice, where i, j ∈ {1, . . . , k}, i 6= j . (a) Consider the case j = i + 1. Let pi ∈ Si,i+1, and suppose
that pi has an inversion of type (i + 1, i − 1). Then any position of i in this permutation yields an inversion of either
type (i + 1, i) or type (i, i − 1), a contradiction. Hence, Si,i+1 consists of all permutations without inversions formed
by elements from {i − 1, i, i + 1}. Similar to (36), these permutations are enumerated by
[
d
λ \ {λi , λi+1}
]
q
. (b) Suppose
that |i − j | > 1. Then Si j consists of permutations without inversions of types (i, i − 1) and ( j, j − 1). Again, these
permutations are enumerated by
[
d
λ \ {λi , λ j }
]
q
. More generally, suppose that µ ⊆ λ, then we set Sµ = ∩ j∈µ S j and
observe that these permutations are enumerated by
[
d
λ \ µ
]
q
. Now, the sieve principle [24] yields the claimed formula.
The polynomial wλ(q) has non-negative integer coefficients because it enumerates some permutations. The degree
of wλ(q) is at least k, because our permutations have an inversion of type (i, i − 1) for all i = 1, . . . , k. Let us find
permutations with the smallest number of inversions. Remark that mi ≥ 1 for i = 0, 1, . . . , k. We have two cases.
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The first case: mi ≥ 2 for all i = 1, . . . , k − 1 (remark that m0,mk are excluded from this list). In this case,
there exists a unique permutation with k inversions, namely, the number of elements is sufficient to form pairs
(10), (21), (32), . . . , k(k − 1), and we add the remaining elements in increasing order as follows:
0m0−1 (10) 1m1−2 (21) 2m2−2 (32) . . . (k − 1)mk−2(k(k − 1)) kmk−1.
The second case: there exists mi = 1 for some i ∈ {1, . . . , k − 1}. Suppose that we have a maximal sequence of
1s of length a in the middle: mi = mi+1 = · · · = mi+a−1 = 1, where 0 < i ≤ i + a − 1 < k. Then either mi−1 > 1
or i − 1 = 0; similarly, either mi+a > 1 or i + a = k. Then the permutation must contain, in the same order, the
subsequence
(i + a)(i + a − 1) . . . i(i − 1).
Thus, we get a(a+ 1)/2 inversions additionally to the minimal number k of inversions formed by some pairs of types
( j, j − 1), for j = 1, . . . , k. 
By formal summation, it follows from (34) and (35) that[
d
λ
]
q
=
∑
µ⊆λ
wµ(q), λ ⊆ Nd .
In particular, we get the identity∑
µ⊆Nd−1
wµ(q) =
[
d
{1, 2, . . . , d − 1}
]
q
= [d]!q =
d−1∏
j=1
(1+ q + · · · + q j ).
By Theorem 5.1, the left-hand side enumerates all permutations of Sd ; this is a well-known formula [24, 1.3.10]. In
view of this fact, the identity of Corollary 3.1 looks interesting. We rewrite it as follows.
Corollary 5.1. (1) Let s be a variable, then∑
λ⊆Nd−1
wλ(q)
∏
j∈λ
q j (s+ j−d) =
d∏
j=2
1− q j (s+ j−d)
1− qs+ j−d ;
(2) in particular,∑
λ⊆Nd−1
wλ(q)
∏
j∈λ
q j
2 =
d∏
j=2
1− q j2
1− q j .
6. Asymptotic structure of Z3/H
In this section, we consider a particular case of Theorem 3.1. Namely, we study in detail the asymptotic structure
of Z3/H . Let H ⊆ Z3 be a subgroup of finite index and Z3/H = Cα ⊕ Cβ ⊕ Cγ its decomposition into cyclic
components of sizes α = α(H), β = β(H), and γ = γ (H), where γ |β|α. For convenience, we write the multiple
zeta function as follows:
ζZ3(x, y, z) =
∑
H⊆Z3
α(H)−xβ(H)−yγ (H)−z . (37)
Corollary 6.1. Z3 has the following asymptotic structure:
(1) The multiple zeta function converges absolutely for R(x) > 3, R(x + y) > 3, R(x + y + z) > 1, and
ζZ3(x, y, z) = ζ(x − 2)ζ(x + y − 2)ζ(x + y + z) f (x, y),
f (x, y) =
∏
p
(1+ (p + 1)(p−x + p−x−y)+ p1−2x−y),
where the product converges absolutely for R(x) > 2 and R(x + y) > 2.
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(2) The arithmetic means of the canonical cyclic factors are
α(H)∼≤n n
3ζ(5)ζ(11)
4ζ(3)ζ(2)
∏
p
(1+ p−2 + p−3 + p−6 + p−7 + p−9);
β(H)∼≤n
ζ(3)ζ(8)
ζ 2(6)
;
γ (H)∼≤n
ζ(8)
ζ(9)
;
|Z3 : H | ∼≤n
3
4
n.
(3) The first moments of the function βγ (H) are as follows
βγ (H)∼≤n
ζ(3)ζ(7)
ζ 2(6)
;
(βγ )2(H)∼≤n
ζ(5)
ζ(3)
∏
p
(1+ p−2 + 2p−3 + p−4 + p−6);
(βγ )3(H)∼≤n ln n
∏
p
(1+ 2p−2 + 2p−3 + p−5)
2ζ(2)
;
(βγ )4(H)∼≤n
√
n
3ζ(3/2)ζ(5/2)
7ζ(2)ζ(3)
∏
p
(1+ p−2 + p−2.5 + p−3 + p−3.5 + p−5.5);
(βγ )5(H)∼≤n n
3ζ(2)
4ζ(3)
∏
p
(1+ p−2 + 2p−3 + p−4 + p−6).
Proof. We apply Theorem 3.1. The sum in the product for f (x, y) is taken over all nonempty subsets λ ⊆ {1, 2}. We
compute the respective polynomials wλ(q):
w{1}(q) =
[
3
{1}
]
q
−
[
3
∅
]
q
=
[
3
2, 1
]
q
− 1 =
[
3
1
]
q
− 1 = q + q2;
w{2}(q) =
[
3
{2}
]
q
−
[
3
∅
]
q
=
[
3
1, 2
]
q
− 1 =
[
3
1
]
q
− 1 = q + q2;
w{2,1}(q) =
[
3
{2, 1}
]
q
−
[
3
{2}
]
q
−
[
3
{1}
]
q
+
[
3
∅
]
q
=
[
3
1, 1, 1
]
q
− 2
[
3
1
]
q
+ 1 = q3.
We use variables z1 = x − 2, z2 = x + y− 2, and z3 = x + y+ z and obtain the desired formula for the zeta function.
Let us prove the asymptotics. Those for γ (H) and |Z3 : H | follow from Corollary 2.1 and (4), respectively. We
have
ζZ3(x − 1, x, x) =
∑
n≥1
n−x
∑
|Z3:H |=n
α(H);
ζZ3(x, x − 1, x) =
∑
n≥1
n−x
∑
|Z3:H |=n
β(H);
ζZ3(x, x − k, x − k) =
∑
n≥1
n−x
∑
|Z3:H |=n
(βγ )k(H).
By the first claim,
ζZ3(x − 1, x, x) = ζ(x − 3)ζ(2x − 3)ζ(3x − 1)
∏
p
(1+ p2−x + p1−x + p2−2x + p1−2x + p3−3x ).
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We observe the pole at x0 = 4 and apply Theorem 1.1:∑
|Z3:H |≤n
α(H) ∼ n
4
4
ζ(5)ζ(11)
∏
p
(1+ p−2 + p−3 + p−6 + p−7 + p−9), n →∞.
We divide by (2) and obtain the first formula. Similarly,
ζZ3(x, x − 1, x) = ζ(x − 2)ζ(2x − 3)ζ(3x − 1) · g(x),
g(x) =
∏
p
(1+ p1−x + p2−2x + p−x + p1−2x + p2−3x ) =
∏
p
(1+ p1−x + p2−2x )(1+ p−x )
=
∏
p
(1− p3−3x )(1− p−2x )
(1− p1−x )(1− p−x ) =
ζ(x − 1)ζ(x)
ζ(3x − 3)ζ(2x) .
The pole at x0 = 3 yields the asymptotic∑
|Z3:H |≤n
β(H) ∼ ζ
2(3)ζ(8)ζ(2)
3ζ 2(6)
n3, n →∞.
We divide by (2) and prove the second limit. Similarly, ζZ3(x, x − 1, x − 1) = ζ(x − 2)ζ(2x − 3)ζ(3x − 2) · g(x),
where g(x) is the same. We proceed as above and prove the asymptotics for βγ (H). The moments of this function
are treated similarly. 
The next table lists approximate numerical values of the constants of Corollary 6.1. The table gives the arithmetic
means of different functions defined on subgroups H ⊆ Z3 such that |Z3 : H | ≤ n. Computing the geometric means
seems to be essentially more complicated. Recall that, in our notations |Z3 : H | ∼≤n 34n.
α(H) β(H) γ (H) βγ (H) (βγ )2(H) (βγ )3(H) (βγ )4(H) (βγ )5(H)
n · 0.702 1.166 1.002 1.171 1.834 ln n · 0.862 √n · 1.793 n · 2.182
Similarly, the next table gives approximate numerical values of the arithmetic means of orders of the canonical
cyclic factors for Z4/H over all subgroups with |Z4 : H | ≤ n.
α1(H) α2(H) α3(H) a4(H) σ (H)
n · 0.7404 1.1922 1.0036 1.000015 1.203
7. Enumeration of cyclic factor groups Zd/H
By Theorem 4.1, the “random” finite factor group Zd/H is very close to a cyclic group. Let us enumerate only the
cyclic finite factor groups. Suppose that G is a finitely generated group. Denote by acn(G) the number of subgroups
H ⊆ G such that |G : H | = n and G/H is cyclic. Let also scn(G) =
∑
j≤n acj (G). We define the respective zeta
function
ζ cG(x) =
∑
n≥1
acn(G)n
−x =
∑
G/H finite, cyclic
|G/H |−x .
Theorem 7.1. The subgroups of finite index H ⊆ Zd with cyclic factor groups are enumerated by
ζ cZd (x) = ζ(x − (d − 1))
∏
p
(1+ p−x (1+ p + · · · + pd−2));
scn(Z
d) ∼ n
d
d
∏
p
(1+ p−2 + p−3 + · · · + p−d), n →∞.
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Proof. Fix a prime p and compute the local factor. Suppose that Zd/H is a finite cyclic p-group. Then the cotype of
H is ν = (m), where |Zd : H | = pm , m > 0. We have ν′ = 1m . We apply (19):
F(d, ν) = p(d−1)(m−1)
[
d
1
]
p
= p(d−1)(m−1)(1+ p + · · · + pd−1), m ≥ 1.
Compute the local factor
ζ cZd ,p(x) = 1+
∑
m≥1
p(d−1)(m−1)(1+ p + · · · + pd−1)
pmx
= 1+ p
−x (1+ p + · · · + pd−1)
1− pd−1−x =
1+ p−x (1+ p + · · · + pd−2)
1− pd−1−x .
The first formula follows by the Euler decomposition. We apply Theorem 1.1 to the pole at x0 = d and obtain the
asymptotic. 
We compare this asymptotic with (2) and obtain the following result.
Corollary 7.1. Let d ≥ 1 be fixed. Consider subgroups H ⊆ Zd of finite index. Then the share of subgroups with the
cyclic factor groups tends to
τ(d) = lim
n→∞
scn(Zd)
sn(Zd)
=
∏
p
(1+ p−2 + p−3 + · · · + p−d)
d∏
n=2
ζ(n)
.
The number τ(d) can be considered as the probability that the “random” finite factor group Zd/H is cyclic. One has
τ(2) = ∏p(1 + p−2)/ζ(2) = 1/ζ(4) = 90pi−4. The values τ(d) for some d are given in the next table. We see that
the numbers τ(d) stabilize rather fast as d →∞.
d 2 3 4 5 10 15
τ(d) 0.9239. . . 0.8844. . . 0.8653. . . 0.8560. . . 0.8472. . . 0.8469. . .
Corollary 7.2. Let τ(d) be as above. Then:
(1) τ(d) is decreasing;
(2)
lim
d→∞ τ(d) =
∏
p
(
1+ p−2/(1− p−1))
∞∏
n=2
ζ(n)
= 0.8469 . . . .
Proof. Let d ≥ 3, then
τ(d)
τ (d − 1) =
∏
p
(1+ p−2 + · · · + p−d)(1− p−d)
1+ p−2 + · · · + p−(d−1)
=
∏
p
1+ p−2 + · · · + p−(d−1) −
2d∑
j=2+d
p− j
1+ p−2 + · · · + p−(d−1) < 1. 
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8. Multiple zeta functions of modules over Dedekind domains
The goal of this section is to show that the results of the paper are automatically extended to free modules of finite
rank over finitely generated Dedekind domains.
Let R be a Dedekind domain. This is a Noetherian integrally closed domain such that each prime ideal 0 6= p C R
is maximal. We additionally suppose that R is finitely generated as a ring. Examples of such rings are: (1) R = Z,
(2) R = Fq [x], and (3) the ring R of algebraic integers, i.e., the ring of all integral elements of a finite field extension
|K : Q| <∞.
Any ideal I in a Dedekind domain R is uniquely decomposed into a product of finitely many prime ideals
I =∏i pnii , where pi 6= p j for i 6= j [2]. One has the decomposition
R/I ∼=
⊕
i,ni
R/pnii . (38)
For any prime 0 6= p C R, we get a finite field R/p ∼= Fq , because R is finitely generated; also |R/pm | = qm ,
m ∈ N. Consider the function of the ideal growth. Namely, let an(R) denote the number of ideals I ⊆ R such that
|R/I | = n, for all n ≥ 1. Since R is finitely generated, the numbers an(R) are finite [22]. One defines the zeta function
and the local zeta function at a prime 0 6= p C R:
ζR(s) =
∑
06=ICR
|R/I |−s =
∞∑
n=1
an(R)n
−s;
ζR,p(s) =
∑
06=ICR
pm R⊆I
|R/I |−s .
The function an(R) is polynomially bounded for some class of rings that includes finitely generated Dedekind
domains [22]. This means that there exists a number N such that an(R) ≤ nN for all sufficiently large n. Hence,
ζR(s) converges absolutely on the half-plane R(s) > N + 1. Now (38) implies the Euler decomposition
ζR(s) =
∏
p
ζR,p(s) =
∏
p
1
1− |R/p|−s . (39)
Let M be a finitely generated R-module. One defines the sequence of the submodule growth an(M) as the number
of submodules H ⊆ M such that |M/H | = n, for all n ∈ N, [22,23].
Suppose that M is a finitely generated torsion R-module. Since R is a Dedekind domain, one has a unique
decomposition [2, Chapter 9, Problem 6]:
M ∼=
⊕
pi
(⊕
j
R/p
ni j
i
)
. (40)
We are interested in the structure of the free module of finite rank Rd . Suppose that H ⊆ Rd is a submodule of finite
index. We consider decomposition (40) for Rd/H and collect the largest powers of all primes into the first factor, the
second largest powers of all primes into the second factor, etc. We obtain a unique decomposition:
Rd/H ∼=
d⊕
i=1
R/Ii , 0 6= I1 ⊆ I2 ⊆ · · · ⊆ Id . (41)
Denote αi (H) = |R/Ii | for i = 1, . . . , d . We define the multiple zeta function and the local factor at a prime
0 6= p ⊂ R:
ζRd (s1, . . . , sd) =
∑
|Rd/H |<∞
α1(H)
−s1 · · ·αd(H)−sd ;
ζRd ,p(s1, . . . , sd) =
∑
|Rd /H |<∞
pm ·Rd⊆H
α1(H)
−s1 · · ·αd(H)−sd ,
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where the sum is taken over all submodules H ⊆ Rd of finite index. Let 0 6= p ⊂ R be a prime and Rp the respective
localization. We localize (41):
(Rd/H)p ∼= Rdp/Hp ∼=
d⊕
i=1
Rp/(p
αi Rp), α1 ≥ α2 ≥ · · · ≥ αd .
The arguments of Lemma 1.1 also prove the following.
Lemma 8.1. The multiple zeta function of Rd satisfies the following properties.
(1) ζRd ,p(s1, . . . , sd) = ζRdp(s1, . . . , sd) for all primes 0 6= p ⊂ R.
(2) The Euler decomposition holds ζRd (s1, . . . , sd) =
∏
p ζRdp
(s1, . . . , sd).
Recall that the polynomials wλ(q) were defined by (15).
Theorem 8.1. Let R be a finitely generated Dedekind domain and ζR(s) its zeta function. Consider the free R-module
M = Rd . Then:
(1) The zeta function of M is equal to
ζRd (s) = ζR(s)ζR(s − 1) · · · ζR(s − (d − 1)).
(2) Denote z j = s1 + · · · + s j − j (d − j), where j = 1, . . . , d. Then M has the following multiple zeta function for
R(z j ) > C, j = 1, . . . , d:
ζRd (s1, . . . , sd) = ζR(z1)ζR(z2) · · · ζR(zd) · f (s1, . . . , sd−1), where
f (s1, . . . , sd−1) =
∏
p
∑
λ⊆Nd−1
wλ(|R/p|−1) |R/p|
− ∑
j∈λ
z j
.
Proof. Fix a prime 0 6= p ⊂ R. Consider the localization Rp; let m ⊂ Rp be the maximal ideal and Rp/m ∼= Fq .
Then Rp is a discrete valuation ring. Since Rp is a principal ideal domain, each finitely generated torsion module V is
uniquely decomposed as
V ∼= Rp/mλ1 ⊕ Rp/mλ2 ⊕ · · · ⊕ Rp/mλl , λ1 ≥ λ2 ≥ · · · ≥ λl .
The partition λ = (λ1, λ2, . . . , λl) is referred to as the type of V . The formula (18) remains valid and the computations
of Theorem 3.1 yield the local factor, as in Claim 5:
ζRdp
(s1, . . . , sd) =
∑
λ⊆Nd−1
wλ(q−1)
∏
j∈λ
q−z j
(1− q−z1)(1− q−z2) · · · (1− q−zd ) .
Now the second claim follows from Lemma 8.1 and (39). The first claim is proved similarly. The local factor can be
computed similarly to [17], and it is the same as the local factor of (1):
ζRdp
(s) = 1
(1− q−s)(1− q1−s) · · · (1− qd−1−s) . 
Let us apply this theorem to R = Fq [x]. Let I ⊆ R be a nontrivial ideal, and suppose that I is generated by
f (x) = xn + bn−1xn−1 + · · · + b1x + b0, bi ∈ Fq . Then |R/I | = qn . Such a monic polynomial uniquely determines
the ideal, thus there are qn polynomials such that |R/I | = qn . Hence, ζR(s) = ∑∞n=0 qn(qn)−s = 1/(1 − q1−s) for
R(s) > 1. Prime ideals p ⊂ Fq [x] correspond to irreducible polynomials, and from (39) we obtain the respective
well-known Euler decomposition
ζFq [x](s) =
1
1− q1−s =
∏
p
1
1− |Fq [x]/p|−s =
∞∏
n=1
1
(1− q−ns)ψq (n) ,
where ψq(n) is the number of irreducible polynomials of degree n in Fq [x]. It is well known that ψq(n) =
1/n
∑
a|n µ(a)qn/a (see e.g. [13]).
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Corollary 8.1. Let R = Fq [x]. Consider the free R-module M = (Fq [x])d . Then:
(1) The zeta function of M equals
ζFq [x]d (s) =
1
(1− q1−s)(1− q2−s) · · · (1− qd−s) , R(s) > d.
(2) Denote z j = s1 + · · · + s j − j (d − j), for j = 1, . . . , d. Then M has the following multiple zeta function for
R(z j ) > 1, j = 1, . . . , d:
ζFq [x]d (s1, . . . , sd) =
∞∏
n=1
( ∑
λ⊆Nd−1
wλ(q−n)q
−n ∑
j∈λ
z j
)ψq (n)
(1− q1−z1)(1− q1−z2) · · · (1− q1−zd ) ,
where ψq(n) = 1n
∑
a|n µ(a)qn/a , and the product in the nominator converges absolutely for R(z j ) > 0,
j = 1, . . . , d − 1.
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