Introduction 46
The Genesis spacecraft, launched by NASA in 2001, spent 850 days orbiting theEarth-Sun L1 Lagrange point collecting solar wind by implantation into a variety of pure 48 collector materials, including sapphire, gold, silicon and diamond-like carbon. The 49 mission science goal was to improve the accuracy of chemical and isotopic abundances 50 for the solar photosphere by making solar wind samples available for analysis by 51 sophisticated laboratory instruments. Such improved accuracy is crucial in further 52 developing models of solar evolution and processes. 53
Although the spacecraft's transport to L1, the solar wind collection activities and 54 its 2004 transit to Earth were highly successful, the reentry vehicle containing the sample 55 return capsule failed to deploy its parachute resulting in a high velocity impact in the 56
Utah desert, fragmentation of the collector wafers and severe contamination of the 57 surfaces of the ultra-pure materials with terrestrial matter. The subsequent challenge has 58 been to nonetheless realize the scientific promise of the Genesis mission by developing 59 analytical techniques designed to allow discrimination between terrestrial surface 60 contamination and implanted solar wind. These efforts have involved development and 61 testing of surface cleaning methodologies followed by application of surface sensitive 62 analytical techniques, such as secondary ion mass spectrometry (SIMS) and resonance 63 ionization mass spectrometry (RIMS). A formidable challenge for the surface cleaning 64 applications is to remove the contamination from the surfaces without affecting the 65 implanted solar wind ions residing at depths on the order of 100 nm, 66
For quantification of implanted solar wind, SIMS and RIMS are the two surface 67 sensitive techniques that have been applied successfully (e.g., Burnett 2011 and 2013 ; 68 flight spare implanted with 3x10 13 ions/cm 2 of both 55 Mn + and 60 Ni + at 55 and 60 keV, 114 respectively (Leonard Kroko, Inc, Tustin Ca). The quoted implant fluences for these 115 standards are considered nominal values and significant uncertainties (up to 50%) may 116 exist (Burnett et al. 2015) . 117
Reflectivity, X-ray Standing Wave, and Fluorescence Yield Measurements

118
The flight samples and laboratory-implanted spare were analyzed using the 119 Newport General Purpose Diffractometer (Trainor et al. 2006 ) at the GSECARS sector 120 13 at the Advanced Photon Source (APS; Argonne National Laboratory). The x-ray 121 beam was derived from an APS undulator with the gap set to supply 11.5 keV photons at 122 the undulator fundamental. A cryogenic Si (111) double-crystal monochromator was used 123 to narrow the energy bandwidth of the beam. A combination of focusing mirrors in a 124
Kirkpatrick-Baez geometry and slits resulted in a 20 x 500 μm (H x V) x-ray beam 125 containing ~ 10 12 photons/sec. At the grazing incident angles used, the actual footprint of 126 the beam on the sample exceeds 8 mm, representing ~8 x 0.5 mm area over which the 127 XSW measurements average. 128
The samples and spares were mounted on the diffractometer with the surface 129 normal horizontal and enclosed in a helium-flow sample chamber containing a thin (5 130 μm) Kapton window. A downstream ionization detector was used to measure the 131 intensity of the reflected x-ray beam. A Vortex ME-4, silicon-drift, energy-dispersive 132 array detector (SII NanoTechnology Inc., now Hitachi High-Technologies Science 133 America, Inc.), mounted with its detector elements parallel to the sample surface, was 134 used to collect XRF spectra as a function of incident angles of the x-ray beam on the 135 sample surface, adjusted using the diffractometer. Silver foil shielding and a custom 136 detector collimator -in direct contact with the Kapton window -were used to limit the 137 detector's view to a restricted area of the sample surface. 138
The critical angle of reflection (C), the maximum angle at which x-rays are 139 reflected from an interface, provides a valuable depth marker. C for both air-silicon and 140 silicon-sapphire interfaces were determined from x-ray reflectivity curves obtained using 141 specular reflection (θ-2θ) trajectory scans with an angular sampling interval of 4 142 millidegrees (θ). Full XRF spectra, collected at each of these angles, form the basis for 143 the quantification of implant fluences. 144
The individual XRF spectra were processed via a peak-fitting routine. The XRF 145 spectra from the four detector elements were averaged and corrected for dead time. The 146 total areas of fluorescence peaks were fit using Gaussian line shapes after subtracting the 147 background. The resulting net fluorescence peak areas were then plotted against incident 148 angle to produce a fluorescence yield profile for each detected element between 1 and 8.8 149 keV. The element responsible for each XRF peak was identified using tabulated energies 150 of electron transitions (Krause and Oliver 1979) . For Al and Si, the Kα plus K peaks 151 were used while the K peaks were used for all others. 152
X-ray Standing Wave Theory
153
The grazing incidence XSW technique is a combined approach between grazing 154 incidence reflectivity and fluorescence measurements. Specular x-ray reflectivity, with 155 the same incident and reflecting angles, is sensitive to the electron density profile in the 156 sample depth direction. The specular reflectivity can be analyzed using Parratt's (1954) 157 recursive formalism with a depth profile of refractive index n. For a fixed incident x-ray 158 wavelength , the refractive index at a certain depth position can be written as, 159
where re is the classical electron radius, nat the atomic density of the element, and f '," the 161 real and imaginary parts of atomic scattering factors that depend on .  and  are real 162 and imaginary correction terms to account for dispersion and absorption, respectively. 163
For example, the refractive indices for the Al2O3 substrate can be written as, 164
Grazing incidence XSW makes use of the interference between incident and 166 (Bedzyk et al. 1988 (Bedzyk et al. , 1989 , 174 K and K) in which case a correction factor for the transition probability is necessary. 217
Each fluorescence emission has a characteristic energy dependent on the electron 218 energy levels involved, and thus the fluorescence emissions from different elements 219 undergo different degrees of attenuation between the emission point in the sample and the 220 detector. As mentioned above, the attenuation within the sample is included in Eq. 2. 221
The additional attenuation to the fluorescence detector can be readily determined if the 222 distance and materials between the sample surface and the fluorescence detector are 223 known. The net transmission factor for each K fluorescence radiation is expressed as 224
CExt. In addition, the fluorescence detector efficiency, which depends on fluorescence 225 energy, is included in CExt. As an example, CInt and CExt values in the measurements are 226 summarized in Table 1 . Taking into account the intrinsic and extrinsic factors mentioned 227 above, Const in Eq. 2 now consists of Const=CIntCExtCGeo, where CInt and CExt 228 represent intrinsic and extrinsic elemental dependence, respectively. The constant CGeo is 229 an energy-independent geometrical factor accounting for the solid angle of fluorescence 230 detection. 231
Depth Profile Modeling
232
In order to extract the total number of implanted atoms, e.g., determine the solar 233 wind fluence, the measured fluorescence yield profile is fit to equation (2) where s is a scaling factor, z is depth, z0 = 720 nm, w is 550 nm and a is an asymmetry 250 factor which is 0.68 for z<z0 and 1 for z≥z0. Fig. 3(a) and used to calculate the XSW result in Fig. 3(b) . (b) Fe depth profile, modeled with a Gaussian peak, to fit the XSW results in Fig. 3(c) . The top plot in Figure 9 shows the measured (black) and best-fit (red) 327 fluorescence yield curves for Fe. The bottom plot in Figure 9 shows the depth-dependent 328 structure profile for Fe corresponding to the red fit in Figure 9 top. The fit was produced 329 using two components, a Gaussian shaped surface component (Gaussian 1) and an 330 asymmetric Gaussian shaped implant profile (Gaussian 2). The shape of the implant 331 profile was constrained to be that measured by SIMS analysis for chromium as described 332 above (equation 3 and Figure 2) . Thus, the modeled depth profile for implanted Fe was 333 constrained in width, asymmetry and depth of the maximum whereas the amplitude was 334 the only variable. This approach assumes the depth distribution for Cr is the same as that 335
for Fe which is a good assumption here since the integrated fluence results, the main goal 336 of this work, are insensitive to the precise elemental depth distributions. 337
The results for Fe yield a surface-correlated (contamination) concentration of 4.31 338 ± 0.40 x 10 11 Fe atoms/cm 2 above a zone with concentration 1.30 ± 0.12 x 10 12 Fe 339 atoms/cm 2 , the latter being the solar wind implant. The uncertainty in the solar wind 340 fluence was determined from the 341 variance of the fit to the data with the majority of the uncertainty deriving from 343 deconvolution of the significant surface contamination component. 344 Figure 9 : Top: Measured (black) and best-fit (red) fluorescence yield curves for Fe in flight sample SoS60326. The bottom plot shows the depth-dependent structure profile for Fe (gray area is the Fe distribution) corresponding to the red fit in the top plot. The fit was produced using two components, a Gaussian shaped surface component (Gaussian 1) and an asymmetric Gaussian shaped implant profile (Gaussian 2). The shape of the implant profile was constrained to be that measured by SIMS analysis for chromium (Fig. 2) as described in the text. (Fig. 10 bottom) demonstrates that the measured Ni is distributed within the 357 silicon layer and not concentrated at the Si/sapphire interface. 358
The Ni fluence determination was initially compromised by a detector artifact in 359 the XRF spectra; the pile-up (or "sum") peak from Ca Kα (i.e., "Ca Kα+Ca Kα") 360 produces an artifact peak at 7.38 keV which is unresolvable from Ni Kα (7.45 keV) 361 considering the ~ 0.15 keV energy resolution of the energy dispersive detector. 362
Consequently, SoS60326 received an additional cleaning procedure to reduce the initial 363 high level of Ca contamination on its surface. Interference from the Ca Kα pile-up can be 364 demonstrated to be negligible in the final dataset with the following argument. Since the 365 pile-up probability is independent of energy, the "Ca Kα+Ca Kα" intensity will be lower 366 than the "Ca Kα+Si Kα" (5.4 keV) intensity by the intensity ratio of Si Kα/Ca Kα. In the0.1 deg XRF spectrum, an angle at which the Ca Kα intensity is maximum, Ca Kα = 1000 368 cts (counts in central MCA channel), Si Kα = 8 x 10 5 cts and the 5.4 keV peak 369 370 = 100 cts. Assuming the 5.4 keV peak is all pile-up (a worse-case scenario since a Cr Kα 371 Fig. 10 : Measured (black) and best-fit (red) fluorescence yield curves for Ni in flight sample SoS60326. The bottom plot shows the depth-dependent structure profile for Fe corresponding to the red fit in the top plot. The vertical line indicates the airsilicon interface. The fit was produced using two components, a Gaussian shaped surface component (Gaussian 1) and an asymmetric Gaussian shaped implant profile (Gaussian 2). The shape of the implant profile was constrained to be that measured by SIMS analysis for chromium (Fig. 2) as described in the text. contribution is likely) produces an upper limit for the "Ca Kα+Ca Kα" peak = 100/800 = 372 0.8 cts. Since all Ni Kα peaks in the SoS60326 spectra greatly exceed 1 ct, it is concluded 373 that the pile-up interference is negligible. 
