We obtain a comparison result for solutions to nonlinear fully anisotropic elliptic problems by means of anisotropic symmetrization. As consequence we deduce a priori estimates for norms of the relevant solutions.
Introduction
In the present paper we treat the following class of anisotropic problems
on ∂Ω,
where Ω is a bounded open subset of R N , N ≥ 2, a : Ω × R × R N → R N is a Carathéodory function such that, for a.e. x ∈ Ω, a(x, η, ξ) · ξ ≥ Φ (ξ) for (η, ξ) ∈ R × R N (1.2)
with Φ an N −dimensional Young function, and the data f and g are measurable functions fulfilling a suitable summability condition. We emphasize that the anisotropy of problem (1.1) is governed by a general N −dimensional convex function of the gradient not necessary of polynomial type.
In the classical theory of regularity for solutions to anisotropic problems in partial differential equations and in calculus of variations the anisotropy condition depends on differential operators whose growth with respect to the partial derivatives of u is governed by different powers (see e.g. [Gi, M, MRST, BMS, H, FS, S, ELM, FGK, FGL, ACh, dC] ). Problems governed by fully anisotropic growth conditions as in (1.2) have been recently studied in [C2, C3, C4, AC, A] . There is also a large number of papers related to a different type of anisotropy (see e.g. [AFTL, BFK, DG, DB] ).
Our aim is to obtain a comparison result for solutions to problem (1.1) relying upon anisotropic symmetrization in the spirit of [C4] . We prove that the symmetric rearrangement of a solution to anisotropic problem (1.1) is pointwise dominated by the radial solution to an appropriate isotropic problem. The novelty of our paper is the presence of datum in divergence form.
In order to give an idea of our results we restrict ourself to a class of anisotropic problems having a growth in the different partial derivatives controlled by different powers, i.e. when in (1.2) we take Φ(ξ) = N i=1 λ i |ξ i | p i for ξ ∈ R N . More precisely, we deal with the following class of problems whose prototypal example is:
where p i > 1 for i = 1, . . . , N . As well known the time evolution versions of problem (1.3) provide the mathematical models for natural phenomena in biology and fluid mechanics. For example, they are the mathematical description of the dynamics of fluids in anisotropic media when the conductivities of the media are different in different directions (see e.g. [ADS] ). They also appear in biology as a model for the propagation of epidemic diseases in heterogeneous domains (see e.g. [BK] ).
As typically happens using symmetrization methods (see e.g. [T] and the bibliography starting with it) we reduce the estimates of solutions to problem (1.3) to some simpler one-dimensional inequalities. Namely, for some positive constant C, we show that 4) where Ω ⋆ is the ball centered in the origin having the same measure as Ω, u ⋆ is the symmetric rearrangement of a solution u to problem (1.3) and v is the radial solution to the following isotropic problem
(1.5)
Here, p is the harmonic mean of exponents p 1 , . . . , p N , ω N is the measure of the N −dimensional unit ball, f ⋆ is the symmetric decreasing rearrangement of f and G is a suitable function related to
i . In contrast to the isotropic case not only the domain and the data of problem (1.5) are symmetrized, but also the ellipticity condition is subject to an appropriate symmetrization. Indeed the operator in problem (1.5) is the isotropic p−Laplacian.
Estimate (1.4) is the starting point to obtain bounds for norms of the solutions to problem (1.3) in terms of norms of the data. Indeed, in view of (1.4) and the explicit expression of v, any estimate for a rearrangement invariant norm of u is reduced to an appropriate one-dimensional norm inequality.
The paper is organized as follows. In Section 2 we recall some background. In Section 3 we present the main comparison theorem and some regularity results concerning problem (1.1). Section 4 contains applications to two special models of the N −dimension Young function Φ. In particular, when Φ(ξ) = N i=1 λ i |ξ i | p i for ξ ∈ R N , it is possible to give the functional setting for problem (1.3) and then a priori estimate (1.4) allows us to state conditions on data for the existence of solutions and to complete the framework of regularity, showing how the regularity of the data influences solutions's one. A standard case considered in literature is when
for some λ i > 0 and p i > 1 for any i = 1, . . . , N. An extension of (2.1) is given by
where Υ i for i = 1, . . . , N are one-dimensional Young functions vanishing only at zero. For instance we can choose
and for i = 1, . . . , N, where either p i > 1 and α i ∈ R or p i = 1 and α i ≥ 0, and constant c is large enough for Υ i to be convex. In the case N = 2, an example of function Φ which is neither radial nor sum of one-dimensional functions is given by
where α, β ≥ 1, δ is either any real number or a nonnegative number according to whether β > 1 or β = 1 and constant c is large enough for Φ to be convex. The Young inequality tells us that 5) where Φ • is the Young conjugate function of Φ given by
Here, " · " stands for scalar product in R N . We observe that the function Φ • enjoys the same properties as Φ and is a N -dimensional Young function if
We recall that if ̥ : R N → [0, +∞[ is a convex function such that ̥ (0) = 0, then
Symmetrization
A precise statement of our result requires the use of classical notions of rearrangement and pseudorearrangement of a function, and of suitable symmetrization of a Young function, introduced by Klimov in [K] . Let u be a measurable function (continued by 0 outside its domain) fulfilling {x ∈ R N : |u(x)| > t} < +∞ for every t > 0. (2.10)
The symmetric decreasing rearrangement of u is the function u ⋆ :
The decreasing rearrangement u * of u is defined as
where
Analogously, we define the symmetric increasing rearrangement u ⋆ on replacing ">" by "<" in the definitions of the sets in (2.10) and (2.11).
In what follows, we shall also make use of the function u * * defined as
Note that u * * is also non-increasing, and satisfies u * (s) ≤ u * * (s) for s > 0. We refer to [BS] for details on these topics. Now, let us introduce the notion of pseudo-rearrangement (see e.g. [AT] ). Let u be a measurable function on Ω and h ∈ L 1 (Ω). We will say that a function H(s) is the pseudo-rearrangement of h with respect to u if there exists a family E(Ω) of measurable subsets E(s) of Ω with measure s ∈ (0, |Ω|) such that if s 1 ≤ s 2 then E(s 1 ) ⊆ E(s 2 ), E(s) = {x ∈ Ω : |u(x)| > u * (s)} if there exists t ∈ R such that s = µ(t) and
, then H ∈ L p,q (0, |Ω|) and the following estimate holds
where L p,q (Ω) denotes the usual Lorentz spaces with 1 < p ≤ +∞ and 0 < q ≤ +∞. Let Φ be a N −dimensional Young function. We denote by Φ : R → [0, +∞[ the symmetrization of Φ introduced in [K] . It is the one-dimensional Young function fulfilling 13) namely it is the composition of Young conjugation, symmetric increasing rearrangement and Young conjugate again. We stress that the functions Φ and Φ ⋆ are not equals in general, but they are always equivalent, i.e. there exist two positive constants K 1 and K 2 such that 
with ω N the measure of the N −dimensional unit ball, Γ the Gamma function and
In the more general case (2.2), it is possible to show (see e.g. [C3] ), that
where Υ
near infinity, when Υ i is given by (2.3).
Finally, when Φ is defined as in (2.4), Φ (s) is equivalent to |s| In what follows we will use the function
that is not-decreasing. If, in addiction,
then Ψ is strictly increasing in [s 0 , +∞) with
Finally we observe that
where Ψ −1 denotes the inverse of Ψ restricted to [s 0 , +∞). We remember that in the anisotropic setting a Polya-Szegö principle holds (see [C4] ). Let u be a weakly differentiable function in R N satisfying (2.10) and such that R N Φ (∇u) dx < +∞, then u ⋆ is weakly differentiable in R N and
Function spaces
Finally we recall some definitions on function spaces that we will be useful in the following. In our framework, where any kind of Young function is admitted, Orlicz norm are a natural class in which obtain a priori estimate. Given a one-dimensional Young function A, the Orlicz space L A (Ω) is defined as the Banach space of all measurable functions h on Ω such that the Luxemburg norm
As well-known examples of Orlicz spaces are Lebesgue spaces and Lorentz spaces. Now we introduce the Orlicz-Lorentz space X A,N (Ω).
Let a be the non-decreasing, left-continuous function in [0, ∞) such that
We define B as
where b is the non-decreasing, left-continuous function in [0, ∞) whose (generalized) left-continuous inverse obeys
and a −1 and b −1 are the (generalized) left-continuous inverse of a and b, respectively. We define the Orlicz-Lorentz space X A,N (Ω) as the set of the measurable functions h in Ω such that the quantity
is finite (see e.g. [C3] ). We observe that X A,N (Ω) is a r.i. space endowed with the norm (2.27). We may assume, without loss of generality, that the integral appearing in relation (2.26) converges, namely
Indeed such a condition is not a restriction, since replacing A, if necessary, by an equivalent Young function near 0 and making the integral in (2.28) converge, turns · L A (Ω) into an equivalent norm. We conclude this section by recalling the definition of Lorentz-Zygmund space
It is the space of all measurable functions h on Ω such that
is finite. Note that if p = +∞, in order to obtain a non trivial space, we have to require q < +∞ and α +
Assumptions and main results
Let us consider the following problem
where Ω is an bounded open subset of
Moreover we make the following assumption on the data
where Φ is defined in (2.13) and Φ • is defined in (2.6).
u : u is real-valued function in Ω whose continuation by 0 outside Ω is weakly differentiable in R N and satisfy Ω Φ (∇u) dx < ∞ .
We remark that V 1,Φ 0 (Ω) is always a convex set, but not necessary a linear space (unless Φ satisfies the so called ∆ 2 −condition, see [RR] ). We stress that we are not interested in the existence of solution to problem (3.1). Nevertheless using embedding theorem for anisotropic Orlicz-Sobolev spaces (see [C3] ) we expound some conditions to give on a(x, η, ξ), f (x) and g (x) in order to guarantee that (3.4) is well posed. More precisely if
then any function u ∈ V 1,Φ 0 (Ω) is essentially bounded. Consequently the left-hand side of (3.4) is always finite and right-hand side of (3.4) is finite if f ∈ L 1 (Ω) and
for every c ∈ R, where
for s ∈ R and r ≥ 0. Obviously, for H and Φ N to be well defined, Φ has to fulfill the following condition
(3.8)
In order to guarantee (3.4) is well-posed we need to require, when condition (3.6) is in force, not only (3.3) but also the following one:
where c is a positive constant, θ ∈ L 1 (Ω) is a positive function and M : R → [0, +∞[ is a continuous function such that M (η) ≤ Φ N (kη) for some k > 0 and for every η ∈ R. For more comments on the consistence of equation (3.4) we refer to [C4] and to Section 4, where a particular class of problems is considered.
Given two positive constants C 1 and C 2 , let us consider the following radial problem
where Ω ⋆ is the ball centered in the origin having the same measure as Ω, f ⋆ is the symmetric decreasing rearrangement of f , G is the pseudo-rearrangement of Φ • (C 2 g) with respect to u, Φ 
holds, where Ψ is defined in (2.20). We observe that (3.12) is equivalent to
The main result of this paper is the following comparison result.
Young function fulfilling (2.7) and (2.21). Suppose that conditions (3.2), (3.3), (3.10) and (3.12) hold. If u is a weak solution to problem (3.1), then there exists two positive constants C 1 and C 2 (independent of u) such that
where v (x) is the spherically symmetric solution to problem (3.9) given by
• (G (r)) dr (3.14)
for x ∈ Ω ⋆ and G is the pseudo-rearrangement of Φ • (C 2 g) with respect to u. Moreover
Proof. We define the functions u κ,t : Ω → R as
for any fixed t and κ > 0. This function can be choose as test function in (3.4). Reasoning as in [C4] we have
and by (3.2)
Letting κ → 0 + , we obtain
Using Young inequality (2.5) and inequality (2.8) in (3.18), we have
for every 0 < ε < 1. Then we get 19) where G is the pseudo-rearrangement of Φ • g(x) ε with respect to u. Since Φ is a strictly monotone function in [s 0 , +∞[ , we claim that
for t > 0, where s 0 is defined in (2.22). Indeed, by Jensen inequality and by µ u ⋆ = µ u , it follows that
for t, κ > 0. Let us denote by Φ −1 the inverse of Φ restricted to [s 0 , +∞). By the strictly monotonicity of Φ −1 on [0, +∞), Coarea formula and recalling that the level set of u ⋆ are balls, we get
Using again the monotonicity of Φ −1 and (3.16), we have
Letting κ → 0 + , we obtain (3.20). Using (3.20) in (3.19), we have
Using inequality (2.8) with ̥ = −Φ −1 and Young inequality (2.5) we get
Choosing 0 < ε < 1 2 and using (3.22), inequality (3.21) becomes
Now using (2.9) and (2.8) we get • is the inverse function of Young conjugate of Φ . Then
for some positive constant C 1 . By (3.20) and (3.24) we have
Now using (2.23), we get
for a.e. t > 0. In a standard way we obtain (3.13). As regards (3.15), if we integrate (3.24), we get
Then using (2.23) we have
namely (3.15).
Remark 3.2 In Theorem 3.1 condition (3.10) can be replaced by (3.11) with the extra hypothesis that Φ • is a Young function. This additional assumption is due to the presence of the divergence term g that forces us to use Young inequality.
Remark 3.3 In view of equivalence (2.14), an analogous result as in Theorem 3.1 can be obtained using the symmetric increasing rearrangement Φ ⋆ instead of the Klimov rearrangement Φ of Φ.
Theorem 3.1 can be used to prove a priori bound for solutions to problem (3.1). We note that norm estimates for u in r.i. space are less easily expressed in terms of r.i. norm of (3.26) rather than in terms of norms of f and g. Indeed any r.i. norm of F defines a r.i. functional of f and g, which is again a norm, or a quasi norm in several important instances. When .7) with Φ replaced by A. We will prove that u enjoys a stronger summability which is given by the finiteness of the norm in the Orlicz-Lorentz X A,N (Ω).
Proposition 3.1 Under the same assumptions as in Theorem 3.1, let u be a weak solution to problem (3.1). Assume that the function F , defined by (3.26), belongs to L A (0, |Ω|) for some onedimensional Young function A satisfying (2.28).
for some positive constant c independent of u, f and g i for i = 1, . . . , N , where · X A,N (Ω) is defined in (2.27).
(ii) If
for some positive constant c independent of u, f and g i for i = 1, . . . , N .
Proposition 3.1 is the analogous version of Proposition 3.7 in [C4] , but the function F , defined by (3.26), contains not only a part related to f as in [C4] , but also one related to g i for i = 1, . . . , N .
Applications and Examples

Example 1
Let us consider
with λ i > 0 and p i > 1 for any i ∈ {1, . . . , N }. More precisely we consider the following class of problems
where Ω is a bounded open subset of R N with N ≥ 2, a : Ω × R × R N → R N is Carathéodory function such that every component a j (x, s, ξ) of a fulfills
where p is the harmonic mean of p 1 , . . . , p N given by (2.16) such that
In this section we are interested to study the existence and regularity of solutions to problem (4.2), improving results contained in [dC] and putting the data in the Lorentz spaces. As regards the uniqueness we refer to e.g. [ACh] , [DFG] , [DF] and the bibliography therein.
The natural space into consider the solutions to problem (4.2) is the anisotropic Sobolev space
(Ω), that we define as the closure of C ∞ 0 (Ω) with respect to the norm u W
Here, − → p stands for (p 1 , . . . , p N ).
By definition (2.15) of Φ , condition (4.7) corresponds to require (3.6). If p < N, then there is a continuous embedding of Sobolev space 
where v (x) is the spherically symmetric solution to problem (1.5) given by
where G is the pseudo-rearrangement of
with respect to u and Λ is defined in (2.17). Moreover we have
Remark 4.3 The thesis of Corollary 4.2 holds also if p i ≥ 1 for i = 1, . . . , N and p > 1.
We emphasize that the a priori estimates (4.9) allows us to obtain existence and regularity results only if the anisotropy is concentrated, i.e.
Indeed Corollary 4.2 compares a solution to anisotropic problem (4.2) with the solution to isotropic problem (1.5), but condition max i p i ≥ p * does not occur if the operator is of an isotropic type as in problem (1.5).
The existence of a weak solution u to problem (4.2) follows by the classical theory on Leray-Lions operator (see e.g. [Ls] ) and conditions in (4.6) on data are enough to have u W
by inequality (4.11), up to easy computation based on some inequalities contained in Proposition 5.1 above, we get the following a priori estimate
for some positive constant c. Now, using (4.9) we investigate how the summability of a weak solution u of problem (4.2) varies by improving the summability of the data in the Lorentz-Zygmund spaces. 
then there exists at least one bounded weak solution u to problem (4.2), such that
. . , N with 1 < σ ≤ +∞, then there exists at least one weak solution u to problem (4.2) belonging to
. . , N with either (p * ) ′ < m < N/p and 0 < σ ≤ +∞ or m = (p * ) ′ and σ = p, then there exists at least one weak solution u to problem
In all cases c is a positive constant independent of u, f and g i for i = 1, . . . , N.
Remark 4.4 We observe that the summability conditions given in Proposition 4.1 are weaker than the conditions required in Proposition 3.1. More precisely, by Proposition 3.1 with A(t) = t q for 1 ≤ q ≤ N , it follows that
for some positive constant c. This result is not sharp in the class of Lorentz-Zygmund spaces. Indeed, if for example q = p, then (4.13) gives that u ∈ L p * ,p (Ω) when (4.6) is in force, whereas
Proof of Proposition 4.1. By Corollary 4.2 and by Hardy-Littewood inequality we have
for some positive constant c, which can be vary from line to line. Inequality (4.14) implies
where X is an appropriate Lorentz-Zygmund space which varies with respect to the summability of data. As regard the first norm of the right-hand side v 1 X , the thesis follows by Proposition 3.8 of [C4] . Then in what follows we only take into account v 2 . For convenience of the reader here we exhibit only the proof in the case (iii) for (p * ) ′ < m < N/p and 0 < σ < +∞.
By (5.2) for increasing function and by (5.1) for decreasing function, it follows that
.
The other cases can be obtained using Theorem 3.1 and standard weighted Hardy-type inequalities when σ ≥ 1 (see e.g. [KP] ), and some appropriate Hardy-type inequalities for monotone functions when 0 < σ < 1 (see e.g. [Go] ).
Remark 4.5 When g i ≡ 0 for i = 1, .., N Proposition 4.1 gives the same results as [dC] in the class of Lebesgue spaces and the same regularity results of [C4] in the class of Lorentz-Zygmund spaces.
Finally we are interested on the existence of distributional solutions to problem (4.2) when the data f ∈ L (p * ) ′ ,p ′ (Ω). For simplicity we consider g i = 0 for i = 1, . . . , N.
Proposition 4.2 Suppose (4.3)-(4.5), (4.7), (4.12) hold and
exists at least one distributional solution u to problem (4.2) such that
. If either 0 < r ≤ 1 * and α ≥ 1 or r > 1 * and 1 r + α > 1 1 * + 1 then there exists at least one distributional solution u to problem (4.2) such that
Proof. Using standard approximation method (see e.g. [BG] ), we proceed considering a sequence of approximate problems
where f h are smooth enough in order to assure the existence of a weak solution u h ∈ W 1, − → p 0
(Ω) and
if m = 1 for r and α as in the statement.
First we prove an estimate of the norm of
in terms of norm of data adapting the standard symmetrization method. Arguing as in the proof of Theorem 3.1 we obtain the analogue of (3.23), i.e.
(4.16)
Here and in what follows c is a constant that can be vary from line to line. Fixed i ∈ {1, . . . , N } for 1 ≤ q i < p i by Hölder inequality and by inequality (4.16) , it follows
Integrating (4.17), we get
for m = 1.
(4.18) Inequality (4.18) follows using (5.1), some suitable Hardy inequalities and putting q i = p i m * p ′ . This means that
is uniformly bounded in L q i (Ω) with q i > 1 (that implies p i p ′ > N N −1 ). Then there exist a function u and some subsequence, which we still denote by u h , such that u h → u strongly in L p (Ω). Moreover we have (see [dC] for more details) (4.19) Now using standard argument it is possible to pass to the limit in (4.15).
Remark 4.6 The proof of Proposition 4.2 guarantees the existence of a Solution Obtaining as Limit of Approximations (see e.g. [Da] for definition) that is also distributional solution. Indeed, this type of solution is the limit of a sequence of bounded weak solutions to the approximated problems (4.15), whose data are regular enough and approach the data of problem (4.2) in some sense. As well known it is possible to consider other equivalent notions of solutions as the entropy solution and the renormalized solution introduced in [BBGGPV] and [LM] respectively (see also the bibliography starting with them).
Example 2
for ξ ∈ R N , where either p i > 1 and α i ∈ R or p i = 1 and α i ≥ 0 and constant c is large enough for |s| p i log α i (c + |s|) to be convex for i = 1, . . . , N . In order to assure that Φ • is a Young function we have to leave out the case p i = 1 and α i = 0 for i = 1, . . . , N . .
Appendix
We recall some Hardy inequalities with fixed weights. For more details and other Hardy-types inequalities we refer to [Go] and [KP] (see [BF] too).
Proposition 5.1 Let ψ be a nonnegative measurable function on (0, +∞). Suppose 0 < r, q < +∞. hold .
(ii) If 1 ≤ q < +∞, then inequalities (5.1) and (5.2) hold without any assumptions on ψ.
In all cases, the constants c are independent of ψ.
