In this paper, we propose an unsupervised learning framework that aims at evaluating the applicability of the broad domain knowledge from natural images and videos in assisting seismic interpretation, such as seismic attributes, structural automation, and seismic image processing. Specifically, we propose a novel approach based on a data-driven sparse autoencoder architecture that can automatically recognize and extract salient geologic features from unlabeled 3D seismic volumes. It is superior in learning sparse features from natural images, which is not limited by the lack of labeled seismic images. By developing models based on prevalent features in both domains, we can not only automate the process of seismic interpretation but also develop new seismic attributes that highlight areas of interest in seismic sections and convey the most useful information in a compact manner. We show that the proposed approach can effectively detect salient areas within real and synthetic seismic datasets. The experimental results demonstrate the potential of the proposed method in highlighting important geological structures such as horizons, faults, salt domes, and seismic reflections at different orientations and can be effectively used for computer-aided extraction of other geologic features as well.
INTRODUCTION
One of the fundamental steps in the exploration of oil, gas, and hydrocarbons is to detect various subsurface structures such as faults, salt domes, gas chimneys and channels within seismic volumes. In recent years, with the dramatic increase in the size of acquired seismic data, manual interpretation is becoming extremely time consuming and labor-intensive. To aid exploration geophysicists in seismic interpretation, researchers have proposed several fully-and semi-automated algorithms and seismic attributes based on correlation, changes in illumination, intensity, contrast, and the texture of seismic data that highlight seismic features not visible in the raw format Marfurt, 2015; . These workflows and attributes not only make the interpretation process less time consuming and manually tractable, but also help in directing the attention of interpreters to the important areas within seismic sections.
A recent trend in seismic community is to apply machine learning techniques for structural interpretation by learning features labeled by expert geophysicists. However, interpreters must either generate labels themselves to train a model or rely on unsupervised learning techniques. Therefore, researchers have proposed techniques that utilizes unsupervised learning in conjunction with little to no supervision to accomplish various tasks ranging from seismic facies classification to structures detection. A comprehensive summary of this topic can be found in . For example, Köhler et al. (2010) employed unsupervised learning approach based on self organization maps (SOMs) for discovery, imaging, and interpretation of seismic wavefield patterns for learning short-and long-term variations with minimum domain knowledge. presented an approach based on dimensionality reduction and SOMs for the classification of lithological variations and demonstrated it efficacy on a seismic dataset from a basin in central Oklahoma. proposed a combination of unsupervised feature learning and supervised classification for detecting gas chimneys within seismic dataset. proposed an unsupervised learning algorithm for seismic facies analysis that generate a features map as per interpreter's preferences based on various qualitative seismic attributes. Another approach for seismic facies classification that uses deep feature learning based on convolutional autoencoder and clustering is presented in . However, most of these techniques are supervised classification, which requires a large amount of labels for preparing a good machine learning model. In this work, we overcome the limitation of labeled data and network training by first learning sparse features from natural images and then extract relevant features from seismic images. We train an autoencoder on natural images to derive higher dimensional sparse features. These features are then adapted to the seismic domain by utilizing seismic data to fine-tune the sparse autoencoder in a semi-supervised setting.
PROPOSED METHOD
The block diagram of the proposed unsupervised learning framework is shown in Fig. 1 , where the top part shows the training while the bottom part represents the testing stage. The training network takes in an input I D and generates weights W and bias b, which span our filter sets.
Network Training
In our training phase, we randomly select around 1,000 images and extract 100 patches from each image, which leads to a total of 100,000 patches. We train a sparse autoencoder using these patches of dimensions 8x8. Back propagation is used to train weights W and bias b by setting up the objective function based on l 2 -norm reconstruction error, sparsity constraints, and ridge regularizer. During testing phase, each inline section is sampled to extract patches of size 8x8 that are reshaped into a vector V i ×1. These patches are normalized to have zero mean and be within the range 0 to 1. The normalized patches are passed through the sparse model learned during the training stage to extract all hidden layer responses. The responses are passed through the decoder weights acting as the activating functions for the decoder filters. Since in small seismic patches, edges are the most dominating features, the decoder filters that exhibit predominantly edge characteristics are selected based on kurtosis measure and given a higher weight.
Pre-processing
Generic images from the ImageNet database are pre-processed to obtain effective and descriptive spatial representations. Patches are randomly sampled from gray scale images and reshaped into a single vector. We then either perform normalization to obtain zero mean and amplitude variance between 0 and 1. During patch-based sampling and reshaping, an 8x8 patch is randomly sampled from an input image and converted into a 1-D vector of length 64 either in row major or column major order represented as V i .
Autoencoder
We propose to adapt basis functions from natural images to seismic data domain. However, there are infinitely many basis that can represent a domain and selecting a basis function is usually based on a predetermined property. In this work, we specify the sparsity property to govern the training phase of basis functions. Note that the autoencoder is used to learn the sparse basis, which are in fact the affine model based on weights W and bias b. However, the authors in argue that if two domains and their corresponding bases are mutually incoherent, then no nonzero signal can have a sparse representation in both bases simultaneously. The authors in claim that sparse coding, with an overcomplete basis set, operates similar to encoding mechanisms of visual representations in a V1 cortex and response characteristics of simple V1 cells can be simulated by learning weight parameters over thousands of patches. In the introduced work, we use a non-linear encoder and decoder architecture with sigmoidal activations to obtain sparse representations. The primary task of autoencoder network is to learn representative structures in its input data while attempting to reconstruct it. Adding a sparsity criterion forces the network to learn unique statistical features from the data rather than an identity function in the hidden layer . The hidden layer responses, s, with a sigmoid nonlinearity activation are obtained as
where W 1 and b 1 are the forward weights and bias, and P is the input patch matrix. Equation 1 is an affine function followed by a non linearity. The rows of weights W T 1 represent a set of h filters of dimension d that linearly transform P and n is the number of patches. h represents the number of hidden layer neurons and V represents the length of each input patch vector. If h is greater than V , then we obtain an overcomplete basis set which promotes learning localized features and subsequently, sparsity. If h is lower than d, then we have undercomplete basis set in which the network is forced to learn the most salient features. In this work, we use h as a tuning parameter of the learning framework. The responses s are used to reconstruct the patchesP, using a set of backward weights W 2 , and bias,
Back propagation is used to train weights (W ) and bias (b) by setting up the objective function J(W, b) as
where the first term is the reconstructed 2 -norm error, the second term is the sparsity constraint, and the third term is the weight decay term used for regularization . The sparsity constraint is on the hidden layer responses s. KL is the Kullback-Leibler divergence, which is differentiable at the origin, is used as a proxy for 1 sparsity. The weight decay term corresponds to regularization, which limits weights and prevents overfitting to only particular input units. Minimization is carried out using limited memory Broyden-Fletcher-GoldfarbShanno (L-BFGS) algorithm. Differentiability ensures that Eq. (3) is viable for L-BFGS minimization. To account for nonsmoothness, we use KL-divergence, which can be expressed as
ρ is the desired average response, which is set to a small value such as 0.035 andρ j is the actual average response of j th hidden unit averaged over all n inputs, and is calculated as,
Minimizing the KL-Divergence between ρ andρ j ensures that the majority of the h responses are close to 0, hence promoting sparsity. The objective function defined in Equation 3 not only leads to smoothening but also preserves sparsity in the hidden units .
Post Processing
The post processing operation includes patch sampling and converting each vector output of the nonlinear decoder to an image. The output of the auto encoder should be of same size as that of input.
Testing on Seismic Data
Exploration geophysicist view seismic volumes along time, crossline, and inline direction to visualize different structures during the structural interpretation of seismic volumes. In our proposed workflow, we utilize 2D images instead of 3D volume. Therefore, to overcome this limitation and detect features along all directions, we can process seismic volumes along all three directions of seismic volume. After processing each dimension, we combine three feature maps using either equal, adaptive, or empirical weights to yield a combined feature map. The combined feature map highlights the structural variations observed in all three dimensions and provide useful information in a compact manner.
Data conditioning
Given a 3D seismic volume V of size T × X ×Y , where T represents time or depth, X represents crosslines, and Y represents inlines, we perform data conditioning to remove noise and enhance 3D seismic data volume. Data conditioning may involve structural filtering and removal of seabed from migrated seismic data.
Pre-Processing
During testing phase, each inline section is sampled to extract patches of size 8 × 8 that are reshaped into a vector V i × 1. These patches are subjected to same pre-processing chain as in the training stage to obtain patches P.
Sparse Model
The patches P are then passed through the sparse model learned during the training stage to extract all hidden layer activations. The response of hidden layers are reconstructed using weights W 1 and bias b 1 ass
The responsess are then used to reconstruct the patches using a set of backward weights W 2 and bias b 2 as
where C represents a sparse classification matrix multiplied with W T 2 to obtain weights oriented in different directions for seismic analysis.
Suppression
These activations are then subjected to a suppression module, which removes any value below a certain threshold. This threshold can be used to extract either edge or non-edge features from the seismic section.
Post Processing
During the post processing stage, the output vectors are reshaped to patches and feature maps are obtained that highlight various features within seismic data.
EXPERIMENTAL RESULTS
In this section, we show the effectiveness of the proposed method for highlighting various structures from real and synthetic datasets. The weights learned by the Autoencoder during the training stage are shown in Fig.2a . In order to classify each weight based on their orientations and edge strengths, we divide each obtain weight into four quadrants. Subsequently, we compute energy in each quadrant based on the absolute mean square and compare it with energies in all other quadrants. Based on obtained energies in each quadrant, each weight is classified into one of the classes as shown in Fig.2b . Based on weight classification, we can highlight various structures within seismic images. A seismic image from F3 block in the North Sea, Netherlands is shown in Fig. 3a and its feature map that utilizes all weights is shown in Fig. 3b . It can be observed that the features map highlight edge-dominant features from the seismic images. We can also observe strong reflections along horizons and the neighborhood of the salt dome. Similarly, the choatic regions and the areas above sigmoidal are persuasively highlighted. By selecting the C matrix in Eq. 7 such that it only highlights the top and bottom weights, we can highlight horizons as shown in Fig. 3c . Selecting left and right weights helps in highlighting salt domes as shown in Fig. 3d . Similarly, Fig. 3e-f show that we can highlight left and right orientations using left-top, bottom-right and right-top and bottomleft weights, respectively. Our second example is a seismic time section from the great south basin, New Zealand dataset and its feature map is shown in Fig. 4 . It can be observed from the feature map that it effectively highlights complex fault networks that are not discernible within original time section. Finally, a synthetic seismic image from the SEAM dataset and its feature map that utilizes all weights during testing are shown in Fig. 5a -b, respectively. Based on different weights selections, Fig 5c-f highlight horizons, salt dome, left, and right orientations within seismic images.
CONCLUSION
We proposed an unsupervised framework based on sparse autoencoders for learning features from natural images and leveraging them in seismic dataset. It is worth observing that we never used seismic images in our training phase, while testing on seismic dataset reveals various features of natural images found in seismic dataset. By classifying sparse weights learned by autoencoder based on their orientations, we can highlight different features and structures within seismic volumes. Finally, with the addition of seismic labels or weak supervision during training stage, we can create targeted models that can be effectively utilized for labeling seismic images and learning features related to only desired seismic structures.
