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ABSTRACT
The applications of machine learning algorithms to the analysis of data sets of DNA sequences are very 
important. The present chapter is devoted to the experimental investigation of applications of several 
machine learning algorithms for the analysis of a JLA data set consisting of DNA sequences derived 
from non-coding segments in the junction of the large single copy region and inverted repeat A of the 
chloroplast genome in Eucalyptus collected by Australian biologists. Data sets of this sort represent 
a new situation, where sophisticated alignment scores have to be used as a measure of similarity. The 
alignment scores do not satisfy properties of the Minkowski metric, and new machine learning approaches 
have to be investigated. The authors’ experiments show that machine learning algorithms based on lo-
cal alignment scores achieve very good agreement with known biological classes for this data set. A 
new machine learning algorithm based on graph partitioning performed best for clustering of the JLA 
data set. Our novel k-committees algorithm produced most accurate results for classification. Two new 
examples of synthetic data sets demonstrate that the authors’ k-committees algorithm can outperform 
both the Nearest Neighbour and k-medoids algorithms simultaneously.
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INTRODUCTION
Machine learning algorithms have useful applica-
tions in broad areas and are very important. Many 
valuable results on machine learning techniques 
have been obtained in the literature recently. 
To illustrate the broad character of associated 
applications let us just refer to a few articles by 
Bagirov & Yearwood (2006), Bagirov, Rubinov & 
Yearwood (2002), Haidar, Kulkarni & Pan (2008), 
Pan, Haidar & Kulkarni (2009), Verma & Kulkarni 
(2007), Witten & Frank (2005), Yearwood et al. 
(2009), Yearwood & Mammadov (2010).
On the other hand, the data sets of nucleotide 
and protein sequences have been rapidly growing, 
see Baldi & Brunak (2001) and Gusfield (1997). 
Enormous amounts of DNA, RNA and protein 
data are continuously being generated. This is 
why it is especially important to devise efficient 
machine learning algorithms in order to automate 
the analysis of nucleotide sequences.
Nucleotide and protein sequences stored in 
databases are very long. They cannot be accurately 
represented using short tuples of values of numeri-
cal or nominal feature attributes, and cannot be 
regarded as points in a finite dimensional space. 
In order to achieve agreement between classifica-
tions produced by machine learning algorithms 
and biological classifications, sophisticated local 
alignment scores have to be used as a measure of 
similarity between DNA sequences. These scores 
do not satisfy axioms of Minkowski metrics, which 
include as special cases the Euclidean distance, 
Manhattan distance, and max distance.
To verify the effectiveness of new machine 
learning methods for automated classification 
and clustering of DNA sequences, the researchers 
have to rely on classes and groupings of known 
data sets that have already been considered in the 
biological literature. A comparison of the results 
produced by new machine learning algorithms 
with known groupings is essential for automat-
ing further classifications and clusterings and the 
development of new advanced machine learning 
programs that may lead to discoveries of biologi-
cal significance.
The present paper is devoted to experimental 
analysis of several algorithms for clustering and 
classification of a JLA data set derived from the 
non-coding segments in the junction of the large 
single copy region and inverted repeat A of the 
chloroplast genome in Eucalyptus collected by 
Australian biologists. We compare the effective-
ness of several algorithms in their ability to achieve 
agreement with known biologically significant 
classes already obtained for this data set by Free-
man, Jackson & Steane (2001).
Our experimental analysis shows that all al-
gorithms based on local alignment scores achieve 
better results than straightforward alternatives us-
ing simple statistical measures. The experiments 
compare the results of k-medoids, Nearest Neigh-
bour, k-committees algorithms, and a machine 
learning algorithm based on graph partitioning in 
their ability to achieve agreement with the results 
published in the biological literature before. All 
of these algorithms rely on local alignments. 
For unsupervised clustering of the JLA data set, 
the machine learning algorithm based on graph 
partitioning performed best. For supervised clas-
sification, the k-committees algorithm produced 
the most accurate results. Finally, we present two 
examples of synthetic data sets, where our novel 
k-committees algorithm outperforms both the 
classical Nearest Neighbour algorithm and the 
k-medoids algorithm.
The results demonstrate that machine learning 
algorithms based on local alignments achieve good 
agreement with classifications published in the 
biological literature. They can be used to obtain 
biologically significant machine learning results.
PRELIMINARIES AND 
BACKGROUND INFORMATION
We use standard machine learning terminology 
and notions and refer the reader to the monographs 
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by Kaufman & Rousseeuw (1990), Witten & 
Frank (2005), Yearwood & Mammadov (2010) 
for prerequisites on machine learning techniques, 
and to Baldi & Brunak (2001), Gusfield (1997) for 
background information on nucleotide sequences.
Chloroplast and Nucleotide 
Sequences
Chloroplast genome represents valuable oppor-
tunity for the development of machine learning 
techniques applicable to the analysis of DNA 
information, since its structure is well understood 
and is simpler than that of nucleus DNA. We are 
hoping that the methods, which can first be tested 
in this setting, will then become available for ap-
plications to the analysis of various other collec-
tions of DNA sequence data. It is also likely that 
such methods will be applicable to the analysis 
of protein molecules, which can be regarded as 
sequences over a 20-letter alphabet encoded with 
the genetic code, as explained, for example, by 
Gusfield (1997).
Chloroplasts are small specialized subunits 
within cells found in plants and other eukaryotic 
organisms that conduct photosynthesis. They have 
their own specific functions and are enclosed 
within individual membranes. Chloroplasts typi-
cally occur in green plants. They are the site of 
photosynthesis and perform a number of further 
synthetic processes.
Chloroplasts have their own circular DNA, 
which codes for proteins involved in electron 
transport in photosynthesis. Their DNA shows 
substantial similarity to bacterial genomes. The 
chloroplasts are inherited along the female line, 
which is known as maternal inheritance. This 
is why the whole chloroplast DNA sequence is 
useful for studying the evolutionary history of 
plants. In particular, it is more closely linked to 
the geographic location. Such information is also 
very valuable for investigating the genetics behind 
common diseases. Besides, genetic modifica-
tions to the chloroplast DNA do not transfer to 
other unmodified plants, pose significantly lower 
environmental risks and have attracted a lot of 
research with a view to agricultural applications.
Chloroplast DNA is organized into large 
clusters of coding regions containing transcribed 
genes. Large structural changes in chloroplast 
DNA, such as segmental, deletion, insertion and 
mutation in gene order, are relatively rare and 
evolutionarily useful in making phylogenetic 
inferences. The chloroplast DNA of most plants 
contains two special segments called the inverted 
repeats A and the inverted repeats B. These seg-
ments are commonly separated by two single copy 
sequences called the large single copy region and 
the small single copy region, as explained, for 
example, by Palmer (1985) and Sugiura (1989). 
The JLA segment is a non-coding sequence in 
the junction of the large single copy region and 
inverted repeat A of the chloroplast genome. These 
sequences contain highly repetitive elements and 
are comparatively highly variable. They have been 
actively investigated, for example, by Raubeson 
& Jansen (2005).
Our experiments used a data set with sequences 
of a JLA region in the chloroplast DNA of several 
species from all different subgenera and sections 
of Eucalyptus collected by Australian biologists. 
For a detailed description of the data set the reader 
is referred to Freeman, Jackson & Steane (2001).
The Watson-Crick complementarity allows us 
to encode every nucleotide molecule as a string 
over a 4-letter alphabet: A, C, G, T in the case 
of DNA, and A, C, G, U in the case of RNA, 
respectively. Likewise, protein sequences can 
be encoded as strings over a 20-letter alphabet.
In order to achieve biological significance in 
measuring the similarity or distance between se-
quences we use local alignment scores, see Baldi 
& Brunak (2001) and Gusfield (1997). These 
scores do satisfy axioms of Minkowski metrics, 
which include as special cases the Euclidean 
distance, Manhattan distance, and max distance. 
It is impossible to calculate new DNA sequences 
from given ones. One cannot compute the arith-
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metical average, or mean, of several sequences. 
These circumstances make it impossible to utilize 
previous implementations of the machine learning 
algorithms. We had to develop novel algorithms 
and adjust familiar ones.
In order to achieve strong agreement between 
clusterings produced by machine learning algo-
rithms and biological classes, we use local align-
ment scores, which have not been applied in this 
context before.
Sequence Alignment Scores for 
Machine Learning Algorithms
Local alignments and their scores are very well 
known tools of the computational biology. Every 
alignment algorithm produces an alignment score, 
which measures the similarity of the nucleotide 
or amino acid sequences. This score is then used 
to evaluate optimal local similarity between the 
sequences. These scores do not satisfy the axioms 
of Minkowski metrics, which include as special 
cases the standard Euclidean distance used in 
previous implementations, Manhattan distance, 
and max distance.
The alignment scores in our algorithms provide 
a measure of similarity that is significant biologi-
cally. To illustrate let us suppose that we have a 
long DNA sequence L, and an identical copy S 
of a segment within the sequence L. Obviously, 
every correct biological clustering should place 
both L and S in the same cluster. This may how-
ever be difficult to determine using other metrics. 
Indeed, L and S may have seriously different values 
of statistical parameters. Therefore traditional 
statistical approaches, mapping L and S into an 
n-dimensional space and using standard Euclidean 
norm there, may not notice their similarity at all. 
In contrast, sequence alignment will immediately 
show that there is a perfect match between S and 
a segment in the sequence L.
All our algorithms rely on the use of local 
alignment scores as a measure of the similarity of 
the nucleotide sequences. Our experiments used 
a data set with sequences of a JLA region in the 
chloroplast DNA of several species from all dif-
ferent subgenera and sections of Eucalyptus. We 
have used the groupings in the data set identified 
by several Australian biologists. For a detailed 
description of the data set we refer to Freeman, 
Jackson & Steane (2001).
We used the BLOSUM matrices, or blocks of 
amino acid substitution matrices, which are substi-
tution matrices based on local alignments common 
in all implementations of the alignment algorithms, 
since they “encourage local alignment algorithms 
to produce alignments highlighting biologically 
important similarities” as explained by Gusfield 
(1997). Alignment scores have properties that are 
seriously different from those of the Euclidean 
norms and their simple modifications discussed, 
for example, in Section 6.4 of the book by Witten 
& Frank (2005). Hence our algorithms had to be 
designed differently and have been encoded with 
the Bioinformatics Toolbox of Matlab. We used the 
swalign(Seq1,Seq2) function of the Bioinformatics 
Toolbox, which returns the optimal local align-
ment score. Higher alignment scores correspond 
to lower distances between closely associated 
sequences. Every alignment score between each 
pair of the given sequences is found once during 
a pre-processing stage.
CLASSIFICATIONS OF A MACHINE 
LEARNING ALGORITHM BASED 
ON GRAPH PARTITIONING 
WITH ALIGNMENT SCORES
At first glance it might appear impossible to use 
graph partitioning program METIS for classifica-
tion tasks, since it specializes in finding optimal 
unsupervised clusterings only, see Karypis & 
Kumar (1999). However, we have managed to 
overcome this problem by constructing a special 
weighted graph in such a way that every optimal 
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solution to the clustering problem in this graph 
automatically solves a classification problem.
In order to apply the METIS unsupervised 
partitioning program, described by Karypis & 
Kumar (1999), to a supervised classification of the 
JLA data set, we use the training set to construct 
an appropriate weighted graph for clustering, 
where artificial weights of edges are chosen so 
that every optimal clustering of the graph auto-
matically clusters all vertices of the training set 
correctly. Every DNA sequence in the JLA data set 
is represented by a vertex of the graph. There is an 
undirected edge connecting each pair of vertices, 
so that the graph is complete. Initially, we labeled 
each undirected edge with the alignment score of 
the DNA sequences corresponding to the vertices 
incident to the edge. After that, we found the sum 
S of all alignment scores, i.e., the sum of all initial 
labels of all edges. Then we replaced the labels 
on all edges incident to the pairs of the vertices 
in the training set, where the class membership 
of DNA sequences was known in advance. If two 
vertices of the training set belong to the same class, 
then we associate the weight S to the undirected 
edge connecting them. If they belong to two dif-
ferent classes, then we remove their edge from 
the graph, or equivalently, associate zero weight 
with that edge.
The choice of very large value S for all edges 
connecting the vertices in the same class of the 
training set ensures that METIS keeps these edges 
intact when it finds an optimal cut with minimal 
weight of the cuts producing the partition. In this 
way every optimal partition of the new graph 
found by METIS is guaranteed to represent a 
clustering of the original data set which respects 
correct groupings of the training set. We used the 
standard tenfold cross validation, explained by 
Witten & Frank (2005), Section 5.3.
The experimental results on classifications are 
presented in Table 1. We have also included the 
average accuracies of three traditional classifica-
tion algorithms using simple statistics as features. 
For small values of d, we used the numbers of 
occurrences of all short sequences of letters of 
length d, also called d-graphs, in every given 
sequence. This approach produced much worse 
Table 1. Average accuracies of classifications obtained by machine learning algorithms 
Machine learning
algorithms
Local alignment scores
BLOSUM30 BLOSUM60 BLOSUM90
k-medoids 58.43 59.35 58.93
NN 63.28 64.43 63.69
k-committees r=2 62.28 63.49 62.83
r=3 66.38 67.14 66.64
r=4 70.09 71.28 70.51
r=5 72.04 73.49 72.92
Machine learning algorithm based on graph parti-
tioning
63.33 64.35 63.63
Simple statistics: d-graphs
d=2 d=3 d=4
J4.5 20.53 21.58 21.83
Neural networks 20.84 21.65 21.96
SVM 20.12 20.73 21.02
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results, and has been included just to illustrate the 
advantages of using local alignments.
CLASSIFICATIONS OF THE 
K-MEDOIDS MACHINE LEARNING 
ALGORITHM WITH ALIGNMENT 
SCORES
The k-means algorithm and the Nearest Neighbour 
algorithm are very well known. Complete explana-
tions of these methods are given, for example, in 
Chapter 4 of the book by Witten & Frank (2005). 
Both of them can be used for classification and 
clustering. Traditional k-means algorithm finds 
the mean of the points in each class as a centroid. 
Every new point is then assigned to the class of its 
nearest centroid. The complexity of the k-means 
algorithm is O(k).
In this chapter we consider a modification of 
the k-means algorithm known as the k-medoids 
algorithm, see for example, Kaufman & Rous-
seeuw (1990). It chooses each centroid among 
the elements of the given data set. For DNA 
sequences it is impossible to find the “mean” 
of several sequences and the standard k-means 
algorithm cannot be used. Besides, the squares 
of distances used in the k-means algorithm do 
not make sense either, since the squares of the 
alignment scores do not have any geometrical 
meaning. For the alignment scores, there does not 
exist a simple arithmetical calculation computing 
a DNA sequence that is the “midpoint” or “mean” 
of the given DNA sequences in order to use it as 
a new centroid.
Our algorithm operates on the set of given 
sequences only and does not create any new se-
quences as means of the given ones. As a centroid 
of the class C our algorithm uses a sequence x 
in the data set, which the sum of all distances to 
all other sequences of C. In other respects, the 
algorithm proceeds as the k-medoids algorithm.
The average success rates of this method for 
classifying new sequences in comparison with 
the classes obtained and published by Freeman, 
Jackson & Steane (2001) are represented in Table 
1. We used the percentage of correctly classified 
instances as a measure of accuracy. The JLA 
regions are highly variable, and so the results 
obtained demonstrate very good agreement of new 
machine learning classifications with the already 
known biological classes.
The complexity of the k-medoids algorithm 
is O(k).
CLASSIFICATIONS OF THE 
K-COMMITTEES MACHINE 
LEARNING ALGORITHM WITH 
ALIGNMENT SCORES
This subsection is devoted to the k-committees 
algorithm developed by Yearwood, Bagirov & 
Kelarev (2009). Instead of one centroid, we select 
a small number of representatives in each class. 
These representatives form a committee of the 
class. Let us denote the number of the representa-
tives chosen in each class by r. When the training 
is complete, during the classification stage every 
new sequence is then assigned to the class of its 
nearest committee member. If every class has the 
same number r of committee members to indicate 
this number explicitly, then we call our method 
the k-committees of r representatives algorithm.
The set of representatives in a class will be 
called a committee of the class. As a committee 
of r representatives of the class C our algorithm 
uses the points the set X of r points from C such 
that the largest distance from any point y in C to 
the set X achieves a minimum. Intuitively speak-
ing, this means that the k-committees algorithm 
approximates every class by a union of ` spheres’, 
i.e., sets of points with given members of the com-
mittee as their centroids. When the committees 
have been prepared, the algorithm assigns every 
new sequence to the class of its nearest commit-
tee member. The complexity of the k-committees 
algorithm is O(kr).
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CLASSIFICATIONS OF THE 
NEAREST NEIGHBOUR MACHINE 
LEARNING ALGORITHM WITH 
ALIGNMENT SCORES
The standard implementations of the Nearest 
Neighbour classifier could not be applied directly 
to the JLA data set of nuclear ribosomal DNA, 
because they handle data represented as points in 
an n-dimensional Euclidean space. Thus we had 
to encode a new version of the Nearest Neighbour 
algorithm based on optimal local alignments of 
the given sequences.
The situation in this case is much simpler 
compared to the case of the k-means or k-medoids 
algorithm, and all modifications for the case of the 
Nearest Neighbour classifier are straightforward. 
We have found the average success rates of this 
method comparing classes produced by our algo-
rithm for various alignment scores with the classes 
obtained by Freeman, Jackson & Steane (2001). 
The results on the accuracy of this algorithm are 
presented in Table 1.
The Nearest Neighbour algorithm compares 
each new sequence with all previous sequences, 
and assigns it to the class of the nearest known 
sequence using the alignment scores. The com-
plexity of this algorithm is O(n), where n is the 
number of all sequences in the data set. Since 
n>k, applying the Nearest Neighbour algorithm 
to classify new sequences is slower.
CLUSTERINGS OF A MACHINE 
LEARNING ALGORITHM BASED 
ON GRAPH PARTITIONS WITH 
ALIGNMENT SCORES
We used local alignment scores to define a com-
plete weighted graph representing the JLA data 
set and applied graph partitioning package METIS 
of Karypis & Kumar (1999) with multilevel al-
gorithms for partitioning of weighted graphs and 
hypergraphs. To apply the METIS program for 
the clustering of JLA data set, a special weighted 
graph has to be introduced. Every DNA sequence 
is represented by a vertex or node of the graph. 
There is an undirected edge connecting each pair 
of vertices, so that the graph is complete. It is im-
portant to associate correct weights to the edges of 
the graph so that the weights reflect the biological 
similarity of DNA sequences and METIS produces 
a biologically significant clustering.
In our case, the METIS program is applied 
to a complete weighted undirected graph with 
weights associated to edges only. Given a graph 
of this sort, METIS produces a partition, which 
minimizes the total weight of the cut. This ensures 
that the vertices in each cluster are connected by 
edges with high weights. We label every edge of 
the graph with the alignment score of the DNA 
sequences corresponding to the vertices incident 
to the edge. Higher alignment scores correspond 
to more closely related sequences. Since “shorter” 
edges have higher weights, their vertices are more 
likely to end up in the same cluster.
Experimental results on performance of the 
machine learning algorithms are included in 
Table 2, which uses average cluster purity as a 
standard measure of effectiveness of clustering 
algorithms. It is defined as the average ratio of 
a dominating class in each cluster to the cluster 
size, see Kaufman & Rousseeuw (1990).
For comparison, we have also included the 
average cluster purities of the Nearest Neighbour 
and k-means algorithms using simple statistics as 
features. We used simple counts of the numbers 
of occurrences of all d-graphs in the sequence for 
small values of d. This approach produces sub-
stantially worse results, and has been included 
just to illustrate the advantages of using local 
alignment scores.
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CLUSTERINGS OF THE K-MEDOIDS 
MACHINE LEARNING ALGORITHM 
WITH ALIGNMENT SCORES
The k-medoids algorithm is a natural modification 
of the k-means clusterer, described by Kaufman 
& Rousseeuw (1990). It operates on the set of 
given sequences only and does not create any 
new sequences as means of the given ones. This 
is essential for the JLA data set, because there is 
no way of calculating new DNA sequences from 
the given ones.
Every alignment score between each pair of 
the given sequences is found once during a pre-
processing stage of the algorithm, and then these 
scores are looked up in a table during the search 
for centroids. The average rates of agreement 
between clusters obtained using this method and 
biologically significant clusters obtained and 
published by Freeman, Jackson & Steane (2001) 
are presented in Table 2.
CLUSTERINGS OF THE 
K-COMMITTEES MACHINE 
LEARNING ALGORITHM WITH 
ALIGNMENT SCORES
This section is devoted to a novel k-committees 
clustering algorithm introduced and considered 
by Yearwood, Bagirov & Kelarev (2009) recently. 
Instead of considering a single centroid for each 
cluster, the k-committees algorithm selects a 
certain (very small) number of representatives 
for each of the k clusters to be determined. These 
representatives form a committee for the cluster. 
They are selected among the elements of the given 
finite data set – the algorithm does not compute 
any new points, since such computations would 
be impossible in the case of DNA data.
The algorithm makes a random selection of 
the initial centroids. Every new sequence is then 
assigned to the cluster of its nearest committee 
member. When the initial clusters have been de-
termined, in order to begin an iteration process, 
the algorithm finds new committees representing 
the clusters. A new committee for the cluster C 
is then found as a set of r points x
1
,…,x
r
 in C 
minimizing the sum Σ
y in C
(min
i=1,…,r
||x
i
-y||). In 
Table 2. Average cluster purities of the clusterings obtained by machine learning algorithms 
Local alignment scores
BLOSUM30 BLOSUM60 BLOSUM90
k-medoids 50.12 52.48 51.51
NN 53.32 55.16 54.63
k-committees r=2 51.49 52.20 52.72
r=3 55.33 56.07 55.64
r=4 59.47 60.10 59.80
r=5 61.18 62.04 60.06
Machine learning algorithm based on graph 
partitioning
65.41 67.11 66.86
Simple statistics: d-graphs
d=2 d=3 d=4
NN 21.78 22.23 22.75
k-means 22.02 23.21 23.75
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other words, a new committee of the cluster C is 
found as a set X of r points from C such that the 
maximum distance of a point y in the cluster C to 
the set X achieves a minimum. The process then 
continues recursively. Every sequence assigned 
to the new cluster of its nearest committee mem-
ber. The iterations continue until the committees 
stabilize or converge.
If every cluster has the same number r of com-
mittee members and it is desirable to indicate this 
number explicitly, then we call our method the 
k-committees of r representatives algorithm, or 
the (k,r)-committees algorithm.
It is well known that the k-means algorithms 
achieves high accuracy in situations where every 
cluster can be represented by one centroid. If ap-
proximations like this are not accurate, then higher 
success rates can be achieved by using several 
representatives. Intuitively speaking, this version 
of our k-committees algorithm approximates every 
cluster by a union of `spheres’.
CLUSTERINGS OF THE 
NEAREST NEIGHBOUR MACHINE 
LEARNING ALGORITHM WITH 
ALIGNMENT SCORES
The section deals with an analogue of the Near-
est Neighbour clustering algorithm applied to 
the JLA data set. The standard implementations 
of the Nearest Neighbour clusterer handle data 
represented as points in an n-dimensional Eu-
clidean space. Usually these points correspond to 
the weights of features. These implementations 
could not be directly applied to the JLA data set, 
and we had to encode a modified version of the 
Nearest Neighbour algorithm based on optimal 
local alignments of the given sequences.
The Nearest Neighbour clustering algorithm 
chooses a random set of k sequences as representa-
tive of clusters. Then it compares new sequences 
with all previous sequences, finds a nearest neigh-
bor, and assigns every sequence to the cluster of 
its nearest neighbor. This process continues until 
all points are assigned to the clusters.
The situation in this case is more straightfor-
ward in comparison with the case of the k-means 
algorithm, and all modifications are easy to imple-
ment. We have found the average success rates 
of this method comparing clusters produced by 
our algorithm for various alignment scores with 
the clusters obtained by the Australian biologists 
Freeman, Jackson & Steane (2001). The results 
on performance of this algorithm are illustrated 
in Table 2, which contains average cluster purities 
of the clusterings obtained by these algorithms.
EXAMPLES OF SYNTHETIC 
DATA SETS
We have generated special new synthetic data 
sets, where the k-medoids algorithm turns out at 
least as accurate as the Nearest Neighbour, and 
the k-committees method happens to be the most 
accurate one. The ideas behind these examples 
are illustrated in Figures 1 and 2. Created with 
the PyX package in Python.
The data set in Figure 1 has two clusters. The 
points in the clusters are represented by small 
circles arranged on a large unit circle. Both the 
Figure 1. Example where k-committees clusterer 
outperforms k-means and NN
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Nearest Neighbour and the k-medoids clusterer 
divide the large circle into two arcs approxi-
mately equal to half-circles. Hence their average 
cluster purity is equal to 50%. In the k-committees 
algorithm, if the initial randomly chosen repre-
sentatives in the selected seeding pair of each 
cluster are adjacent to their second representative 
of the same pair, then the algorithm also divides 
the large circle into two approximately equal arcs 
and achieves 50% average cluster purity. The 
probabilities of events can be approximated by 
the lengths of arcs, which can be found using 
definite integrals. It follows that the initial repre-
sentatives of each cluster are adjacent with prob-
ability approaching 1/3 for a large number of 
points in the set. On the other hand, if the points 
in each pair are separated by the points in the pair 
of the other cluster, then the k-committees algo-
rithm divides the sphere into 4 approximately 
equal arcs, where the opposite arcs belong to the 
same cluster. In this case it achieves average 
cluster purity approaching 3/4. It follows that the 
average cluster purity of the k-committees is equal 
to (1/3)(1/2)+(2/3)(3/4) = 2/3. For a large number 
of points in the data set of our example, the ap-
proximate success rates are 50% for the Nearest 
Neighbour and k-medoids clusterers, and 66.67% 
for the k-committees clusterer.
The second example is in Figure 2. There are 
two classes in the data set of this diagram. They 
are represented by small circles and small disks 
(or large dots), respectively. Training set is inside 
large dashed circles. The success rates are 0% for 
the Nearest Neighbour, 50% for the k-medoids, 
and 65% for the k-committees algorithm with r=3.
CONCLUSION
The JLA regions are highly variable and our 
experimental results demonstrate that algorithms 
based on local alignment scores achieve suf-
ficiently high accuracies in the agreement of 
their results with known biologically significant 
classes. The machine learning algorithm based on 
graph partitioning performs best for clustering, 
and the k-committees algorithm is the most ac-
curate for classification of the JLA data set. The 
results show that the algorithms based on local 
alignments achieve good agreement with classi-
fications published in the biological literature and 
can be used in practice. Two new synthetic data 
sets demonstrating that our novel k-committees 
algorithm can outperform both the k-medoids and 
Nearest Neighbour algorithms simultaneously. An 
interesting future direction is to investigate the 
performance of these algorithms for observations 
from large online databases of DNA sequences 
discussed, for example, by Baldi & Brunak (2001).
ACKNOWLEDGMENT
The first author was supported by Queen Elizabeth 
II Fellowship and Discovery grant DP0211866. 
The first and second authors were supported by 
Linkage grant LP0990908 from Australian Re-
search Council. The second author was supported 
by Discovery grant DP0666061 from Australian 
Research Council. The third author was supported 
by Discovery grant DP0449469 from the Austra-
lian Research Council.
Figure 2. Example where k-committees classifier 
is better than k-means and NN
57
Machine Learning Algorithms for Analysis of DNA Data Sets
REFERENCES
Aha, D., & Kibler, D. (1991). Instance-based 
learning algorithms.  Machine Learning, 6, 37–66. 
doi:10.1007/BF00153759
Bagirov, A. M., Rubinov, A. M., & Yearwood, J. 
(2002). A global optimization approach to clas-
sification.  Optimization and Engineering, 3, 
129–155. doi:10.1023/A:1020911318981
Bagirov, A. M., & Yearwood, J. L. (2006). A new 
nonsmooth optimization algorithm for minimum 
sum-of-squares clustering problems.  European 
Journal of Operational Research, 170, 578–596. 
doi:10.1016/j.ejor.2004.06.014
Baldi, P., & Brunak, S. (2001). Bioinformatics: 
The machine learning approach. Cambridge, 
MA: MIT Press.
Bouckaert, R. R., Frank, E., Hall, M., Kirkby, R., 
Reutemann, P., Seewald, A., & Scuse, D. (2010). 
WEKA manual for version 3-7-1. Retrieved No-
vember 15, 2010, from http://www.cs.waikato.
ac.nz/ml/weka/
Duda, R. O., Hart, P. E., & Stork, D. G. (2001). Pat-
tern classification (2nd ed.). Wiley-Interscience.
Fan, R.-E., Chen, P.-H., & Lin, C.-J. (2005). Work-
ing set selection using second order information 
for training SVM.  Journal of Machine Learning 
Research, 6, 1889–1918.
Fisher, D. (1987). Knowledge acquisition via in-
cremental conceptual clustering.  Machine Learn-
ing, 2(2), 139–172. doi:10.1007/BF00114265
Freeman, J. S., Jackson, H. D., Steane, D. A., 
McKinnon, G. E., Dutkowski, G. W., Potts, B. 
M., & Vaillancourt, R. E. (2001). Chloroplast 
DNA phylogeography of Eucalyptus globules. 
Australian Journal of Botany, 49, 585–596. 
doi:10.1071/BT00094
Gusfield, D. (1997). Algorithms on strings, trees, 
and sequences. Computer Science and Computa-
tional Biology. Cambridge, MA: Cambridge Uni-
versity Press. doi:10.1017/CBO9780511574931
Haidar, I., Kulkarni, S., & Pan, H. (2008). Forecast-
ing model for crude oil prices based on artificial 
neural networks. In Proceedings of ISSNIP2008, 
Fourth International Conference Intelligent Sen-
sors, Sensor Networks & Information Processing, 
December 15-18, 2008, Sydney, (pp. 103-108).
Hall, M., Frank, E., Holmes, G., Pfahringer, 
B., Reutemann, P., & Witten, I. H. (2009). 
The WEKA data mining software: An up-
date.  SIGKDD Explorations, 11(1), 10–18. 
doi:10.1145/1656274.1656278
Hsu, C.-W., Chang, C.-C., & Lin, C.-J. (2003). 
A practical guide to support vector classifica-
tion. Dept. Computer Science, National Taiwan 
University. Retrieved April 15, 2010, from http://
www.csie.ntu.edu.tw/~cjlin
Jain, A. K., & Dubes, R. C. (1988). Algorithms 
for clustering data. London, UK: Prentice Hall.
Jain, A. K., Murty, M. N., & Flynn, P. J. (1999). 
Data clustering: A review.  ACM Computing Sur-
veys, 31(3), 264–323. doi:10.1145/331499.331504
Karypis, G., & Kumar, V. (1999). A fast and 
high quality multilevel scheme for partition-
ing irregular graphs.  SIAM Journal on Scien-
tific Computing, 20(1), 359–392. doi:10.1137/
S1064827595287997
Kaufman, L., & Rousseeuw, P. J. (1990). Finding 
groups in data: An introduction to cluster analysis. 
New York, NY: John Wiley & Sons.
Keerthi, S. S., Shevade, S. K., Bhattacharyya, 
C., & Murthy, K. R. K. (2001). Improvements 
to Platt’s SMO algorithm for SVM classifier 
design.  Neural Computation, 13(3), 637–649. 
doi:10.1162/089976601300014493
58
Machine Learning Algorithms for Analysis of DNA Data Sets
Kelarev, A., Kang, B., & Steane, D. (2006). 
Clustering algorithms for ITS sequence data 
with alignment metrics. Advances in Artificial 
Intelligence, 19th Australian Joint Conference 
on Artificial Intelligence, AI06, Lecture Notes 
Artificial Intelligence, 4304, (pp. 1027-1031).
Palmer, J. D. (1985). Comparative organiza-
tion of chloroplast genomes.  Annual Review 
of Genetics, 19, 325–354. doi:10.1146/annurev.
ge.19.120185.001545
Pan, H., Haidar, I., & Kulkarni, S. (2009). Daily 
prediction of short-term trends of crude oil prices 
using neural networks exploiting multimarket dy-
namics.  Frontiers of Computer Science in China, 
3(2), 177–191. doi:10.1007/s11704-009-0025-3
Raubeson, L. A., & Jansen, R. K. (2005). Chlo-
roplast genomes of plants. In Wallingford, H. R. 
J. (Ed.), Plant diversity and evolution: Genotypic 
and phenotypic variation in higher plants (pp. 
45–68). doi:10.1079/9780851999043.0045
Sugiura, M. (1989). The chloroplast chro-
mosomes in land plants.  Annual Review of 
Cell Biology, 5, 51–70. doi:10.1146/annurev.
cb.05.110189.000411
Verma, B., & Kulkarni, S. (2007). Neural networks 
for content-based image retrieval. In Zhang, Y. 
(Ed.), Semantic based visual information retrieval 
(pp. 252–272).
WEKA. (n.d.). Waikato environment for knowl-
edge analysis. Retrieved October 30, 2010, from 
http://www.cs.waikato.ac.nz/ml/weka
Witten, I. H., & Frank, E. (2005). Data mining: 
Practical machine learning tools and techniques. 
Amsterdam, The Netherlands: Elsevier/Morgan 
Kaufman.
Yearwood, J., Webb, D., Ma, L., Vamplew, P., 
Ofoghi, B., & Kelarev, A. (2009). Applying 
clustering and ensemble clustering approaches to 
phishing profiling. Proceedings of the 8th Aus-
tralasian Data Mining Conference: AusDM 2009 
Data Mining and Analytics 2009, 1-4 December 
2009, Melbourne, Australia, (pp. 25-34).
Yearwood, J. L., Bagirov, A. M., & Kelarev, 
A. V. (2009). Optimization methods and the k-
committees algorithm for clustering of sequence 
data.  Journal of Applied & Computational Math-
ematics, 1, 92–101.
Yearwood, J. L., & Mammadov, M. (2010). Clas-
sification technologies: Optimization approaches 
to short text categorization. Hershey, PA: Idea 
Group Inc.
KEY TERMS AND DEFINITIONS
Alignment Scores: Scores used in the optimi-
zation of alignments of DNA sequences.
BLOSUM: Blocks of amino acid substitution 
matrix, is a matrix based on local alignments.
Centroid: The mean of all observations in a 
cluster.
Classification: The process of identifying the 
known classes to which new observations belong.
Clustering: The assignment of observations 
from a data set into subsets called clusters.
DNA Sequence: A sequence of letters repre-
senting a real DNA molecule or strand.
k-Committees Algorithm: A generalization 
of the k-means algorithm.
k-Means Algorithm: An iterative clustering 
algorithm specifying each cluster by the mean of 
its observations.
Machine Learning Algorithms: Algorithms 
designed to develop correct procedures based on 
empirical data.
