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1. Introduction
Let (X,B) be a measurable space and let µ1, . . . , µn be nonatomic probability measures on (X,B). We denote by
R(µ1, . . . , µn) the set of points in Rn, whose coordinates are (µ1(A), . . . µn(A)) for some A ∈ B, i.e. we put
R(µ1, . . . , µn) = { (µ1(A), . . . , µn(A)) : A ∈ B } .
The Lyapounov Convexity Theorem [1] (see Lyapounov [1]) states that the set R(µ1, . . . , µn), which is called the range of
the vector measure (or, according to some authors, a zonoid), is convex and compact in Rn. This famous result has been
proved and generalized by a variety of methods over the years since Lyapounov’s original proof in 1940.
Suppose now that a given setM ∈ [0, 1]n is closed and convex. Is it true that there exist probabilitymeasuresµ1, . . . , µn
such thatM = R(µ1, . . . , µn) ? In general the answer is negative, because any set which is the range of a vector measure
must be centrally symmetric about the point
 1
2 , . . . ,
1
2

. This raises the question about necessary and sufficient conditions
for a set L ∈ Rn to be a Lyapounov set. In the two-dimensional case the answer is known. Barbanel [2] proved that a set
L ⊂ [0, 1]2 is a range of a vector measure if and only if (0, 0) ∈ L, L is convex, compact and centrally symmetric about
the point
 1
2 ,
1
2

. This conjecture can also be deduced from an earlier result of Candeloro and Martellotti [3, cf. Corollary 4.5
therein].
Another important and unsolved problem is how to find the Lyapounov set R(µ1, . . . , µn) for given nonatomic
probability measures µ1, . . . , µn. This problem seems to be unsolved even in the simplest case of n = 2. In the paper
we use the Neyman–Pearson lemma to find an explicit relationship for the boundary of a two dimensional Lyapounov set.
2. Lyapounov set in R2
Without loss of generality, we suppose throughout that (X,B) = (R,BR), whereBR is the Borel σ -field on the real line
R. Moreover, we assume that the measures µ1, µ2 are absolutely continuous with respect to Lebesgue measure λ and we
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put f1 = dµ1/dλ, f2 = dµ2/dλ.We denote by X1 and X2 two randomvariables, defined on some probability space (Ω,F , P),
which are distributed according to f1 and f2, respectively. The corresponding distribution functions we denote by F1 and F2.
Moreover, we use the symbol R(f1, f2) instead of R(µ1, µ2) for the range of a vector measure (µ1, µ2), i.e. we put
R(f1, f2) =

A
f1 dt,

A
f2 dt

: A ∈ B

.
Let γ ∈ [0, 1] be a fixed number and let D(γ ) ∈ B be any subset of R, which maximizes A f2(t) dt over all Borel subsets A
of R satisfying

A f1(t) dt = γ . The existence of the set D(γ ) follows from the compactness of R(f1, f2). Since D(γ ) satisfies
the equation
D(γ )
f2(t) dt = sup

A
f2(t) dt : A ∈ B,

A
f1(t) dt = γ

, (1)
it is clear that the point

γ ,

D(γ ) f2(t) dt

lies on the upper boundary of the set R(f1, f2). Hence, the family of sets
{D(γ ) : γ ∈ [0, 1] } plays a crucial role in deriving the shape of the set R(f1, f2).
To find the form of the set D(γ )we use the Neyman–Pearson lemma (see Lehmann and Romano [4, p. 60]). This lemma
states that for each γ ∈ [0, 1]:
1. there exists a set D(γ ) for which (1) holds;
2. a set D(γ ) satisfies (1) if and only if there exists a number y ≥ 0, which depends on γ , such that
ID(γ )(t) =

1 when f2(t) > yf1(t),
0 when f2(t) < yf1(t),
(2)
where ID(γ ) stands for the indicator function of D(γ ).
Obviously, the indicator function ID(γ ) (and hence the set D(γ )) is uniquely determined (up to sets of Lebesgue measure
zero) except on the set on which f2(t) = yf1(t). On this set, ID(γ ) can be defined arbitrarily provided the resulting set D(γ )
has µ1 measure γ .
The Neyman–Pearson lemma implies the following theorem the proof of which is trivial and will be omitted.
Theorem 1. Let µ1, µ2 be probability measures on (R,BR) with Lebesgue densities f1, f2. Let the function G : [0, 1] → [0, 1]
be defined by
G(γ ) =

D(γ )
f2(t) dt for all γ ∈ [0, 1], (3)
where D(γ ) is any set of µ1 measure γ that satisfies (2). Then
R(f1, f2) =

(x, y) ∈ R2 : 0 ≤ x ≤ 1, 1− G(1− x) ≤ y ≤ G(x) . (4)
Remark 1. As pointed out by one of the referees, the family {D(γ )}γ∈[0,1] has the following interpretation in terms of a Hahn
decomposition. The zonoid R(f1, f2) satisfies so called hereditary overlapping boundary property, described by Candeloro
andMartellotti [3] in themore general case of quasi-measures. Using this property one obtains the existence of an increasing
family of sets {At}t∈[0,1] such that (a) µ1(At) = t and (b) µ2(At) = G(t) for all t ∈ [0, 1], where the function G is defined
by (3). Clearly, the family {D(γ )}γ∈[0,1], definedby (2), satisfies both conditions (a) and (b). It follows froma result of Greco [5]
(see also Theorem1.3 in the reference above) that for every γ ∈ [0, 1] there exists r > 0 such that the pair (X \ D(γ ),D(γ ))
represents a Hahn decomposition of the signed measureµ2− rµ1. Since this measure admits f2− rf1 as a density, it is clear
that the set D(γ )must satisfy condition (2).
In some cases the function G and the shape of the set R(f1, f2) can easily be found. This is illustrated in the proposition
below, which follows immediately from the Neyman–Pearson lemma.
Proposition 1. Assume that {x : f2(x) > 0} ⊂ {x : f1(x) > 0} = (0, 1) and denote r(x) = (f2(x)/f1(x)) I{f1(x)>0}, x ∈ (0, 1).
Let F−11 be the inverse function of F1. Then the following statements hold:
1. If the ratio r(x) is decreasing in x on (0, 1), then D(x) = 0, F −11 (x) and hence G(x) = F2(F −11 (x)).
2. If the ratio r(x) is increasing in x on (0, 1), then D(x) = F −11 (1− x), 1 and hence G(x) = 1− F2(F −11 (1− x)).
3. If the ratio r(x) is symmetric about x0 = 1/2 and decreasing in x on (0, 1/2), then D(x) =

0, F −11 (x/2)
∪F −11 (1− x/2), 1
and hence G(x) = F2

F −11 (x/2)
+ 1− F2 F −11 (1− x/2).
4. If the ratio r(x) is symmetric about x0 = 1/2 and increasing in x on (0, 1/2), then D(x) =

F −11
 1−x
2

, F −11
 1+x
2

and hence
G(x) = F2

F −11
 1+x
2
− F2 F −11  1−x2 .
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Example 1. As an application of the previous Proposition, we shall construct the Lyapounov set in the case where f1 is the
uniform density on (0, 1) and f2 is the Cauchy density normalized and restricted to the interval (0, 1). These densities vanish
outside (0, 1), otherwise are given by
f1(x) = 1 and f2(x) =
π
4
1+ π2 x− 12 2 , x ∈ (0, 1)
and the corresponding distribution functions F1 and F2 satisfy
F1(x) = x and F2(x) = 12 arctan

π
2

x− 1
2

+ 1
2
, x ∈ [0, 1].
Since the ratio r(x) is symmetric about x0 = 1/2 and increases in x on (0, 1/2), it follows fromProposition 1 that the function
G(x) has the form:
G(x) = F2

F −11

1+ x
2

− F2

F −11

1− x
2

= arctan
π
4
x

, x ∈ [0, 1].
3. Main result
Let f1, f2 be any probability Lebesgue densities on (R,BR) and let X1 and X2 be random variables, defined on some
probability space (Ω,F , P), which are distributed according to f1 and f2, respectively. The corresponding distribution
functions we denote by F1 and F2.
The results of Section 2 imply that the problem of finding the shape of R(f1, f2) becomes easy when the likelihood ratio
r(x), defined by
r(x) = f2(x)
f1(x)
I{f1(x)>0}
is monotonic in x on the set {x : f1(x) > 0}. To see this assume for simplicity that {x : f2(x) > 0} ⊂ {x : f1(x) > 0} = (a, b).
Then, we obtain:
D(γ ) =

a, F−11 (γ )

, when r is nonincreasing,
F−11 (1− γ ), b

, when r is nondecreasing,
for all γ ∈ [0, 1].
The situation becomes more complicated when the ratio r is not monotonic. In this section we will show, however, that for
any Lebesgue densities f1, f2 on (R,BR) there exist Lebesgue densities f ∗1 , f
∗
2 on (R,BR) such that:
1. f ∗1 is the density of the uniform distribution on (0, 1),
2. f ∗2 is nonincreasing in x on (0, 1),
3. R(f1, f2) = R(f ∗1 , f ∗2 ).
To this aim we first introduce the following function H : R→ [0, 1]
H(y) = P (f2(X1) > yf1(X1)) = µ1({x : f2(x) > yf1(x)}) (5)
=

{x:f2(x)>yf1(x)}
f1(x) dx.
Since the probability is computed underµ1, the inequality needs to be considered only for those setswhere f1(x) > 0, so that
H(y) is the probability that the random variable r(X1) = f2(X1)f1(X1) I{f1(X1)>0} exceeds y (see [4]). Hence, H(y) = P( r(X1) > y ),
y ∈ R, and we have the following result:
Lemma 1. H is a nonnegative, nonincreasing, right continuous function taking values in [0, 1] such that H(y) ≡ 1 for y < 0.
Moreover, ∞
0
H(s) ds =

{x∈R:f1(x)>0}
f2(x) dx. (6) y
0
H(s) ds =

{x:r(x)≤y}
f2(x)I{f1(x)>0} dx+ yH(y), y ≥ 0. (7)
Proof. Let H be the distribution function of the nonnegative random variable Y = r(X1), i.e.
H(y) = P( r(X1) ≤ y ), y ∈ R.
Hence H = 1− H and the first part of the lemma immediately follows from the properties of a distribution function.
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To prove (6) we denote by E [r(X1)] the expected value of r(X1). Then ∞
0
H(s) ds = E [r(X1)] =

R
r(x)f1(x) dx =

{x:f1(x)>0}
f2(x) dx.
Here the first equality follows from Feller [6, p. 150] and the third equality uses the fact that r(x)f1(x) = f2(x)I{f1(x)>0}(x).
To prove (7) we rewrite H(y) as
H(y) =

{x:f2(x)>yf1(x)}
f1(x) dx =

{x:r(x)>y}
f1(x) dx.
Then, by Fubini’s theorem, we have y
0
H(s) ds =
 y
0

{x:r(x)>s}
f1(x) dx

ds =

R
 min[r(x),y]
0
ds

f1(x) dx
=

R
min[r(x), y]f1(x) dx =

{x:r(x)≤y}
r(x)f1(x) dx+

{x:r(x)>y}
yf1(x) dx
=

{x:r(x)≤y}
f2(x)I{f1(x)>0} dx+ yH(y),
where the last equality follows from the form of r(x)f1(x). 
The following equality is a straightforward consequence of (6) and (7)
lim
y→∞ yH(y) = 0. (8)
Now we define the function H
−1 : (0, 1)→ [0,∞) by
H
−1
(x) = inf{y ≥ 0 : H(y) ≤ x } for all 0 < x < 1. (9)
Lemma 2. H −1 is a nonnegative, nonincreasing, right continuous function such that for any y ≥ 0,
x ∈ (0, 1) : H −1(x) > y

= x ∈ (0, 1) : x < H(y) . (10)
Moreover,
{x∈(0,1):H −1(x)≤y}
H
−1
(x) dx =
 y
0
H(s) ds− yH(y), (11) 1
0
H
−1
(x) dx =

{x∈R:f1(x)>0}
f2(x) dx. (12)
Proof. The first two facts follow trivially from (9). To prove the next two facts we use the identity H = 1 − H to rewrite
H
−1
(x), x ∈ (0, 1), as
H
−1
(x) = inf{y : H(y) ≤ x } = inf{y : H(y) ≥ 1− x } = H−1(1− x),
where H−1 is the quantile function (the inverse of the distribution function H). Then, the right continuity of H −1 and the
equality (10) follow from the properties of H−1 (see Shorack [7, pp. 111–113]). To complete the proof we use (9) and right
continuity and monotonicity of H to state that H(y) ≤ x iff y ≥ H −1(x), which implies that
H
−1
(x) =
 ∞
0
I{H(y)>x}(y) dy, x ∈ (0, 1).
Hence, by (10) and Fubini’s theorem, we obtain
{x∈(0,1):H −1(x)≤y}
H
−1
(x) dx =
 1
H(y)
H
−1
(x) dx =
 1
H(y)
 ∞
0
I{H(s)>x}(s) ds

dx
=
 y
0
 H(s)
H(y)
dx

ds =
 y
0

H(s)− H(y) ds
=
 y
0
H(s) ds− yH(y),
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where the third equality follows from the fact that H is nonincreasing and hence {(s, x) ∈ R+ × (0, 1) : H(y) < x < H(s)}
is empty if s > y. This proves (11). Letting y →∞ in (11) and using (6) and (8) we obtain (12). 
Throughout the rest of the paper we denote by f ∗1 the uniform density on (0, 1), i.e. we put f
∗
1 (x) = I(0,1)(x), x ∈ R. We
use the symbol f ∗2 for any Lebesgue probability density function on (R,BR), which satisfies
f ∗2 (x) = H −1(x) for all x ∈ (0, 1),
where H
−1
is given by (9). Clearly, f ∗2 is nonincreasing on (0, 1).
Lemma 3. For any y ≥ 0 the following equalities hold
{x:f2(x)>yf1(x)}
f1(x) dx =

{x:f ∗2 (x)>yf ∗1 (x)}
f ∗1 (x) dx, (13)
{x:f2(x)>yf1(x)}
f2(x) dx =

{x:f ∗2 (x)>yf ∗1 (x)}
f ∗2 (x) dx, (14)
{x:f2(x)=yf1(x)}
f1(x) dx =

{x:f ∗2 (x)=yf ∗1 (x)}
f ∗1 (x) dx. (15)
Proof. Note that f ∗1 (x) = 1 and f ∗2 (x) = H −1(x) for any x ∈ (0, 1). Moreover, f ∗1 (x) = 0 when x ∈ (0, 1)c . Hence, for each
y ≥ 0, we have
{x : f ∗2 (x) > yf ∗1 (x)} =

x ∈ (0, 1) : f ∗2 (x) > y
 ∪ x ∈ (0, 1)c : f ∗2 (x) > 0 .
Therefore, the Eq. (13) follows from (10), because
{x∈(0,1):f ∗2 (x)>yf ∗1 (x)}
f ∗1 (x) dx =

{x∈(0,1):H −1(x)>y}
dx =

{x∈(0,1):x<H(y)}
dx = H(y)
=

{x:f2(x)>yf1(x)}
f1(x) dx.
To prove (14), we note that
{x∈(0,1):H −1(x)>y}
H
−1
(x) dx =
 1
0
H
−1
(x) dx−

{x∈(0,1):H −1(x)≤y}
H
−1
(x) dx
=
 1
0
H
−1
(x) dx−
 y
0
H(s) ds+ yH(y)
=
 1
0
H
−1
(x) dx−

{x:r(x)≤y}
f2(x)I{f1(x)>0} dx,
where the second and third equality follow from (11) and (7), respectively. From this and the fact that f ∗2 (x) = H −1(x) and
f ∗1 (x) = 1 for x ∈ (0, 1), we obtain
{x:f ∗2 (x)>yf ∗1 (x)}
f ∗2 dx =

{x∈(0,1):f ∗2 (x)>yf ∗1 (x)}
f ∗2 dx+

{x∈(0,1)c :f ∗2 (x)>0}
f ∗2 dx
=

{x∈(0,1):H −1(x)>y}
H
−1
(x) dx+

{x∈(0,1)c }
f ∗2 dx
=
 1
0
H
−1
(x) dx−

{x:r(x)≤y}
f2(x)I{f1(x)>0} dx+

{x∈(0,1)c }
f ∗2 dx
= 1−

{x:r(x)≤y}
f2(x)I{f1(x)>0} dx =

{x:f2(x)>yf1(x)}
f2(x) dx,
which completes the proof of (14).
To prove (15) we use the right continuity of the functions H and H
∗
, given by
H(y) =

{x:f2(x)>yf1(x)}
f1(x) dx and H
∗
(y) =

{x:f ∗2 (x)>yf ∗1 (x)}
f ∗1 (x) dx,
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to obtain the following equalities
{x:f2(x)=yf1(x)}
f1(x) dx = lim
t→y−
H(t)− H(y).
{x:f ∗2 (x)=yf ∗1 (x)}
f ∗1 (x) dx = lim
t→y−
H
∗
(t)− H∗(y).
Now, the equality (15) follows from the fact that H(y) = H∗(y) for all y ∈ (0, 1) (see (13)). This completes the proof. 
The main result of this section is the following theorem.
Theorem 2. Let f1, f2 be fixed probability Lebesgue densities on (X,B) and let f ∗1 and f
∗
2 be the corresponding probability
Lebesgue densities defined above. Then R(f1, f2) = R(f ∗1 , f ∗2 ). Moreover,
R(f ∗1 , f
∗
2 ) =

(x, y) ∈ R2 : 0 ≤ x ≤ 1, 1− G(1− x) ≤ y ≤ G(x) ,
where the function G : [0, 1] → [0, 1] has the form
G(x) =

{t:f1(t)=0}
f2(t) dt +
 x
0
f ∗2 (t) dt for all x ∈ [0, 1]. (16)
Proof. Let γ ∈ [0, 1] be fixed and let the sets D(γ ) and D∗(γ ) maximize A f2(t) dt and A∗ f ∗2 (t) dt over all Borel sets A,
A∗ satisfying

A f1(t) dt =

A∗ f
∗
1 (t) dt = γ . From the Neyman–Pearson lemma there exist constants y, y∗ ≥ 0 such that
D(γ ) = {x : f2(x) > yf1(x)} ∪ C and D∗(γ ) = {x : f ∗2 (x) > y∗f ∗1 (x)} ∪ C∗. Here C and C∗ are any Borel sets such that
C ⊂ {x : f2(x) = yf1(x)} and C∗ ⊂ {x : f ∗2 (x) = y∗f ∗1 (x)}, which are chosen so that
{x:f ∗2 (x)>y∗f ∗1 (x)}
f ∗1 (x) dx+

C∗
f ∗1 (x) dx =

{x:f2(x)> yf1(x)}
f1(x) dx+

C
f1(x) dx = γ .
This implies, by (13) and (15), that we can put y∗ = y and that C∗ f ∗1 (x) dx = C f1(x) dx. Hence, C∗ f ∗2 (x) dx =
y

C∗ f
∗
1 (x) dx = y

C f1(x) dx =

C f2(x) dx and we have
D(γ )
f2(x) dx =

{x:f2(x)> yf1(x)}
f2(x) dx+

C
f2(x) dx
=

{x:f ∗2 (x)>yf ∗1 (x)}
f ∗2 (x) dx+

C∗
f ∗2 (x) dx =

D∗(γ )
f ∗2 (x) dx.
This proves that R(f1, f2) = R(f ∗1 , f ∗2 ).
To find the shape of the set R(f ∗1 , f
∗
2 ) we need to calculate the value G
∗(γ ) = D∗(γ ) f ∗2 (x) dx for each γ ∈ [0, 1] (see
Theorem 1). Since f ∗1 is zero outside the interval (0, 1) and since the set D∗(γ ) satisfies
{x : f ∗2 (x) > yf ∗1 (x)} ⊂ D∗(γ ) ⊂ {x : f ∗2 (x) ≥ yf ∗1 (x)}, (17)
it follows that A = {x ∈ (0, 1)c : f ∗2 (x) > 0} ⊂ D∗(γ ). Thus, we must have

D∗(γ )∩ (0,1) f
∗
1 (x) dx = γ , because

D∗(γ ) f
∗
1 (x) dx
= γ and A f ∗1 (x) dx = 0. From (17) this implies that we can take D∗(γ ) ∩ (0, 1) = (0, γ ), because on the unit interval we
have f ∗1 (x) = 1 and f ∗2 (x) = H −1(x), where the function H −1 is nonincreasing inside (0, 1). Hence, y = y∗ = f ∗2 (γ ) and
G∗(γ ) =

D∗(γ )
f ∗2 (x) dx =
 γ
0
f ∗2 (x) dx+

{x∈(0,1)c :f ∗2 (x)>0}
f ∗2 (x) dx
=
 γ
0
f ∗2 (x) dx+

{x∈R:f1(x)=0}
f2(x) dx,
where the last equality is implied by (12). This completes the proof. 
Example 2. Consider construction of the Lyapounov set in the case where f1 is the uniform density on (0, 1) and the density
f2 is given by
f2(x) = I0, 12 (x)(−8x(x− 1))+ I 12 ,1(x)8(x− 1)2, x ∈ R.
Although f2 vanishes outside (0, 1), Proposition 1 cannot be applied, because its assumptions are not satisfied by the
likelihood ratio r(x). Therefore, to find the shape of R(f1, f2), we will use Theorem 2. To derive the form of both the density
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f ∗2 and the function G we fix y > 0 and observe that the function f2 increases on (0, 1/2) and decreases on [1/2, 1). This
implies that
{x : f2(x) > yf1(x)} = {x : f2(x) > y} = (x1, x2),
where x1 = 12−

(2−y)
8 and x2 = 1−

y
8 solve the equations y = −8x(x−1), x ∈ (0, 1/2) and y = 8(x−1)2, x ∈ [1/2, 1),
respectively. Hence,
H(y) =

{x:f2(x)>yf1(x)}
f1(x) dx =
 x2
x1
dx =

1−

y
8

−

1
2
−

(2− y)
8

.
To find the function H
−1
, we note that the equation H(y) = x yields (y − 1)2 = 1 − 16(1 − x)2x2, which implies by a
simple calculation that
H
−1
(x) = 1− 2

x− 1
2

−4x2 + 4x+ 1, x ∈ (0, 1).
Since

{t:f1(t)=0} f2(t) dt = 0, it follows that f ∗2 (x) = H
−1
(x)I(0,1)(x). Hence,
G(x) = G∗(x) =
 x
0
f ∗2 (t)dt = x+
1
6
(1− 4(x− 1)x)3/2 − 1
6
. (18)
4. Applications to cake division problem
Let (X,B) be a measurable space and letµ1, µ2, . . . , µn denote nonatomic probability measures defined on the σ -field
B. By P = {Ai}ni=1 we denote a finite measurable partition ofX, i.e. a collection of disjoint measurable subsets A1, A2, . . . , An
ofX satisfying ∪ni=1 Ai = X. Let P n be the set of all measurable partitions P = {Ai}ni=1 ofX. Suppose that α = (α1, . . . , αn)
is a point from the open simplex Sn, defined by
Sn = {s = (s1, . . . , sn) ∈ (0, 1)n : s1 + · · · + sn = 1}.
Definition 1. A partition Pα = {Aαi }ni=1 ∈ P n is an α-optimal, if
min
1≤i≤n

µi(Aαi )
αi

= sup

min
1≤i≤n

µi(Ai)
αi

: P = {Ai}ni=1 ∈ P

.
The problem of α-optimal partitioning of a measurable space (X,B) can be interpreted as the well-known problem of fair
division of an object X (e.g. a cake) among n participants (cf. [8,9]). Here, each measure µi, i = 1, . . . , n, represents the
individual evaluation of sets from B. Dividing X fairly we are interested in giving the i-th person a set Ai ∈ B such that
µi(Ai) ≥ 1/n for i = 1, . . . , n. A simple andwell-knownmethod for realizing a fair division (of a cake) for two players having
the same shares is ‘‘for one to cut, the other to choose’’. Steinhaus in 1944 asked whether a fair procedure for dividing a cake
among n participants could be found if n > 2. He found a solution for n = 3 and Banach and Knaster (cf. [8]) showed that
the solution for n = 2 could be extended to arbitrary n. The result of Dubins and Spanier [9] implies that for any α ∈ Sn
there exists a partition P = {Ai}ni=1 such that µi(Ai) ≥ αi, i = 1, . . . , n (with strict inequalities for all i, if µk ≠ µj for some
k ≠ j). The α-optimal partition Pα = {Aαi }ni=1 satisfies this condition. Moreover, there exists a number vα ≥ 1 such that
µi(Aαi ) = vααi for all 1 ≤ i ≤ n.
The problem of fair division has been considered in many variants by various authors and the following two main
approaches are discussed in the literature:
1. proving the existence of a partition of X satisfying given optimality criteria (see e.g. Legut and Wilczyński [10,11],
Sagara [12], Weller [13]),
2. finding an exact division algorithm for a fair partition ofX, which satisfies some criteria (see e.g. Brams and Taylor [14],
Brams et al. [15,16], Woodall [17]).
Most of the existence results are based on Lyapounov convexity theorem (see [1]) and its generalization due to Dvoretzky
et al. [18]. This generalization was used by Legut and Wilczyński [10] to establish the existence of the α-optimal partition.
In this section we use the latter result, along with Theorem 2, to find the explicit form of this partition in the simplest case
of n = 2.
According to the result of Dvoretzky et al. [18], the set
P(µ1, . . . , µn) =

(µ1(A1), . . . , µn(An)) ∈ [0, 1]n : P = {Ai}ni=1 ∈ P n

is compact and convex inRn. In the two dimensional case this result follows from the Lyapunov convexity theorem, because
P(µ1, µ2) is a symmetric transformation of the set R(µ1, µ2)with respect to the line x = 12 , i.e.
P(µ1, µ2) =

(x, y) ∈ [0, 1]2 : (1− x, y) ∈ R(µ1, µ2)

. (19)
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As mentioned above, the compactness and convexity of the set P(µ1, . . . , µn) can be used to prove that the α-optimal
partition Pα = {Aαi }ni=1 exists. The problem is to find this partition explicitly and to calculate the number
vα = sup

min
1≤i≤n

µi(Ai)
αi

: P = {Ai}ni=1 ∈ P n

.
Some estimation for the number vα for α =  1n , . . . , 1n  was given by Elton et al. [19]. Then this result was improved and
generalized for any α ∈ Sn in Legut [20]. Moreover, Legut and Wilczyński [10,11] proved that
1. vα = max {t ≥ 1 : t(α1, . . . , αn) ∈ P(µ1, . . . , µn)};
2.

µ1(Aα1 ), . . . , µn(A
α
n )
 = vα(α1, . . . , αn).
Now we use these facts and Theorem 2 to calculate the number vα in the simplest case of two players (n = 2). In this
special case we also derive the form of the α-optimal partition Pα = {Aαi }2i=1. To state this result we use the notation of
Theorem 1. To apply this theorem directly, we assume thatX is a Borel subset of R and thatB is the Borel σ -field onX.
Theorem 3. Let µ1, µ2 be probability measures on (X,B) with Lebesgue densities f1, f2 and let α = (α1, α2) be a fixed point
from the simplex S2. Then vα = xα
α1
, where xα is the root of the equation
α2
α1
x = G(1− x). Moreover, the α-optimal partition has
the formX \ Aα2 , Aα2 , where Aα2 is any set of µ1 measure 1− xα , which satisfies
{x : f2(x) > yα f1(x)} ⊂ Aα2 ⊂ {x : f2(x) ≥ yα f1(x)} (20)
with yα = H −1(1− xα).
Proof. Let the function G be defined by (3). From (19) and (4) we get
P(µ1, µ2) =

(x, y) ∈ [0, 1]2 : 1− G(x) ≤ y ≤ G(1− x) .
Since vα = max {t ≥ 1 : t(α1, α2) ∈ P(µ1, µ2)}, it follows that vα is the value of t at which the line t(α1, α2), t ∈ R,
crosses the upper boundary G(1− x), 0 ≤ x ≤ 1, of the setP(µ1, µ2). This proves that vα = xα/α1.
Now, note that the point (µ1(Aα1 ), µ2(A
α
2 )) = (vαα1, vαα2) lies on the upper boundary of the setP(µ1, µ2). Hence the
point (µ1(Aα2 ), µ2(A
α
2 )) = (1−vαα1, vαα2) = (1−xα, vαα2) belongs to the upper boundary of the setR(µ1, µ2). From this,
and from the second part of the Neyman–Pearson lemma, it follows that the relationship (20) holds for some yα ≥ 0. Using
arguments analogous to those in the proof of Theorem 2 we deduce that yα = y∗α = f ∗2 (1− xα). The proof is complete. 
Remark 2. As pointed out by one of the referees (cf. Remark 1 after Theorem 1), the α-optimal partition (X \ Aα2 , Aα2 ) is any
Hahn decomposition of the signed measure µ2 − yαµ1, where yα = H −1(1− xα).
Example 3. We find the α-optimal partition for the measures defined in Example 2 for α =  13 , 23 . First from the equation:
2x = G(1− x) = 1− x+ 1
6
(1+ 4x(1− x)) 32 − 1
6
we obtain xα ≈ 0.433 where G is given by (18). Hence, yα = f ∗2 (1 − xα) ≈ 0.811, because f ∗2 (x) = 1 −
2

x− 12
√−4x2 + 4x+ 1. It follows from Example 2 that:
D(1− xα) = [x1, x2],
where x1 = 12 −

(2−yα)
8 and x2 = 1−

yα
8 .
Finally we obtain the explicit form of the α-optimal partition:
Aα1 = [0, 0.114) ∪ (0.681, 1], Aα2 = [0.114, 0.681].
Inmost cases, finding an exact division algorithm for a fair partition ofX is not easy. Therefore, one of themost interesting
problem is to find aminimal number of cuts needed to obtain a partition, which is optimal in some sense (see e.g. [2,14,21]).
In the case ofα-optimal partition for twoplayers this quantity can be easily evaluated, because the formof the setAα2 (cf. (20))
depends on the number of sign changes of the function f2(x)−yα f1(x), x ∈ X. Wewill use this fact in the proposition below.
Proposition 2. Let α ∈ S2 and k ∈ N be fixed. Then there exist measures µ1, µk2 on
[0, 1],B[0,1] for which the minimal
number of cuts needed to obtain the α-optimal partition of [0, 1] equals 2k.
Proof. Let µ1 = λ be the Lebesgue measure on
[0, 1],B[0,1] and let f1 = dµ1/dλ = I[0,1](t), t ∈ R. Denote by φ the
density of the triangular distribution on [0, 1] and let ψ be the periodic extension of φ outside [0, 1], i.e.
φ(t) = 2 (1− |2t − 1|) I[0,1](t) and ψ(t) =

m∈Z
φ(t −m), t ∈ R,
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where Z = {0,±1, . . .}. It is easy to verify that the function f k2 , given by
f k2 (t) = ψ(kt)I[0,1](t), t ∈ R,
is the Lebesgue probability density function. Let µk2 be the measure determined by the density f
k
2 . For any y ∈ (0, 2), the
set {t : f k2 (t) > yf1(t)} consists of exactly k disjoint intervals and λ({t : f k2 (t) = yf1(t)}) = 0. The Neyman–Pearson
lemma implies that for any α ∈ S2, the minimal number of cuts needed to obtain the α-optimal partition, corresponding to
(µ1, µ
k
2), equals 2k. 
Remark 3. In the above Proposition, the setP(µ1, µk2) is the same for each k ∈ N, because the density f ∗2 , which corresponds
to f k2 , has the form f
∗
2 (t) = 2(1 − t)I(0,1)(t) (see the proof of Theorem 2). Moreover, the result of this Proposition can be
easily extended to the case where φ is any Lebesgue probability density function on [0, 1].
5. Final remarks
To prove our main result we have used a transformation, which assigns to each probability density function f on (0, 1)
a corresponding probability density function f ∗, which is nonincreasing on (0, 1) and satisfies equalities of Lemma 3 (with
f2, f1 and f ∗2 replaced by f , the uniform density and f ∗, respectively). The analogous transformation can also be defined for a
larger class FM , which contains all Lebesgue measurable functions f : R→ [0,∞) such that ∞
−∞
f (x)dx = M and

{x:f (x)>0}
dx <∞.
HereM is a fixed positive real number. This transformation, which we denote below by D, assigns to each function f ∈ FM
the function f ∗ = Df given by
f ∗(x) = inf{t ≥ 0 : H(t) ≤ x} for x ∈ (0,M),
where H(y) = {x:f (x)>y} dx, for y ∈ R.
It follows from our previous considerations that the transformation D has the following properties:
1. D : FM → FM .
2. Df is nonincreasing function (on its support) for any f ∈ FM .
3. Df (x) ≡ 0 for x < 0.
4. Df = f if f ∈ FM is nonincreasing function and f (x) ≡ 0 for x < 0.
The example below shows that the transformation D can be interpreted as a kind of a sorting procedure.
Example 4. Assume we have a finite sequence of real positive numbers {ai}ni=1 to be sorted decreasingly. Define a function
f : R→ R by
f (t) =

ai : t ∈ [i− 1, i), for i = 1, . . . , n
0 : t ∉ [0, n).
It is easy to verify that {bi}ni=1 where bi = Df

i+ 12

is nonincreasing sequence of numbers obtained from the numbers
{ai}ni=1.
The transformation D can also be useful in some economic applications. The well known Pareto Principle (80–20 rule)
describes the phenomena of unequal distribution of most things in economy. It states, for example, that 20% of customers
create 80% of the revenue, that 20% of the people own 80% of the wealth, and so on.
Assume that a real function f : [0, 1] → [0,∞) describes the behaviour of some economic phenomenon. Here, f may,
for example, be the income level per month in some population represented by the unit interval [0, 1]. It means that we
have a continuum of players and that each player x ∈ [0, 1] earns f (x) amount of money. Assume thatM =  10 f (t)dt <∞
and define
G(x) = 1
M
 x
0
Df (t)dt for all x ∈ [0, 1].
It turns out that the function G is the so-called Pareto curve which is very useful in analysing the phenomena described by
the function f . Thus Pareto principle holds if G(0.2) ≥ 0.8.
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