, the corrected score function is The score function is computed by using a read data in Appendix
Incorrect formula of Emura and Konno (2012) where
The error occurred in the third and fourth components of U * i (θ). To confirm that Eqs. (1) and (2) are correct, we focus on the third component of Eq. (1):
We compute the score functions using a real data from Appendix. Then, compare Eq. (3) with the numerical derivative
where h = 10 −7 . The results are given in Table 1 . We see that there is virtually no difference between the corrected formula and the numerical derivative. On the other hand, the values of the formula of Emura and Konno (2012) are remarkably different from those of the numerical derivative. They showed that w is strictly decreasing, reflecting the decreasing loss of information at inclusion probability c. However, they do not give the formula ofẇ(c) = dw(c)/dc, and their claimẇ(1/2) = √ 2/π (1 − 4/π ) is incorrect. Here we provide an explicit derivative given bẏ
With this formula, one haṡ
We have confirmed the correctness of Eqs. (4) and (5) in Table 2 .
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Appendix: Data on scores from examination and homework (Chung 2013)
The example is due to Chung (2013) . Accordingly, the observed data is (L j , X j ), subject to L j ≤ X j , for j = 1, 2, . . . , 7 in which 7 out of 10 samples are included. 
