Abstract-Two iterative methods based on matrix splitting are presented so as to facilitate the least squares identification ofjnite impulse response (FIR) systems. The first method yields an order recursive solution to a recently proposed fixed order iterative procedure. The second is a simplified and computationally efficient method and is applicable when the input signals are white, or nonwhite with a correlation coefficient of value less than 1/3. Convergence performance of both algorithms is briefly discussed.
I. INTRODUCTION
The problem of solving least squares identification of finite impulse response (FIR) or moving average (MA) systems based on an iterative method by matrix splitting has recently been proposed by Ohsmann [I] . The iterative procedure involves the inversion of a Toeplitz matrix for a given fixed order case. As mentioned by Ohsmann, his algorithm requires only a few iterations to obtain satisfactory results and uses 0 ( N ' ) arithmetic operations per iteration. In this paper we wish to extend Ohsmann's approach to obtain an order recursive solution by using the linear prediction lattice algorithm treated by Marple [ 2 ] . An attractive feature of the proposed order recursive algorithm is that it provides the Toeplitz matrix inversion as Cholesky decomposition at no extra computational requirement. Additionally, we discussed a simplified matrix splitting iterative method which provides an efficient solution for situations when the input process is nearly white or has a fast decaying autocorrelation function.
In an FIR system identification model, error between a reference (unknown) system output ~( k ) , and the FIR filter output f ( k ) , is given by M e ( k ) = y(k) -~( k ) = y ( k ) -C a : x ( k -rn) ( I ) where a: are the Mth order FIR filter impulse response values and x ( k ) is the input data. Now ( I ) can be represented in the vector form as follows:
where
The above formulation is generally referred to as the covariance method [ 3 ] . Note that N is the number of data samples available
The least squares solution of ( 2 ) for obtaining U,,, results in where R, = X L X , and r, = X k y ( k ) . Note that R,,, is symmetric but not Toeplitz. It, however. has certain shift invariant properties similar to those found in a Toeplitz matrix [21-[4] . A direct solution of (3) requires the inversion of R,,, which may be computationally prohibitive for large order systems. By resorting to the split matrix iterative methods [SI. we have two alternative solutions depending on whether the input signal is nearly white.
or an arbitrary colored sequence. For the latter. Ohsniann's [ 11 method is applicable and is discussed in Section 11. A simple method is proposed in Section I11 for the former.
THE ITERATION PROCEDURE
We briefly summarize the matrix iteration procedure as follows [ I ] : Split the matrix R, into R, = T + S with E { R,+,} = E { T } where T is a Toeplitz approximation of R,. One such approximation is given in [ l ] , where the elements of T. t ( i ) are given by
,
where r, ( i + j , j ) are the elements of R,. We then have where U:) = T -' r , M is the initial condition. The iterative solution of U:! converges to the solution U, of ( 3 ) provided the spectral radius of (/,+ I -T-'R,) is less than unity, where I,+,+ I is an M + 1 X M + 1 unity matrix, Since RM is obtained as a product of two nonsquare Toeplitz matrices [see ( 3 ) ] and T is a Toeplitz approximation of R,, the convergeace condition is always met with a strong probability.
We now determine an expression for the convergence factor P;,'', a measure of the convergence rate of the iteration. From (4).
we can obtain the coefficient error vector ( s a )
where we have made use of (3) and defined e:," = U ; ' -U,, j = 0, 1, . . . , n . Taking n o m s on both sides of (5a) yields the convergence parameter
where /I. / I z is the 1-2 norm and 11. 11 is the spectral norm AS the iterations progress, it is desirable to compute the convergencc factor p!'''. This gives an indication of convergence performance of the iteration process. For this purpose, from ( 3 ) . Ict us U . S . Government work not protected by U . S . copyright define the following error vectors
Note that the vector R,a:" is not required to be computed separately. but is available as part of (4) We can now use the ratio between the two as a measure of convergence and can be related to (5b) yielding
A . Derilntion of Upper Bound on p""
Consider that the FIR filter input x ( k ) is white Gaussian with zero mean. As a result the matrix RM is diagonal with entries ( N -M ) a;. where a; is given by (see (2) . (3))
We then obtain the spectral norm of R, as follows ( 5 , p. 9):
where z is an M + I X 1 vector with unity entries every where yielding the I -2 norm I/ z 112 = m, and a? is the variance of the input process. The spectral noms of T -' and S are then obtained as mean and standard deviation of I/ R, 11, given by 161
From ( 1 I ) we have the bound
Even though the upper bound on pj."' has been derived for a white noise input assumption. the validity of this expression for a colored noise situation is demonstrated by the experimental results as detailed in Section IV.
B. Computation ofng' m i l T -'
From ( 3 ) , we now obtain an augmented equation given by w h e r e r , ( O ) = y ' ( k ) y ( k ) a n d~~= r , 
M 121:
In addition to the recursions in (14). we can also compute e:" recursively which can be used as a recursion stopping parameter, if desired. Finally, we need the following initial conditions to start the recursions in (14) At the end of M recursions in (14). we have ut' that goes into (16) where U$' = D -Ir,. One immediate advantage of this method is its computational savings. Note that no matrix inversion is required and we only need one matrix vector multiplication per iteration.
A. Convergence Condition
The convergence of (16) requires that the largest eigenvalue of the matrix (I,+ I -D-IR,) be less than unity. For example, for a pure white noise input case, the term D -IR, yields a unity matrix and the convergence is assured. However, for a nonwhite or colored input process having a fast decaying autocorrelation function, we need to determine the bound on the correlation coefficient of the input process at lag one' a , which guarantees the convergence of the iteration (16). The Appendix presents a derivation for this bound, given by 0 < CY < 1/3. Thus, if we know that 0 < a < 0.333 a priori, then we can use the simplified algorithm.
B. Convergence Factor simplified algorithm
Similar to ( 5 ) , (6). we define the convergence factor p',"', for the where Q = ( I M + I -D -'R,) (see (A2)). We now obtain the bound on pt"' as a function of the spectral radius of the matrix Q. Since the M + 1 X M + 1 matrix R , is known to be symmetric, the matrix Q is also symmetric. For a square symmetric matrix, the spectral norm is equal to its spectral radius [ 5 . theorem 1.31. From the Appendix we have the spectral norm, given by (see (A4)) Consequently, from (17). (IS), the bound on the convergence factor is obtained as where we have assumed that 0 I CY < 1 / 3 and M is large, say M > IO. Comparing (12) and (19), we notice that (19) does not contain the terms N , the number of data, and M , the FIR model order. dence of (19) on M may be seen in (A3); from the bound that N 2 2 M + I , the convergence factor depends on N . Also, in obtaining the results in the Appendix, we have assumed that the autocorrelation matrix is both symmetric and Toeplitz. We require a large data to satisfy this assumption. Nevertheless, the convergence factor primarily depends on the value of a ( 0 5 a < 1 / 3 ) .
IV. SIMULATION RESULTS We considered both white noise and colored noise inputs in cvaluating the convergence performance of the two iterative methods discussed here. The colored input data is generated as a single pole process x ( k ) = a x ( k -I ) + w ( k ) , where w ( k ) is a pure white noise process. Also, we present results on the identification of FIR systems in the presence of noise. The results are presented as plots of measured convergence factors versus the number of iterations. We shall refer to the iteration method discussed in Section I1 as method I, and the simplified method of Section 111 as method 11.
The reference (unknown) system considered is a 24th order linear phase FIR filter taken from 181. 
400
. We have observed that the convergence factor obeyed the bound set by (12) only for N > 300. This may be attributed to some assumptions that are made in deriving the bound (see Section 11). Fig. 2 shows the convergence performance of method I1 where the input x ( k ) is obtained using a = 0.2. For the same a and N , method I always converged faster than method 11. The dashed line indicates the bound set by (19) and the solid lines are due to measurement. We have noticed that the convergence has slowed down with increasing a , and also required more data points N . For example, when a = 0.3, the iteration did not converge at N = 200. Also, we have observed divergence of the iteration for 01 > I /3.
Let us now consider the FIR system identification in noise where y ( k ) has been obtained as a sum of the reference (unknown) system output y ' ( k ) and an uncorrelated white noise ~( k ) .
The signal-tonoise ratio (SNR) at the output is defined as SNR = I O log,,, (af,/o:,) , where is the variance of the reference system output y ' ( k ) and U: . is the variance of the additive noise t j ( k ) .
The convergence performance of method I for the additive noise case is shown in Fig. 3 . The solid lines indicate the no noise case and the two broken lines the additive noise case. Notice that the convergence rate of the iteration has not been affected much by the additive noise at the output. Fig. 4 shows the performance of method I1 in noise. We observe that the convergence rate is highly affected by the noise at low data lengths (note the N = 100 case). However. for N 2 200. the convergence rate with noise added at the output is comparable to that of the no noise case.
V. CONCLUSIONS We presented two iterative methods based o n matrix hplitting to solve the least squares identification of FIR systems. The first method extends a recently proposed procedure by Ohsmann [ I ] to an order recursive solution. This method does not involve any direct matrix inversion and solves the initial estimate by incorporating a lattice algorithm. We also derived a more accurate expression for the convergence factor which indicates the convergence performance of the iteration (4). The second method is a simplified iterative procedure for situations where the input is known to be white or nonwhite with a correlation coefficient of value a < I /3. where we let M be large such that cos ( T / M + 2 ) = 1 in (A4).
The convergence condition requires that I A, , , I < 1 which yields the bound 01 < 1/3.
