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Resumen
En este trabajo, se realiza un estudio de la dimensio´n del a´lgebra generada por
dos matrices conmutantes mediante dos me´todos diferentes; en el primero se usan
herramientas del A´lgebra Lineal y en el segundo se usan razonamientos de la
Geometr´ıa Algebraica. Adema´s, se realiza un estudio de la irreducibilidad de la
variedad de m-uplas de matrices conmutantes de taman˜o n× n para valores de m
y n particulares.
Abstract
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INTRODUCCIO´N
Los objetivos principales de este trabajo son:
1. Estudiar la dimensio´n del a´lgebra generada por dos matrices conmu-
tantes con elementos en un cuerpo algebraicamente cerrado.
2. Estudiar la irreducibilidad de las variedades de m-uplas de matrices
conmutantes de taman˜o n× n.
3. Estudiar la extensio´n del Teorema de Takagi a matrices que conmutan
con su traspuesta.
En [1] y [2] se estudia la dimensio´n del a´lgebra generada por dos matrices con-
mutantes desde dos puntos de vista: el primero de ellos hace uso de algunos
resultados ba´sicos del A´lgebra Lineal como el Teorema de Cayley-Hamilton
sobre anillos conmutativos con unidad, el Teorema Chino de los Restos y
el Teorema de Interpolacio´n de Langrange. En el segundo, se hace uso del
Teorema de Motzkin-Taussky y del Teorema de la dimensio´n de fibras de la
Geometr´ıa Algebraica.
El tema sobre variedades de matrices conmutantes se ha extendido en la
actualidad al estudio de la dimensio´n y la irreducibilidad de las variedades de
m-uplas de matrices de taman˜o n×n. Los resultados principales se encuentran
desarrollados en [2], [6], [7], [8], [9] y [10].
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Nuestro tercer objetivo pretende extender los resultados de Takagi relativos
a la factorizacio´n de matrices sime´tricas y antisime´tricas complejas, a las
matrices que conmutan con su traspuesta. Algunos resultados preliminares
sobre este tema se han desarrollado en [12].
En el primer cap´ıtulo de este trabajo se expone la cota para la dimensio´n
del a´lgebra generada por dos matrices conmutantes desde el punto de vista
del A´lgebra Lineal. En el segundo cap´ıtulo se desarrollan resultados corres-
pondientes a la irreducibilidad de la variedad de m-uplas de matrices n× n
conmutantes y cotas para la dimensio´n de dicha variedad para algunos valores
de m y n. En el tercer cap´ıtulo se enuncian y desarrollan caracterizaciones
para matrices que conmutan con su traspuesta en el caso 3×3. Los ape´ndices
contienen resultados ba´sicos del A´lgebra Lineal y la Geometr´ıa Algebraica,
necesarios para el desarrollo de este Trabajo Final.
Notacio´n
F Cuerpo algebraicamente cerrado
C Nu´meros Complejos
Cn Espacio vectorial complejo de n−vectores complejos
∂p Grado de un polinomio p ∈ F [x]
Mn(F ) Espacio de las matrices n× n con entradas en F
Sn(F ) Espacio de las matrices sime´tricas con entradas en F
ASn(F ) Espacio de las matrices antisime´tricas con entradas en F
Rn(F ) Conjunto de matrices regulares con entradas en F
GLn(F ) Conjunto de matrices inversibles con entradas en F
Un(F ) Conjunto de matrices unitarias con entradas en F
On(F ) Conjunto de matrices ortogonales con entradas en F
a·j j-e´sima columna de la matriz A ∈Mn(F )
ai· i-e´sima fila de la matriz A ∈Mn(F )
As Parte sime´trica de A ∈Mn(F )
Aas Parte antisime´trica de A ∈Mn(F )
AT Traspuesta de A ∈Mn(F )
η(A) Altura de la matriz A ∈Mn(F )
σ(A) Espectro de la matriz A ∈Mn(F )
J(n, λ) Bloque de Jordan de taman˜o n× n y valor propio λ
A(A,B) A´lgebra generada por A,B ∈Mn(F )
C(m,n) Variedad de m-uplas de matrices conmutantes en Mn(F )
Tn(F ) Conjunto de matrices que conmutan con su traspuesta en Mn(F )
CAP´ITULO 1
DIMENSIO´N DEL A´LGEBRA GENERADA POR
DOS MATRICES CONMUTANTES
En este cap´ıtulo estudiaremos la dimensio´n del a´lgebra A(A,B) desde el
punto de vista del A´lgebra Lineal. Para tal fin tendremos como referencia [1]
y usaremos el Teorema de Cayley-Hamilton sobre anillos conmutativos con
unidad, el Teorema Chino de los Restos y el Teorema de Interpolacio´n de
Langrange.
1.1. El a´lgebra A(A,B)
Sean A,B ∈ Mn(C) tales que AB = BA. Primero observemos que, si el
polinomio mı´nimo de una matriz A de taman˜o n×n tiene grado m, 0 ≤ m ≤
n, entonces las matrices
I, A,A2, . . . , Am−1
son linealmente independientes, y su expansio´n es el a´lgebra
Alg(A) = Alg(A, I), A0 = I.
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Por esta razo´n, es posible imaginar que la dimensio´n en cuestio´n es menor o
igual que n. Si la matriz identidad se reemplaza por cualquier matriz B que
conmuta con A, entonces la ecuacio´n de Hamilton-Cayley [A.2] implica que
el espacio vectorial generado por las matrices
AiBj, (0 ≤ i, j ≤ n− 1)
es igual al Alg(A,B) generada por A y por B. Esto hace evidente que la
dimensio´n de Alg(A,B) no es mayor que n2. Para matrices sobre campos
algebraicamente cerrados el mayor valor posible de esta dimensio´n es n. Esta
desigualdad para la dimensio´n fue probada por Gerstenhaber [3], quien hizo
uso de algunas te´cnicas de la Geometr´ıa Algebraica.
Nuestro propo´sito en este cap´ıtulo es mostrar en detalle la prueba debida a
J. Barr´ıa y P. Halmos [1], que utiliza so´lo me´todos “elementales” del A´lgebra
Lineal y que adema´s, muestra concretamente una base de vectores para el
a´lgebra generada.
La herramienta central de la prueba es la Ecuacio´n general de Hamilton-
Cayley sobre anillos conmutativos con unidad.
Vale la pena anotar, que la forma general de la desigualdad para la dimen-
sio´n puede ser vista como una ecuacio´n de Hamilton-Cayley mejorada, en
el sentido que no so´lo muestra la cota para la dimensio´n sino que, adema´s,
expone una base para el a´lgebra A(A,B).
A lo largo del trabajo, las matrices tendra´n sus entradas en un cuerpo alge-
braicamente cerrado F . En algunas situaciones, la forma cano´nica de Jordan
sera´ utilizada.
Los resultados, la notacio´n y la terminolog´ıa que se usara´n son los siguientes:
Proposicio´n 1.1. Toda matriz es la suma directa de matrices uniespec-
trales (matrices con un so´lo valor propio), y toda matriz uniespectral es la
suma directa de matrices uniespectrales c´ıclicas (Recordemos que una trans-
formacio´n lineal A se llama c´ıclica, si su polinomio mı´nimo coincide con su
polinomio caracter´ıstico).
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Proposicio´n 1.2. Toda matriz c´ıclica uniespectral es similar a un bloque de
Jordan (ma´s espec´ıficamente, a un bloque triangular superior de Jordan).
Definicio´n 1.3. Un bloque de Jordan de taman˜o n con valor propio λ,
denotado por J(n, λ), es una matriz cuadrada de la forma
J(n, λ) =

λ 1 0 · · · 0
0 λ 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · λ
 .
Proposicio´n 1.4. La representacio´n de una matriz como suma directa de
matrices uniespectrales, es a su vez, una suma directa de bloques de Jordan
asociados a la forma de Jordan de la matriz.
Proposicio´n 1.5. Dos matrices son similares si, y so´lo si, sus formas de
Jordan coinciden (salvo el orden en el cual este´n escritos los sumandos de la
suma directa).
Definicio´n 1.6. Sea A ∈ Mn(F ). La altura de A es el mayor nu´mero de
sumandos directos c´ıclicos que aparecen en la suma uniespectral directa de la
forma de Jordan. La altura sera´ denotada por η.
Se puede verificar que la altura es el nu´mero de factores invariantes de la
matriz. Algunos ejemplos son:
1. Si A es una matriz escalar de taman˜o n, η(A) = n. De forma ma´s
general, si
A = J(n1, λ)⊕ · · · ⊕ J(nk, λ),
entonces A es uniespectral y η(A) = k.
2. Si A es una matriz diagonal con valores simples u´nicamente, entonces
η(A) = 1. Ma´s generalmente, si
A = J(n1, λ1)⊕ · · · ⊕ J(nk, λk),
con λi 6= λj siempre que i 6= j, entonces η(A) = 1.
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Sin pe´rdida de generalidad, probaremos el teorema suponiendo que A esta´ en
la forma de Jordan. Este supuesto, hace posible el uso de te´cnicas computa-
cionales simples para la prueba. Surge ahora la siguiente pregunta: ¿Que´ tipo
de matrices conmutan con un bloque de Jordan?
Dado que J(n, 0) y J(n, λ) = J(n, 0) + λI tienen el mismo centralizador, sin
pe´rdida de generalidad, podemos restringirnos a los bloques de Jordan con
valor propio 0. La restriccio´n hace posible simplificar la notacio´n. Desde ahora
escribiremos J(n) = J(n, 0). La ciclicidad de J(n) responde la pregunta de
la conmutatividad planteada anteriormente. As´ı, si
J(n)B = BJ(n),
entonces
B = p(J(n))
para algu´n polinomio p ∈ F [X].
Una pregunta ma´s interesante es: ¿Que´ tipo de matrices conmutan con una
suma directa de bloques de Jordan?
Una mirada a la forma en que se multiplican matrices conformadas por blo-
ques de matrices, muestra que la solucio´n a esta pregunta se reduce a respon-
der cua´les matrices pueden construirse a partir de dos bloques de Jordan, que
tengan la siguiente estructura en bloques[
0 p(J(m))
]
o´
[
p(J(k))
0
]
.
Lema 1.7. Si B es una matriz m× k, tal que
J(m)B = BJ(k),
entonces existe un polinomio p ∈ F [X] tal que
B =
[
0 p(J(m))
]
, si m ≤ k,
o´
B =
[
p(J(k))
0
]
, si m ≥ k.
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En el caso m = k, el bloque cero se considera ausente y por lo tanto las dos
formas coinciden.
Demostracio´n. Si m 6 k,
J(m+ k) =
[
J(m) Pmk
0 J(k)
]
,
donde 0 corresponde a la matriz nula de taman˜o k×m y Pmk es una matriz
m× k que tiene un 1 en la primera posicio´n de la u´ltima fila (Pm1 = 1) y 0
en las dema´s casillas. Es decir,
Pmk =

0 0 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0
1 0 0 · · · 0

m×k
.
Si B̂ es la matriz (m+ k)× (m+ k) definida por
B̂ =
[
0m×m Bm×k
0k×m 0k×k
]
,
entonces
J(m+ k) · B̂ =
[
J(m) Pmk
0 J(k)
][
0m×m Bm×k
0k×m 0k×k
]
=
[
0 J(m) ·B
0 0
]
,
B̂ · J(m+ k) =
[
0m×m Bm×k
0k×m 0k×k
][
J(m) Pmk
0 J(k)
]
=
[
0 B · J(k)
0 0
]
.
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Como se hab´ıa supuesto que
J(m) ·B = B · J(k),
entonces
J(m+ k) · B̂ = B̂ · J(m+ k).
Luego, B̂ conmuta con un bloque de Jordan. En otras palabras, B̂ es un
polinomio en J(m+ k). Verifiquemos ahora la forma que tiene B a partir de
la igualdad
J(m) ·B = B · J(k).
J(m) ·B =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0
 ·

b1,1 b1,2 · · · b1,k−m b1,k−m+1 · · · b1,k
b2,1 b2,2 · · · b2,k−m b2,k−m+1 · · · b2,k
...
... · · · ... ... . . . ...
bm,1 bm,2 · · · bm,k−m bm,k−m+1 · · · bm,k

=

b2,1 b2,2 · · · b2,k−m b2,k−m+1 · · · b2,k
b3,1 b3,2 · · · b3,k−m b3,k−m+1 · · · b3,k
...
... · · · ... ... . . . ...
bm,1 bm,2 · · · bm,k−m bm,k−m+1 · · · bm,k
0 0 · · · 0 0 · · · 0
 ,
B · J(k) =

b1,1 b1,2 · · · b1,k−m b1,k−m+1 · · · b1,k
b2,1 b2,2 · · · b2,k−m b2,k−m+1 · · · b2,k
...
... · · · ... ... . . . ...
bm,1 bm,2 · · · bm,k−m bm,k−m+1 · · · bm,k
 ·

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0

=

0 b1,1 · · · b1,k−m−1 b1,k−m · · · b1,k−1
0 b2,1 · · · b2,k−m−1 b2,k−m · · · b2,k−1
...
... · · · ... ... . . . ...
0 bm,1 · · · bm,k−m−1 bm,k−m · · · bm,k−1
 .
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Luego,
b2,1 b2,2 · · · b2,k−m b2,k−m+1 · · · b2,k
b3,1 b3,2 · · · b3,k−m b3,k−m+1 · · · b3,k
...
... · · · ... ... . . . ...
bm,1 bm,2 · · · bm,k−m bm,k−m+1 · · · bm,k
0 0 · · · 0 0 · · · 0

=

0 b1,1 · · · b1,k−m−1 b1,k−m · · · b1,k−1
0 b2,1 · · · b2,k−m−1 b2,k−m · · · b2,k−1
...
... · · · ... ... . . . ...
0 bm,1 · · · bm,k−m−1 bm,k−m · · · bm,k−1
 .
As´ı,
bi,1 = 0 si i = 2, 3, ...,m,
bi,2 = 0 si i = 3, 4, ...,m.
En general,
bi,j = 0, si j = 1, 2, ..., k − 1 y i = j + 1, j + 2, ...,m.
Adema´s,
bi,j = bi+1,j+1, si 1 ≤ j ≤ k − 1
y
bm,j = 0, si j = 1, 2, ..., k − 1.
La matriz B es entonces de la forma:
B =
0m×(k−m)
∣∣∣∣∣∣∣∣∣∣
b1,k−m+1 b1,k−m+2 · · · b1,k−1
0 b1,k−m+1 · · · b1,k−2
...
...
. . .
...
0 0 · · · b1,k−m+1
 .
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Verifiquemos por u´ltimo que
B =
[
0 p(J(m))
]
.
De otra forma,
B̂ = P (J(m+ k)) =
∑
i
aiJ(m+ k)
i (1.1)
Para i = 0, la expresio´n (1.1) resulta ser
a0I =
[
Im 0 · J(m)
0m×k Ik
]
.
Para i = 1,
a1J(m+ k) = a1
J(m)
∣∣∣∣∣∣∣
0 0 · · · 0
...
...
. . .
...
1 0 · · · 0
0m×k J(k)
 ⇒ a1 = 0.
Asumimos entonces que
ai = 0 i < k −m.
La igualdad (1.1) se transforma en
B̂ =
m+k∑
i=0
aiJ(m+ k)
i
=
[
0m
∑
aiJ(m)
i
0k×m 0k
]
, i = k −m
y
ai = b1,k−m+i , i ≥ k −m.
Cabe anotar que el l´ımite superior de la sumatoria es m+ k puesto que este
valor equivale al orden de nilpotencia de la matriz J(m+ k).
De manera ana´loga se puede obtener el resultado para m ≥ k.
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La teor´ıa de las formas de Jordan reduce el estudio de matrices arbitrarias, al
estudio de matrices uniespectrales, y el estudio de e´stas, al estudio de sumas
directas de bloques de Jordan con los mismos valores propios. Si consideramos
ahora sumas directas con bloques de distintos taman˜os, el ana´lisis se dificulta
un poco ma´s. El propo´sito del siguiente lema es reducir el estudio de sumas
directas tales como
A = J(n1)⊕ · · · ⊕ J(nk),
al estudio de las sumas directas de la forma
Â = J(n)⊕ · · · ⊕ J(n) (con k sumandos)
donde n es el mayor de los ni.
Notemos que J(n) actu´a como una transformacio´n lineal en el espacio Cn de
dimensio´n n. Si i = 1, . . . , k, podemos escribir Cn como la suma directa
Cni ⊕ Cn−ni .
La transformacio´n J(n) deja al subespacio Cni⊕0 invariante y su restriccio´n
a este espacio es justamente J(ni).
Resulta entonces que Â, actuando en el espacio
Ckn = Cn ⊕ · · · ⊕ Cn, (k sumandos)
deja invariante al subespacio
M = (Cn1 ⊕ 0)⊕ · · · ⊕ (Cnk ⊕ 0)
y su restriccio´n al espacio es exactamente A.
Lema 1.8. Si A y B son matrices conmutantes con
A = J(n1)⊕ · · · ⊕ J(nk),
entonces
Â = J(n)⊕ · · · ⊕ J(n) (k sumandos),
CAPI´TULO 1. DIMENSIO´N DEL A´LGEBRA ALG(A,B) 21
con n = ma´x
i
ni, y si
M = (Cn1 ⊕ 0)⊕ · · · ⊕ (Cnk ⊕ 0),
existe una matriz B̂ de taman˜o kn×kn que conmuta con Â, tal que la trans-
formacio´n inducida sobre Ckn deja invariante al subespacioM y su restriccio´n
a M es exactamente B.
Demostracio´n. La descomposicio´n
Cn1+···+nk = Cn1 ⊕ · · · ⊕ Cnk
implica que toda matriz de taman˜o n1+ · · ·+nk puede ser escrita como una
matriz que tiene k×k bloques, donde cada entrada (i, j) es una matriz ni×nj
que puede ser considerada como una transformacio´n lineal de Cnj en Cni .
Consideremos
A = J(n1)⊕ · · · ⊕ J(nk).
Sea
B = [Bij] i, j = 1, 2, ..., k
una matriz que conmuta con A, siendo Bij un bloque de taman˜o ni × nj.
Como A y B conmutan,
A ·B =

J(n1) 0 · · · 0
0 J(n2) · · · 0
...
...
. . .
...
0 0 · · · J(nk)
 ·

B11 B12 · · · B1k
B21 B22 · · · B2k
...
...
. . .
...
Bk1 Bk2 · · · Bkk

=

J(n1)B11 J(n1)B12 · · · J(n1)B1k
J(n2)B21 J(n2)B22 · · · J(n2)B2k
...
...
. . .
...
J(nk)Bk1 J(nk)Bk2 · · · J(nk)Bkk
 ,
CAPI´TULO 1. DIMENSIO´N DEL A´LGEBRA ALG(A,B) 22
y
B · A =

B11J(n1) B12J(n2) · · · B1kJ(nk)
B21J(n1) B22J(n2) · · · B2kJ(nk)
...
...
. . .
...
Bk1J(n1) Bk2J(n2) · · · BkkJ(nk)
 ,
entonces
A ·B = B · A,
es decir,
J(n1)B11 J(n1)B12 · · · J(n1)B1k
J(n2)B21 J(n2)B22 · · · J(n2)B2k
...
...
. . .
...
J(nk)Bk1 J(nk)Bk2 · · · J(nk)Bkk

=

B11J(n1) B12J(n2) · · · B1kJ(nk)
B21J(n1) B22J(n2) · · · B2kJ(nk)
...
...
. . .
...
Bk1J(n1) Bk2J(n2) · · · BkkJ(nk)
 .
Luego, la conmutatividad de A y B es equivalente a la validez de las ecua-
ciones
J(ni)Bij = BijJ(nj), ∀i, j.
Por el lema (1.7) se tiene entonces que
Bij =

[
0 P (J(ni))
]
, si ni ≤ nj
P (J(nj))
0
 , si nj ≤ ni.
Ahora, si Bij no es una matriz n × n, an˜adimos filas adicionales suficientes
(por debajo de las presentes) y suficientes columnas extra (a la derecha de
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las ya presentes). Esto se hace con el fin de que la matriz resultante B̂ij tenga
todas las diagonales constantes.
Si B̂ es la matriz por bloques k × k cuya entrada (i, j) es B̂ij y
Â = J(n)⊕ · · · ⊕ J(n) (k sumandos),
con n = ma´x
i
ni entonces
Â · B̂ =

J(n)B̂11 J(n)B̂12 · · · J(n)B̂1k
J(n)B̂21 J(n)B̂22 · · · J(n)B̂2k
...
...
. . .
...
J(n)B̂k1 J(n)B̂k2 · · · J(n)B̂kk
 .
Para i y j particulares
B̂ij =
[
Bij 0ni×(n−nj)
0(n−ni)×nj 0(n−ni)×(n−nj)
]
J(n) =
J(ni)
0 · · · 0
...
. . .
...
1 · · · 0
0 J(n− ni)

J(n) · B̂ij =
[
J(ni)Bij 0
0 0
]
=
[
BijJ(nj) 0
0 0
]
= B̂ij · J(n).
La construccio´n de B̂ garantiza entonces que
ÂB̂ = B̂Â
y la restriccio´n de B̂ a cada Cnj ⊕ 0 es la misma restriccio´n de B a Cnj ⊕ 0.
Se sigue, en particular que B̂ lleva cada Cnj ⊕ 0 en M. Concluimos de lo
anterior que B̂ env´ıa a M en M y su restriccio´n a M es B.
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El siguiente lema relaciona el ana´lisis cla´sico (el Teorema de Interpolacio´n de
Lagrange) con la teor´ıa de nu´meros cla´sica y el a´lgebra moderna (el Teore-
ma chino de los restos). A continuacio´n presentamos una breve motivacio´n,
seguida de un enunciado y una prueba.
Teorema 1.9 (Teorema de Interpolacio´n de Lagrange). Si x1, . . . , xm son
nu´meros distintos dos a dos (reales o complejos) y si y1, . . . , ym son nu´meros
arbitrarios, entonces existe un polinomio p tal que p(xj) = yj para j =
1, . . . ,m. Adema´s, ∂p = m− 1.
Una generalizacio´n de este resultado es el siguiente:
“Si X1, . . . , Xm son conjuntos finitos de nu´meros disjuntos dos a
dos (no necesariamente del mismo taman˜o) y si para cada j, fj es
una funcio´n nume´rica arbitraria definida en Xj, entonces existe
un polinomio p tal que p(x) = fj(x) para x ∈ Xj, j = 1, . . . ,m.”
Dado un conjunto finito de nu´meros (incluso se permiten mu´ltiples ocurren-
cias) se puede pensar en e´l, como el conjunto de entradas de la diagonal de
una matriz diagonal. El anterior resultado puede ser expresado de la siguiente
forma:
“Si C1, . . . , Cm son matrices diagonales (no necesariamente del
mismo taman˜o) con espectros dos a dos disjuntos (es decir, salvo
i = j, ningu´n valor propio de Ci puede ser un valor propio de Cj),
y si, para cada j, pj es un polinomio, entonces existe un u´nico
polinomio p tal que p(Cj) = pj(Cj), j = 1, ...,m. ”
El siguiente resultado muestra que puede omitirse la condicio´n de ser diago-
nal.
Lema 1.10. Si C1, . . . , Cm son matrices (no necesariamente del mismo ta-
man˜o) con espectros disyuntos dos a dos y si para cada j, pj es un polinomio,
existe entonces un u´nico polinomio p tal que
p(Cj) = pj(Cj) j = 1, ...,m.
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Demostracio´n. Es suficiente probar el teorema para m = 2; el caso general
se consigue por induccio´n. En el caso m = 2 eliminaremos los ı´ndices y deno-
taremos las matrices por C y D y los polinomios por q y r respectivamente.
Buscamos entonces un polinomio p tal que
p(C) = q(C)
y
p(D) = r(D).
En otros te´rminos,
p(C ⊕D) = q(C)⊕ r(D).
Si el enunciado es cierto, y si en particular p es un polinomio tal que p(C) =
q(C), entonces el polinomio (p − q) anula a C. El anulador de C, en este
sentido, es un ideal en el a´lgebra de todos los polinomios, que consiste en
todos los polinomios mu´ltiplos del polinomio minimal f0 de C. Luego
p = f · f0 + q para algu´n polinomio f ,
entonces
(p− q) = f · f0.
De la misma forma,
p− r = g · g0 donde g0 es el polinomio mı´nimo de D.
Inversamente, es claro que todo polinomio de la forma f · f0 + q env´ıa a C
en q(C) y todo polinomio de la forma g · g0 + r env´ıa D en r(D), entonces
(f · f0 + q)(C) = (f · f0)(C) + q(C)
= f(C) · f0(C) + q(C)
= f(C) · 0 + q(C)
= q(C).
(g · g0 + r)(D) = g(D) · g0(D) + r(D)
= r(D).
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El problema consiste ahora en encontrar un polinomio p que tenga simulta´nea-
mente las dos formas
f · f0 + q = g · go + r.
Es decir, se requieren polinomios f y g tales que
f · f0 − g · g0 = r − q.
Por u´ltimo, la disyuncio´n de los espectros de C yD implica que los polinomios
mı´nimos f0 y g0 son primos relativos. La existencia de f y g es entonces una
consecuencia del teorema elemental de divisibilidad de polinomios (Ve´ase
A.1).
1.2. Base de vectores y dimensio´n de Alg(A,B)
Tenemos ahora las herramientas necesarias para enunciar el resultado prin-
cipal. En la demostracio´n de dicho resultado se realiza induccio´n sobre el
nu´mero de bloques de Jordan de la matriz A (k bloques), y se verifica que la
extensio´n de las k × k esquinas superiores izquierdas de A y B es invariante
bajo multiplicaciones por A o B y, en consecuencia, esta extensio´n genera el
a´lgebra A(A,B). El siguiente teorema corresponde a la ecuacio´n general de
Hamilton-Cayley, mencionada en la seccio´n anterior.
Teorema 1.11. Si A y B conmutan y η(A) = k, entonces existen matrices
A1, ..., Ak en Alg(A) tales que
Bk = A1B
k−1 + · · ·+ Ak−1B + Ak. (1.2)
Demostracio´n. Si A es uniespectral Alg(A) = Alg(A−λ), entonces sin pe´rdi-
da de generalidad podemos asumir que A es nilpotente. Reducie´ndola a la
forma de Jordan tenemos
A = J(n1)⊕ · · · ⊕ J(nk).
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Aplicando el lema (1.8), obtenemos 2 matrices conmutantes Â y B̂ de taman˜o
kn× kn, donde n = ma´x
i
ni y tales que B̂ deja invariante al subespacio
M = (Cn1 ⊕ 0)⊕ · · · ⊕ (Cnk ⊕ 0)
y su restriccio´n a M es B. El siguiente paso en la demostracio´n sera´ mostrar
que (1.2) es cierta para Â y B̂ en lugar de A y B y ver que
Â
∣∣∣M = A y B̂∣∣∣M = B;
esto demostrara´ que (1.2) es cierta para A y B.
Observemos que no so´lo Â, sino tambie´n B̂, es una matriz k×k con entradas
en el anillo Alg(J(n)). Aplicando la ecuacio´n esta´ndar de Hamilton-Cayley
a la matriz B̂ (Ve´ase Seccio´n 4.1 [19]), se infiere la existencia de polinomios
p1, ..., pk tales que
B̂k = p1(J(n))B̂
k−1 + · · ·+ pk−1(J(n))B̂ + pk(J(n)) · 1.
Ahora como
p(J(n))B̂m = p(Â)B̂m
para todo polinomio p, la ecuacio´n (1.2) se cumple para Â y B̂ y de igual
manera para A y B.
Si A tiene valores propios diferentes λ1, ...λm entonces
A = A(1)⊕ · · · ⊕ A(m),
donde la matriz A(j) es uniespectral con valor propio λj. La conmutatividad
de A y B implica que
B = B(1)⊕ · · · ⊕B(m),
donde
A(j)B(j) = B(j)A(j), ∀j.
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Si k es la altura de A, entonces se concluye a partir del resultado ya obtenido
con el caso uniespectral, que existen matrices A1(j), ..., Ak(j) en Alg(A(j))
tales que
B(j)k = A1(j)B(j)
k−1 + · · ·+ Ak(j) j = 1, ...,m.
La construccio´n de la suma directa sobre j cuerpos sugiere una ecuacio´n de
la forma (1.2) con
Ai = Ai(1)⊕ · · · ⊕ Ai(m) i = 1, 2, ..., k.
Lo u´nico que falta probar es que cada Ai esta´ en Alg(A). Lo que es conocido
en ese sentido es que existen polinomios pi1, ..., pik tales que
Ai(j)) = pij(A(j)) para todo j.
Resulta entonces que el lema (1.10) implica la existencia de polinomios
p1, ..., pk tales que
Ai = pi(A(1))⊕ · · · ⊕ pi(A(m)) = pi(A) para cada i
y con esto, la prueba del teorema queda completa.
El siguiente resultado es el caso uniespectral de la desigualdad de la dimen-
sio´n. A pesar de ser un caso especial, es fundamental para responder nuestro
interrogante acerca de la dimensio´n de A(A,B).
Teorema 1.12. Si A y B son matrices conmutantes con
A = J(n1)⊕ · · · ⊕ J(nk),
y si n1 > n2 > · · · > nk, entonces las matrices
1, A,..., An1−1,
B,AB,..., An2−1B,
B2, AB2,..., An3−1B2, (1.3)
...
Bk−1, ABk−1,..., Ank−1Bk−1
generan el espacio vectorial Alg(A,B).
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En este resultado, la palabra “generan” se utiliza en el sentido lineal, no en
el sentido algebraico involucrando polinomios de grado superior.
Demostracio´n. Si A es precisamente un bloque de Jordan (k = 1), entonces
B debe ser un polinomio en A (de grado menor que n1), y la conclusio´n es
inmediata. El resto de la prueba es por induccio´n sobre k. El taman˜o de las
matrices A y B es n1 + · · ·+ nk. La descomposicio´n
Cn1+···+nk = Cn1 ⊕ · · · ⊕ Cnk
permite escribir toda matriz de este taman˜o como una matriz de bloques; en
particular,
B = [Bij] (i, j = 1, 2, ..., k)
donde Bij es una matriz de taman˜o ni × nj.
Consideremos las esquinas de la parte superior izquierda de A y B
A(r) = J(n1)⊕ · · · ⊕ J(nr),
B(r) = [Bij] i, j = 1, ..., r.
Notemos que la conmutatividad de A y B implica la conmutatividad de A(r)
y B(r) para cada r = 1, 2, ..., k. Esto permite demostrar que toda matriz de
la forma
AiBj
pertenece a la expansio´n de las matrices (1.3).
Si j 6 k − 1 y i 6 nj+1 − 1, entonces AiBj esta´ en la lista (1.3) y no hay
nada que probar.
El resultado se puede lograr mostrando que la expansio´n de (1.3) es invari-
ante bajo la multiplicacio´n por A o por B. Para abordar este problema por
induccio´n es conveniente definir Mr como la correspondiente expansio´n de
las r × r esquinas superiores izquierdas de A y B.
Mr =
r∑
j=1
Span(1, A(r), ..., A(r)nj−1)B(r)j−1 (r = 1, ..., k).
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Por hipo´tesis de induccio´n,
Mr = Alg(A(r), B(r))
cuando r = 1, ..., k − 1. Queremos probar la misma ecuacio´n para r = k.
Recordemos ahora que J(nr+1) es nilpotente con grado de nilpotencia nr+1
(cuando r < k), esto implica que, si ν > nr+1, entonces
Aν = A(r)ν ⊕ 0.
En particular,
AνAi = A(r)νA(r)i ⊕ 0 para i > 0.
Realizando algunas operaciones adicionales, se obtiene la ecuacio´n
AνAiBj = A(r)νA(r)iB(r)j ⊕ 0.
Es mas, dado que
Aν+iB =
[
A(r)ν+i 0
0 0
][
B(r) ∗
∗ ∗
]
,
y
BAν+i =
[
B(r) ∗
∗ ∗
][
A(r)ν+i 0
0 0
]
,
y observando que el lado izquierdo de estas ecuaciones es igual, obtenemos
que los productos de la parte derecha tienen solo ceros en la segunda fila y
en la segunda columna, as´ı
AνAiB = A(r)νA(r)iB(r)⊕ 0.
Aplicando el mismo razonamiento j veces, se infiere que
AνAiBj = A(r)νA(r)iB(r)j ⊕ 0 para i > 0 y j > 0.
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Luego,
Aν AiBj︸ ︷︷ ︸
Alg(A,B)
= A(r)ν A(r)iB(r)j︸ ︷︷ ︸
Alg(A(r),B(r))
⊕0,
AνAlg(A,B) = A(r)ν Alg(A(r), B(r))︸ ︷︷ ︸
Mr
⊕0,
AνAlg(A,B) =
r∑
j=1
AνSpan(1, A, ..., Anj−1)Bj−1.
Los supuestos 1 6 r < k y ν > nr+1 permiten todo el razonamiento.
Si
nj > ν > nr+1,
entonces
AνSpan(1, A, ..., Anj−1)Bj−1
= AνSpan(1, A, ..., Anj−ν−1, Anj−ν , Anj−ν+1, ..., Anj−1)Bj−1
= AνSpan(1, A, ..., Anj−ν−1)Bj−1 + AνSpan(Anj−ν , Anj−ν+1, ..., Anj−1)Bj−1
= Span(Aν , Aν+1, ..., Anj−1)Bj−1 + Span(Anj , Anj+1, ..., Anj+ν−1)Bj−1
= Span(Aν , Aν+1, ..., Anj−1)Bj−1 + AnjSpan(1, A, ..., Aν−1)
⊂Mk + AnjAlg(A,B),
donde
Mk =
k∑
j=1
Span(1, A, ..., Aν , ..., Anj−1)Bj−1.
Por otra parte, si
ν > nj > nr+1,
entonces
AνSpan(1, A, ..., Anj−1)Bj−1 = Span(Aν , Aν+1, ..., Aν+nj−1)Bj−1
= AnjSpan(Aν−nj , ..., Aν−1)Bj−1
⊆ AnjAlg(A,B).
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En consecuencia, si 1 6 r < k y ν > nr+1 entonces
AνAlg(A,B) ⊂Mk +
r∑
j=1
AnjAlg(A,B)
De aqu´ı
AνAlg(A,B) ⊂Mk.
Notemos en particular que, si (r = k − 1) ν > nk, entonces
AνAlg(A,B) ⊂Mk.
Ahora, la afirmacio´n AMk ⊆ Mk se puede probar. Es ma´s, si 1 6 j 6 k,
entonces
ASpan(1, A, ..., Anj−1)Bj−1 = Span(A,A2, ..., Anj)Bj−1
= Span(A,A2, ..., Anj−1)Bj−1 + Span(AnjBj−1)
⊂Mk +Mk
⊂Mk.
De esta afirmacio´n se obtiene que
Bj−1Alg(A) ⊂Mk,
cuando 1 6 j 6 k y dado que Mk es un espacio vectorial,
k∑
j=1
Bj−1Alg(A) ⊆Mk.
Como la inclusio´n inversa es trivialmente cierta, la inclusio´n es, en efecto,
una igualdad.
Concluimos que Mk es invariante por multiplicaciones de A o B, en otras
palabras, Mk es un a´lgebra y adema´s,
Mk = Alg(A,B).
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Corolario 1.13. Si A y B son matrices conmutantes n × n tal que A es
uniespectral, entonces
dimAlg(A,B) 6 n.
El teorema (1.12) para el caso especial de matrices uniespectrales A es una
mejora del Teorema (1.11); en el teorema (1.12), los grados de los polinomiales
en A tienen las mejores cotas superiores posibles.
Teorema 1.14 (Desigualdad para la dimensio´n). Si A y B son matrices
n× n conmutantes entonces
dimAlg(A,B) 6 n.
Demostracio´n. Si λ1, λ2, ..., λm son los valores propios diferentes de A, con
multiplicidades algebraicas q1, q2, ..., qm respectivamente, y si
Vi = ker(A− λi)qi ,
entonces Cn es la suma directa (interna) de los subespacios V1,V2, ...,Vm. Si
Ei es la proyeccio´n en Vi a lo largo de
Wi = V1 + V2 + · · ·+ Vi−1 + Vi+1 + · · ·+ Vm,
(esto es, Ei es la transformacio´n lineal idempotente, E
2
i = Ei, con codominio
Vi y kernel Wi), entonces,
E1 + E2 + · · ·+ Em = 1,
Ei · Ej = Ej · Ei = 0 cuando i 6= j,
Ei ∈ Alg(A).
Dado que Ei ∈ Alg(A,B), se sigue que el conjunto
Ui = EiAlg(A,B) ⊂ Alg(A,B)
es, en efecto, un subespacio vectorial de Alg(A,B).
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El espacio vectorial Alg(A,B) es la suma directa (interna) de los subespacios
U1,U2, ...,Um, adema´s,
dimAlg(A,B) =
m∑
i=1
dimUi.
Sin embargo,
Ui = EiAlg(AEi, BEi) por ser Ei idempotente.
El subespacio Ui es un a´lgebra, y, como tal, es isomorfo al a´lgebra generada
por A|Vi y B|Vi . Dado que las restricciones de los generadores AEi a los
subespacios Vi son uniespectrales, el corolario del teorema 1.12 puede ser
aplicado y de aqu´ı se sigue que
dimUi 6 dimVi,
m∑
i=1
dimUi 6
m∑
i=1
dimVi,
dimAlg(A,B) 6 n.
CAP´ITULO 2
LA VARIEDAD DE M-U´PLAS DE MATRICES
CONMUTANTES EN MN(C)
En este cap´ıtulo realizamos un estudio de dim C(m,n), para valores de m y
n espec´ıficos.
Dados dos nu´meros naturales m y n, C(m,n) denota el conjunto de m-uplas
de matrices conmutantes enMn(C). Este conjunto es una variedad algebraica
en Cmn2 , definida por la solucio´n de [m(m− 1)/2]n2 ecuaciones obtenidas de
las igualdades
Xi ·Xj = Xj ·Xi Xi, Xj ∈Mn(C), 1 6 i, j 6 m.
Las primeras consideraciones tendra´n como referencia [2]. Estas considera-
ciones se desarrollan a partir del estudio de variedades algebraicas. Los re-
sultados que se presentara´n se enfocan hacia la irreducibilidad de la varie-
dad C(m,n). Sorprendentemente, la irreducibilidad de la variedad C(m,n)
esta´ comprobada para todos los valores de m, exceptuando m = 3, en cuyo
caso la pregunta esta´ au´n abierta para 9 6 n 6 29.
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2.1. El Teorema de Motzkin - Taussky
El Teorema de Motzkin - Taussky [4], afirma que la variedad de pares de
matrices conmutantes es irreducible. En consecuencia se tiene que, cualquier
suba´lgebra generada por dos matrices n×n conmutantes tiene a lo sumo di-
mensio´n n. En esta seccio´n se usan herramientas de la Geometr´ıa Algebraica
y se sigue la prueba que se encuentra en [2]. Adema´s, mostraremos que el
conjunto de triplas de matrices conmutantes n × n no es irreducible para
n > 32. Esta u´ltima situacio´n fue´ planteada por Gerstenhaber en [3].
En el cap´ıtulo anterior mostramos una prueba del siguiente resultado:
Teorema 2.1. Sean F un cuerpo, A,B ∈Mn(F ) con AB = BA. Si A es el
a´lgebra generada por A y por B, entonces
dimA 6 n.
Este resultado es atribuido a Gerstenhaber [3]. De hecho, en [3] se prueba un
resultado ma´s fuerte, en el que se afirma que:
Teorema 2.2. Si A y B son dos matrices conmutantes n × n, entonces, el
a´lgebra generada por A y por B tiene a lo sumo dimensio´n n. Adema´s, dicha
a´lgebra esta´ contenida en un a´lgebra conmutativa B de matrices n × n de
dimensio´n exactamente n.
Cabe sen˜alar que el Teorema 2.1 se obtiene como un corolario inmediato de
un antiguo resultado probado por Motzkin & Taussky [4] y que enunciamos
a continuacio´n.
Definicio´n 2.3. Sea A ∈Mn(F ). A es regular (o no derogatoria) si existe
un vector c´ıclico para A.
De forma equivalente, una matriz A ∈ Mn(F ) es regular si, y so´lo si, las
u´nicas matrices que conmutan con ella son polinomios en A.
Teorema 2.4 (Motzkin-Taussky). La variedad C de pares de matrices n×n
conmutantes sobre un cuerpo algebraicamente cerrado F es irreducible y tiene
dimensio´n n2 + n.
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Demostracio´n. Primero probemos que toda matriz A sobre F conmuta con
una matriz regular. Podemos asumir que A esta´ en la forma de Jordan, es
decir,
A = diag(J1, ..., Jr),
donde cada Ji es un bloque de Jordan con valor propio bi. Entonces, para
cualquier conjunto de escalares dos a dos distintos a1, ..., ar, la matriz
R = diag ((a1 − b1)I + J1, ..., (ar − br)I + Jr)
es regular y conmuta con A.
Ji =

bi 1 0 · · · 0
0 bi 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · bi
 ,
(ai − bi)I + Ji =

ai 1 0 · · · 0
0 ai 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · ai
 .
Como los ai son todos diferentes, se garantiza que la matriz R es regular.
Ahora consideremos un par conmutante (A,B). Sea R una matriz regular
que conmuta con A. Entonces, (A,B+ xR) ⊆ C para cada x ∈ F . En efecto,
A(B + xR) = AB + x(AR)
= BA+ x(RA) x ∈ F cualquiera
= (B + xR)A.
Adema´s, excepto por un nu´mero finito de valores de x, B + xR es tambie´n
regular (notemos que A no es necesariamente regular). Entonces el par (A,B)
esta´ en la clausura del conjunto de pares conmutantes donde el segundo
te´rmino es regular.
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Ahora consideremos el morfismo
f : P ×Mn(F ) −→ C,
donde P es el espacio de polinomios de grado menor o igual que n−1, definido
por
f(g, A) = (g(A), A).
Como el dominio es irreducible entonces la imagen tambie´n lo es. Adema´s,
la imagen resulta ser densa ya que contiene todos los pares donde el segundo
te´rmino es regular (Este conjunto es denso ya que Rn(F ) es abierto en la
topolog´ıa de Zariski (prop. 1, [11]) y por lo tanto es denso [B.5]). As´ı, su
clausura es la variedad y es irreducible.
Claramente f es inyectiva cuando se restringe a P ×Rn(F ), donde Rn(F ) es
el conjunto de matrices regulares en Mn(F ), puesto que si suponemos que no
es inyectiva, entonces existen h, g ∈ P tales que
(h(A), A) = (g(A), A), con h 6= g;
h(A) = g(A),
h(A)− g(A) = 0,
(h− g)(A) = 0.
Adema´s, (h − g) ∈ P ⇒ ∂(h − g) 6 n − 1. Entonces existe un polinomio
(diferente del polinomio nulo) de grado menor que n que se anula en A.
Esto es una contradiccio´n ya que A es una matriz regular y por tal razo´n el
polinomio minimo y el caracter´ıstico coinciden y son de grado exactamente
n (notemos que el polinomio (h− g) no es necesariamente mo´nico, pero esto
no es relevante en la conclusio´n).
Dado que Rn(F ) es abierto, tiene dimensio´n n
2 y dado que dimP = n en-
tonces
dim C = dimRn(F ) + dimP = n2 + n.
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Demostracio´n del Teorema 2.1. Sea (A,B) ∈ C(2, n) y T la matriz de taman˜o
n2 × n2 cuyas columnas son las matrices
AiBj 0 6 i, j 6 n.
Sea A = A(A,B) el a´lgebra generada por A y por B. Entonces, dimA 6 r
es equivalente a decir que el rango de T es a lo sumo r. As´ı,
U = {(A,B) ∈ C(2, n) : dimA 6 n}
es una subvariedad cerrada.
Por otra parte, U contiene el conjunto conformado por todos los pares donde
B es regular el cual es denso en C(2, n) por el teorema 2.4. As´ı, al ser cerrado,
coincide con su clausura y al ser denso coincide con la variedad.
En las consideraciones anteriores, so´lo es necesaria la densidad de los pares
donde un te´rmino es regular - no la irreducibilidad.
Ahora, consideremos F un cuerpo algebraicamente cerrado y n un entero
positivo fijo. Sea C(m,n) la variedad de m−tuplas conmutantes de elemen-
tos de Mn(F ). Mostramos anteriormente que C(2, n) es irreducible. Veremos
ahora que pasa cuando m y n toman otros valores.
Con una pequen˜a variacio´n en la prueba anterior, se podr´ıa mostrar el si-
guiente resultado:
Proposicio´n 2.5. Si C(m,n) es irreducible, entonces cualquier subalgebra
conmutativa de Mn(F ) generada por m elementos tiene dimensio´n a lo ma´s
n.
Veamos que ocurre cuando m,n > 4. Cuatro matrices 4× 4 de la forma
ε 0 α β
0 ε γ δ
0 0 ε 0
0 0 0 ε
 (2.1)
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con ε 6= 0, conforman con la identidad un conjunto linealmente independiente
que genera un a´lgebra conmutativa 5-dimensional. En efecto, sean
I =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,M1 =

1 0 1 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,M2 =

1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1
 ,
M3

1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1
 ,M4 =

1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1
.
λ1M1 + λ2M2 + λ3M3 + λ4M4 + λ5I = 04×4,
∑5
i=1 λi 0 λ1 λ3
0
∑5
i=1 λi λ2 λ4
0 0
∑5
i=1 λi 0
0 0 0
∑5
i=1 λi
 = 04×4,

λ1 + λ2 + λ3 + λ4 + λ5 = 0
λ1 = 0
λ2 = 0
λ3 = 0
λ4 = 0
Luego λ5 = 0 y las 5 matrices son linealmente independientes. Consideremos
ahora, dos matrices de la forma (2.1):
M1 =

α1 0 α2 α3
0 α1 α4 α5
0 0 α1 0
0 0 0 α1
 ,M2 =

β1 0 β2 β3
0 β1 β4 β5
0 0 β1 0
0 0 0 β1

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M1 +M2 =

α1 + β1 0 α2 + β2 α3 + β3
0 α1 + β1 α4 + β4 α5 + β5
0 0 α1 + β1 0
0 0 0 α1 + β1
 ,
M1 ·M2 =

α1β1 0 α2β1 + α1β2 α3β1 + α1β3
0 α1β1 α4β1 + α1β4 α5β1 + α1β5
0 0 α1β1 0
0 0 0 α1β1
 .
El conjunto es cerrado para la suma y para la multiplicacio´n. Adema´s,
M2 ·M1 =

α1β1 0 α2β1 + α1β2 α3β1 + α1β3
0 α1β1 α4β1 + α1β4 α5β1 + α1β5
0 0 α1β1 0
0 0 0 α1β1
 =M1 ·M2.
Verificamos entonces que la matriz identidad, junto con las cuatro matrices
definidas anteriormente conforman un conjunto linealmente independiente
que genera en consecuencia un a´lgebra conmutativa de dimensio´n 5.
Considerando matrices diagonales por bloques, se obtiene que, para cualquier
n > 4, C(4, n) no es irreducible. Esto implica que C(m,n) no es irreducible
para m,n > 4 (Prop. 2.5). Esta observacio´n aparece en [3].
Obviamente, C(m, 1) es irreducible.
Consideremos ahora una matriz A de taman˜o 2× 2.
Caso I: Si A es diagonalizable, su forma cano´nica de Jordan puede ser[
λ1 0
0 λ2
]
︸ ︷︷ ︸
Regular
o´
[
λ1 0
0 λ1
]
︸ ︷︷ ︸
Escalar (mu´ltiplo de la identidad)
Caso II: Si A no es diagonalizable, su forma cano´nica de Jordan puede
ser:
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[
α 1
0 α
]
︸ ︷︷ ︸
Regular p(x) = (x− α)2 = p′(x)
o´
[
α 1
0 β
]
︸ ︷︷ ︸
Regular
Concluimos de lo anterior que una matriz 2×2 es, o bien regular, o una matriz
escalar. Luego el conjunto dem−uplas conmutantes, donde el primer te´rmino
es regular, es denso en C(m, 2) y en consecuencia C(m, 2) es irreducible.
EnM2(F ) los mu´ltiplos de la matriz identidad forman una variedad, y por lo
tanto conforman un conjunto cerrado en la Topolog´ıa de Zariski (Ver B.2).
Su complemento (las matrices regulares) conforman entonces un abierto. Uti-
lizando el hecho de que cualquier subconjunto abierto no vac´ıo es denso (Ver
B.5), obtenemos que el conjunto dem−uplas conmutantes en donde el primer
te´rmino es regular es denso en C(m, 2). Cualquier m−upla que contenga una
matriz regular, es de la forma,
(p1(A), p2(A), ..., A, ..., pm(A)).
Reordenando, se puede asumir sin pe´rdida de generalidad, que el primer
te´rmino de la m−upla es la matriz regular.
Sea L = (A1, ..., Am) ∈ C = C(m, 3). Sea
Ω = {(A, p2(A), ..., pm(A)) : A ∈Mn(F ), pi ∈ F [X]}.
Verificamos primero que Ω es irreducible. Decimos que Ω es denso en C.
Rn(F ) ⊂ Ω,
y como Rn(F ) es denso en C entonces, Ω es denso en C.
Si cualquier Ai tiene ma´s de un valor propio, entonces existe una matriz
regular que conmuta con todas las matrices Ai (Por las observaciones hechas
en el caso 2×2). Como Ai tiene ma´s de un valor propio, o bien tiene 2 valores
propios o tiene 3 valores propios. Al construir la forma cano´nica de Jordan se
presenta cualquiera de los siguientes casos para las matrices Ai, 1 6 i 6 m.
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La matriz tiene 2 valores propios:
Si Ai =
α 0 00 α 0
0 0 β
 , entonces conmuta con cualquier matriz regular.
Si Ai =
α 1 00 α 0
0 0 β
 , entonces esta matriz es regular.
La matriz tiene 3 valores propios,
Ai =
α 0 00 β 0
0 0 γ
 , entonces conmuta con cualquier matriz regular
Como existe una matriz regular que conmuta con todas, cualquier vecindad
de L tiene interseccio´n no vac´ıa con Ω. Luego L ∈ Ω. Por otra parte, podemos
escribir
Ai = aiI +Bi (Si Ai tiene so´lo un valor propio)
y Bi es nilpotente.
La expansio´n lineal de los Bi tiene a lo ma´s dimensio´n 2 (podemos asumir
que todas ellas son matrices triangulares superiores - el espacio de matrices
triangulares nilpotentes es de dimensio´n 3 y no es conmutativo).
El hecho de que Ω es denso para m = 2 implica el mismo resultado para todo
m. Si B1 y B2 expanden el espacio generado por los Bi, podemos escribir
Ai = biI + ciA1 + diA2 i > 2
A1 = a1I +B1 =⇒ B1 = A1 − a1I
A2 = a2I +B2 =⇒ B2 = A2 − a2I
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Ai = aiI +Bi
= aiI + αiB1 + γiB2
= aiI + αi(A1 − a1I) + γi(A2 − a2I)
= aiI − αia1I − γia2I + αiA1 + γiA2
= (ai − α1a1 − α2a2)︸ ︷︷ ︸
bi
I + αi︸︷︷︸
ci
A1 + γi︸︷︷︸
di
A2.
Dado que (A1, A2) esta´ en la clausura de {(A, p(A))}, se obtiene que L esta´ en
la clausura del conjunto
{(A, p(A), b3I + c3A+ d3p(A), ..., bmI + cmA+ dmp(A))} ⊂ Ω,
luego, C(m, 3) es irreducible.
Por u´ltimo, consideremos la variedad C(3, n). En [3] se interrogo´ para cuales
valores de n, C(3, n) es una variedad irreducible. Nosotros mostraremos al-
gunos resultados parciales con respecto a esta situacio´n. Para ello, se re-
quieren algunos resultados preliminares.
Sea C(B) el centralizador de una matriz B y sea C2(B) la variedad de pares
conmutantes en C(B). Consideremos la matriz de taman˜o 4s× 4s
0 I 0 0
0 0 0 I
0 0 0 0
0 0 0 0
 ,
donde I es la matriz identidad de taman˜o s× s y 0 es la matriz nula s× s.
Lema 2.6. 1. dimC(A) = 6s2.
2. dimC2(A) > 7s2 + 2.
Demostracio´n. 1. SeaX = (Xij) una matriz por bloques que conmuta con
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A. Al escribir las ecuaciones que determinan AX = XA obtenemos:
A =

0 I 0 0
0 0 0 I
0 0 0 0
0 0 0 0
 , X =

X11 X12 X13 X14
X21 X22 X23 X24
X31 X32 X33 X34
X41 X42 X43 X44

AX =

X21 X22 X23 X24
X41 X42 X43 X44
0 0 0 0
0 0 0 0
 , XA =

0 X11 0 X12
0 X21 0 X22
0 X31 0 X32
0 X41 0 X42

AX = XA⇒

X11 = X22 X42 = 0
X21 = 0 X43 = 0
X23 = 0 X44 = X22
X24 = X12 X31 = 0
X41 = 0 X32 = 0
Las anteriores son 10 ecuaciones, cada una con s2 elementos. Es decir,
hay 10s2 ecuaciones lineales independientes. Entonces, para que X ∈
C(A) debe ser de la forma
X =

X11 X12 X13 X14
0 X11 0 X12
0 0 X33 X34
0 0 0 X11
 .
Luego, dimC(A) = 6s2 (Los bloques independientes se han colocado
en negrilla).
2. Sea Γ el conjunto de todos los elementos de M4s(F ) de la forma
0 α β γ
0 0 0 α
0 0 0 δ
0 0 0 0

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donde todas las entradas esta´n en Ms(F ).
ΓA =

0 0 0 α
0 0 0 0
0 0 0 0
0 0 0 0
 = AΓ,
y por lo tanto, Γ ⊂ C(A). Sea Z = C2(A) ∩ Γ(2), (Γ(2) = Γ× Γ).
A =

0 α1 β1 γ1
0 0 0 α1
0 0 0 δ1
0 0 0 0
 B =

0 α2 β2 γ2
0 0 0 α2
0 0 0 δ2
0 0 0 0

AB =

0 0 0 α1α2 + β1δ2
0 0 0 0
0 0 0 0
0 0 0 0
 BA =

0 0 0 α1α2 + β2δ1
0 0 0 0
0 0 0 0
0 0 0 0

AB = BA =⇒ α1α2 + β1δ2 = α1α2 + β2δ1.
Luego, la condicio´n de que dos elementos de Γ conmutan esta´ expre-
sada por s2 ecuaciones homoge´neas. Adema´s, Γ es un espacio lineal de
dimensio´n 4s2. As´ı,
dimΓ× Γ = 4s2 + 4s2 = 8s2,
dimZ = dim(C2(A) ∩ Γ(2))
> 8s2 − s2
> 7s2.
Dado que C2(A) ⊃ {(aI + Z1, bI + Z2) : a, b ∈ F, (Z1, Z2) ∈ Z} el
resultado se obtiene.
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(aI + Z1)(bI + Z2) = abI + aZ2 + bZ1 + Z1Z2,
(bI + Z2)(aI + Z1) = abI + bZ1 + aZ2 + Z2Z1,
(aI + Z1)(bI + Z2) = (bI + Z2)(aI + Z1),
(Ya que (Z1, Z2) ∈ Z ⇒ Z1Z2 = Z2Z1),
⇒ (aI + Z1, bI + Z2) ⊂ C2(A),
dimZ > 7s2 + 2.
Lema 2.7. Sea n = 4s+ i, i > 0. Sea
Ω = {B ∈Mn(F ) : B es similar a diag(a0I + A, a1, ..., ai), ai ∈ F}
1. dimΩ = n2 − 6s2 + 1.
2. Si B ∈ Ω, entonces dimC2(B) > 7s2 + 2 + 2i.
Demostracio´n. Revisemos primero el centralizador de B. Sean
(a0I + A) 04s×i
0i×4s
a1
. . .
ai

[
X4s×4s Y4s×i
Zi×4s Wi×i
]
Verifiquemos que, si las dos matrices anteriores conmutan, necesariamente
Y, Z ≡ 0 y W es una matriz diagonal.[
(a0I + A)X (a0I + A)Y
AiZ AiW
]
=
[
X(a0I + A) Y Ai
Z(a0I + A) WAi
]
,
(a0I + A)X = X(a0I + A),
a0X + AX = a0X +XA,
AX = XA.
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Luego, X ∈ C(A). Ahora,
a0Y + AY = Y Ai
a0Y +

0 I 0 0
0 0 0 I
0 0 0 0
0 0 0 0
Y = Y
a1 . . .
ai


a0Y1·
a0Y2·
a0Y3·
a0Y4·
+

Y2
Y4
0
0
 =

a0Y1· + Y2
a0Y2· + Y4
a0Y3·
a0Y4·
 = [a1Y·1 · · · aiY·i] .
Como los ai son todos distintos, se obtiene que Y3 = 0 y Y4 = 0. Esto implica
a su vez que Y2 = 0 y Y1 = 0. Luego, Y ≡ 0. Ana´logamente, se verifica que
Z es la matriz nula. Por u´ltimo,
Ai ·W = W · Aia1 . . .
ai
 · [W·1W·2 · · · W·i] =

a1W1·
a2W2·
...
aiWi·


W1·
W2·
...
Wi·

a1 . . .
ai
 = [a1W·1 a2W·2 · · · aiW·i]

a1W1·
a2W2·
...
aiWi·
 =
[
a1W·1 a2W·2 · · · aiW·i
]
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a1w11 = a1w11,
a1w12 = a2w12,
(a1 − a2)w12 = 0 a1 6= a2 ⇒ w12 = 0,
y en general,
aiwij = ajwij,
(ai − aj)wij = 0,
ai 6= aj para todo i 6= j ⇒ wij = 0 i 6= j.
Por lo tanto, W es una matriz diagonal. As´ı,
C(B) = C(A)⊕ C(Ai),
dimC(B) = dimC(A) + dimC(Ai),
= 6s2 + i.
(La dimensio´n de C(Ai) es i puesto que los ai’s son todos distintos y W ∈
C(Ai) implica que W sea diagonal).
Definimos el morfismo
f : F i+1 ×GLn(F ) −→ Ω
por
f(a0, ..., ai, U) = Udiag(a0I + A, a1, ..., ai)U
−1
Claramente f es sobreyectiva. Si los aj son distintos y
B = diag(a0I + A, a1, ..., ai),
entonces
f−1(B) = {(a0, ..., ai, U) : U ∈ C(B)}
f(a0, ..., ai, U) = B
UBU−1 = B
UB = BU
U ∈ C(B).
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Se deduce por el lema 2.6 y el hecho de que los aj son distintos que C(B)
tiene dimensio´n 6s2 + i.
Si los aj no son necesariamente distintos, entonces la imagen inversa ten-
dra´ una dimensio´n mayor. Por [B.9], obtenemos que
dimΩ = dim(F i+1 ×GLn(F ))− dimC(B)
dimΩ = (i+ 1) + (n2)− (6s2 + i)
= n2 + i+ 1− 6s2 − i
= n2 − 6s2 + 1.
El numeral 2 se obtiene a partir del lema 2.6 (2).
Sean [
X 0
0 Y
]
,
[
Z 0
0 W
]
∈ C(B)
[
X 0
0 Y
][
Z 0
0 W
]
=
[
Z 0
0 W
][
X 0
0 Y
]
[
XZ 0
0 YW
]
=
[
ZX 0
0 WY
]
XZ = ZX ⇒ X,Z ∈ C2(A)
YW = WY ⇒ W,Y ∈ C2(Ai)
dimC2(B) = dimC2(A) + dimC2(Ai)
> 7s2 + 2 + 2i.
Teorema 2.8. Sea n = 4s+ i con 0 6 i 6 3
1. dim C(3, n) > n2 + s2 + 2i+ 3.
2. Si n > 32, entonces C(3, n) no es irreducible.
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Demostracio´n. Sea Ω como en el lema 2.7. Consideremos la variedad Z de
todas las triplas conmutantes con la primera coordenada en Ω, y la proyeccio´n
pi de Z a Ω.
pi : Z → Ω
(A,B,C) 7−→ A
Entonces, pi−1(B) = C2(B), el cual tiene como mı´nima dimensio´n 7s2+2+2i
por el lema 2.7. Tambie´n por este lema, Ω tiene dimensio´n n2 − 6s2 + 1.
Entonces
dimZ > dimC2(B) + dimΩ
> (7s2 + 2 + 2i) + (n2 − 6s2 + 1)
> n2 + s2 + 2i+ 3.
Esto prueba (1).
El conjunto C ′ de triplas conmutantes de la forma (A, p(A), q(A)) donde p
y q son polinomios, contiene un subconjunto abierto de C (a saber, contiene
todas las triplas donde el primer te´rmino es una matriz regular). Por lo tanto,
si C = C(3, n) fuera irreducible, entonces C ′ es denso en C y
dim C = dim C ′ = n2 + 2n
(A, p(A)︸ ︷︷ ︸
n2+n
, q(A)︸︷︷︸
n
)
Dado que Z es una subvariedad propia de C, se obtiene por (1) que
dim C > dimZ
n2 + 2n > n2 + s2 + 2i+ 3
2n > s2 + 2i+ 3 y n = 4s+ i
2(4s+ i) > s2 + 2i+ 3
8s+ 2i > s2 + 2i+ 3
8s > s2 + 3
s2 − 8s+ 3 < 0.
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As´ı, s ∈ (4−√13, 4 +√13) y s < 8. Entonces como s puede ser a lo ma´s 7
y 0 6 i 6 3
n = 4s+ i 6 31.
Se concluye entonces que para n > 32, C(3, n) no es irreducible.
2.2. Irreducibilidad de C(m,n)
En la seccio´n anterior mostramos resultados acerca de la irreducibilidad de
C(m,n) para valores espec´ıficos de m y n. A continuacio´n enunciamos los
resultados ma´s completos en cuanto a irreducibilidad.
C(m, 1) es irreducible.
C(m, 2) y C(m, 3) son irreducibles para cualquier valor de m (Kirillov
& Neretin [10], 1984).
C(m,n) no es irreducible para m > 4, n > 4 (Guralnick [2], 1992).
C(2, n) es irreducible de dimensio´n n2 + n (Guralnick [2], 1992).
C(3, n) es irreducible para n 6 3 (Guralnick [2], 1992).
C(3, n) no es irreducible para n > 32 (Guralnick [2], 1992).
C(3, n) es irreducible para n = 4 (Guralnick & Sethuraman [5], 2000).
C(3, n) es irreducible para n = 5 (Holbrook & Omladicˇ [6], 2001).
C(3, n) no es irreducible para n > 30 (Holbrook & Omladicˇ [6], 2001).
C(3, n) es irreducible para n = 6 y n = 7 (Omladicˇ [7], Han [9], 2004 -
2005).
C(3, n) es irreducible para n = 8 (Sˇivic [8], 2008).
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Los resultados se sintetizan en la siguiente tabla:
HHHHHHHm
n
1 2 3 4 5 6 7 8 9− 29 > 30
1 3 3 3 3 3 3 3 3 3 3
2 3 3 3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3 3 ? 7
> 4 3 3 3 7 7 7 7 7 7 7
Tabla 2.1: Irreducibilidad de C(m,n).
3 Es irreducible
7 No es irreducible
CAP´ITULO 3
CARACTERIZACIO´N DE MATRICES QUE
CONMUTAN CON SU TRASPUESTA
En este cap´ıtulo se desarrollan algunas caracterizaciones para matrices que
conmutan con su traspuesta en el caso 2× 2 y 3× 3.
Teorema 3.1 (Factorizacio´n de Takagi - Caso sime´trico). A ∈ Mn(C) es
sime´trica si, y so´lo si, existen una matriz unitaria U ∈Mn(C) y una matriz
diagonal real no negativa Σ = diag(σ1, ..., σn) tales que
A = UΣUT .
La columnas de U conforman un conjunto ortonormal de vectores propios de
AA, y los elementos de la diagonal de Σ son las ra´ıces cuadradas no negativas
de los valores propios de AA.
Teorema 3.2 (Factorizacio´n de Takagi - Caso antisime´trico). Una matriz
A ∈ Mn(C) es antisime´trica si, y so´lo si, existe una matriz unitaria U ∈
Mn(C) tal que
A = U(0⊕ 0⊕ · · · ⊕ 0⊕ A1 ⊕ · · · ⊕ Ak)UT ,
54
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donde cada Aj ∈M2(C) tiene la forma
Aj =
[
0 zj
−zj 0
]
, zj ∈ C, j = 1, 2, ...k. (3.1)
Nuestro objetivo es demostrar la validez de la siguiente conjetura:
Sea A ∈Mn(C). A conmuta con su traspuesta si, y so´lo si, existe una matriz
unitaria U ∈Mn(C) tal que
A = U(ρ1 ⊕ ρ2 ⊕ · · · ⊕ ρr ⊕ A1 ⊕ · · · ⊕ Ak)UT , (3.2)
donde cada ρi ∈ C, 1 6 i 6 r, y cada Aj ∈M2(C) tiene la forma
Aj =
[
αj zj
−zj αj
]
, αj, zj ∈ C, j = 1, 2, ...k. (3.3)
A continuacio´n mostraremos algunos resultados obtenidos para el caso 2× 2
y 3×3 desarrollados en [12], presentaremos resultados adicionales para estos
casos y mostraremos la caracterizacio´n de matrices que conmutan con su
traspuesta en el caso n = 3.
Proposicio´n 3.3. A ∈Mn(C). La siguientes afirmaciones son equivalentes:
1. AAT = ATA.
2. AsAas = AasAs, donde As denota la parte sime´trica de A y Aas denota
la parte antisime´trica de A.
3. AAs = AsA.
4. AAas = AasA.
Demostracio´n. Ve´ase [12].
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3.1. Caso 2× 2
Proposicio´n 3.4. Sea A ∈ M2(C). A conmuta con su traspuesta si, y so´lo
si, A =
[
a b
b d
]
o A =
[
a b
−b a
]
.
Demostracio´n. Ve´ase [12].
Proposicio´n 3.5. Sea A ∈ M2(C). A conmuta con su traspuesta si, y so´lo
si, admite una factorizacio´n en la forma de Takagi.
Demostracio´n. (⇒) Si A conmuta con su traspuesta, entonces A =
[
a b
b d
]
y A cumple con la condicio´n del teorema 3.1, o A =
[
a b
−b a
]
y A cumple
con la condicio´n del teorema 3.2. La otra implicacio´n es trivial.
3.2. Caso 3× 3
Proposicio´n 3.6. Si A es una matriz antisime´trica no nula, entonces A es
no derogatoria.
Demostracio´n. Ve´ase [12].
Proposicio´n 3.7. Sea A una matriz tal que su parte antisime´trica Aas es no
nula, entonces A conmuta con su traspuesta si, y so´lo si, A = α0I3+α1Aas+
α2A
2
as.
Demostracio´n. Ve´ase [12].
Si A ∈M3(C) y AAT = ATA, entonces Aas es no derogatoria y As = P (Aas).
Por lo tanto,
As = I + αA
2
as + βAas, β = 0
Entonces
As = I + αX
2 tiene una solucio´n en ASn(C).
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Proposicio´n 3.8. Sea A ∈M3(C).
1. Si As es no derogatoria y A conmuta con su traspuesta, entonces, A es
sime´trica y admite una factorizacio´n en la forma de Takagi.
2. Si As es derogatoria y tiene un valor propio con multiplicidad geome´-
trica igual a 3, entonces AAT = ATA y A se puede factorizar en la
forma de Takagi.
3. Si As tiene un valor propio con multiplicidad geome´trica 2 y A conmuta
con su traspuesta entonces existe una matriz ortogonal compleja Q que
diagonaliza a la matriz A en la forma (3.2).
Demostracio´n. 1. Si A conmuta con AT , entonces
AsAas = AasAs,
y como As es no derogatoria, entonces
Aas = p(As), para algu´n polinomio p.
Cualquier polinomio evaluado en una matriz sime´trica es tambie´n una
matriz sime´trica y por lo tanto
Aas = 03×3.
Luego, A es una matriz sime´trica. Aplicando el teorema (3.1), se obtiene
el resultado.
2. Sea λ el valor propio de As con multiplicidad geo´me´trica 3. Como
mg(λ) 6 ma(λ),
entonces
ma(λ) = 3
CAPI´TULO 3. MATRICES QUE CONMUTAN CON SU TRASPUESTA 58
y por lo tanto As es diagonalizable (Ve´ase el teorema A.6). Es ma´s, As
resulta ser una matriz escalar. Tenemos entonces que
A = αI + Aas.
Luego,
AT = αI − Aas,
AAT = α2I − A2as = ATA.
Ahora,
A = αI + Aas,
Aas = A− αI.
Por el teorema 3.2, existe una matriz U ∈ U3(C) tal que
UTAasU =
0 0 00 0 β
0 −β 0
 ,
UT (A− αI)U =
0 0 00 0 β
0 −β 0
 ,
UTAU − UT (αI)U =
0 0 00 0 β
0 −β 0
 ,
UTAU =
0 0 00 0 β
0 −β 0
+ αI,
UTAU =
α 0 00 α β
0 −β α
 .
Concluimos que A admite una factorizacio´n en la forma de Takagi.
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3. Si As tiene un valor propio con multiplicidad geome´trica igual a 2,
obtenemos que
mg(λi) = ma(λi), i = 1, 2.
Por lo tanto, As es diagonalizable. Por el teorema A.7, existe Q ∈ O3(C)
tal que
QTAsQ = Λ.
Observemos que la matriz Q diagonaliza a las matrices Aas y A. En
efecto, como
AsAas = AasAs,
entonces
QTAsAasQ = Q
TAasAsQ,
(QTAsQ)(Q
TAasQ) = (Q
TAasQ)(Q
TAsQ),
Λ(QTAasQ) = (Q
TAasQ)Λ,
ΛA′ = A′Λ, A′ ∈ ASn(C),λ1 0 00 λ2 0
0 0 λ2

 0 a b−a 0 c
−b −c 0
 =
 0 a b−a 0 c
−b −c 0

λ1 0 00 λ2 0
0 0 λ2
 ,
 0 aλ1 bλ1−aλ2 0 cλ2
−bλ2 −cλ2 0
 =
 0 aλ2 bλ2−aλ1 0 cλ2
−bλ1 −cλ2 0
 ,
 0 a(λ1 − λ2) b(λ1 − λ2)−a(λ2 − λ1) 0 0
−b(λ2 − λ1) 0 0
 = 03×3.
Como λ1 6= λ2, a = 0 y b = 0. As´ı,
A′ =
0 0 00 0 c
0 −c 0
 .
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Por u´ltimo, verifiquemos que la matriz Q diagonaliza a A.
A = As + Aas,
QTAQ = QT (As + Aas)Q,
QTAQ =
λ1 0 00 λ2 0
0 0 λ2
+
0 0 00 0 c
0 −c 0
 ,
QTAQ =
λ1 0 00 λ2 c
0 −c λ2
 .
En el u´ltimo caso de la proposicio´n anterior, en lugar de una matriz unitaria
U , encontramos una matriz ortogonal compleja Q que permite expresar la
matriz A en bloques de la forma (3.3). Este resultado es au´n ma´s interesante
puesto que permite encontrar algunas caracter´ısticas adicionales acerca de
los valores propios de la matriz A. El siguiente resultado muestra la relacio´n
que hay entre los valores propios de la matriz A y los valores propios de su
parte sime´trica As.
Proposicio´n 3.9. Si A ∈M3(C) y AAT = ATA, entonces
σ(A) ∩ σ(As) 6= ∅.
Demostracio´n. Si As es no derogatoria, por el numeral (1) en la proposicio´n
(3.8), A = As y por lo tanto σ(A) = σ(As).
Si As es derogatoria y tiene un valor propio con multiplicidad geome´trica
igual a 3, por el numeral (2) en la proposicio´n (3.8)
Aas = A− αI
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y si Aas 6= 0, existe S ∈ GL3(C) tal que
SAasS
−1 =
0 0 00 ρ 0
0 0 −ρ
 ,
S(A− αI)S−1 =
0 0 00 ρ 0
0 0 −ρ
 ,
SAS−1 =
0 0 00 ρ 0
0 0 −ρ
+ αI,
SAS−1 =
α 0 00 ρ+ α 0
0 0 −ρ+ α
 .
Entonces, α ∈ (σ(A) ∩ σ(As)).
Por u´ltimo, si As es derogatoria y tiene un valor propio con multiplicidad
geome´trica igual a 2, por el numeral (3) en la proposicio´n (3.8) existe Q ∈
O3(C) tal que
QTAQ =
λ1 0 00 λ2 c
0 −c λ2
 .
Adema´s,
σ(A) = {λ1, λ2 + ic, λ2 − ic},
λ1 ∈ (σ(A) ∩ σ(As)) .
3.3. Algunas consideraciones para el caso 4×4
Las siguientes observaciones se realizara´n a partir del estudio de la multipli-
cidad geome´trica y algebraica de los valores propios de la parte sime´trica As
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de la matriz A.
Si As tiene 4 valores propios, cada uno con multiplicidad geome´trica 1,
la matriz As es no derogatoria y de manera ana´loga a la proposicio´n
(3.8), se obtiene que A = As y en este caso A puede factorizarse en la
forma de Takagi.
Si As tiene un valor propio con multiplicidad geome´trica igual a 4,
la multiplicidad algebraica tambie´n es 4. Entonces, As es una matriz
escalar y es diagonalizable. Por lo tanto,
A = αI + Aas,
Aas = A− αI.
Luego, por el teorema 3.2, existe una matriz U ∈ U4(C) tal que
UTAasU =

0 γ 0 0
−γ 0 0 0
0 0 0 β
0 0 −β 0
 ,
UT (A− αI)U =

0 γ 0 0
−γ 0 0 0
0 0 0 β
0 0 −β 0
 ,
UTAU =

α γ 0 0
−γ α 0 0
0 0 α β
0 0 −β α
 .
Concluimos que A admite una factorizacio´n en la forma de Takagi.
Adema´s,
σ(As) = {α}.
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Si As tiene tres valores propios, cada uno con multiplicidad geome´trica
1, la matriz As es no derogatoria y de manera ana´loga a la proposicio´n
(3.8), se obtiene que A = As y en este caso A puede factorizarse en la
forma de Takagi. Ahora, si As tiene tres valores propios con
mg(λ1) = 2 mg(λ2) = 1 mg(λ3) = 1
entonces
ma(λ1) = 2 ma(λ2) = 1 ma(λ3) = 1
y la matriz As es diagonalizable. Por el teorema (A.7), existe una matriz
Q ∈ O4(C) tal que
QTAsQ = Λ =

λ1 0 0 0
0 λ1 0 0
0 0 λ2 0
0 0 0 λ3
 .
De la misma forma que en la proposicio´n (3.8), la matriz Q diagonaliza
a las matrices Aas y A. En efecto,
QTAasQ =

0 b 0 0
−b 0 0 0
0 0 0 0
0 0 0 0
 .
Luego,
A = As + Aas,
QTAQ = QT (As + Aas)Q,
QTAQ =

λ1 0 0 0
0 λ1 0 0
0 0 λ2 0
0 0 0 λ3
+

0 b 0 0
−b 0 0 0
0 0 0 0
0 0 0 0
 ,
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QTAQ =

λ1 b 0 0
−b λ1 0 0
0 0 λ2 0
0 0 0 λ3
 .
En este caso,
σ(As) = {λ1, λ2, λ3},
σ(A) = {λ1 + ib, λ1 − ib, λ2, λ3}.
Si As tiene 2 valores propios, la multiplicidad geome´trica de cada uno
de ellos puede ser de la siguiente forma:
1. mg(λ1) = 2 y mg(λ2) = 2. Entonces, ma(λ1) = 2 y ma(λ2) = 2.
Luego, As es diagonalizable y por el teorema (A.7), existe una
matriz Q ∈ O4(C) tal que
QTAsQ = Λ =

λ1 0 0 0
0 λ1 0 0
0 0 λ2 0
0 0 0 λ2
 .
La matriz Q diagonaliza a las matrices Aas y A.
QTAasQ =

0 b 0 0
−b 0 0 0
0 0 0 g
0 0 −g 0
 .
Luego,
A = As + Aas,
QTAQ = QT (As + Aas)Q,
QTAQ =

λ1 0 0 0
0 λ1 0 0
0 0 λ2 0
0 0 0 λ2
+

0 b 0 0
−b 0 0 0
0 0 0 g
0 0 −g 0
 ,
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QTAQ =

λ1 b 0 0
−b λ1 0 0
0 0 λ2 g
0 0 −g λ2
 .
En este caso,
σ(As) = {λ1, λ2},
σ(A) = {λ1 + ib, λ1 − ib, λ2 + ig, λ2 − ig}.
2. mg(λ1) = 1 ymg(λ2) = 1. En este caso,ma(λ1) = 2 yma(λ2) = 2,
o, ma(λ1) = 3 y ma(λ2) = 1. En cualquiera de las dos situaciones,
como los valores propios de As tienen multiplicidad geome´trica 1,
entonces As es no derogatoria y A es sime´trica. Luego, A admite
una factorizacio´n de Takagi.
Nota: Los casos en que la matriz As tiene 2 valores propios y mg(λ1) = 3 y
mg(λ2) = 1 o´ mg(λ1) = 2 y mg(λ2) = 1 son au´n objeto de estudio.
PREGUNTAS ABIERTAS
En la seccio´n 2.2 se mostraron los resultados que se han obtenido hasta
el momento en cuanto a la irreducibilidad de las variedades de m-uplas
de matrices conmutantes n× n. Adema´s, es de gran intere´s establecer
la dimensio´n de dichas variedades. Algunas preguntas relacionadas con
estas dos caracter´ısticas que au´n no esta´n resueltas son:
• ¿Para que´ valores de n, 9 6 n 6 29, la variedad C(3, n) es irre-
ducible?
• ¿Cua´l es la dimensio´n de la variedad C(m,n) para m > 2?
En el cap´ıtulo 3 se mostro´ que es posible extender el Teorema de Takagi
a matrices que conmutan con su traspuesta en el caso 2×2 y en algunos
casos de matrices 3× 3. En estas dos situaciones, se puede decir que
Una matriz conmuta con su traspuesta si, y so´lo si, admite una
factorizacio´n en la forma de Takagi.
¿Es posible extender este resultado a Mn(C), n > 3?
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APE´NDICE A
ALGUNOS RESULTADOS ALGEBRAICOS
Teorema A.1. Sean a(x), b(x) ∈ K[X], existe d(x) = m.c.d.(a(x), b(x)).
Adema´s, existen polinomios λ(x) y µ(x) en K[X] tales que
λ(x)a(x) + µ(x)b(x) = d(x).
Teorema A.2 (Teorema de Hamilton - Cayley). Sea A una matriz cuadrada
de taman˜o n× n con coeficientes en un anillo conmutativo. Sea
p(x) = det(xI − A)
el polinomio caracter´ıstico de A. Entonces, p(A) ≡ 0 (0 representa la matriz
nula de taman˜o n× n).
Dos consecuencias importantes del teorema de Cayley-Hamilton aparecen a
continuacio´n.
Corolario A.3. Sea A ∈Mn(F ). Entonces, para todo nu´mero natural r > 0,
Ar se puede escribir como combinacio´n lineal de I, A,A2, ..., An−1.
Corolario A.4. Sea A ∈Mn(F ). El polinomio mı´nimo de A es un divisor de
su polinomio caracter´ıstico, y, adema´s, el polinomio mı´nimo tiene los mismos
factores irreducibles que el polinomio caracter´ıstico.
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Corolario A.5. Sea A ∈ Mn(F ). Si A es no derogatoria, las matrices
I, A,A2, ..., An−1 son linealmente independientes.
Teorema A.6. Si A ∈ Mn(C) entonces las siguientes afirmaciones son
equivalentes:
1. A es diagonalizable.
2. Existe una coleccio´n de n vectores propios de A linealmente indepen-
diente.
3. Para todo λ ∈ σ(A),
mgA(λ) = maA(λ).
Demostracio´n. Ve´ase [13].
Teorema A.7. Sea A ∈ Sn(C). Entonces A es diagonalizable si, y so´lo
si, es diagonalizable por medio de una matriz ortogonal compleja; esto es,
A = SΛS−1 para una matriz diagonal Λ ∈Mn(C) y una matriz S ∈ GLn(C)
si, y so´lo si, A = QΛQT donde Q ∈ On(C).
Demostracio´n. Ve´ase [13].
Teorema A.8 (Teorema Chino de los restos). Sean a1(x), a2(x), ..., an(x)
polinomios arbitrarios y p1(x), p2(x), ..., pn(x) polinomios dos a dos primos
relativos. Entonces existe un polinomio f(x) tal que
f(x) ≡ a1(x) (mo´d p1(x))
f(x) ≡ a2(x) (mo´d p2(x))
...
f(x) ≡ an(x) (mo´d pn(x))
Si f1(x) y f2(x) son dos soluciones, entonces
f1(x) ≡ f2(x) (mo´d p1(x) · p2(x) · · · pn(x)).
APE´NDICE B
CONCEPTOS DE GEOMETRI´A ALGEBRAICA
B.1. Variedades algebraicas
Sea F un cuerpo algebraicamente cerrado. Llamaremos espacio af´ın n-dimen-
sional de F al conjunto F n que esta´ formado por las n-uplas de elementos
de F . Un elemento P de F n se denomina punto, y si P = (a1, a2, ..., an) con
ai ∈ F , entonces, cada ai se denomina i-e´sima coordenada de P.
Sea A = F [x1, ..., xn] el anillo de polinomios en n variables sobre F . Si f ∈ A
es un polinomio, el conjunto de ceros de f es
Z(f) = {P ∈ F n|f(P ) = 0}.
Ma´s generalmente, si T es cualquier subconjunto de A, definimos el conjunto
cero de T como
Z(T ) = {P ∈ F n|f(P ) = 0 para todo f ∈ T}.
Definicio´n B.1. Un subconjunto V de F n es una variedad algebraica si
existe un subconjunto T ⊆ A tal que
V = Z(T ).
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Proposicio´n B.2. Sean V1, V2, ..., Vk, F -variedades algebraicas. Las siguien-
tes afirmaciones son verdaderas:
1. V1 ∪ V2 ∪ · · · ∪ Vk es una F -variedad algebraica.
2. V1 ∩ V2 ∩ · · · ∩ Vk es una F -variedad algebraica.
La interseccio´n infinita de variedades algebraicas tambie´n es una variedad
algebraica. Esto es una consecuencia del Teorema de la base de Hilbert.
B.2. La Topolog´ıa de Zariski
El conjunto de variedades algebraicas en F n se comporta como los cerra-
dos de una topolog´ıa. Como ya mencionamos, la interseccio´n arbitraria de
variedades algebraicas es una variedad algebraica y la unio´n finita de varie-
dades algebraicas es una variedad algebraica. Esto hace que la coleccio´n de
complementos de las variedades algebraicas en F n forme una topolog´ıa. Esta
topolog´ıa se denomina Topolog´ıa de Zariski.
En esta topolog´ıa, los conjuntos abiertos son los complementos de las varie-
dades algebraicas. En particular, esta topolog´ıa no es Hausdorff.
B.3. Dimensio´n de una variedad
Definicio´n B.3. Sea V una F -variedad algebraica. V es llamada irre-
ducible si V = V1 ∪ V2 para dos F -variedades V1 y V2, implica que V = V1
o´ V = V2.
Proposicio´n B.4. El producto cartesiano de variedades algebraicas irre-
ducibles sobre un cuerpo algebraicamente cerrado es tambie´n irreducible.
Proposicio´n B.5. Sea X una variedad algebraica. Las siguientes afirma-
ciones son equivalentes:
1. X es irreducible.
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2. Si U ⊂ X es un subconjunto abierto no vac´ıo, entonces U es denso en
X y dimU = dimX.
3. Dados U1, U2 subconjuntos abiertos de X donde Ui 6= ∅, entonces U1 ∩
U2 6= ∅.
Cualquier variedad puede ser descompuesta como una unio´n finita de sub-
variedades irreducibles
X = X1 ∪X2 ∪ · · · ∪Xm,
donde Xi * Xj para cualquier i 6= j. Tal descomposicio´n es u´nica salvo
permutaciones. Adema´s, cada Xi se denomina componente irreducible de
X.
Definicio´n B.6. Sea X una variedad algebraica. La dimensio´n de X es el
ma´ximo de las dimensiones de sus componentes irreducibles.
B.4. Morfismos entre variedades
Una funcio´n f : X → K es regular, si existe un polinomio F ∈ K[x1, ..., xn]
tal que
f(x) = F (x) ∀x ∈ X.
Definicio´n B.7. Si Y y Z son dos variedades, y ϕ : Y → Z es una funcio´n,
ϕ es un morfismo si para toda funcio´n regular f en Z, la composicio´n f ◦ϕ
es regular en Y .
Definicio´n B.8. Un morfismo ϕ : X → Y es dominante si ϕ(X) = Y .
Teorema B.9 (Teorema de la dimensio´n de la fibra). Sea f : X → Y
un morfismo dominante de variedades algebraicas irreducibles, y sea r =
dimX − dimY . Entonces, existe un abierto no vac´ıo U ⊂ Y contenido en
f(X) tal que para todo y ∈ U ,
dim f−1(y) = r.
Demostracio´n. (Ve´ase [19]).
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