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The fundamental challenge in the cloud today is how to build and optimize machine
learning and data analytical services. Machine learning and data analytical platforms
are changing computing infrastructure from expensive private data centers to easily
accessible online services. These services pack user requests as jobs and run them
on thousands of machines in parallel in geo-distributed clusters. The scale and the
complexity of emerging jobs lead to increasing challenges for the clusters at all
levels, from power infrastructure to system architecture and corresponding software
framework design.
These challenges come in many forms. Today’s clusters are built on commodity
hardware and hardware failures are unavoidable. Resource competition, network
congestion, and mixed generations of hardware make the hardware environment
complex and hard to model and predict. Such heterogeneity becomes a crucial
roadblock for efficient parallelization on both the task level and job level. Another
challenge comes from the increasing complexity of the applications. For example,
machine learning services run jobs made up of multiple tasks with complex de-
pendency structures. This complexity leads to difficulties in framework designs.
The scale, especially when services span geo-distributed clusters, leads to another
important hurdle for cluster design. Challenges also come from the power infras-
tructure. Power infrastructure is very expensive and accounts for more than 20% of
the total costs to build a cluster. Power sharing optimization to maximize the facility
utilization and smooth peak hour usages is another roadblock for cluster design.
In this thesis, we focus on solutions for these challenges at the task level, on
the job level, with respect to the geo-distributed data cloud design and for power
management in colocation data centers.
At the task level, a crucial hurdle to achieving predictable performance is stragglers,
i.e., tasks that take significantly longer than expected to run. At this point, speculative
execution has been widely adopted to mitigate the impact of stragglers in simple
workloads. We apply straggler mitigation for approximation jobs for the first time.
We present GRASS, which carefully uses speculation to mitigate the impact of
stragglers in approximation jobs. GRASS’s design is based on the analysis of a
model we develop to capture the optimal speculation levels for approximation jobs.
Evaluations with production workloads from Facebook and Microsoft Bing in an
vEC2 cluster of 200 nodes show that GRASS increases accuracy of deadline-bound
jobs by 47% and speeds up error-bound jobs by 38%.
Moving from task level to job level, task level speculation mechanisms are designed
and operated independently of job scheduling when, in fact, scheduling a specu-
lative copy of a task has a direct impact on the resources available for other jobs.
Thus, we present Hopper, a job-level speculation-aware scheduler that integrates
the tradeoffs associated with speculation into job scheduling decisions based on a
model generalized from the task-level speculation model. We implement both cen-
tralized and decentralized prototypes of the Hopper scheduler and show that 50%
(66%) improvements over state-of-the-art centralized (decentralized) schedulers and
speculation strategies can be achieved through the coordination of scheduling and
speculation.
As computing resources move from local clusters to geo-distributed cloud services,
we are expecting the same transformation for data storage. We study two crucial
pieces of a geo-distributed data cloud system: data acquisition and data placement.
Starting from developing the optimal algorithm for the case of a data cloud made up
of a single data center, we propose a near-optimal, polynomial-time algorithm for a
geo-distributed data cloud in general. We show, via a case study, that the resulting
design, Datum, is near-optimal (within 1.6%) in practical settings.
Efficient power management is a fundamental challenge for data centers when pro-
viding reliable services. Power oversubscription in data centers is very common and
may occasionally trigger an emergency when the aggregate power demand exceeds
the capacity. We study power capping solutions for handling such emergencies in
a colocation data center, where the operator supplies power to multiple tenants.
We propose a novel market mechanism based on supply function bidding, called
COOP, to financially incentivize and coordinate tenants’ power reduction for mini-
mizing total performance loss while satisfying multiple power capping constraints.
We demonstrate that COOP is “win-win”, increasing the operator’s profit (through
oversubscription) and reducing tenants’ costs (through financial compensation for
their power reduction during emergencies).
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1Chapter 1
INTRODUCTION
In the last two decades, the emerging of big data has driven enormous push in
the technology developments of both distributed systems and machine learning. In
the era of big data, the requirement to provide predictable and scalable services
has led to a remarkable evolution of large scale data analytics frameworks. From
MapReduce [1] to Spark [2] then to Flink [3], from support for simple batch jobs
to support for steam processing to integrated machine learning and graph libraries,
there is a trend towards broader and more general system design. Meanwhile,
the fast evolution of system frameworks inevitably leads to significant challenges
from scalability to compatibility with existing systems and new applications. In the
following, we first investigate the evolution of the data analytics frameworks , and
then highlight the challenges to the design of large scale data analytics frameworks.
Finally we give an overview of the contributions this thesis make toward these
challenges.
1.1 The Evolution of Large Scale Data Analytics Frameworks
About twenty years ago, to handle the challenge of processing massive amount of
data in special-purpose computations such as web index computing, engineers in
Google designed a new data processing framework called MapReduce [1]. MapRe-
duce can be viewed as an abstraction that allows users to perform logically simple
computations without taking care of the messy details of distributed computing. In
general, data processing in MapReduce has three phases, map phase, shuﬄe phase,
and reduce phase. In map phase, input data is divided into small data chunks, and
each data chunk is sent to a machine slot (i.e., mapper) for execution. The output
data of the mappers are in the form of key-value pairs, and are sorted and grouped
by keys in the shuﬄe phase. The shuﬄed data are fed to reduce machine slots (i.e.,
reducers) in the reduce phase for further processing. After having been published
in 2004 by Google Labs, this simple but powerful programming paradigm attracted
enormous attention.
2MapReduce quickly expanded beyond Google. In 2006, Hadoop [4], an open source
version of MapReduce, was developed by Doug Cutting and Mike Cafarella. The
core ofHadoop consists of two parts, (1) the storage architecture, HadoopDistributed
File System (HDFS) [5], which is inspired by the Google File System (GFS) [6], and
(2) the processing model, MapReduce. Hadoop MapReduce quickly became the
most popular open source implementation of MapReduce. Yahoo!, Facebook and
many others soon adopted Hadoop to build their large cloud computing clusters [7].
In 2010, Facebook announced that they had the largest Hadoop cluster in the world
with 21 PB of storage. The data volume had grown to 100 PB in mid 2012 and was
reported to continuously grow by roughly half a PB per day later that year. Hadoop
adoption had become widespread as of 2013: more than half of the Fortune 50 used
Hadoop [8].
As Hadoop became widely used, the early adopters started to notice the limita-
tions of the classical MapReduce framework, including lack of scalability, resource
underutilization and the lack of support for complex applications.
These issues are mainly due to two design choices. (1) MapReduce uses a single
centralized JobTracker process to constantly track all the resource management
and allocation and perform coordination of all jobs and their tasks running on the
cluster. Besides the JobTracker, a number of TaskTracker processes are used to
assign tasks and periodically report the progresses to the JobTracker. The highly
centralized structure of the JobTracker results in scalability issue, especially for real
time data analytics. (2) To ease the workload of the JobTracker and TaskTracker, in
MapReduce the computational resources on each node are divided into fixed number
of map slots and reduce slots, which lead to significant resource underutilization,
especially when a job requires an unequal number of mappers and reducers.
To address these issues, YARN [9] was integrated into Hadoop in 2014. In the
YARN architecture, JobTracker is replaced by a global ResourceManager which is
in charge of inter-application level resource management and a number of Applica-
tionMasters which are responsible for intra-application level resource management
for each application respectively. NodeManagers replace the previous TaskTrack-
ers for resource container control. Such a decoupling reduces the overhead of the
resouce management and also supports applications besides traditional MapReduce
jobs given that ResouceManager and NodeManagers are designed to be independent
of the running tasks. From then on, Hadoop MapReduce, Hadoop YARN, Hadoop
Distributed File System and Hadoop Common (the common utilities that support the
3other Hadoopmodules) become the core modules of the Apache Hadoop project [4].
While MapReduce is well suited for batch processing, its deficiency for real time
data analytics on complicated applications, especially for applications that reuse
the same working set of data across multiple MapReduce jobs, is also widely
noticed by researchers and developers. For example, iterative machine learning jobs
experience significant delay in MapReduce because each iteration is considered as
an individual MapReduce job and, in the MapReduce framework, each job must
load data from the disk independently. To handle this challenge, M. Zaharia et al.
developed Apache Spark in 2010 [2]. Spark shares a similar programming model
to MapReduce, but adopts an abstraction called resilient distributed dataset (RDD)
which allows users to explicitly cache data sets inmemory acrossmachines and reuse
them across multiple MapReduce jobs (MapReduce-like parallel operations). Spark
can run either in stand-alone mode or combined with Hadoop as a replacement for
MapReduce. Unlike MapReduce which is best suited for batch processing, Spark
is designed to handle both batch processing and stream processing. Its in-memory
data processing ensures fast speed and thus makes Spark one of the most popular
real time data analytic frameworks.
The broad success of Hadoop as well as the emerging of many other challenges
have led an enormous number of developers to engage in Hadoop related projects.
All these projects comprise a so-called “Hadoop ecosystem." Systems in the the
Hadoop ecosystem cover a variety of aspects and target a lot of different applications.
For example, Pig [10] and Hive [11] offer SQL-style high-level data manipulation
constructed on top of Hadoop. Storm [12] provides stream processing for real time
data analytics. Flink [3] aims at both batch and stream processing with a unified
architecture based on data flow abstraction. Tez [13] is built atop YARN and adds
support to jobs with DAGs. Kafka [14] is a distributed publish-subscribe system
for processing large amounts of streaming data with coordination support from
Zookeeper. Also various NoSQL or SQL databases are designed and developed
to provided data storage support. The boom of Hadoop and its corresponding
ecosystem provides rich tools to handle big data challenges. However, there is an
emerging trend towards the design of more general data analytics systems. The inter-
and intra- systems optimization as well as the exponentially increasing data volume
and the emerging of new data with different characteristics pose new challenges
every day. We focus on these challenges in the next section.
41.2 Challenges to the Design of Analytics Frameworks
Even with the success of existing various industrial systems, as the volume of data
continues to grow, the scale of the clusters expands and complicated applications
impose new requirements on the systems, which lead to new challenges to the design
of analytics frameworks.
One significant goal for data analytics frameworks is to provide predictable perfor-
mance. As the scale and complexity of clusters increase, hard-to-model systemic
interactions that degrade the performance of tasks become common. Consequently,
many tasks become “stragglers”, i.e., running slower than expected, leading to
significant unpredictability (and delay) in job completion times. Dealing with strag-
glers is a crucial design component that has received widespread attention across
prior studies [15, 16]. The dominant technique to mitigate stragglers is specula-
tion, which works by launching speculative copies for the slower tasks, where a
speculative copy is simply a duplicate of the original task. It then becomes a race
between the original and the speculative copies. Such techniques are state of the
art and deployed in production clusters at Facebook and Microsoft Bing, thereby
significantly speeding up jobs [1, 15, 17, 18]. However, current straggler mitigation
algorithms are mainly focused on the task level without considering how specula-
tion will affect job level scheduling. Speculation policies deployed today are all
designed and operated independently of job scheduling; schedulers simply allocate
slots to speculative copies in a best-effort" fashion, e.g., [1, 17, 19, 20]. Also the
existing speculation algorithms are lack of support for complicated job structures,
such as DAG, and only focus on performing speculation mitigation on current wave
of tasks [1, 17, 19].
Another hurdle to system optimization is the increasing complexity of the applica-
tions. Fifteen years ago,MapReducewas a huge success in regenerating theGoogle’s
index of the World Wide Web. But its lack of support for complicated applications
such as machine learning iterative jobs and graph processing jobs with DAGs moti-
vated the development of other systems/modules such as Spark [2], YARN [9] and
Tez [13]. These systems/modules are combined to provide generic frameworks to
run complicated jobs, but fine-granularity optimization targeting different job types
is still a challenge. Take an emerging new type of job, approximation jobs, as an
example [21–23]. With the deluge of data, analytics applications no longer require
the processing of entire datasets. Instead, they choose to trade off accuracy for
response time and obtain approximate results early from just part of the dataset.
5Such approximation jobs require schedulers to prioritize the appropriate subset of
their tasks depending on the approximation criteria, while distributed systems are
generally designed to evenly prioritize each tasks. Balancing between these two
provides new challenges for system design.
Achieving lower latency is an increasing challenge as large scale data analytics
frameworks are shifting towards shorter task duration and higher degrees of paral-
lelization. In 2004, the scale of task duration was more than 10 min, while in 2010,
for Spark in memory query, the scale of task duration was already shortened to hun-
dreds of milliseconds [20]. We expect the trend to continue in the future generations
of frameworks with task duration being even smaller. In this situation, controlling
system overheads becomes of importance for real time data analytics design. To-
day’s state-of-the-art frameworks use distributed schedulers to achieve lightweight
scheduling while maintaining low latency [16, 20, 24]. In such frameworks, each
scheduler only knows partial information about jobs and working machines. Opti-
mizing such systems, especially with regards to efficient straggler mitigation, is still
challenging.
The most widely used scheduling approach in clusters today is based on fairness,
which can be thought of as equal sharing (or weighted sharing) of the available
resources among jobs (or cluster users) [25]. The equal sharing strategy guarantees
isolation in resource management, in the sense that users are guaranteed to receive
their fair shares and no starvation can exist. However, fairness, of course, comes
with the cost of performance inefficiencies. How to balance fairness and efficiency
to avoid starvation for jobs while achieving high efficiency is another system design
challenge.
As cloud servers are widely located in geo-distributed systems, analysis and op-
timization of data stored in geographically distributed data centers has received
increasing attention [26–28]. Bandwidth constraints as well as latency are the two
main challenges for system designs in this context, and a number of system designs
have been proposed [26–28]. Data acquisition and data pricing have been studied
extensively [29–32]. However how to cost-effectively combine the data acquisition
with data placement imposes new challenges to geo-distributed system designs.
Power management is another challenge that has been studied widely [33–36]. Data
centers are power hogs. In 2014, data centers in the U.S. consumed an estimated
70 billion kWh, which accounts for 1.8% of total U.S. electricity consumption [37].
On the other hand, data centers usually have the flexibility of decreasing electricity
6consumption for a short period of time with power techniques such as load migra-
tion/scheduling [38]. Such flexibility makes data centers promising resources for
demand response, particularly for emergency demand response, which saves the
power grid from incurring blackouts during emergency situations. Existing studies
mostly focus on owner operated data centers (e.g., Google) whose operators have
full control over both servers and facilities. But multi-tenant colocation data centers
have been investigated much less frequently. In a colocation data center (simply
called “colocation” or “colo”), multiple tenants deploy and keep full control of
their own physical servers in a shared space, while the colo operator only provides
facility support (e.g., high-availability power and cooling). Colos are less studied
than owner-operated data centers, but they are actually more common in practice.
Colos offer data center solutions to many industry sectors, and serve as physical
home to many private clouds, medium-scale public clouds (e.g., VMware) [39],
and content delivery providers (e.g., Akamai). Further, a recent study shows that
colos consume nearly 40% of data center energy in the U.S., while Google-type data
centers collectively account for less than 8%, with the remaining going to enterprise
in-house data centers [40]. With such huge potential, efficient power management
for colos becomes an important challenge in data center design.
1.3 Overview of This Thesis
This thesis is divided into four components. In Chapter 2, we focus on the task-level
data analytics framework optimization for approximation jobs. In Chapter 3, we
study the job-level optimizationwith a joint design of job scheduling and speculation
mitigation. In Chapter 4, we investigate the design of the geo-distributed data cloud
with joint optimization of data acquisition and data placement. Finally in Chapter 5,
we study power management in collocation data centers.
Chapter 2: speculation-aware cluster scheduling at the task level
In this chapter, we focus on the task-level data analytics framework optimization for
approximation jobs. In big data analytics, timely results, even if based on only part
of the data, are often good enough. For this reason, approximation jobs, which have
deadline or error bounds and require only a subset of their tasks to complete, are
projected to dominate big data workloads. Straggler tasks are an important hurdle
when designing approximate data analytic frameworks, and the widely adopted
approach to deal with them is speculative execution.
7In this chapter, we present GRASS, which carefully uses speculation to mitigate the
impact of stragglers in approximation jobs. We develop an analytic model to analyze
the optimal speculation level for approximation jobs. GRASS’s design is based on
the guidelines derived from the analysis. GRASS delicately balances immediacy of
improving the approximation goal with the long term implications of using extra
resources for speculation. Evaluations with production workloads from Facebook
and Microsoft Bing in an EC2 cluster of 200 nodes shows that GRASS increases
accuracy of deadline-bound jobs by 47% and speeds up error-bound jobs by 38%.
GRASS’s design also speeds up exact computations (zero error-bound), making it a
unified solution for straggler mitigation. This work summarizes the result in [19].
Chapter 3: speculation-aware cluster scheduling on the job level
In this chapter, we study the job-level data analytics framework optimization with
a joint design of job scheduling and speculation mitigation. As clusters continue
to grow in size and complexity, providing scalable and predictable performance
is an increasingly important challenge. At this point, speculative execution has
been widely adopted to mitigate the impact of stragglers. However, speculation
mechanisms are designed and operated independently of job scheduling when, in
fact, scheduling a speculative copy of a task has a direct impact on the resources
available for other jobs. In this work, we present Hopper, a job scheduler that is
speculation-aware, i.e., that integrates the tradeoffs associated with speculation into
job scheduling decisions. We generalize the model in Chapter 2 from task level to
job level and design Hopper based on that. A knob to balance fairness and efficiency
and solutions to jobs with DAGs and heterogeneous jobs are also provided in the
design. We implement both centralized and decentralized prototypes of the Hopper
scheduler and show that 50% (66%) improvements over state-of-the-art centralized
(decentralized) schedulers and speculation strategies can be achieved through the
coordination of scheduling and speculation. Thiswork summarizes the result in [41].
Chapter 4: network-aware geo-distributed cluster scheduling
This chapter studies two design tasks faced by a geo-distributed cloud data market:
which data to purchase (data purchasing) and where to place/replicate the data for
delivery (data placement). We show that the joint problem of data purchasing and
data placement within a data cloud can be viewed as a facility location problem, and
is thus NP-hard. However, we give a provably optimal algorithm for the case of a
8data cloud made up of a single data center, and then generalize the structure from
the single data center setting in order to develop a near-optimal, polynomial-time
algorithm for a geo-distributed data cloud. The resulting design, Datum, decomposes
the joint purchasing and placement problem into two subproblems, one for data
purchasing and one for data placement, using a transformation of the underlying
bandwidth costs. We show, via a case study, that Datum is near-optimal (within
1.6%) in practical settings. This work summarizes the result in [42].
Chapter 5: Power Capping in Colocation Data Centers
This chapter focuses on power management in data centers. Power oversubscription
in data centers may occasionally trigger an emergency when the aggregate power
demand exceeds the capacity. Handling such an emergency requires a graceful
power capping solution that minimizes the performance loss. In this chapter, we
study power capping in a colocation data center where the operator supplies power
to multiple tenants who manage their own servers. Unlike owner-operated data
centers, the operator lacks control over tenants’ servers. To address this challenge,
we propose a novel market mechanism based on supply function bidding, called
COOP, to financially incentivize and coordinate tenants’ power reduction for min-
imizing total performance loss (quantified in performance cost) while satisfying
multiple power capping constraints. We first provide the theoretical analysis of our
mechanism under a simple case with data center level power capping constraint only
and then generalize our mechanism to the multi-level power capping problem. We
build a prototype to show that COOP is efficient in terms of minimizing the total
performance cost, even compared to the ideal but infeasible case that assumes the
operator has full control over tenants’ servers. We also demonstrate that COOP is
“win-win”, increasing the operator’s profit (through oversubscription) and reduc-
ing tenants’ costs (through financial compensation for their power reduction during
emergencies). This work summarizes the result in [43, 44].
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SPECULATION-AWARE CLUSTER SCHEDULING
AT THE TASK LEVEL
Large scale data analytics frameworks automatically compose jobs operating on
large data sets into many small tasks and execute them in parallel on compute slots
on different machines. A key feature catalyzing the widespread adoption of these
frameworks is their ability to guard against failures of tasks, both when tasks fail
outright as well as when they run slower than the other tasks of the job. Dealing with
the latter, referred to as stragglers, is a crucial design component that has received
widespread attention across prior studies [15, 17, 18].
The dominant technique tomitigate stragglers is speculation—launching speculative
copies for the slower tasks, where a speculative copy is simply a duplicate of the
original task. It then becomes a race between the original and the speculative copies.
Such techniques are state of the art and deployed in production clusters at Facebook
and Microsoft Bing, thereby significantly speeding up jobs.
Approximation jobs are starting to see considerable interest in data analytics clusters
[21–23]. These jobs are based on the premise that providing a timely result, even
if only on part of the dataset, is more important than processing the entire data.
These jobs tend to have approximation bounds on two dimensions—deadline and
error [45]. Deadline-bound jobs strive to maximize the accuracy of their results
within a specified time deadline. Error-bound jobs, on the other hand, strive to
minimize the time taken to reach a specified error limit in the result. Typically,
approximation jobs are launched on a large dataset and require only a subset of their
tasks to finish based on the bound [46–48].
Our focus in this chapter is on the problem of task-level speculation for approx-
imation jobs.1 Traditional speculation techniques for straggler mitigation face a
1Note that an error-bound job with error of zero is the same as an exact job that requires all
its tasks to complete. Hence, by focusing on approximation jobs, we automatically subsume exact
computations.
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fundamental limitation when dealing with approximation jobs, since they do not
take into account approximation bounds. Ideally, when the job has many more tasks
than compute slots, we want to prioritize those tasks that are likely to complete
within the deadline or those that contribute the earliest to meeting the error bound.
By not considering the approximation bounds, state-of-the-art straggler mitigation
techniques in production clusters at Facebook and Bing fall significantly short of
optimal mitigation. They are 48% lower in average accuracy for deadline-bound
jobs and 40% higher in average duration of error-bound jobs.
Optimally prioritizing tasks of a job to slots is a classic scheduling problem with
known heuristics [49–51]. These heuristics, unfortunately, do not directly carry
over to our scenario for the following reasons. First, they calculate the optimal
ordering statically. Straggling of tasks, on the other hand, is unpredictable and
necessitates dynamic modification of the priority ordering of tasks according to
the approximation bounds. Second, and most importantly, traditional prioritization
techniques assign tasks to slots assuming every task occupies only one slot. Spawn-
ing a speculative copy, however, leads to the same task using two (or multiple) slots
simultaneously. Hence, this distills our challenge to achieving the approximation
bounds by dynamically weighing the gains due to speculation against the cost of
using extra resources for speculation.
Scheduling a speculative copy helps make immediate progress by finishing a task
faster. However, while not scheduling a speculative copy results in the task running
slower, many more tasks may be completed using the saved slot. To understand this
opportunity cost, consider a cluster with one unoccupied slot and a straggler task.
Letting the straggler complete takes five more time units while a new copy of it
would take four time units. While scheduling a speculative copy for this straggler
speeds it up by one time unit, if we were not to, that slot could finish another task
(taking five time units too).
This simple intuition of opportunity cost forms the basis for our two design proposals.
First, Greedy Speculative (GS) scheduling is an algorithm that greedily picks the
task to schedule next (original or speculative) that most improves the approximation
goal at that point. Second, Resource Aware Speculative (RAS) scheduling considers
the opportunity cost and schedules a speculative copy only if doing so saves both
time and resources.
These two designs are motivated by first principles analysis within the context of a
theoretical model for studying speculative scheduling. An important guideline from
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our model is that the value of being greedy (GS) increases for smaller jobs while
considering opportunity cost of speculation (RAS) helps for larger jobs. As our
model is generic, a nice aspect is that the guideline holds not only for approximation
jobs but also for exact jobs that require all their tasks to complete.
We use the above guideline to dynamically combine GS and RAS, which we call
GRASS. At the beginning of a job’s execution,GRASS uses RAS for scheduling tasks.
Then, as the job gets close to its approximation bound, it switches to GS, since our
theoretical model suggests that the opportunity cost of speculation diminishes with
fewer unscheduled tasks in the job. GRASS learns the point to switch from RAS to
GS using job and cluster characteristics.
We demonstrate the generality of GRASS by implementing it in both Hadoop [4]
(for batch jobs) and Spark [52] (for interactive jobs). We evaluate GRASS using
productionworkloads fromFacebook andBing on anEC2 clusterwith 200machines.
GRASS increases accuracy of deadline-bound jobs by 47% and speeds up error-
bound jobs by 38% compared to state-of-the-art straggler mitigation techniques
deployed in these clusters (LATE [18] and Mantri [17]). In fact, GRASS results
in near-optimal performance. In addition, GRASS also speeds up exact jobs, that
require all their tasks to complete, by 34%. Thus, it is a unified speculation solution
for both approximation as well as exact computations.
2.1 Challenges and Opportunities
Before presenting our system design, it is important to understand the challenges
and opportunities for speculating straggler tasks in the context of approximation
jobs.
2.1.1 Approximation Jobs
Increasingly, with the deluge of data, analytics applications no longer require pro-
cessing the entire datasets. Instead, they choose to trade off accuracy for response
time. Approximate results obtained early from just part of the dataset are often
good enough [21–23]. Approximation is explored across two dimensions—time for
obtaining the result (deadline) and error in the result [45].
• Deadline-bound jobs strive to maximize the accuracy of their result within
a specified time limit. Such jobs are common in real-time advertisement
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systems and web search engines. Generally, the job is spawned on a large
dataset and accuracy is proportional to the fraction of data processed [46–48]
(or tasks completed, for ease of exposition).
• Error-bound jobs strive to minimize the time taken to reach a specified error
limit in the result. Again, accuracy ismeasured in the amount of data processed
(or tasks completed). Error-bound jobs are used in scenarios where the value
in reducing the error below a limit is marginal, e.g., counting the number of
cars crossing a section of a road to the nearest thousand is sufficient for many
purposes.
Approximation jobs require schedulers to prioritize the appropriate subset of their
tasks depending on the deadline or error bound. Prioritization is important for
two reasons. First, due to cluster heterogeneities [15, 18, 53], tasks take different
durations even if assigned the same amount of work. Second, jobs are often multi-
waved, i.e., their number of tasks is much greater than the available compute slots,
thereby they run only a fraction of their tasks at a time [54]. For example, when a job
with 1000 tasks is given only 100 slots simultaneously (due to, say, fair scheduling),
it runs only one-tenth of its tasks at a time. These tasks, though, are independent
and can be scheduled in any order. The trend of multi-waved jobs is expected to
grow with smaller tasks [55].
2.1.2 Challenges
The main challenge in prioritizing tasks of approximation jobs arises due to some
of them straggling. Even after applying many proactive techniques, in production
clusters in Facebook and Microsoft Bing, the average job’s slowest task is eight
times slower than the median.2 It is difficult to model all the complex interactions
in clusters to prevent stragglers [15, 57]. Ananthanarayanan et al. (Section 2.1.2
in [15]) also show that blacklisting machines based on their likeliness to cause
stragglers (in both the short- as well as long-term) has little benefits; machines are
neither consistently problematic nor exhibit simple correlations with task durations.
The widely adopted technique to deal with straggler tasks is speculation. This is a
reactive technique that spawns speculative copies for tasks deemed to be straggling.
The earliest among the original and speculative copies is picked while the rest are
2Task durations are normalized by their input sizes to be resistant to data skews [17, 56].
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killed. While scheduling a speculative copy makes the task finish faster and thereby
increases accuracy, they also compete for compute slots with the unscheduled tasks.
Therefore, our problem is todynamically prioritize tasks based on the deadline/error-
bound while choosing between speculative copies for stragglers and unscheduled
tasks. This problem is, unfortunately, NP-Hard and devising good heuristics (i.e.,
with good approximation factors) is an open theoretical problem.
2.1.3 Potential Gains
Given the challenges posed by stragglers discussed above, it is not surprising that
the potential gains from mitigating their impact are significant. To highlight this
we use a simulator with an optimal bin-packing scheduler. Our baselines are the
the state-of-the-art mitigation strategies (LATE [18] and Mantri [17]) in the pro-
duction clusters. Optimally prioritizing the tasks while correctly balancing between
speculative copies and unscheduled tasks presents the following potential gains.
Deadline-bound jobs improve their accuracy by 48% and 44%, in the Facebook and
Bing traces, respectively. Error-bound jobs speed up by 32% and 40%. We next
develop two online heuristics to achieve these gains.
2.2 Speculation Algorithm Design
The key choice made by a cluster scheduling algorithm is to pick the next task to
schedule given a vacant slot. Traditionally, this choice is made among the set of
tasks that are queued; however when speculation is allowed, the choice also includes
speculative copies of tasks that are already running. This extra flexibility means
that a design must determine a prioritization that carefully weighs the gains from
speculation against the cost of extra resources while still meeting the approximation
goals. Thus, we first focus on tradeoffs in the design of the speculation policy.
Specifically, using both small examples and analytic modeling we motivate the use
of two simple heuristics, Greedy Speculative (GS) scheduling and Resource Aware
Speculative (RAS) scheduling that together make up the core of GRASS.
2.2.1 Speculation Alternatives
For simplicity, we first introduce GS and RAS in the context of deadline-bound jobs
and then briefly describe how they can be adapted to error-bound jobs.
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2.2.1.1 Deadline-bound Jobs
If speculation was not allowed, there is a natural, well-understood policy for the
case of deadline-bound jobs: Shortest Job First (SJF), which schedules the task with
the smallest processing time. In many settings, SJF can be proven to minimize the
number of incomplete tasks in the system, and thus maximize the number of tasks
completed, at all points of time among the class of non-preemptive policies [49, 50].
Thus, without speculation, SJF finishes the most tasks before the deadline.
If one extends this idea to the case where speculation is allowed, then a natural
approach is to allow the currently running tasks to also be placed in the queue, and
to choose the task with the smallest size, i.e., tnew (requiring, of course, that the task
finishes before the deadline). If the chosen task has a copy currently running, we
check that the speculative copy being considered provides a benefit, i.e., tnew < trem.
So, the next task to run is still chosen according to SJF, only now speculative copies
are also considered. We term this policy Greedy Speculative (GS) scheduling,
because it picks the next task to schedule greedily, i.e., the one that will finish the
quickest, and thus improve the accuracy the earliest at present.
Figure 2.1 (left) presents an illustration of GS for a simple job with nine tasks and
two concurrent slots. Tasks T1 and T2 are scheduled first, and when T2 finishes,
the trem and tnew values are as indicated. At this point, GS schedules T3 next as it is
the one with the lowest tnew, and so forth. Assuming the deadline was set to 6 time
units, the obtained accuracy is 79 (or 7 completed tasks).
Picking the earliest task to schedule next is often optimal when a job has no un-
scheduled tasks (i.e., either single-waved jobs or the last wave of a multi-waved
job). However, when there are unscheduled tasks it is less clear. For example, in
Figure 2.1 (right) if we schedule a speculative copy of T1 when T2 finished, instead
of T3, 8 tasks finish by the deadline of 6 time units.
The previous example highlights that running a speculative copy has resource im-
plications which are important to consider. If the speculative copy finishes early,
both slots (of the speculative copy and the original) become available sooner to start
the other tasks. This opportunity cost of speculation is an important tradeoff to
consider, and leads to the second policy we consider: Resource Aware Speculative
(RAS) scheduling.
To account for the opportunity cost of scheduling a speculative copy, RAS speculates
only if it saves both time and resources. Thus, not only must tnew be less than trem
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Figure 2.1: GS and RAS for a deadline-bound job with 9 tasks. The trem and tnew
values are when T2 finishes. The example illustrates deadline values of 3 and 6 time
units.
to spawn a speculative copy but the sum of the resources used by the speculative
and original copies, when running simultaneously, must be less than letting just the
original copy finish. In other words, for a task with c running copies, its resource
savings, defined as c × trem − (c + 1) × tnew, must be positive.
By accounting for the opportunity cost of resources, RAS can out-perform GS in
many cases. As mentioned earlier, an example is given in Figure 2.1 where RAS
achieves an accuracy of 89 versus GS’s
7
9 in the deadline of 6 time units. This
improvement comes because, when T2 finishes, speculating on T1 saves 1 unit of
resource.
However, RAS is not uniformly better than GS. In particular, RAS’s cautious ap-
proach can backfire if it overestimates the opportunity cost. In the same example in
Figure 2.1, if the deadline of the job were reduced from 6 time units to 3 time units
instead, GS performs better than RAS. At the end of 3 time units, GS has led to three
completed tasks while RAS has little to show for its resource gains by speculating
T1.
As the example alludes to, the value of the deadline and the number of waves are
two important factors that impact whether GS or RAS is a better choice. A third
important factor, which we discuss later in Section 2.4.1, is the estimation accuracy
of trem and tnew.
Pseudocode 1 describes the details of GS and RAS. The set T consists of all the
running and unscheduled tasks of the jobs. There are two stages in the scheduling
process: (i) Pruning Stage: In this stage (lines 5 − 12), tasks that are not slated
to complete by the deadline are removed from consideration. Further, GS removes
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1: procedure Deadline(〈Task〉 T , float δ, bool OC)
. OC = 1→ use RAS; 0→ use GS
2: if OC then
3: for each Task t in T do
4: if t.running then
t.saving = t.c ×t .trem − (t.c+1) × tnew
. PRUNING STAGE
δ’← Remaining Time to δ
〈Task〉Γ← φ
5: for each Task t in T do
6: if t.tnew > δ’ then continue . Exceeds deadline
7: if OC then
8: if t.saving > 0 then Γ.add(t)
9: else
10: if t.running then
11: if t.tnew < t.trem then Γ.add(t)
12: else Γ.add(t)
. SELECTION STAGE
13: if Γ , null then
14: if OC then SortDescending(Γ, “saving”)
15: else SortAscending(Γ, tnew)
return Γ.first()
Pseudocode 1: GS and RAS algorithms for deadline-bound jobs (deadline of δ).
T is the set of unfinished tasks with the following fields per task: trem, tnew, and a
boolean “running” to denote if a copy of it is currently executing. RAS is used when
OC is set. At default, both algorithms schedule the task with the lowest tnew within
the deadline.
those tasks whose speculative copy is not expected to finish earlier than the running
copy. RAS removes those tasks which do not save on resources by speculation. (ii)
Selection Stage: From the pruned set, GS picks the task with the lowest tnew while
RAS picks the task with the highest resource savings (lines 13 − 15).
2.2.1.2 Error-bound Jobs
Though error-bound jobs require a different form of prioritization than deadline-
bound jobs, the speculative core of the GS and RAS algorithms are again quite
natural. Specifically, the goal of error-bound jobs is to minimize the makespan
of the tasks needed to achieve the error limit. Thus, instead of SJF, Longest Job
First (LJF) is the natural prioritization of tasks. In particular, LJF minimizes the
makespan among the class of non-preemptive policies in many settings [49, 50].
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1: procedure Error(〈Task〉 T , float  , bool OC)
. OC = 1→ use RAS; 0→ use GS
. Error  is in #tasks
2: for each Task t in T do
t.duration = min(t.trem, t.tnew)
3: if OC then
4: if t.running then




5: for each Task t in T[0 : T .count() (1 − )] do
. Earliest tasks
6: if OC then
7: if t.saving > 0 then Γ.add(t)
8: else
9: if t.running then
10: if t.tnew < t.trem then Γ.add(t)
11: else Γ.add(t)
. SELECTION STAGE
12: if Γ , null then
13: if OC then SortDescending(Γ, “saving”)
14: else SortDescending(Γ, trem)
return Γ.first()
Pseudocode 2: GS and RAS speculation algorithms for error-bound jobs (error-
bound of ). T is the set of unfinished tasks with the following fields per task: trem,
tnew, and a boolean “running” to denote if a copy of it is currently executing. The
trem of the task is the minimum of all its running copies. RAS is used when OC is
set. At default, both algorithms schedule the task with the highest trem.
This again represents a “greedy” prioritization for this setting.
Despite the above change to the prioritization of which task to schedule, the form of
GS and RAS remain the same as in the case of deadline-bound jobs. In particular,
speculative copies are evaluated in the same manner, e.g., RAS’s criterion is still to
pick the task whose speculation leads to the highest resource savings. Pseudocode 2
presents the details. The pruning stage (lines 5−11) will remove from consideration
those tasks that are not the earliest to contribute to the desired error bound. The list
of earliest tasks is based on the effective duration of every task, i.e., the minimum
of trem and tnew. During selection (lines 12− 14), GS picks the task with the highest
trem while RAS picks the task with the highest saving.
Figure 2.2 presents an illustration of GS and RAS for an error-bound job with 6
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Figure 2.2: GS and RAS for error-bound job with 6 tasks. The trem and tnew values
are when T2 finishes. The example illustrates error limit of 40% (3 tasks) and 20%
(4 tasks).
tasks and 3 compute slots. The trem and tnew values are at 5 time units. GS decides
to launch a copy of T3 as it has the highest trem. RAS conservatively avoids doing
so. Consequently, when the error limit is high (say, 40%) GS is quicker, but RAS is
better when the limit decreases (to, say, 20%).
2.2.2 Contrasting GS and RAS
To this point, we have seen that GS and RAS are two natural approaches for inte-
grating speculation into a cluster scheduler for approximation jobs. However, the
examples we have considered highlight that neither GS nor RAS is uniformly better.
Natural questions to study include are these two natural approaches optimal and
if they are optimal, when to apply which. In order to answer those questions and
develop a better understanding of these two algorithms as well as other possible
alternatives, we have developed an analytic model for speculation in approximation
jobs. The model assumes wave-based scheduling and constant wave-width for a job.
We present the analytic model along with formal results in the following section.
The same model also inspires our design for the job-level speculation-aware cluster
scheduler in Chapter 3.
2.3 Modeling and Analyzing Speculation
In this section we introduce the model and analysis which leads to the design of our
scheduler GRASS. We develop the model in Section 2.3.1 and Section 2.3.2, and
summarize the design guidelines from our analysis in Section 2.3.3.
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Figure 2.3: Hill plot of Facebook task durations.
The model focuses on a system with S slots and one job that has T tasks3. Each slot
can have one task scheduled to it at any time. And due to the short task duration
and fast processing rate, preemption is not allowed in our system. Each of the tasks
has an an i.i.d. random task completion time τ.We denote the remaining number of
tasks for the job at time t by T(t).
The key piece of our model is the characterization of the completion rate of the
job, µ(t), as a function of the average number of speculative copies per task at time
t, k(t). Note that µ(t) should be interpreted as the completion rate of the ith job.
By focusing on the service rate we are ignoring ordering of the tasks and focusing
primarily on the impact of speculation.
The statistic characteristics of the task completion time distribution have significanlt
impact on the scheduler design. Our analysis of the task durations in the Facebook
and Bing traces suggests that task durations have a Pareto tail (i.e., P(τ > x) =
Θ(x−β)) with shape parameter β = 1.259 as shown in the Hill plot in Figure 2.3. A
Hill plot provides a more robust estimation of Pareto distributions than the, more
commonly used, regression on a log-log plot [58]. To interpret the plot, a flat region
corresponds to an estimate of β. The fact that the curve in Figure 2.3 is flat over a
large range of order statistics (on the x-axis), but not all order statistics, indicates
that the distribution of task sizes is not exactly Pareto distribution in its body, but is
well-approximated by a Pareto (power-law) tail. Thus, we assume the task duration
τ follows a Pareto distribution with shape parameter β and scale parameter xm in
the following discussion, where we assume the distribution is strongly heavy-tailed,
i.e., 1 < β ≤ 2.
In our analysis we begin with proactive speculation, and then move to reactive
speculation. In proactive speculation, any task is speculated immediately to k(t)
3For approximation jobs, T should be interpreted as the number of tasks that are completed
before the deadline or error limit is reached.
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copies upon scheduling, where k(t) is decided by the remaining number of tasksT(t)
and task completion time distribution τ. While in the reactive approach, any task
is launched for a single copy at the beginning, then is speculated to k(t) copies if
necessary. Besides T(t) and τ, k(t) is also decided by the expected completion time
calculated approximately by the test run of the first copy. This progression is natural
since the analysis of proactive speculation serves as a stepping stone to the design of
reactive speculation policies. Further, in the case of proactive speculation, we can
precisely specify the optimal policy, whereas in the case of reactive speculation, we
must resort to numerical optimization.
2.3.1 Proactive speculation
We start by considering a general class of proactive policies that launch k(t) specula-
tive copies of tasks when the job has remaining size T(t). We propose the following
approximate model for µ(t) in this case.
µ(t) = min (S,T(t)k(t)) ×
(
E[τ]
k(t)E [min(τ1, . . . , τk(t))]
)
, (2.1)
where τ is a random task completion time.
To understand this approximate model, note that the first term approximates the
number of slots the job occupied and the second term approximates the “blow up
factor,” i.e., the ratio of the expected work completed without duplications to the
amount of work done with duplications. To approximate the number of slots the job
occupied, note that there are T(t)k(t) tasks available to schedule at time t, including
speculative copies. Given that the maximum capacity that can be allocated is S, we
obtain the first term in (2.1). The second term is the the expected amount of work
done per task without speculation (E[τ]) divided by the expected amount of work
done per task with speculation (k(t)E[min(τ1, τ2, . . . , τk(t))]), since k(t) copies are
created and then they are stopped when the first copy completes. Perhaps the most
important aspect of this approximation is the fact that task durations are i.i.d., and
this is what leads both to stragglers and to the benefits of replication.
While our focus in this chapter is on scheduling to minimize completion times,
the model described above is not well suited toward analytic results about that
metric. Instead, our analysis focuses on scheduling to maximize completion rate, in
other words, throughput. Of course, improving throughput usually corresponds to
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improvements in response time, especially in settings where systems are moderately
or heavily loaded since improving throughput enlarges the capacity region for the
system.
It is natural to follow this approach when studying stragglers because replication
pushes the system toward high loads and is fundamentally about trading off increased
resource demands for improved performance. Importantly, our experimental results
show that the design motivated by the analysis that follows does indeed result in
considerable response time improvements.
Given the model in (2.1), the question is: What proactive speculation policy max-
imizes the job completion rate? As discussed above, the distribution of task sizes
shows considerable evidence of a Pareto-tail, and so we focus our analysis on this
setting. The following theorem states how the optimal speculation level k(t) behaves.
Theorem 1. When task duration follows Pareto(xm,β) distribution with 1 < β ≤ 2,





β, S ≤ 2βT(t)
S/T(t), S > 2βT(t).
(2.2)
Proof. Under the assumption of Pareto distribution, we have,
E[τ] = βxm
β − 1
E[min(τ1, . . . , τk(t)] = kβxmkβ − 1 .
(2.3)




k(t)2(β−1)S, S ≤ T(t)k(t)
k(t)β−1
k(t)(β−1)T, S > T(t)k(t)
=

−( 1k − β2 )2 Sβ−1 + β
2S
4(β−1), S ≤ T(t)k(t)
(β − 1k ) Tβ−1, S > T(t)k(t).
Thus, when k(t) follows (2.2), µ(t) achieves its maximum. 
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This theorem indicates that the optimal speculation strategy should change from
conservative to aggressive as the job processes. Specifically the first line corresponds
to the “early waves” and the second line corresponds to the “last wave”. During
the “early waves” the optimal policy speculates conservatively corresponding to the
task duration shape parameter β. In contrast, during the “last wave”, regardless of
the task duration distribution, the optimal policy speculates to ensure all slots are
used.
2.3.2 Reactive speculation
We now turn to reactive speculation policies, which launch copies of a task only
after it has completed ω work. Both GS and RAS are examples of such policies and
can be translated into choices for ω. Proactive speculation is also a special case of
the reactive speculation with ω = 0.
Our analysis of proactive policies provides important insights into the design of
reactive policies. In particular, during early waves, the the optimal proactive policy
runs at most two copies of each task, and so we limit our reactive policies to this
level of speculation. Additionally, the previous analysis highlights that during the
last wave it is best to speculate aggressively in order to use up the full capacity,
and thus it is best to speculate immediately without waiting ω time. This yields the




E[τ1 |0≤τ1<ω ]Pr(0≤τ1<ω)+(2E[Z−ω|τ1≥ω ]+ω)Pr(τ1>ω)S,
when S ≤ T(t)(Pr(0 ≤ τ1 < ω) + 2 Pr(τ1 ≥ ω)),
optimal proactive speculation (from (2.1)),
when S > T(t)(Pr(0 ≤ τ1 < ω) + 2 Pr(τ1 ≥ ω)),
(2.4)
where τ1, τ2 are random task durations and Z = min(τ1, τ2 + ω).
Again, the first line in (2.4) approximates the completion rate during the early
waves of the job, while the second line approximates the completion rate during
the final wave of the job. To understand the first line, note that during early
waves there are enough tasks to spawn over all the available slots S as long as
T(t)(Pr(0 ≤ τ1 < ω) + 2 Pr(τ1 ≥ ω)) ≥ S. Thus, all that remains is the “blow up
factor.” As before, the numerator is the expected amount of work per task without
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Figure 2.4: Near-optimality of GS & RAS under Pareto task durations (β = 1.259).
speculation (E[τ]) and the denominator is the expected amount of work per task
with reactive speculation. This is E[τ |τ < ω] if the initial copy finishes before ω,
and 2E[Z − ω |τ1 > ω] + ω if the initial copy takes longer than ω.
Within this model, our design problem can now be reduced to finding ω that
minimizes the response time of the job. GS and RAS both correspond to particular
rules for how to choose ω. To see this, we can define tnew = E[τ] and trem =
E[τ − ω|τ > ω], where τ is a random task duration. Then, under GS, ω is
the time when E[τ] = E[τ − ω |τ > ω], and, under RAS, ω is the time when
2E[τ] = E[τ − ω |τ > ω]. The complicated form of (2.4) makes it difficult to
understand the optimal ω analytically, and thus we use numerical calculations.
Figure 2.4 contrasts the performance of all the replication policies in this more
general class. Specifically, it shows the ratio of the completion rates of the replication
policies with parameter ω normalized with respect to the optimal completion rate.
It illustrates this ratio for jobs of differing numbers of waves, and for ω in a wide
normalized range. To highlight GS and RAS, they are shown via vertical lines. The
completion rates shown in the figure are computed using the model and analysis
described above. The main conclusion from this figure is neither GS or RAS is
universally optimal, but each is near-optimal for jobs with a certain number of
waves: RAS for jobs with large numbers of waves and GS for jobs with small
numbers of waves.
2.3.3 Optimal speculation design guidelines
To this point, we have presented a simple analytic model for speculation in approx-
imation jobs. The model assumes wave-based scheduling and constant wave-width
for a job. Here we summarize the threemajor guidelines from our analysis. Most im-
portantly, these guidelines highlight that different speculation policies are required
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during the early waves of a job than during the final wave.
Guideline 1. During the early waves of a job, speculation is only valuable if task
durations are extremely heavy tailed, e.g., Pareto with infinite variance (i.e., with
shape parameter β < 2). In this case, it is optimal to speculate conservatively, using
≤ 2 copies of a task.
This guideline is relevant because task durations are indeed heavy-tailed for the
Facebook and Bing traces (see the Hill plot in Figure 2.3), which suggests that
task durations have a Pareto tail (i.e., P(τ > x) = θ(x−β)) with shape parameter
β = 1.259. While both GS and RAS speculate during early waves, RAS is more
conservative than GS and thus outperforms it during early waves.
Guideline 2. During the final wave of a job, speculate aggressively to fully utilize
the allotted capacity.
This guideline says that, even if all tasks are currently scheduled, if a slot becomes
available it should be filled with a speculative copy. While both GS and RAS do this
to some extent, GS speculates more aggressively than RAS and thus, outperforms
RAS during the final wave.
The previous two guidelines highlight a tradeoff between RAS and GS, which we
formalize next.
Guideline 3. For jobs that require more than two waves RAS is near-optimal, while
for jobs that require fewer than two waves GS is near-optimal.
This guideline is direct conclusion from our analysis in Section 2.3.2 based on
numerical optimization shown in Figure 2.4 .
2.4 Grass Speculation Algorithm
In this section, we build our speculation algorithm, GRASS.4Our theoretical analysis
summarized in Section 2.3 motivates a design that uses RAS during the early waves
of jobs and GS during the final two waves. A simple strawman solution to achieve
this would be as follows. For deadline-bound jobs, switch from RAS to GS when
the time to the deadline is sufficient for at most two waves of tasks. Similarly, for
4GRASS is a concatenation of GS and RAS.
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error-bound jobs, switch when the number of (unique) scheduled tasks needed to
satisfy the error-bound makes up two waves.
Identifying the final two waves of tasks is difficult in practice. Tasks are not
scheduled at explicit wave boundaries but rather as and when slots open up. In
addition, the wave-width of jobs does not stay constant but varies considerably
depending on cluster utilization. Finally, task durations are varied and hard to
estimate.
In light of these difficulties, we interpret the guideline as follows: RAS is better
when the deadline is loose or the error limit is low, while otherwise GS performs
better. This mimics the intuition from the examples in Section 2.2.1. Therefore,
GRASS seeks to switch from RAS to GS as it gets close to the job’s approximation
bound.
The complexities in these systems mean that precise estimates of the optimal switch-
ing point cannot be obtained from our model. Instead, we adopt an indirect learning
based approach where inferences are made based on executions of previous jobs
(with similar number of tasks) and cluster characteristics (utilization and estimation
accuracy). We compare our learning approach to the strawman described above in
Section 2.6.3.
2.4.1 Learning the Switching Point
An ideal approach would accumulate enough samples of job performance (accuracy
or completion time) based on switching to GS at different points. For deadline-
bound jobs, this is decided by the remaining time to the deadline. For error-bound
jobs, this is decided by the number of tasks to complete towards meeting the error.
To speed up our sample collection, instead of accumulating samples of switching to
GS, we simply generate samples of job performance using GS or RAS throughout
the job (described shortly in Section 2.4.2).
An incoming job starts with RAS and periodically compares samples of jobs smaller
than its size during its execution to check if it is better to switch to GS. It checks
by using its remaining work at any point (measured in time remaining or tasks to
complete). It steps through all possible points in its remaining work at which it could
switch and estimates the optimal point using job samples of appropriate sizes. It
continues with RAS until the optimal switching point turns out to be at present. The
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above calculation for the optimal switching point is performed periodically during
the job’s execution.
For example, when a deadline-bound job has 6s of its deadline remaining, GRASS
compares the potential accuracy obtained if it were to switch at each point in its
future (at 1s granularity). The accuracy if it were to switch after, say, 2s is the sum
of accuracies of jobs with deadlines of 2s that used only RAS and those with 4s
that used only GS. Switching happens if among all such points, the best accuracy is
obtained by switching now.
The size of the job alone is insufficient to calculate the optimal switching point. Even
jobs of comparable size might have different numbers of waves depending on the
number of available slots. Therefore, we augment our samples of job performance
with the number of waves, simply approximated using current cluster utilization.
Finally, estimation accuracy of trem and tnew also decides the optimal switching
point. RAS’s cautious approach of considering the opportunity cost of speculating
a task is valuable when task estimates are erroneous. In fact, at low estimation
accuracies (along with certain values of utilization and deadline/error-bound), it is
better to not switch to GS at all and to employ RAS all along. Section 2.6.3.2
analyzes the impact of these three factors.
Therefore, GRASS obtains samples of job performance with both GS and RAS
across values of deadline/error-bound, estimation accuracy of trem and tnew, and
cluster utilization. It uses these three factors collectively to decide when (and if) to
switch from RAS to GS. We next describe how the samples are collected.
2.4.2 Generating Samples
As described above, GRASS compares samples of job performance that use only GS
or RAS throughout, to decide when to switch. These samples have to be updated
continuously to stay abreast with dynamic changes in clusters. To continuously
generate such samples, we introduce a perturbation in GRASS’s switching decision.
With a small probability ξ, GRASS decides to not switch and instead picks one of GS
or RAS for the entire duration of the job (both GS and RAS are equally probable).
Such perturbation helps us obtain comparable samples.
The crucial trade-off in setting ξ is in balancing the benefit of obtaining such com-
parable samples with the performance loss incurred by the job due to not making the
right switching decision. Theoretical analyses of such multi-armed bandit problems
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in prior work defines an optimal value of ξ by making stochastic assumptions about
the distribution of the costs and the associated rewards [59]. Our setup, however,
does not yield itself to such assumptions as the underlying distribution can be ar-
bitrary. Another class of techniques that we considered modified ξ with time [60].
Over time, the value of ξ is gradually reduced using a damping function, thus in-
dicating higher confidence in the learned value. We decided against such damping
of ξ because clusters constantly evolve with new software and hardware modules,
leading to newer interactions between them.
Therefore, we pick a constant value of ξ using empirical analysis. A job is marked
for generating performance samples with a probability of ξ, and we pick GS or RAS
with equal probability. In practice, we bucket jobs by their number of tasks and
compare only within jobs of the same bucket.
2.5 Implementation
We implement GRASS on top of two data-analytics frameworks, Hadoop (version
0.20.2) [4] and Spark (version 0.7.3) [52], representing batch jobs and interactive
jobs, respectively. Hadoop jobs read data from HDFS while Spark jobs read from
in-memory RDDs. Consequently, Spark tasks finished quicker than Hadoop tasks,
even with the same input size. Note that while Hadoop and Spark use LATE[18]
currently, we also implement Mantri[17] to use as a second baseline.
Implementing GRASS required two changes: task executors and job scheduler.
Task executors were augmented to periodically report progress. We piggyback
on existing update mechanisms of tasks that conveyed only their start and finish.
Progress reports were configured to be sent every 5% of data read/written. The job
scheduler collects these reports, maintains samples of completed tasks and jobs, and
decides the switching point.
2.5.1 Task Estimators
GRASS uses two estimates for tasks: remaining duration of a running task (trem) and
duration of a new copy (tnew).
Estimating trem: Tasks periodically update the scheduler with progress reports
containing the fraction of input read and output written. Since tasks of analytics
jobs are IO-intensive, we extrapolate the remaining duration of the task based on
the time elapsed thus far.
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Estimating tnew: We estimate the duration of a new task by sampling from durations
of completed tasks (normalized to input and output sizes). The tnew values of all
tasks are updated whenever a task completes.
Accuracy of estimation: While the above techniques are simple, the downside is
the error in estimation. Our estimates of trem and tnew achieve moderate accuracies
of 72% and 76%, respectively, on average. When a task completes, we update the
accuracy using the estimated and actual durations. GRASS uses the accuracy of
estimation to appropriately switch from RAS to GS.
2.5.2 DAG of Tasks
Jobs are typically composed as a DAG of tasks with input tasks (e.g.,map or extract)
reading data from the underlying storage and intermediate tasks (e.g., reduce or
join) aggregating their outputs. Even in DAGs of tasks, the accuracy of the result is
decided by the fraction of completed input tasks. This makes GRASS’s functioning
straightforward in error-bound jobs—complete as many input tasks as required to
meet the error-bound and all intermediate tasks further in the DAG.
For deadline-bound jobs, we use a widely occurring property that intermediate tasks
perform similar functions across jobs. Further, they have relatively fewer stragglers.
Thus, we estimate the time taken for intermediate tasks by comparing jobs of similar
sizes and then subtract it to obtain the deadline for the input tasks.
Input tasks of a job, typically, read equal amounts of data. Thus, the fraction of
tasks completed represents fraction of data processed too, thus making it a good
indicator of the result’s accuracy.
2.6 Evaluation
We evaluate GRASS on a 200 node EC2 cluster. Our focus is on quantifying
the performance improvements compared to current designs, i.e., LATE [18] and
Mantri [17], and on understanding how close to the optimal performance GRASS
comes. Our main results can be summarized as follows.
1. GRASS increases accuracy of deadline-bound jobs by 47% and speeds up error-
bound jobs by 38%. Even non-approximation jobs (i.e., error-bound of zero)




Dates Oct 2012 May-Dec 2011
Framework Hadoop Dryad
Script Hive [11] Scope [24]
Jobs 575K 500K
Cluster Size 3,500 Thousands
Straggler– LATE [18] Mantri [17]
mitigation
Table 2.1: Details of Facebook and Bing traces.
2. GRASS’s learning based approach for determining when to switch from RAS
to GS is over 30% better than simple strawman techniques. Further, the use of
all three factors discussed in Section 2.4.1 is crucial for inferring the optimal
switching point. (Section 2.6.3)
2.6.1 Methodology
Workload: Our evaluation is based on traces fromFacebook’s productionHadoop [4]
cluster and Microsoft Bing’s production Dryad [61] cluster. The traces capture over
half a million jobs running across many months (Table 2.1). The clusters run a
mix of interactive and production jobs whose performance have significant impact
on productivity and revenue. The jobs had diverse resource requirements of CPU,
memory and IO. To create our experimental workload, we retain the inter-arrival
times, input files and number of tasks of jobs. The jobs were, however, not approxi-
mation queries and required all their tasks to complete. Hence, we convert the jobs
to mimic deadline- and error-bound jobs as follows.
For experiments on error-bound jobs, we pick the error tolerance of the job ran-
domly between 5% and 30%. This is consistent with the experimental setup in
recently reported research [21, 62]. Prior work also recommends setting deadlines
by calibrating task durations [21, 47]. For the purpose of calibration, we obtain
the ideal duration of a job in the trace by substituting the duration of each of its
task by the median task duration in the job, again, as per recent work on straggler
mitigation [15]. We set the deadline to be an additional factor (randomly between
2% to 20%) on top of this ideal duration.
Job Bins: We bin jobs by their number of tasks. We use three distinctions “small”
(< 50 tasks), “medium” (51 − 500 tasks), and “large” (> 500 tasks).
EC2Deployment: Wedeploy our Hadoop and Spark prototypes on a 200-node EC2


















































































































































< 50 51-500 > 501
Baseline:LATE Baseline:Mantri
(d) Bing Workload–Spark
Figure 2.5: Accuracy Improvement in deadline-bound jobs with LATE [18] and
Mantri [17] as baselines.
is repeated five times and we pick the median. We measure improvement in the
average accuracy for deadline-bound jobs and average duration for error-bound jobs.
We also use a trace-driven simulator to evaluate at larger scales and over longer
durations. The simulator replays all the task properties including their straggling.
Baseline: We contrast GRASS with two state-of-the-art speculation algorithms—
LATE [18] and Mantri [17].
2.6.2 Improvements from GRASS
We contrast GRASS’s performance with that of LATE [18], Mantri [17], and the
optimal scheduler.
2.6.2.1 Deadline-bound jobs
GRASS improves the accuracy of deadline-bound jobs by 34% to 40% in the Hadoop
prototype. Gains in both the Facebook and Bing workloads are similar. Figure 2.5a
and 2.5b split the gains by job size. The gains compared to LATE as baseline











































































Figure 2.6: GRASS’s overall gains (compared to LATE) binned by the deadline
and error bound. Deadlines are binned by the factor over ideal job duration (see
Section 2.6.1)
compared to small andmedium sized jobs because their manywaves of tasks provide
plenty of potential for GRASS.
The Spark prototype improves accuracy by 43% to 47%. The gains are higher
because Spark’s task sizes are much smaller than Hadoop’s due to in-memory
inputs. This makes the effect of stragglers more distinct. Again, large jobs gain
the most, improving by over 50% (Figure 2.5c and 2.5d). Large multi-waved jobs
improving more is encouraging because smaller task sizes in future [55] will ensure
that multi-waved executions will be the norm. Unlike the Hadoop case, gains
compared to both LATE and Mantri are similar because both have only limited
effect when the impact of stragglers is high.
Figure 2.6a dices the improvements by the deadline (specifically, the additional
factor over the ideal job duration (see Section 2.6.1)). Note that gains are nearly
uniform across deadline values. This indicates that GRASS can not only cope with
stringent deadlines but be valuable even when the deadline is lenient.
Gains with simulations are consistent with deployment, indicating not only that
GRASS’s gains hold over longer durations but also the simulator’s robustness.
2.6.2.2 Error-bound jobs
Similar to deadline-bound jobs, improvements with the Spark prototype (33% to
37%) are higher compared to the Hadoop prototype (24% to 30%). This shows
that GRASS works well not only with established frameworks like Hadoop but also






















































































































































< 50 51-500 > 501
Baseline:LATE Baseline:Mantri
(d) Bing Workload–Spark
Figure 2.7: Speedup in error-bound jobs with LATE [18] and Mantri [17] as base-
lines.
Note that the gains are indistinguishable among different job bins (Figures 2.7a
and 2.7b) in the Spark prototype; large jobs gain a touch more in the Hadoop
prototype (Figures 2.7c and 2.7d). Again, our simulation results are consistent with
deployment, and so are omitted.
As Figure 2.6b shows, GRASS’s gains persist at both tight as well as moderate error
bounds. At high error bounds, there is smaller scope for GRASS beyond LATE. The
gains at tight error bounds are noteworthy because these jobs are closer to exact
jobs that require all (or most of) their tasks to complete. In fact, exact jobs speed
up by 34%, thus making GRASS valuable even in clusters that are yet to deploy
approximation analytics.
2.6.2.3 Optimality of GRASS
While the results above show the speed up GRASS provides, the question remains as
to whether further improvements are possible. To understand the room available for
improvement beyondGRASS, we compare its performancewith an optimal scheduler
that knows task durations and slot availabilities in advance.




















































































































































2 3 4 5 6
Bing Facebook
(b) Error-bound Jobs.
Figure 2.9: GRASS’s gains hold across job DAG sizes.
GRASS’s performance matches the optimal for both deadline as well as error-bound
jobs. Thus, GRASS is an efficient near-optimal solution for the NP-hard problem of
scheduling tasks for approximation jobs with speculative copies.
2.6.2.4 DAG of tasks
To complete the evaluation of GRASSwe investigate how performance gains depend
on the length of the job’s DAG. Intuitively, as long as our estimation of intermediate
phases is accurate, GRASS’s handling of the input phase should remain unchanged,
and Figure 2.9 confirms this for both deadline and error-bound jobs. Gains from
GRASS remain stable with the length of the DAG.
2.6.3 Evaluating GRASS’s Design Decisions
To understand the impact of the design decisions made in GRASS, we focus on
three questions. First, how important is it that GRASS switches from RAS to GS?
Second, how important is it that this switching is learned adaptively rather than








































































< 50 51-500 > 501
GS-only RAS-only GRASS
(b) Spark
Figure 2.10: GRASS’s switching is 25% better than using GS or RAS all through













































































Figure 2.11: GRASS’s switching is 20% better than using GS or RAS all through
for error-bound jobs. We use the Facebook workload and LATE as baseline.
interest of space, we present results on these topics for only the Facebook workload
using LATE as a baseline; results for the Bing workload with Mantri are similar.
2.6.3.1 The value of switching
To understand the importance of switching between RAS and GS we compare
GRASS’s performance with using only GS and RAS all through the job. Figure 2.10
performs the comparison for deadline-bound jobs. GRASS’s improvements, both
on average as well as in individual job bins, are strictly better than GS and RAS.
This shows that if using only one of them is the best choice, GRASS automatically
avoids switching. Further, GRASS’s overall improvement in accuracy is over 20%
better than the best of GS or RAS, demonstrating the value of switching as the job
nears its deadline. The above trends are consistent with error-bound jobs as well













































































Figure 2.12: Comparing GRASS’s learning based switching approach to a strawman
that approximates twowaves of tasks. GRASS is 30%−40% better than the strawman.
The contrast of GS and RAS is also interesting. GS outperforms RAS for small jobs
but loses out as job sizes increase. The significant degradation in performance in
the unfavorable job bin (medium and large jobs for GS, versus small jobs for RAS)
illustrates the pitfalls of statically picking the speculation algorithm.
2.6.3.2 The value of learning
Given the benefit of switching, the question becomes when this switching should
occur. GRASS does this adaptively based on three factors: deadline/error-bound,
cluster utilization and estimation accuracy of trem and tnew. Now, we illustrate the
benefit of this approach compared to simpler options, i.e., choosing the switching
point statically or based on a subset of these three factors. Note that we have already
seen that these three factors are enough to be near optimal (Figure 2.8).
Static switching: First, when considering a static design, a natural “strawman” based
on our theoretical analysis is to estimate the point when there are two remaining
waves as follows. For deadline-bound jobs, it is the point when the time to the
deadline is sufficient for at most two waves of tasks. For error-bound jobs, it is when
the number of (unique) scheduled tasks sufficient to satisfy the error-bound makes
up two waves. The strawman uses the current wave-width of the job and assumes
task durations to be the median of completed tasks.
Figure 2.12 compares GRASS with the above strawman. Gains with the strawman
are 66% and 73% of the gains with GRASS for deadline-bound and error-bound
jobs, respectively. Small and medium jobs lag the most as wrong estimation of
switching point affects a large fraction of their tasks. Thus, the benefit of adaptively











































































Figure 2.13: Using all three factors for deadline-bound jobs compared to only one
or two is 18% − 30% better.
Adaptive switching: Next, we study the impact of the three factors used to adaptively
learn the switching threshold. To do this, Figures 2.13 and 2.14 compare the designs
using the best one or two factors with GRASS.
When only one factor can be used to switch, picking the deadline/error-bound
provides the best results. This is intuitive given the importance of the approximation
bound to the ordering of tasks. When two factors are used, in addition to the
deadline/error-bound, cluster utilization matters more for the Hadoop prototype
while estimation accuracy is important for the Spark prototype. Tasks of Hadoop
jobs are longer and more sensitive to slot allocations, which is dictated by the
utilization. While the smaller Spark tasks are more fungible, this also makes them
sensitive to estimation errors.
Using only one factor is significantly worse than using all three factors. The
performance picks up with deadline-bound jobs when two factors are used, but
error-bound jobs’ gains continue to lag until all three are used. Thus, in the absence
of a detailed model for job executions, the three factors act as good predictors.
2.6.3.3 Sensitivity to Perturbation
The final aspect of GRASS that we evaluate is the perturbation factor, ξ, which
decides how often the scheduler does not switch during a job’s execution (described
in Section 2.4.2). This perturbation is crucial for GRASS’s learning of the optimal
switching point. All results shown previously set ξ to 15%, which was picked
empirically.
Figure 2.15 highlights the sensitivity of GRASS to this choice. Low values of ξ













































































Figure 2.14: Using all three factors for error-bound jobs compared to one or two












































































Figure 2.15: Sensitivity of GRASS’s performance to the perturbation factor ξ. Using
ξ = 15% is empirically best.
performance loss resulting from not switching from RAS to GS often enough. Our
results show, that this exploration–exploitation tradeoff is optimized at ξ = 15%,
and that performance drops off sharply around this point. Deadline-bound jobs
are more sensitive to poor choice of ξ than error-bound jobs. Using ξ of 15% is
consistent with studies on multi-armed bandit problems [63], which is related to our
learning problem.
2.7 Related Work
The problem of stragglers was identified in the original MapReduce paper [1]. Since
then solutions have been proposed tomitigate them using speculative executions [17,
18, 61]. These solutions, however, are not for approximation jobs. These jobs require
proritizing the right subset of tasks by carefully considering the opportunity cost
of speculation. Further, our evaluations show that GRASS speeds up even for exact
jobs that require all their tasks to complete. Thus, it is a unified solution that
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cluster schedulers can deploy for both approximation as well as non-approximation
computations.
Prioritizing tasks of a job is a classic scheduling problem with known heuristics [49,
50]. These heuristics assume accurate knowledge of task durations and hence do not
require speculative copies to be scheduled dynamically. Estimating task durations
accurately, however, is still an open challenge as acknowledged by many studies [15,
57]. This makes speculative copies crucial and we develop a theoretically backed
solution to optimally prioritize tasks with speculative copies.
Modeling real world clusters has been a challenge faced by other schedulers too.
Recently reported research has acknowledged the problem of estimating task du-
rations [53], predicting stragglers [15, 57], and modeling multi-waved job exe-
cutions [54]. Their solutions primarily involve sidestepping the problem by not
predicting stragglers and replicating the tasks up front [15], or by approximating
number of waves to file sizes [54]. Such sidestepping, however, is not an option for
GRASS and hence we build tailored approximations.
Finally, replicating tasks in distributed systems have a long history [64–66] with
extensive studies in prior work [67–69]. These studies assume replication up front
as opposed to dynamic replication in reaction to stragglers. The latter problem is
both harder and unsolved. In this work, we take a stab at this problem that yields
near-optimal results in our production workloads.
2.8 Concluding Remarks
This chapter explores speculative task scheduling in the context of approximation
jobs. From the analysis of a generic analytic model, we develop a speculation
algorithm, GRASS, that uses opportunity cost to determine when to speculate early
in the job and then switches to more aggressive speculation as the job nears its
approximation bound. Prototypes on Hadoop and Spark, deployed on a 200 node
EC2 cluster, shows that GRASS improves accuracy for deadline-bound jobs by 47%
and speeds up error-bound jobs by 38%, in production workloads from Facebook
and Bing. Further, the evaluation highlights that GRASS is a unified speculation
solution for both approximation and exact computations, since it also provides a




ON THE JOB LEVEL
Data analytics frameworks have successfully realized the promise of “scaling out”
by automatically composing user-submitted scripts into jobs of many parallel tasks
and executing them on large clusters. However, as clusters increase in size and
complexity, providing scalable and predictable performance is an important ongoing
challenge for interactive analytics frameworks [70, 71]. Indeed, production clusters
at Google and Microsoft [16, 72] acknowledge this as a prominent goal.
As the scale and complexity of clusters increase, hard-to-model systemic interac-
tions that degrade the performance of tasks become common [15, 16]. Consequently,
many tasks become “stragglers”, i.e., running slower than expected, leading to sig-
nificant unpredictability (and delay) in job completion times – tasks in Facebook’s
Hadoop cluster can run up to 8× slower than expected [15]. The most successful
and widely deployed straggler mitigation solution is speculation, i.e., speculatively
running extra copies of tasks that have become stragglers (or likely to), and then
picking the earliest copy that finishes, e.g., [1, 15, 17–19]. Speculation is com-
monplace in production clusters, e.g., in our analysis of Facebook’s Hadoop cluster,
speculative tasks account for 25% of all tasks and 21% of resource usage.
We studied task-level speculation scheduling design in Chapter 2. In this chapter,
we extend from task level to job level. Speculation is intrinsically intertwined with
job scheduling because spawning a speculative copy of a task has a direct impact
on the resources available for other jobs. Aggressive speculation can improve the
performance of the job at hand but hurt the performance of other jobs. Despite this,
speculation policies deployed today are all designed and operated independently of
job scheduling; schedulers simply allocate slots to speculative copies in a “best-
effort” fashion, e.g., [1, 17, 19, 20].
Coordinating speculation and scheduling decisions is an opportunity for significant
performance improvement. However, achieving such coordination is challenging,
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particularly as schedulers themselves scale out. Schedulers are increasingly be-
coming decentralized in order to scale to hundreds of thousands of machines with
each machine equipped with tens of compute slots for tasks. This helps them make
millions of scheduling decisions per second, a requirement about two orders of
magnitude beyond the (already highly-optimized) centralized schedulers, e.g., [9,
52, 73]. In decentralized designs multiple schedulers operate autonomously, with
each of them scheduling only a subset of the jobs, e.g., [16, 20, 24]. Thus, the coor-
dination between speculation and scheduling must be achieved without maintaining
central information about all the jobs.
In this chapter we present the design of the first speculation-aware job scheduler,
Hopper, which dynamically allocates slots to jobs keeping in mind the specula-
tion requirements necessary for predictable performance. Hopper incorporates a
variety of factors such as data locality, estimates of task execution times, fairness,
dependencies (DAGs) between tasks, etc. Further, Hopper is compatible with all cur-
rent speculation algorithms and can operate as either a centralized or decentralized
scheduler; achieving scalability by not requiring any central state.
The key insight behind Hopper is that a scheduler must anticipate the speculation
requirements of jobs and dynamically allocate capacity depending on the marginal
value (in terms of performance) of extra slotswhich are likely used for speculation. A
novel observation that leads to the design ofHopper is that there is a sharp “threshold”
in the marginal value of extra slots – an extra slot is always more beneficial for a
job below its threshold than it is for any job above its threshold. The identification
of such a threshold then allows Hopper to use different resource allocation strategies
depending on whether the system capacity is such that all jobs can be allocated more
slots than their threshold or not. This leads to a dynamic, adaptive, online scheduler
that reacts to the current system load in a manner that appropriately weighs the value
of speculation.
Importantly, the core components ofHopper can be decentralized effectively. The key
challenge to avoiding the need to maintain a central state is the fact that stragglers
create heavy-tailed task durations, e.g., see [15, 19, 74]. Hopper handles this by
adopting a “power of many choices” viewpoint to approximate the global state,
which is fundamentally more suited than the traditional “power of two choices”
viewpoint due to the durations and frequency of stragglers.
To demonstrate the potential of Hopper, we have built three demonstration prototypes
by augmenting the centralized scheduling frameworks Hadoop [4] (for batch jobs)
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and Spark [52] (for interactive jobs), and the decentralized framework Sparrow [20].
Hopper incorporates many practical features of jobs into its scheduling. Among
others, it estimates the amount of intermediate data produced by the job and accounts
for their pipelining between phases, integrates data locality requirements of tasks,
and provides fairness guarantees.
We have evaluated our three prototypes on a 200 node private cluster usingworkloads
derived from Facebook’s andMicrosoft Bing’s production traces. The decentralized
and centralized implementations ofHopper reduce the average job completion time by
up to 66% and 50% compared to state-of-the-art scheduling and straggler mitigation
techniques. The gains are consistent across common speculation algorithms (LATE
[18], GRASS [19], and Mantri [17]), DAGs of tasks, and locality constraints, while
providing fine-grained control on fairness. Importantly, the gains do not result
from improving the speculation mechanisms but from improved coordination of
scheduling and speculation decisions.
3.1 Background & Related Work
We begin by presenting a brief overview of existing cluster schedulers: how they
allocate resources across jobs, both centralized and decentralized (Section 3.1.1),
and how they handle straggling tasks (Section 3.1.2). This overview highlights the
lack of coordination that currently exists between scheduling and stragglermitigation
strategies such as speculation.
3.1.1 Cluster Schedulers
Job scheduling – allotting compute slots to jobs for their tasks – is a classic topic
with a large body of work.
The most widely-used scheduling approach in clusters today is based on fairness
which, without loss of generality, can be defined as equal sharing (or weighted
sharing) of the available resources among jobs (or their users) [25, 75–78]. Fairness,
of course, comes with performance inefficiencies, e.g., [79, 80].
In contrast, the performance-optimal approach for job scheduling is Shortest Re-
maining Processing Time (SRPT), which assigns slots to jobs in ascending order of
their remaining duration (or, for simplicity, the remaining number of tasks). SRPT’s
optimality in both single [81] and multi-server [82] settings motivates a focus on
prioritizing small jobs and has led to many schedulers such as [83–85].
42
The schedulers mentioned above are all centralized; however, motivated by scal-
ability, many clusters are beginning to adopt decentralized schedulers, e.g., at
Google [16], Apollo [72] at Microsoft, and the recently proposed Sparrow [20]
scheduler. The scalability of decentralized designs allows schedulers to cope with
growing cluster sizes and increasing parallelism of jobs (due to smaller tasks [55]),
allowing them to scale to millions of scheduling decisions (for tasks) per second.
Importantly, the literature on cluster scheduling (both centralized and decentralized)
ignores an important aspect of clusters: straggler mitigation via speculation. No
current schedulers coordinate decisions with speculation mechanisms, while our
analysis shows that speculative copies account for a sizeable fraction of all tasks in
production clusters, e.g., in Facebook’s Hadoop cluster, speculative tasks account
for 25% of all tasks and 21% of resource usage.
3.1.2 Straggler Mitigation via Speculation
Dealing with straggler tasks, i.e., tasks that take significantly longer than expected
to complete, is an important challenge for cluster schedulers, one that was called
out in the original MapReduce paper [1], and a topic of significant subsequent
research [15, 17–19].
Clusters already blacklist problematicmachines (e.g., faulty disks ormemory errors)
and avoid scheduling tasks on them. However, despite blacklisting, stragglers
occur frequently, often due to intrinsically complex causes such as IO contention,
interference by periodic maintenance operations, and hardware behaviors which
are hard to model and circumvent [15, 57, 86]. Straggler prevention based on
comprehensive root-cause analyses is an open research challenge.
The most effective, and indeed the most widely deployed, technique has been spec-
ulative execution. Speculation techniques monitor the progress of running tasks,
compare them to the progress of completed tasks of the job, and spawn speculative
copies for those progressing much slower, i.e., straggling. It is then a race between
the original and speculative copies of the task and on completion of one, the other
copies are killed.1
1Schedulers avoid checkpointing a straggling task’s current output and spawning a new
copy for just the remaining work due to the overheads and complexity of doing so. In
general, even though the speculative copy is spawned on the expectation that it would be
faster than the original, it is extremely hard to guarantee that in practice. Thus, both are


















































Figure 3.1: Combining SRPT scheduling and speculation for two jobs A (4 tasks)
and B (5 tasks) on a 7-slot cluster. The + suffix indicates speculation. Copies of
tasks that are killed are colored red.
There is considerable (statistical and systemic) sophistication in speculation tech-
niques, e.g., ensuring early detection of stragglers [17], predicting duration of new
(and running) tasks [87], and picking lightly loaded machines to spawn speculative
copies [18]. The techniques also take care to avoid speculation when a new copy is
unlikely to benefit, e.g., when the single input source’s machine is the cause behind
the straggling [88].
Speculation has been highly effective in mitigating stragglers, bringing the ratio of
the progress rates of the median task of a job to its slowest down from 8× (and 7×)
to 1.08× (and 1.1×) in Facebook’s production Hadoop cluster (and Bing’s Dryad
cluster).
Speculation has, to this point, been done independently of job scheduling. This is
despite the fact that when a speculative task is scheduled it takes resources away
from other jobs; thus there is an intrinsic tradeoff between scheduling speculative
copies and scheduling new jobs. In this chapter, we show that integrating these
two via speculation-aware job scheduling can speed up jobs considerably, even on
average. Note that these gains are not due to improving the speculative execution
techniques, but instead come purely from the integration of speculation and job
scheduling decisions.
3.2 Motivation
The previous section highlights that speculation and scheduling are currently de-
signed and operated independently. Here, we illustrate the value of coordinated
























Figure 3.2: Hopper: Completion time for jobs A and B are 12 and 22. The + suffix
indicates speculation.
!" !#" !$" !%" !&" !'"
()*+," $-" $-" $-" &-" #-"
(./0" #-" #-" #-" #-" #-"
1" 1#"1$"1%"1&"
()*+," #-" #-" #-" %-"
(./0" #-" #-" #-" #-"
Table 3.1: Task sets. torig and tnew are durations of the original and speculative
copies of each task.
3.2.1 Strawman Approaches
We first explore two baselines that characterize how scheduling and speculation
interact today. In our examples we assume that stragglers can be detected after a
task has run for 2 time units and that, at this point, a speculation is performed if the
remaining running time (trem) is longer than the time to run a new copy (tnew). When
the fastest copy of a task finishes, other running copies of the same task are killed.
Note that while these examples have all jobs arrive at time 0, Hopper is designed to
work in an online setting.
Best-Effort Speculation: A simple approach, which is also the most common in
practice, is to treat speculative tasks the same as regular tasks. The job scheduler
allocates resources for speculative tasks in a “best effort” manner, i.e., whenever
there is an open slot.
Consider the example in Figure 3.1a with two jobs A (4 tasks) and B (5 tasks) that
are scheduled using the SRPT policy. The scheduler has to wait until time 10 to
find an open slot for the speculative copy of A4, despite detecting it was straggling
at time 2.2 Clearly, the scheduler can do better. If it had allocated a slot to A’s
speculative task at time 2 (instead of letting B use it), then job A’s completion time
2At time 10, when A1 finishes, the job scheduler allocates the slot to job A because
its remaining processing is smaller than job B’s. Job A speculates task A4 because A4’s
trem = torig − currentTime = 30 − 10 = 20 > tnew = 10 (see Table 3.1).
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would have reduced, without slowing job B (see Table 3.1 for task durations).
Note that similar inefficiencies occur under Fair scheduling in this example.
Budgeted Speculation: The main problem for best-effort speculation is a lack of
available slots for speculation when needed. Thus, an alternative approach is to have
the job scheduler reserve a fixed “budget” of slots for speculative tasks. Budgeting
the right size of the resource pool for speculation, however, is challenging because
of time-varying straggler characteristics and fluctuating cluster utilizations. If the
resource pool is too small, it may not be enough to immediately support all the tasks
that need speculation. If the pool is too large, resource are left idle.
Figure 3.1b illustrates budgeted speculationwith three slots (slot 5−7) being reserved
for speculation. This, unfortunately, leads to slots 6 and 7 lying fallow from time
0 to 12. If the wasted slot had been used to run a new task, say B1, then job B’s
completion time would have been reduced. It is easy to see that similar wastage of
slots occurs with the Fair scheduler. Note that reserving one or two instead of three
slots will not solve the problem, since three speculative copies are required to run
simultaneously at a later time.
3.2.2 Challenges in Coordination
In contrast to the two baselines discussed above, Figure 3.2 shows the benefit of
coordinated decision making.
At time 0− 10, we allocate 1 extra slot to job A (for a total of 5 slots), thus allowing
it to speculate task A4 promptly. After time 10, we can dynamically reallocate
the slots to job B. This reduces the average completion time compared to both the
budgeted and best-effort strategies. The joint design budgeted slot 5 until time 2 but
after task A4 finished, it used all the slots.
Doing such dynamic allocation is already challenging in a centralized environment,
and it becomes more so in a decentralized setting. In particular, decentralized
speculation-aware scheduling has additional constraints. Since the schedulers are
autonomous, there is no central state and thus, no scheduler has complete information
about all the jobs in the cluster. Further, every scheduler has information about only
a subset of the cluster (the machines it probed). Since decentralization is mainly
critical for interactive jobs (sub-second or a few seconds), time-consuming gossiping
between schedulers is infeasible. Finally, running all the schedulers on one multi-
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core machine cramps that machine and caps scalability, the original drawback they
aim to alleviate.
In the above example, this means making the allocation as in Figure 3.2 when jobs A
and B autonomously schedule their tasks without complete knowledge of utilizations
of the slots or even each other’s existence.
Thus, the challenges for speculation-aware job scheduling are: (i) dynamically
allocating/budgeting slots for speculation based on the distribution of stragglers
and cluster utilization while being (approximately) fair and, in decentralized set-
tings, (ii) using incomplete information about the machines and jobs in the cluster.
In order to handle those challenges, we have developed an analytical model for
speculation-aware job scheduling. The model is based on the model of speculation
for approximation jobs as described in Section 2.3. We present the model and its
analysis in Section 3.3.
3.3 Modeling and Analyzing Speculation
In this section we introduce the model and analysis which lead to the design of our
scheduler Hopper.
Our model is based on the completion rate model described in Chapter 2. Unlike the
previous model which only focuses on a single job, this model focuses on a system
with multiple jobs arriving over time. We assume the system has S slots, each of
which can have one task scheduled to it. Jobs arrive over time and the ith arrival as
denoted by Ji has Ti tasks, each of which has an i.i.d. random task size τ. We denote
the remaining number of tasks for the ith job at time t by Ti(t). We characterize the
completion rate (i.e., throughput) of the ith job, µi(t), as a function of how many
slots, Si, it is allocated and the average number of speculative copies per task ki(t).
The key piece of our model is the characterization of the completion rate of the ith
job, µi(t), as a function how many slots, Si, it is allocated and the average number
of speculative copies per task at time t, ki(t). Though most task-level speculation
algorithms are reactive (i.e., spawn speculative copies for a task only after observing
its performance for a short duration) rather than proactive (i.e., spawn speculative
copies immediately after the first copy is launched in the system), for ease of the
analysis and given the observing time is relatively small compared to the task
duration, we adopt the proactive model for the completion rate µi(t) (described
in Chapter 2) in the following analysis. Under such simplification, ki(t) can be
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viewed as the average replication level of the job Ji. Equation (3.1) formulates µi(t)
as the following:





min(τ1, . . . , τki(t)
] ) . (3.1)
As in (2.1), the first term of (3.1) approximates the number of slots occupied by
the job and the second term approximates the “blow up factor,” i.e., the ratio of the
expected work completed without speculative copies to the amount of work done
with speculative copies. To understand the first term, note that there are Ti(t)k(t)
tasks available to schedule at time t, including speculative copies. Given that the
maximum capacity that can be allocated is Si, we obtain the first term in (3.1). The
second term computes the “blow up factor,” which is the the expected amount of
work done per task without speculation (E[τ]) divided by the expected amount of
work done per task with speculation (k(t)E[min(τ1, τ2, . . . , τki(Ti(t)))], since ki(Ti(t))
copies are created and then they are terminated when the first copy completes.
In this chapter, our goal is to minimize the averaging completion time of all jobs.
Similar to Chapter 2, we use maximizing the total completion rate/throughput across
all jobs to approximate minimizing average completion time. Mathematically, the










where µi(t) follows the form of Equation (3.1).
Importantly, the model of this completion rate is general enough to provide insights
on job-level speculation regardless of the underlying task-level speculation policy.
3.3.1 Model Features
Our model incorporates both straggler mitigation policies per job as well as inter-job
resource allocation to study the optimal job scheduler. Important features of jobs,
like heterogeneous straggler behavior and DAGs of tasks, are included.
However, given the complexity of cluster scheduling, the model is necessarily sim-
plistic in order to allow for analytic tractability. In particular, many important
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issues are ignored. For example, data locality is not considered. Additionally, it
is assumed that the scheduler has perfect knowledge of the remaining work in jobs
and that the allocation of slots to jobs can be adjusted dynamically at every point
in time. Because of these simplifications, one should interpret the analytic results
as providing guidelines for system design, which then need to be adjusted given
practical factors that are excluded from the model. We discuss how these practical
factors are handled in Hopper’s system design in Section 3.6.
The optimal job scheduler is viewed as a dynamic resource allocation scheme, where
each job is allocated (at each time) some fraction of the slots based on a combination
of the remaining number of tasks in the job and some job-specific properties (e.g.,
the job’s task duration distribution and the job’s DAGs of tasks). The examples in
Section 3.2 illustrate the value of dynamic allocation of slots for speculation. Our
analysis indicates that this dynamic allocation can be separated into two regimes:
whether the cluster is in “high” or “low” load.
The distinction between these two regimes follows from the behavior of the marginal
return (in terms of performance) that jobs receive from being allocated slots. It is
perhaps natural to expect that the performance of a job will always improve when it
is given additional slots (because these can be used for additional speculative copies)
and that the value of additional slots has a decreasing marginal return (because an
extra slot is more valuable when the job is given few slots than when the job already
has many slots). However, surprisingly, a novel observation that leads to the design
of Hopper is that the marginal return of an extra slot has a sharp threshold (a.k.a.,
knee) where, below the threshold, the marginal return is large and (nearly) constant
and, above the threshold, the marginal return is small and decreasing.
Figure 3.3 illustrates this threshold using a simulation of a sample job with 200 tasks
(with Pareto sizes, common in production traces) and LATE [18] speculation when
assigned various numbers of slots. Crucially, there is a marked change in slope
beyond the vertical dashed line, indicating the change in the marginal value of a
slot. Note that such a threshold exists for different job sizes, speculation algorithms,
etc. Further, in the context of a simple model, we can prove the existence of a
sharp threshold as shown in Section 3.3.2. We refer to this threshold as the “desired
(minimum) allocation” for a job or simply the “virtual job size”.
Besides the notation of “virtual job size", our analytic results also highlight the
impact of cluster utilization on the capacity allocation. It turns out that very different
scheduling rules should be used depending on the number of available slots in the
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(b) β = 1.6
Figure 3.3: The impact of number of slots on single job performance. The number
of slots is normalized by job size (number of tasks within the job). β is the Pareto
shape parameter for the task size distribution. (In our traces 1 < β < 2.) The red
vertical line shows the threshold point.
cluster and the virtual job sizes, which lead to the prototype of the design of our
job-level speculation scheduler Hopper (Section 3.3.3). Then we generalize the
prototype to provide a knob for balancing performance to fairness in Section 3.3.4.
We focus on homogeneous single-phased jobs in this section and generalize our
scheduler design to handle multi-phase jobs (jobs with DAGs) and heterogeneous
jobs (jobs with different task duration distributions), as well as data locality in
Section 3.4.
3.3.2 Virtual Job Sizes
A crucial aspect of speculation-aware job scheduling is an understanding of how
much speculation is necessary for a given job. The idea of a “virtual job size”
captures the fact that the “true” size of a job is really the job itself plus the speculative
copies that will be spawned. It is this combined “virtual job size” that is crucial for
determining how to divide capacity across jobs.3
A key observation is that the “optimal number of speculative copies”, i.e., ki(t), for
the tasks in a job is a function of the magnitude of the stragglers (i.e., the distribution
of task durations) and the available compute slots (or cluster utilization). Thus, the
expected “optimal level of speculation” can be derived analytically in terms of these
factors.
3Of course, straggler mitigation strategies typically spawn speculative copies for a task only after
observing its performance for a short duration. We ignore this observation duration as it is relatively
negligible to the task’s duration.
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To derive this optimal level of speculation, we assume that task durations follow
a Pareto distribution, which is based on the production traces in Facebook and
Microsoft Bing. See Section 2.3 for more details. The Pareto tail parameter β
represents the likelihood of stragglers. Roughly, when β is smaller, it means that if a
task has already run for some time, there is higher likelihood of the task continuing
to run longer. Typically, production traces suggest that β < 2, and so we make that
assumption in our analysis.
Given that task durations have Pareto (β) tails with 1 < β ≤ 2, our analytic model
shows that the optimal (average) speculation per task of a job Ji (ki(t)) is given
by the following, where Si is the number of slots allocated to job i and Ti(t) is the




β, Si ≤ 2βTi(t)
Si/Ti(t), Si > 2βTi(t).
(3.3)
Equation 3.3 can be interpreted as saying that the optimal (average) level of specu-
lation for a job is 2/β, which ensures that if stragglers are likely to be long (i.e., β is
small), then more speculation is used. Also, 2/β corresponds exactly to the vertical
line in Figure 3.3.
The first case in Equation 3.3, which corresponds to the early waves of tasks, shows
that the optimal level of speculation should not be sacrificed even when the system
is capacity constrained (i.e., when not all tasks can be scheduled). However, the
equation also highlights that during the last set of tasks of a job (second case in
Equation 3.3), it should not leave slots unused. So, it should speculate aggressively
to make use of the capacity available.
Given Equation 3.3, it is natural to think of 2/β as the optimal level of speculation
that a job would like to maintain. And thus, we define the virtual remaining size of




In practice, since βmayvary over time, it is learned online byHopper (see Section 3.7)
making it adaptive to different threshold points as in Figure 3.3.
A nice consequence of defining the virtual size of a job is the decoupling of the
speculation decisions from the allocation of slots to jobs. Note that the virtual size
of a job dynamically changes as its tasks finish.
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3.3.3 Hopper: speculation-aware job scheduler
Given the virtual job sizes (i.e., how much capacity a job needs to perform optimal
speculation), the next question is how to allocate resources across jobs. There are
two distinct cases one must consider: (i) How should slots be allocated if there
are not enough slots to assign every job its virtual size? (ii) How should slots be
allocated if there aremore than enough slots to assign every job its virtual size? In the
following, we first present the analytic results for those two cases in Section 3.3.3.1
and Section 3.3.3.2, then provide the overall design of Hopper in Section 3.3.3.3.
3.3.3.1 Allocation when the cluster is highly utilized
When there are not enough slots to give every job enough space to perform optimal
speculation, then the key design challenge is to decide how much capacity to trim
from the desired allocations of each job. There are many options for how to do
this. For example, one could give the limited resources to a few jobs and allow
them to maintain the optimal level of speculation, or one could give all jobs some
sub-optimal amount of resources to avoid starving any of the jobs. Of course, there
are also lots of strategies in between these extremes.
Our analytic results highlight that the job scheduler should give as many jobs as
possible their optimal speculation level, i.e., their full virtual job sizes. Thus, the
scheduler should process jobs in ascending order of their virtual sizes Vi(t), giving
each job its desired (minimum) allocation until all the slots are exhausted.
Guideline 4. At all points in time, if there are not enough slots for every job to get
its desired (minimum) allocation, i.e., a number of slots equal to its virtual size, then
slots should be dedicated to the smallest jobs and each should be given a number of
slots equal to its virtual size.
Intuitively, this guideline is similar to the spirit of SRPT, however (unlike SRPT)
it crucially pays attention to the optimal speculation level of jobs when allocating
capacity. As the examples in Section 3.2 highlight, this leads to improved perfor-
mance. Note that prioritization of small jobs may lead to unfairness for larger jobs,
an issue we address shortly in Section 3.3.4.
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3.3.3.2 Allocation when the cluster is lightly utilized
If there aremore than enough slots to give every job enough space to perform optimal
speculation, then the key design challenge becomes how to divide the extra capacity
among the jobs present. There are many options for how to do this. For example,
the scheduler could give all the extra slots to a few jobs in order to complete them
very quickly, or the scheduler could split the slots evenly across jobs. Of course,
there are many other options between these extremes.
In contrast to the high utilization setting, in this situation our analytic results highlight
that the job scheduler should do a form of proportional sharing to determine the
allocation of slots to jobs. Specifically, jobs should be allocated slots proportionally










where S is the number of slots available in the system.
Guideline 5. At all points in time, if there are enough slots to give every job its
desired (minimum) allocation, then the slots should be shared “proportionally” to
the virtual sizes of the jobs.
Note that this guideline is different in spirit from SRPT – large jobs get allocated
more slots than small jobs. The intuition for this design is as follows. Given that all
jobs are already receiving their (minimum) desired level of speculation, scheduling
is less important than speculation. Thus, prioritization of small jobs is not crucial,
and the goal should be to extract the maximum value from speculation. Since
stragglers are more likely to occur in larger jobs (stragglers occur in proportion to
the number of tasks in a job, on average4), the marginal improvement in performance
due to an additional slot is proportionally higher for large jobs. Thus, they should
get prioritization in proportion to their size when allocating the extra slots.
Since the guidelines specify allocations at the granularity of every job, it is easy to
cope with any fluctuations in cluster load (say, from lightly to highly utilized) in an
online system.
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procedure Hopper(〈Job〉 J, int S, float β)
totalVirtualTasks← 0
for each Job j in J do
j .Vrem = (2/β) j .Trem
. j .Trem: remaining number of tasks
. j .Vrem: virtual remaining number of tasks
totalVirtualTasks += j .Vrem
SortAscending(J, Vrem)
if S < totalVirtualTasks then
for each Job j in J do
j .slots← bmin(S, j .Vrem)c
S ← max(S − j .slots, 0)
else
for each Job j in J do
j .slots← b( j .Vrem/totalVirtualTasks) Sc
Pseudocode 3: Hopper (simple version) for jobs in set J with S slots in the cluster
and shape parameter β.
3.3.3.3 The design of Hopper
Algorithm 1 (also see Pseudocode 3) combines the above two guidelines for homo-
geneous single phase jobs. And, we have the following theorem.
Algorithm 1 (Hopper, single phased job).
Let J(t) = {J1, J2, . . . , Jn} denote the jobs in the system at time t sorted in ascending
order of remaining tasks, so T1(t) ≤ . . . ≤ Tn(t).
1. If 2β
∑
Ti(t) ≥ S, then assign Si = 2βTi(t) to jobs in order from i = 1 to n until
no slots remain and assign Si = 0 for all remaining jobs.
2. If 2β
∑





S for all jobs Ji ∈ J(t).










min(τ1, . . . , τki(t)
] ) . (3.6)
4Machines in the cluster are equally likely to cause a straggler [15]; known problematic
machines are already blacklisted (see Section 3.1).
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β, Si ≤ 2βTi(t)
Si/Ti(t), Si > 2βTi(t).
(3.7)
Plugging the optimal speculation policy given in (3.7) into the model for µi(t) in




4(β−1)Si, Si ≤ 2βTi(t)
β
β−1Ti(t) − 1β−1 Ti(t)
2
Si
, Si > 2βTi(t).
(3.8)
We divide the problem into two cases based on the relationship of the total number
of slots, S, and the sum of virtual sizes for all jobs, 2β
∑
Ti(t).
Case 1: S ≤ 2β
∑
Ti(t)
If we assign slots more than its optimal speculation level to job Ji, the throughput
for job Ji is,
β






























4(β − 1)Si .
(3.9)
The above inequality implies that if any job that is assigned fewer than optimal
speculation level slots, then, no job should get more than its optimal speculation
level slots. In other words, when 2β
∑
Ti(t) ≥ S, optimal speculation scheduling
should assign no more than 2βTi(t) to every job Ji ∈ J(t). To minimize the total
completion time, since T1(t) ≤ T2(t) ≤ . . . ≤ Tn(t), from SRPT, we should always
satisfy the need for small jobs, i.e., assign 2βTi(t) to jobs in order from i = 1 to n,
until no slots remains.






Ti(t) ≤ S, denote the set of jobs which get Si ≤ 2βTi(t) by J1(t) and the
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3. For all Ji ∈ J1(t), Si = 2βTi(t).
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That is, optimal scheduling satisfies J2(t) = J(t), and assigns Ti(t)∑Tj S slots for any
job Ji ∈ J(t). It follows that if 2β
∑






S for all jobs Ji ∈ J(t).
In summary, the optimal scheduling should satisfy,
1. If 2β
∑
Ti(t) ≥ S, then assign Si = 2βTi(t) to jobs in order from i = 1 to n until
no slots remain and assign Si = 0 for all remaining jobs.
2. If 2β
∑





S for all jobs Ji ∈ J(t).

3.3.4 Incorporating Fairness
While fairness is an important constraint in clusters, conversations with data center
operators reveal that it is not an absolute requirement. Thus, we relax the notion of
fairness currently employed by cluster schedulers, e.g., [25], which enforce that if
there are N(t) active jobs and S available slots at time t, then each job is assigned
S/N(t) slots.
Specifically, to allow some flexibility while still tightly controlling unfairness, we
define a notion of approximate fairness as follows. We say that a scheduler is -
fair if it guarantees that every job receives at least (1 − )S/N(t) slots at all times
t. The fairness knob  → 0 indicates absolute fairness while  → 1 focuses on
performance.
Hopper can be adjusted to guarantee -fairness in a very straightforward manner.
In particular, if a job receives slots fewer than its fair share, i.e., fewer than (1 −
)S/N(t) slots, the job’s capacity assignment is increased to (1 − )S/N(t). Next,
the remaining slots are allocated to the remaining jobs according to Guidelines 4 or
5, as appropriate. Note that this is a form of projection from the original (unfair)
allocation into the feasible set of allocations defined by the fairness constraints.
Algorithm 2 describes it in detail.
Algorithm 2 (Fairness).
Let J(t) = {J1, J2, . . . , Jn} denote the jobs in the system at time t sorted in increasing
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order of remaining tasks, so T1(t) ≤ . . . ≤ Tn(t). Define N = ∑ni=1 Ti(t). And define
m1 such that i ≤ m1 implies 2βTi(t) ≤ SN −  .







, begin by assigning all jobs SN −  slots.
Then assign an additional 2βTi(t) − ( SN − ) slots to jobs Ji from i = m1 + 1 to
n until no slots remain.























m2( SN − )) slots to jobs Ji with m2 + 1 ≤ i ≤ N .
Theorem 3. Algorithm 2 is throughput maximal among -fair allocations.
Proof. Let Jm(t) = {J1, J2, . . . , Jm1}. Similarly, we divide the problem into two
cases.
Case 1: S ≤ 2β
N∑
i=m1+1
Ti(t) + ( SN − )m1.
Without the fairness constraint, when S ≤ 2βTi(t), to maximize the throughput, the
scheduler should assign exactly 2βTi(t) to jobs Ji for i from 1 to n until no slots remain.
With fairness constraint, for any job Ji ∈ Jm(t), it will surely get SN −  ≥ 2βTi(t)
slots. So when there are insufficient slots to share across jobs in J(t) − Jm(t) to
guarantee optimal speculation level for every job, jobs in Jm(t) should not get more
slots than SN −  .
Thus, when S ≤ 2β
N∑
i=m1+1
Ti(t) + ( SN − )m1, optimal scheduling should assign every
job SN −  slots at first step. Then, assign 2βTi(t) − ( SN − ) slots to job Ji ∈ J(t) from
i = m + 1 to N until no slots remain.
Case 2: S > 2β
N∑
i=m1+1
Ti(t) + ( SN − )m1.
When S ≥ 2β
N∑
i=m+1
Ti(t) + ( SN − )m, all jobs should get at least max{ SN − , 2βTi(t)}
slots. The first constraint is from fairness and the second constraint is from the
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optimality of 2βTi(t). Then, the throughput maximization problem is equivalent to



















Si ≥ SN −  .
Note that from the definition of m1, SN −  ≥ 2βTi(t) for all 1 ≤ i ≤ m1, and
S














Ti(t), i = m + 1, . . . , N
Si ≥ SN − , i = 1, . . . ,m.









Si − S) +
m∑
i=1





Ti(t) − Si). (3.11)




+ v − λi = 0, (3.12)
which implies Si = Ti(t)√v−λi , and
λi , 0⇔ Si = max{ 2
β
Ti(t), SN − }. (3.13)
Substituting (3.13) into (3.12), we get if Si , max{ 2βTi(t), SN − }, then Si = Ti(t)√v ,
which indicates that for jobs Ji with Si , max{ 2βTi(t), SN − }, the slots assigned to
Ji are on proportional to Ti(t). Precisely, the slot assignment for each job falls into
the following three cases,
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1. Si = SN −  .
2. Si = 2βTi(t).
3. Si , SN −  and Si , 2βTi(t).
Let Ji(t) denote the jobs falling in case i, for i = 1, 2, 3. Then, specifically, for job Ji
in J3(t), Si = Ti(t)∑
J3(t)
Ti(t)Sr , where Sr is the remaining number of slots after assignment
of J1(t) and J2(t).
The only remaining question is, given a job Ji, in optimal scheduling, which set,
J1(t), J2(t) or J3(t), it belongs to. From the following three claims, we prove
J1(t) ⊂ Jm1(t), J2(t) = ∅, and J3(t) = J(t) − J1(t).
1. Claim: In optimal solution, S1 ≤ S2 ≤ . . . ≤ Sn.
Proof. For any i < j, if Si ≥ Sj , we can always let S′i = Sj and S′j = Si and
obtain an smaller result in (3.10). 
2. Claim: there exists a numberm2, 1 ≤ m2 ≤ m1 such that in optimal scheduling,
J1(t) = {J1, J2, . . . , Jm2}.





, and claim in (a), if Si = SN −
, then∀ j ≤ i, Sj = SN −  , and if Si , SN −  , which implies Si > SN −  ,
then ∀ j ≥ i, Sj > SN −  .
Suppose the last job in J(t) with SN −  slots is Jm2 . Obviously, 1 ≤ m2 ≤ m1.
Then, J1(t) = {J1, J2, . . . , Jm2}. 
3. Claim : J2(t) = ∅.
Proof. Since S > 2β
N∑
i=m+1
Ti(t) + ( SN − )m1, J3(t) , ∅.
Denote the total slots assigned to J2(t) and J3(t) by S2 and S3, respectively. It
is easy to verify that Ti(t)∑
J2(t)+J3(t)
Ti(t) (S2 + S3) ≥ 2βTi(t), and
Ti(t)∑
J2(t)+J3(t)
Ti(t) (S2 + S3) ≥
S
N − (second equality holds since β2Ti(t) ≥ SN −, ∀Ji ∈ J2(t)+ J3(t)). Thus, if
J2(t) , ∅, we can always combine J2(t) and J3(t), and do load balancing in the
new set. From Theorem 2, the latter method obtains a better throughput. 
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From the above three claims, in optimal scheduling, J1(t) = {J1, . . . , Jm2}, and
J3(t) = J(t) − J1(t). The only question is, what m2 is in optimal scheduling? We
find m2 by studying the optimal total throughput.

















































S − m2( SN − )
.
It is easy to verify, asm2 increases, the total throughput decreases. Thus, the optimal
scheduling should find the minimal m2 while satisfies the following conditions,




(S − n1( SN − )) ≥ max{ SN − , 2βTi(t)}, for all i ≥ n1 + 1.











And m2 always exists, since m1 itself satisfies the above two conditions.
In summary, the optimal scheduling should:







, begin by assigning all jobs SN −  slots.
Then assign an additional 2βTi(t) − ( SN − ) slots to jobs Ji from i = m1 + 1 to
n until no slots remain.
























m2( SN − )) slots to jobs Ji with m2 + 1 ≤ i ≤ N .

Our experimental results (Section 3.7.3) highlight that even at moderate values of
 , nearly all jobs finish faster than they would have under fair scheduling. This fact,
though initially surprising, is similar to the conclusions about SRPT-like policies.
Despite being intuitively unfair to large job sizes, it in fact improves the average
response time of every job size (when job sizes are heavy-tailed) compared to fair
schedulers [89–91].
3.4 Hopper in real systems
The design guidelines we have discussed so far are based on homogeneous single-
phased jobs. In this section, we extend Hopper to handle more complex real-world
DAGs of jobs (Section 3.4.1) with heterogeneous distributions (β) of task durations
(Section 3.4.2). Further, we discuss how to incorporate data locality in Hopper
in Section 3.4.3. Our generic model ensures that the guidelines require only minor
adjustments.
3.4.1 Incorporating DAGs of Tasks
In practice, many jobs are defined by multiple-phased DAGs, where the phases are
typically pipelined. That is, downstream tasks do not wait for all the upstream tasks
to finish but read the upstream outputs as the tasks finish, e.g., [92]. Pipelining
is beneficial because the upstream tasks are typically bottlenecked on other non-
overlapping resources (CPU,memory), while the reading downstream takes network
resources. The additional complexity DAGs create for our guidelines is the need to
balance the gains due to overlapping network utilization with the improvements that
come from favoring upstream phases with fewer remaining tasks.
We integrate this tradeoff into Hopper using a weighting factor, α per job, set to
be the ratio of remaining work in the downstream phase’s network transfer to the
remaining work in the upstream phase. Specifically, α favors jobs with higher
remaining communication and lower remaining tasks in the current phase. The
exact details of estimating α are deferred to Section 3.6.3.
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Given the weighting factor α, there are two key adjustments that we make to the
guidelines discussed so far. First, in Guideline 4, the prioritization of jobs based on
the virtual sizeVi(t) is replaced by a prioritization based on max{Vi(t),V ′i (t)}, where
Vi(t) is the virtual remaining number of tasks in the current phase and V ′i (t) is the
virtual remaining work in communication in the downstream phase.5 Second, we
redefine the virtual size itself as Vi(t) = 2βTi(t)
√
αi.
Mathematically, following a similar proof to Theorem 1, it can be shown that
to maximize the α-weighted throughput, i.e.
∑
i αiµi(t), the virtual size/optimal
speculation level changes from 2/βTi(T) to 2/βTi(t)
√
αi/αmin, where αmin is the
smallest α j among the jobs that are currently running. This leads to the following
algorithm for the case of DAGs of tasks.
Algorithm 3 (DAGs of tasks).
Let J(t) = {J1, J2, . . . , Jn} denote the jobs in the system at time t sorted in ascending
order of max{Ti(t),T ′i (t)}. If Ji and Jj have the same max{Ti(t),T ′i (t)} then the job
with larger weight is listed first. Let α(k)min denote the minimum weight of weights for
the first k jobs in J(t), so α(k)min = min{α1, α2, . . . , αk}. And let Jkmin denote the job
has the minimum weight in first k jobs, so the weight of Jkmin is α
(k)
min. LetVi(t) denote
the virtual size for job Ji ∈ J(t), so Vi(t) = 2βTi(t)
√
αi.




,assign S1 = S and Si = 0 for i > 1.


















order of {1, 2, . . . , kmin − 1, kmin + 1, . . . , k, k + 1, kmin} until no slots remain,
and Si = 0 for i > k + 1.

























< S, then assign Si = Vi(t)n∑
i=1
Vi(t)
S for i = 1, 2, . . . , n.
Algorithm 3 presents the details of the allocation and we evaluate the gains from this
generalization in Section 3.7.3. Interestingly, the optimality of a square-root weight-
ing factor has been observed in other heterogeneous cluster scheduling problems as
well, e.g., load balancing across servers with heterogeneous speeds [93].
5Results in [83] show that picking themax{Ti(t),T ′i (t)} is 2-speed optimal for completion
times when stragglers are not considered.
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Estimating α: Note that the key to calculating α is estimating the size of the
intermediate output produced by tasks. Unlike the job’s input size, intermediate
data sizes are not known up front. We predict intermediate data sizes based on
similar jobs in the past. Clusters typically have many recurring jobs that execute
periodically as newer data streams in, and produce intermediate data of similar sizes.
For multi-waved jobs [54, 55], Hopper can do better. It uses the ratio of intermediate
to input data of the completed tasks as a predictor for the future (incomplete) tasks.
Data from Facebook’s and Microsoft Bing’s clusters (described in Section 3.7.1)
shows that while the ratio of input to output data size of tasks varies from 0.05
all the way to 18, the ratios within tasks of a phase have coefficient-of-variation of
only 0.07 and 0.24 at the median and 90th percentile, thus lending themselves to
effective learning. Hopper calculates α as the ratio of the data remaining to be read
(by downstream tasks) over the data remaining to be produced (by upstream tasks).
Our simple approach to estimating α works sufficiently well for our evaluations
(accuracy of 92%, on average). However, we realize that workloads without many
multi-waved or recurring jobs and without tasks whose duration is dictated by their
input sizes need more sophisticated models of task executions.
3.4.2 Incorporating heterogeneous jobs
In Section 3.3, we assume all jobs have the same task duration distributions, i.e.,
have the same likelihood of stragglers. In real system, different types of jobs may
have different task duration distributions. Data locallity and cluster characteristics
such as resource contentions due to utilization and hotspots [94] can also lead to
different task duration distributions.
Heterogeneous task duration distributions can have a significant impact on schedul-
ing. Speculation is more beneficial for jobs that have stragglers more often, but at
the expense of the launching of other jobs.
For ease of presentation, here we only discuss the the case when there are two classes
of jobs in the system. The general scenario with multiple classes of jobs can be
easily extended from the two classes case.
Given the two classes of jobs with the task duration distributions βi, i ∈ {I, I I}
respectively, the key adjustment that we make to the guidelines discussed so far is
to redefine the virtual sizes based on the relative stragglers’ likelihood across two
job classes.
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Algorithm 4 (Heterogenous stragglers).
Let I(t) and I I(t) denote the sets of type 1 and type 2 jobs present at time t,
respectively.





























slots to type 1 jobs and the rest to type 2 jobs.


























type 1 jobs and the rest to type 2 jobs.
Given this allocation of capacity to type 1 and 2 jobs, use Algorithm 3 to assign
capacity within each type.
Theorem 4. Algorithm 4 is throughput maximal.
Proof. Note, if we know the optimal scheduling algorithm assigns S1 slots to type
1 jobs and S2 slots to type 2 jobs, then we know how to allocate slots across jobs
within the same type as indicated in Algorithm 1. The remaining question is how
to allocate slots across different types.
Similar to the proof for Theorem 2, we divide the problem into three cases.








4(β2−1) , as f (x) = x
2
x−1 is a decreasing function for
x ∈ (1, 2). When S ≤ 2β1
∑
I(t)





















Ti(t), denote the number of slots we
assign to type 1 jobs by S1 and the number of slots we assign to type 2 jobs by S2.
From (3.9), unless type 1 jobs get optimal speculation level slots, no slot should be
65
assigned to type 2 jobs. Thus, the slots assigned to type 1 and type 2 jobs should
satisfy S1 ≥ 2β1
∑
I(t)
Ti(t) and S2 ≤ 2β2
∑
I I(t)


















4(β2 − 1)S −
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4(β2 − 1)S −
β2√(β1 − 1)(β2 − 1)∑I(t) Ti(t),
where the last line follows from a2 + b2 ≥ 2ab.





















Ti(t) and decreases afterwards. Also note






Ti(t), then S1 ≥ 2β1
∑
I(t)
Ti(t). Thus, when 2β1
∑
I(t)








Ti(t), the optimal scheduling should:


























slots to type 1 jobs and the rest to type 2 jobs.













Ti(t), similarly, from (3.9), in optimal scheduling, the
number of slots assigned to type 1 jobs should be no less than the optimal speculation
scheduling level, so S1 ≥ 2β1
∑
I(t)
Ti(t). Depending on how many slots we have, S2 can
be either less than or more than the optimal speculation level. We discuss the two
cases separately in the following.
1. If S2 ≤ 2β2
∑
I I(t)
Ti(t), which implies S− S1 ≤ 2β2
∑
I I(t)
Ti(t), as we already proved,
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∑
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∑
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∑
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Ti(t) < S − 2β2
∑
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∑
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Ti(t) in optimal scheduling , then S1 = S − 2β2
∑
I I(t)
Ti(t) and S2 =
S − S1.
2. If S2 ≥ 2β2
∑
I I(t)
Ti(t), which implies S − S1 ≥ 2β2
∑
I I(t)
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where the inequality follows from the Cauchy-Schwartz inequality.



























optimal assignment from the first case is a boundary point for the second
case. Obviously, the optimal assignment from case 2 is the global optimal






Ti(t) ≥ S − 2β2
∑
I I(t)
Ti(t), it still remains
unclear which assignment is optimal. Thus, in next step, we compare the
maximum total throughput in two cases under that setting.
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optimal assignment from case 1 is the global optimal assignment.
In summary, the optimal scheduling should:





























slots to type 1 jobs and the rest to type 2 jobs.











































Figure 3.4: Decentralized scheduling architecture.
3.4.3 Incorporating Data Locality
As such, the guidelines presented do not consider data locality [80, 94] in the
scheduling of tasks. Tasks reading their data from remotemachines over the network
run slower. In addition, such remote reads also increase contention with other
intermediate tasks (like reduce tasks) that are bound to read over the network.
We devise a simple relaxation approach for balancing adherence to our guidelines
and locality. Specifically, we adjust the ordering of jobs in Guideline 4 to include
information about locality. Instead of allotting slots to the jobs with the smallest
virtual sizes, we allow for picking any of the smallest k% of jobs whose tasks can
run with data locality on the available slots. In practice, a small value of k (≤ 5%)
suffices due to high churn in task completions and slot availabilities (Section 3.7.4).
3.5 Decentralized Hopper
In this section, we adapt the guidelines described in Section 3.3 to design a decen-
tralized (online) scheduler. Decentralized schedulers are increasingly prominent as
cluster sizes grow. As we explain in this section, a key benefit of our guidelines in
Section 3.3 is that they can be decentralized with little performance loss.
Decentralized schedulers, like the recently proposed Sparrow [20], broadly adopt the
following design (see Figure 3.4). There are multiple independent schedulers each
of which is responsible for scheduling one or a subset of jobs; for simplicity, a single
job never spans across schedulers. Every scheduler assigns the tasks of its jobs to
machines in the cluster (referred to as workers) that execute the tasks. The archi-
tecture allows for an incoming job to be assigned to any of the available schedulers,
while also seamlessly allowing new schedulers to be dynamically spawned.
















































































(b) Number of refusals
Figure 3.5: The impact of number of probes and number of refusals on Hopper’s
performance.
contains the identifier of the scheduler placing the request along with the remaining
number of unscheduled tasks in the job. When a worker is vacant, it pulls a task
from the corresponding scheduler based on the reservation requests in its waiting
queue. In this framework, workers decide which job’s task to run and the scheduler
for the corresponding job decides which task to run within the chosen job. This
decoupling naturally facilitates the design of Hopper.
Though we adopt an overall design structure similar to Sparrow for the decentraliza-
tion of Hopper, it is important to note that Hopper’s design is fundamentally different
because it integrates straggler mitigation based on the guidelines behind Hopper
introduced in Section 3.3.
Decentralizing Hopper involves the following steps: approximating worker-wide
information at each scheduler (Section 3.5.1), deciding if the number of slots is
constrained (Section 3.5.2), and calculating virtual sizes (Section 3.5.3).
3.5.1 Power of Many Choices
Decentralized schedulers have to approximate the global state of the cluster – the
states of all the workers – since they are unaware of other jobs in the system. A
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common way to accomplish this is via the “power of two choices” [95]. This
celebrated and widely used result highlights that, in many cases, one nearly matches
the performance of a centralized implementation by querying two workers for their
queue lengths, and choosing the shorter of the queues. In fact, this intuition underlies
the design of Sparrow aswell, which combines the ideawith a form of “late binding”;
schedulers send reservation requests for every task to two workers and then let
workers pull a task from the corresponding scheduler when they have a free slot.
We adopt “late binding”, as used in Sparrow, but replace the “power of two choices”
with the “power of many choices”.
The reason for this change is that the effectiveness of the “power of two choices”
relies on having light-tailed task size distributions. The existence of stragglers
means that, in practice, task durations are heavy-tailed, e.g., [15, 19, 74]. Recent
theoretical results have proven that, when task sizes are heavy-tailed, probing d > 2
choices can provide orders-of-magnitude improvements [96]. The value in using
d > 2 comes from the fact that large tasks, which are more likely under heavy-tailed
distributions, can cause considerable backing up of worker queues. Two choices
may not be enough to avoid such backed-up queues, given the high frequency of
straggling tasks. More specifically, d > 2 allows the schedulers to have a view of
the jobs that is closer to the global view.
We use simulations in Figure 3.5a to highlight the benefit of using d > 2 probing
choices in Hopper and to contrast this benefit with Sparrow, which relies on the power
of two choices. Our simulation considers a cluster of 50 schedulers and 10,000
workers and jobs with Pareto distributed (β = 1.5) task sizes. Job performance with
decentralized Hopper is within just 15% of the centralized scheduler; the difference
plateaus beyond d = 4. Note that Sparrow (which does not coordinate scheduling
and speculation) is > 100% off for medium utilizations and even further off for high
utilizations (not shown on the figure in order to keep the scale visible). Further,
workers in Sparrow pick tasks in their waiting queues in a FCFS fashion. The
lack of coordination between scheduling and speculation results in a long waiting
time for speculative copies in the queues which diminishes the benefits of multiple
probes. Thus Sparrow cannot extract the same benefit Hopper has from using more
than two probes. Of course, these are rough estimates since the simulations do not
capture overheads due to increased message processing, which are included in the
evaluations in Section 3.7.
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procedure ResponseProcessing(Response response )
Job j ← response.job
if response.type = non-refusable then
Accept()
else
if (j.current_occupied < j.virtual_size) Accept ()
else Refuse()
Pseudocode 4: Scheduler Methods.
3.5.2 Is the system capacity constrained?
In the decentralized setting workers implement our scheduling guidelines. Recall
that Guideline 4 or Guideline 5 is applied depending on whether the system is con-
strained for slots or not. Thus, determining which to follow necessitates comparing
the sum of virtual sizes of all the jobs and the number of slots in the cluster, which
is trivial in a centralized scheduler but requires communication in an decentralized
setting.
To keep overheads low, we avoid costly gossiping protocols among schedulers
regarding their states. Instead, we use the following adaptive approach. Workers start
with the conservative assumption that the system is capacity constrained (this avoids
overloading the system with speculative copies), and thus each worker implements
Guideline 4, i.e., enforces an SRPT priority on its queue. Specifically, when aworker
is idle, it sends a refusable response to the scheduler corresponding to the reservation
request of the job it chooses from its queue. However, since the scheduler queues
many more reservation requests than tasks, it is possible that its tasks may have
all been scheduled (with respect to virtual sizes). A refusable response allows the
scheduler to refuse sending any new task for the job if the job’s tasks are all already
scheduled to the desired speculation level (ResponseProcessing in Pseudocode 4). In
its refusal, it sends information about the job with the smallest virtual size in its list
which still has unscheduled tasks (if such an “unsatisfied” job exists).
Subsequently, the worker sends a refusable response to the scheduler corresponding
to second smallest job in its queue, and so forth till it gets a threshold number
of refusals. Note that the worker avoids probing the same scheduler more than
once. Several consecutive refusals from schedulers without information about any
unsatisfied jobs suggests that the system is not capacity constrained. At that point,
it switches to implementing Guideline 5. Once it is following Guideline 5, the
worker randomly picks a job from the waiting queue based on the distribution of job
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procedure Response(〈Job〉 J, int refused_count)
. J: list of jobs in queue of the worker excluding already refused jobs




j ← J .min(virtual_size)
SendResponse( j, refusable)
Pseudocode 5: Worker: choosing the next task to schedule.
virtual sizes. If there are still unsatisfied jobs at the end of the refusals, the worker
sends a non-refusable response (which cannot be refused) to the scheduler whose
unsatisfied job is the smallest. Pseudocode 5 explains the Response method.
The higher the threshold for refusals, the better the view of the schedulers for the
worker. Our simulations (with 50 schedulers and 10,000 workers) in Figure 3.5b
show that performance with two or three refusals is within 10% − 15% of the
centralized scheduler.
3.5.3 Updating Virtual Job Sizes
Computing the remaining virtual job size at a scheduler is straightforward. However,
since the remaining virtual size of a job changes as tasks complete, virtual sizes
need to be updated dynamically. Updating virtual sizes accurately at the workers
that have queued reservations for tasks of this job would require frequent message
exchanges between workers and schedulers, which would create significant overhead
in communication and processing of messages. So, our approach is to piggyback
updates for virtual sizes on other communicationmessages that are anyway necessary
between a scheduler and a worker (e.g., schedulers sending reservation requests for
new jobs, workers sending responses to probe system state and ask for new tasks).
While this introduces a slight error in the virtual remaining sizes, our evaluation
shows that the approximation provided by this approach is enough for the gains
associated with Hopper.
Crucially, the calculation of virtual sizes is heavily impacted by the job specifics.
Job specific properties of the job DAG and the likelihood of stragglers are captured
throughα and β, respectively, which are learned online. Note that jobs from different
applications may have heterogeneous α and β.
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3.6 Implementation Overview
We now give an overview of the implementation of Hopper in decentralized and
centralized settings.
3.6.1 Decentralized Implementation
Our decentralized implementation uses the Sparrow [20] framework, which consists
of many schedulers and workers (one each on every machine) [97]. Arbitrarily
many schedulers can operate concurrently; though we use 10 in our experiments.
Schedulers allow submissions of jobs using Thrift RPCs [98].
A job is broken into a set of tasks with their dependencies (DAG), binaries and
locality preferences. The scheduler places requests at the workers for its tasks; if a
task has locality constraints, its requests are only placed on the workers meeting its
constraints [52, 54, 99]. Theworkers talk to the client executor processes (e.g., Spark
executor). The executor processes are responsible for executing task binaries and
are long-lived to avoid startup overheads (see [20] for a more detailed explanation).
Our implementation modifies the scheduler as well as the worker. The workers
implement the core of the guidelines in Section 3.3 – determining if the system is
slot-constrained and accordingly prioritizing jobs as per their virtual sizes. This
required modifying the FIFO queue at the worker in Sparrow to allow for custom
ordering of the queued requests. The worker, nonetheless, augments its local view
by coordinating with the scheduler. This involved modifying the “late binding”
mechanism both at the worker and scheduler. The worker, when it has a free
slot, works with the scheduler in picking the next task (using Pseudocode 5). The
scheduler deals with a response from the worker as per Pseudocode 4.
Even after all the job’s tasks have been scheduled (including its virtual size), the job
scheduler does not “cancel” its pending requests; there will be additional pending
requests with any probe ratio over one. Thus, if the system is not slot-constrained,
it would be able to use more slots (as per Guideline 5).
In our decentralized implementation, for tasks in the input phase (e.g., map phase),
when the number of probes exceeds the number of data replicas, we queue up the
additional requests at randomly chosen machines. Consequently, these tasks may
run without data locality, and our results in Section 3.7 include such loss in locality.
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3.6.2 Centralized Implementation
We implement Hopper inside two centralized frameworks: Hadoop YARN (version
2.3) and Spark (version 0.7.3). Hadoop jobs read data from HDFS [5] while Spark
jobs read from in-memory RDDs.
Briefly, these frameworks implement two-level scheduling where a central resource
manager assigns slots to the different job managers. When a job is submitted to
the resource manager, a job manager is started on one of the machines, which then
executes the job’s DAG of tasks. The job manager negotiates with the resource
manager for resources for its tasks.
We built Hopper as a scheduling plug-in module to the resource manager. This
makes the frameworks use our design to allocate slots to the job managers. We
also piggybacked on the communication protocol between the job manager and
resource manager to communicate the intermediate data produced and read by the
phases of the job to vary α accordingly; locality and other preferences are already
communicated between them.
3.6.3 Estimating Intermediate Data Sizes
Recall from Section 3.4.1 that our scheduling guidelines recommend scaling every
job’s allocation by
√
α in the case of DAGs. The purpose of the scaling is to capture
pipelining of the reading of upstream tasks’ outputs.
The key to calculating α is estimating the size of the intermediate output produced
by tasks. Unlike the job’s input size, intermediate data sizes are not known up
front. We predict intermediate data sizes based on similar jobs in the past. Clusters
typically have many recurring jobs that execute periodically as newer data streams
in, and produce intermediate data of similar sizes.
Our simple approach to estimating α works sufficiently well for our evaluations
(accuracy of 92%, on average). However, we realize that workloads without many
multi-waved or recurring jobs and without tasks whose duration is dictated by their
input sizes need more sophisticated models of task executions.
3.7 Evaluation
We evaluate our prototypes of Hopper – with both decentralized and centralized
scheduling – on a 200 machine cluster. We focus on the overall gains of the
75
decentralized prototype of Hopper in Section 3.7.2 and evaluate the design choices
that led to Hopper in Section 3.7.3. Then, in Section 3.7.4, we evaluate the gains
with Hopper in a centralized scheduler in order to highlight the value of coordinating
scheduling and speculation. The key highlights are:
1. Hopper’s decentralized prototype improves the average job duration by up to
66% compared to an aggressive decentralized baseline that combines Sparrow
with SRPT (Section 3.7.2).
2. Hopper ensures that only 4% of jobs slow down compared to Fair scheduling,
and jobs which do slow down do so by ≤ 5% (Section 3.7.3).
3. Centralized Hopper improves job completion times by 50% compared to cen-
tralized SRPT (Section 3.7.4).
3.7.1 Setup
Cluster Deployment: We deploy our prototypes on a 200-node private cluster.
Each machine has 16 cores, 34GB of memory, 1Gbps network and 4 disks. The
machines are connected using a network with no over-subscription.6
Workload: Our evaluation runs jobs in traces fromFacebook’s productionHadoop [4]
cluster (3, 500 machines) and Microsoft Bing’s Dryad cluster (O(1000) machines)
from Oct-Dec 2012. The traces consist of a mix of experimental and production
jobs. Their tasks have diverse resource demands of CPU, memory and IO, varying
by a factor of 24× (refer to [100] for detailed quantification). We retain the inter-
arrival times of jobs, their input sizes and number of tasks, resource demands, and
job DAGs of tasks. Job sizes follow a heavy-tailed distribution (quantified in detail
in [15]). Each experiment is a replay of a representative 6 hour slice from the trace.
It is repeated five times and we report the median.
To evaluate our prototype of decentralized Hopper, we use in-memory Spark [52]
jobs. These jobs are typical of interactive analytics whose tasks vary from sub-
second durations to a few seconds. Since the performance of any decentralized
scheduler depends on the cluster utilization, we speed up the trace appropriately,
and evaluate on (average) utilizations between 60% and 90%, consistent with Spar-
row [20].




































































































Figure 3.6: Hopper’s gains with cluster utilization.
Stragglers: The stragglers in our experiments are those that occur naturally, i.e., not
injected via any model of a probability distribution or via statistics gathered from the
Facebook and Bing clusters. Importantly, the frequency and lengths of stragglers
observed in our evaluations are consistent with prior studies, e.g., [17–19]. While
Hopper’s focus is not on improving straggler mitigation algorithms, our experiments
certainly serve to emphasize the importance of such mitigation.
Baseline: We compare decentralized Hopper to Sparrot-SRPT, an augmented ver-
sion of Sparrow [20]. Like Sparrow, it performs decentralized scheduling using
“batched” power-of-two choices. In addition, it also includes an SRPT heuristic.
In short, when a worker has a slot free, it picks the task of the job that has the
least unfinished tasks (instead of the standard FIFO ordering in Sparrow). Finally,
we combine Sparrow with LATE [18] using “best effort” speculation (Section 3.2);
we do not consider “budgeted” speculation due to the difficulty of picking a fixed
budget.
The combination of Sparrow-SRPT and LATE performs strictly better than Sparrow,
and serves as an aggressive baseline. Our improvements over this aggressive
benchmark highlight the importance of coordinating scheduling and speculation.
We compare centralizedHopper to a centralized SRPT scheduler with LATE specula-
tion. Again, this is an aggressive baseline since it sacrifices fairness for performance.
Thus, improvements can be interpreted as coming solely from better coordination
of scheduling and speculation.
3.7.2 Decentralized Hopper’s Improvements
In our experiments, unless otherwise stated, we set the fairness allowance  as 10%,








































































































Figure 3.7: Hopper’s gains by job bins over Sparrow-SRPT.
estimation of α (Section 3.6.3) has an accuracy of 92% on average. As the workload
executes, we also continually fit the parameter β of task durations based on the
completed tasks (including stragglers); the error in β’s estimate falls to ≤ 5% after
just 6% of the jobs have executed.
Overall Gains: Figure 3.6 plots Hopper’s gains for varying utilizations, compared
to stock Sparrow and Sparrow-SRPT Jobs, overall, speed up by 50% − 60% at
the utilization of 60%. The gains compared to Sparrow are marginally better than
Sparrow-SRPT. When the utilization goes over 80%, Hopper’s gains compared to
both are similar. An interesting point is thatHopper’s gains with the Bingworkload in
Figure 3.6b are a touch higher (difference of 7%), perhaps due to the larger difference
in job sizes between small and large jobs, allowing more opportunity for Hopper.
Gains fall to < 20% when utilization is high (≥ 80%), naturally because there is
not much room for any optimization at that occupancy. While not plotted, gains
at utilizations ≤ 30% are no more than 14%. Expectedly, at such low utilizations,
there is little requirement for smarter speculation or probing.
Note that the above utilizations are averages and there is considerable variation.
At 80% average utilization, Hopper allocates 53% of jobs using Guideline 4 (high
utilization) and the remaining 47% of jobs using Guideline 5 (low utilization). This
indicates that 53% of jobs in the experimental run arrived such that the cluster did
not have enough slots to allocate every job its virtual size.
The results so far highlight that Sparrow-SRPT is a more aggressive baseline than
Sparrow, and so we compare only to it for the rest of our evaluation.
Job Bins: Figure 3.7 dices the gains by job size (number of tasks). Gains for small
jobs are less compared to large jobs. This is expected given that our baseline of

































































Figure 3.8: (a) CDF of Hopper’s gains, and (b) gains as the length of the job’s DAG
varies; both at 60% utilization.
of speculative slots offers 18%−32% improvement. Gains for large jobs, in contrast,
are over 50%. This not only shows that there is sufficient room for the large jobs
despite favoring small jobs (due to the heavy-tailed distribution of job sizes [15, 54])
but also that the value of deciding between speculative tasks and unscheduled tasks
of other jobs increases with the number of tasks in the job. With trends of smaller
tasks and hence, larger number of tasks per job [55], Hopper’s allocation becomes
important.
Distribution of Gains: Figure 3.8a plots the distribution of gains across jobs. While
the median gains are just higher than the average, there are > 70% gains at higher
percentiles. Encouragingly, gains even at the 10th percentile are 15% and 10%,
which shows Hopper’s ability to improve even worse case performance.
DAGof Tasks: The scripts in our Facebook (Hive scripts [11]) andBing (Scope [24])
workloads produce DAGs of tasks which often pipeline data transfers of downstream
phaseswith upstream tasks [92]. The communication patterns in theDAGs are varied
(e.g., all-to-all, many-to-one etc.) and thus the results also serve to underscore
Hopper’s generality. As Figure 3.8b shows, Hopper’s gains hold across DAG lengths.
SpeculationAlgorithm: We now experimentally evaluateHopper’s performancewith
different speculation mechanisms. LATE [18] is deployed in Facebook’s clusters,
Mantri [17] is in operation in Microsoft Bing, and GRASS citegrass is a recently
reported straggler mitigation system that was demonstrated to perform near optimal
speculation. Our experiments still use Sparrow-SRPT as the baseline but pair with
the different straggler mitigation algorithms. Figure 3.9 plots the results.
While the earlier results were achieved in conjunction with LATE, a remarkable
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Figure 3.9: Hopper’s results are independent of the straggler mitigation strategy.
This indicates that as long as the straggler mitigation algorithms are aggressive in
asking for speculative copies, Hopper will appropriately balance speculation and
scheduling. Overall, it emphasizes the aspect that resource allocation across jobs
(with speculation) has a higher performance value than straggler mitigation within
jobs.
3.7.3 Evaluating Hopper’s Design Decisions
We now evaluate the sensitivity of decentralized Hopper to our key design decisions:
fairness and probe ratio.
Fairness: As we had described in Section 3.3.4, the fairness knob  decides the
leeway for Hopper to trade-off fairness for performance. Thus far, we had set  to be
10% of the perfectly fair share of a job (ratio of total slots to jobs), now we analyze
its sensitivity to Hopper’s gains.
Figure 3.10a plots the increase in gains as we increase  from 0 to 30%. The gains
quickly rise for small values of  , and beyond  = 15% the increase in gains are
flatter with both the Facebook as well as Bing workloads. Conservatively, we set 
to 10%.
An important concern, nonetheless, is the amount of slowdown of jobs compared
to a perfectly fair allocation ( = 0), i.e., when all the jobs are guaranteed their
fair share at all times. Any slowdown of jobs is because of receiving fewer slots.
Figure 3.10b measures the number of jobs that slowed down, and for the slowed
jobs, Figure 3.10c plots their average and worst slowdowns. Note that fewer than
4% of jobs slow down with Hopper compared to a fair allocation at  = 10%. The
corresponding number for the Bing workload is 3.8%. In fact, both the average and
worst slowdowns are limited at  = 10%, thus demonstrating that Hopper’s focus on









































































































(c)Magnitude (%) of Slowdown
Figure 3.10:  Fairness. Figure (a) shows sensitivity of gains to  . Figure (b) shows
the fraction of jobs that slowed down compared to a fair allocation, and (c) shows








































Figure 3.11: Power of d choices: Impact of the number of probes on job completion.
Probe Ratio: An important component of decentralized scheduling is the probe
ratio – the number of requests queued at workers to number of tasks in the job.
A higher probe ratio reduces the chance of a task being stuck in the queue of a
busy machine, but also increases messaging overheads. While the power-of-two
choices [95] and Sparrow [20] recommend a probe ratio of 2, we adopt a probe ratio
of 4 based on our analysis in Section 3.5.
Figure 3.11 confirms that higher probe ratios are indeed beneficial. As the probe
ratio increase from 2 onwards, the payoff due to Hopper’s scheduling and straggler























































































Length of Job’s DAG
(b) DAG
Figure 3.12: Centralized Hopper’s gains over SRPT, overall and broken by DAG
length (Facebook workloads).
3.5 works well too. At 90% utilization, however, gains start slipping even at a probe
ratio of 2.5. However, the benefits at such high utilizations are smaller to begin
with.
3.7.4 Centralized Hopper’s Improvements
Tohighlight the fact thatHopper is a unified design, appropriate for both decentralized
and centralized systems, we also evaluate Hopper in a centralized setting using
Hadoop and Spark prototypes. Figure 3.12 plots the gains for the two prototypes
with Facebook and Bing workloads. We achieve gains of ∼ 50% with the two
workloads, with individual job bins improving by up to 80%.
As with the decentralized setting, gains for small jobs are lower due to the baseline
of SRPT already favoring small jobs. Between the two prototypes, gains for Spark
are consistently higher (albeit, modestly). Spark’s small task durations makes it
more sensitive to stragglers and thus it spawns many more speculative copies. This
makes Hopper’s scheduling more crucial.
DAG of Tasks: Like in the decentralized implementation, Hopper’s gains hold
consistently over varying DAG lengths, see Figure 3.12. Note that there is a contrast
between Spark jobs and Hadoop jobs. Spark jobs have fast in-memory map phases,
thus making intermediate data communication the bottleneck. Hadoop jobs are less
bottlenecked on intermediate data transfer, and spend more of their time in the map
phase [54]. This difference is captured via α, which is learned as described in
Section 3.6.3.
Data Locality: Recall from Section 3.4.3 that we achieve data locality using a




















































































































Figure 3.13: Centralized Hopper: Impact of Locality Allowance (k) (see Sec-
tion 3.6.2) with Facebook workload.
As Figure 3.13a shows, a small relaxation of k = 3%, which is what we have used so
far, achieves appreciable increase in locality in Spark. Gains are steady for a bit but
then start dropping beyond a k value of 7%. This is because the deviation from the
theoretical guidelines overshadows any increase in gains from locality. The fraction
of data local tasks, naturally, increases with k (Figures 3.13a). Hadoop results are
similar (3.13b).
Note that even when we enhance a centralized SRPT scheduler to include the above
locality heuristic, it gains no more than 20% compared to centralized SRPT (without
the locality heuristic). This indicates that Hopper’s gains are predominantly due to
coordinated speculation and scheduling.
3.8 Concluding Remarks
With launching speculative copies of tasks being a common approach for mitigating
the impact of stragglers, schedulers face a decision between scheduling speculative
copies of some jobs versus original copies of other jobs. While this question is
seemingly simple, we find that the problem is not only unsolved thus far, but also
has significant performance implications.
This chapter proposes Hopper, the first speculation-aware job scheduler, and im-
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plements both decentralized and centralized prototypes. We deploy our prototypes
(built in Sparrow [20], Spark [52] and Hadoop [4]) on a 200 machine cluster, and see
job speedups of 66% in decentralized settings and 50% in centralized settings com-
pared to current state-of-the-art schedulers. In addition to providing performance
improvements in both centralized and decentralized settings, Hopper is compatible
with all current speculation algorithms and incorporates data locality, fairness, DAGs





In the previous two chapters, we provide solutions to straggler speculation-aware
scheduling design at both the task level and the job level. In this chapter, we switch
our focus from a single data center to geo-distributed data centers and focus on
optimizing data acquisition and data placement.
Ten years ago computing infrastructure was a commodity – the key bottleneck for
new tech startups was the cost of acquiring and scaling computational power as
they grew. Now, computing power and memory are services that can be cheaply
subscribed to and scaled as needed via cloud providers like Amazon EC2, Microsoft
Azure, etc.
We are beginning the same transition with respect to data. Data is broadly being
gathered, bought, processed and sold in various marketplaces. However, it is still
a commodity, often obtained through oﬄine negotiations between providers and
companies [101]. Thus, acquiring data is one of the key bottlenecks for new tech
startups nowadays.
This is beginning to change with the emergence of cloud data markets (data cloud),
which offer a single, logically centralized point for selling, buying and processing
data. Multiple data markets have recently emerged in the cloud, e.g., Qlik Data-
market [102], Factual [103], InfoChimps [104], Xignite [105], IUPHAR [106], etc.
These marketplaces enable data providers to sell and upload data and clients to
request data from multiple providers (often for a fee) through a unified query inter-
face. Also, major cloud service providers such as Google [107], Microsoft [108]
and Amazon [109] all host various public datasets covering geospacial, environ-
mental, scientific and online services as an extra benefit for their cloud clients.
Current data clouds provide a variety of basic services: (i) aggregation of data from
multiple sources, (ii) cleaning of data to ensure quality across sources, (iii) ease of
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use, through a unified API, and (iv) low-latency delivery through a geographically
distributed content distribution network. As these market places mature they are
increasingly adding other services as well. Besides providing raw data to clients, it
is an inevitable trend for data clouds to carry out value-added services built upon
the data, such as analytics and machine learning APIs.
Given the recent emergence of data clouds, there are widely differing designs in
the marketplace today, especially with respect to pricing. For example, the Qlik
Datamarket [102] sets prices with a subscription model that allows a maximum
number of queries (API calls) per month and limits the size of records that can be
returned for a single query. Other data clouds, e.g., Google BigQuery [107] and
Infochimps [104], allow payments per query or per data set. In nearly all cases, the
data provider and the data cloud operator each then get a share of the fees paid by
the clients, though how this share is arrived at can differ dramatically across data
clouds. The task of pricing is made even more challenging when one considers
that clients may be interested in data with differing levels of precision/quality and
privacy may be a concern.
Not surprisingly, the design of pricing (both on the client side and the data provider
side) has received significant attention in recent years, including pricing of per-query
access [29, 30] and pricing of private data [31, 32].
In contrast, the focus of this chapter is not on the design of pricing strategies for
data clouds. Instead, we focus on the engineering side of the design of a data cloud,
which has been ignored to this point. Supposing that prices are given, there are
important challenges that remain for the operation of a data cloud. Specifically, two
crucial challenges relate to data purchasing and data placement.1
Data purchasing: Given prices and contracts offered by data providers, which
providers should a data cloud purchase from to satisfy a set of client queries with
minimal cost?
Data placement: How should purchased data be stored and replicated throughout a
geo-distributed data cloud in order to minimize bandwidth and latency costs? And
which clients should be served from which replicas given the locations and data
requirements of the clients?
1Here we assume either the "raw" data is delivered or the computational overhead to process the
data is negligible compared to the purchasing cost and placement cost. This is the case for the most
existing data clouds [102, 107–109], and also is consistent with literature [27, 28]. We leave joint
optimization of computation, data purchasing, and data placement as future work.
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Clearly, these two challenges are highly related: data placement decisions depend
on which data is purchased from where, so the bandwidth and latency costs incurred
because of data placement must be balanced against the purchasing costs. Con-
cretely, less expensive data that results in larger bandwidth and latency costs is not
desirable.
The goal of this chapter is to present a design for a geo-distributed data cloud that
jointly minimizes data purchasing and data placement costs.
The combination of data purchasing and data placement decisions makes the task
of operating a geo-distributed data cloud more complex than the task of operating
a geo-distributed data analytics system [26–28, 110, 111]. Geo-analytics systems
minimize the cost (in terms of latency and bandwidth) of moving the data needed
to answer client queries, replacing the traditional operation mode where data from
multiple data centers was moved to a central data center for processing queries.
However, crucially, such systems do not consider the cost of obtaining the data
(including purchasing and transferring) from data providers.
Thus, the design of a geo-distributed data cloud necessitates integrating data pur-
chasing decisions into a geo-distributed data analytics system. To that end, our
design builds on the model used in [28] by adding data providers that offer a menu
of data quality levels for differing fees. The data placement/replication problem
in [28] is already an integer linear program (ILP), and so it is no surprise that the
addition of data providers makes the task of jointly optimizing data purchasing and
data placement NP-hard (see Theorem 5).
Consequently, we focus on identifying structure in the problem that can allow for a
practical and near-optimal systemdesign. To that end, we show that the task of jointly
optimizing data purchasing and data placement is equivalent to the uncapacitated
facility location problem (UFLP) [112]. However, while constant-factor polynomial
running time approximation algorithms are known for the metric uncapacitated
facility location problem (see [113–115]), our problem is a non-metric facility
location problem, and the best known polynomial running time algorithms achieve
a O(logC) approximation via the greedy algorithm in [116] or the randomized
rounding algorithm in [117], where C is the number of clients. Note that without
any additional information on the costs, this approximation ratio is the smallest
achievable for the non-metric uncapacitated facility location unless NP has slightly
superpolynomial time algorithms [118]. While this is the best theoretical guarantee
possible in the worst-case, some promising heuristics have been proposed for the
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non-metric case, e.g., [119–124].
Though the task of jointly optimizing data purchasing and data placement is com-
putationally hard in the worst case, in practical settings there is structure that can
be exploited. In particular, we provide an algorithm with polynomial running time
that gives an exact solution in the case of a data cloud with a single data center
(Section 4.3.1). Then, using this structure, we generalize to the case of a geo-
distributed data cloud and provide an algorithm, named Datum (Section 4.3.2) that
is near optimal in practical settings.
Datum first optimizes data purchasing as if the data cloud was made up of a single
data center (given carefully designed “transformed” costs) and then, given the data
purchasing decisions, optimizes data placement/replication. The “transformed”
costs are designed to allow an architectural decomposition of the joint problem into
subproblems that manage data purchasing (external operations of the data cloud)
and data placement (internal operations of the data cloud). This decomposition
is of crucial operational importance because it means that internal placement and
routing decisions can proceed without factoring in data purchasing costs, mimicking
operational structures of geo-distributed analytics systems today.
We provide a case study in Section 4.4 which highlights that Datum is near-optimal
(within 1.6%) in practical settings. Further, the performance of Datum improves
upon approaches that neglect data purchasing decisions by > 45%.
We initiate the study of jointly optimizing data purchasing and data placement
decisions in geo-distributed data clouds. And we prove that the task of jointly
optimizing data purchasing and data placement decisions is NP-hard and can be
equivalently viewed as a facility location problem. For the case of a data cloudwith a
single data center, we provide an exact algorithm with polynomial running time. We
extend our design to data clouds withmultiple data centers and provide an algorithm,
Datum, for jointly optimizing data purchasing and data placement in a geo-distributed
data cloud that is within 1.6% of optimal in practical settings and improves by > 45%
over designs that neglect data purchasing costs. Importantly, Datum decomposes into
subproblems that manage data purchasing and data placement decisions separately.
4.1 Opportunities and Challenges
Data is now a traded commodity. It is being bought and sold every day, but most of
these transactions still happen oﬄine through direct negotiations for bulk purchases.
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This is beginning to change with the emergence of cloud data markets such as Qlik
Datamarket [102], Factual [103], InfoChimps [104], Xignite [105]. As cloud data
markets become more prominent, data will become a service that can be acquired
and scaled seamlessly, on demand, similarly to computing resources available today
in the cloud.
4.1.1 The potential of data markets
The emergence of cloud data markets has the potential to be a significant disrup-
tor for the tech industry, and beyond. Today, since computing resources can be
easily obtained and scaled through cloud services, data acquisition has become the
bottleneck for new tech startups.
For example, consider an emerging potential competitor for Yelp. The biggest
development challenge is not algorithmic or computational. Instead, it is obtaining
andmanaging high quality data at scale. The existence of a data market with detailed
local information about restaurants, attractions, etc., would eliminate this bottleneck
entirely. In fact, data markets such as Factual [103] are emerging to target exactly
this need.
Another example highlighted in [30, 125] is language translation. Emerging data
markets such as Infochimps sell access to data on word translation, word frequency,
etc. across languages. This access is a crucial tool for easing the transition tech
startups face when moving into different cultural markets.
A final example considers computer vision. When tech startups need to develop
computer vision tools in house, a significant bottleneck (in terms of time and
cost) is obtaining labeled images with which to train new algorithms. Emerging
data markets have the potential to eliminate this bottleneck too. For example, the
emerging Visipedia project [126] (while free for now) provides an example of the
potential of such a data market.
Thus, like in the case of cloud computing, ease of access and scaling, combined
with the cost efficiency that comes with size, implies that cloud data markets have
the potential to eliminate one of the major bottlenecks for tech startups today – data
acquisition.
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4.1.2 Operational challenges for data markets
While data pricing within cloud data markets has received increasing attention, the
engineering of the system itself has been ignored. The engineering of such a geo-
distributed “data cloud” is complex. In particular, the systemmust jointly make both
data purchasing decisions and data placement, replication and delivery decisions,
as described in the introduction.
Even considered independently, the task of optimizing data placement/replication
within a geo-distributed data analytics system is challenging. Such systems aim
to allow queries on databases that are stored across data centers, as opposed to
traditional databases that are stored within a single data center. Examples include
Google Spanner [127], Mesa [128], JetStream [129], Geode [28], and Iridium [26].
The aim in designing a geo-distributed data analytics system is to distribute the
computation needed to answer queries across data centers; thus avoiding the need
to transfer all the data to a single data center to respond to queries. This distribution
of computation is crucial for minimizing bandwidth and latency costs, but leads to
considerable engineering challenges, e.g., handling replication constraints due for
fault tolerance and regulatory constraints on data placement due to data privacy.
See [26, 28] for a longer discussion of these challenges and for examples illustrat-
ing the benefit of distributed query computation in geo-distributed data analytics
systems.
Importantly, all previous work on geo-distributed analytics systems assumes that the
system already owns the data. Thus, on top of the complexity in geo-distributed
analytics systems, a geo-distributed cloud data market must balance the cost of
data purchasing with the impact on data placement/replication costs as well as the
decisions for data delivery. For example, if clients who are interested in some data
are located close to data center A, while the data provider is located close to data
center B (far from data center A), it may be worth it to place that data in data center
A rather than data center B. In practice, the problem is more complex since clients
are usually geographically distributed rather than centralized and one client may
require data from several different data providers.
Additional complexity is created by versioning the data, i.e., the fact that clients
have differing quality requirements for the data requested. For example, if some
clients are interested in high quality data and others are interested in low quality
data, then it may be worth it to provide high quality level data to some clients that
only need low quality data (thus incurring a higher price) because of the savings in
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bandwidth and replication costs that result from being able to serve multiple clients
with the same data.
4.1.3 Related work
Our work focuses on the joint design of data purchasing and data placement in a
geo-distributed cloud data market. As such, it is related to recent work on data
pricing, content distribution networks, and geo-distributed data analytics systems.
Further, the algorithmic problem at the core of our design is the facility location
problem, and so our work builds on that literature. We discuss related work in these
areas.
Data pricing: The design of data markets has attracted increasing interest in recent
years, especially in the database community, see [130] for an overview. The current
literature mainly focuses on query-based pricing mechanism designs [29, 30, 32]
and seldom considers the operating cost of the market service providers (i.e., the
data cloud). There is also a growing body of work related to data pricing with
differentiated qualities [31, 32, 131], often motivated by privacy.
Similarly, in [132, 133] a data pricing scheme is proposed for XML trees in which
data prices vary with data quality. Quality is measured in different ways, in the
form of accuracy [132], or completeness [133]. In these works, data providers
offer prices, but clients may propose a price less than that of the data provider,
after which the quality of the data will be decreased. Their framework is based on
uniform sampling of rooted subtrees in weighted XML documents. Additionally,
[134–136] consider issues related to pricing strategies and data quality, and allow
customers to suggest prices rather than imposing fixed prices. They consider the
Name Your Own Price mechanism [135], which is also used in earlier work [133].
We however allow data providers to set the price, and also allow for clients to view
available quality levels and prices before making a query. This work relates to data
pricing on the data provider side and is orthogonal to our discussion in this chapter.
We assume that prices are known, and are instead concerned with data purchasing
and placement choices.
Geo-distributed data analytics systems: As cloud servers are increasingly located
in geo-distributed systems, analysis and optimization of data stored in geographi-
cally distributed data centers has received increasing attention [26–28, 137, 138].
Bandwidth constraints [27, 28] as well as latency [26] are the two main challenges
for system design, and a number of system designs have been proposed, e.g., see Sec-
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tion 4.1.2 for more discussion. Our work builds on the model of geo-distributed
data analytics systems in [26, 28], but is distinct from this literature because none
of the work on geo-distributed data analytics systems considers the costs associated
with purchasing data.
Content Distribution Networks: Content Distribution Networks (CDNs) [139–
142] were originally introduced to improve quality of Internet services to meet
the challenge of rapid growth in the intensity of the content. CDNs replicate
content and data from source servers to many other servers that are located closer
to the end customers; therefore making it possible to process requests for content
locally, saving bandwidth and reducing latency [143–152]. As such, the algorithms
governing CDNs are similar in spirit to those underlying data markets. However,
the novelty of data cloud design stems from the fact that it is not enough to replicate
content on a network of data centers so as to minimize the cost of delivering the
data from sources to customers, data clouds must also consider the fact that there
is no free access to the data – it must be purchased from providers. This cost
significantly changes the algorithmic challenge and leads us to study a framework
to simultaneously decide (i) what data to purchase from which providers and (ii)
where to place the data on the network and how to route the data to the clients in
order to minimize its operating costs.
Algorithms for facility location: Our data cloud cost minimization problem can
be viewed as a variant of the uncapacitated facility location problem. Though
such problems have been widely studied, most of the results, especially algorithms
with constant approximation ratios, require the assumption of metric cost parame-
ters [113–115], which is not the case in our problem. In contrast, for the non-metric
facility location problem the best known algorithm is the greedy algorithm proposed
in [112]. Beyond this algorithm, a variety of heuristics for solving UPFL have been
proposed. However, (i) the usual UPFL heuristics do not take into account the added
structure of our problem, and (ii) the new heuristic that we propose, Datum, shows
that you can in fact simplify the intermediary’s problem by separating purchasing
and placement decisions and still provide near-optimal solutions in practical set-
tings. The usual UPFL heuristics do not exhibit such a decomposition. Datum may
also be valuable more broadly for facility location problems.
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4.2 A Geo-Distributed Data Cloud
This chapter presents a design for a geo-distributed cloud data market, which we
refer to as a “data cloud." This data cloud serves as an intermediary between data
providers, which gather data and offer it for sale, and clients, which interact with the
data cloud through queries for particular subsets/qualities of data. More concretely,
the data cloud purchases data from multiple data providers, aggregates it, cleans
it, stores it (across multiple geographically distributed data centers), and delivers it
(with low-latency) to clients in response to queries, while aiming at minimizing the
operational cost which constitutes of both bandwidth and data purchasing costs.
Our design builds on and extends the contributions of recent papers – specifically [26,
28] – that have focused on building geo-distributed data analytic systems but assume
the data is already owned by the system and focus solely on the interaction between
a data cloud and its clients. Unfortunately, as we highlight in Section 4.3, the
inclusion of data providers means that the data cloud’s goal of cost minimization
can be viewed as a non-metric uncapacitated facility location problem, which is
NP-hard. For ease of exposition, we keep our model simple. We note that, however,
it can be easily adapted to include various pricing mechanisms on the data provider
side, different query structures and execution plans in the data cloud, as well as
different types of contracts and payment methods between data cloud and clients.
For reference, Figure 4.1 provides an overview of the interaction between these three
parties as well as some basic notations.
4.2.1 Modeling Data Providers
The interaction between the data cloud and data providers is a key distinction
between the setting we consider and previous work on geo-distributed data analytics
systems such as [26, 28]. We assume that each data provider offers distinct data to
the data cloud, and that the data cloud is a price-taker, i.e., cannot impact the prices
offered by data providers. Thus, we can summarize the interaction of a data provider
with the data cloud through an exogenous menu of data qualities and corresponding
prices.
We interpret the quality of data as a general concept that can be instantiated in
multiple ways. For categorical data, quality may represent the resolution of the
information provided, e.g., for geographical attributes the resolution may be {street
address, zip code, city, county, state}. For numerical data, quality could take many
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forms, e.g., the numerical precision, the statistical precision (e.g., the confidence of
an estimator), or the level of noise added to the data.2
Concretely, we consider a setting where there are P data providers selling different
data, provider p ∈ P = {1, 2, . . . ,P}.3 Each data provider offers a set of quality
levels, indexed by level l ∈ L = {1, 2, . . . , Lp}, where Lp is the number of levels
that data provider p offers. We use q(l, p) to denote the data quality level l, offered
by data provider p. Similarly, we use f (l, p) to denote the fee charged by data
provider p for data of quality level l. Importantly, the prices vary across providers p
since different providers have different procurement costs for different qualities and
different data.
The data purchasing contract between data providers and the data cloud may have a
variety of different types. For example, a data cloud may pay a data provider based
on usage, i.e., per query, or a data cloud may buy the data in bulk in advance. In
this chapter, we discuss both per-query data contracting and bulk data contracting.
See Section 4.2.3.1 for details.
4.2.2 Modeling Clients
Clients interact with the data cloud through queries, which may require data (with
varying quality levels) from multiple data providers.
Concretely, we consider a setting where there are C clients, client c ∈ C =
{1, 2, . . . ,C}. A client c sends a query to the data center, requesting particular
data from multiple data providers.4 Denote the set of data providers required by
the request from client query c by G(c). The client query also specifies a minimum
desired quality level, wc(p), for each data provider p it requests, i.e., ∀p ∈ G(c). We
assume that the client is satisfied with data at a quality level higher than or equal to
the level requested.
More general models of queries are possible, e.g., by including a DAGmodeling the
structure of the query and query execution planning (see [28] for details). For ease
of exposition, we do not include such detailed structure here, but it can be added at
the expense of more complicated notation.
2A common suggestion for guaranteeing privacy is to add Laplace noise to data provided to data
markets, see e.g., [32, 153].
3We distinguish data providers based on data, i.e., one data provider that sells multiple data is
treated as multiple data providers.
4We distinguish clients based on queries, i.e., one client that sends multiple queries is treated as
multiple clients.
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Depending on the situation, the client may or may not be expected to pay the data
cloud for access. If the clients are internal to the company running the data cloud,
client payments are unnecessary. However, in many situations the client is expected
to pay the data cloud for access to the data. There are many different types of
payment structures that could be considered. Broadly, these fall into two categories:
(i) subscription-based (e.g., Azure DataMarket [154]) or (ii) per-query-based (e.g.
Infochimps [104]).
In this chapter, we do not focus on (or model) the design of payment structure
between the clients and the data cloud. Instead, we focus on the operational task of
minimizing the cost of the data cloud operation (i.e., bandwidth and data purchasing
costs). This focus is motivated by the fact that minimizing the operation costs
improves the profit of the data cloud regardless of how clients are charged. Interested
readers can find analyses of the design of client pricing strategies in [29, 30, 32].
4.2.3 Modeling a Geo-Distributed Data Cloud
The role of the data cloud in this marketplace is as an aggregator and intermediary.
We model the data cloud as a geographically distributed cloud consisting of D data
centers, data center d ∈ D = {1, 2, . . . ,D}. Each data center aggregates data from
geographically separate local data providers, and data from data providers may be
(and often is) replicated across multiple data centers within the data cloud.
Note that, even for the same data with the same quality, data transfer from the data
providers to the data cloud is not a one time event due to the need of the data
providers to update the data over time. Here we consider a model where clients are
enterprises and clients and the data cloud sign on contracts in advance to decide on
which data and what data quality is to be transferred to the clients. Thus we target
the modeling and optimization of the data cloud within a fixed time horizon, given
the assumption that queries from clients are known beforehand or can be predicted
accurately. This assumption is consistent with previous work [26, 28] and reports
from other organizations [155, 156]. Online versions of the problem are also of
interest, but are not the focus of this chapter.
4.2.3.1 Modeling costs
Our goal is to provide a design that minimizes the operational costs of a data cloud.
These costs include both data purchasing and bandwidth costs. In order to describe
95
Data Providers! Clients!Data Cloud!
OperCost:  !
ExecCost: !αd,c(l, p)xd,c(l, p)
βp,d(l)yp,d(l)
PurchCost (bulk): !
! f(l, p)z(l, p)
PurchCost (per-query): !
! f(l, p)xd,c(l, p)
Figure 4.1: An overview of the interaction between data providers, the data cloud,
and clients. The dotted line encircling the data centers (DC) represents the geo-
distributed data cloud. Data providers and clients interact only with the cloud. Data
provider p sends data of quality q(l, p) to data center d, and the corresponding
operation cost is βp,d(l)yp,d(l). Similarly, data center d sends data of quality q(l, p)
to client c, and the corresponding execution cost is αd,c(l, p)xd,c(l, p). In bulk data
contracting, the corresponding purchasing cost is f (l, p)z(l, p). In per-query data
contracting, the corresponding purchasing cost is f (l, p)xd,c(l, p).
these costs, we use the following notation, which is summarized in Figure 4.1.5
xd,c(l, p) ∈ {0, 1}: xd,c(l, p) = 1 if and only if data of quality q(l, p), originating
from data provider p, is transferred from data center d to client c.
αd,c(l, p): cost (including bandwidth and/or latency) to transfer data of quality
q(l, p), originating from data provider p, from data center d to client c
yp,d(l) ∈ {0, 1}: yp,d(l) = 1 if and only if data of quality q(l, p) is transferred from
data provider p to data center d.
βp,d(l): cost (including bandwidth and/or latency) to transfer data of quality q(l, p)
from data provider p to data center d.
z(l, p) ∈ {0, 1}: z(l, p) = 1 if and only if data of quality q(l, p), originating from
data provider p, is transferred to the data cloud.
f (l, p): purchasing cost of data with quality q(l, p), originating from data provider
p.
5Throughout, subscript indices refer to data transfer “from, to” a location, and parenthesized
indices refer to data characteristics (e.g., quality, from which data provider).
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Given the above notations, the costs of the data cloud can be broken into three
categories:
(i) The operation cost due to transferring data of all quality levels from data









(ii) The execution cost due to transferring data of all quality levels from data










αd,c(l, p)xd,c(l, p). (4.2)
(iii) The purchasing cost (PurchCost) due to buying data from the data provider
could result from a variety of differing contract styles. In this chapter we
consider two extreme options: per-query and bulk data contracting. These
are the most commonly adopted strategies for data purchasing today.
In per-query data contracting, the data provider charges the data cloud a fixed
rate for each query that uses the data provided by the data provider. So, if
the same data is used for two different queries, then the data cloud pays the











f (l, p)xd,c(l, p). (4.3)
In bulk data contracting, the data cloud purchases the data in bulk and then
can distribute it without owing future payments to the data provider. Given a






f (l, p)z(l, p). (4.4)
To keep the presentation of this chapter simple, we focus on the per-query data
contracting model throughout the body of the chapter and discuss the bulk data
contracting model (which is simpler) in Appendix 4.A.
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4.2.3.2 Cost Optimization
Given the cost models described above, we can now represent the goal of the data
cloud via the following integer linear program (ILP), where OperCost, ExecCost,
and PurchCost are as described in equations (4.1), (4.2) and (4.3), respectively.
min
x,y
OperCost + ExecCost + PurchCost (4.5)










xd,c(l, p)q(l, p) ≥ wc(p), ∀c, p ∈ G(c) (4.5c)
xd,c(l, p) ≥ 0, ∀c, p, l, d (4.5d)
yp,d(l) ≥ 0, ∀p, l, d (4.5e)
xd,c(l, p), yp,d(l) ∈ {0, 1}, ∀c, p, l, d (4.5f)
The constraints in this formulation warrant some discussion. Constraint (4.5a) states
that any data transferred to some client must already have been transferred from its
data provider to the data cloud.6 Constraint (4.5b) ensures that each client must
get the data it requested, and constraint (4.5c) ensures that the minimum quality
requirement of each client must be satisfied. The remaining constraints state that
the decision variables are binary and nonnegative.
An important observation about the formulation above is that data purchasing/placement
decisions are decoupled across data providers, i.e., the data purchasing/placement
decision for data fromone data provider does not impact the data purchasing/placement
decision for any other data providers. Thus, we frequently drop the index p.
Note that there is a variety of practical issues that we have not incorporated into the
formulation in (4.5) in order to minimize notational complexity, but which can be
included without affecting the results described in the following. A first example is
that a minimal level of data replication is often desired for fault tolerance and disaster
recovery reasons. This can be added to (4.5) by additionally considering constraints
of the form
∑D
d=1 yp,d(l) ≥ kz(l, p), where k denotes the minimum required number
of copies. Similarly, privacy concerns often lead to regulatory constraints on data
6For bulk data contracting model, one more constraint yp,d(l) ≤ z(l, p), ∀c, l, p, d is required.
This constraint states that any data placed in the data cloud must be purchased by the data cloud.
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movement. As a result, regulatory restrictions may prohibit some data from being
copied to certain data centers, thus constraining data placement and replication.
This can be included by adding constraints of the form yp,d(l) = 0 to (4.5) where p
and d denote the corresponding data provider and data center, respectively. Finally,
in some cases it is desirable to enforce SLA constraints on the latency of delivery





d=1 αd,c(l, p)xd,c(l, p) ≤ rc, where rc denotes the SLA requirement
of client c.
We refer the reader to [26–28] for more discussions of these additional practical
constraints. Each paper includes a subset of these factors in the design of geo-
distributed data analytics systems, but does not model data purchasing decisions.
4.3 Optimal Data Purchasing and Data Placement
Given the model of a geo-distributed data cloud described in the previous section,
the design task is now to provide an algorithm for computing the optimal data
purchasing and data placement/replication decisions, i.e., to solve data cloud cost
minimization problem in (4.5). Unfortunately, this cost minimization problem is an
ILP, which are computationally difficult in general.7
A classic NP-hard ILP is the uncapacitated facility location problem (UFLP) [112].
In the uncapacitated facility location problem, there is a set of I clients and J
potential facilities. Facility j ∈ J costs f j to open and can serve clients i ∈ I with
cost ci, j . The task is to determine the set of facilities that serves the clients with
minimal cost.
Our first result, stated below, highlights that cost minimization for a geo-distributed
data cloud can be reduced to the uncapacitated facility location problem, and vice-
versa. Thus, the task of operating a data cloud can then be viewed as a facility
location problem, where opening a facility parallels purchasing a specific quality
level from a data provider and placing it in a particular data center in the data cloud.
Theorem 5. The cost minimization problem for a geo-distributed data cloud given
in (4.5) is NP-hard.
7Note that previous work on geo-distributed data analytics where data providers and data pur-
chasing were not considered already leads to an ILP with limited structure. For example, [28] suggest
only heuristic algorithms with no analytic guarantees.
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Proof. To prove Theorem 5, we show a connection between the data cloud cost
minimization problem in (4.5) and the uncapacitated facility location problem. In
particular, we show both that the facility location problem can be reduced to a data
cloud optimization problem and vice versa.
First, we show that every instance of the uncapacitated facility location problem can
be viewed as an instance of (4.5).
Take any instance of the uncapacitated facility location problem (UFLP). Let I be
the set of customers, J the set of locations, αi j the cost of assigning customer i to
location j, and β j the cost of opening facility j. Binary variables y j = 1 if and
only if facility is open at site j, and x j,i = 1 if and only if customer i is assigned to





β j y j +
∑
i∈I, j∈F
αi j x j,i (4.6)
subject to
x j,i ≤ y j, ∀i, j∑
j∈F
x j,i = 1, ∀c
x j,i, y j ∈ {0, 1}, ∀i, j
Mapping j to d and i to c yields an instance of (4.5) with |P | = |L | = 1, f (l) = 0
and wc(l) = 0, in which case constraint (4.5c) becomes trivial.
Next, we show that every instance of (4.5) can be written as an instance of UFLP.








( f (l) + αd,c(l))xd,c(l) (4.7)
subject to





xd,c(l) = 1, ∀c
8Recall from the discussion in Section 4.2.3.2 that the program is separable per provider, hence
we can without loss of generality consider the problem for a single provider, and drop the p index in
the notation.
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xd,c(l), yd(l) ∈ {0, 1}, ∀c, l, d
with αd,c(l) = M , for M big enough, whenever l < wc. Indeed, in any feasible
solution of (4.5), we necessarily have xd,c(l) = 0 whenever l < wc, as each client
purchases exactly one quality level and this quality level has to be higher than the
minimum required levelwc; by setting αd,c(l) big enough, we ensure that any optimal
solution must have xd,c(l) = 0 thus must be feasible for (4.5), and has the same cost









( f (l) + αd,c(l))xd,c(l) (4.8)
subject to xd,c(l) ≤ yd(l), ∀(d, l) ∈ J, c ∈ I∑
(d,l)∈J
xd,c(l) = 1, ∀c ∈ I
xd,c(l), yd(l) ∈ {0, 1}, ∀c ∈ I, (d, l) ∈ J
which is an UFLP. 
The proof of Theorem 5 provides a reduction both to and from the uncapacitated
facility location problem. Importantly, the proof of Theorem5 serves a dual purpose:
it both characterizes the hardness of the data cloud cost minimization problem and
highlights that algorithms for the facility location problem can be applied in this
context. Given the extensive literature on facility location, this is important.
More specifically, the reduction leading to Theorem 5 highlights that the data cloud
optimization problem is equivalent to the non-metric uncapacitated facility location
problem – every instance of any of the two problems can be written as an instance of
the other. While constant-factor polynomial running time approximation algorithms
are given for the metric uncapacitated facility location problem in [113–115], in the
more general non-metric case the best known polynomial running time algorithm
achieves a log(C)-approximation via a greedy algorithm with polynomial running
time, where C is the number of clients [116]. This is the best worst-case guar-
antee possible (unless NP has slightly superpolynomial time algorithms, as proven
in [118]); however some promising heuristics have been proposed for the non-metric
case, e.g., [119–124].
Nevertheless, even though our problem can, in general, be viewed as the non-metric
uncapacitated facility location, it does have a structure in real-world situations that
we can exploit to develop practical algorithms.
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In particular, in this sectionwe beginwith the case of a data cloudmade up of a single
data center. We show that, in this case, there is a structure that allows us to design an
algorithm with polynomial running time that gives an exact solution (Section 4.3.1).
Then, we move to the case of a data cloud made up of geo-distributed data centers
and highlight how to build on the algorithm for the single data center case to provide
an algorithm, Datum, for the general case (Section 4.3.2). Importantly, Datum allows
decomposition of the management of data purchasing (operations outside of the data
cloud) and data placement (operations inside the data cloud). This feature ofDatum is
crucial in practice because it means that the algorithm allows a data cloud to manage
internal operations without factoring in data purchasing costs, mimicking operations
today. While we do not provide analytic guarantees for Datum (as expected given
the reduction to/from the non-metric facility location problem), we show that the
heuristic performs well in practical settings using a case study in Section 4.4.
4.3.1 An exact solution for a single data center
We begin our analysis by focusing on the case of a single data center, which interacts
with multiple data providers and multiple clients. The key observation is that, if
the execution costs associated with transferring different quality levels of the same
data are the same, i.e., ∀l, αc(l) = αc, then the execution cost becomes a constant




















The assumption that the execution costs are the same across quality levels is natural
in many cases. For example, if quality levels correspond to the level of noise added
to numerical data, then the size of the data sets will be the same. We adopt this
assumption in Section 4.3.1 and extend to the general case in Section 4.3.2.
This assumption allows the elimination of the execution cost term from the objective.
Additionally, we can simplify notation by removing the index d for the data center.
Thus, in per-query data contracting, the data cloud optimization problem can be











subject to xc(l) ≤ y(l), ∀c, l
L∑
l=wc
xc(l) = 1, ∀c (4.10a)
xc(l) ≥ 0, ∀c, l
y(l) ≥ 0, ∀l
xc(l), y(l) ∈ {0, 1}, ∀c, l
Note that constraint (4.10a) is a contraction of (4.5b) and (4.5c), and simply means
that any client c must be given exactly one quality level above wc, the minimum
required quality level.9 The remaining constraints follow directly from (4.5) by
dropping d since we only consider one data center case in (4.10). While this
problem is still an ILP, in this case there is a structure that can be exploited to
provide a polynomial time algorithm that can find an exact solution.
Theorem 6. There exists a binary optimal solution to the linear relaxation program
in (4.11) which is an optimal solution of the integer program in (4.10) and can be
found in polynomial time.
Proof. Assume without loss of generality that all clients can be satisfied by the
highest quality level, i.e.,wc ≤ q(L), ∀c. DefineCi = {c : q(i−1) < wc ≤ q(i)} (q(0)
= 0 by default). Given these assumptions, clients can be grouped into L categories
{C1,C2, . . . ,CL} based on their minimum quality level. Note that Ci ∩ Cj = ∅, ∀i, j
and ∪Li=1Ci = C. Without loss of generality, assume Ci , ∅, ∀i.
As the clients in the same group Ci all face exactly the same choice of quality levels
and minimum quality requirements, there must always be an optimal solution in
which the data purchasing decisions of any clients within one category are the same.
Let us denote the number of clients in category Ci by Si. Denote the purchasing
decision of category Ci by χi, e.g., χi(l) = xc(l), ∀l, c ∈ Ci, similar to the argument
in the proof of Theorem 5, and we can reformulate (4.10) as follows. Note the
slight abuse of notation, as clients and their associated required quality level are
represented by the same letter, i, due to clients in category Ci having minimum
9While the two constraints are equivalent for an ILP, they lead to different feasible sets when
considering its LP-relaxation; in particular, facility location algorithms based on LP-relaxations such
as randomized rounding algorithms need to use the contracted version of the constraints to preserve
theO(logC)-approximation ratio for non-metric facility location. It is equivalent to the reformulation
given in (4.8) and does not introduce infinite costs that may lead to numerical errors.
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Si f (l)χi(l) (4.11)
subject to χi(l) ≤ y(l), ∀i, l (4.11a)
L∑
l=i
χi(l) = 1, ∀i (4.11b)
χi(l) ≥ 0, ∀i, l (4.11c)
y(l) ≥ 0, ∀l (4.11d)
χi(l), y(l) ∈ {0, 1}, ∀i, l (4.11e)
Consider the linear relaxation of (4.11), which drops the0−1 integer constraint (4.11e).
For any optimal solution {χri (l), yr(l)} of the linear relaxation we have the following
observations.
1. χrL(L) = 1.
Proof. From (4.11b), let i = L, then χrL(L) = 1. The intuition behind this is that,
since CL , ∅, highest quality data always has to be purchased to provide service
for clients in C(L). 
2. yr(l) = maxi{χri (l)} ∈ [0, 1] and yr(L) = 1.
Proof. From (4.11a), the non-negativity of {β(l)}, and the optimality of {yr(l)},
yr(l) = maxi{χri (l)}. From the non-negativity of {χri (l)}, yr(l) = maxi{χri (l)} ≤∑L
l=i χ
r
i (l) = 1, and yr(L) = χrL(L) = 1 
3. ∀l ≥ i, if∑Ll=i yr(l) ≤ 1, χri (l) = yr(l); otherwise, χi(l) = max{1−∑l−1k=i yr(k), 0}.
Proof. For some fixed i, {Si f (l)} is a positive, strictly increasing sequence as l





1. Since {χri (l), yr(l)} is optimal, ∀l ≥ i, if
∑l
k=i y
r(k) ≤ 1, χri (l) = yr(l);





Next, define mi ∈ {i, . . . , n} such that ∑mi−1l=i yr(l) < 1, and ∑mil=i yr(l) ≥ 1. Such an
mi must exist since yr(l) ≥ 0 for all l and yr(L) = 1. Recall χrL(L) = yr(L) = 1.
For for any i = 1, 2, . . . , L − 1, if the values of {yr(l)} are given, the optimal {χri (l)}
satisfy the following closed form expression:
χri (l) =

yr(l), i ≤ l < mi
1 −∑mi−1k=i yr(k), l = mi
0, mi < l ≤ n.
(4.12)
Note that, if yr are binary, then χr are binary. Suppose there exists an optimal
solution {χr, yr} with yr < {0, 1}L , in the following we show that there exists a
feasible binary solution {χ∗, y∗} of (4.11) such that the objective value generated
by {χ∗, y∗} is better than or equal to that of {χr, yr}.
Suppose fractional solution yr is an optimal solution of the linear relaxation and
calculate mi as in (4.12). Write χ as a function of y, ∀i, l.
χi(l) =

y(l), i ≤ l < mi
1 −∑mi−1k=i y(k), l = mi
0, mi < l ≤ n
(4.13)
Substituting (4.13) in the objective function (4.11), the objective function becomes
a linear combination of {y(l)} that we denote L(y).
Consider the optimization problem in which {χi(l)} is expressed as a function of





y(l) ≤ 1, ∀i = 1, . . . , L − 1
m′i∑
l=i
y(l) ≥ 1, ∀i = 1, . . . , L − 1
y(l) ≥ 0, ∀l = 1, . . . , L
y(L) = 1
The following claims hold:
1. (4.14) is feasible and bounded, and always has an optimal solution at an extreme
point.
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Proof. Clearly, ∀l, y(l) ∈ [0, 1]. And starting from y(L), it is easy to construct a
feasible solution of (4.14). Thus, (4.14) is feasible and bounded, and always has
an optimal solution at an extreme point. 
2. {yr(l)} is a feasible solution of (4.14).




r(l) ≤ 1, ∑mil=i yr(l) ≥ 1. 
3. Any extreme point {y(l)} of (4.14) is binary.
Proof. Since y(L) = 1, we can drop y(L), and write (4.14) in the following




s.t. Ay ≤ b
y ≥ 0
Note that all entries of A are 0,±1, and all rows of A have either consecutive 1s
or consecutive −1s. Thus, from [157], A is a totally unimodular matrix thus the
extreme points of (4.15) are all integral. In particular, since all y(l) ∈ [0, 1], the
extreme points of (4.15) are all binary. 
4. The {χ∗i (l)} obtained through (4.13) corresponding to an optimal binary solution
{y∗} is also binary.
Proof. Follows immediately from (4.13) and integrality of {y∗(l)}. 
5. {χ∗i (l), y∗(l)} is a feasible solution of the linear relaxation of (4.11).




i (l) = 1. 
{χri (l), yr(l)} and any optimal extreme point {χ∗i (l), y∗(l)} see their correspond-
ing objective values unchanged between (4.14) and the relaxation of (4.11) by
construction of the χi(l)’s. And any such extremal and optimal {χ∗i (l), y∗(l)}
has a better or equal objective value compared to {χri (l), yr(l)} in relaxed (4.11).
Since {χri (l), yr(l)} is optimal for (4.14), it implies any optimal extreme point of
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relaxed (4.11) yields a binary and optimal solution for (4.14). This provides a
polynomial time algorithm to find such a binary optimal solution, which can be
summarized as in Section 4.3.2.

In summary, the following gives a polynomial time algorithm which yields the
optimal solution of (4.10).
Step 1: Rewrite (4.10) in the form given by (4.11).
Step 2: Solve the linear relaxation of (4.11). If it gives an integral solution, this
solution is an optimal solution of (4.10), and the algorithm finishes. Otherwise,
denote the fractional solution of the previous step by {χr(l), yr(l)} and continue to
the next step.
Step 3: Find mi ∈ {i, . . . , n} such that ∑mi−1l=i yr(l) < 1, and ∑mil=i yr(l) ≥ 1. And
express {χi(l)} as a function of {y(l)} based on (4.13). Substitute the expressions of
{χi(l)} with {y(l)} in the linear relaxation of (4.11) to obtain an instance of (4.14).
Solve the linear programming problem (4.14) and find an optimal solution that is
also an extreme point of (4.14).10 This yields a binary optimal solution of (4.14).
Use transformation (4.13) to get a binary optimal solution of the linear relaxation
of (4.11), which can be reformulated as an optimal solution of (4.10) from the
definition of {χi(l)}.
4.3.2 The Design of Datum
Unlike the data cloud cost minimization problem for a single data center, the general
data cloud cost minimization is NP-hard. In this section, we build on the exact
algorithm for cost minimization in a data cloud made up of a single data center
(Section 4.3.1) to provide an algorithm, Datum, for cost minimization in a geo-
distributed data cloud.
The idea underlying Datum is to, first, optimize data purchasing decisions as if the
data market was made up of a single data center (given carefully designed “trans-
formed” costs), which can be done tractably as a result of Theorem 6. Then, second,
Datum optimizes data placement/replication decisions given the data purchasing
decisions.
10This step can be finished in polynomial time [158].
107
Before presenting Datum, we need to reformulate the general cost minimization
ILP in (4.5). Recall that (4.5) is separable across providers, thus we can con-
sider independent optimizations for each provider, and drop the index p through-
out. Second, we denote the set of all possible subsets of data centers, e.g.,
{{d1}, {d2}, . . . , {d1, d2}, {d1, d3}, . . .} by V .11 Further, define βv(l) = ∑d∈v βd(l),
and αv,c(l) = mind∈v{αd,c(l)}, where v ∈ V . Given this change, we define yv(l) = 1
if and only if data with quality level l is placed in (and only in) data centers d ∈ v
and xv,c(l) = 1 if and only if data with quality level l is transferred to client c from




























xv,c(l) = 1, ∀c (4.16b)
V∑
v=1
yv(l) ≤ 1, ∀l (4.16c)
V∑
v=1
xv,c(l) ≤ 1, ∀c, l (4.16d)
xv,c(l) ≥ 0, ∀v, c, l (4.16e)
yv(l) ≥ 0, ∀v, l (4.16f)
xv,c(l), yv(l) ∈ {0, 1}, ∀v, c, l (4.16g)
Compared to (4.5), themain difference is that (4.16) has two extra constraints (4.16c)
and (4.16d). Constraint (4.16c) ensures that data can only be placed in at most
one subset of data centers across V . And constraint (4.16d) follows from con-
straint (4.16b). Using this reformulation Datum can now be explained in two steps.
11Note that, in practice, the number of data centers is usually small, e.g., 10 − 20 world-wide.
Further, to avoid exponential explosion of V , the subsets included in V can be limited to only have a
constant number of data centers, where the constant is determined by the maximal number of replicas
to be stored.
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Step 1: Solve (4.17) while treating the geo-distributed data cloud as a single data
center. Specifically, define Y (l) = ∑Vv=1 yv(l) and Xc(l) = ∑Vv=1 xv,c(l). Note that,
Y (l) and Xc(l) are 0 − 1 variables from Constraint (4.16c) and (4.16d). Further,
ignore the middle term in the objective, i.e., the ExecCost. Finally, for each quality
level l, consider a “transformed” cost β∗(l). We discuss how to define β∗(l) below.
This leaves the “single data center” problem (4.17). Crucially, this formulation can
be solved optimally in polynomial time using the results for the case of a data cloud










subject to Xc(l) ≤ Y (l), ∀c, l
L∑
l=wc
Xc(l) = 1, ∀c
Xc(l) ≥ 0, ∀c, l
Y (l) ≥ 0, ∀l
Xc(l),Y (l) ∈ {0, 1}, ∀c, l
The remaining issue is to define β∗(l). Note that the reason for using transformed
costs β∗(l) instead of βv(l) is that the optimal βv(l) cannot be knownpreciselywithout
also optimizing the data placement. Thus, in defining β∗(l)we need to anticipate the
execution costs that result from data placement and replication given the purchase
of data with quality level l. This anticipation then allows a decomposition of data
purchasing and data placement decisions. Note that the only inaccuracy in the
heuristic comes from the mismatch between β∗(l) and min{βv(l) +∑c∈C∗(l) αv,c(l)}
where C∗(l) is the set of customers who buy at quality level l in an optimal solution
– if these match for the minimizer of (4.5) then the heuristic is exact. Indeed, in
order to minimize the cost of locating quality levels to data centers, and allocating
clients to data centers and quality levels, the set of data centers v where an optimal
solution chooses to put quality level l has to minimize the cost of data transfer in
the set v and allocating all clients who get data at quality level l, i.e. C∗(l), to this
set of data centers v.
Many choices are possible for the transformed costs β∗(l). A conservative choice
is β∗(l) = min
v
βv(l), which results in a solution (with Step 2) whose OperCost +
PurchCost is a lower bound to the corresponding costs in the optimal solution
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of (4.5).12 However, it is natural to think that more aggressive estimates may be
valuable. To evaluate this, we have performed experiments in the setting of the








αv,c(l ′)e−µ2(l−l′)}, where µ1 and µ2 are parameters. This form generalizes
the conservative choice by providing a weighting of αv,c(l′) based on the “distance”
of the quality deviation between l′ and the target quality level l. The idea behind
this is that a client is more likely to be served data with quality level close to
the requested minimum quality level of the client. Here we use the exponential
decay term e−µ2(l−l ′) to capture the possibility of serving the data with quality level
l to a client with minimum quality level l′ ≤ l. Interestingly, in the setting of
our case study, the best design is µ1 = µ2 = 0, i.e., the conservative estimate
β∗(l) = min
v
βv(l), and so we adopt this β∗(l) in Datum.
Step 2: At the completion of Step 1 the solution (X,Y ) to (4.17) determines which
quality levels should be purchased and which quality level should be delivered to
each client. What remains is to determine data placement and data replication levels.



























xv,c(l) = 1, ∀c (4.18b)
V∑
v=1
yv(l) = Y (l) (4.18c)
V∑
v=1
xv,c(l) = Xv(l) (4.18d)
xv,c(l) ≥ 0, ∀v, c, l (4.18e)
yv(l) ≥ 0, ∀v, l (4.18f)
xv,c(l), yv(l) ∈ {0, 1}, ∀v, c, l (4.18g)
12However the ExecCost cannot be bounded, thus we cannot obtain a bound for the total cost.
The proof of this is simple and is not included in the chapter.
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The key observation is that this is no longer a computationally hard ILP. In fact,
the inclusion of (X,Y ) means that it can be solved in closed form. Specifically, let
C(l) denote the set of clients that purchase data with quality level l, i.e., C(l) = {c :
Xc(l) = 1}. Then (4.19) gives the optimal solution of (4.18).
yv(l) =






yv(l), if c ∈ C(l),
0, otherwise.
(4.19b)
Proof. We start by discussing the form of xv,c(l). Consider the following two cases
based on the value of Y (l).
1. For any quality level l′, if Y (l′) = 0, then ∀v, V∑
v=1
yv(l′) = Y (l′) = 0. From the
non-negativity of yv(l′), ∀v, yv(l′) = 0. Further, ∀v, c, xv,c(l′) = 0 from (4.18a).
2. For any quality level l′, if Y (l′) = 1, then from the definition of yv(l) and Y (l),
∃!v′ ∈ V, such that yv′(l′) = Y (l′) = 1. Recall that C(l′) = {c : Xc(l′) = 1}
represents the set of clients that are assigned data with quality level l′ by Step 1
in Section 4.3.2.
a) For client c′ ∈ C(l′), Xc′(l′) = 1. Since v′ is the unique data center set
across V such that yv′(l′) = 1, from (4.18a) and (4.18b), xv′,c′(l′) = 1 and
xv,c′(l) = 0, ∀v , v′ or l , l′. In other words, xv,c′(l′) = yv(l′), ∀v ∈ V, c ∈
C(l′).
b) For client c < C(l′), Xc(l′) = 0. From the definition of Xc(l′), xv,c(l′) =
0, ∀v.




yv(l), if c ∈ C(l),
0, otherwise.
(4.20)
Next, we use this form for xv,c(l) to derive yv(l). After substituting (4.20) into (4.18),
most constraints become trivial due to the form of (4.20) and the optimality of Xc(l)
111
and Y (l). And we only need to optimize the objective function with the constraints



















yv(l) = Y (l), ∀v, c, l
yv(l) ∈ {0, 1}, ∀v, c, l
The above optimization can be decoupled by l and optimized across v, yielding the
closed form solution in (4.19).

4.4 Case Study
We now illustrate the performance of Datum using a case study of a geo-distributed
data cloud running in North America. While the setting we use is synthetic, we
attempt to faithfully model realistic geography for data centers in the data cloud,
data providers, and clients. Our focus is on quantifying the overall cost (including
data purchasing and bandwidth/latency costs) of Datum compared to two existing
designs for geo-distributed data analytics systems and the optimal. To summarize,
the highlights of our analysis are
1. Datum provides consistently lower cost (> 45% lower) than existing designs for
geo-distributed data analytics systems.
2. Datum achieves near optimal total cost (within 1.6%) of optimal.
3. Datum achieves reduction in total cost by significantly lowering purchasing costs
without sacrificing bandwidth/latency costs, which stay typically within 20-25%
of the minimal bandwidth/latency costs necessary for delivery of the data to
clients.
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Figure 4.2: Illustration of the near-optimality of Datum as a function of the complex-
ity of client requests (i.e., the average number of providers data must be procured
from in order to complete a client request).
4.4.1 Experimental setup
The following outlines the setting in which we demonstrate the empirical perfor-
mance of Datum.
Geo-distributed data cloud. We consider a geographically distributed data cloud
with 10 data centers located in California, Washington, Oregon, Illinois, Georgia,
Virginia, Texas, Florida, North Carolina, and South Carolina. The locations of the
data centers in our experiments mimic those in [159] and include the locations of
Google’s data centers in the United States.
Clients. Client locations are picked randomly among US cities, weighted propor-
tionally to city populations. We consider 100 clients. Each client requests data from
a subset of data providers, chosen i.i.d. from a Uniform distribution. Unless other-
wise specified, the average number of providers per client request is P/2. There are
8 quality levels. The quality level requested from each chosen provider follows a
Zipf distribution with mean Lp/2 and shape parameter 30. P and Lp are defined as
in Section 4.2.1 and Section 4.2.2. We choose a Zipf distribution motivated by the
fact that popularity typically follows a heavy-tailed distribution [160]. Results are
averaged over 20 random instances. We observe that the results of the 20 instances
for the same plot are very close (within 5%), and thus do not show the confidence
intervals on the plots.
Data providers. We consider 20 data providers. We place data providers in the
second and third largest cities within a state containing a data center. This ensures
that the data providers are nearby, but not right on top of, data center and client
locations.
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Operation and execution costs. To set operation and execution costs, we compute the
geographical distances between data centers, clients and providers. The operation
and execution costs are proportional to the geographical distances, such that the costs
are effectively one dollar per gigameter. This captures both the form of bandwidth
costs adopted in [27] and the form of latency costs adopted in [26].
Data purchasing costs. The per-query purchasing costs are drawn i.i.d. from a Pareto
distribution with mean 10 and shape parameter 2 unless otherwise specified. We
choose a Pareto distribution motivated by the fact that incomes and prices often
follow heavy-tailed distributions [160]. Results were averaged over 20 random
instances. To study the sensitivity of Datum to the relative size of purchasing and
bandwidth costs, we vary the ratio of them between (0.01, 100).
Baselines. We compare the performance of Datum to the following baselines.
• OptCost computes the optimal solution to the data cloud cost minimization prob-
lem by solving the integer linear programming (4.5). Note that this requires
solving an NP-hard problem, and so is not feasible in practice. We include it in
order to benchmark the performance of Datum.
• OptBand computes the optimal solution to the bandwidth cost minimization prob-
lem. It is obtained by minimizing only the operation cost and execution cost in
the objective of (4.5). Bandwidth cost minimization is commonly considered as a
primary goal for cost minimization in geo-distributed data analytics systems [28].
Due to computational complexity, heuristics are usually applied to minimize the
bandwidth cost. Here, instead of implementing a heuristic algorithms, we op-
timistically use OptBand in order to lower bound the achievable performance.
Note that this also requires solving an NP-hard problem and thus is not feasible in
practice.
• NearestDC is a greedy heuristic for the total cost minimization problem that
is often applied in practice. It serves the clients exactly what they ask for by
purchasing the data and storing it at the data center closest to the data provider.
4.4.2 Experimental results
Quantifying cost reductions fromDatum. Figure 4.2(a) illustrates the costs savings
Datum provides. Across levels of query complexity (number of providers involved),
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Figure 4.3: Illustration of Datum’s sensitivity to query parameters. (a) varies the
heaviness of the tail in the distribution of purchasing fees. (b) varies the number of
quality levels available. Note that Figure 4.2 sets the shape parameter of the Pareto
governing purchasing fees to 2 and includes 8 quality levels.
Datum consistently provides > 45% savings over OptBand and > 51% savings
compared to NearestDC. Further, Datum is within 1.6% of the optimal cost in
all these cases. The improvement of Datum compared to OptBand comes as a
result of optimizing purchasing decisions at the expense of increased bandwidth.
Importantly, Figure 4.2(b) shows that the extra bandwidth cost incurred is small,
20−25%. Thus, joint optimization of data purchasing and data placement decisions
leads to significant reductions in total cost without adversely impacting bandwidth
costs.
The form of client queries. To understand the sensitivity of the cost reductions
provided by Datum, we next consider the impact of parameters related to client
queries. Figure 4.2 shows that the complexity of queries has little impact on the cost
reductions of Datum. Figure 4.3 studies two other parameters: the heaviness of the
tail of the per-query purchasing fee and the number of quality levels offered.
Across all settings, Datum is within 1.6% of optimal; however both of these pa-
rameters have a considerable impact on the cost savings Datum provides over our
baselines. In particular, the lighter the tail of the prices of different quality levels
is, the less improvement can be achieved. This is a result of greater concentration
of prices across quality levels leaving less room for optimization. Similarly, fewer
quality levels provides less opportunity to optimize data purchasing decisions. At
the extreme, with only one quality level available, the opportunity to optimize data
purchasing goes away and OptBand and OptCost are equivalent.
Data purchasing vs. bandwidth costs. The most important determinant of the
magnitude of Datum’s cost savings is the relative importance of data purchasing
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Figure 4.4: Illustration of the impact of bandwidth and purchasing fees on Datum’s
performance. NearestDC is excluded because its costs are off-scale. (a) varies the
ratio of bandwidth costs (summarized by α + β) to purchasing costs (summarized
by f ). (b) varies the ratio of costs internal to the data cloud (α) to costs external to
the data cloud (β + f ). Note that in Figure 4.2 the ratios are set to log(α+βf ) = −0.5
and log( αβ+ f ) = −1.
costs. In one extreme, if data is free, then the data purchasing decisions disappear and
the problem is simply to do data placement in a manner that minimizes bandwidth
costs. In the other extreme, if data purchasing costs dominate, then data placement is
unimportant. In Figure 4.4 we only compare total costs among OptCost, OptBand,
and Datum. NearestDC is far worse (more than 5 times worse than OptCost in some
cases) and thus is dropped from the plots. Figure 4.4(a) studies the impact of the
relative size of data purchasing and bandwidth costs. When the x-axis is 0, the data
purchasing and bandwidth costs of the data center are balanced. Positive values
mean that bandwidth costs dominate and negative values mean that data purchasing
costs dominate. As expected, Datum’s cost savings are most dramatic in regimes
where data purchasing costs dominate. Cost savings can be 54% in extreme settings.
Data purchasing costs are expected to dominate in the future – for some systems this
is already true today. However, it is worth noting that, in settings where bandwidth
costs dominates, Datum can deviate from the optimal cost by 10 − 20% in extreme
circumstances, and can be outperformed by the MinBand benchmark. Of course,
Datum is not designed for such settings given its prioritization of the minimization
of data purchasing costs.
Internal vs. external costs. An important aspect of the design of Datum is the
decomposition of data purchasing decisions from data placement decisions. This
provides a separation between the internal and external operations (and costs) of
Datum. Given this separation, it is important to evaluate the sensitivity of Datum’s
design to the relative size of internal and external costs.
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Since Datum prioritizes the optimization of external costs (optimizing them in Step
1, see Section 4.3.2), it is natural to expect that Datum performs best when these costs
dominate. This is indeed the case, as illustrated in Figure 4.4(b). Like in Figure
4.4(a), when the x-axis is 0, the internal and external costs are balanced. Positive
values indicate the internal costs dominate and negative values indicate the external
costs dominate. In settings where external costs dominate, Datum can provide 50%
cost savings and be within a few percent of the optimal. However, in cases when
internal costs dominate, Datum can deviate from the optimal cost by 10 − 30% in
extreme circumstances, and can be outperformed by the MinBand benchmark. Note
that, as data purchasing costs grow in importance, external costs will dominate,
and so we can expect that Datum will provide near optimal performance in practical
settings.
Scalability Computing the optimal solution to the ILP as our benchmark is a NP-
hard problem and can quickly become computationally intractable as the problem
size grows. Thus, we limit the number of clients to 100 in our evaluation. In
contrast, Datum scales well as the problem size grows, since it only requires solving
a linear program with a size that scales linearly with the problem size.
4.5 Concluding Remarks
This work sits at the intersection of two recent trends: the emergence of online data
marketplaces and the emergence of geo-distributed data analytics systems. Both have
received significant attention in recent years across academia and industry, changing
the way data is bought and sold and changing how companies like Facebook run
queries across geo-distributed databases [27, 28]. In this chapter we study the
engineering challenges that come when online data marketplaces are run on top of
a geo-distributed data analytics infrastructure. Such cloud data markets have the
potential to be a significant disruptor (as we highlight in Section 4.1). However,
there are many unanswered economic and engineering questions about their design.
While there has been significant prior work on economic questions [29, 30, 32, 125,
130, 161], the engineering questions have received much less attention.
In this chapter, we have presented the design of a geo-distributed cloud data mar-
ket: Datum. Datum jointly optimizes data purchasing decisions with data placement
decisions in order to minimize the overall cost. While the overall cost minimiza-
tion problem is NP-hard (via a reduction to/from the facility location problem),
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Datum provides near-optimal performance (within 1.6% of optimal) in realistic set-
tings via a polynomial-time algorithm that is provably optimal in the case of a data
cloud running on a single data center. Additionally, Datum provides > 45% im-
provement over current design proposals for geo-distributed data analytics systems.
Datumworks by decomposing the total cost minimization problem into subproblems
that allow optimization of data purchasing and data placement separately, which pro-
vides a practical route for implementation in real systems. Further, Datum provides
a unified solution across systems using per-query pricing or bulk pricing, systems
with data replication constraints and/or regulatory constraints on data placement,
and systems with SLA constraints on delivery.
This chapter is meant to initiate the study of data purchasing and data placement for
datamarkets; thus, theremany directions are left for future exploration. For example,
Datum assumes clients are single entities with fixed locations and which data they
need is known a priori as a result of pre-signed contracts with data market providers.
In practice, clients can also be geo-distributed large companies with different data
requirements in different locations. Exploring the optimal data purchasing and data
placement with a mixed types of clients is interesting and challenging. Further,
in Datum, computing resources used to process/clean raw data are assumed to be
negligible. As data markets provide services on top of the raw data, e.g., analytics
or learning services, the amount of computational power needed will grow and
joint optimization of computational power and data purchasing and placement will
become a crucial challenge.
4.A Appendix: Bulk Data Contracting
In bulk data contracting, the data cloud only has to pay a one-time fee f (l, p) for
data q(l, p), no matter how many times the data is replicated on the cloud and
transferred to clients. Compared to per-query contracting, the main difference lies
in the purchasing fees modeling. Defining z(l, p) ∈ {0, 1} to be equal to 1 if and
only if data of quality q(l, p) from data provider p is transferred to the data cloud,
the whole optimization problem can still be formulated in a form similar to (4.5),
with the purchasing costs now given by (4.4) and with the addition of the following
constraint:
yp,d(l) ≤ z(l, p), ∀c, l, p, d (4.22)
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This constraint states that any data placed in the data cloud must have been pur-
chased by the data cloud. As in the per-query contracting case, the data purchas-
ing/placement decision for data from one data provider does not impact the data
purchasing/placement decision for any other data providers. Thus, we drop the
index p in the following.
In general, the cost minimization problem for bulk contracting is NP-hard. To be
specific, the 1-level UFLP can reduce to the cost minimization problem for a geo-
distributed data cloud, and the cost minimization problem can reduce to the 2-level
UFLP in the bulk case. In the 2-level UFLP, facilities are organizing on 2 levels,
J1 × J2; each customer i ∈ I has to be assigned to a valid path p ∈ J1 × J2. A pass
is valid if and only if both facilities are open along the path. More details on the
2-level UFLP can be found in [162].
The first reduction follows directly from the first part of the proof for Theorem 5. It
can be easily proved by defining facilities in J1 to be the quality levels, and using the
same reformulation as the second part of the proof for Theorem 5 for the facilities
in J2, i.e. define facilities in J2 to be pairs of quality levels and data centers. In the
reduction, a facility j1 ∈ J1 is open if and only if the corresponding quality level l
is purchased, and a facility j2 ∈ J2 is opened if and only if data of quality level l is
placed in data center d.
While the cost minimization in bulk contracting is generally hard, it can be solved
optimally in both the single data center and the geo-distributed data cloud settings
under certain assumptions.
For the single data center case, we always have z(l) = y(l) for all quality level l - this
follows immediately from dropping the dependence of yd(l) in d, implying that z(l)
is only lower-bounded by y(l) in the constraints. Furthermore, if the execution costs





(β(l) + f (l)) y(l) (4.23)
subject to xc(l) ≤ y(l), ∀c, l
L∑
l=wc
xc(l) = 1, ∀c
xc(l) ≥ 0, y(l) ≥ 0, xc(l), y(l) ∈ {0, 1}, ∀c, l (4.23a)
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Since the decisions for variables {xc(l)} do not affect the objective value, (4.23) can








y(l) ≥ 1, ∀l, c
y(l) ∈ {0, 1}, ∀l
Since there are customers buying the highest quality level, the highest level quality
L is always purchased by the data cloud and y(L) = 1 in any feasible solution.
Since all customers are satisfied and all costs are non-negative, an optimal solution
for (4.24) is y(L) = z(L) = 1, xc(L) = 1 with all other variables are set to 0. The
result implies the data cloud will only purchase the highest quality level of data and
serve that data to every customers.
For a geo-distributed data cloud, the cost minimization problem is generally hard.
However, if we assume the operation cost and execution cost are independent of l,
i.e., βd(l) = βd and αd,c(l) = αd,c, it is easy to show that the optimal solution will
only purchase the highest quality data as in the single data center case. We can




POWER CAPPING IN COLOCATION DATA CENTERS
The emergence of Internet and cloud services has significantly fueled demand for
data centers worldwide, resulting in an aggregate power demand of 38GW as of
2012 (a growth of 63% compared to 2011) [163]. Accommodating the accelerated
demand, however, is costly. It can be a multi-million or even multi-billion dollar
project to construct a new data center or expand an existing data center’s capacity
(typically measured in IT critical power). For example, power infrastructure, in-
cluding back-up generation and uninterrupted power supplies (UPS), is sized based
on the critical power budget and estimated at U.S.$10-25 per watt [164]. The capital
expense (CapEx) in power and cooling infrastructure even exceeds 1.5 times the total
energy cost of operating a data center over a 15-year lifespan [164–166]. Moreover,
other limitations, such as space and grid capacity, may also prohibit the expansion
of data center capacity.
In view of the high CapEx and practical constraints for building new capacity, data
center operators aggressively oversubscribe the existing infrastructure throughout
the power hierarchy (e.g., UPS level and PDU level) by deploying more servers
than the power budget/capacity allows. This is equivalent to under-provisioning
the capacity to reduce CapEx for new data center construction: to deploy the
same number of servers, the data center capacity can be downsized to save CapEx.
The rationale underlying oversubscription is that, in most cases, not all servers
simultaneously run at their peak powers and thus, the servers’ aggregate power usage
remains well below the power budget with a very high probability, as illustrated by
measurements in [34, 165].
A dangerous consequence of oversubscription is the emergence of power emergen-
cies that bring significant challenges for data center uptime. Although uncommon,
when loads on many servers peak simultaneously, the aggregate power demand will
exceed the capacity (e.g., overloading UPS), thus compromising the desired power
availability and even leading to unplanned downtime incidents [33, 166]. Such
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power emergencies have become a major cause of unplanned data center outages,
which may take several hours or even days to fully recover and incur significant
economic losses (estimated average of $901,560 per incident) [167, 168].
Naive techniques to handle emergencies, e.g., arbitrarily putting involved servers
into low power states or switching them off, are not appealing [33, 165, 169], because
theymay result in significant performance degradation and even business disruption.
Instead, a graceful power capping solution is required to coordinate servers’ power
usage at a minimum performance loss. Towards this end, prior research has studied
various techniques, e.g., judiciously scaling down CPU frequency [33], admission
control, and workload migration (to public clouds and/or other servers not subject to
power emergency) [34–36]. These studies, although promising, are only applicable
for owner-operated data centers (e.g., Google), where data center operators have
control over the physical servers and hence can easily coordinate the servers to
minimize performance impact.
In sharp contrast, we study power capping in multi-tenant data centers, an under-
explored but even more common type of data center. In a multi-tenant data center,
multiple individual tenants house and manage their own physical servers, while the
data center operator is responsible for power and cooling infrastructure support. Like
owner-operated data centers, multi-tenant data center operators also aggressively
oversubscribe capacity to gain more revenue and/or save CapEx by selling the
capacity to more tenants than it allows.
To handle a power emergency due to oversubscription, however, multi-tenant data
center operators cannot directly apply existing power capping techniques (e.g.,
through server and workload management [33, 34]), because of lack of control
over tenants’ servers. Thus, a common practice today for a multi-tenant data center
operator is to simply take the risk of capacity overloading when many tenants’ power
demands peak simultaneously. In other words, whether or not an outage will occur
depends largely on the robustness of infrastructure. Consequently, according to
a 2014 Uptime Institute survey, 25% of the tenants have experienced at least one
power outage (for which capacity overloading is a major cause) over the past year
[167, 168, 170].
To address the lack of coordination among tenants to shed power during a power
emergency, we propose a novel COOrdinated Power management solution, called
COOP, that leverages a market mechanism called supply function bidding [171]
commonly used in electricity markets in order to incentivize and coordinate in-
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dividual tenants’ power demand reduction. The challenge in designing such a
mechanism is that the mechanism must not bring much overhead and the overall
impact of power reduction on tenants’ application performance needs to be as little
as possible (similar to the design objective of power capping techniques, e.g., [33,
34], for owner-operated data centers). COOP achieves both. It only solicits one
bidding parameter from each participating tenant which, when plugged into the
supply function, specifies the amount of power reduction and corresponding reward
the tenant is willing to accept. More importantly, the overall performance impact
across all the participating tenants is small: the total performance cost incurred by
the tenants is very close to the ideal case where the data center operator is assumed
to have full control over tenants’ servers.
The novelty of this study is that COOP is the first market-based solution for handling
an emergency caused by capacity oversubscription in a multi-tenant data center, an
important yet rarely-studied type of data center.
Concretely, this chapter makes the following contributions. First, we introduce and
formulate the problem of multi-level power capping in a multi-tenant data center.
Second, we propose a supply function bidding based mechanism, motivated by the
literature on electricity markets [171, 172], to incentivize and coordinate tenants’
power reduction during a power emergency, capping the aggregate power demand
while minimizing the total performance cost. Third, we validate COOP using
realistic settings on a testbed. Our results show that COOP is efficient in terms
of minimizing total performance cost and that COOP is “win-win”, increasing the
operator’s profit and reducing tenants’ cost (through financial compensation).
5.1 Opportunities and Challenges
Multi-tenant data centers are common in practice. There are over 1,400 multi-tenant
data centers in the U.S. alone [173]. As a quickly growing data center segment,
it consumes as much as five times the energy of Google-type owner-operated data
centers combined together (37.3% v.s. 7.8%, in percentage relative to all data center
energy usage, excluding tiny server closets) [174]. It provides a cost-effective and
scalable data center solution to many industry sectors, including major websites
(e.g., Twitter), banking, content delivery provider (e.g., Akamai) [175], and even IT
giants (e.g., Microsoft) that leverage third-party data centers to complement their
own facilities [176].
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Figure 5.1: Data center infrastructure.
Despite their importance, multi-tenant data centers have been less investigated than
the more visible owner-operated data centers (like Google). They present new
challenges due to the operator’s lack of central control over servers. This means that
standard approaches for handling power emergencies do not apply to multi-tenant
data centers [33, 34, 36].
5.1.1 Power in Multi-Tenant Data Centers
While different designs (e.g., using fuel cell as the main power source [177]) are
emerging, most data centers, including new constructions, still heavily rely on diesel
generators, uninterrupted power supplies (UPS), and power distribution units (PDU)
for achieving high power availability. Fig. 5.1 illustrates the infrastructure commonly
found in today’s multi-tenant data centers: electricity first enters data center through
a utility substation; next, through AC/DC and DC/AC double conversions, power
goes to PDUs, which then distribute power to individual tenants’ server racks. By
default, the automatic transfer switch (ATS) takes power from the utility and, in the
event of a grid failure, switches to the back-up generator. As the generator cannot
be instantly turned on, a UPS will be discharged to supply continuous power until
the diesel generator is fully activated.
The power hierarchy. In a multi-tenant data center, the power hierarchy often has a
tree-type structure. At the top level sits the centralizedUPS, which supports multiple
cluster-level PDUs at a lower level. Each cluster-level PDU typically has a capacity
of 200-300kW, supporting around 50 racks which then distributes power to servers
at the lowest level. Individual tenants may have highly diverse power demands,
ranging from a few kW (often in a retail multi-tenant data center) to hundreds of
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Figure 5.2: CDF of measured power usage.
have its own dedicated UPS (e.g., lead-acid battery, not shown in Fig. 5.1), which
complements or even fully substitutes the centralized UPS while enhancing power
availability at a lower cost [166].
The data center operator also provides reliable cooling. Among various designs,
a multi-tenant data center usually uses mechanical chiller or direct-expansion air
conditioning as the cooling mechanism, depending on the data center size.
Tenants’ power usage. A crucial motivation for power oversubscription is the
heterogeneity of tenant power usage. We present in Fig. 5.2 the temporal analysis of
power measurement in a commercial multi-tenant data center collected from May
to July, 2015. The data includes the server power usage of 10 tenants, subscribing
approximately 500kW in total and ranging from sectors of utility, education, media,
content distribution and public clouds. Fig. 5.2 shows the cumulative density
function (CDF) of the power consumption by different groups of tenants, from 1
tenant to 10 tenants. The x-axis is normalized with respect to the sum of the
maximum power usage of all the servers within that group of tenants.
We see that with more tenants (i.e., power hierarchy moves up from rack to clusters),
statistical multiplexing effects of power demands become more significant, and it
is even rarer for all tenants’ servers to peak simultaneously. For example, for
one tenant, the probability that the normalized power exceeds 80% of its peak is
roughly 13%, whereas this number reduces to less than 3% for 10 tenants. Such
observations have also been reported for owner-operated data centers like Google
[169], whose server clusters are equivalent to tenants’. While the specific CDF of
power usage varies with different data centers, the qualitative insights hold widely:
power oversubscription is safe in most cases.
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5.1.2 Opportunities for Oversubscription
Leasing data center capacity with power and cooling (typically $150/kW/month in
the U.S. [178]) is the most significant revenue source for a multi-tenant data center
operator. Naturally, through oversubscription, the operator can earn extra revenue by
serving more tenants without upgrading the power/cooling infrastructure.1 Except
for increased risk of downtime (due to capacity overloading), there is almost no
additional operating expense resulting from the operator’s oversubscription, because
in many large (especially wholesale) multi-tenant data centers, the energy cost will
be split across tenants depending on their actual usage.
In Table 5.1, we show the potential economic benefit of oversubscription for multi-
tenant operators, based on a leasing cost of $150/kW/month [178]. For each kW
capacity, with x% oversubscription, the operator earns an extra revenue of $150 ×
12 × x% per year. Overloading probability is obtained based on measured power
usage of the 10-tenant cluster shown in Figure 5.2: with x% oversubscription,
overloading occurs if the aggregate power demand exceeds 100/(100 + x) of its
maximum.
We see from Table 5.1 that there is a great economic opportunity for oversubscrip-
tion. The last row in Table 5.1 shows the maximum reward rate for power reduction
that can be offered to tenants without decreasing the operator’s profit (assuming
that during each power emergency, the tenants’ server power demand reaches the
peak, i.e., rated capacity plus the oversubscribed amount). If the operator is not too
aggressive and oversubscribes its capacity by less than 20%, it can offer a reward
rate at more than 200 times of the market electricity price without losing profit.
5.1.3 Challenges for Oversubscription
The economic benefit of oversubscription is significant, but the danger of creating
power emergencies cannot be ignored. While a power emergency may not neces-
sarily lead to a downtime given infrastructure redundancy (e.g., “2N” duplicating
all power/cooling units), ignoring it without proper attention is not a good practice,
as IT critical loads exceeding the design capacity will lose the desired redundancy
protection and increase outage risk [34, 166]. In fact, according to a recent survey
[170], despite redundancy, 25% of tenants have experienced at least one unplanned
1A tenant may also oversubscribe its reserved capacity to reduce leasing cost, but it must handle
resulting emergencies by itself. Thus, this is addressed by prior research [33, 34].
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Oversubscription 10% 15% 20% 25%
Extra Revenue
($/kW/year) 180 270 360 450
Probability of
Overloading (%) 1% 1% 2% 3%
Est. Overloading




22.60 23.63 12.32 8.56
Table 5.1: Analysis of Capacity Oversubscription.
power-related downtime over the past year (for which IT loads exceeding the de-
sign capacity is a major cause [167, 168]). Therefore, regardless of redundancy
protection, it is very critical to handle power emergencies by gracefully capping the
servers’ power demand below the design capacity.
One approach for handling power emergencies is to temporarily “boost” power
supply by discharging an energy storage device (diesel generation, e.g., battery in
UPS) [166, 179]. However, a potential risk when leveraging diesel generation is
that the cooling capacity (typically sized based on the IT critical load due to high
CapEx) may still be exceeded [180, 181], because the servers’ actual aggregate
power consumption (i.e., cooling load) is not reduced to the designed level. As a
result, discharging diesel generation can safely handle power capacity overloading,
but not necessarily cooling capacity overloading, which can quickly lead to server
overheating and is another major cause for unplanned outages [168]. Moreover,
inappropriate/frequent discharging may drain the diesel generation sooner and com-
promise data center reliability (e.g., recent Google power failure incident, for which
Google cited “extended or repeated battery drain” as a root cause [182]).
In this chapter we propose to handle power emergencies via IT power reduction from
the tenants. In practice, however, the operator lacks control over tenants’ servers
and hence cannot enforce tenants’ power reduction during an emergency, which is
due to the operator’s fault of oversubscription. Even assuming that the operator can
somehow force tenants to cut power, which tenants should reduce power and by how
much still needs to be decided so as to minimize tenants’ performance degradation.
This requires the knowledge of tenants’ workloads and business values, which is
private information and unknown to the operator. Thus, despite the huge economic
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benefit of power oversubscription, gracefully capping tenants’ power to handle the
resulting emergencies with a minimum performance impact on tenants presents
significant challenges for multi-tenant data center operators.
A data center typically oversubscribes capacity at multiple interdependent power
hierarchies (e.g., data centerUPS-level, cluster PDU-level, and even rack-level), each
having its own capacity below which the involved tenants’ aggregate power demand
should be capped at all times [34, 183]. In the following sections, we first start from
a simple case when there is only data center UPS-level capacity constraint. We
provide an analysis of the efficiency of our mechanism, the supply function bidding,
proposed in COOP. Our analysis precisely characterizes the equilibrium outcome,
both when tenants are price-taking and when they are price-anticipating. In both
cases, our results highlight that COOP suffers little performance loss compared to
the socially optimal outcome, both from the operator’s and the tenants’ perspectives.
Then we generalize our design to solve power capping at multiple power hierarchies
and build a prototype to show that COOP is efficient in terms of minimizing the
total performance cost.
5.2 COOP with a Single Data Center Level Power Constraint
A data center typically oversubscribes capacity at multiple interdependent power
hierarchies (e.g., data center UPS-level, cluster PDU-level, and even rack-level),
each with its own capacity below which the involved tenants’ aggregate power
demand should be capped at all times [34, 183]. COOP is not restricted to any
particular levels. In this section, our focus is the design of a mechanism for a colo
operator in response to data center level capacity constraint only. We begin by
describing a model, then propose an overview of the mechanism in this section,
and finally, we provide efficiency analysis for our mechanism in Section 5.3 and
Section 5.3.2. We generalize our design to a multiple level power oversubscription
scenario in Section 5.4.
Recall that the colo operator is responsible for non-IT facility support (e.g., high-
availability power, cooling). We capture the non-IT energy consumption using
Power Usage Effectiveness (PUE) γ, which is the ratio of the total data center
energy consumption to the IT energy consumption. Typically, γ ranges from 1.1 to
2.0, depending on factors such as outside temperature.
When the operator receives an power capping signal on data center level, it has two
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options for satisfying the load reduction. First, without involving the tenants, the
colo operator can use its on-site backup diesel generator.2 We denote the amount of
energy reduction by diesel generation by y and the cost per kWh of diesel generation
(e.g., for fuels) by α.
Alternatively, the colo operator could try to extract IT energy reductions from the
tenants. We consider a setting where there are N tenants, i ∈ N = {1, 2, · · · , N}.
When shedding energy consumption, a tenant i will incur some costs and we denote
the cost from shedding si by a function ci(si). These costs could be due to wear-
and-tear, performance degradation, workload shifting, etc. For the purposes of our
model, we do not specify which technique reduces the IT energy, only its cost. For
details on how one might model such costs, see [169, 185–187]. A standard, natural
assumption on the costs is the following.
Assumption 1. For each n, the cost function cn(sn) is continuous, with cn(sn) = 0
if sn ≤ 0. Over the domain sn ≥ 0, the cost function cn is convex and strictly
increasing.
Intuitively, convexity follows from the conventional assumption that the unit cost
increases as tenants reduce more energy (e.g., utilization becomes higher when
servers are off, leading to a faster increase in response time of tenants’ workloads).
5.2.1 An overview of COOP
The operation of COOP with data center level constraint only is summarized below,
and then discussed in detail in the text that follows.
1. The colo operator receives an reduction target δ and broadcasts the supply
function S(·, p) specified by(5.1) to tenants;
2. Participating tenants respond by placing their bids bn;
3. The colo operator decides the amount of on-site generation y and market
clearing price p to minimize its cost, using equations (5.2) to set the market
clearing price p and (5.3) to set y in order to minimize the cost of power
capping;
2Other alternatives, e.g., battery [35], usually only last for < 5 minutes. So, diesel generation is
the typical method [184].
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4. Power capping is exercised. ∀n ∈ N , tenant n sheds S(bn, p), and receives
pS(bn, p) reward.
Given the overview above, we now discuss each step in more detail.
Step 1. Upon receiving an power capping notification of an energy reduction target
δ, the colo operator broadcasts a parameterized supply function S(b, p) to tenants
(by, e.g., signalling to the tenants’ server control interfaces, which are widely in use
today [188]). The form of S(b, p) is the following parameterized family3:
S(bn, p) = δ − bnp , (5.1)
where p is an offered reward for each kWh of energy reduction and bn is the bidding
values that can be chosen by tenant n. This form is inspired by [171], where it
is shown that by restricting the supply function to this parameterized family, the
mechanism can guide the firms in the market to reach an equilibrium with desirable
properties.4 Note that, to be consistent with the supply function literature, we
exchangeably use “price” and “reward rate” wherever applicable.
Step 2. Next, according to the supply function, each participating tenant submits
its bid bn to the colo operator. This bid specifies that, at each price p, it is willing
to reduce S(bn, p) units of energy. The bid is chosen by tenants individually to
maximize their own utility and can be interpreted as, e.g., the amount of IT service
revenue that tenant n is willing to forgo. Note that bn can be chosen to ensure that
tenant n will not be required to reduce more energy than its capacity. To see this,
note that since the operator is cost-minimizing, p(b, y) ≤ α always holds, i.e., the
market clearing price is lower than the unit cost of diesel generation. Hence, if δn is
the capacity of reduction for tenant n, as long as bn ≥ α(δ − δn), then




An important note about the tenant bids is that the supply function is likely of a
different form than the true cost function cn, and so it is unlikely for the tenants to
reveal their cost functions truthfully. This is necessary in order to provide a simple
3The supply function allows tenants to have negative supply, i.e., tenants consume more energy
intentionally, which is neither profit maximizing nor practical. We show in Section 5.3 that energy
reduction of each tenant is always nonnegative in both equilibrium and social optimal outcomes.
4[171] studies the case where firms bid to supply an inelastic demand, which is equivalent to
fixing the diesel generation y = 0 in our case. Allowing the operator to choose y in a cost-minimizing
manner leads to significantly different results, as will be shown in Section 5.3.1 and Section 5.3.2.
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form for tenant bids. Bidding their true cost functions is too complex and intrusive.
However, a consequence of this is that one must carefully analyze the emergent
equilibrium to understand the efficiency of the pricing mechanism. We study both
the cases of price-taking and price-anticipating equilibrium in Section 5.3.
Step 3. After tenants have submitted their bids, the colo operator decides the amount
of energy y to produce via on-site generation and the clearing price p. Given y, the




(N − 1)δ + y . (5.2)
To determine the amount of local generation y, the operator minimizes the cost of
the two load-reduction options, i.e.,
y = arg min
0≤y≤δ
(δ − y) · p(b, y) + αy. (5.3)
Step 4. Finally, power capping is exercised and tenants receive financial compen-
sation from the colo operator via the realized price in (5.2), shed load S(p, bn), and
on-site generation produces the energy in (5.3).
5.3 Efficiency Analysis of COOP
Given the COOPmechanism described above, our task now is to characterize its
efficiency. There are two potential causes of inefficiency in the mechanism: the
cost minimizing behavior of the operator and the strategic behavior (bidding) of the
tenants. In particular, since the forms of the tenant’s cost functions are likely more
complex than the supply function bids, tenants cannot bid their true cost function
even if they wanted to. This means that evaluating the equilibrium outcome is
crucial to understanding the efficiency of the mechanism.
Further, the equilibrium outcome that emerges depends highly on the behavior of
the tenants – whether they are price-taking, i.e., they passively accept the offered
market price p as given when deciding their own bids; or price-anticipating, i.e.,
they anticipate how the price p will be impacted by their own bids. We investigate
both models, in Section 5.3.1 and Section 5.3.2, respectively.
In both cases, the goal of our analysis is to assess the efficiency of COOP. To this
end, we adopt a notion of a (socially) optimal outcome, and focus on the following
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social cost minimization (SCM) problem.




s.t. y + γ ·
∑
i∈N
si = δ (5.4b)
si ≥ 0, ∀i ∈ N (5.4c)
y ≥ 0, (5.4d)
where si and ci are tenant i’s energy reduction and corresponding cost, respectively.
The objective in SCM can be interpreted as the tenants’ cost plus the colo operator’s
cost. Note that the internal payment transfer between the colo operator and tenants
cancels, and does not impact the social cost. Also, note that payment from the LSE
to the colo operator is not included in the social cost objective, since it is independent
of how the operator obtains the amount δ of load reduction. Additionally, we do not
include the option of ignoring the power capping signal and taking the penalty, since
the non-compliance penalties are typically extreme [189]. Finally, the Lagrange
multiplier of (5.4b) can be interpreted as the social optimal price p∗, i.e., given
this price as reward for energy reduction, each tenant will individually reduce their
energy by an sn that corresponds to the social cost minimization solution in (5.4).
Before moving to the analysis, in order to simplify notation, we suppress the PUE
γ by, without loss of generality, setting γ = 1. To obtain results for γ , 1, simply
take the results assuming γ = 1 and modify them in the following way: let y′, δ′ and
α′ be the diesel generation, EDR target and diesel price that appear in the results
for γ = 1, replace them by y′ = y/γ, δ′ = δ/γ, and α′ = αγ where y, δ, α are the
respective quantities when γ , 1.
5.3.1 Price-Taking Tenants
When tenants are price-taking, theymaximize their net utility, which is the difference
between the payment they receive and the cost of energy reduction, given the
assumption that they consider their action does not impact the price. A price-taking
tenant n will try to maximize the following payoff Pn(bn, p):
Pn(bn, p) = pSn(bn, p) − cn(Sn(bn, p)) (5.5a)





Here, the price-taking assumption implies that the variable p is considered to be as
is. The price-taking assumption normally holds when the market consists of many
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players of similar sizes who have little power to impact the market clearing price.
The other market model, when tenants are price-anticipating, is analyzed in Section
5.3.2.The market equilibrium for price-taking tenants is thus defined as follows:
Definition 1. A triple (b, p, y) is a (price-taking) market equilibrium if each tenant
maximizes its payoff defined in (5.5), market is cleared by setting price p according
to (5.2), and the amount of on-site generation is decided by (5.3), i.e.,




(N − 1)δ + y . (5.7)
y = arg min
0≤y≤δ
(δ − y) · p(b, y) + αy. (5.8)
5.3.1.1 Market Equilibrium Characterization
The key to our analysis is the observation that the equilibrium can be characterized
by an optimization problem. Once we have this optimization, we can use it to
characterize the efficiency of the equilibrium outcome. This approach parallels that
used in [171]; however, the optimization obtained has a different structure due to
local diesel generation. Note that, though we use an optimization to characterize
the equilibrium, the game is not a potential game since the objective (5.9a) below is
not a potential function.
Our first result highlights that, given any choice for on-site generation, a unique
market equilibrium exists for the tenants, and can be characterized via a simple
optimization.
Proposition 7. Under Assumption 1, when tenants are price-taking, for any on-
site generation level 0 ≤ y < δ, there exists a market equilibrium, i.e., a vector
bt = (bt1, . . . , btN ) ≥ 0 and a scalar p > 0 that satisfies (5.2), and the resulting









si = (δ − y), (5.9b)
si ≥ 0, ∀i ∈ N . (5.9c)
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Proof. When tenants are price takers, theymaximize the payoutPn(bn, p) = pSn(bn, p)−
cn(sn) over the bid bn. Note that bn ∈ [0, pδ] as no tenant will bid beyond pδ other-
wise the payout Pn < 0. Hence b = (b1, . . . , bn) is an equilibrium if and only if the
following condition is satisfied
∂−cn(sn)
∂sn
≤ p, 0 ≤ bn < pδ, (5.10a)
∂+cn(sn)
∂sn
≥ p, 0 < bn ≤ pδ. (5.10b)
At least one feasible solution to (5.9) exists because it is minimizing a continuous
function over a compact set. Furthermore, (5.9b) - (5.9c) satisfy the standard












≤ µ, sn > 0, (5.11a)
∂+cn(sn)
∂sn
≥ µ, sn ≥ 0. (5.11b)
Given the optimal (s, µ), let p = µ, and bn = p(δ− sn), then (5.9b) implies p satisfies
(5.2), and (5.11a)-(5.11b) implies (5.10a) - (5.10b), hence an equilibrium exists.
Conversely, if (b, p) is an equilibrium and p satisfies (5.2), the resulting allocation s is
optimal to (5.9). To see this, if 0 ≤ sn < δ− y for all n, (5.10a)-(5.10b) is equivalent
to (5.11a)-(5.11b) if we set µ = p, hence (s, µ) is primal dual optimal pair for (5.9).
If sn = (δ − y), then sm = 0, ∀m , n. In this case, we set µ¯ = min{p, ∂+cn(sn)/∂sn},
and we can check that (s, µ¯) is the primal dual optimal solution for (5.9). 
This result is a key tool for understanding the overall market outcome. Intuitively,
the operator running COOP is more likely (than the social optimal) to use on-site
generation, since this reduces the price paid to tenants. The following proposition
quantifies this statement.
Proposition 8. Under Assumption 1, it is optimal for price-taking tenants to use
on-site generation if and only if
α <
(Σnbn)
(N − 1)δ .5 (5.12)
5We adopt the convention that 00 = 0 and
x
0 = +∞ when x > 0. Therefore, when N = 1, unless
the bid is 0, the condition is always satisfied.
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However, when the operator is profit maximizing, it will turn on on-site generation





(N − 1)δ . (5.13)
This proposition is an important building block because the most interesting case
to consider is when it is optimal to use some on-site generation and some tenant
load shedding, i.e., δ > y∗ > 0. Otherwise the power capping requirement should
be entirely fulfilled by tenants, and the analysis reduces to the case of an inelastic
demand, as studied in [171]. Thus, subsequently, wemake the following assumption,
which ensures that on-site generation is valuable.
Assumption 2. The unit cost of on-site generation is cheap enough that the optimal
on-site generation is non-zero, i.e., α satisfies (5.12).






− (N − 1)δ, (5.14)









Using these allows us to prove a complete characterization of the market equilibrium
under price-taking tenants. This theorem is the key to our analysis of market
efficiency.
Theorem 9. When Assumptions 1 and 2 hold there is a unique market equilibrium,
i.e., a vector bt = (bt1, . . . , btN ) ≥ 0, yt > 0 and a scalar pt > 0 that satisfies
(5.6)-(5.8), and the resulting allocation (st, yt) where stn = S(btn, pt) is the optimal










sn = δ − y, (5.16b)
sn ≥ 0, ∀n, y ≥ 0. (5.16c)
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Proof. By Proposition 7, when tenants are price-taking, for any y, the there is always
an equilibrium, and the resulting s is always the optimal allocation to provide (δ− y)
energy reduction.
Hence we only need to verify that the on-site generation level y is the solution to
(5.16a)-(5.16c). Similar to the proof of Proposition 7, by Assumption 2, the first
order optimality condition for the y in (5.16a)-(5.16c) is αNδ (y + (N − 1)δ) = p.
By Proposition 7, p satisfies the relation (5.2), substitute the left-hand-side into
(5.2) and solve for y, we have y =
√
ΣnbnNδ
α − (N − 1)δ. This is exactly the on-site
generation y that minimizes costo(b, y) given in (5.14). Hence the data center will
always pick y that is optimal for (5.16a)-(5.16c). Together with Proposition 7, an
equilibrium exists, and the resulting allocation (s, y) is optimal for (5.16a)-(5.16c).

5.3.1.2 Bounding Efficiency Loss
We now use Theorem 9 to bound the efficiency loss due to strategic behavior in the
market. Denote the socially optimal on-site generation by y∗, the optimal price that
leads to the optimal allocation si, ∀i ∈ N by p∗, and let yt and pt be the allocation
under the price-taking assumption.
Our first result highlights that, due to the cost-minimizing behavior of the operator,
the equilibrium outcome uses more on-site generation and pays a lower price to the
tenants than the social optimal.
Proposition 10. Suppose that Assumptions 1 and 2 hold. When tenants are price-
taking, the operator running COOP uses more on-site generation and pays a lower
price for power reduction to its tenants than the social optimal. Specifically, yt ≥ y∗
and N−1N p
∗ ≤ pt ≤ p∗.
Proof. Since y ≥ 0, it suffices to prove that whenever the optimal on-site generation
is non-zero, y∗ > 0, yt ≥ y∗. From (5.4), the Lagrangian of SCM is
L(s, y, µ∗, λ∗) =
∑
n




By constraint qualification and the KKT conditions, assuming y∗ > 0, then λ = 0,
µ∗ = α, hence the market clearing price in the optimal allocation should be p∗ = α.
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(N − 1)δ + yt =
(N − 1)δ + yt
Nδ
α. (5.18)
And note that yt ∈ [0, δ] and p∗ = α, thus (5.18) yields N−1N p∗ ≤ pt ≤ p∗.
Finally, from (5.16), theLagrangian of the price-taking characterization optimization
is,
L(s, y, µt, λt) =
∑
n
cn(sn) + α2Nδ (y + (N − 1)δ)
2 + µt((δ − y) −
∑
n
sn) − λt y.
By examining the KKT condition and using a similar argument to the proof of
Proposition 7, we have pt = µt , also, ∂
−cn(stn)
∂stn
≤ pt ≤ p∗ ≤ ∂+cn(s∗n)∂s∗n .Thus, ∀n, stn ≤ s∗n.
Since y = δ −∑ sn, yt ≥ y∗. 
Now, wemove to more detailed comparisons. There are three components of market
efficiency that we consider: social welfare, operator cost, and tenant cost.
First, let us consider the social cost.
Theorem 11. Suppose that Assumptions 1 and 2 hold. Let (st, yt) be the allocation
when tenants are price-taking, and (s∗, y∗) be the optimal allocation. Then the
welfare loss is bounded by:
∑
n cn(stn) + αyt ≤
∑
n cn(s∗n) + αy∗ + αδ/2N .
Proof. Note that (s∗, y∗) is a feasible solution to (5.16). By Theorem 9, we have∑
n cn(stn) + α2Nδ (yt + (N − 1)δ)2 ≤
∑
n cn(s∗n) + α2Nδ (y∗ + (N − 1)δ)2. Rearranging,
we have∑
n











[−(yt − y∗)2 + 2(δ − y∗)(yt − y∗)] ≤ α
2Nδ









Importantly, this theorem highlights that the market equilibrium is quite efficient,
especially if the number of tenants is large (the efficiency loss decays to zero as
O(1/N)). However, the market could maintain good overall social welfare at the
expense of either the operator or the tenants. The following results show this is not
true.
Let costo(p, y) be the operator’s cost, i.e.,
costo(p, y) = p(δ − y) + αy. (5.19)
Then, we have the following results.
Theorem 12. Suppose that Assumptions 1 and 2 are satisfied. The cost of colo
operator with price-taking tenants is smaller than the cost in the socially optimal
case. Further, we have costo(p∗, y∗) − αδ/N ≤ costo(pt, yt) ≤ costo(p∗, y∗).
Proof. From Proposition 10, we have N−1N α ≤ pt ≤ p∗ = α, and 0 ≤ yt ≤ δ, which
yields:
cost∗o(p∗, y∗) − costo(pt, yt) = p∗(δ − y∗) + αy∗ −
(
pt(δ − yt) + αyt ) = (α − pt)(δ − yt).




In contrast to the price-taking model, price-anticipating tenants realize that they can
change the market price by their bids, i.e., that p is set according to (5.15), and
adjust their bids accordingly. The price-anticipating model is suitable when the
market consists of a few dominant players, who have significant power to impact the
market price through their bids, i.e., the oligopoly setting. Clearly, this additional
strategic behavior can lead to larger efficiency loss. However, in this section, we
show that the extra loss is surprisingly small, especially when a large number of
tenants participate in COOP.
Given bids from the other tenants, each price-anticipating tenant n optimizes the
following cost over bidding value bn:
Qn(bn, b−n) = p(b)Sn(bn, p) − cn(Sn(bn, p)),
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where we use b−n to denote the vector of bids of tenants other than n; i.e., b−n =














Note that the payoff function Qn is similar to the payoff function Pn in the price-
taking case, except that the tenants anticipate that the colo operator will set the price
p according to p = p(b, y) from (5.15).
Definition 2. A triple (b, p, y) is a (price-anticipating) market equilibrium if each
tenant maximizes its payoff defined in (5.20), the market is cleared by setting the
price p according to (5.2) and the amount of on-site generation is decided by (5.3),
i.e.,




(N − 1)δ + y (5.22)
y = arg min
0≤y≤δ
(δ − y) · p(b, y) + αy. (5.23)
Note that our analysis in this section requires one additional technical assumption
about the tenant cost functions.
Assumption 3. For all tenants, the marginal cost of energy reduction at 0 is greater
than α2N , i.e.,
∂+cn(0)
∂sn
≥ α2N , ∀n.
This assumption is quite mild, especially if the number of tenants N is large.
Intuitively, it says that the unit cost of on-site generation is competitive with the cost
of tenants reducing their server energy.
5.3.2.1 Market Equilibrium Characterization
Our analysis of market equilibria proceeds along parallel lines to the price-taking
case. We again show that there exists a unique equilibrium and, furthermore,
that the tenants and operator behave in equilibrium as if they were solving an
optimization problem of the same form as the aggregate cost minimization (5.4),
but with “modified” cost functions.
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Theorem 13. Suppose that Assumption 1-3 are satisfied, then there exists a unique
equilibrium of the game defined by
(Q1, . . . ,Qn) satisfying (5.21)-(5.23). For such an equilibrium, the vector sa defined









sn = δ − y (5.24b)
y ≥ 0, sn ≥ 0, n = 1, . . . , N, (5.24c)
where, for sn ≥ 0,
cˆn(sn) =12
(




















and for sn < 0, cˆn(sn) = 0.
Proof. The proof proceeds in a number of steps. We first show that the payoff
functionQn is a concave and continuous function for each firm n. We then establish
necessary and sufficient conditions for b to be an equilibrium; these conditions look
similar to the optimality conditions (5.10a)-(5.10b) in the proof of Proposition 7, but
for a “modified” cost function defined according to (5.25). We then show the corre-
spondence between these conditions and the optimality conditions for the problem
(5.24a)-(5.24c). This correspondence establishes existence of an equilibrium, and
uniqueness of the resulting allocation.
Step 1: If b is an equilibrium, and Assumption 2 is satisfied, at least one coordinate
of b is positive.
By Assumption 2, 0 < α < Σnbn(N−1)δ , hence at least one coordinate of b must be
positive.
Step 2: The functionQn(b¯n;b−n) is concave and continuous in b¯n, for b¯n ≥ 0. From















When Σm,nbm+ b¯n > 0, the function b¯n/
√
Σm,nbm + b¯n is a strictly concave function
of b¯n (for b¯n ≥ 0). Since cn is assumed to be convex and nondecreasing (and hence
continuous), it follows that Qn(b¯n, b−n) is concave and continuous in b¯n, for b¯n ≥ 0.








N (αδN + 4Σm,nbm)
)
.
Step 3: In an equilibrium, 0 ≤ bn ≤ bn, ∀n.




α < 0, so the payoff Qn(bn;b−n) becomes negative; on the other
hand, Qn(bn;b−n) = 0.





≤ p(b), sn > 0. (5.26)
This condition is satisfied when tenants are price-taking; in the next step, we show
that (5.26) also holds in an equilibrium outcomewhen tenants are price-anticipating.
Step 4: The vector b is an equilibrium if and only if (5.26) is satisfied, at least one
component of b is positive, and for each n, bn ∈ [0, bn], and the following conditions
hold:




















































ByStep 2,Qn(bn;b−n) is concave and continuous for bn ≥ 0. By Step 3, bn ∈ [0, bn].




≤ 0, if 0 < bn ≤ bn,
∂−Qn(bn;b−n)
∂bn
≥ 0, if 0 ≤ bn < bn.
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Recalling the expression for p(b) given in (5.15), and noting that by (5.15) and








= (δ − sn)
√
α
Nδ . Expanding the first
order optimality conditions with (5.15) and simplifying with the two equations into












































2Np(b) − α δ−snδ
≤ 1.
This is because by Assumption 2, 2Np(b) − α > 0 when N ≥ 2. Also, we have
2Np(b) − α δ−snδ ≥ 2Np(b) − α. Hence (5.26) holds for N ≥ 2.
When N = 1, we can simplify (5.28a) further to
1
















The last inequality is because α ≥ ∂−cn(sn)∂sn , otherwise p(b) > α, but the profit
maximizing operator will not pay for price more than α, contradiction. Hence
(5.26) must hold for all N . After multiplying through (5.28a)-(5.28b) by p(b)
and rearranging, we have two quadratic inequalities in terms of p(b). Solving
the inequalities leads to two sets of conditions of p(b) that satisfy the first order
optimality conditions, they are:














































However, only the conditions with plus signs satisfy (5.26); the conditions with
minus signs violate (5.26) because since








Hence we discard the conditions with minus signs and note that (5.29b)-(5.29a)
corresponds to (5.27a)-(5.27b).
Conversely, suppose that b has at least one strictly positive component, that 0 ≤
bn ≤ bn, and that b satisfies (5.26) and (5.27a)-(5.27b). Then wemay simply reverse
the argument: by Step 2, Qn(bn;b−n) is concave and continuous in bn ≥ 0, and in
this case the conditions (5.27a)-(5.27b) imply that bn maximizes Qn(bn;b−n) over
0 ≤ bn ≤ bn. Since we have already shown that choosing bn > bn is never optimal
for firm n, we conclude that b is an equilibrium, and it is easy to check that in this
case condition (5.26) is satisfied.
Step 5: If Assumption 2 holds, then the function cˆn(sn) defined in (5.25) is continuous,
and strictly convex and strictly increasing over sn ≥ 0, with cˆ(sn) = 0 for sn ≤ 0.
cˆn(sn) is continuous on sn > 0 by continuity of cn and on sn < 0 by definition. We
only need to show that cˆn(0) = 0, this is because when sn = 0, cn(sn) = 0, sn α2N = 0,
and integrating from 0 to sn is 0. Hence cˆn(sn) = 0 for sn ≤ 0.




































































This guarantees that cˆn is strictly increasing and strictly convex over sn ≥ 0.






















































(y + (N − 1)δ) = ρ; (5.30c)
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n
sn = (δ − y). (5.30d)
The vector s and y is then the unique optimal solution to (5.24a)-(5.24c).
By Step 5, since cˆn is continuous and strictly increasing over the convex, compact
feasible region for each n, we know that (5.24a)-(5.24c) have a unique optimal
solution s, y. As in the proof of Proposition 7, form the Lagrangian
L(s, y; ρ) =
∑
n
cˆn(sn) + α2Nδ (y + (N − 1)δ)




By assumption 2, y > 0, and by the fact that cˆn(sn) = 0 for sn ≤ 0, sn ≥ 0, there exists
a Lagrange multiplier ρ such that (s, y, ρ) satisfy the stationarity conditions which
corresponds to (5.30a)-(5.30c) when we expand the definition of cˆn(sn), together
with the constraint (5.30d). ρ > 0 follows by (5.30c) as y > 0.
Step 7: If s ≥ 0, y ≥ 0 and ρ > 0 satisfy (5.30a)-(5.30d), then the triple (b, ρ, y)
defined by bn = (δ − sn)ρ is an equilibrium as defined in (5.21) and (5.22).
First observe that with this definition, together with (5.30d) and the fact that sn ≥ 0,
we have bn ≥ 0 for all n. Furthermore, we can show bn ≤ bn, since sn ≥ 0, bn ≤ ρδ,





















Substituting (5.32) into bn ≤ ρδ, we have bn ≤
√
(Σm,nbm+bn)αδ
N . Solving this in-
equality we have bn ≤ bn.
Finally, at least one component of b is strictly positive, since otherwise we have
sn1 = sn2 = δ for some n1 , n2, in which case Σnsn > δ, which contradicts (5.30d).
(Or sn = δ, y = 0, contradicting our assumption that y > 0.)
By Step 4, to check that b is an equilibrium, we must only check the stationarity
conditions (5.27a)-(5.27b). We simply note that under the identification bn =





− (N − 1)δ; ρ = Σnbn(N − 1)δ + y = p(b).
Substituting p(b) into (5.30a) will correspond to (5.27a), and (5.30b) implies (5.27b)
and (5.26) because ∂
−cn(sn)
∂sn
≤ ∂+cn(sn)∂sn . Thus (b, ρ, y) is an equilibrium.
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Step 8: If (b, p(b), y) is an equilibrium, then there exists a scalar ρ ≥ 0 such that the
vector b defined by sn = S(p(b), bn) satisfies (5.30a)-(5.30d).
We simply reverse the argument of Step 7. Since b is the bids in the equilibrium,
by (5.22) and sn = S(p(b), bn), we have ∑n sn = (δ − y), i.e., (5.30d) is satisfied. By





























In this case ρ > 0 and 0 ≤ bn ≤ bn for all n, so (5.27b) implies (5.30b) by
definition of ρ, and (5.30a) holds by (5.27a) and the fact that ∂−cn(sn) ≤ ∂+cn(sn)
(by convexity).
Step 9: There exists an equilibrium b, and for any equilibrium that price is greater
than marginal cost, the vector s defined by sn = S(p(b), bn) is the unique optimal
solution of (5.30a)-(5.30d).
The conclusion is now straightforward. Existence follows from Steps 6 and 7.
Uniqueness of the resulting production vector s, and the fact that s is an optimal
solution to (5.24a)-(5.24c), follows by Steps 6 and 8.

Although the formof cˆn(sn) looks complicated, there is a simple linear approximation
that gives useful intuition.
Lemma 14. Suppose that Assumptions 1-3 are satisfied. For all modified cost
cˆn, n ∈ 1, . . . , N , for any 0 ≤ sn ≤ δ,
cn(sn) ≤ cˆn(sn) ≤ cn(sn) + sn α2N .


















Proof. We exploit the structure of the modified cost cˆn to prove the result. Note that,


















dz = cn(sn) − sn α2N .
The first inequality is because z ≥ 0, and the last equality is because by convexity






Hence we have cˆn(sn) = 12
(
cn(sn) + sn α2N
)
+ 12Gn(sn) ≥ cn(sn). On the other hand,


























dz = cn(sn) + sn α2N .
Hencewe have cˆn(sn) = 12
(
cn(sn) + sn α2N
)
+ 12Gn(sn) ≤ cn(sn)+sn α2N . The bounds for
the left and right derivatives can be obtained by taking the left (or right) derivatives
at the bounds of Gn(sn). 
The form of Lemma 14 shows that the difference between the modified cost function
in (5.25) and the true cost diminishes as N increases, and this is the key observation
that underlies our subsequent results upper bounding the efficiency loss of COOP.
5.3.2.2 Bounding Efficiency Loss
We now use Theorem 13 to bound the efficiency loss due to strategic behavior. Note
that, by comparing to both the socially optimal and the price-taking outcomes, we
can understand the impact of both strategic behavior by the operator and by the
tenants.
Our first result focuses on comparing the price-anticipating and price-taking equi-
librium outcomes. It highlights that price-anticipating behavior leads to tenants
receiving higher price while shedding less load.
Theorem15. Suppose Assumption 1-3 hold. Let (pt, yt) be the equilibrium price and
on-site generation when tenants are price-taking, and (pa, ya) be those when tenants
are price-anticipating, then we have, yt ≤ ya ≤ yt + δ/2 and pt ≤ pa ≤ pt +α/2N .
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Proof. Firstly we will prove one side of the inequality pt ≤ pa, yt ≤ ya. Recall that
by examining the Lagrangians of the optimizations in Proposition 10 and Theorem
13, we have pt ≥ ∂−cn(stn)/∂sn, pt ≤ ∂+cn(stn)/∂sn, pa ≥ ∂−cˆn(san)/∂sn, pa ≤
∂+cˆn(san)/∂sn, at the domain where the left or right derivative is defined, and pt =
α
Nδ (yt + (N − 1)δ), pa = αNδ (ya + (N − 1)δ). If yt > ya, then pt > pa. Also, because





Hence there exist sr > 0 such that sar > str for some r ∈ {1, . . . , N}. Therefore, by








However, by Lemma 14 we have ∂
− cˆr (sr )
∂sr








Combining (5.33) and (5.34), we have pt < pa, contradiction. Hence we have
yt ≤ ya, and pt ≤ pa.
Next we show the other side of the inequality pa ≤ pt + α2N , ya ≤ yt + δ2 ; by the









n san , contradiction.
If stn = san, then ∀m, stm = sam, and yt = ya, then pt = pa.
If stn > san , then by strict convexity of cn (assumption 1), and the fact that san ≥






≤ pt . Also, by Lemma 14, we have ∂+ cˆn(sn)∂sn ≤
∂+cn(sn)
∂sn
+ α2N , this gives us p
a ≤ ∂+ cˆn(san )∂sn ≤
∂+cn(san )
∂sn
+ α2N . Combining the two previous
inequalities about pt and pa, we have pa < pt + α2N . Hence we have
α
Nδ
(ya + (N − 1)δ) < α
Nδ
(yt + (N − 1)δ) + α
2N




Next, combining Theorem 15 and Proposition 10 yields the following comparison
between the price-anticipating and socially optimal outcomes.
Corollary 16. Suppose Assumptions 1-3 hold. When tenants are price-anticipating,
an operator running COOP uses more on-site generation and pays lower market
price than in the socially optimal case, i.e., ya ≥ y∗ and N−1N p∗ ≤ pa ≤ p∗.
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Now, wemove to more detailed comparisons. There are three components of market
efficiency that we consider: social cost, operator cost, and tenant cost.
First, let us consider the social cost.
Theorem 17. Suppose that Assumptions 1-3 hold. Let (sa, ya) be the allocation
when tenants are price-anticipating, and (s∗, y∗) be the optimal allocation. The
welfare loss is bounded by:
∑
n cn(san) + αya ≤
∑
n cn(s∗n) + αy∗ + αδ/N .
















n cˆn(s∗n) + αy∗
) ≤ αN ((ya − y∗)(1 − ya+y∗2δ )) .
By Corollary 16 and the fact that y∗ ≤ δ, ya ≤ δ, both terms in the brackets are
positive, hence the right-hand-side expression is maximized when y∗ → 0+ and


























n cn(san). Substituting the above relations into (5.36) and
rearranging, we have the desired result. 
Similarly to the price-taking case, the efficiency loss in the price-anticipating case
decays to zero as O(1/N), only with a larger constant. Also, as in the case of
price-taking tenants, we again see that neither the tenants nor the operator suffers
significant efficiency loss.
Theorem 18. Suppose that Assumptions 1-3 hold. The cost of colo operator for
price-anticipating tenants is smaller than the cost in the socially optimal case.
Further, we have
costo(p∗, y∗) − αδN ≤ costo(p
a, ya) ≤ costo(p∗, y∗),
costo(pa, ya) − αδN ≤ costo(p
t, yt) ≤ costo(pa, ya).
Proof. First, we compare the cost by operator between the price-taking and price
anticipating cases, by definition (5.19) and rearranging, we have costo(pa, ya) −
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costo(pt, yt) = (pa − pt)
(
δ − yt ) + (α − pa) (ya − yt). By the fact that pa = αNδ (ya +






≤ pa ≤ α. (5.37)
By the upper bound of pa in (5.37) and the upper bounds of pt, yt in Theorem 15,
we have
costo(pa, ya) − costo(pt, yt) ≥ 0. (5.38)
Similarly, using the lower bound of pa in (5.37) and the upper bounds of pa, ya in
Theorem 15, we have
















Second, we compare the cost by the operator to the social optimal. Since the
energy reduction goal δ is the same, by Proposition 10 and Corollary 16, we have
pt ≤ p∗ and pa ≤ p∗. Hence we have costo(pt, yt) ≤ costo(pa, ya) ≤ costo(p∗, y∗).
Furthermore,
costo(p∗, y∗) − costo(pt, yt) = αδ − (pt(δ − yt) + αyt)





(δ − yt) ≤ αδ
N
. (5.39)
Lastly by (5.38) and (5.39), we have cost(p∗, y∗) − cost(pa, ya) ≤ cost(p∗, y∗) −
cost(pt, yt) ≤ αδN . 
Finally, let us end by considering the amount of on-site generation used in equi-
librium. Here, in the worst-case, the on-site generation at equilibrium for price-
anticipating tenants can be arbitrarily worse than the socially optimal, i.e., the
socially optimal can use no on-site generation while the equilibrium outcome uses
only on-site generation.
Theorem 19. Suppose that Assumptions 1-3 hold. For any ε > 0, N ≥ 1, there exist
cost functions c1, . . . , cN , such that the on-site generation in the market equilibrium
compared to the optimal is given by ya − y∗ ≥ δ − ε.




2N s1, if s1 < ε
′;
α(1 − 3ε′2Nδ )s1 + C1, ε′ ≤ s1 ≤ δ − ε′;
2αs1 + C2, s1 > δ − ε′,
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where C1,C2 are constants that make c1 continuous6, then c1 is piece-wise linear
and convex. Also, ∀m , 1, cm(sm) = 2αsm. It is easy to see that s∗1 = δ − ε′ and
y∗ = ε′ is the optimal allocation.
Let sa1 = ε
′, ya = δ − ε′, and ∀m , 1, sam = 0, we claim that (sa, ya) is the unique
optimal solution to (5.24a)-(5.24c). To see this, let ρ = α(1 − ε/(Nδ)), then,
α
Nδ
(ya + (N − 1)δ) = ρ;
∑
n









≥ ρ, ∀m , 1, (5.40b)




































= 12 ( ∂
+cn(sn)
∂sn
+ α2N )+ 12Hn. Hence we have
∂+ cˆ1(sa1 )
∂s1
≥ ∂+c1(sa1 )∂s1 +
αs1
2Nδ =
ρ. These conditions correspond to (5.30a)-(5.30d), so we conclude that (sa, ya) is
the unique optimal solution to (5.24a)-(5.24c). Hence ya− y∗ = δ−2ε′ = δ−ε. 
This is a particularly disappointing result since a key goal of the mechanism is to
obtain load shedding from the tenants. However, the proof emphasizes that this
is unlikely to occur in practice. In particular, the worst-case scenario is that there
exists a dominant (monopoly) tenant, which is unlikely in a multi-tenant colo, that
has a cost function asymptotically linear with unit cost roughly matching the on-site
generation price α.
5.3.3 Discussion
The main results for the price-taking and price-anticipating analyses are summa-
rized in Table 5.2. Note that simplified bounds are presented in the table, to ease
interpretation, and the interested reader should refer to the theorems in Section 5.3.1
and Section 5.3.2 for the actual bounds. Also, note that the benchmark for social
cost we consider is an ideal, but not achievable, mechanism.
6C1 = −αε′( (2N−1)δ−3ε
′
2Nδ ), and C2 = − αNδ (Nδ2 + δε′ − 3ε′)
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Tenants Price Ratio Colo Saving Welfare Loss
Price-taking [N−1N , 1] [0, αδ/N] [0, αδ/2N]
Price-anticipating [N−1N , 1] [0, αδ/N] [0, αδ/N]
Table 5.2: Performance guarantee of COOP compared to the social optimal alloca-
tion.
To summarize the results in Table 5.2 briefly, note first that COOP always benefits
the operator, since the price paid to tenants to reduce energy is always less than the
socially optimal price, and the total cost incurred by operator for energy reduction
is also less than that of the social optimal. Secondly, COOP also gives the tenants
approximately the social optimal payment, since the operator’s additional benefit is
bounded above by αδ/N , and the welfare loss is bounded above by αδ/N . This
naturally means that the loss in payment for tenants compared to the social optimal is
at most 2αδ/N , which approaches 0 as N grows. Third, regardless of tenants being
price-taking or price-anticipating, COOP is approximately socially cost minimizing
as the number of tenants grows.
However, while COOP is good in terms of operator, tenant, and social cost, it may
not use the most environmentally friendly form of load reduction: in the worst case,
the upper bound on the extra on-site generation that COOP uses is not decreasing
with N . However, the analysis highlights that this worst-case occurs when there
exists a dominant tenant with unit cost of energy reduction that is consistently just
below the cost of diesel over a large range of energy reduction, which is unlikely to
occur in practice. So, COOP can be expected to use an environmentally friendly
mix in most realistic situations.
5.4 COOP with Multi-level Power Constraints
We describe the design of COOP and provide the efficiency bounds with respect to
social optimal allocation for both price taking tenants and price anticipating tenants
in Section 5.3 and Section 5.3.2. In this section, we extend our design to multi-level
power capping in the data center. Adding multi-level power capping constraints
increases the complexity of the analysis of the efficiency bound dramatically. Thus
we do not provide a theoretical analysis. We use a case study in Section 5.6 to show
the efficiency of our algorithm.
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5.4.1 Problem Formulation
A data center typically oversubscribes capacity at multiple interdependent power
hierarchies (e.g., data center UPS-level, cluster PDU-level, and even rack-level),
each having its own capacity below which the involved tenants’ aggregate power
demand should be capped at all times [34, 183]. COOP is not restricted to any
particular levels. Like prior research [34], we consider the most typical two-level
power oversubscription, i.e., cluster PDU-level and data center UPS-level, referred
to as low and high levels, respectively. For ease of presentation, we treat the presence
of a diesel generator as a special tenant with linear cost function in the following
discussion.
Model. Consider a power emergency that involves a centralized UPS supporting M
cluster PDUs and a total of N tenants denoted by a setN0 = {1, 2, · · · , N}. The i-th
PDU supplies power to a subset of tenants Ni ⊆ N0, and the tenants served by two
different PDUs are non-overlapping (i.e., ∪Mi=1Ni = N0 and Ni ∩ Nj =  if i , j).
The high-level UPS capacity is exceeded by D0 ≥ 0, while the i-th low-level PDU
capacity is exceeded by Di ≥ 0. Suppose that tenant i cuts power by si and incurs
a cost of ci(si) that is increasing in si. Cutting power may result in service quality
or performance degradation, and the cost ci(si) can therefore be interpreted as the
performance cost, which converts the performance degradation into a monetary
value. The function ci(si) is decided at the tenant’s sole discretion as its private
information that is unknown to the operator.
Objective. Like power capping for owner-operated data centers [33, 34], we consider










si ≥ D j, for j = 0, 1, 2, · · · ,M,
where the objective of (5.41) is a scalar measure of overall performance loss and
impact on tenants, and the constraint specifies power capping requirements at the
high (D0) and low (D j for j = 1, · · · ,M) levels, respectively.
Tenants typically test power-performance profiles before production deployment,
since power is a major cost for tenants’ leasing [34, 178]. Thus, given its own traffic
load, a tenant knows how much power can be shed and at what cost. If they are
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uncertain at runtime (due to, e.g., changes in power profiles), tenants can evaluate
costs conservatively (see Section 5.6.6); hence, repeated profiling of ci(si) at runtime
is not necessary, and the overhead for the participating tenant is small.
The ideal case is when the operator can directly minimize the cost in (5.41), with
full control over tenants’ servers as in an owner-operated data center. We refer to the
outcome of this idealized, but not feasible in practice, case as OPT. The choice of
objective in (5.41) may seem counterintuitive, so let us discuss it briefly. One might
expect to have the objective be operator profit. However, the operator has a priority of
minimizing the impact of power capping on tenants’ operation during an emergency
since it is the operator’s fault (due to oversubscription) the emergency occurred.
This objective is consistent with prior power capping research on owner-operated
data centers [33, 34] and, further, in our context, if the operator still attempts to make
profits during an emergency, power outage risk may increase, which is unacceptable
since downtime incidents will significantly damage the operator’s business image
as well as its long-term profit. Additionally, note that the operator will not lose
profit during emergency events since it can always set an upper bound (according
to Table 5.1) to ensure that it will not lose profit due to oversubscription while
minimizing tenant impact.
5.4.2 A Market-Based Solution
We extend our design of COOP in Section 5.2.1 to multi-level power capping with
some simple changes. Instead of setting a uniform supply function across tenants,
we differentiate tenants based on their maximum possible power reductions and




, where δi with a unit
of kW indicates tenant i’s maximum possible power reduction, bi is its bid (with a
unit of $) and p is the reward/price ($ per kW) offered by operator to all tenants. The
sign “+” in the supply function indicates that tenant cannot supply negative power
(i.e., increase power).




indicates tenant i’s willingness to reduce
its power by si(bi, p) if the operator offers p for each kW reduction. The actual
power reduction is jointly determined by the following sequence.
Step 1: Operator decides δi. The data center operator decides δi and announces the




to tenants by signalling to tenants’
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Figure 5.3: Illustration of tenant’s bidding.
possible power reduction δi (i.e., power reduction if tenant i shuts down all its
servers).
Step 2: Tenant decides bi. With the price p as an unknown variable, tenant i
individually chooses and submits a bid bi to the operator. Essentially, tenant i
reports to the operator its power reduction flexibility: if offered a price of p, then it
will cut power by si(bi, p). In other words, given bi, the actual power reduction is
still a function of the variable p. (We will discuss how to choose bi later.)
Step 3: Operator decides r . Once the operator receives tenants’ bids, it needs to




to determine tenant i’s power reduction.
How to choose bid bi? Tenants have the full discretion to decide their own bids.
We first illustrate the impact of the bid on tenant’s power reduction in Figure 5.3.
As a reference, we also plot the tenant’s maximum power reduction without losing
profit: the maximum power reduction si such that tenant i’s net profit, i.e., operator’s
payment minus tenant’s private performance cost, is non-negative. Given a price o,
reducing more power than this reference value will incur a profit loss for tenants.




and Figure 5.3 that a larger bi means that
tenant i is less willing to cut power given the same price p. We also notice that a
too-small bid may result in a profit loss when tenants are offered higher prices (i.e.,
shaded area in Figure 5.3).
Similar to the data center level constraint only case, an expected outcome is the
equilibrium point, at which each tenant i maximizes its net profit “p · si−ci(si),” thus
having no incentives to choose arbitrarily high bids and representing a stabilized
outcome.
Setting too large a bid deviates from an equilibrium point, since tenant will be
priced out or only asked to reduce a small amount of power when other participating
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tenants can reduce power at lower prices. For example, if bi → ∞, tenant i will






Tenants have the discretion to decide their bids, but the final price is set by the
operator (which determines the actual power reduction for each tenant) and rational
tenants will bid reasonably based on their private costs ci(si). One bidding strategy
is that bi is just large enough to avoid net profit loss over a price range (i.e., as
illustrated in dashed line in Figure 5.3).
To guide tenants’ bidding towards the equilibrium, the operator can tell the tenants
its expected price range (e.g., market price p will only be within [pmin, pmax]), such
that tenants can bid to avoid profit loss by considering this restricted price range
rather than the entire range.
How to decide price p? Given tenants’ bids, the operator’s goal is to set price
p as low as possible, while satisfying all the power capping constraints. It is
clear that, to ensure
∑
i∈Nj si ≥ D j , the price p needs to satisfy
∑




]+ ≥ D j . Thus, the market price p can be decided as
p = min
p′







+ ≥ D j, for j = 0, 1, · · · ,M},
i.e., the minimum price that satisfies all the power capping constraints and is within
the range [pmin, pmax]. If no such price exists, the operator needs to activate the
failover mode (see Section 5.4.4).
Scalability. COOP is highly scalable, as determination of the bid is performed by
individual tenants in parallel and the market price is decided based on a simple
rule p = minp′{p′ ∈ [pmin, pmax] |∑i∈Nj si(bi, p′) = ∑i∈Nj [δi − bip′ ]+ ≥ D j, for j =
0, 1, · · · ,M}. In practice, there are at most a few tens of tenants in wholesale
data centers, and typically no more than a few hundreds of tenants in retail data
centers. In either case, the complexity of COOP is reasonably low (further shown
in Section 5.6).
5.4.3 Implementation
To implement COOP, we introduce a set of new APIs, for both the operator and
tenants, as illustrated in Figure 5.4, where new APIs are inside shaded boxes. The
system flow is also described in Algorithm 6, where we consider a general two-level
155
1: Input: UPS and PDU capacities Pcapi for i = 0, 1, · · · ,M
2: Monitor UPS and PDU power Pi(t) continuously.
3: if Pi(t) > Pcapi for any i = 0, 1, · · · ,M then
4: Start waiting timer Tw
5: while Tw has not expired do
6: if Pi(t) ≤ Pcapi for all i = 0, 1, · · · ,M then
7: Go back to Line 2
8: . Entering “power capping” mode
9: if Pi(t) > Pcapi for any i = 0, 1, · · · ,M then




11: Announce si(bi, r) = [δi − bir ]+ to tenant i
12: Tenant i decides its bid bi
13: Set price r = minr ′{r′ ∈ [rmin, rmax] |∑i∈Nj si(bi, r′)≥ D j, for j = 0, 1, · · · ,M}
14: Each tenant i reduces si(bi, r) power
15: . Leaving “power capping” mode
16: wait until Pi(t) ≤ Pcapi − Di for all i = 0, 1, · · · ,M
17: Start capping timer Tc and wait until Tc expires or Pi(t) > Pcapi − Di for any
i = 0, 1, · · · ,M
18: if Pi(t) > Pcapi − Di for any i = 0, 1, · · · ,M then
19: Go back to Line 16
20: if Tc expires then
21: Notify tenants to resume normal operation
22: Calculate the power capping duration To
23: Provide tenant i with a reward of zi = To · r · si
24: Go back to Line 2
Pseudocode 6: COOP: Coordinated Power Management
capping. Note that, if only a few low-level PDUs are overloaded without exceeding
the high-level UPS capacity shared with other non-overloaded PDUs, then the
operator will only notify tenants served by these overloaded PDUs to participate in
COOP.
• Detecting power emergency. The operator monitors power by accessing power
meter API Power( ) at runtime, which is already in place in multi-tenant data
centers. While short-duration load spikes (e.g., a few seconds) can be tolerated
by the infrastructure itself [33, 168], a sustained power emergency of capacity
overloading should invoke the power capping mode and execute COOP. The time
threshold, i.e., Tw in Algorithm 6, for deciding power emergency depends on how
much the aggregate demand exceeds the capacity: if not too much, a larger Tw (e.g.,
a few tens of seconds) is used; and vice versa.
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Figure 5.4: API diagram for COOP.
• Executing market mechanism. Upon a power emergency, the market mecha-
nism is executed following the steps described in Section 5.4.2 using new APIs.
Specifically, the operator communicates the supply function to tenants through
SuppFunc(δ, p, · · · ) where the price p is a parameter to be decided, and the tenant
decides its bid and submits it to the operator through Bid(b, · · · ). Then, the operator
sets the price p using SetReward(p, · · · ) and announces it to tenants. Note that, to
guide the outcome towards equilibrium, the operator can tell tenants its anticipated
price range [pmin, pmax], such that tenants can set bids to avoid a profit loss by only
considering this restricted price range instead of all possible prices.
• Reducing power demand. After the execution of the market mechanism, each
participating tenant i cuts its power by si(bi, p). It is at each tenant’s discretion
to decide the actual power reduction techniques, using a combination of resource
management APIs illustrated in Figure 5.4 and/or its existing built-in power capping
solutions [33, 34, 36]. Note that each knob has a different settling time for power
reduction (e.g., DVFS is faster than loadmigration) and, depending on howmuch the
power demand exceeds the capacity, the operator can also specify a timing constraint
to guide tenants’ selection of power reduction techniques.
•Resumingnormal operation. When the tenants’ aggregate power demandwithout
power capping becomes lower than the capacity for a duration exceeding threshold
Tc, the operator signals tenants to resume their normal operation using Resume(· · · ).
Tenants are compensated based on the power capping duration and price p.
5.4.4 Applicability of COOP
COOP applies to tenants who are interested in exchanging a temporary performance
loss (due to power reduction) for financial compensation. It does not target tenants
that have no tolerance on temporary performance loss (e.g., those running highly
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mission-critical workloads). These tenants will be served as premium clients on
separated infrastructure without oversubscription.
In practice, a large portion of the operator’s revenue (over 50%) comes from ten-
ants running non-mission-critical workloads (e.g., R&D, lab computing, internal
services, and recently, Bitcoin) that exhibit a great scheduling flexibility for tem-
porarily reducing power [190]. Tenants also typically provision their servers based
on the peak need, thus often having a slackness for reducing server power [191,
192]. Further, increasingly mature power capping techniques [33] and emerging
techniques (e.g., approximate computing [193] that trades service quality for re-
source/power saving), have been constantly lowering the barrier for using COOP.
As shown in Table 5.1, the operator can offer more than $20/hour for each kW
reduction, which is nearly 200 times the market electricity price. If all tenants
choose to neglect the operator’s rewards and an unplanned downtime occurred,
tenants would experience a costly business interruption but receivemuch less reward
(around $3 per kW for each hour of downtime [178, 194]). Thus, it is also in the
tenants’ own interest to reduce power for handling emergencies.
In practice, tenants have no knowledge of whom they are sharing the PDU with.
Further, if some tenants’ power exceeds their own capacities, they will be penalized
andmay face an involuntary power cut. Thus, in practice, it is very difficult and risky
for (some) tenants to collude and create an artificial power emergency for rewards.
Finally, whenever tenants’ aggregate power demand is not capped below the capacity
by usingCOOP for any reasons (e.g., communication failure, or insufficient financial
compensation for incentiving enough power reduction), the operator may resort to
other complementary power capping techniques, e.g., discharging diesel generation
[166] that avoids power capacity overloading (albeit not applicable for handling
cooling capacity overloading) [180]. In any event, using COOP will not increase
the risk of outages compared to the case in which COOP is not used.
Combining all these factors, we have a good reason to believe thatCOOP is appealing
for reducing risks of outages when power emergencies arise in a multi-tenant data
center.
5.4.5 Comparison with Other Market Designs
Conceptually, our formulation in (5.41) can be viewed as a multi-resource allocation
problemwhere the resources are “power reductionDi for i = 0, 1, · · · ,M” [195, 196].
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It is challenging because: first, “resources” in our context are interdependent (e.g.,
high-level power capacity overlaps with low-level capacity), whereas the resources
to allocate aremostly orthogonal in prior research (e.g., CPU andmemory in clusters
[195]); and second, tenants have private cost information ci(si) and manage their
own servers without being controlled by the operator.
While there are market-based studies (e.g., Nash bargaining) for multi-resource
allocation [195, 196], their focus is on encouraging resource sharing (for improving
utilization) and balancing efficiency versus fairness, whereas we aim at minimizing
tenants’ performance cost using a different mechanism — supply function bidding.
Market-based powermanagement in (multi-tenant) data centers has recently received
attention but differs from our work in problem formulation (due to our multiple
interdependent power capping constraints) [43, 196–202]. Further, most of the
prior studies have considered pricing-based or Vickrey-Clarke-Groves (VCG)-based
mechanisms, which are not suitable for our problem due to the following limitations.
Pricing-based mechanisms. Under a pricing-based mechanism, the operator offers a
reward (also called“price”) to incentivize tenants’ power reduction [198, 199, 201].
The challenge of such designs is the determination of the price. In order to properly
set prices such that tenants reduce a desired amount of power, the operator needs
to know a priori how much power tenants would reduce in response to the offered
price, and prior literature [198] has shown that inaccurate prediction can lead to
undesired outcomes (e.g., power capping violation in our context). Further, power
emergencies often occur unexpectedly and thus, estimating tenants’ responses is
inherently highly noisy during such periods.
VCG-based mechanisms. Another commonly-studied approach to solving (5.41)
is the VCG auction mechanism [203, 204], i.e., the data center operator treats the
power reduction quota as a resource and auctions it to tenants. Such designs require
that tenants submit complex bids disclosing their full cost functions ci(·), which
are private information. Further, under such designs the payments made to tenants
may be unbounded and reward rates for different tenants’ power reductions are
significantly different (creating unfairness issues). Thus, VCG auction mechanisms
are rarely used in real large-scale systems (see [171] for a longer discussion).
Supply function mechanisms. In contrast, COOP adapts a variant of supply function
bidding widely used in power markets that, besides its cost efficiency [171], has
compelling advantages. First, through a supply function, the operator proactively
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Tenant Type No. of Tenant’s Location Cluster’sServers Max. Power Max. Power
#1 Web search 2 200 W
Cluster#A 740 W#2 KVS 2 310 W
#3 Hadoop 2 230 W
#4 Web search 3 300 W Cluster#B 530 W#5 Hadoop 2 230 W
Table 5.3: Testbed configuration.
solicits information from tenants as to how much power they would like to reduce
if offered a certain price, while such information needs to be predicted by pricing-
based mechanisms [198, 199]. Second, it uses the parameterized supply function
as a proxy, thus avoiding tenants’ disclosure of their private cost functions. Fi-
nally, it allows easy communication of the supply function through a single bidding
parameter bi from each tenant.
5.5 Evaluation Methodology
We now describe our methodology for evaluating the efficiency of COOP in realistic
scenarios. We first describe our prototype for a multi-tenant data center, and then
formalize tenants’ cost and performance models.
Following prior power capping research [33, 34], we build a scale-down testbed with
two clusters (labelled as #A and #B, with six and five Dell PowerEdge R720 servers,
respectively) in view of the practical difficulty in accessing commercial systems.
The servers each have one 6-core Intel Xeon E-2620 Processor and 32GB memory.
They are virtualized to create multiple nodes. All servers are powered through
CloudPOWER meters to measure power at runtime. Our testbed configuration is
presented in Table 5.3, which has five tenants on the two clusters: two tenants (#1
and #4) process web search workloads, another two (#3 and #5) process Hadoop
jobs and the remaining tenant (#2) processes key-value store (KVS) workloads.
According to tenants’ maximum power, the total subscribed power at Cluster#A is
740W and at Cluster#B is 530W, which we use as a baseline to determine the cluster-
level power oversubscription. For example, if the capacity of Cluster#A is 672W,
then 740W power subscription represents a 10% oversubscription. As illustrated in
Fig. 5.4, we implement the APIs for the operator on a separate desktop server, and
APIs for tenants as a separate process on their own servers.
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5.5.1 Workloads
In the following, we describe our implementation of the web search, key-value store
(KVS) and Hadoop workloads. While COOP is not restricted to these workloads,
we choose our setting for two reasons: (1) it resembles the common setting in
commercial data centers serving a diverse set of tenants, including CDN, web
services and data analytics; and (2) our choice of workload is consistent with prior
studies (e.g., [34]) that investigate power capping for owner-operated clusters (which
can be viewed as “tenants” in our context).
Web search: We use web search benchmark from CloudSuite [205]. It benchmarks
the indexing process using the Nutch search engine. We implement it for tenants
#1 and #4. Tenant #1 has one Nutch front end and five index serving nodes, while
tenant #4 has one Nutch front end and eight index serving nodes.
Key-value store (KVS): KVS resembles multi-tiered applications such as social
networking. Tenant#2 has one load balancer VM, three Memcached VMs, three
database VMs and nine application VMs.
Hadoop: Our Hadoop implementations for tenants #3 and #5 each consists of one
master node and eleven worker nodes, using VMs hosted on two physical servers.
We perform the sort benchmark on randomly generated files.
5.5.2 Performance and Cost Models
To participate inCOOP, tenants need to employ power management (widely existing
in today’s systems [34, 191]) and evaluate their costs due to power reduction to decide
bids.
Power and performance. Power reduction is normally accompanied by a perfor-
mance degradation [33]. For the web search and KVS tenants, we use 95% response
time as the performance metric (which is a key performance indicator for web ser-
vices), while job completion time is used as the performance metric for the Hadoop
tenants (due to the delay-tolerant nature). In our study, we consider that the tenants
reduce their power using dynamic voltage frequency scaling (DVFS) supported by
most modern CPUs [206]. As a commonly-used knob for power capping [33, 34],
DVFS enables almost instantaneous power reduction. The Intel Xeon CPUs in our
















































































Figure 5.6: Cost models.
Wemodel the tenants’ performance and power at different DVFS levels, and show the
results for the three different types of workloads in Fig. 5.5. For the convenience of
clarity, we set the same speed for all servers of a tenant, and only show results under
a certain traffic load: tenant #1’s delay performance is measured for 80 simultaneous
search sessions, tenant #2’s performance is measured for 30 requests/second. These
are their maximum processing capacities under their subscribed power. For tenant
#3 serving Hadoop, the file size is 3GB. Fig. 5.5 shows the non-linear relation
between delay performance and power consumption, indicating a natural result that
tenants suffer from a greater performance loss when they run their servers in lower
power modes. We do not show tenants #4 and #5, which have similar configurations
to tenants #1 and #3, respectively.
Cost model. In principle, tenants have full discretion to decide their own cost
models, considering one or more factors such as performance loss and risk attitude,
among others. COOP applies to a large family of cost models in practice, although
the theoretical efficiency guarantee only holds under a simplified setting with convex
costs [171].
For evaluation purpose, we consider a cost model in terms of delay performance
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and model the performance cost for web search and KVS tenants using a piece-wise
cost function adopted by [207] as follows:
ctenant =

a · d, if d ≤ dth,
a · d + b · (d − dth)2, if d > dth,
(5.42)
where ctenant is cost per job, a and b are tenants’ own modeling parameters, d is
95% delay of interest, and dth is the delay threshold below which the performance
cost only increases linearly (since end users can barely perceive the delay increase
if it is already small). When the delay exceeds the threshold, however, performance
cost will increase quadratically to account for degradation in user experiences.
For theHadoop tenants, we use a linear costmodel that increaseswith job completion
time ctenant = ρ·Tjob, where ρ is amodeling parameter andTjob is the job completion
time of the Hadoop system.
Using the above cost models, we determine tenants’ costs corresponding to different
levels of power reduction (by setting dth = 100ms for web search and dth = 300ms
for KVS). Fig. 5.6 shows the cost of power reduction to the tenants, under the same
traffic setting as in Fig. 5.5. We subtract the tenants’ original costs (without power
reduction) from their cost models to ensure “zero cost” for zero power reduction.
Setting cost model parameters is the task of individual tenants.
For evaluation purpose, we set the cost parameter such that the tenants’ cost for
power reduction is comparable to the extra revenue the data center operator gets
from oversubscribing the capacity. Cost function is tenant’s private information,
and COOP uses supply function as a proxy to avoid the disclosure of tenant’s cost
information.
While the cost values can be arbitrarily set by tenants, our choice in this evaluation
is logical: if there are mission-critical tenants which have a very high cost of
power reduction, the operator will offer these tenants a premium service and not
oversubscribe the capacity serving them.
Importantly, our results are not particularly sensitive to the details of the cost model
described above, provided that costs are not arbitrarily high (otherwise, those tenants
are considered as “premium” and served without oversubscription). We highlight
this in Section 5.6 by varying the cost models.
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5.5.3 Capacity Overloading
We apply COOP to handle a two-level power emergency involving five tenants
in two low-level clusters sharing one high-level UPS, for the following levels of
oversubscriptions.
• Aggressive. Cluster#A capacity is 643W and Cluster#B capacity is 460W (15%
oversubscription), while the high-level capacity is 1050W (5% oversubscription,
i.e., 1050 ∗ 1.05 = 643 + 460).
• Moderate. Cluster#A capacity is 672W and Cluster#B capacity is 481W (10%
oversubscription), while the high-level capacity is 1098W (5% oversubscription,
i.e., 1098 ∗ 1.05 = 672 + 481).
• Conservative. Cluster#A capacity is 704W and Cluster#B capacity is 504W (5%
oversubscription), while the high-level capacity is 1150W (5% oversubscription,
i.e., 1150 ∗ 1.05 = 672 + 481).
Note that the three oversubscription cases described above are equivalent to a com-
bined oversubscription at the high level of approximately 20%, 15% and 10%,
respectively. We consider this combined 20% oversubscription as an “aggressive”
strategy for two reasons. First, real-world data center power measurement demon-
strates that the average power demand is roughly 70-80% of the peak [169, 208]:
if the operator oversubscribes the capacity by more than 20% (equivalently, provi-
sioning a capacity less than 83% of the peak demand), then the provisioned capacity
may be quite close to or even below the servers’ average power demand. Second, as
shown in Table 5.1, if oversubscription is too large and exceeds 20%, the probability
of overloading also increases and hence the reward rate that can be offered to tenants
without decreasing the operator’s profit actually decreases.
Power emergency. We create a power emergency by increasing tenants’ traffic load
simultaneously. The top envelope in Figure 5.8a illustrates the capacity overloading
event: at around the 130th second, there is a spike in aggregate power demand,
which begins to decrease by itself at around the 300th second when we decrease
tenants’ traffic (due to the completion of Hadoop jobs).
5.6 Evaluation Results
In this section, we evaluate COOP on the testbed described above. By assessing the
efficiency of COOP in terms of total performance cost, we show that COOP is very
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close to OPT. Moreover, we demonstrate that COOP provides economic benefits to
both the data center operator (through extra profit) and tenants (by reducing leasing
costs).
5.6.1 Baseline and Metric
Baseline. We use OPT as the baseline, an ideal case where the operator minimizes
the performance cost formulated in (5.41) and then dictates tenants’ power reduction
accordingly as if in an owner-operated data center.
Except for COOP, we are not aware of any alternative market mechanisms applied
to handle a multi-level power capping in a multi-tenant data center. Furthermore, as
shown later, COOP is very close to OPT in terms of the total performance cost (our
key efficiency metric detailed below). Thus, we do not compare COOP with other
market mechanisms which have yet to be introduced to multi-tenant data centers.
Metric. The key metric to assess COOP is the total performance cost of the
tenants, which, as formulated in (5.41) and quantified in monetary value, is a scalar
measure of overall performance impact on tenants. We also evaluate the tenants’
performance: 95-percentile delay for web search (tenant #1 and #4) and KVS (tenant
#2), and throughput (job processing rate) for Hadoop tenants (#3 and #5).
Normalized performance. Tenants’ power reduction results in performance degra-
dation during an emergency [33, 34]. Thus, we normalize tenants’ performance
under COOP with respect to that under OPT (our idealized baseline) to show how
gracefullyCOOP can handle an emergency compared toOPT. Thus, the normalized
performances are defined as: the ratio of OPT’s 95% delay to COOP’s 95% delay,
and the ratio of COOP’s throughput to OPT’s throughput.
Tenants can be price-taking or price-anticipating. Price-taking means that tenants
simply bid in a myopic way without predicting the impact of their bidding decisions
on the market price. Price-anticipating means that tenants can predict how the
operator sets price and more intelligently decide their bids to maximize their profits
“r · si − ci(si)”. See [171] for a detailed discussion of their different impacts on
the equilibrium. For completeness, we show results for both cases under their
respective equilibrium points, at which tenants maximize their own profits and have














































e COOP (Price Taking)
COOP (Price Anticipating)
(d) Performance



































S#1 S#2 S#3Cluster#B w/o COOP COOPCap
(c) Conservative oversubscrip-
tion




























































(c) Tenant #3 (Hadoop)
Figure 5.9: Delay performance traces of the tenants under different oversubscription
levels.
5.6.2 Efficiency
We first assess the efficiency of COOP in terms of the total performance cost. The
results are shown in Figure 5.7a, where the absolute values are small due to the scale
of our testbed. Under all the considered oversubscription levels, COOP is close to
OPT, bothwhen tenants are price-taking andwhen they are price-anticipating, which
demonstrates that COOP is efficient in minimizing performance cost in practical
settings that extend the theoretical study [171].
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Figure 5.7b shows the price/reward ($/kW/Hour) paid to tenants. There is no price
in OPT, because it assumes the operator’s full control over tenants’ servers as in
an owner-operated data center. As expected, when tenants are more “clever”, i.e.,
price-anticipating, they explicitly predict the way to set market price and then bid
accordingly, thereby driving up the price.
Next, with a moderate oversubscription, we show in Figure 5.7c the breakdown of
tenants’ power reduction. Under both COOP and OPT, tenants’ power reductions
are almost identical, further confirming that COOP is close to OPT. Figure 5.7d
shows COOP’s performance normalized with respect toOPT’s performance: COOP
is almost identical to OPT in terms of the performance impact on tenants.
Settling time. There is a time lag, i.e., settling time, between the detection of power
emergency and tenants’ actual power reduction. First, the supply function bidding
mechanism inCOOP needs to be executed as described in Section 5.4.2. Each tenant
needs to calculate its bidding parameter bi based on its current traffic, which takes
less than 50ms per computation and is performed in parallel; the operator clears the
market price according to r = minr ′{r′ ∈ [rmin, rmax] |∑i∈Nj si(bi, r′) ≥ D j, for j =
0, 1, · · · ,M}, taking very little time. The messaging delay between the operator
and tenants is in the order of tens of milliseconds, as only the supply function and
bid/price parameters need to be communicated and the number of involved tenants
is typically small (a few tens). Thus, the total time for executing COOP is less than
0.5 second.
The next step is for tenants to reduce power as decided by COOP. Here, we use
DVFS as it is a widely-adopted technique and can switch between different speeds
very quickly to cut enough power (even for 20% oversubscription).
The overall settling time for COOP in our study is less than one second, which
is quickly enough to handle a power emergency and consistent with recent power
capping studies for owner-operated data centers [34].
5.6.3 Execution
Figure 5.7 shows that the total performance cost and tenants’ power reduction are
very similar, under both COOP and OPT. Thus, we only show the results of COOP
(with price-anticipating tenants) below.
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5.6.3.1 Power demand
Aggressive oversubscription. Figure 5.8a shows the power trace for aggressive
oversubscription. The top envelope represents the tenants’ aggregate power de-
mand without any power reduction, while the bottom envelope is the reduced power
demand when applying COOP. The shaded areas represent the individual contri-
butions in power reduction. We combine the contribution from tenants #4 and #5
connected to Cluster#B as a whole for better clarity. We set the timer for initiating
power capping as Tw = 15s. After power capping is applied at around time 145s,
the aggregate power demand goes below (but close to) the provisioned capacity.
Then, at around time 490s, there is a change in the aggregate power demand (lower
envelope), because tenant #5 finishes its job andCOOP is re-applied to decide power
reductions for participating tenants.
Moderate and conservative oversubscription. Figure 5.8b and Figure 5.8c show
the power traces undermoderate and conservative oversubscription, respectively. We
make similar observations as in Figure 5.8a, except that tenants can resume normal
operation sooner (since Hadoop tenants finish jobs sooner with a less aggressive
oversubscription).
5.6.3.2 Performance
We show Cluster#A tenants’ performance measured over a 60-second window in
Figure 5.9. Tenants in Cluster#B have similar results. Figure 5.9a and 5.9b show
the 95% delay performance of tenant #1 and tenant #2, respectively. Figure 5.9c
shows the Hadoop tenant’s performance (measured in the throughput, which is the
inverse of job completion time given a fixed file size). As expected, we see the
worst performance when the capacity is most aggressively oversubscribed (15% at
the low level and 5% at the high level in our study).
While performance degradation is often unavoidable to handle power emergencies
[33, 34], by using COOP, tenants’ performance loss is minimum, as compared to
OPT in terms of total performance cost and shown in Figure 5.7a.
5.6.4 Economic Benefit
Figure 5.10 shows economic benefits under different oversubscription levels: ten-
ants save leasing cost throughfinancial compensation for temporary power reduction,
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Figure 5.11: Impact of tenants’ cost.
is determined based on the reward rate and the probability of capacity overloading
over a year (based on Figure 5.2). Tenants’ cost saving is calculated as the ratio
of their total rewards to their total leasing costs based on the average market price
of 150$/kW/month. We exclude tenants’ performance cost, which is a quantitative
measure of tenants’ performance consideration, and this is also the standard practice
when assessing the cost saving benefit [34, 166]. The data center operator’s extra
profit is determined by subtracting the total payment to tenants from its additional
revenue due to oversubscription. Figure 5.10a and Figure 5.10b show the economic
benefits when tenants are price-taking and price-anticipating, respectively. In both
cases, we see that tenants’ cost saving goes up, as the level of oversubscription
is increased. However, the operator has the highest extra profit under moderate
oversubscription, because with aggressive oversubscription (20% combined over-
subscription), the operator needs to pay a high price due to tenants’ increasing
reluctance to cut more power (Figure 5.6).
5.6.5 Tenant Costs
Tenant cost functions play a vital role in bidding decisions and hence the outcome
of COOP. To illustrate the sensitivity of COOP to tenant cost functions we consider
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Figure 5.12: Impact of tenant cost overestimation.
under moderate oversubscription in Figure 5.11. We see that regardless of price-
taking and price-anticipating behaviors, tenants’ saving, averaged over the three
tenants, increases with their scaling of performance cost, while the operator’s extra
profit goes down and even becomes negativewhen the scaling factor ismore than 1.3.
Figure 5.11b shows the corresponding reward rates, which are going up as tenants’
cost increases. This confirms that to earn extra profit through oversubscription, the
operator should target those tenants that do not run highlymission-critical workloads
and have a low cost for power reduction. We have also evaluated other cost models,
and similar results hold.
5.6.6 Bidder Uncertainty
Amain task for tenants inCOOP is determination of the bidding strategy. Onemight
expect that tenants have some uncertainty in this regard, and that this uncertainty,
combined with risk aversion, may lead tenants to overestimate their costs when
submitting bids. To illustrate the impact of this, we consider a setting where the
web search tenants (#1 and #4) overestimate their costs by up to 30%. We see
from Figure 5.12a that power reduction decreases for the two web-search tenants,
while the other tenants’ power reduction increases tomeet power capping constraints.
However, the impact is not significant. As shown in Figure 5.12b, cost overestimation
slightly drives up the reward rate and has a very little impact on savings (for both
operator and tenants). This is because the impact of tenants with overestimated
costs is mitigated by the other tenants. Similar results hold for price-anticipating
tenants. If tenants bid arbitrarily high for any reason, they will be excluded from
COOP (equivalent to premium tenants served without oversubscription) and lose
cost saving benefits provided by COOP. In fact, it is in tenants’ interests to bid
reasonably (as discussed in Section 5.4.2) to reach an equilibrium, at which all
participating tenants maximize their own net profits.
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We also run a larger-scale simulation to evaluate COOP with more tenants. Our
simulation shows that COOP still applies and mutually benefits the data center
operator and participating tenants. These results are omitted for brevity.
5.7 Related Work
There is a large and rich literature on power capping in owner-operated data centers.
Various techniques have been proposed for minimizing performance loss, such as
reducing CPU power [33, 209], admission control [210], virtualizing power allo-
cation [34, 36], and load migration [34, 210]. These can be leveraged as power
capping techniques by individual tenants, but they are not applicable for handling
emergencies resulting from operator’s oversubscription due to lack of control over
tenants’ servers. Recent studies [35, 166, 211] have explored discharging diesel gen-
eration (e.g., battery) to temporarily boost power supply for handling a emergency.
These techniques can be viewed as “supply-side” solutions and are complemen-
tary to our “demand-side” power reduction. Further, discharging diesel generation
might still overload the cooling capacity, which, typically sized based on the IT
power, may increase overheating risk, which is a major reason for downtimes [168,
181]. Recent work [212] proposes to place phase changing materials inside servers
to avoid cooling capacity overloading, but tenants’ servers may not have such ad-
vanced materials. COOP still works if cooling capacity is over-provisioned and/or
phase changing materials are available, and in such cases, these techniques can be
combined with COOP to enable more power oversubscription.
Our research is relevant to multi-resource allocation [195, 196] and data center
demand response (broadly interpreted as reshaping the power demand towards a
desired goal) [43, 197–202, 213]. In addition to problem differences, our formula-
tion and proposed mechanism are also different to those prior studies. Specifically,
the prior studies on data center demand response [43, 198–202, 213] have all been
focused on cutting power on a best-effort basis at the data center level, whereas we
propose supply function bidding to address multi-level power capping. A detailed
comparison is provided in Section 5.4.5.
5.8 Concluding Remarks
This chapter proposesCOOP, a market-based approach for incentivizing and coordi-
nating tenants’ power reductions in the event of a power emergency in a multi-tenant
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data center. COOP uses a supply function bidding mechanism motivated by litera-
ture in electricity markets. We demonstrate the effectiveness of COOP by building
a prototype and illustrating that COOP is efficient in minimizing the total perfor-
mance cost, even compared to the ideal case OPT. We also demonstrate that COOP
is “win-win”, increasing the data center operator’s profit and reducing tenants’ cost
by providing financial compensation for power reductions.
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