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Wave diffraction, wave forces and wave drift damping due to a floating body performing a 
slow rotation about the vertical axis (yaw) is considered. The rotation angle of the body 
may be arbitrary. The angular velocity is assumed small compared to the wave frequency, 
however. The problem is formulated in the frame of reference following the slow rotation of 
the body, accounting for the fictive forces. By applying the method of multiple time-scales, 
the fluid flow is determined consistently to leading order in the slow angular velocity and 
to second order in the wave amplitude. Mathematical solution of the problem is obtained 
by means of integral equations being suitable for numerical implementation. The wave 
forces and the wave drift damping is found by applying conservation of linear and angular 
momentum. Numerical results show that the wave drift damping coefficient due to a slow 
yaw-motion of a floating body is one order of magnitude larger than the time-averaged 
moment when there is no rotation. Thus, wave drift damping is pronounced for resonant 
low-frequency oscillations about the vertical axis of moored floating bodies. The method 
is applicable to geometries of arbitrary shape. 
1 Introduction 
The induced forces and motions of floating bodies in ocean waves are topics of considerable 
interest both from a practical and fundamental point of view. Within deep sea technology, 
for example, new floating production systems like moored ships and small floating oilplat-. 
forms are under development for operations in very deep water. The actual water depths 
are as large as lOOOm - 1500m, which is true for the oilresources at V¢ringsbassenget 
and M¢rebassenget in the Norwegian Sea, but water depths down to 2000m are also con-
sidered. Accurate computations of wave loads and wave-induced motions of the floating 
parts of the concept are crucial for the construction and dimensioning of the mooring sys-
tem, and for the positioning and operation of the whole structure. There are several other 
examples relating to offshore activity; towing operations of large bodies, manouvering of 
ships, motions of a body drifting in waves. 
While the linear part of the wave forces oscillates with the frequencies of the incoming 
waves, nonlinear effects give rise to sum- and difference-frequency forces acting on the 
moored body. The difference-frequency forces may give rise to resonant slowly varying 
oscillations of the body in the horizontal plane, which may have quite large amplitudes, 
being determined by the difference-frequency loading, the mass-spring characteristics of 
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the body and the moorings, and by the damping forces. We shall in this contribution 
study wave drift damping, which has proved to be an important damping force of such 
resonant slowly varying motions, where damping due to linear wave scattering is negligible 
and viscous forces may be small. Wave drift damping is proportional to the square of the 
incoming wave amplitude and proportional to the slowly varying velocity of the body. 
If the body performs a slow horizontal translation with speed U in the incoming waves, 
the time-averaged force along the speed direction, Fe, being proportional to the wave 
amplitude squared, is a function of the forward speed. If U is small compared to the 
phase velocity g I w of the incoming waves, assuming deep water, where w denotes the 
wave frequency measured in an absolute frame of reference, and g the acceleration due to 
gravity, the force may be expanded by 
Fx(U) = Fxo- BuUwlg (1) 
Here, Fxo denotes the force for U = 0, and - B 11 U wIg the wave drift damping force. The 
expansion (1) was first suggested by Wichers and van Sluijs (1979), who studied model 
tests of the damping of low-frequency oscillations of moored ships, finding a pronounced 
effect of the wave drift damping. For a body performing a slow horizontal translation 
with speed U along the x-axis, speed V along the y-axis, and a slow rotation with angular 
velocity n about the vertical z-axis, with time-averaged horizontal force components Fx 
and Fy along the x- andy-axes, respectively, and time-averaged moment about the vertical 
axis, Mz, 0- xyz a cartesian frame of reference, the generalization of (1) reads 
(2) 
Here, (Fxo, Fyo, Mzo) = (Fx, Fy, Mz) for U = V = n = 0, and {Bii} denotes the wave drift 
damping matrix. In the recent years several methods are published for predicting the 
forces due to a body moving in translatory motion in waves, or a body being stationary 
in waves and a current, see e.g. Grue & Palm (1985,1986) for the two-dimensional case, 
and in three dimensions Huismans & Hermans (1985), Huismans (1986), Zhao, Faltinsen, 
Krokstad & Aanesland (1988), Zhao & Faltinsen (1989), Nossen, Grue & Palm (1991), 
Emmerhoff & Sclavounos (1992), Grue & Biberg (1993). These works describe methods 
to evaluate, among others, the wave drift damping coefficients B11 , B 12 , B 21 , B 22 • 
The theory was extended by Grue & Palm (1993) to account for the time-averaged moment 
Mz due to a translating body, allowing for predictions of B61 and B62 • They found, 
among others, that time-averaged velocities in the fluid, being proportional to the wave 
amplitude squared, gave rise to important contributions to Mz, B61 , B62 • At the same 
time a method for obtaining the complete wave drift damping matrix, and thereby for 
the first time the damping coefficients B 16 , B26 , B66, was given by Newman (1993). 
He applied a perturbation approach where the low-frequency oscillations of the floating 
body, which were assumed small, were superposed on the diffraction field. The theoretical 
framework was given without numerical examples. In a recent work by Sclavounos (1994) 
the equation governing the slow drift motion of a floating body, including the role of the 
wave drift damping matrix, was discussed. 
2 
In the present work a method is derived where the main goal is to evaluate the coefficients 
Bi6 , i = 1, 2, 6, of the wave drift damping matrix. A floating body performing a slow 
rotation about the vertical axis while being exposed to incoming monochromatic waves 
is considered. The rotation angle of the body may be arbitrary. The angular velocity, 
being a function of time, is assumed to be small compared to the wave frequency of the 
incoming waves, i.e. 0/w << 1, however, which justifies application of the method of 
multiple time-scales. The resulting mathematical problem, the fluid flow, and the fluid 
forces, are then functions of the instantaneous rotation angle of the body. 
The mathematical problem is formulated in the frame of reference rotating with the slow 
angular motion of the body, hereafter denoted by the relative frame of reference, account-
ing for the fictive forces. The fluid is assumed to be homogenous and incompressible, and 
viscous effects are disregarded, such that potential theory may be applied. First an exact 
relation for the fluid pressure in the relative frame of reference is derived. The bound-
ary value problem for the velocity potential is then developed. The method of multiple 
time-scales, and perturbation expansion of the potential after the wave amplitude and 
the slow angular velocity are then applied. Next integral equations are derived for the 
set of potentials, involving unknown quantities on the wetted body surface only. The 
integral equations are suitable for solution by means of a low-order panel method, which 
is applied here, giving efficient and robust numerical algoritms. The method is general 
and is applicable to bodies of arbitrary shape. To simplify the analysis, linear diffraction 
effects are accounted for in this work. Thus, in the relative frame of reference the body is 
restrained. The water depth is assumed infinite, and the body is assumed to be wall-sided 
at the water line. 
The time-averaged horizontal force and vertical moment may be obtained in different 
ways. The most usual procedures are either by integrating the pressure over the instanta-
neous wetted part of the body surface, or by applying conservation of linear and angular 
momentum. The latter method is applied here, giving as final result that Fx, Fy, Mz, 
B16 , B26 , and B66 are expressed in terms of the far-field amplitudes of the components of 
the fluid flow. 
A code for the complete method is developed, and numerical results are presented for 
two practical geometries, viz. a ship and a vertical circular cylinder moving with its axis 
describing a circular path about the origin. We shall find that B16 , B26 , B66 , may be one 
order of magnitude larger than Fxo, Fyo, Mzo· For a ship in quartering seas with a wave 
length being about half of the ship length, for example, it is obtained that B66 / Mzo ~ 200. 
Thus, if the slow angular velocity is 5% of the wave frequency, the value of (O/w)B66 is 
still 10 times larger than Mzo in this case, which means that the damping due to B66 is 
considerable. 
The paper is organized as follows: In Section 2 the equation of motion for the fluid in the 
relative frame of reference is formulated, and an exact relation for the pressure is derived. 
Furthermore, the fast and the slow time-scales are introduced. In Section 3 the boundary 
value problem is discussed and the perturbation potentials introduced. In Section 4 the 
resulting set of boundary value problems are solved by means of integral equations. In 
Section 5 the analysis for the slowly rotating body is applied to develop integral equations 
for the velocity potentials due to a translating body in incoming waves. In Sections 
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6 and 7 expressions for the damping moment and the damping force, respectively, are 
derived. Section 8 is devoted to the balance of energy, and Section 9 describes numerical 
implementation and results. Finally, Section 10 is concluding remarks. 
2 The equation of motion and the pressure 
We consider a floating body performing a slow time-dependent rotation about the vertical 
axis while being exposed to incoming waves. Two frames of references are introduced, one 
absolute frame of reference, 0 - x 0y0 z0 , being fixed in space, and one relative frame of 
reference, 0- xyz, following the slow rotation of the body. The vertical axis is defined by 
the z = z0-axis, pointing upwards, with z = z0 = 0 coinciding with the mean free surface. 
Unit vectors i, j, k are introduced along the x-,y-,z-axes, respectively. Let a(t) denote 
the rotation angle of the body relative to the x0-axis, and n = Ok = ak the angular 
velocity, where a dot denotes derivative with respect to time. 0- x0y0z0 and 0- xyz 
are then related by 
x = x0 cos a + y0 sin a 
y = y0 cos a - x0 sin a 
z = z0 
(3) 
(4) 
(5) 
The fluid motion is considered in the relative frame of reference. Neglecting viscous effects 
the equation of motion for the fluid reads 
av 
p- + pv · "Vv = -"Vp- pg"Vz + H at (6) 
where v and p denote the velocity and pressure of the fluid, respectively, p, denotes the 
density, assumed constant, g denotes the acceleration due to gravity, and His given by 
H = - 2pn x v - pn x n x a: - pn x a: (7) 
Here, the first term denotes the the Coriolis force, the second term the centrifugal force, 
and the third term the fictive force due to the angular acceleration. 
A velocity field given by -n x a: is introduced when observing the fluid velocity from the 
relative frame of reference. Thus, v may be decomposed by v = v' - n x a:. Assuming 
that v' is irrotational, this velocity may be obtained by the gradient of a velocity potential 
<I?', i.e. v' = "V <I?'. The equation of motion may then be written in the form 
a<I?' a<I?' 1 p 
"V(--n- + -I"V<P'I2) = v( --- gz) 
at ae 2 P (8) 
where polar coordinates are introduced by x = R cos(), y = R sin(). By integration we 
obtain the following expression for the fluid pressure 
p a<I?' a<I?' 1 
-- =--n- + -J"V<I?'I2 + gz + C(t) 
P at ae 2 (9) 
where C(t) is an arbitrary function of time. Both (8) and (9) are exact. 
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2.1 Fast and slow time-scales 
The wave number of the incoming waves, K, nondimensionalized by the characteristic 
length of the floating body, l, is assumed to be of order unity. For deep water waves this 
means that w2l/g = 0(1), where w denotes the wave frequency in the absolute frame of 
reference. The rotation angle ofthe body may be of arbitrary magnitude, i.e. a(t) = 0(1). 
The angular velocity 0 is, however, assumed to be much smaller than the wave frequency 
w, i.e. 
0/w << 1 (10) 
Since the rotation angle is finite, this assumption implies that 
(11) 
In the following analysis we shall apply a perturbation expansion in Ojw, retaining terms 
up to order 0/w. This means that the perturbed problem has two time-scales, a fast 
time-scale with characteristic time 1/w, and a slow time-scale with characteristic time 
1/0. In obtaining e.g. the wave drift damping force and moment a time-average over the 
fast time-scale is applied. 
3 The boundary value problems 
Assuming that the fluid is incompressible, ~' satisfies the Laplace equation in the fluid 
domain. It is convenient to decompose ~' by 
~~ = 1Js + ~ + 'I/J(2) (12) 
where 1Ys = Ox6 denotes the potential generated by the body when there are no waves, ~ 
the linear wave potential being proportional to the amplitude A of the incoming waves, 
and 'ljJ(2) a time-averaged second order potential being proportional to the wave amplitude 
squared. 
3.1 Steady potentials Xb X2, XB 
The steady potential x6 appears in (12). Later, potentials x1 and x2 will also be required. 
The potentials Xi, i = 1, 2, 6, satisfy the following boundary value problems 
\7 2xi = o 
axi = 0 
az 
axi 
-=ni an 
l\7xil ---7 o 
in the fluid domain 
at z = 0 
R -t oo, z -t -oo (13) 
where n = (n1 , n2 , n3 ) denotes the unit normal at Sn, pointing out of the fluid, and 
n6 = n · (k x a::) = n2x- n1y. The potentials Xi, i = 1, 2, 6, are obtained by means of 
source distributions. 
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3.2 The boundary conditions, <I> 
To obtain the free surface condition for <I>, the individual time-derivative is applied to (9) 
at z = (. After linearizing with respect to the wave amplitude we find 
z=O (14) 
where \h denotes the horizontal gradient. Let us then introduce <I> = Re[(Aig/w)q)eiwt]. 
Noting that <I> and ¢are functions of a, n, 0, ... , we find for the partial time-derivative 
of <I> 
(15) 
We now introduce the perturbation parameter E = n;w. By expanding (14) after E, 
retaining terms up to 0 (E), the free surface condition for ¢ reads 
-Kq) + 2it:K::- 2it:K~: + 2it:K\1q) · \1hX6 + it:Kq)\1~X6 + ~~ = 0 at z = 0 (16) 
In this paper we consider the diffraction problem, which means that the body has no 
motions in the relative frame of reference. The boundary condition for ¢ at the body is 
then given by 
a¢ =O 
an 
3.3 Perturbation procedure 
at 
It is convenient to expand the potential¢ in E by 
¢0 then satisfies 
at 
aq)o 
- =0 at Sn an 
(17) 
(18) 
z=O (19) 
(20) 
¢0 is composed by the incoming wave potential, ¢1 , and the scattering potential, ¢7 , i.e. 
¢0 = ¢1 + ¢7 . In addition to the conditions at the free surface and the body boundary, 
¢7 satisfies j\1¢71--+ 0 for z--+ -oo and the radiation condition for R--+ oo, i.e. 
(21) 
where H 0 (()) denotes the far-field amplitude of the potential, which is determined by 
(102). 
The incoming wave potential is given by, assuming water of infinite depth, 
cPI = eKz-iKRcos(f3-0) (22) 
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where K = w2 / g, and f3 denotes the angle between the x-axis and the wave direction (in 
the relative frame ofreference). f3 is related to the angle between the x0-direction and the 
wave direction, (3°, (in the absolute frame of reference) by f3 · (3° - a. It is obvious that 
¢0 is a function of f3 = (3° -a. This means that 8¢0 /8a = -8¢0 /8(3. The free surface 
boundary condition for ¢1 then becomes 
K A-1 8¢1 2 .K8¢o 2 .K8¢o 2 'K"' A-o "' 'KA-0"'2 
- '+' + - = 2 - + 2 - - 2 v h'+' · v hX6 - 2 '+' v hX6 8z 8(3 88 at z = 0 (23) 
In the diffraction problem the body boundary condition is 
(24) 
In addition, ¢1 satisfies the condition of outgoing waves as R -+ 6o, and I\! ¢11 -+ 0 for 
z-+ -oo. 
It is convenient to decompose the boundary value problem for ¢1 by introducing 
where ¢11, ¢12 , ¢13 satisfy the following set of boundary value problems 
- K ¢11 + 8¢11 = 2iK 8¢o 
8z 8(3 
8¢11 
-- =0 at an 
- K ¢12 + 8¢12 = 2iK 8¢o 
8z 88 
at z=O 
at z=O 
(25) 
(26) 
(27) 
(28) 
13 8¢13 . 0 . 0 2 ( ) 
-K¢ + 8z = -22K\lh¢ · 'iJhX6- 2K¢ 'iJhX6 at z = 0 29 
8¢13 8¢12 
-- at Ss (30) on on 
The potentials ¢11 and ¢12 are parts of the solution of the boundary value problem for 
¢1, and may be expressed in terms of ¢0 by 
(31) 
(32) 
¢13 satisfies, in addition to (29) - (30), l'iJ¢13 1 -+ 0 for z -+ -oo, and the radiation 
condition for R -+ oo, i.e. 
(33) 
where H 13 (8) denotes the far-field amplitude of the potential, which is determined by 
(104). 
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3.4 The boundary conditions, 7j;(2) 
The second order potential 'lj;(2) appears in the formulae for the second order fluid pressure, 
and for the mean force and moment always multiplied by the slow angular velocity n. To 
leading order in n it is then sufficient to consider the boundary value problem for 'lj;(2) 
when n = 0. The free surface condition for 'lj;(2) then reads 
where a bar denotes time-average and a star complex conjungate. In the diffraction 
problem, 87jJ(2) jan = 0 at the body surface. In addition, I\7'1/J(2)1 ~ 0 for R ~ oo, or 
z ~ -00. 
The solution for 'lj;(2) may easily be obtained by a source distribution. The analysis below 
shows, however, that only the boundary conditions for 'lj;(2) are required to find the mean 
force and moment acting on the floating body. Thus, the complete solution for 'lj;(2) is 
not needed. In the general case 'lj;(2) also satisfies a nontrivial boundary condition at the 
body boundary, see Grue and Palm (1993, eqs. 11-12). In that paper a discussion of the 
significance of 'lj;(2) is given. 
4 Integral equations 
The velocity potential ¢0 is most easily found by deriving an integral equation, as shown 
below. When ¢0 is known, ¢11 and ¢12 are then given by (31) and (32), respectively. 
These formulae are, however, not in a proper form for numerical use for a general body. 
We shall therefore in this section derive integral equations for ¢11 and ¢12 + ¢13 = ¢1 - ¢11 . 
By adding these equations we obtain an integral equation for ¢1. 
4.1 The potential ¢0 
To solve the boundary value problem for ¢0 we first introduce a Green function, 
G0 (a, b, c, x, y, z), being a sink at :ll = a = (a, b, c), satisfying the free surface bound-
ary condition (19). This Green function may be written by, see e.g. Wehausen and 
Laitone (1960, eq. 13.17), 
G0 = ! + f''JO k + K ek(z+c) lo(kR')dk 
r lo k- K (35) 
where r = l:ll- ai, R' = )(x- a) 2 + (y- b) 2 , J0 denotes the Bessel function of first kind 
and order zero, and the path of integration is above the pole at k = K. For R ~ oo, G0 
takes the form 
(36) 
where 
h0 = (81rK)~exp[K(c+iacosO+ibsinO) -i7r/4] (37) 
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By applying Green's theorem to ¢0 and G0 it may be shown that ¢0 satisfies, see e.g. 
Nossen, Grue and Palm (1991, eq. 40), 
r ¢oaGo dS- 47r¢ = { -27r¢0(~) ~ E SB 
lsB an I -47r¢0 (~) ~ E v (38) 
where V denotes the fluid volume enclosed by SB, the free surface, SF, and the vertical 
circular cylinder, S(R), with radius R. The integration is over the (a, b, c)-variables. The 
first case is an integral equation for ¢0 . 
4.2 The potential q} 
To find an integral equation for ¢1 we first introduce an auxiliary function, 
G 1(a, b, c, x, y, z), being regular for c < 0, z < 0, satisfying the following free surface 
boundary condition 
-KG1 + aGl = 2iKac_o 
ac ae 
at c = 0 (39) 
where 8 is defined by a = R cos 8, b = R sin 8, R? = a2 + b2 . It is easily shown that G1 
may be expressed in terms of G0 by 
G1 = 2iK a~Go 
aeaK 
(40) 
First the potential ¢11 , which is determined by (31) is considered. An integral equation 
for ¢11 is obtained by differentiating the integral equation (38) for ¢0 with respect to f3 
and K. We then obtain 
{ A.O aGo dS { A.O a2GO dS- 4 A. - { -27rc/J~K(~) ~ E SB 
lsB 'f/{3K an + lsB 'f/{3 anaK 1r'f/1,{3K- -47r¢~K(~) ~ E v (41) 
where ¢~ = a¢0 ja(3, ¢~K = a2¢0 ja(3aK, cPI,f3K = a2¢J/a(3aK. This equation determines 
¢~K· By then multiplying with 2iK, we obtain ¢11 . A similar procedure may be applied 
to obtain ¢12 , and then finally an integral equation for ¢13 is derived. However, it is more 
convenient to derive an integral equation for ¢12 + ¢13 instead of working with ¢12 and 
¢13 separately. To do so we first apply Green's theorem to 1/J = ¢12 + ¢13 = ¢1 - ¢11 and 
G0 , giving 
r 1/Jaco dS + r (1/Jaco- Goa'lj;) dS = { -27r'lj;(~) ~ E SB (42) 
lsB an lsF+S(R) an an -47r'lj;(~) ~ E v 
Now, ¢13aG0 jan- G0a¢13 jan at S(R) vanishes as R-+ oo since ¢13 and G0 satisfy the 
same radiation condition. By then applying the free surface boundary conditions for ¢12 , 
¢13 and G0 , and the body boundary condition for 'lj;, ( 42) reduces to 
1 aGo . 1 o ( a¢o o 1 o 2 ) 1/J-a dS + 21-K G --- + \h¢ · \hx6 + -¢ \7hX6 dS 
SB n SF a(} 2 
+ r (¢12aGo- Goa¢12) dS = { -27r'lj;(~) ~ E SB (43) 
Js(R) an an -47r'lj;(~) ~ E V 
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The integrals over SF and S(R) are not on a final form, and may be further developed. 
To do this we next apply Green's theorem to q} and G1. By introducing the boundary 
conditions for ¢0 and G1 at the free surface we obtain 
Subtracting (44) from (43) gives 
where 
I= { (¢12aco - Goa¢12 - <PoaGI + Gl a¢o) dS 
fs(R) an an an an (46). 
It is shown in Appendix A that I equals 
(47) 
The free surface integral in ( 45) may be further developed by noting that 
By application of Gauss' theorem, assuming that the body is wall-sided at the water line, 
we then obtain 
(49) 
where CB and C(R) denote the contours at z = 0 of SB and S(R), respectively. The 
integral along CB vanishes due to the boundary condition (13) for x6 at SB. The integrand 
at C(R) disappears as R--+ oo. The integral over SF is now on a form which converges 
very rapidly. 
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4.3 The integral equation for (j} 
By then combining (45), (47), (49), we arrive at the following result for¢}- ¢}1 
(50) 
In the first case (50) is an integral equation for q}- ¢P. We have then obtained (41) and 
(50) which together determines ¢}. By adding ( 41) multi plied by 2iK and (50) we then 
obtain the following result for q} 
(51) 
In the first case (51) is an integral equation for q}. The integral equations for ¢} and 
<P- ¢}1 are easily solved by means of a panel method. Here a low-order panel method is 
used as numerical tool. More details about the numerical implementation of the integral 
equations are described in Section 9. 
5 Integral equations due to slow translatory motions 
The present analysis may be applied to derive integral equations for the potentials due to 
a body translating with a small forward velocity." This may be achieved by situating the 
body, with finite dimensions, at two different positions in the rotating frame of reference, 
namely at y----+ -oo (and x = 0), and at x = oo (andy= 0), respectively. In the first case, 
the rotation of the body with respect to the origin corresponds to a translation along the 
x-direction, while in the second case it corresponds to a translation along the y-direction. 
5.1 Translation along the x-direction 
Let first the body be situated at a position y ----+ -oo, such that -Oy ----+ U, where U is a 
small velocity along the positive x-direction. Then 
8 8 8¢} . o r~G1 ------' -2 'KU {J2Go 
nx6----+ Ux1, n{J()----+ u ox' n 8(3 ----+ ~KUcosf3<P' H --r ~ 8x8K 
The fluid velocity is then given by v = -Ui + V'<P', where 
<P' = Re[(Aig/w)<Peiwt] + Ux1 + 'lj;(2) 
By introducing T(U) = wU / g, the potential <Pis expanded by 
</J = </Jo + T(U)q}U 
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(52) 
(53) 
(54) 
The potential ¢} is determined by (38), x1 is defined above, and '1jJC2) is defined by the 
boundary value problem formulated in Section 3.4. To obtain the potential ¢1U we first 
relate </Jw to ¢ 1 by 
0¢1 = KU </Jw = T(U)</Jw (55) 
w w 
The boundary condition for </Jw at the free surface may then be obtained by introducing 
(52) and (55) in (23), giving 
A,lU a¢J1U (3"-0 · a¢0 ·t~ A,O t~ · A,0t~2 
-K'+' +a;:=-2Kcos '+' +2~ax -2~Yh'f'. VhXl-~'+' vhXl at z = 0 (56) 
In addition, ¢1U satisfies a¢w I an = 0 at the body, 'V ¢1U ---t 0 for z ---t -oo, and a 
radiation condition for R ---t oo. The boundary value problem for ¢1U may be solved by 
means of an integral equation, which easily is obtained by introducing (52), (55) and (55) 
into (51), giving 
(57) 
where the first case is an integral equation for </Jw. Wave radiation and wave diffraction 
due to a body with a small forward speed was studied by Nossen, Grue and Palm (1991), 
who applied the decomposition ¢ = ¢0 (v) + T(U);ji(v) of the potential ¢, where v = 
K- 2K cos (3T(U). They arrived at the following integral equation for ;j}(v) 
{ (j} aGo dS - { 2i¢o !___ a2Go dS 
1 SB an 1 SB an axav 
-2i fsF </J0('VhG0 · 'VhXl + ~G0'V~Xl)dS = { -21r¢1(aJ) aJ E Ss 
-47r¢1(aJ) aJ E V (58) 
Now, 
The potential -2K cos f3</Je(K) may be obtained by the following integral equation 
{ 0 aG0 { 0 a2G0 { -27r¢1U(aJ) aJ E Ss 
1sB(-2Kcosf3¢K) an dS- 1sB 2Kcosf3</J anaKdS= -47r</JlU(aJ) aJ EV (60) 
By adding (58), with v replaced by K, and (60) we obtain the integral equation (57) for 
</Jw = ¢ 1(K)- 2K cos f3</Je(K), as expected. 
5.2 Translation along they-direction 
Let then the body be situated at a position x ---t oo, such that Ox ---t V, where V is a 
small velocity along they-direction. Then, 
nx6 ---t Vx2, n :e ---tv :Y, n~~ ---t iKV sin/3¢0 , OG1 ---t -2iKV ::~; (61) 
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The fluid velocity is then given by v = - Vj + V'ci>', where 
ci>' = Re[(Aigfw)<,beiwt] + Vx2 + '¢(2) (62) 
</> is then expanded by 
(63) 
4>0 , x2 , and 'lj;(2) are determined as above. To determine 4>1 v we first introduce 
(64) 
Following the same procedure as above we may find the free surface boundary condition 
for <,b1v by introducing (61) and (64) in (23), giving 
K ..+,1 V a<,b1 V 2K . j3..+.0 2. 8</>o 2 "M .+,0 M . .+,0M2 
- 'f' + 8z = - Sill 'f' + z ay - z v h'f' . v hX2 - Z'f' v hX2 at z = 0 (65) 
In addition, <,b1v satisfies a<,b1v jan = 0 at the body, V'<,b1v ---+ 0 for z ---+ -oo, and a 
radiation condition for R---+ oo. Introducing (61), (63) and (64) into (51) we then obtain 
the following integral equation for 4>1 v 
f </>1vaGo dS- f <,bo (2Ksinj3 a2Go - 2i.i_ a2Go) dS 
J SB an J SB anaK an ayaK 
. r o( o 1 o 2 ) { -27r</>1v(:D) :ll E sB 
-2z JsF </> \7 hG . \7 hX2 + 2G \7 hX2 dS = -47r</>1V (:D) :D E V (66) 
where the first case is an integral equation for 4>1 v. 
6 The damping moment 
It is of principal interest to derive expressions for the wave drift damping force and mo-
ment. These quantities may be obtained in different ways. The most usual procedures are 
either by pressure integration over the wetted body surface, or by applying conservation 
of linear and angular momentum. Both methods have their advantages. Here we shall 
apply conservation of linear and angular momentum, giving as result compact formulae 
which are easy to evaluate numerically by a low-order boundary element method. 
First we consider the time-averaged moment about the vertical axis, Mz. Conservation 
of angular momentum gives the following relation 
Mz - k. r p(:D X n)dS = k·[-pdd r :ll X v'dV- r p:D X ndS- p r :ll X v'v. ndS] 
lsB t lv ls(R) ls(R) · 
(67) 
As control surface a vertical circular cylinder S(R) with axis passing through origo is 
applied, where we have that k · (:D x n) = 0 and v · n = v' · n. Introducing v' = V'ci>' we 
obtain 
Mz ---:- p0aaj3 r k. (:D X \i'ci>')dV- p r ci>~ci>~dS lv ls(R) (68) 
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where <I>~= o<I>'/80, <I>~= 8<I>'/8n. In obtaining Mz, terms being proportional to 0 2 , A3 
are neglected. The integral in (68) over the fluid volume may be rewritten by applying 
Green's theorem, i.e. 
k. r :.c X \7<I>'dV = r k. (:.c X n)<I>'dS = r n6'1j/2)dS- r (o<I>'dS (69)· iv iss+SF iss isF 
Here we have applied that k · (:.c x n) = n6 at SB, k · (:.c x n) = -(o at SF, k · (:.c x n) = 0 
at S(R), and that <I>' = 'ljJ(2). By applying Green's theorem to x6 and 'ljJ(2) and exploiting 
the boundary conditions for x6 and ¢C2), we may show that 
f n6'1/J(2)dS = f X6'1/J~2)dS =- A2g { X6Im(¢0¢~;)dS (70) iss isF+Ss 2w isF 
where we have applied (34) and that 'I/J~2) = 0 at SB (in the diffraction problem). Fur-
thermore we have that 
(o<I>' = ~~ Im(¢o¢*), n..l n..' - A2gR ("" ""*) ~o~n - 2K e VJBVJn 
By then expanding the yaw-moment after E, i.e. 
Mz = Mzo - EB66 
(71) 
(72) 
where a minus sign is adopted since -t:B66 appears as a damping moment, and introducing 
¢ = ¢0 + t:¢1, we obtain the following expression for Mzo 
Mzo = - _1 { Re [¢o ¢o*) dS 
pgA2 2K is(R) 8 n (73) 
This is a classical result, which agrees with Newman (1967), Grue and Palm (1993). For 
B66 we find 
p!~2 = ~ :j3 fsF [x6Im(¢0 ¢~;) + Jm(¢~¢0*)] dS + 2~ fs(R) Re [¢~¢~* + ¢~¢~*] dS (74) 
We remark that all integrals in (74) are bounded for R < oo. For R ~ oo, however, a 
part of the first integral and a part of the second integral both diverge. It will be shown 
below that these two parts cancel each other exactly. 
The expression for B66 may be brought into a form being more suitable for computations. 
First we rewite the integral over SF in (74). By applying Green's theorem to¢~* and ¢1, 
and exploiting the body boundary conditions, i.e. ¢~~ = ¢~ = 0 at SB, we obtain 
(75) 
The integral over SF in (75) may be rewritten by introducing the free surface boundary 
conditions for ¢~ and ¢1, see (19) and (23), respectively, giving as result 
Re fsF (¢~*¢~- ¢1 ¢~:)dS = -K ~Jm fsF (¢~¢0*- cp0*\7h¢0 · \7hX6)dS 
-Kim fsF (:0 (¢~*¢0)- v\ · (¢~*¢0\7hX6)) dS (76) 
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It is easily shown by application of Gauss' theorem, exploiting that x6n - (k x :z:) · n = 0 
at CB and C(R), R --t oo, that the second integral on the right hand side of (76) equals 
zero. By then noting that -Im(q}*\h¢0 · 'VhX6) = -Im'Vh · (¢0*x6'Vh¢0 ) +x6Im(¢0¢~:), 
and applying Gauss' theorem and the boundary conditions for ¢0 and x6, we may show 
that 
~ :(3 fsF [x6Im(¢0¢~;) + Jm(c/Jg¢0*)] dS =- 2~Re fsF (¢g*¢~- qi¢g~)dS (77) 
By combining (74), (75) and (77) the expression for B66 becomes 
(78) 
It is noted that the expression (78) for B66 agrees with Newman (1993, eq. 5.10). The 
only difference between our and Newman's results is that in our analysis the rotation 
angle of the body is allowed to be of order one, as far as it is a slowly varying function of 
time, while in Newman's approach a perturbation expansion about a fixed position of the 
body is applied, assuming that the rotation angle and the angular velocity both are small. 
Thus, (78) being valid for a rotation angle of the body being not small, is a generalization 
of Newman (1993). 
The expression for B66 may be further developed by introducing ¢1 = 2iK(¢gK + ¢gK) + 
cP13, giving 
B66 = _1 Re f {(c/Jo* + c/Jo*)¢13 _ cPh(cPo + c/Jo)n + 2iK ~[(¢o* + c/Jo*)(c/Jo + c/Jo)n]}dS 
pgA2 2K Js(R) f3 ° n f3 ° 8K f3 ° f3 ° 
(79) 
This integral may be evaluated by letting R --t oo. B66 may therefore be expressed in 
terms of the far-field forms (21) and (33) for ¢7 and ¢13 , respectively, giving as final result 
B66 = - 1 Im {21r [H0*(0) + H0*(0)]H1(0)d0 
pgA2 2K lo f3 . 0 (80) 
where the amplitude function H 1 is introduced by 
H1 = 2iK(H$K + H3K) + H 13 (81) 
H 0 and H 13 are given by (102) and (104), respectively. The formula (80) is very simple 
and is robust with respect to numerical evaluation of B66 . 
7 The damping force 
By applying conservation of linear momentum we obtain the following expression for the 
mean horizontal force, F = F1i1 + F2i2, 
Fi = ii · [pn :f3fv v'dV- pOx fv v'dV- fs(R) (pn + pv'v · n)ds], i = 1, 2 (82) 
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Using the same control surface as in the previous section, we may in the last term apply 
that v · n = v' · n. In the derivations below, terms being proportional to 0 2, A3 are 
neglected. Consider first the pressure-term in (82). By inserting (9) for the pressure we 
obtain 
f _!!_nidS = f [(ci>~- Oci>~)( + !g(2]nidl + f [ci>~- Oci>~ + !IV'ci>'I2]nidS 
fs(R) p jC(R) 2 , fs(R) 2 
= _2_ r [ci>t - Oci>oJ2nidl + r [-0~~2) - n~~2) + ! IY'<I>I2]nidS (83) 2g lc(R) ls(R) 2 
where we have exploited that the surface elevation far away from the body is given by 
( = -(1/g)(ci>t- Oci>11 ). By then introducing ci> = Re[(Aig/w)¢eiwt], and noting that 
8ci>/8t = Re[(Aig/w)(iw¢- O¢f3)eiwt], we obtain 
f _!!_nidS = _gA2 Re f [1¢1 2 - 2iO ¢(¢* + ¢;)]nidl 
fs(R) p 4 jC(R) W (3 
+g4AK2 r IY'¢1 2nidS- n r (~~2) + ~~2))nidS (84) 
ls(R) ls(R) 
Consider then fvv'dV. By using Gauss' theorem this integral may be rewritten as inte-
grals over S B, SF and S ( R). For the horizontal components we find 
ii · f v'dV = f ni~(2)dS- A2g f Im(¢x;¢*)dS i = 1, 2 (85) 
fv j SB+S(R) 2w j Sp 
The integral over SB in (85) may be rewritten by applying Green's theorem to Xi, i = 1, 2, 
introduced in Section 3.1, and ~(2), giving 
f ni~(2)dS = f Xi~~2)dS =-A229 f xJm(¢¢;z)dS, i = 1, 2 (86) 1~ 1~ wkF 
where we have exploited the boundary conditions for ~(2) and Xi· Next we apply Gauss' 
theorem to rewrite the integral over SF in (85), i.e. 
A2g 1 A2g j 
--Im V'h¢¢*dS = --Im ¢*V'hreh · (V'h¢)dS 
2w sF 2w sF 
(87) 
= A229 Im [ f reh¢¢;zdS + f reh¢¢~ds] W lsF lcB+C(R) (88) 
where we have introduced reh = xi+ yj. In the diffraction problem 8¢/Bn = 0 at CB, 
provided that the body is wallsided. By inserting (84) - (88) into (82) we find for the 
force 
p:A2 = ~ ( -ii :{3 + k X ii) [fsF (Xi- xi)Jm(¢¢;z)dS- fc(R) Xilm(¢¢~)dll 
+ 4iKi Re [-K f ¢¢*nidl + f [Y'¢ · V'¢*ni- 2¢x·¢~jds] lc(R) ls(R) ' 
- E2ii { Jm[(,b((,b~ + ¢;)]nidl 
lc(R) 
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(89) 
where the sum is over i = 1, 2. By applying a variety of Stokes' theorem we may show 
that, see eq. (114) in Appendix B, 
By combining (89) and (90) we find 
p:A2 = ~ (-ii :{J + k X ii) [fsF (Xi- Xi)Jm(cpcp;z)dS- fc(R) Xifm(cpcp~)dll 
+2iKi Re { [¢(¢:Jn- ¢x;¢~]dS (91) ls(R) 
By then introducing¢= ¢0 + c¢1 , and expanding the force after c, i.e. F = F 0 - c(B16i + 
B26j), where a minus sign is adopted since -c(B16i + B26j) formally appears as a damping 
force, we find 
Evaluation of the integrals in (93) requires some algebra, which is outlined in Appendix 
C. It is found that B16 and B 26 may be expressed in terms of the far-field amplitudes of 
the potentials ¢7 and ¢13 as well as an integral over the free surface, giving as result 
We note that fsF(Xi- xi)Im(¢0¢~:)dS, i = 1, 2, denote the horizontal dipole moments 
of the potential '¢(2) for R --t oo. These integrals have relatively quick convergence, since 
Im(¢0¢~:) quite rapidly tends to zero with increasing distance from the body, see Grue 
and Palm (1993). 
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8 Conservation of energy 
In the general case the energy equation reads 
W = _.!:__ f (~v2 + gz) dV- f (!!_ + ~v2 + gz) v · ndS (95) 
p dt Jv 2 j S(R) p 2 
where W = fsB pv · ndS denotes the mean work performed by the pressure-force on 
the body. In the present example the body is restrained, and no work is performed, thus 
W = 0. Equation (95) may then be utilized as a check on the model and the computational 
procedure. 
As in the previous sections, v · n = v' · n at S(R). Furthermore we have 
-ft fv nv2 + gz) dV = O~fv (~v2 + gz) dV. It may be shown that 
{ (~v2 + gz) dV = A2g { i¢0 i2dS + A 2g Re { ¢0¢0*dS (96) 
Jv 2 2 JsF 4K Js(R) n 
where we have neglected terms proportional to n. Furthermore we have 
J (P 1 ) ~ _ A2 92 ~ - - + -v2 + gz v' · ndS = <I>~<I>~dS = --2 Re (iw¢- f.2¢f3)¢~dS (97) S(R) p 2 S(R) 2w S(R) 
By introducing ¢ = ¢0 + c¢1 and expanding the right hand side of (95) by W 0 + EW1 , we 
obtain 
where we have introduced the group velocity of the waves, c9 = 8wj8K = (gj2w). 
By then applying ¢1 = ¢11 + ¢12 + ¢13 , we may after some algebra obtain that 
(98) 
(99) 
.W1 = -2K ~Re { ¢0¢0*dS- Im { (¢13¢0* + ¢0¢13*)dS (100) pgA2c9 8K Js(R) 9 n Js(R) n n 
Inserting for ¢0 and ¢13 , and letting R--+ oo, we obtain 
where the method of stationary phase is applied to obtain the terms containing H3(f3) 
and H 13 (f3). 
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Figure 1: Sketch of the location of a vertical circular cylinder with radius a and draught 
3a. The axis is located at x = 0, y = -l. The cylinder and the free surface are both 
discretized with 784 panels. SF is discretized out to the circle with center in the cylinder 
axis and radius 7 a. 
9 Numerical implementation and results 
We consider then the numerical implementation of the theory outlined above and some 
numerical results for the damping coefficients Bi6 , i = 1, 2, 6, for practical geometries. The 
first step is to evaluate the various velocity potentials. More specifically, the potentials 
¢0 , ¢g, ¢~, ¢gK, and ¢1 -¢11 are required at the body surface S8 , and the potentials ¢0 , 
¢g, ¢~, x1, x2, x6 , at SF. ¢0 is obtained by (38). By differentiating (38) with respect to 
either f3 or K, integral equations are obtained for ¢g and ¢CJr, respectively. Then ¢gK is 
found from (41), and ¢1 - ¢11 from (50). The potentials Xi, i = 1, 2, 6, are obtained by 
source distributions. 
The set of potentials and source distributions are solved by means of their respective 
integral equations, applying a low-order panel method as numerical method. The body 
surface and the free surface are then discretized by quadrilaterals, and the potential or 
source strength is taken as a constant at each panel. The Green function C0 and its 
derivatives involved in the integral equations have singularities V1/r, V1/r', 1/r, 1/r', 
where r = [(x- a) 2 + (y- b) 2 + (z- c) 2jll2 and r' = [(x- a) 2 + (y- b) 2 + (z + c)2jll2 . 
These singularities are integrated separately over each panel by analytical methods, see 
Newman (1985). Otherwise a midpoint rule is applied for numerical integration. 
The formulae for Bi6 require that the far-field amplitudes H 0 and H 13 of ¢7 and ¢13 , 
respectively, are determined. By introducing the far-field form of C0 into (38), we obtain 
for H 0 
(102) 
where h0 is given by (37). Derivatives of H0 with respect to /3, B, K, or combinations 
of these variables, are easily obtained. H3 is e.g. found by H3 = -1/(47r) fs ¢gh~dS. 
Consider then ¢13 , which is obtained by subtracting ¢12 from ¢1 - ¢11 • ¢1~ may be 
obtained by differentiating (38) with respect to (} and K and multiplying by 2iK. By 
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Figure 2: Numerical results for B 16 / pw2aA2l and B66 / pw2aA2l2 vs. K a for the vertical 
cylinder described in figure 1. Three different wave headings. Wave amplitude A, wave 
number K. B 16f pgA2l: Solid line, {3 = 1r. Dashed line, {3 = 37r /4. Dotted line, {3 = 1r /2. 
B66 fpw 2aA2 l2: Squares, {3 = 1r. Triangles, {3 = 37r/4. Diamonds, {3 = 7r/2. 
subtracting the result from (50) we then obtain for ¢}3 
47r¢P(:v) = fsB (¢}1 - q}) 00~0 dS + 2iK fsB </J~ ::~;dS 
+2iK f ¢0(VhX6 · \lhG0 + ~G0V~X6)dS (103) lsF 2 
for :v E V. By then introducing the far-field form of G0 we obtain 
(104) 
with h0 is given by (37). 
Results for Bi6 , i = 1, 2, 6, are then considered for two different geometries. In the first 
example the body is a vertical circular cylinder with radius a, draught 3a, and located 
with its axis at x = 0, y = -l, where lis arbitrary, see figure 1. In the absolute frame of 
reference the cylinder-axis describes a circular path about the origin with radius l. Since 
the body is a vertical circular cylinder, the moment with respect to the z-axis equals the 
force-component along the x-axis multiplied by the arm l, i.e. Mzo = lF0 • i, B66 =' lB16· 
In figure 2 are shown results for the damping coefficients B 16 normalized by pw2aA2l and 
B66 normalized by pw2aA2l2 for three different wave angles. The numerical results confirm 
that B 16 /l and B66 /l 2 are independent of the value of l, and that B66 = lB16 , which both 
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Figure 3: Numerical results for B 26 l pw2aA2l vs. Ka for the vertical cylinder described in 
figure 1. f3 = 37r I 4. B 26 = 0 for f3 = 1r 12 and f3 = 1r. 
are expected results. We remark that the variation of the damping coefficients B16 and 
B 66 with respect to the wave angle, keeping the wave number fixed, satisfy the following 
relations for this example: B16(7rl2) ~ B16(f3) ~ B16(1r) and B66(7rl2) ~ B66(f3) ~ B66(1r) 
for all (3. 
In figure 3 is shown B 26 for wave angle f3 = 37r I 4. B 26 is always negative or zero. 
The numerical results confirm, as expected, that B26 ll is independent of the value of l. 
For this geometry, it is noted that B 16 ll, B 26 ll, and B 66 ll2 may be obtained from the 
wave drift damping coefficients due to a vertical cylinder translating along the positive 
x-direction. Indeed, the results shown in figures 2 and 3 are in exellent agreement with 
the corresponding wave drift damping coefficients using the method of Nossen, Grue and 
Palm (1991) for the translatory case. 
We have also invoked the energy equation for the vertical cylinder, see eqs. (95), (98), 
(101), which in our case shall predict that W = 0, since the body performs no work on the 
fluid. In all computations we find that W 0 ~ 0 and W 1 !:::: 0. For example, in computing 
W\ we find that both terms on the r.h.s. of (101) are large, but cancel each other almost 
exactly, see figure 4. 
In the next example the geometry is a ship, length l and beam b0 , with llbo = 5.6. The 
ship section is a half circular cylinder with radius r(x) = 0.5b0[1- (2xll) 4], lxl ~ ll2. Ss 
and SF are both discretized with 800 panels. SF is discretized out to a circle with radius l 
and centre in the origin. Numerical values of B 66 are shown in figure 5 for f3 = 1r 12 (beam 
seas), (3 = 37rl4 (quartering seas), f3 = 1r (head seas). B 66 is always positive, is largest 
for beam seas, and smallest for head seas. More specifically, B66 is 4 - 5 times larger for 
beam seas than for head seas, when Kl > 6. 
In figures 6 and 7 are displayed results for B16 and B 26 for the ship. B16 and B 26 attain 
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Figure 4: Energy equation vs. K a for the vertical cylinder described in figure 1. f3 = 1r. 
Solid line: The first term on the r.h.s. of eq. (101) divided by l. Dashed line: The second 
term on the r.h.s. of eq. (101) divided by l. Dotted line: W1 I pgA2cgl. 
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Dotted line: f3 = 1r. The black squares denote the computation points. 
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Figure 6: B16jpw2b~A2 vs. Kl for the ship. Solid line: {3 = 1rj2. Dashed line: {3 = 37r/4. 
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Figure 8: Mzol pgb~A 2 vs. Kl for the ship. {3 = 37r I 4, 
both positive and negative values. For long waves we find that B16 (7rl2) = -B26(1r), 
B16 ({3) = B16 (7rl2) sin{3, and B26 ({3) = B26 (1r) cos(1r- {3). It is noted that B16 for beam 
seas and B 26 for head seas both are large. These results correspond to nonvanishing 
moments with respect to the z-axis, due to a ship translating respectively along the x-
axis in beam seas, and along they-axis in head seas, see Grue and Palm (1993). 
It is of interest to compare the magnitude of B 66 to the zero speed moment Mzo, where the 
latter is displayed in figure 8 for {3 = 37r I 4. We observe that B66 is one order of magnitude 
larger that Mzo· For example, for {3 = 37rl4 and Kl = 10, we have B66 IMzo::::: 200. Thus, 
if the slow angular velocity 0 is 5% of the wave frequency w, the value of (Oiw )B66 is still 
10 times larger than Mzo in this example. This means that B66 provides a considerable 
damping moment for a slow rotational motion of a moored ship. 
10 Concluding remarks 
A method for evaluating the diffracted waves, the wave forces and the wave drift damping 
due to a floating body performing a slow rotation about the vertical axis, with a finite 
rotation angle, is developed. The incoming waves, with wave frequency win the absolute 
frame of reference, and the slow angular velocity 0 of the body, where it is assumed that 
0 << w, introduce two time scales to the problem, being proportional to 1lw and 110, 
respectively. It is noted that the components of the exciting force experienced by the 
body, being proportional to the wave amplitude, generally will oscillate with a frequency 
w+O(O), being slightly different from wand varying with respect to the wave angle. The 
corresponding result is true for the linear :fluid :flow at a fixed space location. 
The mathematical problem is formulated by means of potential theory. A set of boundary 
value problems is developed by applying perturbation expansions after the incoming wave 
amplitude and the slow angular velocity of the body, which are solved by means of integral 
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equations, containing unknown quantities on the wetted body surface only. It is noted 
that the boundary value problems and the corresponding integral equations due to a 
slowly translating body are obtained as part-results of the present analysis. 
Formulae for the wave drift damping coefficients are obtained by applying conservation of 
linear and angular momentum. The resulting expression for the damping coefficient B66 
given by eq. (78), agrees with Newman (1993, eq. 5.10). The only difference between our 
and Newman's formula for B 66 is that in the present method the rotation angle of the 
body is allowed to be of arbitrary magnitude, while in Newmans's analysis the rotation 
angle is assumed small. Our theory thus shows that the magnitude of the rotation angle 
is irrelevant to the problem, provided that the angular velocity of the body is small 
compared to the wave frequency. The expressions for the damping coefficients B 16 , B 26 , 
given by eq. (93), bear strong similarities with the corresponding formulae derived by 
Newman (1993, eq. 5.6). The mathematical expressions are not identical, however. Here 
we proceed one step further than Newman (19~3), as the wave drift damping coefficients 
are expressed in terms of the far-field amplitudes of the wave potentials involved, resulting 
in simple formulae being suitable for efficient numerical algoritms. Numerical solution of 
the problem is obtained by using a low-order panel method. The method is applicable to 
geometries of general form. 
Examples for the damping coefficients B16 , B 26 , B66 , are considered for two different 
bodies, viz. a symmetric ship and a vertical circular cylinder with axis describing a 
circular path in the horizontal plane. Results for other geometries may be found in 
Grue (1994). The method is carefully checked e.g. by invoking the balance of energy, 
which in all examples is satisfied to a relative accuracy being better than 1%. We find 
that the damping coefficients are one order of magnitude larger than the time-averaged 
horizontal force components Fxo, Fyo, and the vertical moment Mzo, which means that 
a slow rotation of the body introduces a significant change of the forces. The damping 
coefficient B66 is in all present examples found to be positive and large. This means that 
wave drift damping due to a slow yaw-motion of the body is just as pronounced as for 
slow translatory motions. Thus, evaluation of the complete wave drift damping matrix 
eq. (2) is required to realistically study slow drift motions of moored floating bodies in 
the three horizontal modes. 
In the present contribution only the linear diffraction effects are taken into account, which 
means that the body is kept fixed in the relative frame of reference. The method may, 
however, be generalized to account for the linear responses of the floating body and the 
resulting radiation effects. The complete diffraction-radiation problem is under develop-
ment, see Finne & Grue (1995). Relevant to most practical examples where wave drift 
damping is of importance, we have considered the water depth to be infinite. The formu-
lation of the set of boundary value problems and the integral equations for the various 
potentials may, however, easily be extended to account for a finite water depth. The 
far-field forms of the potentials are somewhat modified, on the otherhand. This will also 
be true for final formulae for the wave drift damping coefficients. 
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Appendix A. AN INTEGRAL 
The integral ( 46) is given by 
I = { (¢P oGo - Go oq}2 - q;o oG1 + G1 ocj;o) dS 
Js(R) On on On On (105) 
By applying Green's theorem to G0 and 2iKo2¢rfof3oK, and to G1 and ¢1, and integrat-
ing over the entire free surface and S(R), we obtain 
{ ( . o2c/Jr oG0 . o 0 o2c/Jr oG1 1 oc/Jr) . o2c/Jr 
JsF+S(R) 2zK of3oK on - 2zKG on oj3oK + c/Jr on - G on dS + 81rzK oj3aK = O 
(106) 
Applying that o¢rfaj3 = -ocj;rfoO, using eq. (32) for ¢12 , and (40) for G\ and noting 
that the integral over the free surface in (106) vanishes, we obtain by adding (106) to the 
right hand side of (105) 
{ ( . a2¢7 aGo 0 . a a2¢1 aG1 1 a¢7) . a2¢r 
I= ls(R) 2zK aeaK on - G 2zK an aeoK - ¢7 an + G an dS + 81rzK oj3aK 
(107) 
By then applying partial integration with respect to the 0-variable, (107) reduces to 
. a { (Ocj;7 OG0 0 o2c/J1 ) . a2c/Jr 
I = 2zK aK J S(R) oe oR - G oOoR dS + 87rZK of3oK (108) 
It may be shown by using Green's theorem that the integral over S(R) in (108) is inde-
pendent of the value of R (R >body radius), and equals zero. The latter fact is obtained 
by letting R ---+ oo and applying the radiation conditions for ¢7 and G0 . Thus, 
(109) 
Appendix B. A VARIANT OF STOKES' THEOREM 
A variant of Stokes' theorem reads 
fs(n X \7) X (JV)dS = fc dl X (JV) (110) 
where V denotes a differentiable vector-field, fa differentiable scalar variable, and S an 
open surface bounded by the contour C. The line-integral around Cis oriented positive 
with respect to the normal vector of the surface S. In our applications, C is a contour in 
the mean free surface, and S is assumed to have vertical walls at the mean free surface. 
We note that 
(n x \7) x (JV) = fn x (\7 x V) + f(n · \7)V- n\7 · (JV) + (n · V)\7f 
(111) 
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Applying that V = \1'¢ we have \1 XV= 0. Noting that dl x (!V) = dl[f(k'I/Jn- n'¢z)] 
we then obtain 
Let f = ¢, and '1/J = ¢*, where ¢* satisfies \12¢* = 0 in the fluid domain. Furthermore, let 
C = C(R), and S = S(R) + S(z), where S(z) denotes a horizontal bottom with vertical 
coordinate z -----* -oo. Assuming no fluid motion at z = -oo, the contribution due to 
integrals over S(z) vanish. Exploiting the free surface boundary condition (16) for ¢, for 
a sufficiently large R, such that the effect of x6 is negligible, i.e. 
(113) 
we find that the horizontal components of (112) read 
Appendix C. THE FORCES. 
We shall evaluate the forces F 0 and B16 , B26 , defined in Section 7. Consider first eq. (92) 
for F 0 , which reads 
~ = _1 Re [ [¢o(\lh¢o*)n- ¢o.¢o*]dS 
pgA2 4K Js(R) x, n (115) 
By inserting the far-field form for ¢0 = ¢1 + ¢7 we obtain 
where we have applied the method of stationary phase to obtain the last term. (116) is 
a classical result and agrees with Maruo (1960), Newman (1967), and Nossen, Grue and 
Palm (1991). 
We then consider B 16 , B 26 which are given by eq. (93) 
B16i + B2rJ I 1 (· 8 k . ) [ [ ( )A-oA-o*dS 1 A-oA-o*dll pgA2 = m2 li 8{3 - X li }sF Xi- Xi '+' '+'zz - C(R) Xi'+' '+'n 
-Re 4K1 f [¢0(\lh¢h)n + ¢1(\lh¢0*)n- ¢~\lh¢h- ¢~\lh¢0*]dS (117) ls(R) 
It may be shown that ¢7 and ¢13 have the following asymptotic forms for large K R 
¢7 = R-1/2 Ho(B)eKz-iKR(1 + O((K Rt1)) 
¢13 = R-1/2 H13(B)e~z-iKR(1 + O((KR)-1)) 
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(118) 
(119) 
where H 0 and H 13 are given by eqs. (102) and (104), respectively. The potential q} is 
given by 
q} = 2 "K ~ ( 8¢1 + 8¢1) + ¢13 
z 8K 8/3 8() (120) 
since 8¢1/8/3 + 8¢J/8() = 0. For large values of KR it is convenient to decompose ¢1 by 
¢1 = 'l/J1 + cp1 (121) 
where 
(122) 
and 
cp1 = R-112[H1 + 2iKz(H$ + H2)JeKz-iKR(1 + O((KR)-1)) (123) 
Here, the amplitude H 1 is defined by 
H 1 = 2iK(H$K + H2K) + H 13 (124) 
Introducing n( ()) = i cos() + j sin(), t (e) = dn/ d(), we have the following relations for the 
derivatives of the potentials 
¢I,n = -iK cos(()- f3)¢I (125) 
\7 h¢JI = -iK c/Jin(/3) (126) 
(\7 h¢I )n = - K 2 cos(() - f3)¢In(f3) (127) 
1 
c/J1,n = (-iK- 2R)¢7 + O((KR)-512) (128) 
\i'h¢7 = [(-iK- 2~)n(e) + ~ ~~ t(e)] ¢1 + O((KRt512) (129) 
(\i'h¢7)n = [(-K2 + i:)n(e)- i: ~~t(e)] ¢1+0((KR)-512 ) (130) 
cp~ = -iKcp1 + O((KR)-312 ) (131) 
\i'hcp1 = -iKcp1n(e) + O((KR)-312 ) (132) 
(\i'hcp1 )n = -K2cp1n(e) + O((KR)-312 ) (133) 
'1/J! = ( -iK + 2~)'l/J 1 + O((KR)-312) (134) 
V'h'l/J1 = [( -iK + 2~)'l/J1 n(e) + ~ '1/JJt(e)] + O((KR)-312) (135) 
(V'h'l/J1 )n = [( -K2 - i: )'l/J1n(e)- i: '1/JJt(e)] + O((K Rt312 ) (136) 
Consider then the integral 
I(¢0 , ¢1) = - 4K1 Re { [¢0(\i'h¢h)n + ¢1(V'h¢0*)n- ¢~\i'h¢h- ¢~\i'h¢0*]dS (137) ls(R) 
Now, I( ¢0, ¢1) =I( ¢0, cp1) +I( ¢0, 'lj;1 ). First I( ¢0, cp1) is evaluated. By introducing (125) 
- (133) into (137) we obtain 
I(¢0 , cp1) = Re { K[¢7n(()) + -41 ¢1 (1 +cos(()- /3))(n(/3) + n(e))]cphdS ls(R) 
+O((KR)-1) (138) 
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By earring out the vertical integration, noting that f~oo e2Kzdz = 1/(2K), f~oo ze2Kzdz = 
-1/(4K2), we obtain 
1(¢0, c/) = ~Re fo27r H 0[Hh + i(H$ + H3)*Jn(B)d0 
+~ Re {21r R1f2eiKR(1-cos(6-f3)) X 
8 lo 
x (1 + cos(B- f3))(n({3) + n(B))[Hh + i(H$ + H3)*Jd0 (139) 
where we have neglected terms being O((KR)-1). By applying the method of stationary 
phase to the last integral, and letting K R ~ oo, we obtain 
(140) 
where 11 is expressed in terms of ¢r, ¢7, and '1/J\ i.e. 
1 {27r 1 h = 4KRe lo i[¢7n(B) + 4¢r(1 + cos(B- f3))(n({3) + n(B))J'I/JhdB (141) 
Consider then 1(¢0 ,'1/J1). By introducing (125)- (130) and (134)- (136) into (137), we 
obtain 
1(¢0 , 'I/J1) = Re { K[¢7n(B) + ~¢r(1 + cos(B- {3))(n({3) + n(B))]'I/JhdS ls(R) 4 
-Re { R-1i[¢7'1/Jhn(B) + ~(¢7'1/JJ*- cP1o'I/Jh)t(B)]dS ls(R) 2 ' 
--8
1 Re { R-1i¢r'I/Jh[n(B) + n({3) + (1 + cos(B- {3))n(B)]dS ls(R) 
--4
1 Re { R-1i¢r'I/JJ*[1 + cos(B- {3)]t(B)dS (142) ls(R) 
By then carrying out the vertical integration we find 
1(¢0 , 'I/J1) = ~Re { [¢7n(B) + -41 ¢r(1 + cos(B- {3))(n(f3) + n(B))J'I/Jh RdB 2 lc(R) 
- 2K
1 Re { i[¢7'1/Jhn(B)+-21 (¢7'1/JJ*-¢7o'I/Jh)t(B)]dB lc(R) ' 
1 r . 1 
- 16KRe lc(R) z¢r'I/J *[n(B) + n(f3) + (1 + cos(B- f3))n(B)]dB 
- 8K1 Re { i¢r'I/JJ*(1 + cos(B- {3))t(B)d0 lc(R) (143) 
Consider finally the part of (117) given by 
13 = -~(ii~- k X ii) r xJm(¢0¢0*)RdB 2 8{3 Jc(R) n (144) 
By partial integration we obtain 
13 = -~ fc(R) n(B) ( :{3 +:e) 1m(¢0¢~*)R2d0 (145) 
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By then carrying out the differentiation with respect to the f3 and () variables, we find 
13 = -~Re { [¢7n(B) + -41 ¢I(1 + cos(B- f3))(n(B) + n(f3))]V;t. Rd() 2 lc(R) 
-~Re { (n(B)- n(/3))(1 + cos(B- f3))¢1V;t. Rd() 8 lc(R) 
- K1 Re { i¢1V;t.n(B)d() (146) 8 lc(R) 
Now we have that (n(B)- n(/3))(1 +cos(()- f3)) = (t(B) + t(f3)) sin(B- /3). Furthermore, 
KRsin(B- f3)eiKR(1-cos(B-f3)) = -i(d/dB)eiKR(l-cos(B-(3))_ This means that 
-~Re { (n(B)- n(/3))(1 +cos(()- f3))¢IV;t. Rd() 
8 lc(R) 
= -~Re1 (n(B)- n(/3))(1 + cos(B- /3)) x 8 C(R) 
x2KR3f2(H3* + H3*)eiKR(1-cos(B-f3))dB(l + O((KR)-1)) 
= - 8K1 Re 1 i¢IV;~*(t(B) + t(f3) )dB C(R) 
- K1 Re { i¢1V;1*n(B)d() (147) 8 lc(R) 
where partial integration is applied and we have neglected terms being O((KR)-1). 
Thus, 13 is given by 
13 = -~Re 1 [¢7n(B) + ~¢I(1 +cos(()- f3))(n(B) + n(f3))]V;t. Rd() 
2 C(R) 4 
- K1 Re 1 i¢1V;~*[t(B) + t(f3)jd() (148) 8 C(R) 
By then summing 11, 1(¢0 ,V;1), and 13, we obtain 
11 + 1(¢0 , V;1) + 13 = 
- Re [t iH0 ( H~, + H3,)'t( O)dO + ifje•i ( H~;(!J) + H3;(,B) )t(IJ) l (149) 
where the method of stationary phase is applied. The final expression for B 16 i + B 26j then 
becomes 
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