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PERBANDINGAN ALGORITMA KNN DAN KNN-PSO UNTUK 
KLASIFIKASI TINGKAT PENGETAHUAN IBU DALAM 
PEMBERIAN ASI EKSKLUSIF 
 





Permasalahan gizi kurang dan gizi buruk masih menjadi masalah utama di Indonesia. 
Hal ini terbukti dengan masih ditemukannya kasus gizi kurang dan gizi buruk pada 
anak di berbagai daerah. Salah satu faktor yang mempengaruhi status gizi adalah 
asupan. Status gizi seseorang merupakan gambaran apa yang di konsumsinya. ASI 
merupakan makanan  yang  ideal  untuk tumbuh  kembang  bayi.  Bayi  yang  tidak 
memperoleh ASI, hanya  diberi  susu  formula  pada bulan  pertama  kehidupannya,  
memiliki  resiko tinggi untuk menderita gizi buruk, diare, alergi dan 
penyakit  infeksi  lainnya Oleh karena itu pemberian ASI eksklusif pada periode tumbuh 
kembang bayi 0-6 bulan pertama sangatlah penting. Pada penelitian ini menggunakan 
metode K-Nearest Neighbour berbasis PSO untuk pemprediksi tingkat pengetahuan ibu 
terhadap pemberian ASI eksklusif. Data-data Ibu menyusui  yang  diperoleh dari  
Puskesmas akan di klasifikasikan untuk dapat memprediksi tingkat pengetahuan 
seorang Ibu terhadap pengetahuan pemberian ASI. Hasil accuracy untuk K-NN 
tertinggi adalah 51,28 dan K-NN berbasis PSO adalah 74,36. Jadi dapat disimpulkan 
ada peningkatan akurasi sebesar 23,08. 
 





Berbagai penelitian telah 
mengkaji manfaat pemberian Air Susu 
Ibu (ASI) eksklusif dalam hal 
menurunkan mortalitas bayi, 
menurunkan morbiditas bayi, 
mengoptimalkan pertumbuhan bayi, 
membantu perkembangan kecerdasan 
anak, dan membantu memperpanjang 
jarak kehamilan bagi ibu. Di Indonesia, 
Departemen Kesehatan Republik 
Indonesia melalui program perbaikan 
gizi. Masyarakat telah menargetkan 
cakupan ASI eksklusif 6 bulan sebesar 
80%. Namun demikian angka ini sangat 
sulit untuk dicapai bahkan tren 
prevalensi ASI eksklusif dari tahun ke 
tahun terus menurun. Data Survei 
Demografi dan Kesehatan Indonesia 
1997-2007 memperlihatkan terjadinya 
penurunan prevalensi ASI eksklusif dari 
40,2% pada tahun 1997 menjadi 39,5% 





Berdasarkan dari latar belakang 
yang sudah dijabarkan sebelummya 
maka dirumuskan masalah penelitian ini 
adalah “Bagaimana akurasi metode K-
Nearest Neighbour berbasis PSO 
(Particle Swarm Optimization) 
diterapkan untuk mengetahui tingkat 
pengetahuan Ibu dalam pemberian ASI 
Eksklusif” 
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 Berdasarkan latar belakang dan 
rumusan masalah di atas maka penelitian 
ini bertujuan untuk penerapan PSO 
(Particle Swarm Optimation) dalam 
pemilihan parameter K-Nearest 
Neighbour yang sesuai dan Optimal 
sehingga hasil klasifikasinya lebih akurat 
dalam menentukan tingkat pengetahuan 
Ibu dalam pemberian ASI Eksklusif. 
 
TARGET LUARAN DAN MANFAAT 
PENELITIAN 
Hasil penelitian ini diharapkan 
memberikan pemahaman tentang 
penerapan algoritma K-NN berbasis 
PSO yang telah di Implementasikan pada 
studi kasus penerapan ASI Eksklusif 
serta hasil dari penelitian ini sebagai 
tolak ukur betapa pentingnya pemberian 
ASI Eksklusif yang mana peran para 
tenaga kesehatan serta pemberian 




1. Metode Pengumpulan Data 
 Untuk penelitain ini 
menggunakan data sekunder faktor 
pemberian ASI dari Puskesmas Gambut, 
Puskesmas S. Parman, dan puskesmas 
Sungai Mesa pada tahun 2013 sampai 
dengan 2014. Dari ketiga Puskesmas 
tersebut didapat 128 Responden. 
 
2. Metode pengolahan data awal 
Setelah  pengumpulan data (Data 
Gathering) maka data tersebut kemudian 
diolah  agar dapat diproses dalam data 
mining. Hal tersebut dilakukan karena 
dalam data mining, attribut yang kurang 
lengkap, tidak konsisten, dan tidak rapi 
tidak dapat ditangani secara sistematis 
oleh algoritma data mining. Oleh Karena 
itu itu perlu dilakukan proses untuk 
menemukan, dan mengkonversi data 
tersebut agar dapat digunakan dalam 
algoritma data mining. Data tersebut 
dapat ditangani dengan eliminasi  
inspeksi, identifikasi, dan subsitusi. 
Selanjutnya data yang tidak relevan 
dihilangkan dan data perolehan tersebut 
ditransformasi untuk mendapatkan 
atribut yang relevan dan sesuai dengan 
format input algoritma data mining. 
Berikut kutipan contoh data yang 
diambil dari salah satu puskesmas 
 
Tabel 1. Hasil Responden 





































3. Metode yang digunakan 
Metode yang digunakan adalah 
perbandingan untuk K-Nearest 
Neighbour dan K-Nearest Neighbour 
berbasis PSO apakah lebih baik untuk 
klasifikasi  tingkat pengetahuan ibu 
dalam pemberian ASI eksklusif. 
Algoritma dianalisa menggunakan 
Software Rapidminer. Data yang di 
analisa nantinya akan di uji dimana 
sebagian data akan di jadikan data 
traning dan juga data testing untuk 
mengetahui tingkat akurasi dari 
Algoritma yang dipakai 
 
K-NN (k-Nearest Neighbour) 
Algoritma k-NN adalah  suatu   metode 
yang menggunakan algoritma  
supervised.  Perbedaan  antara  
supervised  learning  dengan  
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unsupervised  learning  adalah  pada  
supervised learning bertujuan untuk 
menemukan pola baru dalam data 
dengan menghubungkan pola data yang 
sudah ada  dengan data yang baru. 
Sedangkan pada unsupervised learning, 
data belum memiliki pola apapun, dan 
tujuan unsupervised learning untuk 
menemukan pola dalam sebuah data. 
Tujuan dari algoritma k-NN adalah 
untuk mengklasifikasi objek baru 
berdasarkan atribut dan training samples. 
Dimana hasil dari sampel uji yang baru 
diklasifikasikan berdasarkan mayoritas 
dari kategori pada  k-NN. Pada proses 
pengklasifikasian, algoritma  ini  tidak 
menggunakan model apapun untuk  
dicocokkan  dan  hanya  berdasarkan  
pada memori.  Algoritma  k-NN  
menggunakan  klasifikasi ketetanggaan  
sebagai  nilai  prediksi  dari  sampel    uji  
yang  baru.  Jarak  yang  digunakan 
adalah jarak Euclidean Distance 
 
Particle Swarm Optimazion 
PSO merupakan salah satu algoritma 
kecerdasan swarm yang pada awalnya 
dikembangkan oleh kennedy dan 
Eberhart pada tahun 1995. Ini didorong 
oleh perilaku sosial dari kawanan burung 
atau kawanan ikan yang sejenis. Teori 
ini dikembangkan berdasarkan proses 
adaptasi alamiah dengan tiga prinsip 
dasar yaitu: evaluasi, membandingkan, 
dan meniru. Algoritma PSO adalah salah 
satu algoritma evolusioner yang mirip 
dengan algoritma genetika dan 
menggunakan fungsi fitness untuk 
mengevaluasi kualitas dari solusi. PSO 
memiliki keunggulan seperti: sederhana, 
sedikit parameter , kecepatan 
konvergensi yang cepat dan mudah 
terealisasi, sehingga PSO lebih banyak 
diterapkan dalam bidang optimasi 
fungsi, pelatihan neural network, 
klasifikasi pola dan algoritma optimasi 
tradisional. 




1. Hasil Penelitian 
Algoritma yang diusulkan dalam 
penelitian ini akan diterapkan pada data 
pemberian ASI. K-Nearest Neighbour 
dan K-Nearest Neighbour berbasis PSO 
dalam penelitian ini akan diterapkan 
pada data pengetahun ibu dalam 
pemberian ASI Ekslusif dari 3 
puskesmas pada tahun 2013-2014 
dengan menggunakan Rapidminer. 
Pengujian menggunakan Split Validation 
dengan menggunakan perubahan nilai k 
pada Rapidminer dari 1sampai dengan 7. 
Tabel 2. Hasil Pengujian KNN 
Validasi 1 2 3 4 5 6 7 
Accuracy 51.28 38.46 43.59 41.03 41.03 43.59 38.46 
Precision 49.27 19.63 21.32 21.15 21.15 22.84 18.93 
Recall 37.5 28.33 30.83 30.83 30.83 33.33 29.17 
 
Dari hasil percobaan seperti tabel 2 hasil  
pengujian sebanyak 7 percobaan dengan 
hasil pengukuran berupa nilai rata-rata 7 
kali pengujian memiliki tingkat akurasi 
tertinggi sebesar 51.28 % 
 
Tabel 3. Hasil Pengujian KNN-PSO 
Validasi 1 2 3 4 5 6 7 
Accurac
y 
69.23 69.23 74.36 69.23 66.67 58.97 66.67 
Precision 34.94 31.73 59.44 57.85 33.79 36.7 56.23 
Recall 36.46 36 46.88 44.38 35.42 34.85 41.87 
 
Berdasarkan hasil penelitian, 
penerapan algoritma K-Nearest 
Neighbour berbasis PSO adalah 
algoritma yang dapat digunakan untuk 
klasifikasi tingkat pengetahuan ibu 
dalam pemberian ASI Eksklusif lebih 
akurat jika dibandingkan dengan K-NN 
saja, dari beberapa jurnal sebagai 
referensi juga memberikan pernyataan 
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serupa mengenai akurasi K-Nearest 
Neighbour berbasis PSO. 
 
Hasil akurasi tertinggi pada penelitian ini 
adalah 74,36 %, dimana keterangan dari 
gambar di bawah ini adalah akurasi 
prediksi tingkat pengetahuan baik adalah 
77,78 %, prediksi untuk cukup baik 
adalah 60% dan prediksi untuk kurang 
baik adalah 100 %. Walaupun jumlah 
dalam prediksi kurang baik sedikit, hal 




Gambar Akurasi KNN-PSO k=3 
 
AUC untuk nilai akurasi ini adalah 0,695 
sesuai dengan gambar di bawah ini 
 
Gambar AUC K-NN PSO k=3 
Dengan demikian, adanya penerapan 
algoritma K-Nearest Neighbour (k-NN) 
berbasis PSO mampu memberikan solusi 
dan dapat membantu pihak terkait, yang 
dalam hal ini untuk mengidentifikasi 
tingkat pengetahuan ibu dalam 
pemberian ASI Eksklusif sesuai dengan 
data-data sebelumnya yang diperoleh 







Dari hasil klasifikasi dan pembahasan, 
maka diperoleh kesimpulan sebagai 
berikut: 
1. K-Nearest Neighbour berbasis PSO 
lebih baik daripada K-Nearest 
Neighbour tanpa PSO, dari penelitian 
ini mengalami peningkatan akurasi 
sebesar 23,08 %. Sehingga 
disimpulkan penerapan K-Nearest 
Neighbour Berbasis PSO lebih baik 
daripada tanpa menggunakan PSO 
 
2. Secara Umum penggunakan nilai k 
pada K-Nearest Neighbour memiliki 
pengaruh terhadap akurasi pada 
penelitian. Dalam penelitian ini 
algoritma K-Nearest Neighbour 
memiliki nilai akurasi yang tertnggi 
menggunakan k=1 dengan nilai 
accuracy 51.28%, sedangkan K-
Nearest Neighbour berbasis PSO 
memiliki akurasi tertinggi untuk nilai 
k=3 dengan nilai accuracy 74.36%. 
Dalam kasus ini nilai k yang dipakai 
dari 1 sampai dengan 7. Hasil akurasi 
terbaik bisa diketahui apabila kita 
melakukan percobaan secara 
langsung serta tergantung dari data 





Penelitian hanya uji coba untuk menilai 
tingkat akurasi penerapan K-Nearest 
Neighbour berbasis PSO pada klasifikasi 
tingkat pengetahuan Ibu dalam 
pemberian ASI Eksklusif. Agar 
penelitian ini dapat memberikan 
kontribusi yang lebih besar, perlu untuk 
pengembangan dengan cara menerapkan 
K-nearest neighbour berbasis PSO 
dalam suatu alat bantu (berupa 
software), sehingga dapat langsung 
diterapkan untuk penyelesaian masalah 
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dalam mengidentifikasi pemberian ASI 
yang kurang dengan cepat dan mudah 
agar tingkat kesehatan bayi serta 
permasalahan gizi dapat diatasi. 
  
Penelitian ini menggunakan satu kriteria 
yaitu berdasarkan keakuratan klasifikasi. 
Dengan demikian penelitian lain dengan 
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