Interpreting event mentions in text is central to many tasks from scientific research to intelligence gathering. We present an event trigger detection system and explore baseline configurations. Specifically, we test whether it is better to use a single multi-class classifier or separate binary classifiers for each label. The results suggest that binary SVM classifiers outperform multi-class maximum entropy by 6.4 points F-score. Brown cluster and WordNet features are complementary with more improvement from WordNet features.
Introduction
Events are frequently discussed in text, e.g., criminal activities such as violent attacks reported in police reports, corporate activities such as mergers reported in business news, biological processes such as protein interactions reported in scientific research. Interpreting these mentions is central to tasks like intelligence gathering and scientific research. Event extraction automatically identifies the triggers and arguments that constitute a textual mention of an event in the world. Consider:
Bob bought the book from Alice.
Here, a trigger -"bought" (Transaction.TransferOwnership) -predicates an interaction between the arguments -"Bob" (Recipient), "the book" (Thing) and "Alice" (Giver). We focus on the trigger detection task, which is the first step in event detection and integration.
Many event extraction systems use a pipelined approach, comprising a binary classifier to detect event triggers followed by a separate multi-class classifier to label the type of event (Ahn, 2006) . Our work is different in that we use a single classification step with sub-sampling to handle data skew. Chen and Ji (2009) use Maximum Entropy (ME) classifier in their work. However, their approach is similar to (Ahn, 2006) where they identify the trigger first then classify the trigger at later stage. Kolya et al. (2011) employ a hybrid approach by using Support Vector Machine (SVM) classifier and heuristics for event extraction.
We present an event trigger detection system that formulates the problem as a token-level classification task. Features include lexical and syntactic information from the current token and surrounding context. Features also include additional word class information from Brown clusters, WordNet and Nomlex to help generalise from a fairly small training set. Experiments explore whether multi-class or binary classification is better using SVM and ME.
Contributions include: (1) A comparison of binary and multi-class versions of SVM and ME on the trigger detection task. Experimental results suggest binary SVM outperform other approaches. (2) Analysis showing that Brown cluster, Nomlex and WordNet features contribute nearly 10 points F-score; WordNet+Nomlex features contribute more than Brown cluster features; and improvements from these sources of word class information increase recall substantially, sometimes at the cost of precision.
Event Trigger Detection Task
We investigate the event trigger detection task from the 2015 Text Analysis Conference (TAC) shared task (Mitamura and Hovy, 2015) . The task defines 9 event types and 38 subtypes such as Life.Die, Conflict.Attack, Contact.Meet. An event trigger is the smallest extent of text (usually a word or short phrase) that predicates the occurrence of an event (LDC, 2015) .
In the following example, the words in bold trigger Life.Die and Life.Injure events respectively:
The explosion killed 7 and injured 20.
Note that an event mention can contain multiple events. Further, an event trigger can have multiple events. Consider:
The murder of John.
where "murder" is the trigger for both a Conflict.Attack event and a Life.Die event. Table 1 shows the distribution of the event subtypes in the training and development datasets.
Approach
We formulate event trigger detection as a tokenlevel classification task. Features include lexical and semantic information from the current token and surrounding context. Classifiers include binary and multi-class versions of SVM and ME.
As triggers can be a phrase, we experimented with Inside Outside Begin 1 (IOB1) and Inside Outside Begin 2 (IOB2) encodings (Sang and Veenstra, 1999) . Table 2 contains an example illustrating the two schemes. Preliminary results showed little impact on accuracy. However, one of the issues with this task is data sparsity. Some event subtypes have few observations in the corpus. IOB2 encoding increases the total number of categories for the dataset. Thus make the data sparsity issue worse. Therefore we use the IOB1 encoding for the rest of the experiments.
Another challenge is that the data is highly unbalanced. Most of the tokens are not event triggers. To address this, we various subsets of negative observations. Randomly sampling 10% of the negative examples for training works well here.
Features
All models used same rich feature sets. The features are divided into three different groups.
Feature set 1 (FS1 Feature set 3 (FS3): (1) WordNet features including hypernyms and synonyms of the current token. (2) Base form of the current token extracted from Nomlex (Macleod et al., 1998 
Classifiers
We train multi-class ME and SVM classifiers to detect and label events. L-BFGS (Liu and Nocedal, 1989 ) is used as the solver for ME. The SVM uses a linear kernel. We also compare binary versions of ME and SVM by building a single classifier for each event subtype.
Experimental setup 4.1 Dataset
The TAC 2015 training dataset (LDC2015E73) is used for the experiment. The corpus has a total of 158 documents from two genres: 81 newswire documents and 77 discussion forum documents. Preprocessing includes tokenisation, sentence splitting, POS tagging, named entity recognition, constituency parsing and dependency parsing using Stanford CoreNLP 3.5.2. 3 The dataset is split into 80% for training (126 documents) and 20% for development (32 documents. Listed in Appendix A).
Evaluation metric
Accuracy is measured using the TAC 2015 scorer. 4 Precision, recall and F-score are defined as:
where T P is the number of correct triggers (true positives), N S is the total number of predicted system mentions, and N G is the total number of annotated gold mentions. An event trigger is counted as correct only if the boundary, the event type and the event subtype are all correctly identified. We report micro-averaged results. Table 3 : System performance comparison.
Results

Feature set
We perform a cumulative analysis to quantify the contribution of different feature sets. Table 4 shows that feature set 2 (Brown cluster) helped with recall sometimes at the cost of precision. The recall is further boosted by feature set 3 (WordNet and Nomlex). However, the precision dropped noticeably for SVM models. 
System
Error analysis
We sampled 20 precision and twenty recall errors from the binary SVM classifier. 40% of precision errors require better modelling of grammatical relations, e.g., labelling "focus has moved" as a transport event. 35% require better use of POS information, e.g., labelling "said crime" as a contact event. 65% of recall errors are tokens in multiword phrases, e.g., "going to jail". 45% are triggers that likely weren't seen in training and require better generalisation strategies. Several precision and recall errors seem to actually be correct.
Conclusion
We presented an exploration of TAC event trigger detection and labelling, comparing classifiers and rich features. Results suggest that SVM outperforms maximum entropy and binary SVM gives the best results. Brown cluster information increases recall for all models, but sometimes at the cost of precision. WordNet and Nomlex features provide a bigger boost, improving F-score by 6 points for the best classifier.
