We use inexact Steffensen-Aitken-type 
Introduction
Let E, Λ be Banach spaces and denote by U (x 0 , R) the closed ball with center x 0 ∈ E and of radius R ≥ 0. We will use the same symbol for the norm in both spaces. Let P be a projection operator (P = P 2 ) which projects E on its subspace E P and set Q = I − P . Suppose that the nonlinear operators F (x, λ) and G(x, λ) with values in E are defined for x ∈ D, where D is some open convex subset of E containing U (x 0 , R), and λ ∈ U (λ 0 , S) for some λ 0 ∈ Λ, S ≥ 0. For each fixed λ ∈ U (λ 0 , S) the operator P F (w, λ) will be assumed to be Fréchet-differentiable for all w ∈ D. Then P F (x, λ) will denote the Fréchet-derivative of the operator P F (w, λ) with respect to the argument w at w = x. Moreover for each fixed λ ∈ U (λ 0 , S) the operator P G(w, λ) will be assumed to be continuous for all w ∈ D.
In this study we are concerned with the problem of approximating a solution x * := x * (λ) of the equation (1) F (x, λ) + G(x, λ) = 0.
We introduce the inexact Steffensen-Aitken-type method
where by x 0 we mean x 0 (λ). That is, x 0 depends on the λ used in (2) . A(x, λ) ∈ L(E × Λ, E) and is given by
The importance of studying inexact Steffensen-Aitken methods comes from the fact that many commonly used variants can be considered procedures of this type. Indeed approximation (2) characterizes any iterative process in which corrections are taken as approximate solutions of Steffensen-Aitken equations. Moreover we note that if for example an equation on the real line is solved
is always "larger" than the corresponding Steffensen-Aitken iterate. In such cases a positive z(x n (λ), λ) (n ≥ 0) correction term is appropriate.
It can easily be shown by induction on n that under the above hypotheses
Therefore, if the inverses exist (as it will be shown later in the theorem), then the iterates {x n (λ)} can be computed for all n ≥ 0. The iterates generated when P = I (identity operator on E) cannot easily be computed in infinite dimensional spaces since the inverses may be too difficult or impossible to find. It is easy to see, however, that the solution of equations (2) reduces to solving certain operator equations in the space EP . If, moreover, EP is a finite dimensional space of dimension N , we obtain a system of linear algebraic equations of at most order N . Special choices of the operators introduced above reduce our iteration (2) to earlier considered methods. Indeed we can have: for
, λ) = 0, z = 0 we obtain Newton methods considered in [3] , [4] , [5] ; for
, we obtain methods considered by Pǎvǎloiu in [3] , [4] , [6] , [7] . Our choices of the operators since they include all previous methods allow us to consider a wider class of problems.
We provide sufficient conditions for the convergence of iteration (2) to a locally unique solution x * (λ) of equation (1) as well as several error bounds on the distances
II. Convergence Analysis
We can now state and prove the following semilocal convergence result:
Theorem. Let F , G, P , Q be as in the introduction. Assume:
. . , 15 such that:
and r * ≤ R with r := r(λ),
(e) r * , R, S also satisfy:
where
and (29) b 4 = a 6 + a 13 .
is monotonically increasing, bounded above by r * and lim n→∞ t n (λ) = r * ; (ii) the inexact Steffensen-Aitken method generated by (2) is well defined, remains in U (x 0 (λ), r * ) for all n ≥ 0, and converges to a solution
. Furthermore the following error bounds are true:
Proof. (i) By (21) and (30) we deduce 0
. . , n. Then it follows from (30) and (31) that 0 ≤ t k (λ) ≤ t k+1 (λ). Hence, the sequence {t n (λ)} (n ≥ 0) is monotonically increasing. Moreover by (31) and the induction hypotheses we get in turn
That is the sequence {t n (λ)} (n ≥ 0) is also bounded above by r * . Since for each fixed λ ∈ U (λ 0 , S) r * is the minimum nonnegative number satisfying (21) it follows that lim n→∞ t n (λ) = r * . (ii) By hypotheses (30), (23) and (22) it follows that x 1 (λ) ∈ U (x 0 (λ), r * ). Moreover from (26) we deduce g 1, 2, . . . , n, and that (36) is true for k = 1, 2, . . . , n (since it is true for k = 0 by (23) and (30)). Then from (9) and (26) we get
Using (6), (9), (10), (13), (16), (17), (19) and (20) we obtain
It follows from the Banach lemma on invertible operators [5] that A(x k (λ), λ) is invertible and
Using (2) we obtain the approximation
By (6) we obtain
Moreover from (7), (8), (9) and (10) we obtain the estimates 
As in (46) but using (13), (14), (15), (16) and (17) we obtain (47)
Furthermore from (11), (12) and (18) we get respectively
Finally from (31), (41), (42), (46)-(50) we deduce that estimates (35) and (36) are true. By (36) and part (i) it follows that for each fixed λ ∈ U (λ 0 , S) iteration {x n (λ)} (n ≥ 0) is Cauchy in a Banach space E and as such it converges to some x * (λ) ∈ U (x 0 (λ), r * ) (since U (x 0 (λ), r * ) is a closed set. Using hypothesis (c) and letting n → ∞ in (2) we get
That is x * (λ) is a solution of equation (1) . Estimate (37) follows immediately from (36) by using standard majorization techniques [3] , [5] .
To show uniqueness when z = 0, let us assume y * (λ) ∈ U (x 0 (λ), R) is a solution of equation (1) . Then from (2) we get
Analyzing the right-hand side of (51) as in (42) with y * (λ) "replacing" x k (λ) and x n (λ) "replacing" x k−1 (λ) we get (52) x n+1 (λ)−y * (λ) ≤ c x n (λ)−y * (λ) ≤ · · · ≤ c n+1 x 0 (λ)−y * (λ) ≤ c n+1 R.
By letting n → ∞ in (52) and using (27) we get lim n→∞ x n+1 (λ) = y * (λ) for each fixed λ ∈ U (λ 0 , S). By the uniqueness of the limit of the sequence {x n (λ)} (n ≥ 0) we deduce x * (λ) = y * (λ). That completes the proof of the Theorem.
Remarks. (1) Condition (6) implies that F (x(λ), λ) is differentiable on D [2] , [3] , whereas condition (13) does not necessarily imply the differentiability of G(x(λ), λ) on D.
(2) Inequalities (21), (23), (25), (26) and (27) will determine r * , R and S.
(3) If a 2 + a 4 ≤ 1, a 3 + a 5 ≤ 1, a 9 + a 11 ≤ 1 and a 10 + a 12 ≤ 1 for r * = 0, condition (26) is satisfied. Indeed from (7) we have
and from (26) we must have g 1 (x 0 (λ), λ) − x 0 (λ) ≤ (1 − a 4 )r * It suffices to show a 2 r * ≤ r * (1 − a 4 ) or a 2 + a 4 ≤ 1 (r * = 0) which is true by hypothesis. Similarly we can argue for the rest.
