We study factorisation in the ring of exponential polynomials and provide a proof of Ritt's factorisation theorem in modern notation and so generalised as to deal with polynomial coe cients as well as with several variables. We do this in the more general context of a group ring of a divisible torsion-free ordered abelian group over a unique factorisation domain.
We study factorisation in the group ring of a divisible torsion-free ordered abelian group over a unique factorisation domain. A natural instance of such a ring is the ring of exponential polynomials. Thus, in particular we give an account of Ritt's factorisation theorem for exponential polynomials. Ritt's paper 6] deals just with exponential polynomials with constant coe cients and his proof relies on some incongenial normalisations, which we show to be unnecessary. Hence our argument generalises more readily; in particular we remark that our proof applies to exponential polynomials in several variables. Even the case of polynomial coe cients does not seem to appear in the literature, other than for an allusion by Shields 10 ] to an unpublished manuscript of W. D. Bouwsma. The factorisation theorem for exponential polynomials is not just of intrinsic interest. It plays a critical role in the analysis of recurrence sequences that are divisibility sequences detailed in 1].
Exponential Polynomials and Group Rings
Let K be a eld of characteristic zero and let W be a nitely generated Zsubmodule of K . Denote by K z fWg the ring of all exponential polynomials with coe cients polynomials in K z] and frequencies in W ; that is, the set of all functions f of the shape where we understand that almost all the A i vanish, so the sums are nite. This set carries linear addition, with multiplication inherited from U , from the group operation on G, and the distributive law. We refer to an element i which appears in a, so with A i 6 = 0, as a frequency of a. Now we let W denote a nitely generated Z-module of frequencies, with W Q carrying the same meaning as above. In like manner, choosing a basis for W Q allows the ordering of G to be extended to a lexicographic ordering of W Q . Denote the Z-module h 1 ; : : : ; m i generated by the frequencies of a by A . We begin by writing G as an additive group. Lemma 1. Suppose b , c are elements of R and a = bc . Let B denote the Zmodule generated by the frequencies of b, and C that generated by the frequencies of c . Then C hA;Bi:
Proof. Fix a lexicographic ordering on hB;Ci Q , and let be the maximal frequency of b . Suppose that C is not contained in hA;Bi and let be the maximal frequency of c not in hA;Bi .
If there are no other frequencies 0 of b , 0 of c so that 0 + 0 = + then + must be a frequency of a so evidently 2 hA;Bi . In the contrary case, since > 0 but 0 + 0 = + , it must be that 0 > . So 0 2 hA;Bi . Therefore = ? + 0 + 0 is in hA;Bi as well. 3 Lemma 2 (Ritt 4] ). In fact, if a = bc then, up to a normalisation, each of B and C is a Z-module in A Q . More precisely: If a = bc , there is an element f = of G and thus of R so that, setting b 0 = bf , c 0 = f ?1 c , the Z-modules B 0 and C 0 generated respectively by the frequencies of b 0 and of c 0 are Z-modules in A Q . Proof. Choose a linear map hB;Ci Q ! hB;Ci Q =A Q : 7 ! and select a lexicographic ordering on hB;Ci Q dominated by such an ordering on hB;Ci Q ) and with the exponents ij in Z. After multiplication by an appropriate such monomial, which just corresponds to multiplication by a unit in R, we lose no generality in supposing that the exponents all are nonnegative integers. Thus the element a 2 R becomes a polynomial a(x) = X A i x i in the g variables x = (x 1 ; : : : ; x g ) , and with coe cients in U . By Lemma 2, every factorisation of a corresponds to some factorisation of the polynomial a(x) into polynomials in fractional powers of the x i . Thus, to understand factorisation in the ring R = UG, it is appropriate to digress to mention factorisation in fractional powers in rings of polynomials.
Factorisation of Polynomials in Fractional Powers
If fractional powers are permitted, a binomial x ? A de ned over an algebraically closed eld has almost arbitrary`factorisations', because x 1=k ? k p A is a`factor' for every positive integer k. Plainly, therefore, any general discussion of factorisation in fractional powers must avoid such polynomials. Fortunately, the following is true, and is proved in 5].
Proposition. Let P(x; y) be an irreducible polynomial of bi-degree d x ; d y de ned over an algebraically closed eld K of characteristic zero. Suppose P(x; y) has at least three terms. Then P(x; y) has at most d x d y factors over K in fractional powers of x and y. This yields a quantitative version of a result dating at least back to Ritt 6] and Gourin 2] ; for details see Schinzel 9] .
The upshot is that given an arbitrary polynomial a(x 1 ; : : : ; x g ) over a unique factorisation domain U we should rst factorise it as a product of irreducible polynomials. Next we remove, for separate consideration, those factors that are just a product of a monomial and of a polynomial in some monomial m in the variables. In that case, the irreducible factor is e ectively just a polynomial in the one variable m; we will refer to it in that way. Here we use the term monomial in x 1 ; : : : ; x g for a rational function x a 1 1 x a n n with integral, but not necessarily nonnegative, exponents. The separated factors are e ectively just polynomials in a single variable; were we working over an algebraically closed domain, they would be precisely the irreducible factors with just two terms. In practice, they are products of such binomials over an extension ring of the base ring U . The Proposition now shows, for details see 5] , that the remaining irreducible factors each yield just nitely many irreducible polynomial factors in fractional powers of x 1 ; : : : ; x g . We are now in a position to state a factorisation theorem for the ring R = UG.
Indeed, our remarks above at x1 show that factorisation in that ring corresponds to factorisation in an appropriate ring of polynomials over U in fractional powers of their variables. And our remarks above at x2 show that an irreducible polynomial is a product of monomials, of polynomials in some monomial, and of polynomials which have a nite factorisation into irreducibles even when fractional powers are permitted. Seeing that monomials correspond to units in the ring R, it remains only to deal with polynomials in a monomial. We note again that over an algebraically closed eld such polynomials factorise into binomials. In the spirit of Ritt 6] , we refer to a two term element of R as a simple element. After normalising by appropriate elements of U and of G, such simple elements are of the shape C ?C 0 , with C and C 0 having no prime factor in common. A product of normalised simple elements, each with the same frequency , corresponds to just a polynomial in . On organising the simple factors appropriately, one sees that the simple factors yield a nite product
of polynomials P i with frequencies i not rational multiples one of the other. That we must deal separately with simple factors is illustrated amply by the example ? 1, which has 1 k ? 1 as a factor for each k = 1; 2; 3; : : : .
For the rest we notice that elements of U already factorise in a way that is unique up to order and associates. Our arguments and de nitions now readily yield: Theorem 1. An element of R = UG factors, uniquely up to units and associates, as a nite product of irreducibles of U , a nite product of polynomials P i ($ i ) with the frequencies $ i not rational multiples one of the other, and a nite product of elements of R, each irreducible in R.
Speci cally, taking U = K z], we obtain the following factorisation theorem for the ring of exponential polynomials.
Theorem 2. An exponential polynomial in z factors, uniquely up to units and associates, as a product of a polynomial in z, a nite product of polynomials P i (exp($ i z)) with the frequencies $ i not rational multiples one of the other, and a nite product of exponential polynomials each irreducible in the ring of exponential polynomials.
Factorisation in RH | Exponential Polynomials in Several Variables
It seems reasonable to call a ring with the factorisation properties of UG a factorisation domain. Now let R denote a factorisation domain and suppose H is a divisible torsion-free ordered abelian group. Then it is plain that the theory for RH is identical to that we have described above. factors, uniquely up to units and associates, as a product of a polynomial in z = (z 1 ; z 2 ; : : : ), a nite product of polynomials P i (exp( P j $ ij z j )) with the quantities P j $ ij z j not rational multiples one of the other, and a nite product of exponential polynomials each irreducible in the ring of exponential polynomials.
Remarks
We are indebted to an anonymous referee for pointing out that that our original remarks in fact described factorisation in the group ring of a torsion-free ordered abelian group over a UFD. The interesting point is of course the apparent problems raised by the possible divisibility of that group. When the group G has torsion there are new issues; in e ect these are touched upon in 8]. Whilst various remarks above are attributed to 6], Ritt does not of course deal with as general a context as ours; and his arguments are rather di erent. The present notions do not seem to exist in the literature in the context of group rings. Some matters in Karpilovsky 3] relate peripherally, and 7] describes a possibly unexpected context in which our group rings appear. The interesting application of Theorem 2 arises in 1] as follows: the question concerns recurrence sequences (a h ), say de ned over Z, with the property that a m a n whenever m n; the Fibonacci numbers provide the well-known instance. In virtue of the result of 4] one notices that the divisibility condition entails the existence of an exponential polynomial a(z), where a(h) = a h for integers h, with the property that a(z) a(dz) in the ring of exponential polynomials for any integer d > 0. Theorem 2 now con rms that a(z) is essentially just a product of simple exponential polynomials, whence (a h ) is essentially a product of second order recurrence sequences, con rming a longstanding conjecture of Ward.
