Because of their many applications, primarily in the theory of probability, there has been a renewed interest in the theory of Toeplitz forms (see [6] At the same time, recent interest in iterative methods of solving elliptic difference equations has been accompanied by the development of techniques for estimating the extreme eigenvalues of certain "block" matrices. For example, there are techniques using the theory of non-negative matrices (see [17; 18]), techniques using the classical theory of the direct product of two matrices (see [7; ll]) and the techniques (usually ascribed to Frankel [5], cf. [l; 2]) of separation of variables.
[April (of any order) with constant coefficients in rectangular domains. In fact, every Hermitian difference equation (i.e., one which may be represented by a Hermitian matrix) with constant coefficients on a rectangular domain corresponds to a special block Toeplitz matrix, a "two-dimensional" Toeplitz matrix (see §9), and conversely.
Finally, we apply this method in several examples. In particular, we return to the problem studied in [14] and give a complete discussion. With these results we are able to obtain another estimate for the rate of convergence of the two-line methods for the biharmonic difference equation. Loosely speaking, while the convergence may be faster than indicated in [14] , it is not much faster.
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2. Preliminary results. Let f(9) be a real Lebesgue integrable function defined in [ -it, ir\. Let {C,} be the Fourier coefficients oif(9), i.e. f(9) ~ ¿ de"'. We frequently will write F" instead of F" [/] . We will be concerned with functions f(9) satisfying Condition A. Let/(0) be real, continuous and periodic with period 2ir. Let min/(0)=/(O) =m and let 0 = 0 be the only value of 9 (mod 27r) for which this minimum is attained.
Condition A(a). Let/(0) be a function satisfying Condition A. Moreover, let/(0) have continuous derivatives of order 2a in some neighborhood of 9 = 0. Finally let/(2a)(0) =o-2>0 be the first nonvanishing derivative oif(9) at 9 = 0.
The assumption that the minimum of f (8) is achieved at 0 = 0 is unimportant; the point 0 may be replaced by any 90. Since the Toeplitz matrix corresponding to any translate [f(9+90)] of f (9) has exactly the same eigenvalues asf (9) , it is easy to modify the results so that they hold in the more general case. Moreover, there is no loss in generality in assuming m = 0.
In §4 we turn to the case of functions f(9) satisfying Condition B. Let f(6) be a real, continuous even function and periodic with period 27r. Let min/(0) =f(±9o)=m and let ±00^0 be the only values of 0 (mod 27r) for which this minimum is attained. Condition B(a). Let/(0) be a function satisfying Condition B. Moreover, let f(9) have continuous derivatives of order 2a in some neighborhood of 6 = do (and a fortiori in some neighborhood of 6= -do). Finally let/<2a)( + 0o) = (72>0 be the first nonvanishing derivative of f(8) at 8= +6o.
Of course all statements concerning the minimum of f(6) and corresponding statements about minimal eigenvalues of matrices may be suitably modified to apply to the maximum of f(d) and the maximal eigenvalues of matrices.
We first develop a rough, but useful, estimate for Xi,", the minimal eigenvalue of £". This estimate is obtained from the well-known characterization of the eigenvalues of a Hermitian matrix as solutions of a variational problem.
Lemma 1 (Weyl-Courant).
Let A and B be two Hermitian matrices, the second positive definite. We denote the eigenvalues of A with respect to B by Ao, Xi, • • • , Xn, ordered in nondecreasing order. Then X», v = 1, can be characterized by the following extremum property Proof. See [3] .
It follows from this lemma that if we have two Hermitian matrices £ and U such that (£*, x) èiUx, x) for all vectors x, then each eigenvalue of £ is less than or equal to the corresponding eigenvalue of U. In the case of Toeplitz matrices, we see that if we denote the eigenvalues of £" [/] by X"," and denote the eigenvalues of Tn[g] by /¿",", then/(0) ^g(0) for all 6 implies X^nís/t»,» for all v and n.
Let X=ix¡) j = 0, 1, • • • , » be an (ra + 1) dimensional vector. (2.8) n -s = rs g n.
Consider the function Tsin (r + 1/2)81'
It is easy to verify that g(0) may be written aß Z -V», (see [21] ) and hence g(0) = \<f>o\2 for some function,
Po(e) = E die-»: It is also easy to verify that
where C, can be bounded from above and below by constants independent of r. We take Cr1(2r + l)-('-1)-g(0) = \q>\2 as our "test" function in (2.1b 
Consider first the last term on the right in (2.12). From (2.11b) and the form of \<j>\2 we find ¿ r, , Fe;1 i r i i*-1 r i i*-1
T J f ' ' t sin v/2 L2r + 1J L2r + 1J
Since sin 0=0 and sin 0 = 20/x for O=0 = tt/2, we find We now turn to the discussion of the technique and method developed by Widom in [19] . From Lemma 2 and the continuity of fid) we see that the eigenvalues X»,n may be characterized by certain values 0,,", where X,," =/(<?,,").
Theorem 1 tells us that 0i," = O(l/w) and O cannot be replaced by o. The method of Widom hinges on the idea of estimating 0»," rather than X",". We will develop these ideas in the general case although we only give a detailed analysis of the case a = 2.
The case a=l was studied by Kac, Murdoch and Szegö. Widom also studied the case a = 1 under the restriction that /(0) is even and /(0) has four continuous derivatives in the neighborhood of 0 = 0. The result of their works is Proof. See [6; 10 or 19] .
We first reduce the problem to the case of a smooth even function fid).
Lemma 5. Let fid) satisfy Conditions A and A (a). To a given e<0 we can find two functions fid) and fid) satisfying the following conditions. 
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Proof. See [6, Chapter 5] or [10] where the proof is given for a= 1. The proof for general a follows the same lines with only the obvious modifications.
Following Widom, we now reduce the problem to the case of an even trigonometric polynomial.
Lemma 6. Let f(9) be an arbitrary even function satisfying Conditions A and A(a). Moreover, let f(9) have 2a + 2 continuous derivatives in some neighborhood of 9 = 0. (Note: the functions J (9) and}(9) certainly satisfy this additional condition.) To a given small e>0 we can find two even trigonometric polynomials f±t(9) satisfying Conditions A and A(a) as well as the following conditions: Proof. Once more the proof follows the pattern given in [19] . Remark. Our reason for stating Lemmas 7 and 8 as separate results is simple enough: the proofs in [19] are distinct and it seems logically correct to emphasize this.
Consider such an even trigonometric polynomial. Proof. See [19, (2.17) ].
The essence of the method used by Widom is that Lemma 8 may be used to reduce the problem for arbitrary/(0) of the form (2.15) to a problem like that for the very simplest of such functions, namely fai8) = (1 -cos 8)". While Lemma 8 is sufficient for most of our work, we will make use of the following alternative instead. Lemma 9 has the advantage of being naturally related to the theory of difference equations and simplifying some calculations. Proof. The interval / is obtained precisely as in [19] . If X is an eigenvalue of F" and X= (X,) Moreover, if X is an eigenvalue of Tn
Proof. The first statement follows from Lemma 9. The second from the i+ or G-for which the choice of p*l¡ observation that each term of G+ or G_ for which the choice of p*+, is not
Remark.
We may, if we like, consider X, -0i, and all the zeros +9¡, j = 2, 3, ■ ■ ■ , k as functions of 0i. For any annulus
in which the roots ±0> are distinct, all these functions are analytic functions of 0i. Hence G, G%, Gt, and Go are all analytic functions of 0i. The line of attack is now clear. We must now study the zeros of Go (the zeros of G°+ and Gi) and obtain an estimate from below for |Go| away from these zeros. Then Rouché's theorem and Theorem 1 will enable us to claim that the zeros of G are essentially the zeros of Go. In the next section we will carry out this program for the case a = 2.
The form of Go justifies our earlier remark on the relationship of the general problem to that for the function Hence, for n large enough, the zeros of Go are like the zeros of G for the function /*(0). However, as we shall see, for/*(0) we have a much stronger form of Lemma 3. Then, given the appropriate estimate on Go we should be able to claim this stronger form of Lemma 3 for all functions/(0) satisfying Conditions A and A(a). We conjecture the truth of this stronger estimate. We now prove the above remark about the function /*(0). We require the well-known Lemma 11. Let Cn be the matrix of order n given by G a = (Ö. Proof. See [16] . Then/(0) -X has four roots near 0 = 0; two are real, say ±0, and two are pure imaginary numbers, say ±iß.
We compute G0, G°+ and G°_ and discuss the roots of G0. By direct calculations we obtain, Moreover, since sin 0/2-sinh /3/2>0 and tanh tß and ctnh tß are bounded, positive quantities, G°+ has one and only one zero in every interval
while G°-has one and only one zero in every interval 2/x 2/ + 1
In order to study the zeros of G0 in greater detail we turn to an analysis of the function sin t8 ■ sinh tß ir we conclude (exactly as with H-it)) that (3.6b) ¿(i) g 0.
Since H(jir/6)=0 and i/(l)>0 we may conclude that the roots of Go which correspond to roots of G°+ fall in the intervals
Moreover, since iî(l) =0(m2) and not o(m2) and for fixed /, /= 1, 2,
the roots of Go corresponding to roots of G_ fall in the intervals
As was noted in §1, the roots 0 and ß are asymptotic to the roots of (1 -cos x)2=\, i.e.
1 -cos 0 = X1'2, and 1 -cosh0 = -X1'2.
An investigation of this case shows that we have 0~0, and we shall now use this relationship.
Having determined that 8 = x/(n + 3) where x = 0(l) we write Furthermore the argument of Lemma 9 depends only on the fact that all roots of /(0) -X are distinct. Hence an analog of Lemma 9 applies to this case as well. In fact, only the first sentence needs to be changed to allow for two intervals about ±0o.
Consider now the simple roots of f(9) -X. Exactly four of them will be real and these will occur in pairs; say +0i, +0a+i. Thus we may order these simple zeros of/(0) -X as follows: Hence we may once more concentrate on the zeros of T0 and apply Rouché's theorem after obtaining the appropriate estimate.
Let us now consider the case a=l. By an argument just like the one of §1 we find that 0i and 0o+i are asymptotic to the positive roots of [l-cos(0-0o)] [l-cos(0+0o)] =X. Note that Theorem 4 implies that pi and pi are 0(1/m) and not o(1/m). Using this fact we obtain pi=pi + 0i\/n)2. By a direct, though tedious, calculation (in which we use the asymptotic relationship pi = pi=p) we find Moreover, for each v there are two linearly independent eigenvectors corresponding to this asymptotic value.
Proof. It is only necessary to verify that we may apply Rouché's theorem in this case. This is apparent from the form of T°+ and T°_. Indeed all of the details have been carried out by Widom in [19] .
5. Block Toeplitz matrices. A block Toeplitz matrix M is simply a matrix of the form (C,_r) where the Cj are themselves square matrices and Cf = C-i where C* is the adjoint of Cj. The corresponding function/(0) is then a matrixvalued function which is Hermitian. In the notation of the "direct product" (see [ In precisely the same manner we obtain an analogous result for functions satisfying Conditions B and B(a). We close this section with a theorem on the continuity of Xi,B.
Theorem 8. Let fid ; t) be a matrix-valued function of d which is Hermitian and periodic with period 2x. Let fid; t) be "smooth" in t, say, continuously differentiable for to = t = h. Suppose moreover that /¿(0; t), the minimal eigenvalue for every 8, and v(9), the corresponding normalized eigenvector are also "smooth" in t. Finally suppose p(9; t) satisfies Condition A for to^tûh and Proof. Clearly Xi," is continuous in t. Since
Xl.n = p(e(t), t) 9(t) must also be a continuous function of /. The theorem follows at once. 6. A special case. In our earlier work we sought to estimate the spectral norm of the following special block Toeplitz matrices.
Let There are three cases of interest.
(i) R has real and distinct eigenvalues Xi, X2.
(ii) R has one real eigenvalue X.
(iii) R has complex eigenvalues X, A. The results of [14] were incomplete. We obtained a complete asymptotic answer in Case (i) and a partial answer in Case (iii). We did not discuss Case (ii). Actually one can obtain a complete asymptotic answer in Case (ii) by precisely the same methods as in Case (i). However, for completeness we shalljgive a complete discussion of the problem.
Let
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i.e. T is the absolute value of ctn of the "angle" between £ and |.
In [14] we obtained:
We readily find that -(1 + r2) = 1.
+ t2
In this case both p(0+7r) and <r (0) We remark that if RR* = R*R then £2, a and r2 are zero in Cases (i), (ii), and (iii) respectively and we obtain the same asymptotic results as given by (6.2). 7. The biharmonic difference equation. We will now apply the results of the preceding section and Theorem 8 to a problem in numerical analysis. In [14] we were concerned with the finite-difference equations which arise when we consider the following boundary-value problem for the biharmonic operator.
Let D be the rectangular domain given by and we must consider Case (iii) of §6. Moreover, we find the interesting result that for any finite p we are in Case a and for p = oo Case h applies.
Letting t=l/p, t0 = 0, /i=l/10 we may apply Theorem 8. There is no difficulty in verifying that the appropriate "smoothness" requirements are satisfied. Another interesting fact is this: both f (9) and h(9) are themselves scalar Toeplitz matrices for every 0!! The fact that (8.2) has two block Toeplitz representations and both functions are themselves Toeplitz matrices comes about because the operator involved is a two-dimensional Toeplitz matrix. Such matrices will be discussed more generally in §9.
We now turn to the problem of solving those equations and consider two iterative methods.
(1.) "Point" Richardson (simultaneous displacement). Choosing a "guess" Xo we iterate as follows : (See Pólya and Szegö [22] .)
9. Remarks on two-dimensional Toeplitz matrices. Let f(9, \p) be a real
Lebesgue integrable function defined for -7r=0, ^=7r. Let { C¡k} be the Fourier coefficients of F(9, i/0, i.e.
(9.1) F(9, P) ~ E We**.
h.i
One may now regard £(0, p) as a function of 0 depending on a parameter p or as a function of p depending on a parameter 0. To distinguish these cases we define (9.2a) That is, 
Then
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A similar statement holds for the matrix M. It is not difficult to verify the following statements. (5.1) There exists a permutation matrix P so that P*mP = P-^P = M. in a rectangular domain 0 = r = «, 0 = $ = ^. Conversely, any difference equation of the form (9.6) may be represented by a matrix m or a matrix M which are related in this way and F(9, yp) will be a trigonometric polynomial. Remark. If one is dealing with a time-dependent difference equation and vr,, represents the unknown function at time vAt while yr.« represents that function at time (v + l)At, the function F(8, i/0 is the "amplification" in the von Neumann theory of Liability. See [15] .
As an illustration of these facts one can turn to the difference equation (8.2) . In this case F(9, p) = 1 -2c-cos 0 -2a cos p + b sin 0 sin p.
At this time there is no general theory of such two-dimensional Toeplitz operators. However, the results of §8 show that one can apply the preceding theory to obtain some useful estimates.
