Abstract-Resampling method is a popular and effective technique to imbalanced learning. However, most resampling methods ignore data density information and may lead to overfitting. A novel adaptive over-sampling technique based on data density (ASMOBD) is proposed in this paper. Compared with existing resampling algorithms, ASMOBD can adaptively synthesize different number of new samples around each minority sample according to its level of learning difficulty. Therefore, this method makes the decision region more specific and can eliminate noise. What's more, to avoid over generalization, two smoothing methods are proposed. CostSensitive learning is also an effective technique to imbalanced learning. In this paper, ASMOBD and Cost-Sensitive SVM are combined. Experiments show that our methods perform better than various state-of-art approaches on 9 UCI datasets by using metrics of G-mean and area under the receiver operation curve (AUC).
INTRODUCTION
In practical application, many datasets are imbalanced, i.e., some classes have much more instances than others. Imbalanced learning is common in many situations like information filtering [1] and fraud detection [2] . Datasets imbalance must be taken into consideration in classifier designing, otherwise the classifier may tend to be overwhelmed by the majority class and to ignore the minority class.
Resampling technique is an effective approach to imbalance learning. Many resampling methods are used to reduce or eliminate the extent of datasets imbalance, such as over-sampling the minority class, under-sampling the majority class and the combination of both methods. But [3] showed that under-sampling can potentially remove certain important instances and lose some useful information, and over-sampling may lead to overfitting. Over-sampling methods also suffer from noise and outliers [4] . Support Vector Machine (SVM) has been widely used in many application areas of machine learning. However, regular SVM is no longer suitable to imbalance-class especially when the datasets are extremely imbalanced. An effective approach to improve the performance of SVM used in imbalanced datasets is to bias the classifier so that it pays more attention to minority instances. This can be done by setting different misclassifying penalty [5] .
We proposed an over-sampling algorithm based on data density in previous work [6] . However, this algorithm sometimes leads to overfitting. In this paper, an adaptive over-sampling algorithm with two smoothing methods to avoid overfitting is proposed. Compared with other oversampling algorithms and our previous work, this algorithm can synthesize samples more efficiently and eliminate the effects of noise. Contributions of this paper are as follows:
--This novel method can effectively eliminate the noise compared with most other sampling methods like RO and SMOTE. Noise is recognized and no new samples are synthesized around it.
--Different number new samples are synthesized around each minority sample according to its level of learning difficulty. This level is related to the sample density information. To calculate the sample density, core-distance and reachability-distance are used [7] . We will elaborate this idea in section IV.
--To avoid overfitting, two smoothing methods are proposed. One is using a sigmoid function to smooth the disparity of new samples synthesized around each minority sample. The other is using linear interpolation method to tradeoff between our algorithm and SMOTE algorithm. Experiments show that both methods are effective.
The rest of the paper is organized as follows: Section II reviews related works. Section III gives an overview of performance measures. Section IV details our approach. Section V presents experimental results comparing our approach with other approaches. Section VI discusses the result and concludes this paper.
II. RELATED WORK
Resampling techniques are widely used in imbalanced learning such as random over-sampling (RO), random undersampling (RU) and over-sampling with informed generation of new samples. [4] proposed an algorithm-SMOTE to over-sampling minority datasets. This algorithm synthesizes new samples along the line between the minority and their selected nearest neighbors. The disadvantage of SMOTE is that it makes the decision regions larger and less specific [8] . SMOTE-ENN and SMOTE-Tomek are two popular methods combining sampling technique and data cleaning technique. Experiments in [3] show that these two 1 methods perform better than SMOTE, especially for the highly imbalanced datasets. Many other informed sampling method are proposed in [9] [10] [11] . EasyEnsemble and BalanceCascade algorithms in [9] are two effective informed under-sampling methods.
Cost-sensitive learning is also an effective solution. This algorithm can improve the performance of classification by setting different misclassification cost to the majority and minority datasets. [5] suggested using different penalty constants for different classes of data in SVM. Decision tree is also used to imbalanced learning. [12] identified a new skew Hellinger distance in class imbalance. A new solution based on cost-sensitive SVM is proposed in [13] . Additional margin compensation is further included to achieve a more accurate solution in this method.
Many algorithms combining resampling and costsensitive learning have also been proposed. [14] combined SOMTE algorithm with cost-sensitive SVM. SMOTEBoost combined SMOTE algorithm with cost-sensitive boosting algorithm for class-imbalance learning [15] . A SVMs modeling method for highly imbalanced classification is proposed in [16] . The modeling method incorporates different "rebalance" heuristics in SVM modeling, including cost-sensitive learning, and over-and under-sampling. A fuzzy support vector machine (FSVM) is proposed in [17] for imbalance learning. FSVM can handle the problem of outliers and noise. For more information of imbalanced learning, [18] is a good survey.
Compared with most other resampling methods ignoring datasets density information, we propose a novel adaptive over-sampling algorithm based on datasets density (ASMBOD). To avoid overfitting, two smoothing methods are also proposed. Experiments on 9 UCI datasets show that ASMOBD performs better than various state-of-art approaches by metrics of G-mean and area under the receiver operation curve (AUC). Experiments also show that the combination of ASMOBD and Cost-Sensitive SVM can further improve the performance of imbalanced learning.
III. PERFORMANCE MEASURE
For highly imbalanced datasets, accuracy is no longer a reasonable metric. For example, datasets with imbalance rate of 99 (the ratio between majority sample number and minority sample number), a classifier that classifies all the instances negative will be 99% accurate, but it will be completely useless as a classifier. The performance of the machine learning algorithm is typically evaluated by a confusion matrix as illustrated in Table I . [18] suggested the G-mean metric to evaluate the performance of classifier, which is often used by researchers. AUC has been proved to be a reliable performance measure for imbalanced and cost-sensitive learning [20] .
In this paper, we use G-mean and AUC as performance measures. The metrics and some other parameters we used are defined as follows:
G mean acc acc sensitivity specificity
ROC curves can be thought of as the representative of the family of best decision boundaries for relative costs of TP and FP. On the ROC curve the X-axis represents FPR = FP/ (TN + FP) and the y-axis represents TPR = TP/ (TP + FN). AUC is the area below the curve. Figure 1 shows an illustration. Figure 1 is the ROC of sick dataset in UCI repository. The line y=x represents the scenario of random guess. The larger the AUC is the better the performance of classifier is. 
IV. ASMOBD AND ASMOBD-CS
Regular over-sampling algorithms, like over-sampling with random replacement and SMOTE, ignore the density and distribution information of the datasets and suffer from the problem of outliers and noise.
SMOTE-ENN and SMOTE-Tomek are two effective algorithms to eliminate the noise in comparison to SMOTE, but experiments in [21] show that these algorithms may not provide better performance than random over-sampling when the number of minority class is large. In this section, firstly, the novel over-sampling algorithm ASMOBD we proposed will be described in detail; secondly, to avoid overfitting, two smoothing methods are proposed; thirdly, SVM with different error costs will be described briefly.
A. Adaptive Over-sampling Technique Based on samples Density (ASMOBD)
The proposed algorithm can adaptively synthesize different number new samples around each minority sample according to its level of learning difficulty. As shown in Fig.  2 , the minority sample's level of learning difficulty depends on both the local minority sample density and local majority sample density. What's more, to avoid over generalization, an imbalanced factor which is determined by the ratio between local majority and minority samples is proposed. A is easy to be classified correctly, so a small number of new samples will be synthesized. B and C are hard to be classified, so more new samples will be synthesized around them. Few new samples will be synthesized around D in order to avoid overfitting, because too many majority samples are in its core-distance. E is noise, so no new samples will synthesized around it. Fig. 2 shows the intuitive idea of our method. The triangles represent the minority samples, the circles represent the majority samples and the black triangles represent the minority samples around which new samples will be synthesized (except noise E). The level of learning difficulty for minority samples is determined by three factors: the local density of minority samples, the local density of majority samples and the local imbalanced ratio. The minority sample is easy to be classified when its local minority density is large and local majority density is small. On the contrary, the minority sample is hard to be classified when its local minority density is small and local majority density is large.
More new samples will be synthesized around the minority samples which are harder to be classified correctly while less new samples will be synthesized around the minority samples which are easier to be classified correctly. To avoid over generalization, an imbalanced factor which is determined by the ratio between local majority and minority samples is proposed. In Fig. 2 , though sample D is very hard to be classified correctly, less new samples will be synthesized around it for its high imbalanced ratio. For noise, no new samples will be synthesized around it like sample E.
A data density based clustering algorithm OPTICS was proposed in [7] , which could identify clustering structure. The core-distance and reachability-distance proposed in this algorithm fully reflect the density information of the datasets and noisy samples will be judged by the two distance. The core-distance and reachability-distance are defined as follows:
Definition 1 [7] . core-distance of an object p : Let p be an object from a database D, let ε be a distance value, let 
Intuitively, the core-distance of an object p is the smallest distance between p and an object in its neighborhood ε − such that p would be a core object. The reachability-distance of an object p with respect to another object o is the smallest distance such that p is directly densityreachable from o if o is a core object. Fig.3 shows an example of core-distance and reachability-distance of an object o. Core-distance and reachability-distance of an object fully reflect the density information of each object. Noise can also be defined according to the two distances. (1 ) ( ( )). 
x is a noisy sample and 0 if not. Array CD[] and RD[] store the core-distance and reachabilitydistance of all the minority samples. _ N min is the number of minority samples. 1 t and 2 t are noise threshold coefficients predefined. In our experiment, we set 1 t and 2 t to 4. It means than if the core-distance and reachabilitydistance of sample i x is 4 times larger than the average core-distance and reachability-distance, sample i x is considered to be a noise.
B.
Sigmoid Function Smoothing The method we proposed above can effectively synthesize different number of new samples around each minority sample according to its level of learning difficulty. However, overfitting may still exist. For example, some minority samples will synthesize a large number of new samples while some minority samples will not synthesize any new samples. To address this problem, two smoothing methods are proposed.
The first approach is using a sigmoid function to smoothing equation (4) . Smoothing details is as follows: 
Balance ratio abs a Ratio The function value tends to 1 ± when the argument tend to positive infinity and negative infinity. In equation (8), a is the value of parameter λ . The larger the value of Ratio is, the more penalty will exert to i DF . Intuitively, if the sample imbalanced ratio is too large, the sigmoid function will generate more penalties to avoid too many new samples synthesized around sample i x .
C. Linear Interpolation Smoothing
The second smoothing approach we proposed is linear interpolation. This approach is a combination between SMOTE and ASMOBD. SMOTE ignores the data density information and ASMOBD may lead to overfitting because of overemphasizing data density information. We combine both methods.
The linear interpolation smoothing is proposed as follows:
In equation (10), μ is the smoothing coefficient. k is the proportion of over-sampling with SMOTE method. Equation (10) shows that linear interpolation smoothing method is a compromise between SMOBD and SMOTE. Intuitively, this method is a compromise between individuation and generality. This example demonstrates without smoothing, large number of new samples will be synthesized around a few minority samples while no new samples will be synthesized around some minority samples. The two smoothing methods effectively reduce the imbalance.
For the linear interpolation smoothing method, a difficult, yet important problem is how to determine the value of parameter μ . Some experiments are made to test how parameter μ influences the performance of classification.
Three datasets of UCI are used here: hypothyroid, abalone and sick. We use the G-mean value as performance measure. The experiments results are as follows: 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
SVM with different error costs and ASMOBD-CS
As mentioned above, regular SVM is invalid to the imbalanced datasets. [14] showed that with imbalanced datasets, the learned boundary is too close to the minority samples, so SVM should be biased in a way that will push the boundary away from the positive samples. [5] suggested using different error costs for the positive ( S + ) and negative ( S − ) classes. The classifier function equates to solve the quadratic programming problem as follows: 
In (11), C + represents the cost of misclassifying the positive sample and C − represents the cost of misclassifying the negative sample. It was reported in [9] that the optimal result could be obtained when / C C − + equals to the minority-tomajority class ratio. The / C C − + in our method is determined by formula below:
_ Num Minority is the number of minority samples, k is the proportion of over-sampling and _ Num Majority is the number of majority samples.
With different error costs, the boundary is pushed more towards the majority samples. [14] showed that SVM with different error costs may obtain stronger cues from the majority samples than from the minority samples about the orientation of the plane. Consequently, the combination of the two methods can achieve better performance.
ASMOBD-CS combines ASMOBD and cost-sensitive SVM. Though imbalance rate is reduced by over-sampling, it still exists. To further reduce the imbalance rate, different error costs are proposed according to the reduced imbalance rate.
V. EXPERIMENT AND RESULT
A. Datasets 9 UCI datasets are used to test the algorithms we proposed. Information about these datasets is summarized in Table II . When more than two classes exist in the dataset, one class is considered to be positive and all the other classes are considered to be negative.
In our experiments, G-mean and area under curve (AUC) are used as metrics. For each dataset, we perform 5-fold cross validation. In each fold four out of five samples are selected to be training set, and the left one out of five samples is testing set. This process repeats 5 times so that all samples are selected in both training set and testing set. 
B. Experiment between ASMOBD and other over-sampling methods
We compare our methods with SMOTE and random over-sampling (RO). In our experiments, we use ASMOBD with two smoothing methods. The sigmoid function smoothing method is noted as AS_S and the linear interpolation smoothing method is noted as AS_LI. Fig 10 and Fig 11 show the G-mean metric of each method for hypothyroid, abalone and sick datasets of UCI repository. The experiments results show that the AS_S and AS_LI methods we proposed are both better than RO and SMOTE methods for almost all over-sampling proportions for the three datasets we used.
C. Experiment between ASMOBD and ASMOBD with
Cost-sensitive SVM We also make experiments between ASMOBD and ASMOBD with cost-sensitive SVM. These experiments indicate the combination of over-sampling method and costsensitive learning can further improve the performance of imbalanced learning.
The two methods we proposed above with cost-sensitive SVM are noted as AS_S_CS and AS_LI_CS respectively. hypothyroid and abalone datasets are used in the experiments. The SMOTE with cost-sensitive SVM method (SDC) [14] is used to be a baseline method. Fig 12 and Fig 13 show the G-mean metric of the experiment. The results indicate that the combination of over-sampling and cost-sensitive learning can further improve the G-mean metric of imbalanced learning. However, the improvement is not remarkable in our experiments. Moreover, with the increasing of oversampling proportion, the performance of the two methods is not that big of a difference. Experiment also shows that AS_S_CS and AS_LI_CS are both better than SDC in the Gmean metric in the two datasets. 
D. Experiment among 9 methods using 9 datasets
We compared 9 methods: Random over-sampling (RO), SMOTE, Borderline SMOTE, cost-sensitive SVM, SMOTE with cost-sensitive SVM (SDC), AS_S, AS_LI, AS_S_CS and AS_LI_CS, on 9 datasets described in TABLE II.
For each dataset, we calculate the G-mean and AUC metrics under different over-sampling proportions and average them. For example, the over-sampling proportion is from 100% to 1500% for abalone dataset. We sample from 100% to 1500% and calculate the average G-mean and AUC. The upper limit of over-sampling proportion depends on the imbalance ratio of each dataset.
G-mean and AUC metrics described in section III are both used in our experiments. The best experiments results are denoted by bold body and black underlines. Experiments results are shown in Table III and Table IV. Table III is the  G-mean metric table and Table IV 
VI. CONCLUSION
A novel adaptive over-sampling technique based on data density information is proposed in this paper. We also combine the new over-sampling method with cost-sensitive SVM. Empirical results show that our methods perform better than state-of-art approaches like RO, SMOTE, Borderline SMOTE and SDC on a variety of datasets by using G-mean, area under the receiver operation curve (AUC) metrics.
Though ASMOBD and ASMOBD-CS can achieve better performance in most cases, many problems still need to be addressed. Firstly, there are some parameters in our algorithms. The performance of our algorithms varies a lot with different values of parameters. How to find the best parameter value to achieve the best performance is a problem we need to solve in the future work. Secondly, more time is needed to synthesize the same number of new samples in our method than SMOTE. To compute density of each sample, reachability-distance and core-distance need to be computed firstly, which consumes much more time than that of SMOTE. Computation complexity reduction is another work we need to do in the future. 
