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RANCANG BANGUN LANGUAGE MODEL BAHASA INDONESIA 
MENGGUNAKAN METODE BERT 
 
ABSTRAK 
Natural Language Processing (NLP) merupakan salah satu subbidang pada Artifical 
Intelligence yang berkembang pesat. NLP banyak dikembangkan melalui pendekatan 
machine learning hingga deep learning. BERT adalah pengembangan metode state-of-
the-art pada arsitektur deep learning dalam ranah NLP. BERT yang dikenalkan oleh 
Google, merupakan model representasi bahasa unsupervised pertama yang 
menggunakan konsep bidirectional, dan di-pretrain hanya dengan teks korpus tanpa 
label. Google juga telah menyediakan model yang telah di-pretrain dengan 
menggunakan Cloud TPUs dengan korpus berukuran sangat besar. Terdapat beberapa 
model pretrained yang disediakan oleh Google, dan salah satu model tersebut adalah 
Multilingual BERT, sebuah model BERT pretrained yang dilatih dengan dataset yang 
terdiri dari 104 bahasa pada satu model BERT. Namun, terdapat banyak kasus di mana 
model BERT Multilingual tidak dapat memberikan performa yang memuaskan ketika 
model di-finetune pada downstream task yang hanya melibatkan satu bahasa yang 
spesifik. Dikarenakan belum terdapat model BERT pretrained dalam bahasa Indonesia 
yang opensource, penelitian ini dilakukan untuk membuat language model berbahasa 
Indonesia yang dapat dikembangkan ke downstream task yang menggunakan Bahasa 
Indonesia. Pada penelitian ini Bahasa BERT mampu melampaui performa Multilingual 
BERT dalam tugas klasifikasi teks. Bahasa BERT juga memerlukan waktu dalam 
proses finetuning yang lebih singkat dibandingkan dengan Multilingual BERT, 
membuatnya lebih cepat dan cost-effective. 
 
Kata Kunci: bert, transformer, masked language model, unsupervised pre-training, 




A BERT METHOD FOR INDONESIAN LANGUAGE MODEL 
 
ABSTRACT 
Natural Language Processing (NLP) is one of the subfields in Artificial Intelligence 
that is developing significantly. NLP has been developed through a machine learning 
approach to deep learning. BERT is the development of state-of-the-art methods in 
deep learning architecture for NLP. BERT, introduced by Google, is the first 
unsupervised language representation model that uses the bidirectional concept, and it 
is pretrained only with unlabeled corpus text. Google has also provided a pretrain 
model using Cloud TPUs with very large corpus. There are several pretrained models 
provided by Google, and one of the models is the Multilingual BERT, a pretrained 
BERT model that is trained with a dataset of 104 languages on a BERT model. 
However, there are many cases where the Multilingual BERT model cannot provide 
satisfactory performance when the model is finetuned into downstream tasks that only 
involve one specific language. Because there are no opensource pretrained BERT 
models in Indonesian, this research was conducted to create an Indonesian language 
model that can be developed into Indonesian downstream tasks. In this research, BERT 
Language is able to surpass the performance of Multilingual BERT in the task of text 
classification. The BERT language also requires a shorter finetuning process compared 
to Multilingual BERT, making it faster and cost-effective. 
 
Keywords: bert, transformer, masked language model, unsupervised pre-training, deep 
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