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ABSTRACT
We introduce a new 1-matrix model with arbitrary potential and the
matrix-valued background field. Its partition function is a τ -function of KP-
hierarchy, subjected to a kind of L−1-constraint. Moreover, partition function
behaves smoothly in the limit of infinitely large matrices. If the potential
is equal to XK+1, this partition function becomes a τ -function of K-reduced
KP-hierarchy, obeying a set of WK-algebra constraints identical to those con-
jectured in [1] for double-scaling continuum limit of (K−1)-matrix model. In
the case of K = 2 the statement reduces to the early established [2] relation
between Kontsevich model and the ordinary 2d quantum gravity . Kontse-
vich model with generic potential may be considered as interpolation between
all the models of 2d quantum gravity with c < 1 preserving the property of
integrability and the analogue of string equation.
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1 Motivation and results
1.1 Introduction
Matrix models play an increasingly important role in the theory of quantum gravity, be-
ing a reasonably simple realization of Regge calculus, adequate at least in essentially to
topological theories. Their conventional application to string theory is based on identi-
fication of the critical points of peculiar “double-scaling” limit [3, 4, 5, 6] of Hermitean
multimatrix models [7] with the c < 1 minimal conformal field theories [8] coupled to 2d
gravity. Such models are often supposed [9] to exhaust the entire set of consistent bosonic
2-dimensional string models, while bosonic strings beyond 2 space-time dimensions are
presumably unstable [10]. Technical methods, based on the application of matrix models,
appeared rather successful not only in the framework of perturbation theory, but allow
one to estimate the entire sums of perturbation series, thus rising the study of string
models to a qualitatively new level.
On the other hand, matrix models appeared to possess unexpectedly deep internal
mathematical structure [9]. In fact, if matrix models are used to describe interpolation
between different critical points (i.e. particular c < 1 string models), the interpolating
flows are mutually commuting, i.e. the entire pattern of flows constitutes an integrable
hierarchy (some reduction of Kadomtsev-Petviashvili (KP) system). This integrable struc-
ture indicates that the somewhat artificial description in terms of matrix integrals should
possess a more invariant algebro-geometrical description, which could be used for formula-
tion of the yet unknown dynamical principle of string theory, unifying all available string
models into distinguished and (hopefully) physically important entity.
The main obstacles on the way from matrix models to such general principle are:
(i) the sophisticated intermediate step: the double-scaling limit,
(ii) the somewhat obscure origin of integrability: it is not a priori obvious, why matrix
integrals with generic “potentials” are τ -functions of (reduced) KP-hierarchies,
(iii) the non-universal description of different c < 1 string models: some of them
are nicely unified as different critical points of particular multimatrix model, but there
is no nice interpolation between critical points of models with the different number of
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matrices. The naive way out is to use ∞-matrix model, but it is no longer described in
terms of finite-dimensional matrix integrals, and, more important, reductions to the case
of particular multimatrix model is too much singular.
In this paper we propose a kind of resolution of all these three problems. Namely, we
argue that there is a new one-matrix model [11] (which we call Generalized Kontsevich
Model (GKM)), which
(i) for a specially adjusted potential describes properly the double scaling limit of any
multimatrix model,
(ii) has the partition function, which is a KP τ -function, properly reducible at the
points, associated with multimatrix models, and satisfies an additional equation, which
reduces to conventional L−1-constraints for multimatrix models,
(iii) allows continuous deformation of potential, changing it from the form, associated
with a given multimatrix model to those corresponding to the others.
This makes the study of GKM a natural step in the development of string theory.
In the remaining part of this section we describe GKM and its relation to multimatrix
models more explicitly. The proofs are presented in sections 2-4. For a more condensed
presentation of our results see [11].
1.2 Generalized Kontsevich model
This paper is devoted to the study of 1-matrix model in external matrix field Λ, essentially
defined by the integral over N ×N matrix X :
F{V}N [Λ] ≡
∫
dX e−TrV(X)+TrΛX (1.1)
with arbitrary “potential” V(X) and dX = ∏Ni,j=1 dXij. Such integrals arise in considera-
tion of various problems [12, 13, 2, 14], but this time our purpose is to use (1.1) in order
to define a universal matrix model, which could describe interpolation between all the
multimatrix models and their critical points, as explained in sect.1.1 above. Namely, we
present strong arguments that partition function of such universal model may be identified
with Z{V}∞ [M ], where
5
Z
{V}
N [M ] ≡
∫
e−U(M,Y )dY∫
e−U2(M,Y )dY
(1.2)
with
U(M,Y ) = Tr[V(M + Y )− V(M)− V ′(M)Y ] (1.3)
and
U2(M,Y ) = lim
ǫ→0
1
ǫ2
U(M, ǫY ), (1.4)
(i.e. U2(M,Y ) is the Y
2-contribution to U(M,Y )).
After the shift of integration variable
X =M + Y (1.5)
the numerator in (1.2) may be rewritten in terms of (1.1):
∫
e−U(M,Y )dY = eTr[V(M)−MV
′(M)]F{V}N [V ′(M)]. (1.6)
The denominator in (1.2) is a simple Gaussian integral — a peculiar matrix generalization
of [V ′′(µ)]−1/2.
We shall call Z
{V}
N [M ], defined by eq.(1.2), the partition function of generalized Kont-
sevich model (GKM). The reason for this is that for the special choice of potential1:
V(X) = V2(X) = X3/3, (1.7)
eq.(1.2) becomes the partition function of original Kontsevich model [15]:
Z
{2}
N [M ] =
∫
dY e−1/3 TrY
3−TrMY 2∫
dY e−TrMY 2
=
= e−(2/3)TrM
3
∫
dX e−1/3 TrX
3+TrM2X∫
dX e−TrMX2
. (1.8)
Eq.(1.8) has a natural generalization, which is also a particular case of (1.2): if
1 We do not specify integration contour in matrix integrals (1.1), (1.2), since all what we are going to
discuss does not depend on it. To make contact with the literature, note that for potential VK = XK+1K+1
integrals should be over Hermitean or antiHermitean matrices if K + 1 is even or odd respectively.
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V(X) = VK(X) = X
K+1
K + 1
(1.9)
eq.(1.2) becomes
Z
{K}
N [M ] ≡
e−
K
K+1
TrMK+1∫ dX e−TrXK+1K+1 +TrMKX∫
dX e−
1
K
Tr[
∑
a+b=K−1
MaXMbX]
. (1.10)
We shall argue that Z{K}∞ [M ], defined by (1.10), is identical to the square root of partition
function of (K − 1)-matrix model in the double-scaling limit with
Tn =
1
n
Tr M−n, n 6= 0 mod K , (1.11)
playing the role of generalized Kazakov’s time-variables [3, 16]:
Z{K}∞ [M ] =
√
Γ
{K−1}
ds (Tn), (1.12)
where [7]
Γ
{K}
ds = lim
double scaling
K∏
i=1
∫
dMie
∑
tnTrMni +TrMiMi+1 (1.13)
(the term MKMK+1 in the exponent should be omitted; the change from discrete time-
variables {tn} to continuum {Tn} is implicit in performing the double-scaling limit, see
[16, 17]).
Since potential V(X) can be continuously deformed from oneK in (1.9) to another, the
GKM (1.2) as a corollary of (1.12) may be considered as continuous interpolation between
all the models of 2d gravity with c < 1, described by particular multicritical points of
particular multimatrix models (let us remind, that for K fixed the p-th multicritical point
is defined by the condition [1] that
all Tn = 0, except for T1 and TK+p, (1.14)
and according to (1.11) this is a constraint on the form of the matrix M).
This is the sense in which the GKM (1.2) may be considered as the universal partition
function of bosonic string models. We shall not discuss the implications of this fact
here, instead we shall concentrate on the arguments in favour of this conclusion, which
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are entirely based on the identity (1.12) (and also motivated by the nice features of
interpolating function Z{V}∞ [M ] itself — it is usually a KP τ -function, subjected to L−1-
constraint, see below). Our strategy is to try to understand as much as possible about
Z{K}∞ [M ], which stands at the l.h.s. of (1.12) and compare these results with what is
conjectured in [1] about
√
Γ
{K−1}
ds at the r.h.s.
1.3 Properties of Z{2}
In order to motivate our considerations let us remind first, what is known about Z{K}[M ]
in the particular case of K = 2.
Expression (1.2) has been derived in [15] as a representation of the generating func-
tional of intersection numbers of the stable cohomology classes on the universal module
space, i.e. it is defined to be a partition function of Witten’s 2d topological gravity [18].
In [2] (see also [13, 19] for alternative derivations) it was shown that as N → ∞ Z{2}∞
considered as a function of time variables (1.11), satisfies the set of Virasoro constraints
L{K=2}n Z{2}∞ = 0, n ≥ −1 , (1.15)
L{2}n =
1
2
∑
k odd
kTk∂/∂Tk+2n +
1
4
∑
a+b=2n
a,b odd and>0
∂2/∂Ta∂Tb +
+
1
4
∑
a+b=−2n
a,b odd and>0
aTabTb +
1
16
δn,0 − ∂/∂T3+2n. (1.16)
(Notations are slightly changed as compared to [2]. This derivation is partly reproduced
in sect.4.2 below.). Sometimes it may be convenient to consider the appearance of the
last item at the r.h.s. of (1.16) as result of additional shift of time-variables,
Tn → Tˆ {K}n ≡ Tn −
K
n
δn,K+1, (1.17)
however, these Tˆ -times are defined in a K-dependent way and do not seem to have too
much sense. Constraints (1.15) are exactly the equations [1, 20, 16], imposed on
√
Γ
{1}
ds .
Moreover, it is very plausible that they possess a unique solution, so that (1.15) in fact
implies that
8
Z{2}∞ =
√
Γ
{1}
ds . (1.18)
Alternative solution to the constraints (1.15) is given [1, 20] by a Galilean-invariant KdV
τ -function [21], and, relying upon the same belief that the solution is unique, one concludes
that Z{2}∞ is a τ -function of KdV-hierarchy, subjected to additional L{2}−1 -constraint:
Z{2}∞ = τKdV = τ
{2}, (1.19)
L{2}−1 τ {2} = 0. (1.20)
Notation τ {2} reflects the fact that any τKdV may be considered as a KP τ -function,
evaluated at specific points of Grassmannian (see sect.2.5 below for details), corresponding
to the 2-reduction of KP hierarchy. Generically, the τ -function of K-reduced hierarchy,
τ {K}(Tn), is the KP τ -function at peculiar points of Grassmannian and possesses the
following property:
τ {K}(T1...TK−1, TK , TK+1...T2K−1, T2K , T2K+1, ...) =
= e(
∑
n
anKTnK)τ {K}(T1...TK−1, 0, TK+1...T2K−1, 0, T2K+1, ...). (1.21)
This means that the entire dependence of generic τ {K} of all variables TnK (i.e. Tn with
n = 0 mod K) is exhausted by the simple exponent
exp(
∑
n
anKTnK) (1.22)
with time-independent parameters anK . Moreover, this factor is actually absent in the
case of GKM partition function: anK [Z
{K}] = 0.
The significance of the just reported results concerning K = 2 is two-fold. First,
they establish the relation (1.7) between two different models of 2d gravity: Witten’s
topological gravity [19], represented by Z{2}∞ [15], and ordinary quantum 2d gravity [4, 5, 6],
represented by Γ
{1}
ds . This was the main emphasize of ref.[2]. The second implication, and
it is the one of interest for us in this paper, is the possibility to describe the sophisticated
double-scaling limit of matrix model in terms of a completely different matrix model (1.2).
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It is important that Z
{K}
N is in fact a “smooth” function of N as N → ∞, and all the
properties of Z{K}∞ are just the same as at finite N ’s, — in variance with the double-scaling
limit for ordinary matrix models, the limit N → ∞ for GKM is non-singular. Also, to
avoid misunderstanding, we should emphasize that what we mean under double-scaling
limit here is not the limit, describing a particular fixed point, but the entire pattern of all
the flows between various fixed points of a given (K − 1)-matrix model, so that partition
function Γ
{K}
ds is indeed a function of all time-variables (1.3).
1.4 The case of arbitrary K
In order to generalize the identity (1.15) to the case of arbitrary K, i.e. to prove (1.12),
one can try to prove either an analogue of (1.15) or that of (1.19), (1.20) and compare the
result with the what is expected for
√
Γ
{K−1}
ds . This will be our strategy below. Namely,
in sect.2 a simple and promising formalism is developed, based on interpretation of (1.11)
as Miwa transformation, and we use it to prove that any Z{V}∞ [M ], defined by (1.2) and
(1.11) (i.e. with arbitrary V(X)) is in fact a KP τ -function — in particular, satisfies
bilinear Hirota difference equations. Moreover, in the Grassmannian parameterization of
KP τ -functions the point of Grassmannian is specified by the choice of potential V(X),
so that multimatrix models with different K are (due to (1.12)) associated with different
points of Grassmannian. (In terms of the universal module space these points are in fact
associated with certain infinite-genus hyperellyptic surface for K = 2, and with certain
infinite genus abelian coverings of degreesK in the general case. In this sense interpolation
with the changing V(X) is some flow at infinity of the universal module space.)
What is specific for a given K is that whenever V(X) is a homogeneous polynomial
of degree K + 1, i.e. if it is of the form (1.9), the KP τ -function becomes independent
of all TKn, i.e. acquires the property (1.21) and may be considered as τ -function τ
{K} of
K-reduced hierarchy. This will be also explained in more details in sect.2 below.
Though any Z{V}∞ [M ] defined by (1.2) is a KP τ -function, the inverse statement is not
correct. Z{V}∞ [M ] is subjected to the infinite set of constraints, essentially implied by the
Ward identities for the integral (1.1) [12, 2]:
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{
Trǫ(Λ)
[
V ′( ∂
∂Λtr
)− Λ
]}
F{V}N = 0 (1.23)
with any ǫ(Λ). These identities result from invariance of (1.1) under any shift of integra-
tion variable X → X + ǫ(Λ). Eq.(1.23) seems to provide a complete set of differential
equations, unambiguously defining F{V}N (up to a Λ and N -independent constant). This
statement is the actual basis for all of the arguments, which make use of the uniqueness
of solutions to any constraints.
As shown in [2] in the particular case of K = 2 the entire set of such identities with all
possible ǫ(Λ) is equivalent to (1.15) and thus implies (1.19) and (1.20). In fact in sect.2
we follow a somewhat different logic and give an alternative direct derivation of relations
Z{V}∞ = τ , Z
{K}
∞ = τ
{K} (1.24)
for any V(X) and K, so it remains only to prove the analogue of (1.20). Such direct proof
is presented in sect.3, moreover it is valid not only for potentials of the form (1.9), but
for any V(X) :
L{V}−1 Z{V} =


∑
n≥1
Tr[
1
V ′′(M)Mn+1 ]
∂
∂Tn
+
+
1
2
∑
i,j
1
V ′′(µi)V ′′(µj)
V ′′(µi)− V ′′(µj)
µi − µj −
∂
∂T1

Z{V} = 0 , (1.25)
where µi are eigenvalues of the matrix M .
For potentials (1.9) L{V}−1 acquires conventional form of L{K}−1 (see eq.(1.28) below) and
may be easily supplemented by other generators of Virasoro algebra.
Despite of eqs.(1.24) and (1.25) provide a complete description of partition function of
GKM, the study of direct consequences of Ward identities (1.23) also seems interesting.
In particular, it should lead to a direct derivation of the analogue of Virasoro constraints
(1.15). It also deserves noting that the meaning of constraints on Z{V}∞ [M ] is that V(X)
parametrizes only some restricted subset of the universal module space. Only this subset
is associated with matrix models and interpolations between them. This is also clear
from the fact that V(X) = ∑ VnXn is naturally parameterized by an infinite vector
{Vn} rather than by a matrix Amn, what would be natural for the entire Grassmannian.
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Remarkably enough the “dimension” of this subset is just the same as that of the space
of time-variables (the space of potentials is parameterized by a vector {Vn}, while that
of time-variables — by {Tn} or by eigenvalue vector {µn} of the matrix M). This clearly
suggests that a formalism should exist for so restricted set of τ -functions, which would
treat potentials and times in a more symmetrical fashion (see also discussion in sect.3.4)2.
Implications of Ward identities (1.23) for Z{K}∞ [M ] with K > 2 are discussed to some
extent in sect.4. This is a straightforward calculation, though much more tedious than
in the simplest case of K = 2. We argue that the proper generalization of (1.15) for the
case of K = 3 is given by the following set of constraints:
W(3)3n Z{3}∞ = 0, n ≥ −2;

∑
k≥1
(3k − 1)Tˆ3k−1W(2)3k+3n +
∑
a+b=3n
∂
∂T3a+2
W(2)3b−3

Z{3}∞ = 0, a, b ≥ 0, n ≥ −2;

∑
k≥1+δn+3,0
(3k − 2)Tˆ3k−2W(2)3k+3n +
∑
a+b=3n
∂
∂T3a+1
W(2)3b−3

Z{3}∞ = 0, a, b ≥ 0, n ≥ −3.
(1.26)
HereW(j)Kn stands for the Kn-th harmonics of the j-th generator of Zamolodchikov’s WK-
algebra, and the proper notation would be W(j){K}n or W(j){K}Kn . The way to express these
quantities through free fields is described in [1]; for example,
W(3)3n = 3
∑
k,l≥1
kTˆklTˆl
∂
∂Tk+l+3n
+ 3
∑
k≥1
kTˆk
∑
a+b=k+3n
∂2
∂Ta∂Tb
+
∑
a+b+c=3n
∂3
∂Ta∂Tb∂Tc
+
+
∑
a+b+c=−3n
aTˆabTˆbcTˆc; a, b, c > 0, a, b, c, k, l 6= 0 mod 3
(1.27)
and
W(2)Kn ≡ L{K}n =
1
K
∑
k
kTˆk∂/∂Tk+Kn +
1
2K
∑
a+b=Kn
a,b>0
∂2/∂Ta∂Tb +
2Let us also remark that such symmetry exposes itself in the fact that the degree of potential K and
the order of the multicriticity p+K (fixed by the choice of times) give the theory of minimal matter with
c = 1− 6(p−K)2
pK
coupled to 2d gravity, and, thus, p and K should enter the theory on equal footing.
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+
1
2K
∑
a+b=−Kn
a,b>0
aTˆabTˆb +
(K − 1)(K + 1)
24K
δn,0. (1.28)
(Note that in order to make formulas a bit more compact, we expressed all these operators
through Tˆ {3}n rather than Tn-variables. These are defined in (1.17), ∂/∂Tˆ = ∂/∂T.) The
analogue of (1.26) for K > 3 is a more or less obvious generalization of (1.26), involving all
the generators W(K)Kn , W(K−1)Kn , ..., W(2)Kn of WK-algebra with the “coefficients” made from
Tˆ ’s and (∂/∂T )’s. The form of these operators is a bit reminiscent of the W˜-operators,
introduced in [14, 22] as ingredients of Ward identities in discrete multimatrix models.
Eqs.(1.26) (and their analogues for K > 3) are obviously resolved by any solution of
the simpler set of equations,
W(k)KnZ{K} = 0, k = 2, 3, ..., K; n ≥ 1− k (1.29)
(eq.(1.20) is the particular case: k = 2, n = −1). On the other hand (1.26) are equivalent
to (1.23) for the particular form of potential (1.9), and thus are supposed to possess a
single solution. Therefore from this point of view it also looks plausible that (1.26) (and
its counterpart for any K) is simply equivalent to (1.29). Unfortunately we do not provide
an explicit proof of this equivalence (though we could rely, of course, upon the indirect
proof from ref.[1], deducing (1.29) from eqs.(1.19),(1.20), which are proved in sect.2,3
without any reference to (1.23)).
If one believes in this transition from (1.26) to (1.29), we can finally return to multi-
matrix models. Namely, in [1] it was suggested that
√
Γ
{K−1}
ds
(i) is a τ -function of K-reduced hierarchy,
(ii) satisfies the constraint
L{K}−1
√
Γ
{K−1}
ds = 0, n ≥ −1, (1.30)
and, as a corollary of (i) and (ii),
(iii) satisfies the entire set of eqs.(1.29):
W{k}Kn
√
Γ
{K−1}
ds = 0, k = 2, 3, ..., K; n ≥ 1− k. (1.31)
Now it remains to use the above-mentioned assertion that this system has a unique solution
in order to arrive to our identification
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Z{K}∞ =
√
Γ
{K−1}
ds (1.32)
and thus to the central idea of this paper: universality of GKM (1.2).
1.5 Comments
Before we proceed to actual derivation of all these statements, let us comment briefly
on the very status of the constraints (1.29) imposed on
√
Γ
{K−1}
ds . In order to honestly
derive such constraints on the lines of [16] it is first necessary to find out their counterparts
(loop equations) in the discrete multimatrix models (these are expressed in terms of the so
called W˜ operators in [2, 22]), then carefully perform the appropriate reductions (including
identification of all the K − 1 a priori different potentials), and take the double-scaling
limit. The actual form of the W˜-constraints is very similar to (1.26) and therefore it may
happen that the final constraints would arise just in the form of (1.26) rather than (1.29).
This could make the relation (1.26) even more important.
After this general description of our reasoning and results it remains to prove that
(i) Z{V}∞ as defined by (1.2) (the limit N →∞ is smooth) is indeed a KP τ -function;
(ii) for any V(X) it is subjected to additional constraint (1.25);
(iii) if V(X) = const · XK+1, then Z{K}∞ in fact becomes a τ -function τ {K} of the
K-reduced KP-hierarchy;
(iv) in this case also the entire set of constraints like (1.15) for K = 2 and (1.26) for
K = 3 are imposed on Z{K}∞ .
The proof of the points (i),(iii) is given in sect.2, (ii) is discussed in sect.3 and (iv)
— in sect.4. While (i),(ii),(iii) are proved in full generality — for any potential V(X), —
the universal form of the constraints (iv) is not completely understood. Moreover, the
proof of (iv) for the case of V(X) = X
K+1
K + 1
, as presented in sect.4, is not complete even
in the simplest case of K = 3. Also the proof of (iv) is not independent of (iii), since
eq.(1.21) is used. The deep understanding of these W∞-constraints and their universal
formulation remains the first obvious problem for GKM to be resolved in the future. The
second obvious problem is to find out the algebro-geometrical origin of the model (1.2)
itself.
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2 Partition function of the GKM as KP τ-function
2.1 Short summary
The purpose of this section is to prove that:
(A) The partition function Z
{K}
N [M ], if considered as a function of time-variables
Tn =
1
n
trM−n , (2.1)
is a KP τ -function for any value of N and any potential V[X ].
(B) As soon as V[X ] is homogeneous polynomial of degree K + 1, Z{K}N [M ] is in fact
a τ -function of K-reduced KP hierarchy. Moreover, actually,
∂Z{K}
∂TnK
= 0.
In order to prove these statements, first, in sect. 2.2 we rewrite the r.h.s. of eq.(1.2)
in terms of determinant formula (2.21)
Z
{K}
N [M ] =
det(ij)φi(µj)
∆(µ)
i.j = 1, ..., N. (2.2)
We show in sect. 2.3 that any KP τ -function in the Miwa parameterization does have the
same determinant form. Finally, as a check of self-consistency, we prove in sect. 2.4 that
any determinant formula (2.2) with any set of functions {φi(µ)} satisfies Hirota difference
equation.
A brief description of Grassmannian (or Universal module space) language is given
in sect. 2.5. The point of Grassmannian corresponding to τ -function (2.2) is defined by
the infinite-vector function {φi(µ)}. Remarkably, the results of ref. [23] which concern
identification of the points in Grassmannian, associated with multi-matrix models, are
immediately reproduced from the explicit expressions for the basis {φi(µ)}. This exhausts
our discussion of (A).
The main thing which distinguishes matrix models from the point of view of solutions
to the KP-hierarchy is that the set of functions {φi(µ)} in (2.2) is not arbitrary. Moreover,
this whole infinite set of functions is expressed in terms of a single potential V[X ] (i.e.
instead of arbitrary matrix Aij in φi(µ) =
∑
Aijµ
j we have here only a vector Vi or
V[µ] = ∑Viµi). This is the origin of L−1 and other W- constraints (which in the context
of KP-hierarchy may be considered as implications of L−1). All these constraints are
in fact contained in the Ward identity (1.23). While the detailed discussion of these
constraints is postponed to the sect.3,4, in subsect.2.6 we discuss another implication of
(1.23) arising in the case of polynomial V[X ]. Namely, whenever V[X ] is a homogeneous
polynomial of degree K + 1, φi+K(µ) in (2.2) can be substituted by µ
kφi(µ) and in such
points of Grassmannian KP τ -function is known to possess the property (1.21) and thus
may be considered as a τ -function τ {K} of K-reduced KP hierarchy. In sect.2.7 we prove
that the factor (1.22) is actually absent in GKM. This is all to be said below about (B).
2.2 From GKM to determinant formula
Numerator of (1.2). We begin from evaluation of the integral (1.1):
F{V}N [Λ] ≡
∫
dX e−Tr[V(X)−TrΛX]. (2.3)
If eigenvalues of X and Λ are denoted by {xi} and {λi} respectively, this integral can be
rewritten as
VN
∆(Λ)
[
N∏
i=1
∫
dxie
−V(xi)+λixi
]
∆(X). (2.4)
VN stands for the volume of unitary group U(N) and is unessential in what follows;
∆(X) and ∆(Λ) are Van-der-Monde determinants, e.g. ∆(X) =
∏
i>j(xi − xj). The
transformation, leading from (2.3) to (2.4), is a trick, familiar from the study of multi-
matrix models in the formalism of orthogonal polynomials [24, 7, 25], and we do not
dwell upon this point. For what follows it is very important that the term TrΛX in
(2.3) is linear in X (be it instead, say, TrΛXp , the polynomial factor ∆(X) at the r.h.s.
of eq.(2.4) would be substituted by ∆2(X)/∆(Xp) and our reasoning below would be
unapplicable).
The r.h.s. of (2.4) is proportional to the determinant of N ×N matrix
∆−1(Λ)det(ij)Fi(λj) (2.5)
with
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Fi+1(λ) ≡
∫
dx xie−V(x)+λx = (
∂
∂λ
)iF1(λ). (2.6)
Note that
F1(λ) = F{V}N=1[λ] . (2.7)
If we recall that in GKM
Λ = V ′(M) (2.8)
and denote the eigenvalues of M trough {µi} , eq.(2.6) acquires the form:
F{V}N [V ′(M)] =
det Φ˜i(µj)∏
i>j(V ′(µi)− V ′(µj))
, (2.9)
where
Φ˜i(µ) = Fi(V ′(µ)). (2.10)
Denominator. Proceed now to the denominator of (1.2):
I
{V}
N [M ] ≡
∫
dX e−U2(M,X). (2.11)
Making use of U(N)-invariance of Haar measure dX one can easily diagonalize M in
(2.11). Of course, this does not imply any integration over angular variables and provide
no factors like ∆(X). Then for evaluation of (2.11) it remains to use the obvious rule of
Gaussian integration,
∫
dX e−
∑N
i,j
UijXijXji ∼
N∏
i,j
U
−1/2
ij (2.12)
(an unessential constant factor is omitted), and substitute the explicit expression for
Uij(M). If potential is represented as a formal series,
V(X) =
∞∑
n=1
VnXn, (2.13)
(and thus is supposed to be analytic in X at X = 0), eq.(1.4) implies that
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U2(M,X) =
∞∑
n=0
(n + 1)Vn+1


∑
a+b=n−1
TrMaXM bX

 ,
and
Uij =
∞∑
n=0
(n+ 1)Vn+1


∑
a+b=n−1
µai µ
b
j

 =
∞∑
n=0
(n+ 1)Vn+1
µni − µnj
µi − µj =
V ′(µi)− V ′(µj)
µi − µj .
Coming back to (1.2), we conclude that
Z
{V}
N [M ] = e
Tr[V(M)−MV ′(M)]FN [V ′(M)]
I{K}[M ]
∼
∼ [det Φ˜i(µj)]
N∏
i>j
Uij
(V ′(µi)− V ′(µj))
∏
i=1
s(µi) =
[det Φ˜i(µj)]
∆(M)
N∏
i=1
s(µi) . (2.14)
Here s(µi) ≡ [Uii]1/2eV(µi)−µiV ′(µi), i.e.
s(µ) = [V ′′(µ)]1/2eV(µ)−µV ′(µ) (2.15)
The product of s-factors at the r.h.s. of (2.16) can be absorbed into Φ˜-functions:
Z
{V}
N [M ] =
[detΦi(µj)]
∆(M)
, (2.16)
where
Φi(µ) = s(µ)Φ˜i(µ). (2.17)
Kac-Schwarz operator. From eqs.(2.6),(2.10) and (2.15) one can deduce that Φi(µ)
can be derived from the basic function Φ1(µ) by the relation
Φi(µ) = [V ′′(µ)]1/2
∫
(y + µ)i−1e−U(µ,y)dy = Ai−1{V}(µ)Φ1(µ) , (2.18)
where U(µ, y) is defined by eq.(1.3) and A{V}(µ) is the first-order differential operator
A{V}(µ) = s
∂
∂λ
s−1 =
eV(µ)−µV
′(m)
[V ′′(µ)]1/2
∂
∂µ
e−V(µ)+µV
′(µ)
[V ′′(µ)]1/2 =
=
1
V ′′(µ)
∂
∂µ
+ µ− V
′′′(µ)
2[V ′′(µ)]2 . (2.19)
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In the particular case (1.9)
A{K}(µ) =
1
kµk−1
∂
∂µ
+ µ− k − 1
2kµk
coincides (up to the scale transformation of µ and A{K}(µ)) with the operator which
determines the finite dimensional subspace of the Grassmannian in ref.[23] (we shall return
to this point in sect.2.5). We emphisize that the property
Φi+1(µ) = A{V}(µ)Φi(µ) (Fi+1(λ) =
∂
∂λ
Fi(λ)) (2.20)
is exactly the thing which distinguishes partition functions of GKM from expression (2.2)
for generic τ -function,
τ
{φi}
N [M ] =
[det φi(µj)]
∆(M)
, (2.21)
with arbitrary sets of functions φi(µ). In the next section we demonstrate that the quan-
tity (2.21) is in fact a KP τ -function in Miwa coordinates. Implications of additional
constraint (2.20) will be discussed in sect.2.6 and sect.3,4.
N-dependence. Before we proceed to discussion of Miwa coordinates, two more things
about the formula (2.21) deserve mentioning. First, the entire set {φi(µ)} is naturally N -
independent and infinite. It is reasonable to require also that φi’s are linear independent
and
φi(µ)/φ1(µ) = ciµ
i−1(1 + o(
1
µ
)), (2.22)
with µ-independent ci (this is true for functions (2.7)). Then the set {φi(µ)} is identified
as projective coordinates of a point of Grassmannian, see sect.2.5. The r.h.s. of eq.(2.21)
naturally represents τ {φi}∞ [M ] for an infinitely large matrix M . In order to return to the
case of finite N it is enough to require that all eigenvalues of M , except µ1, . . . , µN , tend
to infinity. In this sense the function τ
{φi}
N [M ] in (2.21) is independent of N ; the entire
dependence on N comes from the argument M : N is the quantity of finite eigenvalues of
M . As a simple check of consistency, let us additionally carry µN to infinity in (2.21),
then, according to (2.22)
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detNφi(µj) ∼ cNφ1(µN)(µN)N−1 · detN−1φi(µj) · (1 + o(1/µN))
and
∆N(M) ∼ (µN)N−1∆N−1(M)(1 + o(1/µN)),
so that
τ
{φi}
NµN
∼
µN→∞
τ
{φi}
N−1 · [cNφ1(µN)](1 + o(1/µN)). (2.23)
This is the exact statement about the N -dependence of τN . Actually in GKM cNφ1(µ) = 1
at µ→∞ . In what follows we often omit the subscript N.
Multiplicities. The second remark concerns the form of the r.h.s. of (2.21), when some
eigenvalues of M coincide (see also eq.(2.30) below). If eigenvalue µi appears with the
multiplicity pi , eq.(2.21) looks like
τ [(µi, pi)] ∼
det[φi(µj)A{V}φi(µj) ... A
pj−1
{V} φi(µj)]∏
i>j(µi − µj)pipj
. (2.24)
Notation in this formula is not very transparent: it is implied that the matrix in the
numerator has rows of the form
φi(µ1), A{V}φi(µ1), ... , A
p1−1
{V} φi(µ1),
φi(µ2), A{V}φi(µ2), ... , A
p2−1
{V} φi(µ2), φi(µ3), A{V}φi(µ3), ... ,
where operator A{V} is defined by eq.(2.19). Expression (2.24) will be used in sect.2.4
in the proof of Hirota identity. Note also that if some µi → ∞, this may be treated as
vanishing of the corresponding multiplicity, pi = 0. Such µi obviously do not contribute to
(2.24). Thus, the value of N (the finite size of the matrixM in GKM) may be interpreted
as the number of µ’s which appear with non-vanishing multiplicities.
2.3 KP τ-function in Miwa parameterization
Generic KP τ -function is a correlator of a special form:
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τG{Tn} = 〈0| : e
∑
TnJn : G|0〉 (2.25)
with
J(z) = ψ˜(z)ψ(z); G = : exp Gmnψ˜mψn : (2.26)
in the theory of free 2-dimensional fermionic fields ψ(z), ψ˜(z) with the action
∫
ψ˜∂¯ψ.
Vacuum states are defined by conditions
ψn|0〉 = 0 n < 0 , ψ˜n|0〉 = 0 n ≥ 0 (2.27)
where ψ(z) =
∑
Z ψnz
n dz1/2 , ψ˜(z) =
∑
Z ψ˜nz
−n−1 dz1/2.
The crucial restriction on the form of the correlator, implied by (2.26) is that the
operator : e
∑
TnJn : G is Gaussian exponential (exponent is quadratic in fields), so that
insertion of this operator may be considered as modification of ψ˜ − ψ propagator, and
Wick’s theorem is usually applicable. Namely, the correlators
CG({µi}, {λj}) ≡ 〈0|
∏
i
ψ˜(µi)ψ(λi)G|0〉 (2.28)
for any relevant G are expressed through the pair correlators of the same form:
CG({µi}, {λj}) = det(ij)CG{µi, λj}. (2.29)
Operator G in (2.28) can be safely substituted by the entire : e
∑
TnJn : G , but we do
not need this for our purposes below. Instead with the help of Miwa transformation we
shall express : e
∑
TnJn : in (2.25) through insertions of fermionic operators. Then (2.25)
acquires the form of (2.28) and after that the application (2.29) provides a representation
for τ -function in determinant form, to be compared with eq.(2.21) for partition function
of GKM.
There are slightly different forms of Miwa transformation. Usually one writes
Tn =
1
n
∑
i
pi
1
µn
i
(2.30)
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and treats the r.h.s. as an integral
∫
p(µ)
µn
over Riemann sphere with coordinate µ and
singular function p(µ) =
∑
i piδ(µ− µi). We use instead the transformation (2.1):
Tn =
1
n
Tr M−n =
1
n
∑
i
1
µni
, (2.31)
interpreting µi’s as eigenvalues of the matrixM , all coming with unit multiplicities pi = 1
(while pi > 1 in (2.30) may be interpreted as result of coincidence of pi eigenvalues). The
form (2.30) of Miwa transformation is preferable from the point of view of invertibility
and also is convenient for the proof of Hirota identities (see sect.2.4 below).
The simplest way to understand what happens to the operator e
∑
TnJn after the sub-
stitution of (2.31), is to use the free-boson representation of the current J(z) = ∂ϕ(z).
Then
∑
TnJn =
∑
i
{∑
n
1
n · µni
ϕn
}
=
∑
i
ϕ(µi), and
: e
∑
i
ϕ(µi) :=
1∏
i<j(µi − µj)
∏
i
: eϕ(µi) : . (2.32)
In fermionic representation it is better to start from
Tn =
1
n
∑
i
(
1
µni
− 1
µ˜ni
) (2.33)
instead of (2.31). Then
: e
∑
TnJn :=
∏N
i,j(µ˜i − µj)∏
i>j(µi − µj)
∏
i>j(µ˜i − µ˜j)
∏
i
ψ˜(µ˜i)ψ(µi) . (2.34)
In order to come back to (2.31) and (2.32) it is necessary to shift all µ˜i’s to infinity. This
may be expressed by saying that the left vacuum in (2.25) is substituted by
〈N | ∼ 〈0|ψ˜(∞)ψ˜′(∞)...ψ˜(N−1)(∞).
The τ -function (2.25) can be represented in various forms:
τGN [M ] = 〈0| : e
∑
TnJn : G|0〉 = ∆(M)−1〈N |∏
i
: eϕ(µi) : G|0〉 =
= lim
µ˜j→∞
∏
i,j(µ˜i − µj)∏
i>j(µi − µj)
∏
i>j(µ˜i − µ˜j)
〈0|∏
i
ψ˜(µ˜i)ψ(µi)G|0〉 = lim
µ˜j→∞
CG({µ˜i}, {µi})
CI({µ˜i}, {µi}) ,
(2.35)
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and applying the Wick’s theorem (2.29) we obtain:
τGN [M ] = limµ˜j→∞
det(ij)
CG(µ˜i, µj)
CI(µ˜i, µj)
=
det φi(µj)
∆(M)
(2.36)
with functions
φi(µ) ∼ 〈0|ψ˜(i−1)(∞)ψ(µ)G|0〉. (2.37)
Thus, we proved that KP τ -function in Miwa coordinates (2.2) has the determinant form
(2.1).
Below we shall need a more detailed expression of the right hand side in the eq.(2.35),
when all points µ˜i tend to the same value 1/t with fixed t 6= 0. From (2.35) one can
obtain:
τGN [t|M ] ≡
∏
i(1− tµi)N∏
i>j(µi − µj)
det
{
1
(i− 1)!∂
i−1
t 〈0|ψ˜(t−1)ψ(µj)G|0〉
}
=
=
∏
i(1− tµi)N∏
i>j(µi − µj)
det

 1(i− 1)!∂i−1t
〈0| : eΣ 1n (µ−nj −tn)Jn : G|0〉
1− tµj

 (2.38)
In the limit of t→ 0 we obtain the formula (2.37) with
φi(µ) = lim
t→0
φi(µ, t) =
1
(i− 1)! limt→0 ∂
i−1
t
〈0| : eΣ 1n (µ−n−tn)Jn : G|0〉
1− tµ . (2.39)
Eqs.(2.38) and (2.39) will be used in sect.3.2 in one of our derivations of the L−1- con-
straint.
One more remark is in order now. From the form of the operator expansion for
ψ˜(∞)ψ(µ) it is clear that the function φi(µ) , as given by (2.39), behaves as µi−1(1+o(1/µ))
when µ→∞, in accordance with (2.37), and all the functions φi(µ) are independent. This
last statement should be more or less clear from the fact, that the set {φi(µ)} contains all
the information about fermionic propagator CG(µ˜, µ) , which is exactly the same as the
information in operator G , which should be of the form (2.26), and defines the actual
fermionic action. To make this mutual independence of φ’s even more transparent we prove
in the next section 2.4 that Hirota identities are satisfied by the quantity (2.36) with any
set of functions {φi(µ)}. The possibility to choose {φi(µ)} in any way is important for
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us to argue without going into any more details, that partition function of GKM, which
was expressed in determinant form (2.36) with specific choice of φi = Φi , is indeed a KP
τ -function.
2.4 Hirota equations for τ-function in Miwa coordinates
The usual form of bilinear Hirota equations, which are the defining equations of KP
τ -functions, is:
∞∑
i=0
Pi(−2y)Pi+1(D˜T )e[
∑
i
yiDTi ]τ · τ = 0
where DT are Hirota symbols, D˜ ≡ (DT1 , 12DT2 , . . .) and Pi are Schur polynomials.
Note that these equations are in fact more than KP equations themselves, which
describe evolution of the functions ui(Tn) (u(Tn) ≡ u2(Tn) ≡ ∂
2 log τ
∂T 21
and all other ui(Tn)
can be determined from the relations
∂
∂T1
∂
∂Tn
log τ = (Ln)−1 with L ≡ ∂ +∑∞i ui+1∂−i
and ∂ ≡ ∂
∂T1
— see (3.35) and (3.36)) rather than τ -itself. Indeed, any transformation
τ(Tn)→ τ(Tn)eH(T2,T3...)+T1H˜ (2.40)
with ∂H/∂T1 = 0 and H˜ = const does not change ui(Tn), i.e. H and H˜ can not be
fixed by the entire set of KP equations. They are, however, fixed by Hirota equations (up
to linear function H + T1H˜ =
∑
bnTn, bn = const). This remark is important for the
subject of matrix models when ever interpolation between critical points is considered.
For example, one can use the representation
τ(Tn) = exp{
∫ T1
(T1 − x)u(x, T2 . . .)dx+H(T2, T3 . . .) + T1H˜} (2.41)
and at any given multicritical point the functions H , H˜ are unessential. However, they
are very important for interpolations, and, in particular, for the relevance of Virasoro and
W-constraints.
Our first task in this section is to rewrite the Hirota equations in Miwa coordinates
(2.1). Since this is a widely known transformation (see, for example [26]), we just cite
here the answer: Hirota equations in Miwa coordinates state that
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(µa − µb)τ(pa, pb, pc + 1)τ(pa + 1, pb + 1, pc) +
+(µb − µc)τ(pa + 1, pb, pc)τ(pa, pb + 1, pc + 1) +
+(µc − µa)τ(pa, pb + 1, pc)τ(pa + 1, pb, pc + 1) = 0, (2.42)
where τ -function is expressed through the Miwa variables (2.30) according to eq.(2.24)
and three arbitrary eigenvalues from the set {µi} with corresponding multiplicities are
chosen.
The second task is to prove that τ [M ] = ∆(M)−1det φi(µj) with any {φi(µ)} satisfies
(2.42).
All we need to derive the desired equations is the well known Jacobi identity for the
determinants. For any (N + 2) × (N + 2) determinant J we denote by J
(
i1...is
j1...js
)
the
determinant obtained from J with s rows i1, ... , is and s columns j1, . . . , js omitted.
Then the Jacobi identity reads
J
(
i, j
i, j
)
J = J
(
i
i
)
J
(
j
j
)
− J
(
i
j
)
J
(
j
i
)
.
Let us consider τN({µ}) ≡ τN (µ1, . . . , µN) and divide the given ( a priori different) set of
eigenvalues µ1, . . . , µN into the L “clusters” of sizes p1, . . . , pL :
µ1, ... , µp1; µp1+1, ... , µp1+p2; ... ;µp1+...+pL−1+1, ... , µp1+...+pL ,
where
∑
j pj = N . Then one should introduce two additional eigenvalues µN+1, µN+2 and
apply the Jacobi identity for i = N+1, j = N+2 to the function τN+2({µ}, µN+1, µN+2).
Then simple calculation gives the following system of equations:
τN+2({µ}, µN+1, µN+2)τN ({µ}) =
=
1
µN+1 − µN+2 {τN+1({µ}, µN+2)τˆN+1({µ}, µN+1) −
− τN+1({µ}, µN+1)τˆN+1({µ}, µN+2)}
(2.43)
where τˆN+1 denotes some new τ -function which is obtained from the given τN+1 by a
change of the last row: φN+1 → φN+2 . Now let all the eigenvalues in each cluster tend
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to the values µ1, . . . , µL respectively and µN+1 → µa, µN+2 → µb where µa and µb belong
to different clusters. Then eq.(2.43) acquires the form (in the notations as in eq.(2.42)):
(µa − µb)τ(pa + 1, pb + 1, pc)τ(pa, pb, pc) =
= τ(pa, pb + 1, pc)τˆ (pa + 1, pb, pc)− τ(pa + 1, pb, pc)τˆ (pa, pb + 1, pc) ,
(2.44)
where pc describes some arbitrary third cluster different from the previous ones. One can
multiply this equation by the factor
τ(pa, pb, pc + 1)
τ(pa, pb, pc)
and write down the couple of two
another equations obtained by cyclic permutations among indices (a, b, c). The sum of
these three equations coincides with eq.(2.42).
Another interesting expression can be derived from the eq.(2.44) as follows. Let us
make the shift pa → pa − 1, N → N − 1 and put pb = 0 (this means that we have the
cluster with the single element µb in the corresponding τ -functions in eq.(2.44)). Then in
the limit µb → µa we have τ(pa, pb + 1) → τ(pa + 1) (notations of other clusters will be
omitted since they don’t changed) and equation now takes the form
τN+1(pa + 1)τN−1(pa − 1) =
= τN (pa) lim
µb→µa
∂
∂µb
τˆN (pa, µb)− τˆN(pa) lim
µb→µa
∂
∂µb
τN(pa, µb) .
Simple calculation gives further that
lim
µb→µa
∂
∂µb
τN (pa, µb) =
1
pa
∂
∂µa
τN(pa)
and now we obtain
paτN+1(pa + 1)τN−1(pa − 1) = τ 2N (pa)
∂
∂µa
τˆ(pa)
τ(pa)
. (2.45)
This equation holds for every function in the form (2.21). More concrete expression can
be obtained for the GKM partition function F{V}N defined by eq.(2.9) in the terms of λ’s
variables (see eq.(2.8)). For this quantity the following relation holds:
Fˆ{V}N =
L∑
c=1
∂
∂λc
F{V}N .
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Therefore we have
paF{V}N+1(pa + 1)F{V}N−1(pa − 1) =
= F{V}N (pa)
L∑
b=1
∂2
∂λa∂λb
F{V}N (pa)−
∂
∂λa
F{V}N (pa)
L∑
b=1
∂
∂λb
F{V}N (pa) .
We should remark that in the case of p1 = N , pa = 0, a ≥ 1 (λi ≡ λ) this equation
reduces to the Toda-chain one. Indeed, now F{V}N (pa) has very simple determinant form
F{V}N (λ) =
1
(N − 1)!det ∂
i+jF1(λ) .
It is just determinant of matrix with specific Toda-chain symmetry of constant entries
along anti-diagonal [27]. From the other point of view, matrix integral (1.1) reduces in
the present case (of proportional to unit matrix Λ) to standard discrete model partition
function which is well-known to correspond to Toda-chain hierarchy [28, 17]. If we return
to the original description in the terms of µ’s (see eqs.(2.16), (2.24)), then our final
equation is
pa
τN+1(pa + 1)τN−1(pa − 1)
V ′′(µa) = τ
2(pa)
L∑
b=1
∂2
∂λa∂λb
log
τN (pa)
N , (2.46)
N =
( ∏
m>n
(µm − µn)pmpn
)−1 L∏
n=1
(
[V ′′(µn)]1/2eV(µn)−µnV ′(µn)
)pn
.
We shall return to eq.(2.46) in sect.3.3 in the context of the string equation.
2.5 Grassmannian description of KP τ-function
In this section we present the necessary material about infinite dimensional Grassmanni-
ans and their connection to integrable hierarchies. The details and proofs can be found
in [29, 30, 31].
Definitions. Let us consider the infinite dimensional Hilbert space H realized as the
space of Laurent series φ(µ) on the unit circle S1(µ ∈ S1) on the complex plane. This
space is naturally represented as the direct sum H = H+⊕H− , where H+(H−) is spanned
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by the vectors {µn}, n ≥ 0 ({µ−n}, n > 0), n ∈ Z. These vectors form the orthogonal
basis in H : 〈µn, µm〉 = δnm.
The infinite dimensional Grassmannian Gr is the set of subspaces W ∈ H (Grassman-
nian point) satisfy the two conditions:
1) the orthogonal projector pr+ : W → H+ is Fredholm operator, i.e. the kernel and
co-kernel are finite dimensional spaces;
2) The orthogonal projector pr− : W → H− is compact operator.
This definition corresponds to Sato’s Grassmannian rather than Segal-Wilson one,
where φ(µ) should be convergent in some neighborhood of ∞ .
The index of pr+ is called the relative dimension of W :
ind pr+ = dim(ker pr+) − dim(coker pr+).
Grassmannian is decomposed into the direct sum of the connected components:
Gr =⊕
n
Grn, (2.47)
where Grn consists of W ’s with the relative dimension n. For our purposes it is sufficient
to deal with Gr0.
It is convenient to represent linear operators acting in H as block matrices with respect
to the decomposition H+ ⊕H− :
α =

 a b
c d

 , α ∈ GL(∞), (2.48)
where the operators a, b, c, d act as follows: a: H+ → H+, b: H− → H+, and so on.
Clearly, b and c should be compact operators.
For applications to integrable hierarchies the following commutative subgroup Γ ⊂
GL(∞) is of importance. It consists of the mappings from S1 to non-zero complex numbers
and acts onH by multiplications of the Laurent series. There are two natural commutative
subgroups Γ+ and Γ− in Γ : the elements of Γ+(Γ−) can be analytically continued inside
(outside) S1. Their elements γ+(µ) ∈ Γ+ and γ−(µ) ∈ Γ− can be parameterized through
the infinite sets {Tk} and {T˜k} (k ≥ 1) of independent variables (“times”):
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γ+(µ) = exp(
∑
k≥1
Tkµ
k), γ−(µ) = exp(
∑
k≥1
T˜kµ
−k). (2.49)
Let {φn} (n ≥ 0) be a basis in W . It is called admissible if the operator transforming µn
to pr+(φn) in H+ has a well-defined determinant.
We can write
φn =
∞∑
k=1
(φ+)nkµ
k−1 +
∞∑
k=1
(φ−)nkµ
−k, (2.50)
where φ+ has a determinant, φ− is compact. In particular, for W ∈ Gr0 it is always
possible to choose (φ
(c)
+ )mn = δmn. In this case we call this basis {φ(c)} canonical for W .
Generally, the convenient choice for admissible φ+ (to be used below) is a lower-triangular
matrix with unit diagonal elements: (φ+)nk = 0 if n < k. In this case
φk(µ) = µ
k−1(1 +O(µ−1)), k ≥ 1 (2.51)
(compare to (2.22)).
The τ -function of KP hierarchy τW is defined as determinant of the orthogonal pro-
jection γ+W → H+ :
τW ({Tk}) = det(pr+ : γ+({Tk})W → H+), (2.52)
or, more explicitly,
τW ({Tk}) = det(1 + a−1bB), (2.53)
where γ+ is represented in the block form (2.48), B = φ−(φ+)
−1 (see (2.50)).
Given a Riemann surface of finite genus one can associate with it a point in Gr by
constructing the admissible basis according to the well-known rules [30]. In this case
the formal Laurent series for the basis vectors are in fact convergent. Our situation is
different: our basis vectors are asymptotic (formal) series which do not need to converge.
This should be interpreted as adequate generalization to infinite genus Riemann surfaces.
In this sense we often identify Gr with the universal module space (of line bundles over
Riemann surfaces with punctures).
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Instead ofW one can work with the equivalent space γ−({T˜k})W , the τ -function being
changed in the trivial way:
τγ−W ({Tk}) = exp(
∞∑
k=1
kTkT˜k)τW ({Tk}) . (2.54)
Let us note that in Miwa variables (2.30) the “evolution factor” γ+(µ) (2.49) looks as
a product of pole factors:
γ+(µ) =
∏
j
(1− µ
µj
)−pj .
The various reductions of the KP hierarchy can be described in these terms as follows.
Let f(µ) be a Laurent series in µ. Those W ’s which satisfy the condition
f(µ)W ⊂W (2.55)
give rise to solutions of the “f -reduction” of KP. In particular, the choice f(µ) = µK
corresponds to the well known K-reductions (KdV, Boussinesq, ...) which are in fact
associated with AK−1 Lie algebra [32]. In this case the τ -function does not depend on Tn
with n = 0 mod K (modulo trivial exponential factors linear in times like that in (2.54)).
An admissible (but non-canonical) basis can be chosen in such a way that
φK+n(µ) = µ
Kφn(µ), n ≥ 1. (2.56)
Vise versa, if we have a basis of the form (2.56), the corresponding point of Gr leads to a
solution of the K-reduced KP hierarchy. In the next section 2.6 we show that the GKM
(1.2) with arbitrary polynomial potential V(x) corresponds to the V ′(µ)-reduction of the
KP hierarchy.
Note that K-reduction is equivalent to existance of some admissible basis with the
property (2.56). However, other admissible basises (including canonical) in this case
satisfy a weaker condition:
φK+n(µ) = µ
K ·
n∑
i=1
aiφi
with some constant ai’s.
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Fermionic formalism. Grassmannian approach is in fact equivalent to the fermionic
language used in the section 2.3. Let us briefly describe the relation between them.
In the fermionic interpretation H becomes the one-particle Fock space spanned by ψ˜n.
The fermionic operator G of the form (2.26) makes linear transformations in H according
to
ψ˜n → Gψ˜nG−1 ∈ H.
The positive (negative) modes of the current J(µ) (2.26) are the generators of Γ+(Γ−).
The matrix Gmn in (2.26) can be expressed through the canonical basis φ(c)k (µ) of the
corresponding W as follows:
δmn +Gmn =
1
(2πi)2
∮
dµdν
µν
µmνnGW (µ, ν), (2.57)
GW (µ, ν) =
∞∑
k=1
µ−kφ
(c)
k (ν). (2.58)
A more invariant expression is
GW (µ, ν) = 1
µ− ν τW ({
ν−k − µ−k
k
}).
Eqs.(2.57) and (2.58) are very important for any interpretation in terms of (infinite-genus)
Riemann surfaces, in particular, for identification of GKM with appropriate Liouville-like
models of 2d gravity. Explicit formulae for GW can be easily derived, at least, in the case
of V = VK .
τ -functions of reduced hierarchies. Let us note that in the fermionic language it is
trivial to understand that the K-reduction condition leads to the τ -function τ {K} almost
independent of times TnK , i.e. the property (1.21). Indeed, (2.56)–(2.58) imply that the
condition of such reduction can be transformed into the matrix {Gmn} :
[G, EK ] = 0 ,
where E is the shift matrix, (Emn) = δm+1,n. On the same “infinite-matrix language” the
elements of Γ± can be parameterized as γ+ = exp(
∑
TkE
k), γ− = exp(
∑
T˜kE
−k), i.e. the
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currents Jk from eq.(2.26) act as E
k. Now it is evident that exponent of currents Jk with
k = 0 mod K can be pulled to the right vacuum and canceled, eliminating the dependence
of the corresponding times (up to the exponential factor like that in eq.(2.54) — this is
due to the freedom to insert the exponential γ− = exp(
∑
T˜kE
−k) between G and γ+).
Now let us discuss the freedom in the definition of the τ -function from the viewpoint
of Hirota equation. As it was pointed out in (2.54) there is a freedom to multiply the
τ -function by a linear exponential of times. Another possible modification is dealing with
other components Grn of Grassmannian. It corresponds to the shift of the first basis
vector or, equivalently, multiplying it by µn. All these can be trivially understood in
terms of Hirota equation in Miwa parameterization (2.42). Indeed, it is invariant with
respect to multiplying by the product
∏
i f(µi), where f(µ) is arbitrary Laurent series. If
the first term of this series ∼ µ0, one can expand f(µi)→ exp{∑k µ−ki T˜k} and reproduce
correct factor in eq.(2.54). If the first term behaves as µn, one should deal with Grn. Thus,
in Miwa variables we readily describe all full freedom in the definition of the τ -function.
GKM and specific points in Grassmannian. To conclude this subsection let us note
that the problem of correspondence between matrix models and the points of Grassman-
nian has been already addressed in ref.[23]. That paper examined the implications of
L−1 -constraint in the double-scaling limit of K-matrix model and concluded that the
corresponding point of Grassmannian is defined by the set of K linear independent vec-
tors {Aiφ1}, where operator A for V = X
K+1
K + 1
essentially coincides with ours (see (2.19),
(2.20)). Moreover, from our study of GKM we obtain straightforwardly the explicit form
of all basis vectors for any potentials: φi = Φi as given in eq.(2.18). Note also that in [23]
a shift of time variables analogous to ours in (1.17) was introduced.
As to ref.[23], we would explain the appearance of the Airy functions (in the case of
K = 2 model) from constraint (1.20) in the following way. If we put all Tˆk = 0 except
for Tˆ1 this constraint can be satisfied only if the τ -function is zero. This means that the
relevant point of Grassmannian is singular. Instead, we can put Tˆ3 = c 6= 0 keeping all
other Tˆk with k ≥ 5 equal to zero. In this case we have
3
2
c · ∂log τ
∂T1
+
1
4
T 21 = 0 .
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Choosing c = −2/3, so that T3 = Tˆ3 + 2/3 = 0, and taking the derivative with respect to
T1 and using the relation
u(T1) =
∂2 log τ
∂T 21
,
where u(T1) is the KdV potential, we obtain
2u(T1) = T1 .
According to the ideology of the inverse scattering method in the case of 2-reduction we
should consider the Schro¨dinger equation for this potential:
L2Ψ =
∂2Ψ
∂T 21
+ 2uΨ = µ2Ψ
i.e.
∂2Ψ
∂T 21
+ T1Ψ = µ
2Ψ . (2.59)
Solving this equation, we obtain Airy function
Ψ(µ|T1) |Tk≥3=0 = Ψ0(µ)Ai(−T1 + µ2) ≡ Ψ0(µ)
∫
e−x
3/3+(µ2−T1)xdx .
The wave function Ψ is nothing but the Baker-Akhiezer function. Ψ0 is adjusted from
normalization requirment Ψ(µ)e−
∑
Tnµn → 1 as µ → ∞. In general Ψ can be expressed
through τ -function as [33]
Ψ(µ|Tn) = eΣTnµn τ(Tn − µ
−n/n)
τ(Tn)
(2.60)
(see sect.3.3 below for more details). In eq.(2.59) we have Ψ-function of the form (2.60)
with Tk = 0, k ≥ 3. The admissible basis for the corresponding point of Gr0 can be
constructed by means of the Ψ-function as follows [30]:
φk(µ) ∼ ∂
k−1Ψ
∂T k−11
∣∣∣∣∣
all Tk=0
.
The basis vectors, constructed according to this expression, obviously coincide with those
which were obtained in sect.2.2 (eq.(2.6)) for the particular case of V(X) = 1
3
X3.
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For genericK the role of (2.59) is played by aK-th order differential equations (LKΨ =
µ2Ψ) and the result is the Airy function of level K as defined in (2.6).
2.6 GKM and reductions of KP-hierarchy
We prove here that whenever potential V(X) in GKM is a homogeneous polynomial of
degree K +1 , i.e. V(X) = const ·XK+1), the partition function Z{V}[M ], which is a KP
τ -function, in fact can be treated as a τ -function τ {K} of K-reduced KP-hierarchy.
For this purpose let us return to the section 2.2 and note that because of (2.7) F1(λ)
satisfies the Ward identity (1.23):
[V ′(∂/∂λ)− λ]F1(λ) = 0. (2.61)
If the potential V(X) is a polynomial of finite degree K + 1 , then (2.6) may be used to
express FK+1 in the form of linear combination of Fi’s with i ≤ K. Namely, if V(X) =
−∑K+1i=1 ViX i, VK+1 = 1K + 1, eq.(2.6) implies, that
FK+1 = −
K∑
i=1
iViFi + λF1. (2.62)
Clearly, all the terms on the r.h.s. of (2.62) except for the last one λF1 will drop out
of the determinant (2.9), i.e. in this case FK+1 may be defined as λF1 rather than by
eq.(2.62). Obviously in the same way any FK+m may be substituted by λFm , while any
FnK+m − by λnFm. In other words, FN [Λ] is given by eq.(2.9) with the first K functions
F1 . . . FK defined by (2.6), while other elements of the basis are given by the recurrent
relation:
FnK+m ∼ λnFm. (2.63)
Note that this is true when V(X) is any potential of degree K + 1, not obligatory homo-
geneous. However, we should recall, that λ = V ′(µ) and µ rather than λ is the proper
parameter to deal with in Grassmannian picture. Therefore eq.(2.63) implies the appear-
ance of KP-reduction, associated with the function V ′(µ). If V is further restricted to be
V(X) = X
K+1
K + 1
, λ = µK , and (2.63) acquires the form:
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FnK+m ∼ λnFm = µnKFm, (2.64)
which is characteristic of conventional K-reduction.
As we already explained, K-reduction implies the relation (1.21) with some factor of
the form (1.22). However, even this factor is absent in the case of GKM (1.10). For
particular case of V(X) = const ·X3 (K = 2) this was exhaustively proved in [15], using
the properties of symplectic structure on (the model of) the universal module space. Since
interpretation of entire GKM in such terms is not yet available, the analog of such proof
for generic K is still lacking.
2.7 On TnK-independence of Z
{K}
Reformulation of the problem. First of all, let us choose our variables {µi} in such a way
that the only non-vanishing times Tn =
1
n
∑
i µ
−n
i are those with n = 0 mod K. To do
this it is enough to have only K finite parameters µ1, . . . , µK , which are essentially K-th
order roots of unity:
µj = µε
j, ε = e2πi/K , j = 1 . . .K. (2.65)
For such choice of variables the formula (1.21),
τ {K}(T1 . . . TK−1, TK , TK+1 . . . . T2K−1, T2K , T2K+1 . . .) =
= e
∑
n
anKTnKτ {K}(T1 . . . TK−1, 0, TK+1 . . . . T2K−1, 0, T2K+1 . . .), (2.66)
turns into:
τ {K}(0 . . . 0, TK , 0 . . . 0, T2K , 0 . . .) = e
∑
n
anKTnKτ {K}(0) = e
∑
n
anK
n
µ−nKτ {K}(0). (2.67)
This relation is valid for any τ -function τ {K} of K-reduced KP hierarchy. Our purpose
is to prove that for the particular example of such τ {K} , namely, for partition function
Z{K} of GKM, associated with potential of the form V(X) = XK+1/(K + 1) , all the
anK [Z
{K}] = ∂ log Z{K}/∂TnK = 0, (2.68)
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or, equivalently, the function in the r.h.s. of (2.67) is independent of µ. In other words,
we need to prove that
ξ{K}(µ) ≡ Z{K}[µj] |(2.65) = 1. (2.69)
The l.h.s. of this relation can be evaluated with the help of eq.(2.16),
Z{K} =
det(ij)Φi(µj)
∆(M)
.
We emphasize that in order to prove TnK- independence of Z
{K} it is enough to examine
the determinant of K ×K matrix in (2.16) with entries
Φi(µ) =
(
s(λ)
∂
∂λ
s(λ)−1
)i−1
Φ1(µ) ≡ Ai−1{K}Φ1 = µi−1e(i)(µ), (2.70)
e(i)(µ) =
∑
α≥0
e(i)α µ
−α(K+1), e
(i)
0 = 1 (2.71)
(of course, all the quantities Φ, s, A (see (2.15), (2.18)-(2.20)) and e(i) depend on the form
of potential V and thus on K).
Straightforward calculation (K = 2). We begin our proof that ξ{K}(µ) = 1 from direct
calculation of this quantity. If we substitute the expansion (2.71) with µ ’s defined in
(2.65) into (2.16) the result reads:
ξ{K}(µ) =
∑
{αi}
(
K∏
i=1
e(i)αi
)
· 1
µΣαi
· det(ij)ε
(−αi+i−1)j
det(ij)ε(i−1)j
. (2.72)
The remaining determinant at the r.h.s. is actually vanishing unless
∑
i αi = 0 mod K,
so that (2.68) is in fact equivalent to the set of identities
∑
{αi}∑
{αi}=nK
(
K∏
i=1
e(i)αi
)
· det(ij)ε
(−αi+i−1)j
det(ij)ε(i−1)j
= δn,0 for all n ≥ 0 (2.73)
for coefficients e(i)α of series expansions of modified K-level Airy functions
Φ
{K}
i (µ) = µ
K−1
2 e−
KµK+1
K+1
∫
e−
xK+1
K+1
+µKxxi−1dx. (2.74)
For example, for K = 2 identities (2.73) look like
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∑
α+β=2n
(−)αe(1)α e(2)β = δn,0. (2.75)
Since for K = 2
Φ1(µ) =
√
µ
π
e−
2
3
µ3
∫
dxe−
x3
3
+xµ2 =
1√
π
∫
dz exp
{
−z2 − z
3
3µ3/2
}
=
=
∑
k
1
9k(2k)!
Γ(3k + 1/2)
Γ(1/2)
1
µ3k
,
Φ2(µ) =
√
µ
π
e−
2
3
µ3
∫
dx · x e−x
3
3
+xµ2 =
1√
π
∫
dz(z + µ) exp
{
−z2 − z
3
3µ3/2
}
=
= −∑
k
1
9k(2k)!
6k + 1
6k − 1
Γ(3k + 1/2)
Γ(1/2)
1
µ3k
,
i.e
e(1)α =
1
9α(2α)!
Γ(3α+ 1/2)
Γ(1/2)
, e(2)α = −
6α + 1
6α− 1e
(1)
α .
A more explicit form of (2.75) is
∑
α+β=2n
α,β≥0
36αβ − 1
(2α)!(2β)!
Γ(3α− 1/2)Γ(3β − 1/2) = −4[Γ(1/2)]2δn,0 , (2.76)
which is indeed a valid Γ-function identity.
This calculation, though absolutely straightforward, is hard to repeat for generic K.
Still it is useful for illustrative purposes and we included it into this section.
The proof. A much easier approach is to prove that
µ
∂
∂µ
ξ{K}(µ) = 0. (2.77)
Since it is obvious from (2.72) that at least ξ{K} → 1 as µ → ∞, this would provide a
complete proof of (2.69). In order to prove (2.78) it is enough to act with µ∂/∂µ upon
ξ{K}(µ) ∼ det(ij)εije(i)(µεj) (2.78)
and then make use of the fact, that µ ∂
∂µ
e(i)(µεj) can be decomposed into linear combina-
tion of e(1)(µεj) . . . e(K)(µεj). This decomposition, which is, of course, the implication of
K-reduction, can be worked out from the relation (2.20),
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µie(i+1)(µ) = A{K} µ
i−1e(i)(µ). (2.79)
Since
A{K} =
1
KµK−1
∂
∂µ
+ µ− K − 1
2KµK
, (2.80)
(see also [23]), we have:
(µ
∂
∂µ
)e(i)(µεj) = (
K + 1− 2i
2
−KεjµK+1)e(i)(µεj) +KεjµK+1e(i+1)(µεj). (2.81)
This should be supplemented by the condition
e(K+1) = e(1) (2.82)
(equation λe(1) = µKe(1) = AK{K}e
(1) = s(λ)
(
∂
∂λ
)K
s(λ)−1e(1) is nothing but the equation
for the level-K Airy function F
{K}
1 = s
−1e(1) =
∫
e−
xK+1
K+1
+µKxdx).
Let us begin our study of (2.78) from the familiar example of K = 2. First of all, one
can check up (2.82) with the help of explicit expressions (2.76) for e(i)α . Then
(µ
∂
∂µ
)ξ{2}(µ) ∼ (µ ∂
∂µ
)(e(1)(µ)e(2)(−µ) + e(2)(µ)e(1)(−µ)) =
= [(
1
2
− 2µ3)e(1)(µ) + 2µ3e(2)(µ)]e(2)(−µ) + e(1)(µ)[−2µ3e(1)(−µ) + (−1
2
+ 2µ3)e(2)(−µ)]+
+[2µ3e(1)(µ) + (−1
2
− 2µ3)e(2)(µ)]e(1)(−µ) + e(2)(µ)[(1
2
+ 2µ3)e(1)(−µ)− 2µ3e(2)(−µ)],
and the r.h.s. is identically zero.
If we return to the case of arbitrary K , note that after the substitution of (2.79) into
the l.h.s. of (2.78) we obtain a sum of K determinants like (2.79) with εi
′je(i
′)(µεj) in the
row i′ substituted by (2.82):
(µ
∂
∂µ
)εi
′je(i
′)(µεj) = (
K + 1− 2i′
2
−KεjµK+1)εi′je(i′)(µεj) +KµK+1ε(i′+1)je(i′+1)(µεj).
Next, note that the last item in the r.h.s. coincides with the entry ε(i
′+1)je(i
′+1)(µεj) of
the next line of the same determinant, and thus can be eliminated. Moreover, the first
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item at the r.h.s. implies just that the i′-th line is multiplied by a factor of
K + 1− 2i′
2
and the effect of this cancels in the sum over i′ :
∑K
i′=1
K + 1− 2i′
2
= 0. Therefore, we
conclude that
µ
∂
∂µ
ξ{K}(µ) ∼ µ ∂
∂µ
det(ij)ε
ije(i)(µεj) ≡ µ ∂
∂µ
D = −KµK+1
K∑
i′=1
Di′ , (2.83)
where Di′ is just the same determinant D , only in the i′-th line di′j ≡ εi′je(i′)(µεj) is
substituted by εjdi′j = ε
(i′+1)je(i
′)(µεj). The sum of such Di′ (for any original D) is
identical zero as a consequence of the identity
∑K
j=1 ε
j = 0.
Examples:
K = 2 :
D = det

 d11 d12
d21 d22

 = d11d22 − d12d21;
D1 = det

 −d11 (−)2d12
d21 d22

 = −d11d22 − d12d21,
D2 = det

 d11 d12
−d21 (−)2d22

 = d11d22 + d12d21,
and
D1 +D2 = 0.
K = 3 : ε = e2πi/3,
D = det


d11 d12 d13
d21 d22 d23
d31 d32 d33

 =
= d11d22d33 + d12d23d31 + d13d32d21 − d12d21d33 − d13d31d22 − d23d32d11,
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D1 = det


εd11 ε
2d12 ε
3d13
d21 d22 d23
d31 d32 d33

 =
= εd11d22d33 + ε
2d12d23d31 + ε
3d13d32d21 − ε2d12d21d33 − ε3d13d31d22 − εd23d32d11,
D2 = det


d11 d12 d13
εd21 ε
2d22 ε
3d23
d31 d32 d33

 =
= ε2d11d22d33 + ε
3d12d23d31 + εd13d32d21 − εd12d21d33 − ε2d13d31d22 − ε3d23d32d11,
D3 = det


d11 d12 d13
d21 d22 d23
εd31 ε2d32 ε
3d33

 =
= ε3d11d22d33 + εd12d23d31 + ε
2d13d32d21 − ε3d12d21d33 − εd13d31d22 − ε2d23d32d11,
and
D1 +D2 +D3 = 0.
These two examples are enough to illustrate the general phenomenon. The thing is
that determinant D is an algebraic sum of products di1j2 . . . diKjK . Let us pick up one of
these items. It appears in Di′ with the coefficient εj′ , where j′ is defined as the second
subscript of the element di′j′ in this product. The map i
′ → j′ depends on the particular
item we choose, but when we sum over all i′ this is the same as to sum over all j′ , since
every subscript appears in the product once and only once. Therefore in the sum
∑
i′ Di′
every item appears with the universal coefficient
∑
j′ ε
j′ = 0 , i.e.
∑
i′ Di′ = 0.
This completes our proof of (2.78) and thus of (2.68).
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Remark. To avoid possible confusion, let us note that it is important that Airy-
functions are analytic functions of µ , but not of λ = µK(e.g., e(i)(µ) are expanded in
series with integer powers of µ−(K+1) = λ−1−1/K). This is what makes the proof slightly
non-trivial. Otherwise, if one suggested that the entries of the matrix in (2.79) are analytic
functions of λ , the λ-derivative of this determinant would be simply a combination of
determinants with coincident rows and thus vanishing. However, non-analiticity in λ
requires one to be more accurate: λ1/K takes different values µεj when appearing in
different places, and a detailed calculation, as given above, is necessary.
3 Universal L−1-constraint and string equation
3.1 Motivations
Since it was proved in sect.2 that Z{K}[M ] is a τ -function τ {K} of the K-reduced KP
hierarchy, in order to define it completely (i.e. to fix the point of Grassmannian) it is
enough to deduce somehow a single additional constraint
L{K}−1 Z{K} = 0, (3.1)
with
L{K}−1 =W(2)−K =
1
K
∑
n≥1
n6=0 mod K
(n+K)Tn+K∂/∂Tn − ∂/∂T1 + 1
2K
∑
a+b=K
a,b≥1
aTabTb. (3.2)
According to arguments of ref.[1] such constraint (3.1), when imposed on Z{K} = τ {K},
implies the entire set of WK-algebra constraints in the form of (1.29). Another reason for
the study of L−1- constraint is that it is much simpler than any other ones: L−1 is the
only operator of interest which does not contain double- and higher- order T -derivatives
(to be exact, there is one more such generator: L0). Among other things, this means that
it is easier to formulate the universal (i.e. for any potential V(X)) L−1-constraint, than
any other corollary of (universal!) Ward-identity (1.23).
This section contains formulation and derivation of L{V}−1 -constraint for GKM with
arbitrary potential V(X) , making use of explicit formulas, derived in sect.2. Namely, we
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are going to exploit the fact that the functions Φ˜i(µ) in (2.10) are not independent, but
are rather related by the action of ∂/∂λ- operator: see (2.20). The proof itself is described
in sect.3.2 and sect.3.3 contains additional remarks about string equation. We emphasize,
that not only the L−1- constraint is valid for any V(X) (with the only restriction that V(x)
grows faster than x as x → ∞), it is just the same for any size N of the matrices. Just
like the property of integrability (i.e. that Z{V} = τ {V}), this constraint is not sensitive
to N , and this makes the entire construction behaving smoothly in continuum limit, as
N →∞.
3.2 Direct evaluation of L−1Z
It is well known [21, 28], that L−1-constraint is closely related to the action of operator
Tr
∂
∂Λtr
= Tr
1
V ′′(M)
∂
∂Mt r
. (3.3)
Therefore it is natural to examine, how this operator acts on
Z{V}[M ] =
det Φ˜i(µj)
∆(M)
∏
i
s(µi), (3.4)
s(µ) = (V ′′(µ))1/2eV(µ)−µV ′(µ), (3.5)
Φ˜i(µ) = Fi(λ) = (∂/∂λ)
i−1F1(λ), λ = V ′(µ).
First of all, if Z{V} is considered as a function of T -variables,
1
Z{V}
Tr
∂
∂Λtr
Z{V} = −∑
n≥1
Tr[
1
V ′′(M)Mn+1 ]
∂logZ{V}
∂Tn
. (3.6)
In the particular case of V(X) = VK(X) = X
K+1
K + 1
, eq.(3.6) turns into
1
Z{K}
Tr
∂
∂Λtr
Z{K} = − 1
KZ{K}
∑
n≥1
n6=0 mod K
Tr
1
Mn+K
∂Z{K}
∂Tn
=
= − 1
Z{K}

L
{K}
−1 −
1
2
∑
a+b=K
a,b>1
aTabTb +
∂
∂T1

Z{K}. (3.7)
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Wemade use of the definition (3.2) of L{K}−1 -operator and the fact that Z{K} is independent
of all TnK (since it is a τ
{K} -function). Time-variables are defined by Miwa transformation
Tn =
1
n
Tr M−n. On the other hand, if we apply (3.3) to explicit formula (3.4), we obtain:
1
Z{V}
Tr
∂
∂Λtr
Z{V}
= −Tr M + 1
2
∑
i,j
1
V ′′(µi)V ′′(µj)
V ′′(µi)− V ′′(µj)
µi − µj + Tr
∂
∂Λtr
log det Fi(λj),
(3.8)
or, in the case of V(X) = XK+1/(K + 1) ,
1
Z{K}
Tr
∂
∂Λtr
Z{K} = −TrM + 1
2
∑
a+b=K
a,b>1
aTabTb + Tr
∂
∂Λtr
log det Fi(λj). (3.9)
Combination of (3.7) and (3.9) implies, that
1
Z{K}
L{K}−1 Z{K} = −
∂
∂T1
log Z{K} + TrM − Tr ∂
∂Λtr
log det Fi(λj). (3.10)
The r.h.s. here is practically independent of K , and this may be used, together with
eqs.(3.6) and (3.8) in order to suggest the formula for the universal operator L{V}−1 : the
idea is to preserve the relation (3.10):
1
Z{V}
L{V}−1 Z{V}N = −
∂
∂T1
log Z
{V}
N + TrM − Tr
∂
∂Λtr
log det Fi(λj). (3.11)
Here
L{V}−1 =
∑
n≥1
Tr[
1
V ′′(M)Mn+1 ]
∂
∂Tn
+
+
1
2
∑
i,j
1
V ′′(µi)V ′′(µj)
V ′′(µi)− V ′′(µj)
µi − µj −
∂
∂T1
, (3.12)
and this turns into (3.2) when V(X) = XK+1/(K+1) (note that the items with i = j are
included into the sum at the r.h.s. in (3.12)).
So, in order to prove the L{V}−1 -constraint, one should prove that the r.h.s. of (3.9)
vanishes,
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∂∂T1
log Z
{V}
N = TrM − Tr
∂
∂Λtr
log det Fi(λj), (3.13)
for Z
{V}
N = τ
{V}
N , defined by (3.4). The l.h.s. may be represented as residue of the ratio
resµ
τ
{V}
N (Tn + µ
−n/n)
τ
{V}
N (Tn)
=
∂
∂T1
log τ
{V}
N (Tn). (3.14)
However, if expressed through Miwa coordinates, the τ -function in the numerator is given
by the same formula (3.4) with one extra parameter µ , i.e. is in fact equal to τ
{V}
N+1 .
This idea is almost enough to deduce (3.13). Since (3.13) is valid for any value of N , it is
reasonable to begin with an illustrative example of N = 1. Then (λ = V ′(µ))
τ
{V}
1 (Tn) = τ
{V}
1 [µ1] = e
V(µ1)−µ1V ′(µ1)[V ′′(µ1)]1/2F (λ1),
τ
{V}
1 (Tn + µ
−n/n) = τ
{V}
2 [µ1, µ] =
= eV(µ1)−µ1V
′(µ1)eV(µ)−µV
′(µ) [V ′′(µ1)V ′′(µ)]1/2
µ− µ1 [F (λ1)∂F (λ)/∂λ− F (λ)∂F (λ1)/∂λ1] =
=
eV(µ)−µV
′(µ)[V ′′(µ)]1/2F (λ)
µ− µ1 τ
{V}
1 [µ1] · [−∂logF (λ1)/∂λ1 + ∂logF (λ)/∂λ].
(3.15)
The function
F (λ) =
∫
dx e−V(x)+λx ∼ eV(µ)−µV ′(µ)[V ′′(µ)]−1/2{1 +O( V
′′′′
V ′′V ′′ )}. (3.16)
If V(µ) grows with µn as µ → ∞ , then V ′′′′/(V ′′)2 ∼ µ−n , and for our purposes it is
enough to have n > 1 , so that in the braces at the r.h.s. stands {1+o(1/µ)}(µ ·o(µ)→ 0
as µ → ∞). Then numerator at the r.h.s. of (3.15) is ∼ 1 + o(1/µ), while the second
item in square brackets behaves as ∂logF (λ)/∂λ ∼ µ(1 + o(1/µ)). Combining all this
with eq.(3.14), we obtain:
∂
∂T1
log τ
{V}
1 = resµ
{
1 + o(1/µ)
µ− µ1 [−∂logF (λ1)/∂λ1 + µ(1 + o(1/µ))]
}
=
= µ1 − ∂logF (λ1)/∂λ1. (3.17)
Thus (3.13) is proved for the particular case of N = 1.
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The proof is literally the same for any N , only instead of a relatively simple expression
in square brackets at the r.h.s. of (3.15) one has the ratio:
det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
F (λ1) ∂F (λ1)/∂λ1 . . . ∂
N−1F (λ1)/∂λ
N−1
1 ∂
NF (λ1)/∂λ
N
1
F (λ2) ∂F (λ2)/∂λ2 . . . ∂
N−1F (λ2)/∂λ
N−1
2 ∂
NF (λ2)/∂λ
N
2
...
...
. . .
...
...
F (λN) ∂F (λN )/∂λN . . . ∂
N−1F (λN)/∂λ
N−1
N ∂
NF (λN)/∂λ
N
N
F (λ) ∂F (λ)/∂λ . . . ∂N−1F (λ)/∂λN−1 ∂NF (λ)/∂λN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.18)
over
det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
F (λ1) ∂F (λ1)/∂λ1 . . . ∂
N−1F (λ1)/∂λ
N−1
1
F (λ2) ∂F (λ2)/∂λ2 . . . ∂
N−1F (λ2)/∂λ
N−1
2
...
...
. . .
...
F (λN) ∂F (λN )/∂λN . . . ∂
N−1F (λN)/∂λ
N−1
N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (3.19)
which is in fact equal to
F (λ)µN
{
[1 + o(1/µ)]− 1
µ
[Tr
∂
∂Λtr
log det Fi(λj)] · [1 +O(1/µ)]
}
. (3.20)
We used here the estimates
∂F/∂λ
F
= µ(1+o(1/µ)) ,
∂2F/∂λ2
F
=
{
∂F/∂λ
F
}2
+
∂
∂λ
[µ(1+
o(1/µ))] = µ2(1 + o(1/µ)), ... ,
∂NF/∂λN
F
= µN(1 + o(1/µ)), which allow us to pick up
only the contributions with ∂NF (λ)/∂λN and ∂N−1F (λ)/∂λN−1 to (3.18) — all other are
lower order in µ as µ → ∞. The N -th derivative in (3.18) is multiplied by determinant
of N ×N matrix, which is exactly (3.19), while the (N − 1)-th derivative — by
det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
F (λ1) ∂F (λ1)/∂λ1 . . . ∂
N−2F (λ1)/∂λ
N−2
1 ∂
NF (λ1)/∂λ
N
1
F (λ2) ∂F (λ2)/∂λ2 . . . ∂
N−2F (λ2)/∂λ
N−2
2 ∂
NF (λ2)/∂λ
N
2
...
...
. . .
...
...
F (λN) ∂F (λN )/∂λN . . . ∂
N−2F (λN)/∂λ
N−2
N ∂
NF (λN)/∂λ
N
N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.21)
This is, however, nothing but Tr
∂
∂Λtr
of the logarithm of (3.19), and for this to be true
it is absolutely essential, that Fi ∼ (∂/∂λ)i−1F1.
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With the estimate (3.20) we obtain from (3.14):
∂
∂T1
log τ
{V}
N =
= resµ
{
1 + o(1/µ)∏
j=1(µ− µj)
µN {[1 + o(1/µ)] −
− 1
µ
[Tr
∂
∂Λtr
log det Fi(λj)] · [1 +O(1/µ)]
}}
=
=
N∑
j=1
µj − Tr ∂
∂Λtr
log det Fi(λj). (3.22)
This completes the proof of eq.(3.13) and thus of the universal L{V}−1 -constraint:
L{V}−1 τ {V} = 0. (3.23)
We proved the crucial eq.(3.13) by the direct calculation. Now we would like to describe
an alternative proof which originates from representation of τ -function through the current
correlators described in sect.2.3. This approach may be useful for evaluation of the higher
T -derivatives (see sect.3.4 below). Namely, from eqs.(2.35) and (2.38) it is obvious that
τGN [t|M ] ≡ τ(t, {Tn}) depends on t and Tn as follows: τ(t, {Tn}) = τ(T1−Nt, T2−12Nt2, ...)
i.e. in eq.(2.38)
τGN [t|M ] = exp(−N
∑ tn
n
∂
∂Tn
)τ(T ) =
∑
n
tnPn(∂˜)τ(T ) (3.24)
where Pn(∂˜) are the Schur polynomials and symbol ∂˜ represent the vector with compo-
nents (−N∂/∂T1, −12N∂/∂T2 , ...). Therefore from eqs.(2.38), (2.39) and (3.24) one can
deduce
−N ∂
∂T1
τ(T ) = ∂tτ
G
N [t|M ] |t=0 = −N
∑
i
µi · τ(T ) + 1
∆(µ)
lim
t→0
∂tdet φi(µj, t) ,
where φi(µj, t) are defined by eq.(2.39). From this expression it follows that
∂
∂T1
τ(T ) =
∑
µi · τ(T )− τˆ(T ) (3.25)
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where τˆ (T ) denotes some new τ -function which is obtained from the given τ(T ) by the
shift of the last row in the determinant: φN(µj) → φN+1(µj). Eq.(3.25) is nothing but
eq.(3.13)3.
3.3 Universal string equation
The string equation, as implied by (3.23), is by definition:
∂
∂T1
L{V}−1 τ {V}
τ {V}
= 0 . (3.26)
If we substitute explicit expression (3.12) of the L−1-operator the string equation acquires
the form:
∑
n≥−1
Tr[
1
V ′′(M)Mn+1 ]
∂2logτ
∂T1∂Tn
= u . (3.27)
Here we introduced a conventional notation u ≡ ∂2logτ/∂T 21 and also defined new T0-
and T−1-derivatives, so that ∂logτ/∂T0 ≡ 0 , ∂logτ/∂T−1 ≡ T1. The derivation of (3.27)
involves taking T1-derivatives of the objects
T {V}n ≡ Tr[
1
V ′′(M)Mn+1 ]. (3.28)
In order to get some impression about ∂Tn/∂T1, let us imagine, that V(M) is some
polynomial of degree Q+ 1 , so that [V ′′(M)]−1 ∼M1−Q(1 + v1Q−1 + v2Q−2 + ...). Then
Tn ∼ (Q+n)TQ+n+v1(Q+n+1)TQ+n+1+v2(Q+n+2)TQ+n+2+ ... . Therefore whenever
Q+ n > 1 (i.e. Q > 0, as it is already necessary for the derivation of (3.23))
∂Tn/∂T1 = 0, for n ≥ 1. (3.29)
In order to derive (3.27) one also needs T1- derivative of the second item in (3.12),
1
2
∑
i,j
1
V ′′(µi)V ′′(µj)
V ′′(µi)− V ′′(µj)
µi − µj . (3.30)
3Let us emphasize that explicit form of r.h.s. of (3.25) does not depend on the choice of basis. Unlike
this, the manifest form of derivatives over Tm, with m > 1, should deal with concrete choice of basis. It
is noteworthy to remark that, for m ≤ K, this manifest form coincides for the canonical basis and our
basis (2.18).
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Under the same assumptions about V(µ) the second ratio in this sum is a polynomial in
µ’s of degree Q− 2 . The only contribution to (3.30), which contains pure factors µ−1i or
µ−1j , is:
1
2
∑
i,j
1
V ′′(µi)V ′′(µj)
{V ′′(µi)
µi
+
V ′′(µj)
µj
}
= T1T−1, others are expanded as bilinear
series in TmTn with m, n > 1. Therefore, T1-derivative of (3.30) (if Q > 2) is just T1 and
is described by the n = 0 term in (3.27).
So, we derived the universal string equation (3.27) in the form:
∑
n≥−1
T {V}n
∂2logτ {V}
∂T1∂Tn
= u . (3.31)
If potential V(X) = const·XK+1 , the variables Tn = n+KK Tn+K , and we return to familiar
relation [34]:
1
K
∑
n≥−1
n6=0 mod K
(n+K)Tn+K
∂2logτ {K}
∂T1∂Tn
= u . (3.32)
Note that even if we restore the factor (1.22), describing the maximal possible TnK-
dependence of τ {K} it drops out of the string equation (3.32) after taking the ∂/∂T1-
derivative.
Our next task is reformulation of (3.31) in terms of pseudo-differential operators and
in the form of bilinear relation. If
L = ∂ +
∞∑
i
ui+1∂
−i ( ∂ ≡ ∂
∂T1
≡ ∂
∂x
) , (3.33)
then [33]
∂2logτ
∂T1∂Tn
= (Ln)−1 . (3.34)
For n = −1, 0, 1 we have (L−1)−1 = 1 , (L0)−1 = 0, (L)−1 = u2 ≡ u in accordance with
(3.27). K-reduction is associated with the condition
(LK)− = 0 (3.35)
(this guarantees, that items with n = 0 mod K do not appear in (3.32)). Rewritten in
these terms, eq.(3.31) turns into:
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Tr
1
V ′′(M)
∑
n≥−1
M−n−1(Ln)−1 = u . (3.36)
Recall now, that in the framework of the dressing formalism [33] L = K∂K−1, Ln =
K∂nK−1. The eigenfunctions of L can be defined as (Kezx), where brackets denote that
operator K acts on ezx (i.e. (Kezx) is a function of z , not an operator). Baker-Akhiezer
function in these terms is given by [33] Ψ(z|Tn) = e
∑
Tnzn(Kezx), while its conjugate
Ψ∗(z|Tn) = e−
∑
Tnzn[(K−1)∗e−zx] . These definitions are useful for us, since [33]
(Ln)−1 = reszz
nΨ∗(z)Ψ(z). (3.37)
We assume that contour integral over z , implicit in the definition of resz, is around zero.
If (3.37) is substituted into (3.36), we obtain:
u = −reszTr MV ′′(M)
Ψ∗(z)Ψ(z)
z(zI −M) . (3.38)
Since Ψ(z|Tn) = e
∑
Tnzn
τ(Tn − z−n/n)
τ(Tn)
and Ψ∗(z|Tn) = e−
∑
Tnzn
τ(Tn + z
−n/n)
τ(Tn)
, the
product Ψ∗(z)Ψ(z) ∼ 1 + O(1/z) (as z → ∞) and the contour integral over z , when
pulled to infinity, picks up the contributions from eigenvalues ofM . Finally we obtain our
universal string equation in the form of a bilinear relation for Baker-Akhiezer functions:
∑
i
Ψ∗(µi)Ψ(µi)
V ′′(µi) + u = 0 . (3.39)
Comparison of eqs.(2.46) and (3.39) enables us to derive a useful representation for
u-function:
u = −∑
a,b
∂2
∂λa∂λb
log
τ
N . (3.40)
Note that eqs.(2.45) and (2.46) which follow from the general formula (2.44), provide the
connection between residues of the Baker-Akhiezer function and time derivatives of the
τ -function without reference to the pseudo-differential operator language. Indeed, it can
be easily understood if one substitutes eq.(3.25) into eq.(2.45).
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3.4 Discussion
In this section 3 we derived the universal L{V}−1 -constraint (1.25) on partition function
Z{V}. Its simplest implication, the universal string equation, was considered in sect.3.3.
String equation is nothing but T1-derivative of this L−1-constraint. Remarkably enough,
it appears to be much simpler than the constraint itself (compare (3.12) and (3.40)).
However, string equation is not the only implication of (1.23). Another one should be
the entire tower (1.29) of Virasoro andW-constraints imposed on Z{V}. In this subsection
we discuss three different ways to derive these remaining relations for any V(X) in the
GKM. Being technically different, they emphasize different (though related) properties of
partition function, and therefore each of the three deserves careful investigation, which
is, however, beyond the scope of this paper.
KP-hierarchy approach. This one is the most popular in the literature (see [1, 20]).
The idea is that L−1-constraint, when imposed on KP τ -function, automatically implies
all other constraints. In other words, L−1-constraint is enough to fix the point in Grass-
mannian with which the KP τ -function is associated and, thus, it fixes this τ -function
completely. It would be interesting to find out explicit dependence of the point in Grass-
mannian on the potential V(X) in GKM. Even more interesting would be any alternative
description of the entire subset U∞ in Grassmannian, associated with GKM with arbi-
trary V(X), and any reasonable parametrization of U∞, which would be an alternative
parametrization of the space of potentials. Since V(X) can be changed smoothly, U∞
should be a kind of a manifold, lying at infinity of the universal module space (if the
latter is embedded into Sato’s Grassmannian), and surely possess some amusing proper-
ties. Unfortunately, the already existing papers on the subject (of course, they concern
conventional (multi)matrix models rather than GKM) either emphasize implications of
K-reduction, like [23], or rely upon the formalism of pseudo-differential operators, like
[1, 20], and thus need be translated into Grassmannian language.
A separate question in the framework of this approach is why should the constraints
be always associated with W∞-algebra (as they actually are). Technically this is more
or less obvious whenever pseudo-differential operators are used. In KP-Grassmannian
language, the crucial ingredient should be theW∞-covariance of KP-hierarchy, discovered
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in [35, 36, 37]. The constraints of interest involve operators from some Borel subalgebra
W+∞ of this W∞, and the choice of subalgebra depends on the choice of potential.
Reductions of GKM to (double-scaling limit of) multimatrix models, i.e. the what
happens if V(X) ∼ XK+1, in Grassmannian language should be attributed to intersections
of U∞ and submanifolds Gr
{K} in Sato’s Grassmannian, associated with K-reductions.
Somehow at these points a closed Zamolodchikov’s WK-subalgebra emerges from entire
W∞. It is certainly interesting to see, how this happens and how the Lie algebra structure
is broken. It is also unclear, whether such phenomenon takes place only at U∞ ∩ Gr{K}
or everywhere in Gr{K}.
One more important question is what is the relation between the just discussed W∞-
algebra of [35, 36, 37] and anotherW∞, which is presumably relevant in c = 1 models, and
is naively generated by operators, which involve finite-differences instead of derivatives in
the free-field representation. We use this chance to note, that the problem of how c = 1
models are included into framework of GKM is still open, and the invariant description
of the U∞ subset in Grassmannian would be also helpful for its resolution.
Straightforward derivation of L- andW-constraints. This approach is just the straight-
forward generalization of the what was done in sect.3.2 in the derivation of L{V}−1 -constraint
from the knowledge of explicit expression (2.2) for Z{V}. We sketch here several steps of
the derivation for the Virasoro case. The idea is to apply the operator TrΛm+1 ∂
∂Λtr
to
(2.2). On one hand this is equal to
∑
n≥1
Tr
(
(V ′(M))m+1
V ′′(M)Mn+1
)
∂
∂Tn
Z{V}, (3.41)
on the other hand, it can be explicitly evaluated. Expression (3.41) is very close to
L{V}m Z{V}. The main difference is that the sum in (3.41) goes from n = 1 and for small
enough n Tr
(
(V ′(M))m+1
V ′′(M)Mn+1
)
contains powers of positive powers of M , which can not be
expressed through T -variables. For V ∼ XK+1 this happens for n ≤ Km. In order to get
rid of these positive powers of M one should use the analogues of eq. (3.14), saying that
∂
∂Tk
log Z{V} ∼ Tr Mk + ... . (3.42)
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This is the origin of conventional ∂2/dTadTb-terms in operators L{K}. As to generalization
of the shift (1.17), it results in additional contribution of the form
−∑
n≥1
∮ [V ′(µ)]m+1
µn
∂
∂Tn
in the definition of L{V }m - operators. All extra terms cancel, giving rise to the proper
universal constraints of the form L{V}m Z{V} = 0, m ≥ −1.
W-constraints can be (at least in principle) derived in the same manner, though actual
calculations are increasingly sophisticated.
Implications of Ward identities. This third approach exploits the fundamental Ward-
identity (1.23). Technically its main difference from the previous approach is that the
operators TrV ′( ∂
∂Λtr
), non-linear in ∂/∂Λtr , are involved. Conceptually this approach is
different, since it does not exploit explicitly any integrable features of partition function.
We shall discuss this method in more details in the next section 4.
4 From Ward identities to W -constraints
4.1 General discussion
This section is devoted to the derivation (unfortunately, incomplete) of the entire set
of Virasoro and W- constraints in GKM. The role of such constraints in the study of
any matrix model is two-fold. First of all, they can be considered as complete set of
differential equations, which specify partition function of the model as a function of time-
variables. Then this set of equations implies, among other things, that the solution is KP
τ -function (and sometimes a reduced τ {K}-function). The first application, discussed in
details in sect.3 above, is reasonable if one already knows about the integrable structure.
Then partition function is identified with some (reduced) KP τ -function (i.e. evaluated
at some point of Grassmannian), and the role of Virasoro constraint is to specify this
τ -function (i.e. fix the point in Grassmannian). In this second type of circumstances it is
enough to have a single constraint, namely L−1Z = 0 , — all other constraints, if imposed
on KP τ -function or τ {K} , are deducible corollaries of this one [1, 20]. With identification
of Z{V} with a τ -function in sect.2 and the proof of universal L{V}−1 - constraint in sect.3
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we exhausted this line of reasoning. The subject of this section is to concentrate instead
on another approach and ignore almost all what we already studied about integrable
structure of GKM. Then the constraints can be considered as a complete set of differential
equations, which specify the partition function of the model as a function of time-variables.
Among other things, the set of equations implies that the solution is KP τ -function (and
sometimes a reduced τ {K}-function). To be more concrete, we shall investigate direct
corollaries of Ward identity (1.23),
{Tr ǫ(Λ)[V ′(∂/∂Λtr)− Λ]}FN [Λ] = 0. (4.1)
We shall, however, discuss only specific potentials, V(X) = const ·XK+1 , and use explic-
itly the fact that partition function is independent of all TnK .
The main problem with the implications of Ward identity (4.1) is that they acquire the
form of conventional Virasoro or W-constraints only in the limit of N =∞. The reliable
results from our point of view, should, however, be N -independent. But as soon as N
is finite, the complete set of independent Ward identities (4.1) is also finite. Remarkably
enough they can still be expressed through generators of W-algebras, but the constraints
arise as a finite number of vanishing conditions for infinite linear combinations of W-
operators, acting on partition function. As N →∞ , the number of such conditions tends
to infinity, implying that every item in linear combinations vanishes by itself. These items
have exactly the form of conventional Virasoro constraints in the particular case of K = 2,
while for K = 3 they rather look like eqs.(1.26), and generalization of (1.26) for K > 3
is more or less obvious. In any case the honest statement is that any solution to the W
-constraints in the conventional form (1.29) does satisfy the equations, which follow from
(4.1), for any N (to make N finite one should take all but the first N eigenvalues of matrix
M to infinity, see sect.2.2). In this sense transition from finite to infinite N is smooth.
However, inverse can be true, i.e. (4.1) can imply (1.29) only as N =∞. Moreover, since
(1.26), which is actually implied by (4.1) as N =∞ , is not quite identical to (1.29), one
needs also to rely upon the (very plausible) assumption that solutions to (1.26) and (1.29)
are unique (up to inessential constant factors) and thus coincide.
Such approach has been already applied in [2] to the study of Kontsevich model itself,
i.e. for the case of K = 2 : V2(X) = X3/3. Our purpose now is to extend this consider-
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ation to other potentials VK(X) = XK+1/(K + 1). However, while the structure of the
answers is very clear (this is obvious from (1.26)), actual calculations are very tedious.
Therefore we restrict our presentation below only to the first non-trivial case of K = 3
. It is considered in sect.4.3. Before, in sect.4.2 we reproduce from [2] the derivation of
Virasoro constraints in the case of K = 2.
4.2 Virasoro constraints in Kontsevich model (K = 2)
The problem. Our purpose in this section is to prove the identity
1
F tr(ǫp
∂2
∂Λ2tr
− ǫpΛ)F = 1
Z
∑
n≥−1
LnZ tr(ǫpΛ−n−2) (4.2)
for
F{2}{Λ} ≡
∫
DX exp(−trX3/3+ trΛX) = C[
√
Λ] exp(
2
3
trΛ3/2)Z
{2}
tg (Tm) ,
4 m − odd
(4.3)
with
C[
√
Λ] = det(
√
Λ⊗ I + I ⊗
√
Λ)−
1
2 (4.4)
and
L{2}n =
1
2
∑
k≥δn+1,0
k odd
kTk
∂
∂Tk+2n
+
1
4
∑
a+b=2n
a,b≥0 ; a,b odd
∂2
∂Ta∂Tb
+
+δn+1,0 · T
2
1
4
+ δn,0 · 1
16
− ∂
∂T2n+3
. (4.5)
Below in this section we omit label {2} and do not indicate explicitly the fact that all
sums run over only odd times.
While (4.2) is valid for any size of the matrix Λ, in the limit of infinitely large Λ
(N →∞) we can insist that all the quantities
4To avoid any comparison note that in original version of [2] there were wrong signs in the exponential
in (4.3) and in the shift of times (1.17) (normalization of times are also different ).
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tr(ǫpΛ
−n−2) (4.6)
(e.g. trΛp−n−2 for ǫp = Λ
p) become algebraically independent, so that eq. (4.2) and (4.1)
imply that
LnZ{T} = 0, n ≥ −1 . (4.7)
Method. Note that F{Λ} in (4.3), which we have to differentiate in order to prove
(4.2), depends only upon eigenvalues {λk} of the matrix Λ. Therefore, it is natural to
consider eq.(4.2) at the diagonal point Λij = 0, i 6= j. The only “non-diagonal” piece of
(4.2) which survives at this point is proportional to
∂2λk
∂Λij∂Λji
∣∣∣∣∣
Λmn=0, m6=n
=
δki − δkj
λi − λj for i 6= j. (4.8)
Eq.(4.8) is nothing but a familiar formula for the second order correction to Hamiltonian
eigenvalues in ordinary quantum-mechanical perturbation theory. It can be easily derived
from the variation of determinant formula:
δlog(det Λ) = tr
1
Λ
δΛ− 1
2
tr(
1
Λ
δΛ
1
Λ
δΛ) + . . . . (4.9)
For diagonal Λij = λiδij , but, generically, non-diagonal δΛij, this equation gives
∑
k
δλk
λk
= −1
2
∑
i 6=j
δΛijδΛji
λiλj
=
1
2
∑
i 6=j
(
1
λi
− 1
λj
)
δΛijδΛji
λi − λj + . . . ,
which proves (4.8).
Proof. Now we shall turn directly to the proof of (4.2). Since ǫp is assumed to be a
function of Λ, it can be, in fact, treated as a function of eigenvalues λi. After that, (4.2)
can be rewritten in the following way:
e−
2
3
trΛ3/2
C(
√
Λ)Z{T}
[
tr ǫp{ ∂
2
∂Λ2
− Λ}
]
C(
√
Λ)e
2
3
trΛ3/2Z{T} = (4.10)
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=
1
Z
∑
a,b≥0
∂2Z
∂Ta∂Tb
∑
i
ǫp(λi)
∂Ta
∂λi
· ∂Tb
∂λi
+ (4.11)
+
1
Z
∑
n≥0
∂Z
∂Tn

∑
i,j
ǫp(λi)
∂2Tn
∂Λij∂Λji
+ 2
∑
i
ǫp(λi)
∂Tn
∂λi
∂logC
∂λi
+
+ 2
∑
i
ǫp(λi)
∂Tn
∂λi
(
2
3
)
∂
∂λi
trΛ3/2
]
+ (4.12)
+

∑
i
ǫp(λi)
(
∂
∂λi
(
2
3
)
trΛ3/2
)2
−∑
i
λiǫp(λi)+ (4.13)
+
∑
i,j
ǫp(λi)
(
∂2
∂Λij∂Λji
(
2
3
)
trΛ3/2
)
+ (4.14)
+ 2
∑
i
ǫp(λi)
(
2
3
)
∂trΛ3/2
∂λi
∂logC
∂λi
+ (4.15)
+
1
C
∑
i,j
ǫp(λi)
∂2C
∂Λij∂Λji

 (4.16)
with trΛ3/2 =
∑
k λ
3/2
k and
C =
∏
i,j
(
√
λi +
√
λj)
−1/2. (4.17)
First, since
∂Tn
∂λi
= −λ−n−
3
2
i , (4.18)
it is easy to notice that the term with the second derivatives (4.11) can be immediately
written in the desired form:
(4.11) =
1
4
∑
n≥−1
∑
i
ǫp(λi)λ
−n−2
i
∑
a+b=2n
∂2Z
∂Ta∂Tb
=
=
1
4
∑
n≥−1
tr{ǫp(λi)Λ−n−2}
∑
a+b=2n
∂2Z
∂Ta∂Tb
. (4.19)
For the first-derivative terms with the help of (4.17),
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∂logC
∂λi
= − 1
2
√
λi
∑
j
1√
λi +
√
λj
(4.20)
∂
∂λi
trΛ3/2 =
3
2
√
λi (4.21)
and
∂2Tn
∂Λij∂Λji
=
∑
k
∂2λk
∂Λij∂Λji
∂Tn
∂λk
+
∂2Tn
∂λ2i
δij . (4.22)
Then for (4.12) we have
1
2Z
∑
n≥0
∂Z
∂Tn

∑
i,j
ǫp(λi)

λ
n−3/2
i λ
n−3/2
j√
λi +
√
λj
+
∑
a+b=2(n+1)
(
√
λi)
a(
√
λj)
b+
+ λ−n−2i
1√
λi +
√
λj
}
− 2∑
i
ǫp(λi)λ
−n−1
i
]
=
=
1
2Z
∑
n≥0
∂Z
∂Tn

∑
i,j
n−1∑
a=0
ǫp(λi)λ
−n−2+a
i λ
−a−1/2
j − 2
∑
i
ǫp(λi)λ
−n−1
i

 =
=
1
2Z
∑
n≥−1
∑
i
ǫp(λi)λ
−n−2
i
∑
k≥δn+1,0

∑
j
λ
−k−1/2
j − 2δk,3

 ∂Z
∂T2n+k

 =
=
1
Z
∑
n≥−1
tr(ǫpΛ
−n−2)

12
∑
k≥δn+1,0
kTk
∂Z
∂T2n+k
− ∂Z
∂T2n+3

 . (4.23)
The remaining part contains terms proportional to Z itself which need a bit more care.
First, it is easy to notice that two items in (4.13) just cancel each other, so the (4.13)
gives no contribution to the final result. For (4.14) we have
∑
i
ǫp(λi)
∂2trΛ3/2
∂λ2i
+
∑
i,j
ǫp(λi)
∂trΛ3/2
∂λk
∂2λk
∂Λij∂Λji
. (4.24)
Using (4.21) and (4.8) it can be transformed into
1
2
∑
i
ǫp(λi)λ
−1/2
i +
∑
i 6=j
ǫp(λi)
√
λi −
√
λj
λi − λj =
=
∑
i,j
ǫp(λi)
1√
λi +
√
λj
(4.25)
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and this cancels (4.15) (transformed with the help of (4.20), (4.21)). Thus, the only
contribution is (4.16), which gives
1
C
∂2C
∂Λij∂Λji
=
∑
k
∂2λk
∂Λij∂Λji
∂logC
∂λk
+
1
C
∂2C
∂λ2i
δij =
=
∑
k
1
2(λi − λj)
[
1√
λj(
√
λj +
√
λk)
− 1√
λi(
√
λi +
√
λk)
]
(1− δij)+
+δij

∂2logC
∂λ2i
+
(
∂logC
∂λi
)2 .
(4.26)
Now, using (4.8) and (4.20) we obtain for (4.16):
{
1
16
∑
i
ǫp(λi)λ
−2
i +
+
1
4
∑
i,j
ǫp(λi)λ
−1
i
(
1√
λi(
√
λi +
√
λj)
+
1
(
√
λi +
√
λj)2
)
+
+
1
4
∑
i,j,k
ǫp(λi)λ
−1
i
1 1
(
√
λi +
√
λj)(
√
λi +
√
λk)
+
+
1
2
∑
i 6=j,k
ǫp(λi)
λi − λj
[
1√
λj(
√
λj +
√
λk)
− 1√
λi(
√
λi +
√
λk)
]
} =
=
5
16
∑
i
ǫp(λi)λ
−2
i +
∑
i 6=j
(
1
4
ǫp(λi)λ
−1
i λ
−1
j +
1
2
ǫp(λi)λ
−3/2
i λ
−3/2
j
)
+
+
∑
i 6=j 6=k
ǫp(λi)
(
1
4λi(
√
λi +
√
λj)(
√
λi +
√
λk)
+
+
1
2(λi − λj)
[
1√
λj(
√
λj +
√
λk)
− 1√
λj(
√
λi +
√
λk)
])
=
=
5
16
∑
i
ǫp(λi)λ
−2
i +
∑
i 6=j
(
1
4
ǫp(λi)λ
−1
i λ
−1
j +
1
2
ǫp(λi)λ
−3/2
i λ
−3/2
j
)
+
+
1
4
∑
i 6=j 6=k
ǫ(λ)λ−1i λ
−1/2
j λ
−1/2
k . (4.27)
In the last transformation we used the fact that
∑
j 6=k
1
(λi − λj)
[
1√
λj(
√
λj +
√
λk)
− 1√
λj(
√
λi +
√
λk)
]
=
=
1
4
∑
j 6=k
{
1
(λi − λj)
[
1√
λj(
√
λj +
√
λk)
− 1√
λj(
√
λi +
√
λk)
]
+ (j ←→ k)
}
.
(4.28)
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Finally, (4.27) can be rewritten as
1
16
∑
i
ǫp(λi)λ
−2
i +
1
4
∑
i
ǫp(λi)λ
−1
i
∑
j,k
λ
−1/2
j λ
−1/2
k =
=
∑
n
(∑
i
ǫp(λi)λ
−n−2
i
)

1
16
δn,−1

2∑
j
λ
−1/2
j


2
+
1
16
δn,0

 . (4.29)
Now taking together (4.19), (4.23) and (4.29) we obtain our main result:
e−
2
3
trΛ3/2
C(
√
Λ)Z{T}
[
tr ǫp{ ∂
2
∂Λ2
− Λ}
]
C(
√
Λ)e
2
3
trΛ3/2Z{T} =
=
1
Z
∑
n≥−1
tr(ǫpΛ
−n−2)


1
2
∑
k≥δn+1,0
kTk
∂
∂T2n+k
+
1
4
∑
a+b=2n
a≥0,b≥0
∂2
∂Ta∂Tb
+
+
1
16
δn,0 +
1
4
δn+1,0T
2
1 −
∂
∂T2n+3
}
Z(T ) = 0. (4.30)
This completes the derivation of (4.2) and, thus, of Virasoro constraints for the case
K = 2.
4.3 Example of K = 3
In the case of generic K the analogue of the derivation, described in the previous section,
should involve the following steps.
— Represent F [Λ] as
F{K}[Λ] = gK [Λ]Z{K}(Tn), (4.31)
with
gK [Λ] =
∆(M)
∆(Λ)
∏
i
[V ′′(µi)−1/2e(µiV ′(µi)−V(µi))] = ∆(Λ
1/K)
∆(Λ)
∏
i
[λ
−K−1
2K
i e
α K
K+1
λ
1+1/K
i ]. (4.32)
Parameter α is introduced here for the sake of convenience, in fact, α = 1.
—Substitute this F{K}[Λ] into (4.1), which in the particular case of VK(X) = X
K+1
(K + 1)
,
looks like
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{Tr ǫ(Λ)[( ∂
∂Λtr
)K − αKΛ]}gK[Λ]Z{K}(Tn) = 0. (4.33)
When ∂/∂Λtr acts on Z(Tn), the following rule is applied:
∂Z
∂Λtr
= − 1
K
∑
n≥1
(n +K)Tn+K
∂Z
∂Tn
, (4.34)
and the sum at the r.h.s. goes over all positive n 6= 0 mod K. As to higher-order
derivatives,
∂iZ
∂Λitr
, they are defined with the help of relations like (4.8).
— When all the Λ-derivatives in (4.1) act on exponent in g[Λ] = g[V ′(M)] , we get the
term, which is equal to V ′(∂Tr(MV
′(M)− V(M))
∂Λtr
) = V ′(M) = Λ and cancels Λ-term
in (4.1). The next contribution, when all but one of the Λ-derivatives act on the exponent,
vanishes. Actually this reflects the fact that there are noW(1)- generators among the final
W- constraints.
— Perform a shift of variables
Tn → Tˆn = Tn − αK
n
δn,K+1 (4.35)
(this procedure doesn’t change ∂/∂Tn → ∂/∂Tˆn).
— After all these substitutions the l.h.s. of eq.(4.33) acquires the form of an infinite
series where every item is a product of Tr[ǫ˜(M)M−p] and a linear combination of gen-
erators of WK-algebra, acting on Z{K}(Tn). In the case of K = 3 this equation looks
like
1
27
Tr

ǫ˜(M)M−3


∑
n≥−2
M−3nW(3)3n +
+9
∑
n≥−2
M−3n−1/3


∑
(3k − 2)Tˆ3k−2W(2)3n+3k +
∑
a+b=3n
a,b≥0; n≥−3
∂
∂T3a+1
W(2)3b−3

+
+9
∑
n≥−2
M−3n−2/3


∑
(3k − 2)Tˆ3k−2W(2)3n+3k +
∑
a+b=3n
a,b≥0; n≥−3
∂
∂T3a+1
W(2)3b−3





Z{3} = 0,
(4.36)
(see (1.27),(1.28) for explicit expressions for W-operators). This relation is valid for any
value of N , and in this sense is an example of identity, which behaves smoothly in the
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limit N →∞.
— If N = ∞ all the quantities Trǫ˜(M)M−p with given p but varying ǫ˜(M) become
independent, and (4.36) may be said to imply (1.26).
In what follows we restrict ourselves to an illustrative calculation: we prove that (4.36)
holds for N = 1 (i.e. when there are numbers instead of matrices). Even this calculation
is long enough. Additional technical details, necessary to deal with matrices rather than
ordinary numbers, are exhaustively discussed in the previous section 4.2.
Example. When (4.32) with K = 3, N = 1 is substituted into (4.33) and the rule
(4.34) is used, we obtain (Z ≡ Z{3}1 ) :
0 = ǫ˜(µ)


∑
n≥1
α2
µn+1
∂Z
∂Tn
− α
µ5
[
1
3
∑
m,n
1
µm+n
∂2Z
∂Tm∂Tn
+
∑
n
n+ 4
3
1
µn
∂Z
∂Tn
+
7
9
Z
]
+
+
1
µ3

∑
l,m,n
1
27µl+m+n
∂3Z
∂Tl∂Tm∂Tn
+
∑
m,n
n+m+ 8
18
1
µm+n
∂2Z
∂Tm∂Tn
+
+
∑
n
n2 + 12n+ 39
27
1
µn
∂Z
∂Tn
+
28
27
Z
]}
(4.37)
Our purpose now is to compare this expression with the l.h.s. of (4.36). In order to
understand the structure of (4.36) let us note, that the first item (with W(3)) in (4.36)
contains the contribution
1
µl+m+n
∂3Z
∂Tl∂Tm∂Tn
, just the same as in (4.37), but only under
restriction l + m + n = 0 mod 3. However, no such restriction is imposed in (4.37),
and in order to restore the equivalence between (4.36) and (4.37), one needs to add the
terms with ∂(W(2) Z)/∂T to the l.h.s. of (4.36), which add the missing contributions
1
µl+m+n
∂3Z
∂Tl∂Tm∂Tn
with l +m+ n = 1, 2 mod 3.
If we analyze the terms without α in (4.37), it is important that α appears also in the
shift (4.35):
nTˆ {3}n = nTn − 3αδn,4, (4.38)
so that at the same time we substitute all Tˆ ’s by T ’s in (4.36), (1.26)–(1.28). Then
the term
(K − 1)(3K − 1)(5K − 1)...((2K − 1)K − 1)
(2K)K
Z =
28
27
Z in (4.37) should be com-
pared to the contributions without Z-derivatives to (4.36). These come from the negative
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harmonics of W(3) and W(2) operators. Namely, so modified W(3)−6 contains (2T2)3 +
3(T1)
2(4T4) =
4
µ6
, W(3)−3 contains (T1)3 =
1
µ3
, and there is no constant term in W(3)0 . As
to Virasoro operators, there is
1
6
· 2(T1)(2T2) = 1
3µ3
in W(2)−3 and
(K − 1)(K + 1)
24K
=
1
9
in W(2)0 . Also the contribution of interest to ∂W(2)−3/∂T1 is
1
6
· 2(2T2) = 1
3µ2
, and
to ∂W(2)−3/∂T2 is
1
6
· 4(T1) = 2
3µ
. Also (2T2)W(2)−3 contributes
1
6
· 2(T1)(2T2)2 = 1
3µ5
,
(5T5)W(2)0 −(5T5)·
1
9
=
1
9µ5
, (2T2)W(2)0 −(2T2)·
1
9
=
1
9µ2
, (T1)W(2)−3−
1
6
·2(T1)2(2T2) = 1
3µ4
, (4T4)W(2)0 − (4T4) ·
1
9
=
1
9µ4
and (T1)W(2)0 − (T1) ·
1
9
=
1
9µ
. Putting this all together we
obtain the coefficient
1
27
{
[4 + 1] + 9[
1
3
+
1
3
+
1
9
+
1
9
] + 9[
2
3
+
1
3
+
1
9
+
1
9
]
}
+O(α) =
28
27
+O(α)
in front of Z in (4.36), in accordance with (4.37). In order to reproduce the term
(K − 1)(K + 1)(2K + 1)
24K
αK−2Z =
7
9
α Z in (4.37) it is necessary to restore the shift
(4.38) of T4-variable in (4.36). There are also contributions with T
2
4 in W(3) and in
(3k − 2)T3k−2W(2)3k+3n , which are responsible to occurrence of the α2-term in (4.37).
This illustrative comparison of (4.36) and (4.37) is enough to recognize the proper
structure of (4.36). After it is found out it is easy to ensure that all the remaining
contributions to (4.36) and (4.37) also coincide. Of course, in order to check the trace-
structure of (4.36) our simple example of N = 1 is not enough — the analogue of detailed
consideration of sect.4.2 is required. Such detailed derivation, as well as consideration of
the case of K > 3 , is beyond the scope of this paper.
5 Conclusion
To conclude, we presented enough evidence that the Generalized Kontsevich Model (1.2)
interpolates between all the multimatrix models, while preserving the property of inte-
grability and the L−1-constraint. This makes GKM a very appealing candidate for the
role of a theory, which could unify all “stable” (i.e. with c ≤ 1) bosonic string models.
However, the study of GKM was at most originated here. Let us list a set of problems,
which seem interesting for the future development.
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1) Though integrable structure and L−1- constraint in GKM have been discussed more
or less exhaustively, the situation with generic W-constraints and their implications re-
mains less satisfactory. Of course, they may be derived from L−1-constraint, as suggested
in refs.[1], but still it is desirable:
— to complete the derivation ofW-constraints from Ward identity (1.23) for N =∞,
as suggested in sect.3, for K ≥ 3 ;
— to prove the equivalence of these W-constraints (which look like (1.26)) to conven-
tional constraints (1.29);
— to describe the subvariety U∞ in Grassmannian (at infinity of the Universal module
space), specified by the universal L{V}−1 - constraint;
— to take double-scaling continuum limit of the properly reduced W˜-constraints in
discrete multimatrix models (which look like W˜(p+1)q−p [M1] = W˜(q+1)p−q [M2] for the 2-matrix
case [W˜]) in order to derive the constraints (1.31) for
√
Γ
{K−1}
ds (as it was done in ref.[16]
for the 1-matrix case);
— also the problems discussed in sect.3.4 should be added to this list.
2) We tried to argue, that particular (K − 1)-matrix model arises from GKM for a
particular choice of potential: V(X) ≡ VK(X) = const · XK+1. Particular (CFT + 2d
gravity)-model is specified by additional adjustment of M-matrix in such a way, that all
Tn = 0 , n 6= 1, p + K (for c = 1 − 6(p−K)
2
pK
). These particular points in the space
of parameters {V(X), M} should be interpreted as critical points of GKM. The relevant
questions are:
— what is the proper criterium, distinguishing critical points in terms of GKM itself;
— are there any other critical points?
One can even hope, that the answer to the last question is positive and some other
critical points may be identified with non-bosonic string models. Let us remind that the
stability criterium like c ≤ 1 (implying the absence of tachionic instabilities, leading to
desintegration of Riemann surfaces through creation of holes), which in bosonic case im-
plies the restriction d ≤ 2 for the space time dimension, in the case of N = 2 superstrings
turns into a much more promising condition: d ≤ 4 .
3) A separate class of problems is related to identification of (double scaling limit)
c = 1 models in the theory of GKM. This could lead to a more natural formulation of
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GKM, in particular, help to restore the symmetry between arguments V(X) and M of
Z{V}[M ]. Keeping in mind the topological implications of K = 2 model it is also natural
to ask,
— what corresponds to Penner model [38, 39].
4) The last group of problems concerns the meaning and generalizations of GKM. First
of all, both formulations in terms of topological (like [15, 40, 38, 41, 39]) and conformal
(in the spirit of [42, 43]) is required in order to understand explicitely the connection
to Liouville theory. Second, the hope that just GKM (1.2) is enough to include N =
2 superstrings may be too optimistic, and then one needs to look for more universal
models. Third, in any case one should search for a more invariant (algebro-geometric)
interpretation of (1.2): GKM is already much simpler than original multi-matrix models
(it is a 1-matrix model with a smooth continuum limit), but still it is not simple enough
to be appealing as a fundamental theory. The main aesthetic problem is the assymetry
between M and V(X) and, perhaps, the very relevance of matrix integrals. Fourth,
GKM does describe interpolation between sufficiently many string models, but it is not
a dynamical interpolation: one may still need to look for an “of-shell” version of GKM,
involving a sort of integration over V(X). This problem can be after all related to the
question about critical points. In particular, it may be interesting to find out something
similar to the “off-shell” actions of refs.[17, 44, 45], which reproduce Virasoro constraints
in the ordinary 1-matrix models as dynamical equations of motion, for the case of GKM.
Possible links between GKM and double-loop algebras (in the spirit of [46]) also deserve
investigation.
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