most essential interactions with the protein. Our studies suggest that the "extra" pharmacophore elements seen at the periphery in X-ray models arise as a result of decreased protein flexibility and make very little contribution to model performance.
Introduction
Pharmacophore models are a spatial description of the chemical features required for a molecule to have optimal binding interactions with a given pocket on a biological target [1] [2] [3] [4] . Structure-based pharmacophore models can be created from conformations of that protein pocket with or without bound ligands. Pharmacophore points can be defined through geometric rules based on the orientations of the residues in the binding sites or through information about ligand contacts with those residues. The contact information can come from bound ligands [5] [6] [7] [8] [9] or from the positions of fragment molecules in the binding sites [4, [10] [11] [12] [13] . A growing trend is to use more than one protein structure when creating pharmacophore models to represent the conformational flexibility inherent to each system. The structures can come from crystallography [6, 7, 9, 10, 14] , NMR [10] , or molecular dynamics (MD) simulations [5, 8, [11] [12] [13] [14] [15] [16] . The resulting pharmacophore models from each structure can be combined into a single, overarching model [6, 7, 11, 12, 14, 16] or used as a set. When used as a set, scientists can simply combine all hits [15] , look for common hits across the pharmacophore models [5] , or use machinelearning algorithms to develop a combined model for ligand binding [8, 9, 13] .
Abstract NMR and X-ray crystallography are the two most widely used methods for determining protein structures. Our previous study examining NMR versus X-Ray sources of protein conformations showed improved performance with NMR structures when used in our Multiple Protein Structures (MPS) method for receptor-based pharmacophores (Damm, Carlson, J Am Chem Soc 129:8225-8235, 2007). However, that work was based on a single test case, HIV-1 protease, because of the rich data available for that system. New data for more systems are available now, which calls for further examination of the effect of different sources of protein conformations. The MPS technique was applied to Growth factor receptor bound protein 2 (Grb2), Src SH2 homology domain (Src-SH2), FK506-binding protein 1A (FKBP12), and Peroxisome proliferator-activated receptor-γ (PPAR-γ). Pharmacophore models from both crystal and NMR ensembles were able to discriminate between highaffinity, low-affinity, and decoy molecules. As we found in our original study, NMR models showed optimal performance when all elements were used. The crystal models had more pharmacophore elements compared to their NMR counterparts. The crystal-based models exhibited optimum performance only when pharmacophore elements were dropped. This supports our assertion that the higher flexibility in NMR ensembles helps focus the models on the Electronic supplementary material The online version of this article (doi:10.1007/s10822-017-0077-7) contains supplementary material, which is available to authorized users.
In this study, we compare ensembles of protein conformations from crystal and NMR structures, which were readily available. Our Multiple Protein Structures (MPS) method for creating structure-based pharmacophore models (originally called "dynamic pharmacophore" models) is an experimentally verified, computational technique that leverages ensembles of protein conformations. The use of many protein conformations reveals areas of the binding site that have consistent criteria for complementarity and cause the least entropic penalty [17, 18] . Each conformation of the protein binding site is mapped to determine the essential pharmacophore elements required to complement the pocket. MPS then overlays all the structures of the ensemble to identify pharmacophore sites that are common to more than 50% of the structures. This consensus of pharmacophore sites describes the essential elements that a ligand must contain to bind the target.
One of our previous studies compared the performance of pharmacophore models of HIV-1 protease derived from a collection of crystal structures and an NMR ensemble, using the MPS technique [10] . For that system, the pharmacophore models from the NMR ensemble encoded a more accurate representation of the essential features of the active site while maintaining selectivity for inhibitors over decoy molecules. This was a direct consequence of the greater flexibility observed in the NMR ensemble over the collection of crystal structures. HIV-1 protease is more flexible than most protein targets, and it is important to determine how universal this finding may be. In this study, we extended the MPS technique to several new protein targets. Again, we find that incorporating the greater protein flexibility of an NMR ensemble in the MPS method translates into an improvement in the quality and performance of pharmacophore models over those created with collections of crystal structures.
There are very few systems with both NMR and crystal structures available in the Protein Data Bank [19] . Even fewer are of biomedical interest so that databases of known inhibitors can be generated to test method performance. Growth factor receptor bound protein 2 (Grb2), Src SH2 homology domain (Src-SH2), FK506-binding protein 1A (FKBP12), and Peroxisome proliferator-activated receptor γ (PPAR-γ) protein targets met all the required criteria. We used ligand-bound crystal structures and NMR models whenever possible in order to ensure a fair comparison. However, due to the lack of such structures for FKBP12 and PPAR-γ, apo NMR structures were used for these particular proteins. Here, we demonstrate that the lesser protein conformational sampling seen in the crystal-structure ensemble leads to the identification of non-essential pharmacophore elements. In order to further probe the location and origin of these extraneous pharmacophore elements, the crystal pharmacophore models were systematically truncated. This resulted in retention of crystal pharmacophore model performance in most of the target cases studied. In the following sections, we discuss reasons for the retention in performance upon truncation of crystal pharmacophore models and present results across all the protein targets examining the ability of NMR and crystal pharmacophore models to identify inhibitors/agonists over decoy molecules.
Lastly, we note that the only probes used to create the MPS pharmacophore models are benzene, ethane, and methanol. These simple molecules provide the most basic features required for any pharmacophore search: aromatic, hydrophobic, and hydrogen-bonding. All search methods accommodate these features, and these features can be mapped on all protein surfaces. Below, we show that this simple approach to "universal utility" has excellent discrimination. Though more complicated probes could be incorporated for a fragment-based design approach, they are not required.
Methods

Protein preparation
In order to ensure a uniform setup across NMR and crystal structures, all protein-ligand complexes were stripped of hydrogen atoms which were added later using Molprobity [20] . Additionally, structures were manually assigned histidine protonation state and histidine/aspargine/glutamine flips. These protein-ligand complexes were then visually inspected and corrected where necessary for errors in hydrogen placement and ligand bond orders, followed by partial charge assignment based on MMFF94 force field [21] for the ligand and AMBER ff99 force field for the rest of the protein as implemented in Molecular Operating Environment (MOE 2010.10) [22] . The hydrogen atoms were then minimized while the heavy atoms were restrained.
Probe flooding, minimization, and clustering
The protein structures extracted from the minimized protein-ligand complexes were then flooded separately with 500 molecules of benzene, ethane, and methanol probes with a flooding radius of 10 Å from the center of the active site using PyMOL (Fig. 1a) [23] . The atom used to define the center of the active site for flooding in each protein target is provided in the supplemental information. The probe molecules were then subjected to a low temperature, gasphase minimization using the Multi Unit Search for Interacting Conformers (MUSIC) routine in BOSS [24] . This type of minimization keeps the protein fixed and does not allow the probe molecules to interact with one another. The minimized probes in each individual protein structure were then grouped by a Jarvis-Patrick clustering method, and the group was represented by the probe with the best interaction energy (the "parent" of the cluster). (Fig. 1c) [25] . This process was repeated for all the structures in the crystal and NMR ensembles separately. Structures from each ensemble were then aligned using our weighted RMSD method (wRMSD) (Fig. 1d) [26] . The parent probes for each structure in the ensemble were then compared across the ensemble to identify consensus clusters that represent conserved interactions in more than 50% of all protein conformations/ models (Fig. 1e) . Pharmacophore elements were centered at the average coordinates for the corresponding parent probes. The RMS deviation of the parent probes in each consensus cluster formed the radii of the corresponding pharmacophore elements. Using this approach, Donor, Acceptor, and Doneptor (both donor and acceptor) pharmacophore elements were derived from Methanol clusters. Aromatic pharmacophore elements were derived from Benzene clusters, and hydrophobic pharmacophore elements were created from overlapping Benzene and Ethane clusters. Any pharmacophore element lying outside the 10 Å flooding sphere was not included in the final pharmacophore model.
Creation of ligand and decoy databases
Databases of inhibitors for the four protein targets were gleaned from the CHEMBL Database [27] . IC 50 ≤ 50 nM was the cutoff between high-affinity and low-affinity inhibitors. As a sufficient number of high-affinity inhibitors with IC 50 ≤ 50 nM could not be found for Src SH2, the cutoff for high-affinity inhibitors was relaxed to IC 50 ≤ 500 nM (only for Src SH2). In order to ensure that the compounds in the inhibitor databases were structurally diverse, they were grouped by 85% Tanimoto similarity, calculated using the MACCS fingerprint [28] in MOE 2010.10 [22] . The inhibitors with the highest affinity in each set of similar structures were retained. A previously reported decoy database of 2324 drug like molecules obtained from the Steps a-c are carried out on all structures in the ensemble, and they are overlaid using the wRMSD method. e Clusters of "parent probes" are identified manually. f Consensus clusters are identified when at least 50% of the conformations contain a parent probe in the same location. All probes farther than 10 Å of the center of the active site are ignored. The center of each pharmacophore element is derived from the center of mass of the parents in the consensus cluster, and the radius of the element is set by the RMSD of the parents Comprehensive Medicinal Chemistry Index [29] was used as the decoy set [30] . To rule out the possibility of finding inhibitors in this decoy set that bind to protein targets under consideration, a similarity search was performed for each of the 2324 decoy molecules against the CHEMBLderived database using a path based similarity fingerprint implemented in OEGraphSim toolkit [31] . Using a Tanimoto coefficient of ≥ 85% as a measure of similarity, if a CHEMBL molecule similar to the decoy molecules existed, its activity profile was searched in the CHEMBL database and any reported activity against the pfam family of the target under consideration resulted in the removal of the compound from the decoy set. This allowed us to establish a decoy set of molecules for each protein that is unlikely to contain any true positives. OMEGA [32] was then used to generate multiple conformations for the inhibitors and decoys, limiting the number of conformations to 300 while imposing a heavy-atoms RMSD constraint of 2 Å for rejection of similar conformers along with a 25 kcal/mol energy cutoff. The number of molecules in the high-affinity, lowaffinity, and decoy sets used for each protein target are provided in Table 1 .
Evaluation of pharmacophore models
Performance of the pharmacophore models were evaluated using Receiver Operator Characteristic (ROC) plots. For pharmacophore models, each ligand is evaluated with simple fit/no fit criteria, rather than a score. With scores, ROC plots are generated by plotting more and more relaxed scores (Fig. 2) . In our use of MPS, relaxation is accomplished by two means: (1) systematically increasing the radii of the pharmacophore elements and (2) varying the number of pharmacophore elements that need to be matched to identify a molecule as a hit. Each line on the ROC plot corresponds to results obtained from a model as the radii of its elements are systematically increased from 1× to 3× RMSD (see Fig. 2 ). Each line shows hits for ligands required to match all N features of the pharmacophore model, N-1 matches, N-2 matches, etc. To illustrate this point, the label "5/6 sites, 2.66× RMSD" indicates hits fit five of a six-feature pharmacophore model with radii set to 2.66 times the RMSD. Using this approach, each pharmacophore model under varying degrees of relaxation was then screened against inhibitor and decoy databases using MOE 2010.10. As the database was split into high-and low-affinity data sets, this allowed us to observe if pharmacophore models exhibited selective preference for highaffinity over low-affinity inhibitors. The number of hits in Table 1 The number of high-affinity and low-affinity inhibitors/agonists used to validate MPS pharmacophore models are reported below for every protein target obtained by gradually increasing the radii of the pharmacophore elements from 1× to 3× RMSD. Thus a label "5/6 2.33×" denotes the screening results from a MPS pharmacophore model whose radii have been multiplied by 2.33 and requires 5 of its 6 pharmacophore elements to be matched for a hit to be identified the inhibitor and decoy sets were then plotted in a ROC plot. Ideally, one would expect the best results to lie in the upper left quadrant of the ROC plot, indicating that the pharmacophore models exhibit greater selectivity for inhibitors/ agonists over decoys. The distance of all the data points
on the ROC plot were calculated from (0, 100) which represented the ideal case scenario where all inhibitors are identified and no decoys are detected by the pharmacophore model, the pharmacophore model with the least distance from (0, 100) was considered to have the best performance in screening the ligand sets.
Results and discussion
Protein conformational sampling in crystal structures and NMR ensembles
As expected, crystal structures had limited conformational variation in their C α backbone as compared to the NMR structures. The C α RMSD of the crystal structures and NMR ensembles for each protein was wRMSD aligned to the highest resolution crystal structure and the first model from the NMR ensemble, respectively. The results are summarized in Table 2 and illustrate the greater flexibility in the NMR ensembles. The greater flexibility in the NMR structures is also reflected in the heavy atom RMSD of the bindingsite residues in the NMR ensemble as seen in Table 3 . The NMR ensembles appear to be derived from high quality data, and we believe the conformational sampling exhibited in the NMR ensemble represents true sampling of these proteins in solution. While there were no unusually large conformational changes between the NMR and crystal structures of Grb2, Src SH2, and FKBP12, the differences in the conformations of PPAR-γ NMR and crystal structures represented a more important conformational change from the perspective of identifying MPS pharmacophore models. The PPAR-γ NMR structures represented an inactive conformation of the protein, while the crystal structures represented an active conformation of the protein.
Comparison of crystal and NMR pharmacophore models
In general, the pharmacophore models had certain characteristic traits that were common across all protein targets investigated in this study. Pharmacophore models from NMR structures had fewer pharmacophore elements which were greater in size, as compared to their crystal-pharmacophore counterparts.
Comparison of the Src SH2 pharmacophore models
Src SH2 is an important component in the auto regulation of its kinase domain; upon phosphorylation the C-terminus of the protein binds to the SH2 domain and results in the distortion of the kinase active site [33] . The SH2 domain of Src binds with high affinity to phosphorylated peptides and recognizes the peptide sequence pYEEI with high affinity [34] . The phosphotyrosine moiety of peptide ligands bind to the pY site, and the pY + 1, pY + 2, pY + 3 sub-sites that determine specificity lie C-terminal to this phosphotyrosine binding site (Fig. 3a, b ). Pharmacophore models from both crystal and NMR structures reproduced key essential features in the different sub-sites required for binding substrates. As shown in Fig. 3b , the NMR pharmacophore model for Src SH2 had six pharmacophore elements compared to the ten pharmacophore elements in the crystal model (Fig. 3a) . The pY site in the crystal pharmacophore model had two extra elements, a donor and a doneptor that were absent in the NMR model. Additionally, an extra hydrophobic element in the pY + 2 and an aromatic element in the pY + 3 pockets were located in the crystal pharmacophore model. The elements in the NMR pharmacophore model represented a subset of those seen in the crystal pharmacophore model. Interestingly, while the exact location of the phosphotyrosine moiety was not mapped in the NMR and crystal pharmacophore models, a doneptor element in close proximity was identified whose location appeared shifted between the two pharmacophore models. The lone hydrogen-bonding element in the pY + 3 pocket changed from a hydrogen-bond donor in the crystal pharmacophore model to a hydrogen-bond acceptor in the NMR pharmacophore model. This resulted from differing positions of a tyrosine residue lining the pY + 3 pocket. Overlaying the crystal-structure ligands with the pharmacophore models as shown in Fig. 3c emphasizes the observation that most elements from the NMR model overlap with the ligands in contrast to the crystal model where many elements failed to do so. This is particularly surprising because the ligands in Fig. 3d are from the crystal structures, not the NMR model.
Comparison of the Grb2 SH2 pharmacophore models
Grb2 is an adaptor protein and consists of two SH3 domains and one SH2 domain. The SH2 domain of Grb2 binds to phosphorylated peptides of the general sequence pYXNX and adopts a similar fold seen in other SH2 domains such as Src SH2. Sub-sites in the protein active site that accommodate ligands follow a similar nomenclature as noted above for Src SH2 and are named pY, pY + 1, pY + 2 (show in Fig. 4a,  b) . A key difference between the Grb2 and Src SH2 domains is Trp 121 in Grb2 which is part of the specificity determining EF loop (according to the naming convention described in Eck et al. [35] ) that blocks the large pY + 3 pocket seen in Src SH2. As a result, phosphotyrosine peptides that bind to Grb2 SH2 domain adopt a beta turn instead of binding in an extended conformation occupying the pY + 3 sub-site in Src SH2 [36] . MPS pharmacophore models in this study were obtained for the SH2 domain of Grb2. Pharmacophore models reproduced key features of the active site which included the phosphotyrosine binding location in the pY subsite and essential interactions seen across all ligands in the pY + 1 pocket (shown in Fig. 4a, b) . A hydrophobic element that overlapped the benzene ring of the phosphotyrosine residue was seen in the pY subsite of both pharmacophore models (Fig. 4c, d ). The pY subsite of the crystal pharmacophore model displayed an additional acceptor element not found in the NMR model. As seen in Fig. 4c , this acceptor element overlaps with the carbonyl group of the amide bond linking the phosphotyrosine residue to the residue preceding it. Three pharmacophore elements in the pY + 1 pocket appear in similar locations in the crystal and NMR models. The only difference between the two pharmacophore models in the pY + 1 pocket was an additional doneptor element in the NMR model. The pY + 2 sub site followed a similar trend and had more elements in the crystal pharmacophore model. A doneptor and hydrophobic element consistent with a key interaction is seen in both NMR and Crystal pharmacophore model (see Fig. 4c, d) .
Comparison of the FKBP12 pharmacophore models
FKBP12 is a peptidyl prolyl cis/trans-isomerase that catalyzes the isomerization of proline amide bonds in proteins and peptides, and it is known to act as an immunosuppressant in complex with FK506 or Rapamycin [37, 38] . The proline ring of a substrate sits in the center of the active site, which is a hydrophobic pocket lined with aromatic and hydrophobic residues with a tryptophan residue forming the base of the pocket [39, 40] . Pharmacophore models from both crystal and NMR structures identify this key hydrophobic pocket in the center of the active site as illustrated in Fig. 5a , b. While the crystal pharmacophore model identifies several elements at the periphery of the active site, the absence of most of these elements from the NMR pharmacophore model is quiet apparent and can be attributed to the lack of consensus clusters in the more flexible regions of the NMR ensemble of FKBP12. An overlay of the pharmacophore models with the ligands bound to FKBP12 in the crystal structures (as seen in Fig. 5c, d ) provides a more detailed understanding of the location of the elements. The only hydrogen-bonding element in the NMR pharmacophore model is a doneptor element that closely overlaps the carboxylic acid region of the proline residue in the ligands, making hydrogen-bonding interactions with the backbone of the protein (Fig. 5d) . It is interesting to note that some of the elements that are exclusive to the crystal pharmacophore model do not overlap with any ligands from the FKBP12 protein ligand complexes. This does not appear to be the case for the NMR model where most ligands from the crystal structures overlap with all pharmacophore elements of the NMR model.
Comparison of the PPAR-γ pharmacophore models
PPAR-γ is a ligand-activated transcriptional factor. It primarily consists of a ligand-binding domain and a DNA-binding domain [41] . PPAR-γ agonists bind to the ligand-binding domain and stabilize helix 12 located at the C-terminus, resulting in a conformational change to a closed form of helix 12. PPAR-γ agonists stabilize helix 12 through a network of hydrogen bonds involving Tyr 473 in helix 12 and several polar residues in the vicinity (His 449, His 323, and Ser 289) typically through a carboxylic acid or thiazolidienedione moiety [42] . MPS pharmacophore models in this study were obtained by flooding at the center of the active site in the ligand-binding domain. The crystal pharmacophore model displayed six elements which included a doneptor element that mapped the functional moiety of PPAR-γ agonists that stabilizes helix 12 (see Fig. 6a ). Four of the six elements in the crystal pharmacophore model were seen to overlay well with the crystal structure ligands. As a ligand-bound NMR ensemble for PPAR-γ was not available, we had to use an apo NMR ensemble for creating the pharmacophore model. The NMR pharmacophore model had three elements and the doneptor element mimicking the key functional moiety of PPAR-γ agonists was absent (see Fig. 6 ). Helix 12 in the NMR ensemble (nine apo structures) sampled a wide variety of open conformations (see Fig. 6 ) that did not resemble the well-ordered, hydrogenbonding network seen in the agonist bound PPAR-γ crystal structures. Consequently, the flexibility and the absence of a doneptor element that mapped the PPAR-γ agonist functional moiety was expected. A hydrophobic element that overlapped with the agonists near helix 12 in the crystal pharmacophore model appeared shifted in the NMR model and more closely mapped the location of the Tyr 473 seen in the crystal structures. It is important to note that while the NMR pharmacophore model mapped important locations of the protein, these locations were less important for ligand binding and of more relevance for the conformational change going from the inactive form of the protein to the ligand-bound, activated form. The only element in common between the NMR and crystal pharmacophore model was a hydrophobic element located at the entrance to the active site of PPAR-γ. Interestingly, the aromatic element in the center of the active site of the crystal pharmacophore model was 
Overall evaluation of MPS pharmacophore models
Pharmacophore models from NMR ensembles and crystal structures were evaluated by their ability to identify inhibitors/agonists over decoy molecules. In addition, the databases were split into high-and low-affinity data sets to provide a further measure of the effectiveness of the models. Certain unifying trends were observed across all models in general. This included the ability of the pharmacophore models to identify high-affinity inhibitors over low-affinity inhibitors while maintaining selectivity over decoy molecules. Furthermore, NMR models consistently had fewer pharmacophore elements. The "extra" elements in the X-ray models typically did not improve performance. Indeed, most elements on the periphery of the X-ray models were unnecessary. This gives the NMR models a distinct advantage, particularly for prospective application of the MPS method. The increased flexibility in the NMR ensemble, coupled with the requirement of defining an element only when similar interactions are made across more than 50% of the protein conformations, decreases the likelihood of requiring elements in locations where proteins exhibit greater flexibility. Our goal with MPS is to identify the most essential interactions, so these more variable regions are inherently down played. Regions like these may complement some ligands, but they are not essential to all ligand binding. Furthermore, locations such as these may be associated with entropic costs. With the exception of PPAR-γ, NMR models for all protein targets exhibited optimum performance when all pharmacophore elements were required to identify a hit. This provided support to the argument that conformational flexibility in the NMR ensemble enables one to identify hot spots that closely map functional groups retained across diverse inhibitors and represent the most essential features of the active site. The poor performance of PPAR-γ NMR pharmacophore model can be attributed to the fact that the apo NMR ensemble samples an inactive form of the protein and the resulting pharmacophore model is devoid of the ability to identify agonists that bind to the active form of the protein. Nevertheless, hot spots mapped by the PPAR-γ NMR pharmacophore model represent locations of protein side chains in the active form of PPAR-γ as seen in the crystal structures and hence resemble sites relevant for conformational transition from the inactive to the active form of the protein.
Conversely, crystal pharmacophore models were too limited in protein flexibility, which resulted in the identification of more non-essential elements. The crystal model's performance was poor when all the pharmacophore elements were used to identify hits. In contrast to NMR pharmacophore models, elements had to be dropped in order to obtain optimum performance for crystal models, which suggested that the extraneous elements identified in the crystal pharmacophore model represented nonessential sites, meaning that inhibitors/agonists may or may not have the chemical features. The addition of these elements hindered performance. Dropping elements from the crystal pharmacophore model allowed a more diverse set of inhibitors to be identified; however, it also resulted in a concomitant increase in the number of decoy molecules identified.
Across all protein targets, there was no trend on the number of elements required to be dropped from the crystal pharmacophore model in order to achieve optimum performance. The lack of such a trend highlights the uncertain nature of the task of optimizing crystal pharmacophore models for protein targets where sufficient data to evaluate model performance does not exist. It is clear that pharmacophore models derived from NMR ensembles do not suffer from such drawbacks since they can be screened by using all of their pharmacophore elements to identify a diverse set of inhibitors, completely obviating the need to drop elements to achieve optimum performance.
ROC plots for each protein target, characteristics that deviate from general trends discussed above, and reasons for such anomalies are elaborated in further detail for each protein target below.
Performance of the pharmacophore models of the Src SH2
The optimal NMR pharmacophore model (6/6 sites, 2.66× RMSD, Fig. 7 ) identified 93.7% of high-affinity inhibitors and 10.5% decoys. The best performing crystal pharmacophore model (7/10, 2.66× RMSD, Fig. 7 ) identified a similar number of inhibitors (93.7%) at the expense of 11.9% decoys. Pharmacophore models from both NMR and crystal structures were able to distinguish high-affinity inhibitors from low-affinity inhibitors. While optimal pharmacophore models from both models identified a similar number of inhibitors, it is important to note that the NMR pharmacophore model achieved this task using all the elements in the pharmacophore model, unlike the crystal pharmacophore model where three elements had to be dropped in order to achieve a similar result.
Performance of the pharmacophore models for Grb2
Pharmacophore models from both crystal and NMR Grb2 models were successful in differentiating inhibitors over decoys and high-affinity over low-affinity inhibitors. The NMR pharmacophore model of Grb2 displayed optimum performance when all elements of the pharmacophore model were included (8/8 sites, 3× RMSD, Fig. 8 ). This pharmacophore model identified 98.3% of high-affinity inhibitors and 5.6% of decoys. In contrast, the crystal pharmacophore model exhibited optimum performance identifying 98.3% of high-affinity inhibitors and 7.5% of decoys when screened with a model (8/9, 3× RMSD, Fig. 8 ) where one element was dropped. The crystal pharmacophore models displayed similar characteristics observed for Src SH2 where progressively dropping pharmacophore elements improved the ability of the models to identify a diverse set of inhibitors.
Performance of the pharmacophore models of FKBP12
The FKBP12 NMR pharmacophore model was rather simple and had only four pharmacophore elements. Its optimum model (4/4, 1× RMSD, Fig. 9 ) identified 73% of the high-affinity inhibitors and 10.3% of decoys. In contrast, the crystal pharmacophore model identified 14 pharmacophore elements. Elements of the NMR model represented a subset of the crystal pharmacophore model. The inability to identify either inhibitors or decoys using the full crystal pharmacophore model points to the fact that several of these sites are not required for inhibitors to Fig. 7 ROC plots of crystal and NMR pharmacophore models of Src SH2 are shown along with a label for the model that displays the best performance. The best performing crystal pharmacophore model was at 2.66× RMSD using seven out of ten pharmacophore elements. The best performing NMR pharmacophore model was achieved at 2.66× RMSD using all six pharmacophore elements. The average area under the curve (AUC) for the best performing pharmacophore models are shown in parenthesis exhibit activity, and they severely limit performance of the crystal pharmacophore model. The crystal pharmacophore model showed decent performance only when half of the pharmacophore elements were dropped, and the optimum model (7/14, 2.66× RMSD, Fig. 9 ) identified 80.7% of high-affinity inhibitors at the expense of 28.4% decoys.
Performance of the pharmacophore models of the PPAR-γ PPAR-γ presented a unique case where the crystal pharmacophore model displayed better performance than the NMR pharmacophore model. These differences in performances reflect the different conformations upon which crystal and NMR pharmacophore models were built. The crystal model Fig. 8 ROC plots of crystal and NMR pharmacophore models of Grb2 SH2 are shown along with a label for the model that displays the best performance. The best performing crystal pharmacophore model was at 3.00× RMSD using eight out of nine pharmacophore elements. The best performing NMR pharmacophore model was achieved at 3.00× RMSD using all six pharmacophore elements. The average AUC for the best performing pharmacophore models are shown in parenthesis Fig. 9 ROC plots of crystal and NMR pharmacophore models of FKBP12 are shown along with a label for the model that displays the best performance. The best performing crystal pharmacophore model was at 2.66× RMSD using seven out of fourteen pharmacophore elements. The best performing NMR pharmacophore model was achieved at 1.00× RMSD using all four pharmacophore elements. The average AUC for the best performing pharmacophore models are shown in parenthesis was derived from protein conformations of the active form where helix 12 sampled a "bound conformation" in all of the ligand-bound crystal structures. In contrast, the NMR pharmacophore model was based on apo, inactive conformations in the NMR ensemble where helix 12 was found in the open conformation.
The optimum crystal pharmacophore model (5/6, 2.33× RMSD, Fig. 10 ) identified 90.7% of high-affinity agonists and 21.6% decoys. When all six pharmacophore elements of the crystal model were used to screen for agonists, very few were identified as hits. Moreover, under such a constraint, the crystal pharamacophore displayed a selective preference for low-affinity agonists over high-affinity agonists. Similar results were found for our previous MPS models for the protein dihydrofolate reductase derived from crystal structures [30, 43] .
The NMR pharmacophore model performed poorly in identifying both high-affinity and low-affinity agonists, and again the flipped specificity was seen. The optimum NMR pharmacophore model (3/3, 1.33× RMSD, Fig. 10 ) identified 69.7% low-affinity inhibitors and 37.5% decoy molecules. This emphasizes the importance of pharmacophore elements absent in the NMR pharmacophore model that interact with the tyrosine residue (Tyr 473) in helix 12 and their key role in defining a high-affinity PPAR-γ agonists [42] .
Locating and characeterizing extraneous elements in crystal pharmacophore models
Extraneous elements limited the performance of crystal pharmacophore models, and the models required these extra elements to be dropped (at random) in order to achieve optimal performance. Given that crystal structures represent the predominant method of structure determination, it is important to develop methods that circumvent these issues. While dropping elements at random to achieve optimum performance presents one such alternative, it is unclear how to do this in a prospective case since this seems to vary by protein target. In order to investigate the location of these extraneous elements and their impact on model performance, we removed pharmacophore elements beyond a defined cutoff radius from the center of the active site. Each resulting truncated model was screened against inhibitor and decoy molecules as was done earlier.
Removing elements at the periphery of the active site resulted in pharmacophore models that exhibited optimum performance when screened using all of their pharmacophore elements. PPAR-γ (Fig. 11 ) exhibited such behavior when screened after using a cutoff of 7 and 8 Å, respectively, to truncate pharmacophore models. Interestingly, minor imperfections in the pharmacophore model such as the identification of low-affinity inhibitors over high-affinity inhibitors seen with the original PPAR-γ crystal pharmacophore model disappeared using a cutoff-based truncation (compare lower, left-hand corner of the ROC plots in Figs. 10, 11 ). This is particularly important when the active form was only available in crystal structures. Fig. 10 ROC plots of crystal and NMR pharmacophore models of PPAR-γ are shown along with a label for the model that displays the best performance. The best performing crystal model was at 2.33× RMSD using five out of six pharmacophore elements. The best performing NMR model was achieved at 1.33× RMSD using all three pharmacophore elements. The NMR pharmacophore model was built from an NMR ensemble that samples the inactive conformation, so this model was expected to perform poorly. The average AUC for the best performing pharmacophore models are shown in parenthesis For Grb2, although the exact data points are slightly different in the ROC plots of the full X-ray model (Fig. 8) versus the truncated models (Fig. 12) , they all show excellent performance with optimal models close to the upper, lefthand corner. Similar results were seen for FKBP12, where removing pharmacophore elements beyond 8 or 9 Å of the center of the active site resulted in models that required less elements to be dropped in order to achieve optimal performance (see Fig. 13 ). In fact, the 9 Å truncated model gives the exact same data points as the full models. It appears that crystal packing effects cause side chains at the periphery of this active site to be artificially constrained, creating false consensus elements in the pharmacophore models. This is clearly seen in Fig. 14 . Coloring the backbone based on C α RMSD shows that most of the pharmacophore elements unique to the crystal pharmacophore model drop out in the NMR pharmacophore model due to higher protein flexibility.
Interestingly, when cutoffs were applied to the model of Src SH2, degradation in performance was observed (see Fig. 15 ). This was due to the removal of pharmacophore elements located at the periphery in the pY + 3 pocket. The pY + 3 pocket is known to determine specificity and contributes significantly to the binding affinity of inhibitors. The best performing crystal pharmacophore model at a cutoff of 8 Å was 1.00× RMSD using four out of five pharmacophore elements and 1.33× RMSD using four out of four pharmacophore elements for a cutoff of 7 Å. In the 8 Å ROC plot, the AUC are averages of the five of five and four of five curves Fig. 12 ROC plots of Grb2 SH2 crystal model truncated to 8 and 7 Å are shown. The best performing model at a cutoff of 8 Å was 3.00× RMSD using eight out of eight pharmacophore elements and 2.33× RMSD using six out of six pharmacophore elements for a cutoff of 7 Å. The AUC are averages for the three curves in the 8 Å ROC plot and two curves in the 7 Å ROC plot Inhibitors with larger hydrophobic residues in the pY + 3 pocket are known to bind with higher affinity to Src SH2 [44] . Clearly, all the elements of the initial X-ray model are relevant for this system.
Conclusions
MPS pharmacophore models displayed selective preference for high-affinity inhibitors over low-affinity inhibitors. NMR pharmacophore models exhibited optimum performance when screened using all of their pharmacophore elements, an observation that lends support to the argument that greater flexibility in the NMR ensembles aids in identifying only essential pharmacophore elements. In contrast, crystal pharmacophore models identified a greater number of pharmacophore elements, some of which had to be dropped in order to improve performance. However, the number of elements to drop varied across the protein targets, which may make them more difficult to use in prospective structure-based drug discovery.
In order to understand the location and impact of these extraneous pharmacophore elements on model performance, we have truncated pharmacophore models using different cutoffs from the center of the active site. This improved the PPAR-γ model significantly. The Grb2 and FKBP12 models retained their optimum performance, clearly showing the distal elements were inconsequential. However, all the elements in the Src SH2 model were essential. These results confirm that the extraneous pharmacophore elements are primarily located at the periphery and frequently do not contribute any value to model performance. This study highlights the relationship of protein flexibility with MPS pharmacophore model performance.
Supplementary information
Supplementary information provides additional information on pharmacophore modelcoordinates, used in this study, ROC plot data, and a list of PDB structures used for the Fig. 13 ROC plots of FKBP12 crystal pharmacophore model truncated to 9 and 8 Å are shown along with a label for the model that displays the best performance. The best performing crystal pharmacophore model at a cutoff of 9 Å was 2.66× RMSD using seven out of thirteen pharmacophore elements and 3.00× RMSD using seven out of ten pharmacophore elements for a cutoff of 8 Å Fig. 14 a FKBP12 crystal pharmacophore model and b FKBP12 NMR pharmacophore model. The models are overlaid on the protein which is color coded by C α RMSD after wRMSD alignment. The color scale ranges from Blue (0.1 Å RMSD) to Red (3.8 Å RMSD). The increased flexibility of the NMR ensemble reduces the consensus across the probes used in constructing the model, which removes several elements present in the crystal pharmacophore model NMRand crystal structures used to build the pharmacophore models.
