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AN INFINITESIMAL VERSION OF THE STONE-VON NEUMANN THEOREM
LEONARD HUANG
Abstract. In this paper, we present an infinitesimal version of the Stone-von Neumann Theorem. This
work was motivated by the need to formulate the uniqueness property of the Heisenberg Commutation
Relation purely in terms of unbounded operators.
1. Introduction
Traditionally, the uniqueness property of the Heisenberg Commutation Relation (HCR) has often been
identified with that of the Weyl Commutation Relation (WCR). There are several difficulties with this,
mathematically and physically. To be mathematically precise, the correspondence between the two relations
is only formal — the WCR gives rise to the HCR but not the other way round, as the HCR is not integrable to
the WCR in general. From the physical point of view, the HCR has a direct bearing on quantum mechanics,
built into the theory itself and yielding important consequences such as the Heisenberg Uncertainty Principle,
whereas the WCR appears devoid of any direct physical meaning [2, 11]. Our aim in this paper, then, is to
address these deficiencies by formulating the uniqueness property of the HCR solely in terms of unbounded
operators. In doing so, we will employ powerful results in the theory of Lie-algebra representations.
2. Prerequisites from Unbounded Operator Theory
The following definitions and facts are given for an arbitrary Hilbert space H.
• An unbounded operator on H is a C-linear mapping from a dense linear subspace of H to H.
• If A and B are unbounded operators on H, then we say that B is an extension of A and write A ≤ B iff
Dom(A) ⊆ Dom(B) and Av = Bv for all v ∈ Dom(A).
• If A is an unbounded operator on H and D the set of all elements w ∈ H for which the C-linear mapping{
Dom(A) → H
v 7→ 〈Av,w〉
}
is bounded, then the adjoint of A, denoted by A∗, is defined as the C-linear mapping with domain D
that takes each element w ∈ D to a unique element x ∈ H (depending on w) satisfying
∀v ∈ Dom(A) : 〈Av,w〉 = 〈v, x〉 .
The existence and uniqueness of x are guaranteed by the Riesz-Fre´chet Theorem.
• Note that A∗ may not be an unbounded operator on H because Dom(A∗) may not be dense in H.
• An unbounded operator A on H is called symmetric iff
∀v, w ∈ Dom(A) : 〈Av,w〉 = 〈v,Aw〉 .
• An unbounded operator A on H is called skew-symmetric iff
∀v, w ∈ Dom(A) : 〈Av,w〉 = −〈v,Aw〉 .
• If A is a symmetric (resp. skew-symmetric) operator on H, then it is true that A ≤ A∗ (resp. −A ≤ A∗).
• A symmetric (resp. skew-symmetric) operator A on H is called self-adjoint (resp. skew-adjoint) iff
A = A∗ (resp. −A = A∗).
• A symmetric operator on H that has a unique self-adjoint extension is called essentially self-adjoint.
• The set of all skew-symmetric (resp. skew-adjoint) operators on H is denoted by Lsks(H) (resp. Lska(H)).
• If T and A are bounded and unbounded operators on H respectively, we say that T commutes with A
iff TA ≤ AT . (This implicitly means that T [Dom(A)] ⊆ Dom(A).)
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3. Lie-Algebra Representations
All Lie algebras mentioned in this paper are real (i.e., their base field is R) and finite-dimensional.
Definition 1. If S is a set of unbounded operators on a Hilbert space H, then a linear subspace D of H is
called an S-invariant domain iff D ⊆ Dom(A) and A[D] ⊆ D for each A ∈ S.
Definition 2. If g is a Lie algebra, then a triple (ρ,H, D) is called a (Lie-algebra) representation of g
iff:
(1) H is a Hilbert space.
(2) ρ is a mapping from g to Lsks(H).
(3) D is a dense ρ[g]-invariant domain.
(4) ∀g1, g2 ∈ g, ∀α ∈ R : ρ(αg1 + g2)|D = α · ρ(g1)|D + ρ(g2)|D.
(5) ∀g1, g2 ∈ g : ρ([g1, g2])|D = [ρ(g1)|D, ρ(g2)|D].
Lie-algebra representations are closely related to many areas of physics, especially quantum mechanics,
as the next example shows.
Example (The Heisenberg Lie Algebra). Let h3 denote the three-dimensional Heisenberg Lie Algebra. This
is the real Lie algebra spanned by three elements x, y and z that satisfy the following Lie-bracket relations:
[x, y] = z, [x, z] = 0 and [y, z] = 0.
Let Q and P~ denote, respectively, the (self-adjoint) quantum-mechanical position and momentum operators
on L2(R). The subscript “~” in “P~” plays the role of a parameter taking on small positive real values, and
it indicates that we are employing the physicist’s definition of the momentum operator as the differential
operator
~
i
· d
dx
, whose domain is the Sobolev space W 1,2(R). We call (Q,P~) the Schro¨dinger pair.
Let S(R) denote the space of Schwartz functions on R. Then (σ, L2(R),S(R)) is a representation of h3,
where σ : h3 → Lsks
(
L2(R)
)
is defined by
∀(α, β, γ) ∈ R3 : σ(αx+ βy + γz) df= −i(αQ|S(R) + βP~|S(R) + γ~ · IdS(R)) .
Verifying Conditions (1)-(4) in Definition 2 is a rather routine exercise. It is Condition (5) that deserves
attention — it holds because the Schro¨dinger pair obeys the following commutation relation on S(R):
∀ϕ ∈ S(R) : [Q,P~]ϕ df= (QP~ − P~Q)ϕ = i~ · ϕ.
This is the famous Heisenberg Commutation Relation (HCR) in quantum mechanics. It can be placed
in the context of a general Hilbert space, as shown in the next definition.
Definition 3. A pair (A,B) of self-adjoint operators on a Hilbert space H is said to obey the HCR on a
dense {A,B}-invariant domain D iff
∀v ∈ D : [A,B]v df= (AB −BA)v = i~ · v.
4. Analytic Vectors and Integrability
Definition 4. If A is an unbounded operator on a Hilbert space H, then a vector v ∈ H is called A-analytic
iff:
• v ∈ Dom(Ak) for all k ∈ N.
• There exists an s > 0 such that
∞∑
k=0
sk
k!
∥∥Akv∥∥ <∞, where A0(v) df= v.
If S is a set of unbounded operators on H, then a vector v ∈ H is called S-analytic iff v is A-analytic for
each A ∈ S.
Analytic vectors constitute an important concept because they provide an exact criterion for deciding
whether or not a symmetric operator is essentially self-adjoint. This criterion, which is given next, was first
announced by Edward Nelson in [5].
Nelson’s Analytic-Vectors Theorem. Let A be a symmetric operator on a Hilbert space H. Then A is
essentially self-adjoint iff Dom(A) contains a dense set of A-analytic vectors.
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Let g be a Lie algebra. By the Lie-Cartan Theorem (also known as Lie’s Third Theorem), there exists a
simply connected Lie group, unique up to isomorphism, whose Lie algebra of left-invariant vector fields is
isomorphic to g. We denote this Lie group by Gg.
The three-dimensional simply connected Lie group associated with h3 is called the (three-dimensional)
Heisenberg Lie Group. It is denoted by H3 instead of Gh3 .
Definition 5. A one-parameter unitary group on a Hilbert space H is a unitary representation U of
R on H, i.e., U is a homomorphism from R to U (H). We call U strongly continuous iff it is strongly
continuous as a unitary group representation.
Definition 6. If U is a strongly continuous one-parameter unitary group on a Hilbert space H, then
DU
df
=
{
v ∈ H
∣∣∣∣ The limit limt→0
[
U(t)− IdH
t
]
v exists
}
is a dense linear subspace of H. We can thus define an unbounded operator A on H with domain DU by
∀v ∈ DU : Av df= lim
t→0
[
i · U(t)− IdH
t
]
v.
Stone’s Theorem ([10], Section 137) guarantees that A is skew-adjoint. We then call A the infinitesimal
skew-adjoint generator of U .
Definition 7. A representation (ρ,H, D) of a Lie algebra g is called integrable iff there exists a strongly
continuous unitary representation pi of Gg on H such that ∂pi(g)|D = ρ(g)|D for each g ∈ g, in which case we
call pi an integral of (ρ,H, D). Here, ∂pi denotes the differential of pi — the mapping from g to Lska(H) that
takes each element g ∈ g to the infinitesimal skew-adjoint generator of the strongly continuous one-parameter
unitary group {
R → U (H)
t 7→ pi(exp(tg))
}
.
There exist Lie-algebra representations that are not integrable; a famous example is given in [5].
The following theorem — a slight variant of a result due to Moshe´ Flato and Jacques Simon — gives a
sufficient condition for the integrability of a Lie-algebra representation in terms of analytic vectors, which is
yet another piece of evidence for their importance.
The Flato-Simon Integrability Criterion. [3, 4] Let (ρ,H, D) be a representation of a Lie algebra g.
Let G be a set of Lie generators for g. If D contains a dense set of ρ[G]-analytic vectors, then (ρ,H, D) is
integrable and has a unique integral.
5. An Infinitesimal Version of the Stone-Von Neumann Theorem
In this section, we present an infinitesimal version of the Stone-von Neumann Theorem. Before we do so,
let us give a few necessary definitions and also a statement of the Stone-von Neumann Theorem.
Definition 8. A pair (U, V ) of strongly continuous one-parameter unitary groups on a Hilbert space H is
called jointly irreducible iff the union {U(s) | s ∈ R} ∪ {V (t) | t ∈ R} is an irreducible set of unitary
operators on H.
Definition 9. Let (A1, B1) and (A2, B2) be pairs of unbounded operators on Hilbert spaces H1 and H2
respectively. We call (A1, B1) and (A2, B2) unitarily equivalent iff there is a unitary operatorW : H1 → H2
such that WA1W
−1 = A2 and WB1W−1 = B2. This means that W is a bijection from Dom(A1) to Dom(A2)
and from Dom(B1) to Dom(B2).
The Stone-Von Neumann Theorem. Let (U, V ) be a pair of strongly continuous one-parameter unitary
groups on a separable Hilbert space H. Suppose that (U, V ) is jointly irreducible and that
(1) ∀s, t ∈ R : U(s)V (t) = ei~st · V (t)U(s).
If A and B denote the infinitesimal skew-adjoint generators of V and U respectively (please note the order!),
then (iA, iB) and (Q,P~) are unitarily equivalent.
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Proof. For a basic proof, see Lemma 2.1 and Theorem 3.1 of [13]. There are many other proofs, all of which
vary in terms of the level of abstraction. A proof via Mackey’s Imprimitivity Theorem can be found in [14],
while one based on the theory of Morita-Rieffel equivalence can be found in [7]. 
(1) is known as the Weyl Commutation Relation (WCR). The Stone-von Neumann Theorem thus
says: Given a pair (U, V ) of strongly continuous one-parameter unitary groups on a Hilbert space H that
obeys the WCR, if (A,B) denotes the corresponding pair of infinitesimal skew-adjoint generators, then
(iA, iB) is a pair of self-adjoint operators on H that obeys the HCR on a dense {A,B}-invariant domain D.
In general, the correspondence is irreversible: If (A,B) is a pair of self-adjoint operators onH that obeys the
HCR on a dense {A,B}-invariant domain D, then unless D contains a dense set of {A,B}-analytic vectors,
(A,B) may not necessarily correspond, in the manner described above, to a pair of strongly continuous
one-parameter unitary groups on H that obeys the WCR [11]. In cases where the correspondence can be
reversed, we say that the HCR is integrable to the WCR.
The proof by John von Neumann and Marshall Stone of the uniqueness property of the HCR in [6, 12]
requires the assumption that the HCR is integrable to the WCR, which guarantees a two-way correspondence
between the two relations. For lack of tools, they were unable to formulate this integrability assumption in
infinitesimal terms (i.e., in terms of unbounded operators), and the status-quo remained unchanged until
the appearance of results by Franz Rellich and Jacques Dixmier [1, 9], which allowed an almost-complete
formulation of the uniqueness property of the HCR without making any reference at all to the WCR.
We are now ready for our main proposition, which does not seem to have appeared in the literature yet.
Proposition. Let A and B be self-adjoint operators on a separable Hilbert space H. Then (A,B) and (Q,P~)
are unitarily equivalent iff the following conditions hold:
(1) There exists a dense {A,B}-invariant domain D such that
• (A,B) obeys the HCR on D and
• D contains a dense set of {A,B}-analytic vectors.
(2) If T ∈ B(H) commutes with both A and B, then T ∈ C · IdH.
Proof. Suppose that A and B satisfy Conditions (1) and (2).
Define a representation (ρ,H, D) of h3 by
∀(α, β, γ) ∈ R3 : ρ(αx+ βy + γz) df= −i(αA|D + βB|D + γ~ · IdD).
This is indeed a representation because (A,B) obeys the HCR on D.
As {x, y} is a set of Lie generators for h3, and as D contains a dense set of {A,B}-analytic vectors, the
Flato-Simon Integrability Criterion says that (ρ,H, D) is integrable and has a unique integral pi. Then by
the definition of integrability, we have
∂pi(x)|D = −iA|D, ∂pi(y)|D = −iB|D and ∂pi(z)|D = −i~ · IdD.
According to Nelson’s theorem, A|D, B|D and IdD are essentially self-adjoint,1 so
(2) ∂pi(x) = −iA, ∂pi(y) = −iB and ∂pi(z) = −i~ · IdH.
Before proceeding further, let us establish a claim.
Claim: pi is an irreducible unitary representation of H3.
Proof of Claim. Define strongly continuous one-parameter unitary groups U and V on H by
U
df
=
{
R → U (H)
t 7→ pi(exp(ty))
}
and V
df
=
{
R → U (H)
t 7→ pi(exp(tx))
}
.
From (2), we see that U and V have infinitesimal skew-adjoint generators −iB and −iA respectively.
If T ∈ B(H) commutes with pi(h) for all h ∈ H3, then T commutes with U(t) and V (t) for all t ∈ R. By
Stone’s Theorem ([10], Section 137), T commutes with A and B, so T ∈ C · IdH, thanks to Condition (2).
Therefore, pi is an irreducible unitary representation of H3 by Schur’s Lemma ([14], Proposition B.2).
1Nelson’s theorem is not really needed to show that IdD is essentially self-adjoint. Simply observe that the closure of the
graph of IdD in H×H is the graph of IdH, which is obviously self-adjoint. A theorem by von Neumann then says that if the
closure of the graph of a symmetric operator A is the graph of a self-adjoint operator B, then A is automatically essentially
self-adjoint and its unique self-adjoint extension is B.
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By Stone’s Theorem again, we have pi(exp(tz)) = e−i~t · IdH for all t ∈ R. The BCH Formula then yields
∀(α, β) ∈ R2 : pi(exp(αx)) pi(exp(βy))
= pi(exp(αx) exp(βy))
= pi
(
exp
(
αx+ βy +
1
2
[αx, βy]
))
= pi
(
exp
(
αx+ βy +
1
2
αβz
))
(As [x, y] = z.)
= pi
(
exp(αβz) exp
(
αx+ βy − 1
2
αβz
))
(As z is a central element of h3.)
= pi
(
exp(αβz) exp
(
βy + αx+
1
2
[βy, αx]
))
(As [y, x] = −z.)
= pi(exp(αβz) exp(βy) exp(αx))
= pi(exp(αβz)) pi(exp(βy)) pi(exp(αx))
= e−i~αβ · pi(exp(βy)) pi(exp(αx)).
It follows from this and the irreducibility of pi that (U, V ) is jointly irreducible and obeys the WCR:
∀(α, β) ∈ R2 : pi(exp(βy)) pi(exp(αx)) = ei~αβ · pi(exp(αx)) pi(exp(βy)).
Therefore, (A,B) and (Q,P~) are unitarily equivalent by the Stone-von Neumann Theorem.
For the other direction, suppose that (A,B) and (Q,P~) are unitarily equivalent.
By Proposition 2.1 of [13], if T ∈ B(L2(R)) commutes with both Q and P~, then T ∈ C · IdL2(R). Hence,
Condition (2) is satisfied.
Next, observe that S(R) is a dense {Q,P~}-invariant domain that contains the Hermite functions, whose
linear span is a dense set of {Q,P~}-analytic vectors ([8], Section X.6, Example 2). Hence, under the unitary
equivalence, S(R) transfers to a dense {A,B}-invariant domain D on which (A,B) obeys the HCR (because
the Schro¨dinger pair obeys the HCR on S(R)), and likewise, the linear span of the Hermite functions transfers
to a dense subset of D consisting of {A,B}-analytic vectors.
The proof of the proposition is now complete. 
6. Concluding Remarks
It may be claimed that the infinitesimal version of the Stone-von Neumann Theorem that we have put
forth suffers from the drawback that its proof still relies on the WCR and the Stone-von Neumann Theorem.
This, however, appears unavoidable. After all, our goal was to formulate, not prove, the uniqueness property
of the HCR solely in terms of unbounded operators. What we have done is merely to separate the physical
and mathematical content of the HCR.
The proposition can be generalized to higher dimensions. Our proof easily goes through in these cases, for
we only have to replace h3 and H3 by their higher-dimensional analogs and also use the higher-dimensional
version of the Stone-von Neumann Theorem.
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