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ABSTRACT 
Sufficient conditions for the solvability of additive and multiplicative inverse 
eigenvalue problems for Hermitian matrices are considered. The notion of majoriza- 
tion, Cauchy-Poincark interlacing inequalities, and Brouwer’s fixed-point theorem are 
applied. 
1. INTRODUCTION 
A number of sufficient or necessary conditions for the solvability of the 
classical additive and multiplicative inverse eigenvalue problems have been 
discovered [2-4, 6-8, lo]. In S. Friedland’s fundamental work [l], it is shown 
that in the complex case these problems are always solvable with a finite 
number of solutions, and various necessary conditions for the solvability of 
these inverse problems over the real numbers are given. 
In this paper, we are interested in sufficient conditions for the solvability 
of the following inverse problems (AH) and (MH) for Hermitian matrices. 
Let H, be the set of all n X n Hermitian matrices, and R; = 
((x1,x2 ,..., x,)ER”:xi>O, i=1,2 ,..., n}. 
(AH) Let A=(aij)= H, and A=(h,,h,,...,A.,j~ R” be given. The 
problem is to find a real diagonal matrix X such that the spectrum of A + X 
is the set {Al,Ae,..., A,,). To study this additive inverse eigenvalue problem 
we can assume without loss of generality that a,, = 0 (i = 1,2,. . . , n). 
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(MH) Let A = (u,~) E H, be a given positive semidefinite matrix and 
A=(A,,h,,..., A,) E R; be given. The problem is to find a nonnegative 
diagonal matrix X such that the spectrum of XA is the set (A,, A,, . . . , A,). To 
study this multiplicative inverse eigenvalue problem we can assume without 
loss of generality that a,, = 1 (i = 1,2,. . . , n). 
In this section, several primitive lemmas on H, are introduced and our 
main results are given. Proofs and generalizations are shown in Sections 2 
and 3. In Section 4, several examples are studied. 
When n = 2 problems (AH) and (MH) can be treated explicitly. We have 
LEMMA 1 
(i) Let A E H, be 
0 a 
[ 1 a 0’ 
Then problem (AH) is solvable if 
(A, - A,)’ > 41a12. (1.1) 
(ii) Let A E H, be 
with Ial =G 1. 
(See e.g. 
1 a I 1 a 1 
Then problem (MH) is solvable iff 
(A, - A,)’ 2 lal”( A, + A,)‘. 
M, 131, M.) 
(1.2) 
From now on, we arrange the eigenvalues of every H E H, in increasing 
order. By hi(H), A,,(H), and A,,(H) we denote the ith, the maximum, 
and the minimum eigenvalue of H, respectively. For A = (aij) E H, and 
mutually distinct numbers i,,i,,...,i, taken from the set {1,2,...,nl, by 
A[i,,i,,..., i,] we denote the m x m matrix 
. . . ‘i,i_ 
* * * ‘iti, 
(1.3) 
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LEMMA 2 (Cauchy, Poincar6). Suppose that A = (aij) E H,. Let Ai (i = 
1,2,..., n) be eigenvalues of A and p( (i = 1,2,. . . , m) be eigenvalues of (1.3). 
Then fm each k = 1,2,...,m we have 
Ak 6 pk Q An-m+k. (1.4) 
Theorem 1 and Theorem 2 are the main results of this paper. 
THEOREM 1. I_& A = (aij) E H, with aii = 0 (i = 1,2,. . . ,n), and A = 
(A,,A,,..., A,,) E R” with A, G A, G * * * Q A,,. Suppose that 
A k+~-Ak~Ah,,(A[l,2,...,k+1])-A,i”(A[k,”’,nI) (1.5) 
fm each k = 1,2,..., n - 1. Then problem (AH) is solvable. 
THEOREM 2. Let A =(aij)~ H, be positive semidefinite with a,, = 1 
(i=12 , ,..., n), and A=(A,,A, ,..., A,)ER: with O<A,<A,< **. <A,. 
Suppose that fn- each k = 1,2,. . . , n - 1 
A k+l -Ak >An(A,,(A[1,2,...,k +l])-A,,(A[k,...,n])). (1.6) 
Then problem (MH) is solvable. 
To prove Theorems 1 and 2 we need the following Lemmas 3 and 4. 
LEMMA 3 (Weyl). L.&A, B~H,.Thenforeachk=1,2 ,..., nwehuve 
A,(A)+A,(B)<A,(A+B)<A,(A)+A,(B). (1.7) 
DEFINITION 1. Let u =(uj) E R” and v = (v~)E R” be given. The 
vector v is said to majorize the vector u iff 
for all k = I,&. . . , n with equality for k = n. 
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If u major&es u, we write u > u. Notice that the entries of D and u may 
be permuted arbitrarily without affecting whether u majorizes U. If u + u, it 
can be verified that 
min{uj} Q min(uj} Q max(uj) < max{uj). (1.8) 
LEMMA 4 (Schur). Let A = (aij) E H,. Then 
(%%2>..., an,) ~_(A,(A),A,(A),...,A,(A)). (1.9) 
For Lemmas 2, 3, 4 and (1.8) see e.g. IS, Chapter 41. 
2. PROOF OF THEOREM 1 
Let A E H, and A E R” be given as in the statement of Theorem 1. 
Define 
D(A) = {x = (xl,xe,..., x,)~R”:xrA,r~<x~d *I* -<x,}. (2.1) 
It is easily to verify that D(A) is a nonempty, bounded, convex, and closed 
set in R”. Define X=diag(xr,x,,..., r,) and A(r)=A+X for x= 
fr,, x2,. . ‘I X,)E D(A). Let {Ai( be eigenvalues of A(x). By Lemma 4, 
( X1,X e,---,%) + (A,(x), A,(x),...,A,(r)) = A(x). (2.2) 
Let f be the continuous map with 
f: D(A) + R” and f(x)=A+z-A(x). (2.3) 
Applying Lemma 2, we have 
for each k = 1 2 t ,-**, n. Notice that 
A(x)[l,2 ,..., k-t-l]=diag(x,,x, ,..., x*+r)+A[1,2 ,..., k+l]. (2.5) 
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Thus by Lemma 3 and (2.4) we have 
h+,(x) G x/c+1 +h,,(A[1,2,...,k +l]) (2.6) 
for each k =1,2,..., n - 1. Similarly, applying the equality 
A(x)[k,..., n]=diag(xk ,..., x,)+A[k ,..., n], (2.7) 
(2.4), and Lemma 3, we have 
for each k = 1 2 , , . . . , n. Summarizing (2.6) and (2.8), we have 
Now estimate fk+i <x>-fk(x), where j&x) is the ith component of the 
vector f(x ): 
f~+1(x)--~(x)=Ak+l-Ak-[Ak+l(x)-xk+l+xk-Ak(~)]. (2.10  
By assumption in Theorem 1 and (2.9) we have 
fk+l(x) .fk(X) (2.11) 
for each k =1,2 ,..., n-l. 
Since x > A(x), we know f(x) = A + x - A(x) * A. With (2.11) we have 
f(x) E D(A). (2.12) 
By Brouwer’s fixed-point theorem, there exists a vector x E D(A) such 
that f(x)= x, i.e., A(x) = A. In other words, there exists a real diagonal 
matrix X such that the eigenvalues of A + X are A,, A,, . . . , A,. The proof of 
Theorem 1 is completed. 
If matrix B = PTAP where P is a permutation matrix, then A + X and 
B + Y have the same set of eigenvalues, where Y = PTXP. And if X is a real 
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diagonal matrix, then Y is also a matrix of this kind. Thus we have 
THEOREM 3. If there exists Q reordering i,, i,, . . . , i, of the natural 
numbers 1 2 , ,“., n such that 
hk+j - A, 3 h,,(A[i,,i,,...,ik+l])-h,i,(A[i,,...,i,I) (2.13) 
for each k=l,2,..., n - 1, then problem (AH) is solvable. 
For a reordering i,, i,, . . . , i, of 1,2,. . . , n, denote 
R 
Sk= max C 
k4p<n q=k 
q+P 
‘ipi, 1) (2.14) 
(2.15) 
THEOREM 4. Su~ose there exists a reordering i,,&, . . . , i, of 1,2,. . ., n 
such that 
‘h+, - Ak 2 rk+l + sk (2.16) 
foreuchk=l,2,..., n - 1. Then ~ob~rn (AH) is SOLVES. 
Proof. The fact that the operator norm always bounds the spectral 
radius implies (A,,(A[i,,i,,...,ik+,l)I G rk+l and Ih,,(A[i,,...,i,])( 6 sk. 
Thus sk > - h,,,(Afi,, . . . , i,]) and 
rk+l + S& 3 A,,(A[i,,i,,...,ik+,l)-A,i,(A[ik,...,i”])’ 
Hence the result foIlows from Theorem 3. I 
REMARK 1. In case n = 2, Theorems 1, 3, and 4 above turn out to be 
(l.l), which is also necessary for (AH) to have solutions. 
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3. PROOF OF THEOREM 2 
For matrices A, B E H, we write B < A when A - B is positive semidefi- 
nite. Lemma 3 implies that if B < A then h,(B)< A,(A) for each k = 
1,2 )..., n. 
LEMMA 5. Let A, BE H, with A,(B) Q 0 GA,(B). Then 
A,(B)A,-,,,(A2)gAk(ABA)~A,(B)Ak(A2) (3.1) 
fmeach k=1,2 ,..., n. 
Proof. Obviously, A,(B)1 < B < A,(B)I, where I is the 12 X n unit ma- 
trix. Therefore, A,(B)A’ < ABA < A,(B>A2. Thus 
Al(B)A,+,(A2) G A,(ABA) < A,( B)Ak( A’) 
for each k = 1 2 , , . . . , n, since A,(B) G 0 < A,(B). The proof is completed. n 
Now let A E H, and A E R; be given as in the statement of Theorem 2. 
Define D(A) as shown in (2.1). For x = (x,, x2,. . . , x,) E D(A), we define 
X=diagfx,,x% ,..., xJ, which must be positive semide~nite with 
ZiGAn (i=1,2 ,..., G), (3.2) 
since x + A, A1 2 0, and (1.8) holds. 
Define A(x) = X’/‘AX ‘/2 for this section. A(x) and XA have the same 
set of eigenvalues. Define a continuous map f as in (2.31, but keeping in 
mind that A(x) = (A,(x), A,(x),. . . , A,(x)) is now the vector of eigenvaiues of 
matrix A(r) = X’/2AX’/2. 
Denote A, = A - I. We have 
A(r)[1,2 ,..., k]=X[l,2 ,..., k]+(X”2A,X”2)[1,2 ,..., k] (3.3) 
and 
A(r)[k,,..,n]=X[k ,..., n]+(X1/2A,X”2)[k ,..., n]. (3.4) 
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We know 
A,i”(Ao[k>...T n])~OgA,,(A,[1,2,...,k1), (3.5) 
since tr(A,[k,. . . , n]) = 0 and tr(A,[ 1,2,. . . , k 1) = 0. Applying Lemmas 2, 3, 
and 5, and noticing (3.1)-(3.4, we have 
&+1(x) &&.&4(4[L2,...,k +I]> 
(3.6) 
for each k = 1 2 3 >...1 n - 1. Similarly, we have 
axk +A,A,,(Ao[k,.**>n]) (3.7) 
for each k = 1 2 , , . . . , n. Summarizing (3.6) and (3.7), we have 
Ak+l(X) - xk+l + xk - h(x) 
~A,(A,,(A,[l,2,...,k +l])-A,,,(AO[k,...,n])) 
<A,(A,,(A[l,2,...,k +l])-A,i”(A[k,...,n])) (3.8) 
for x E D(A) and each k = 1,2,. . , n - 1. 
An argument similar to (2.10), (2.11), and (2.12) establishes that f(r) E 
D(A). By Brouwer’s fixed-point theorem we conclude that there exists a 
vector x E D(A) such that f(x) = x. In other words, there exists a nonnega- 
tive diagonal matrix X such that X1/2AX’/2 has eigenvalues A,, A,, . , . , A,, 
i.e., the matrix XA has these eigenvalues. This completes the proof. 
If B = PTAP where P is a permutation matrix, then XA and YB have the 
same set of eigenvalues, where Y = PTXP. And if X is a nonnegative 
diagonal matrix, then Y is also a matrix of this kind. 
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THEOREM 5. Zf there exists a reordering i 1, i,, . , in of the natural 
numbers 1 2 9 1..., n such that 
~k+l-Ak ~h,(A,,(A[i,,i,,...,ik+,])-A,i"(A['k,...,'"I)) (3.9) 
foreachk=1,2,..., n - 1, then problem (MH) is solvable. 
THEOREM 6. Zf there exists a reordering i,,i,,. . ., i, of I,&. . ., n such 
that 
A k+l - ‘k 2 ‘b(‘-k+l sk) (3.10) 
fm each k = 1,2,. . . , n - 1, then problem (MH) is solvable. 
4. EXAMPLES 
EXAMPLE 1. For A = (-2,0,3) and 
0 
A=1 I 
1 1 
0 1 1 1,  0 
consider problem (AH). We have 
4,,,(A[L21) - k,,(A) = 2, 
A,,(A) - Amin( A[2,3]) = 3. 
By Theorem 1, the problem is solvable. X = diag(- 1.481194, 
0.3111078,2.170087) is a numerical solution. 
Suflkient conditions for (AH) given in [lo] are 
‘k+l - Ak 2 Amax - Amin (4.1) 
for each k =1,2 ,..., n-l. 
The conditions (4.1) or conditions shown in [2, 4, 61 fail to a&m the 
solvability of Example 1. 
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EXAMPLE 2. Let A = (4, 10, 19) and A = Z + 0.15B, where 
0 
B=l i 
1 1 
0 1. 
1 1 0 I 
It can be verified that 
‘,,(A[‘,2]) - A,,,(A) = 0.3, 
A,,( A) - hmi,( A[2,3]) = 0.45. 
By Theorem 2, there exists a nonnegative diagonal matrix X such that XA 
has eigenvahres 4, 10, 19. X = diag(4.2270506,10.442488,18.330461) is a 
numerical solution. 
Sufficient conditions for (MH) when A is positive definite and the hi’s 
are distinct as well as positive are given in [lo] as 
A k+l-'k ~An(Amax(A)-Amin(A)) (4.2) 
for each k = 1 2 > ,“., n - 1. The conditions (4.2) fail to affkrn a solution for 
Example 2. 
The prescribed eigenvalues and matrix A in this example do not satisfy 
the hypothesis of Theorem 2.1 in [73 or the hypothesis of Theorem 3 in [41. 
EXAMPLE 3. For A = ( - 10, 0,6) and 
0 4 0 
A= i 4 0 4 0 4 0 1 
consider problem (AH). Let i, = 2, is = 1, is = 3. We have 
A,,,(A[i,,i,])- A,,,(A) = 4+4&= 9.6568542, 
Amax - Amin(A[i &])=4&=5.6568542. 
Problem (AH) in this example is solvable. X = diag( - 1.5173575, 
- 7.0126241,4.5299816) is a numerical solution. 
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We can not draw this conclusion from (4.1) or the conditions shown in 
El, 141, and [Cl. 
If A, > 0 and A # I, then the conditions (4.2) or those shown in 
[3, Theorem 51, [4, Theorem 31, and [7, Theorem 2.11 are never consistent 
with A,, A,, . . . , A, in which some hi’s coincide. 
EXAMPLE 4. 
1 0 0 0.4 
A= [ ; 
010; 
0.4 1 0 0 1 0 0 1 
(4.3) 
A,,,( A) - A,i”( A[3,4]) = 0.4. 
We can use (1.6) to explain the fact that for the matrix A, in which the 
submatrix A[2,3] = I, there exists a nonnegative diagonal matrix X such that 
XA has eigenvalues A = (O.l,l, 1,2) in which A, = A, = 1. 
REMARK 2. Theorem 1 in [6] and Theorem 2.1 in [7] can be applied to 
nonsymmetric matrices. Even for symmetric matrices, these two theorems 
are not contained in our results. The results in [4] are not contained in ours 
either. 
Consider problem (AH). For instance, the matrix 
0 0 01 
AC0 010 
[ 1 010 5 1 0 5 0 
and numbers A, = 0, A, = 4.5, A, = 20, A, = 44.5 satisfy the hypothesis of 
Theorem 1 in [6] but do not satisfy the hypothesis of our Theorem 1 above, 
since A,,,(A[ ii, ia])- A,,,(A[i,, i,, is, i,]) > - A,i,,(A), which is greater than 
A, - A, for every reordering i,,i,,i,,i, of 1,2,3,4. 
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Lo.01 0 0.05 1 1 
The matrix A and numbers A, = 0.70, A, = 0.74, A, = 0.87, A, = 1.0 satisfy 
the hypothesis of Theorem 3 in [4] but do not satisfy the hypothesis of 
Theorem 2 in this paper. The matrix A and numbers A, = 0.70, A, = 0.74, 
A, = 0.87, A, = 1.2 satisfy the hypothesis of Theorem 2.1 in [71 but do not 
satisfy the hypothesis of our Theorem 2. 
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