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A theorem on regularly varying functions in R’ is proved and applied to domains of attraction 
of stable laws with index 1 c cy < 2. We also present a theory of U-variation in iw’. Unlike the 
situation in I!!’ the latter is not connected with domain of attraction theory. The situation in IW” 
(d > 1) is more complicated but not essentially different; for simplicity we limit ourselves to 54’. 
This article complements de Haan and Resnick (1979) where the situation for Oc:~tr c. 1 was 
considered. 
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1. Introduction 
0 
The weak limit theorems for partial sums of positive i.i.d. random variables with 
no shift normalization can be derived using two tools: Karamata’s Abel-Tauber 
theorem for Laplace transforms and a theorem connecting regular variation of q 
function with regular variation of its derivative (Feller [Z]). Also, as Nevels [‘i J 
shows, when shift normalization is alif>wed (i.e. the index of the limiting stable 
distribution is 2 1) weak convergence of the partial sums of positive r.v.‘s can also 
be connected with an Abel-Tauber theorem for Laplace transforms (de Haan [4] 
for the case cy = 1) and the theorem on derivatives of regularly varying functions. 
The necessary Abel-Tauber theoreln fcr a similar trick in aB2 is due to Stam [ 111. 
We say that the function f: 02: -+ aB+ is regularly varying at infinity (RV) if, for 
all x1, x2X), 
exists where A (x Ir x2) is positive for ali x 1, x2 3 0. 
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Hence the above implies 
n l-A I &,‘A) A F(a ;‘A 1, O)F(O, a ,lh2) ]__ ,og(_$+~ F(a,, Al, W(O, dh2) ) 
+ -log ( A &A) A G(A I, O)G(O, h2) I =: -k(A) (say). 
From this it follows that 
n{l -&,‘A)}-n(l-& a,‘A ,, O)}-n{l -F(O, a,‘hJ 
+rt{l -&z,‘Al, O)}{l -p(O, a,;‘hz)}+ -k(A 1 
or, equivalently, 
with U(x) = jji P(X > u) du and fi(A) = jjc e-‘A’” ,P(X ) u) drc its Laplace 
transform. 
Now from marginal convergence we have that (for x + 00) x{ 1 -p( 1 lx, 0)) is 
slowly varying since Q! 2 1, and converges to p 1, L the first moment of X”’ whenever 
this is finite. Similarly for the other component. 
With s(x j := jc: u2F(du, 00) and t(x) := j(T u”F@, du) from marginal convergence 
one knows (Feller [2]) that ME RVz_, and TV RV2-,. One can choose the 
sequence {a,} to satisfy n --af,/s(a,,). Since we assume the scaling constants the 
same for the two coordinates we also have n - C - at/r(a,,) (C > 0). Without loss 
of generality we assume the constant C to be one. 
The above implies that 
n(l -f(a,‘Al, O)}{l -&I, ai’Ad}-+ 
0 ifs@)=Q 
pwAlA2 ifs(O@<m. 
Hence 
it s(a; = 00, 
(1) 
‘Using Stam’s theorem (see e.g. S,~dtmiil\er and Trautner [ lO]) We can replace 
this by 
,im Wad) 
~1-t.m s(a,,) 
= A W (say). 
By a standard argument we can replace the sequence {a,,} by a contimuous 
variable t. The arguments can be ioll.3wed in reverse order, so we finally obtain 
160 
that convergence of 
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the partial sums is equivalent to 
together with convergence of the marginals. Since s(x) E RVZ-,, the limit 
futrction A is homogeneous of degree 2 - IY. 
First consider LT = 2. In this case the limit function A (x) in (2) reduces to a constant 
sizrce U is monotone. Now by partial integration, 
I 
Xl 
ut,F(du i = C’(x) -x7_ P{X”‘>r, X(“>.Q} dr 
0 
I 
R? 
--Xl P(X”‘a1, X’“‘>s}ds +s&‘{X >x). 
0 
Using marginal convergence we obtain 
EIcnce convergence of the parGal sums to a stable law with index cy = 2 is 
equivalent to 
The advamiae of the present conditions for the domains of 
r .mal distribution is that they avoid polar coordinates. The 
Rvaceva’s theorem [8] is not immediate. It is not difficult to 
s(m)<W. 
attraction of the 
connection with 
see that, in case 
In case S(Z) == x from ( 1) we have k (A ) = CA ,A,. From the definition of k (A ) it 
follo*ws that 
from which it follows that C = p, the correlation coefficient of the limiting normal 
distribution. It follows that when the second moment is infinite, necessarily p 3 0. 
Now let 1 s Q -C 2. We shall show that in this case (2) is equivalent to an extended 
form of regular variation for the density of U: 
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lim p(x > fx} 
(*a) C2s (t) 
= d(x) (3) 
To do so we have to prove that A (x) has a nonincreasing densityq, say d(x). This 
follows from the lemma in Section 3: the right-hand side of (2) satisfies the criterion 
since the left-hand side does for every t. The implication (2) --s, (3) now follows as 
in de Haan and Resnick [5, Theorem 21. Note that this theorem remains valid with 
p > 1 replaced by p >O. The convergence for the values on the axes in (3) follows 
from convergence of the marginals. 
The inverse implication (3) + (2) is a direct consequence of the theorem in the 
next section. 
From (3) we finally arrive at the familiar condition 1 -F E RV-,, together with 
marginal convergence. It is curious i’hat the case a! = 1, which requires a more 
delicate analysis in aB’, does not give any extra complication in Iw2. remark that 
1 -F E RV, with p c 0 and limit function h (x) > 0 implies that for all x 1, x2 > 0, 
delicate analysis in [w’, does not give any extra complication in Iw2. Remark that 
1 -F E RV, with p < 0 and limit function h (x) > 0 implies that for all x1, x2 i 0, 
l im 1 -Fwl, 00) 
= h(xl. q, ’ 
1 -F(q?xz) 
I+JT 1 -F(tl) !t-‘3 1 -F(tl) 
= h(cq x2). 
This follows from the fact that 1 -{J. -F(rl))-’ (I -F(a)} is a family of probability 
distribution functions on x 2 1 tending for t + co to the probability distribution 
l-/z (I). Convergence of the marginal distributions is then automatic. 
It follows that 1 - F(Q, 00) E RV,, if h (x ), 00) > 0 for some (and hence all) A$ b 0. 
This is equivalent tc: the probability dis’cribution 1 -h (x) is not concentrated on 
the line x2 = 1; or: h(xl, x2)> h(qx2) for some (and hence all) ~1, x+=0. 
3. Regular variation and II-variation 
The next result (used in the preceding section) shows that in de Haan and Resnicb 
[S] the requirement of absolute continuity for A is unnecessary. 
Lemma. Slcppos’~ LJ : IR?. + iP + 
i 
is the distribution function o.f a lwasure. U can be 
written as 
with g nouincreasing if and o:zly if U(x ) = 0 for x I.~2 = 0 and for all Borel sets A c RI 
the function U (A -I- x) is nonincreasirz~; for x a 0. 
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ProoIL Necessity is obvious. For the proof of sufficiency we first prove U << A, 
Lebesgue measure. Define A, := A fl {x Ix1 > E, x2 > E} and 
Fl 
dA) = u(A, -x)dx= U{X-~,Ox} dxe 
0 a 4 
Here,U’={yjasyG}. 
Nowh(A)=O~A(A,)=O~o,(A)~O~U{A,-x)=OforalmostallO~x~~1, 
hence by monotonicity U(A, ) = 0. This is true for all E >O, hence U(A) = 0. The 
density g of U satisfies a.e. 
From this the monotonicity of g fotlovis a.e. Cl 
The following results complement Theorem 1 of de Haan and Resnick [5]. 
Theorem 1. Suppose f : R’, + 5% +
jt: f(x,, o) dx, cm. If 
is nonincreasing and 1: f (0, x2) dx2 < 00, 
lim f(tx) h(x) 
,*xf(rl)= z 
0 (41 
fo=-,, _ x 7 2 0, x 1 + x 3 > 0, then A satisfies A (ax) = cc “A (x) for some p 5 0. 
i 
If p > -2, [hen jJ* h (x I dx < XI md 
tim JJr:f(s)ds -= ‘- AtSjds 
; --% r’ful, JJ x 
Remark. The converse statements follow as in Theorem 2 of de Haan and 
’ Thanks arc due to A.C.M. van Rooy. Lrniversity of Nijmegcn. 
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Resnick [S] but in order to get convergence on the axes one needs the extra condition 
and similarly for the other component and other values of p. 
Proof. Assume p > -2. Then 
Now 
This result follows as in de Haan and Resnick [5] by a generalization of Lebesguz’s 
theorem due to Johns [6]: Suppose 0 sfil s g,,, f,, -+ j’, g,, + g pointwise and 1 g,* --* j g, 
thenIf,+SfP rovided j g < ix). 
Forp= -2 set e.g. al =Gandb+O, then 
and the latter converges as before. 
For p < -2 the result follows when applying the lemma below twice. 0 
Lemma. Under the conditions of The.vem 2, if (4) holds and A is homogeneous of 
degree p < - 1, then 
I 
a3 
I 
5 
fk x2) du < 00, 4 (u, x2) du < 00 
Xl Xl 
and 
forx1, x230, x1 +x+1). 
A sivtzihr statement holds when intcrchmging the two components. 
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Proof. For x 1 2 0, 
J 
CC 
f(u, x2) du =G 
Xl 
J 
z 
f(u, 0) du < 00 sincef(u, 0) E RV,. 
Xl 
Further, if x 1 > 0, x2 3 0, 
and the latter converges since f(u, 0) E RV,. 
If x1 = 0, x90, 
fW 
J fcu, tx2) du = 0 J 
I 
f(u, tx2) du + m f(u, tx2) du. 
0 J I 
Both parts can be handled easily. The finiteness of 
J 
13 A (u, x2) du 
XI 
follows from the above. cl 
Remark. The c:xample (i< cy < 1) 
(which is P(X >x} for some random vector X) shows that the theorem is not true 
if we do not require (4) for x 1 = 0 or .rz = 0, even though the corresponding integrals 
for A converge. 
Application. Suppose 1 -F E RV z with positive limit function A not constant in 
one of its variables. Then F is in the domain of attraction of the normal distribution. 
Proof. As in Section 2 the above implies that 
lim 1 -Fux,, 00) 
1-s 1 -F(d) 
=A(x~, rn)I=4 
and 
1 - Fm, txz) 
Iim - 
I-W-~ 1 --F(tl) 
=A(qx,)X). 
Hence 
lirn P(X ’ tx} 
----=A(.r,, xl+A(x: 
t-x 1 -Fulr ,X2)-h(X) =: u(x) 
(5a) 
(SW 
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Now detine u(x) = & P{X > u} du. 
As in the proof of Theorem 1 (p = -2) it follows that 
U(tx)-- U(d) 
!k r2{l -F(tl)} 
exists (not necessarily positive) for all x > 0. By Seneta [9, p. 821 this implies 
= C’_ 
for some constant C 2 0. 
On the other hand (5) implies that s(x) := ji u?(du, 00) is slowly varying. Using 
Feller [2, p. 3131 and (5a) we obtain: as x + 00, 
J 
x du J 
x 
S(X)“2 u?{l -F(u, oD)}N-‘CI 
drt 
0 0 
uZ{l -F(d)]; 
for some constant C1 > 0. 
Similarly with t(x) := Ji u*F(oo, du) we obtain: as x + m, 
J 
X 
W-C2 
du 
0 
u2{I-F(d)]; 
for some constant C2 > 0. 
Combining we obtain 
Ulrx)+ c3 
s(t) - 
as required. Cl 
We now present a theory of LGvariatloil in R’ connected with the case p = -2 
of Theorem 1. 
Definition. Suppose U : WZ + R+ is the distribution function of a me;isure. We say 
U E [I if for some slowly varying funcion F, 
exists for all x > 0 where h (x) is nclc identically zero. 
From the definition it follows that A (ax) = A (a I) + A (x) so that 
h(d) =Cloga (6) 
for some constant C > 0 (in case C =f. 0 we would have h = 0 which we excludl:d). 
Without loss of generality suppose g//l) < 00. For x > 0 we define V(x) := U(X, x 1. 
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It follows from the definition above that 
exists for all y '>z x > 0, so that V E l7 in the one-dimensional sense. It follows from 
de Haan [3] that V E RVo and hence that 
lim uw= 1 , 
1-r-x V(f) 
for all x > 6). This shows that the class n defines a subclass of the class RVo. 
Now it follows from the definition that 
U(r,!Y 1 
hW 
-+A(,tln) 
where ,gL is any finite interval JJb ={x Ia sx ~6) with aI, a~-30, al +a+O. 
hiote that A MJ) = A (El) for all tll of the latter form. It follows from (7) that 
(7) 
(8) 
for all Borcl sets B c R:\,(O) and with A hU?) = 0 where SB is the boundary of B. 
Now we prove a theorem that parallels the one-dimensional results of 
de Haan [3]. 
To this end observe that from (61 it follows that 
Now s:1ppose 
arxr := II’ rr,U(duKoci (i = 1,2) 
0 
and define 
tim cum -=A,(x) (i = 1,2) 
f-rx rhw 
tdsts and at least one qf the limit functions A, is posititle. 
3) QERV~. 
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Coaollary. From the proof of Theorem 2 it follows that we may take x’-‘Q(x, x) as 
the auxiliary function of the LLvariation of U. 
Proof. (l)+(2): For O<X+X~, 
Qlttx) 1 ” uIt J tu,,oPl du 1 s J *’ V(tx,)- V(tl.41) x’l -=- th (0 W o 0 h(t) dul + Cxz logxr 
the latter convergence following from one-dimensional n-variation. 
Hence, using Johns” lemma, 
lim Q1(t*) -= [-+a th(t) JJ x u IA (du) =: A (x) 1 * 0 
Similarly, 
lim Q2(fX) A (X) - =: 
t+cQ fh(f) 
2 * 
NOW Ai = t/ii(X) (i = 1,2) for all t, xl, x2 > 0; it follows tha- Ai = 0 or Hi > 0 
(i = 1,2). Now suppose that both A I= 0 and A2 = 0. Then also 
,im QW 
-= 
f-a th(t) 
o 
’ 
(9) 
As in the one-dimensional case we can express U in terms of Q: for n 1, a~ 2 0, 
@+Cf*>O, b*>O, b-,rO, 
JJ 
b Ui,171h)=(bl +LQ) L (,tlb}+2 (x, +x2) “a{,Llb} dx 
a 
+ J ” (x, +bz)-'Q{,O -} dxl hl 
This can be seen by partial integra*kn. Now (9) and ( 10) imply that 
l\Nhich we excluded. Hencce at least one of A 1, A2 is positive. 
(2) + (3): Obvious. 
(3) * (1): Obvious from (10). Cl 
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Remark. The example 
JJ 
r 
U(x) = g(u) du 
0 
with 
g(x)= 
l/X~X~, x b 1, 
1, otherwise, 
shows that the ‘obvious extension’ of the one-dimensional statement, namely 
is not correct. 
The final result is a 2-dimensional Abel-Tauber theorem connected with 
lI -variation. 
Theorem 3. Suppose U is the distribution function of a measure and 
JJ 
1; OW= exp-(A,x)U(dx)<~ foraIIA Xl. 
0 
arrd both impfy for x > 0 
whew A is the limit measure for U and y denotes Euler’s mnstant. 
Proof. Bq’ Stam’s Abel-Tauber theorem and Theorem 2, U E l? is equivalent to 
the convergence of 
ti,,,u ‘A 1 
lim --- 
f-+X th(t) 
to a finite Iirr:ut for all A > 0, where e.g. 
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We have to prove 
(i = 1,2). 
ti: Take e.g. hi > 1 (i = 1,2). Then 
The result follows since the derivatives are monotone. 
*: Suppose 
l im O(A) - O(h) 
h (0 
=p(W* r+oo (11) 
For fixed A2 > 0 and t > 0 the left-hand side of (11) is a convex function of A 1, 
hence also the right-hand side for fixed A2 > 0. So ptl, exists and is increa:sing. 
In a standard way (de Haan [4]) we then get from (11) that 
To show the connection between U and fi we introduce for z, A 1, AZ > Cl 
UAk) := u{x~O~(A,x)az}. 
From the definition and (8) it follows that UA E 17 (in the one-dimensio,r:al sense). 
Now for all v > 0, 
Applying de Haan [4] we get 
*im UAW- &‘A) 
h(t) 
=yA{uIl<(A,uKe}. 
f-bzc~ 
Again from (8) and with Ai =x[’ (i = 1,2), 
Combination of the two gives thl\ result. 
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