We consider analysis of data from an unmatched case-control study design with a binary genetic factor and a binary environmental exposure when both genetic and environmental exposures could be potentially misclassified. We devise an estimation strategy that corrects for misclassification errors and also exploits the gene-environment independence assumption. The proposed corrected point estimates and confidence intervals for misclassified data reduce back to standard analytical forms as the misclassification error rates go to zero. We illustrate the methods by simulating unmatched case-control data sets under varying levels of disease-exposure association and with different degrees of misclassification. A real data set on a case-control study of colorectal cancer where a validation subsample is available for assessing genotyping error is used to illustrate our methods.
INTRODUCTION
Measurement error in exposure assessment is one of the major sources of bias in epidemiological studies. When ignored, even small errors in exposure assessment can result in biased point and in Cheng [19] requires rare disease assumption, in the current paper, we consider the situation when the disease is not rare but knowledge regarding the marginal prevalence of the disease is available.
In this paper, we describe a relatively simple approach to adjust the estimation of the parameters of interest in case-control studies of G-E interaction in the presence of misclassification in both G and E. The proposed method exploits the G-E independence assumption and obtains corrected parameter estimates for all parameters of interest, and not just the interaction odds ratio. We consider an unmatched case-control setup, adapt and extend the work of Rice and Holmans [6] to the situation when one has a binary G and a binary E, both of which are potentially subject to misclassification, with the additional constraint that the joint distribution of G and E satisfies the assumption of independence.
For a single biallelic locus, genetic exposure has inherently three instead of two levels, and in some cases it may be worthwhile to use the full scale of data, especially when there is uncertainty about the genetic susceptibility model [19] . Our proposed approach can be easily extended to the corresponding 2 × 6 table where one would consider genotype data recorded as 0, 1 or 2 depending on the number of copies of the variant allele. We have indicated an outline of this extension in Appendix A.3. However, as the basic theory and numerical findings remain fairly similar in the current paper, we focus mainly on the 2 × 4 table. The 2 × 4 table is also used to represent a dominant or a recessive genetic susceptibility model which is fairly common in practice. Botto and Khury [21] present many reasons to consider the 2 × 4 table as a pivotal quantity in the analysis of G-E interactions.
In Section 2, we start with the standard formulation in terms of odds ratios of a 2 × 4 table. We then describe maximum likelihood (ML) estimation under the G-E independence assumption and obtain maximum likelihood estimations (MLEs) under this additional restriction. We first make a rare disease assumption, in which case we can obtain a closed-form expression for the MLEs and their asymptotic variances. We point out that the estimate of the G-E interaction parameter obtained by this approach, as expected, is exactly identical to the estimate obtained by the popular case-only approach [14] . By using data on both cases and controls, in addition to an efficient estimate of the interaction odds ratio, we obtain estimates of the main effects due to G and E as in the constrained ML approach of [15] for a log-linear model. With knowledge of the marginal prevalence of the disease in the population (P(D = 1)), we can relax the rare disease assumption. In the latter situation, we can also obtain the constrained MLEs. Although the corresponding score equations do not have explicit closed-form solutions, numerical evaluation is extremely straightforward.
After this preliminary formulation with a perfectly measured data set, we delve into the issue of adjusting the estimates in the presence of misclassification. We first consider the situation with fixed values of sensitivity and specificity parameters of the measurement process. In the presence of misclassification, based on the sensitivity and specificity of the measuring instruments for genetic and environmental factors, we adjust the MLEs for bias due to misclassification. Corrected test statistics and confidence intervals are formulated as in any standard likelihoodbased inference using the asymptotic distribution of the MLE, once the adjustments are made. In fact, as misclassification error rates go to zero, the estimates reduce to the standard MLEs for a perfectly recorded data set, had there been one. We also provide comparisons for the proposed methods in terms of coverage probabilities and power. Corrections for the interaction odds ratio under a case-only design follow directly and are discussed in Section 2.3. In Section 2.4, we briefly describe how to estimate the sensitivity and specificity parameters, which are typically unknown, based on a validation substudy. We review several options to obtain the estimates of the error rates based on a validation study, using both frequentist and Bayesian recipes [22] . Simulation studies in Section 3 show that our corrected inference substantially reduces bias when compared with the unadjusted inference based on misclassified cell counts. Section 4 contains the analysis of a real case-control study on colorectal cancer where data on a 'gold standard' measurement are available from a validation substudy. Finally, Section 5 contains a concluding discussion, whereas proofs and detailed calculations are relegated to the Appendix.
THE 2 × 4 TABLE
We consider unmatched case-control studies with a binary genetic factor G and a binary environmental exposure E, which take values 1 for susceptible (exposed in the case of E) and 0 for non-susceptible (unexposed in the case of E) subjects. Let D denote the disease status, where D = 1 denotes affected, and D = 0 denotes unaffected individuals. Using the same notation as in [18] , the odds ratio OR eg measures the association between disease and the environmental and genetic factors. Relative to subjects not exposed to the environmental or genetic factor (E = 0 and G = 0 are treated as the baseline categories), we define the following odds ratios: OR 10 denotes the odds ratio for non-susceptible subjects exposed to the environmental factor; OR 01 denotes the odds ratio for susceptible subjects not exposed to the environmental factor; and OR 11 denotes the odds ratio for susceptible subjects exposed to the environmental factor. Therefore, = OR 11 /(OR 10 OR 01 ) is the multiplicative interaction parameter. Table I presents a general format of the data that we are considering. In the absence of misclassification, we can assume that the cell frequencies in the control and case populations, follow independent multinomial distributions namely r 0 ∼ Mn(n 0 , p 0 ) and r 1 ∼ Mn(n 1 , p 1 ), where n 0 and n 1 are fixed, and r 0 = (r 01 , r 02 , r 03 , r 04 ), r 1 = (r 11 (1) Note that the parameterization in terms of p 01 , p 02 and p 03 imposes no other restrictions except that they lead to valid probability distributions (all positive and summation less than 1). Similarly, the odds ratios are required to be positive. We can easily maximize the likelihood (1) and obtain the MLEs of the parameters of interest and their estimated asymptotic variance ( AVAR) as in Table II under the column of unconstrained model. The MLEs of the cell probabilities are simply
MLE under G-E independence assumption
Let us now describe how the estimation changes with the additional constraint of G-E independence in the source population. We first investigate the estimates under a rare disease assumption, Table I . Data for an unmatched case-control study with a binary genetic factor and a binary environmental exposure. 
which is routinely made in epidemiological studies. The assumption of G-E independence in the source population, P(G, E) = P(G)P(E), in conjunction with the rare disease assumption, implies that G-E independence holds in the control population, i.e. P(G, E|D = 0) = P(G|D = 0)P (E|D = 0). This adds an additional restriction on p 01 , p 02 and p 03 , namely
With this additional restriction, maximizing the likelihood (1) will not provide the same estimates as in the traditional unconstrained model. The MLEs and their AVAR in this restricted parameter space are presented in Table II under the column G-E independence and rare disease. The constrained ML equations and their solutions which lead to this column in Table II are presented in Appendix A.1. Note that the asymptotic variance under the unconstrained model is always larger than that under the constrained model. Gain in efficiency in the MLEs obtained from the retrospective likelihood when constraints on the exposure distribution (such as G-E independence or Hardy-Weinberg equilibrium) are exploited has been noted in several recent papers [16, 23, 24] . If the disease prevalence P(D = 1) = in the source population is known, we can relax the rare disease assumption by expressing the G-E independence as the following:
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where g, e = 0, 1. Therefore, instead of the restriction as in (2) 
The details of obtaining (4) are deferred to Appendix A.2. With this additional restriction, maximizing the likelihood in (1) will not provide the same estimates as under the rare disease assumption. In fact, the solutions to the ML equations cannot be written in closed form. However, we can obtain the restricted MLEs by the usual Newton-Raphson algorithm and obtain the estimated asymptotic variance-covariance matrix by the inverse of the observed information matrix. The observed information matrix is constructed by taking the second derivative of the log-likelihood with respect to the parameters and evaluating them at the MLEs of the parameters.
Because of the skewness in the sampling distribution of the estimated odds ratios, statistical inference for the odds ratio parameters (denoted by a generic symbol ) uses an alternative but equivalent measure: its natural logarithm, log(ˆ ). By simple use of the delta method, the largesample distribution of log(ˆ ) is approximately normal, i.e. log(ˆ ) ∼ N(log( ), AVAR(logˆ )), wherê is the MLE of , and the estimated asymptotic variance of log(ˆ ) is obtained from the observed Fisher information. Standard z-tests and confidence intervals for the log-scale parameters are constructed on the basis of the above asymptotic normality.
Remark 1
It is well known that, in a multinomial setup, the expected cell counts, namely 
and thus the estimated expected frequencies are obtained simply byr IR d = n dp IR d .
Remark 2
One can obtain the estimates of the marginal odds ratios for G and E by using the estimates of OR 10 , OR 01 and the interaction effect , as well as the cell probabilities in the control population, p 0 . Define the genetic and environmental marginal odds ratios OR G and OR E as the following: 
MLE in the presence of misclassification
In this section, we introduce the effects of misclassification into the estimation framework. Our model for misclassified data is based on the assumption that some perfectly classified 'true' case-control data exist, where the true underlying cell probabilities follow the same model as p d discussed above. Following the 'star' notation of [6] , we let the superscript asterisk denote the true parameters for the true data model as well as the perfectly measured exposure variables. Let sp dG (se dG ) and sp d E (se d E ) denote specificity (sensitivity) of G and E with disease status d, respectively, where sensitivity = P(observed exposed | truly exposed) and specificity = P(observed unexposed | truly unexposed); hence,
Applying a classical error structure, all subjects are assumed to have the same probability of the observed exposure, conditional on their case/control status and true exposure. We then have the following two results.
Result 1
Assuming that given the disease status d( = 0, 1) and the true exposure status of G and E the observed exposure statuses of G and E are independent, then Table I denotes the cell probabilities of the jth ( j = 1, . . . , 4) (G, E) configuration given the disease status d = 0, 1. Note that the second equality is not a result of the G-E independence assumption, but, given the disease status d( = 0, 1) and the true exposure statuses of G and E, the observed exposure statuses of G and E are independent. Result 1 holds for all three models discussed in the previous section. Therefore, if the observed data come from a common multinomial distribution with cell probabilities p d j , then we can write down the likelihood (1) in terms of the true, 'starred' parameters. We simply write the p d j 's in terms of a linear function of the true parameters p * d j as defined by Result 1 and maximize the following multinomial likelihood in terms of the underlying true or starred parameters
where p d j (p * d ) denotes the linear transformation defined in (6); essentially we are replacing the p d j in the original likelihood by a function of the underlying true parameters as described in Result 1. Thus, by maximizing the likelihood (7), which now includes the effect of misclassification through the linear transformation on the parameters with the correction matrices A d and B d , we can now obtain the MLEs of the starred parameters, denoted byp * d . As indicated in Remark 1, the vector of estimated expected cell counts under the multinomial model is given byr d = n dpd . Thus, for the estimation with the starred parameters, the vector of estimated expected cell counts under the true data model is r * d = n dp * d . Note that by the invariance property of the MLE, Result 1 holds when the parameters p 0 and p 1 are replaced with the MLEs for the perfectly classified data model and the misclassified data model. Thus, by inverting Result 1 as in (6) , replacing the parameters with the MLEs, we have This immediately leads to the following relationship between estimated expected cell counts for the true data and the misclassified data.
In fact, the result is true for the vector of expected cell counts involving the unknown parameters, not only the sample estimates, as is obvious from the above discussion. Thus, for the traditional multinomial model and the model under the G-E independence and rare disease assumptions, the MLEs of the true starred parameters of interest have a closed-form expression in terms of the estimated starred expected cell counts r * d , which are shown in Table III . To obtain r * d , we simply obtain the MLEsp * d under different models and multiply by n d . Note that the MLEsp * d are also easily obtained by using the transformation in Result 1 and the ML estimation of p d as discussed in Section 2.1 under different model assumptions. The MLEsp * d turn out to be different functions of the observed cell counts r d , sensitivity and specificity parameters, the form of the function depending on the model assumptions. Therefore, r * d under different assumptions or constraints on the parameters might be different (we use the superscript I R to denote under G-E independence and rare disease assumptions to distinguish it from other models) as the MLEŝ p * d (andp d ) are different across models with different assumptions. (We refer to the discussion comparing the usual multinomial model, and the model with rare disease and G-E independence in Section 2.1). This simply means that we can apply the corrected counts instead of the observed counts r d to the estimates obtained in Table II , which will lead to the exactly same estimates as described in Table III . We emphasize that these estimators in Table III are strictly valid as MLEs only when they lie within the constrained parameter space. When the positivity constraints on the OR * eg 's or the probability constraints on the p * d 's are violated (e.g. when very small values of sensitivity or specificity are used, corresponding to huge misclassification rates), the constrained MLEs would be on the boundary of the parameter space. We should then maximize the likelihood (7) directly with respect to the true parameters subject to the constraints, instead of transforming the observed MLE. However, as such estimates are indicative of extreme misclassification, or too small a sample, we might as well treat these estimates with some caution.
Construction of the confidence intervals follows in exactly the same way as for the perfectly classified data, with the standard error estimates obtained from the inverse of the information matrix of L 2 evaluated at the MLEs.
We can also observe the behavior of the estimators from Table III Up to a first-order approximation, the estimator reduces to the normal, perfect-data estimate of the interaction odds ratio described in Table II as the error rates go to 0. The first-order terms suggest that using a good approximation to errors may give better estimates than those by simply ignoring misclassification, i.e. setting the errors equal to 0. The expressions also suggest that the misclassification probably affects the unconstrained estimate of more as there is contribution from two such first-order error terms.
Case-only method with possible misclassification
The case-only method [14] is a popular method to estimate the multiplicative G-E interaction parameter , where, under the rare disease and G-E independence assumptions, the odds ratio of G for exposed versus unexposed subjects among the cases only provides an efficient estimate of . The data used are as shown in the second row of Table I , ignoring the control data in the first row.
In the absence of misclassification, data from the case population form a multinomial distribution, 
Remark 3
Note that the MLE of the interaction parameter and its variance obtained by the case-only method are exactly the same as those obtained in Section 2.1, where we also assume G-E independence and rare disease assumptions, but use both case and control data. This is true whether in the absence of misclassification or in the presence of misclassification (unadjusted or adjusted). This establishes yet another proof of the fact that, under G-E independence and rare disease assumptions, the MLE of the interaction odds ratio is exactly equal to the odds ratio of E on G for cases alone.
Remark 3 shows that our model with the G-E independence and rare disease assumptions can also obtain a highly efficient estimate of the interaction parameter as in the case-only method. Moreover, our model is also able to estimate the main effects of genetic and environmental factors, which the case-only method cannot estimate (Umbach and Weinberg [15] established this for a more general log-linear model). As Clayton and McKeigue [25] pointed out, studies of geneenvironment association with disease need to go beyond the mere estimation of the statistical interaction parameter , and our study can estimate auxiliary parameters like the joint effects of interest without compromising on the efficiency of the estimate of the interaction parameter. An outline of extending our method to a 2 × 6 table, when genotype data are recorded into three levels, is presented in Appendix A.3.
Validation studies when misclassification rates are unknown
Instead of knowing the various misclassification rates perfectly, we shall briefly describe a commonly used strategy to estimate the misclassification rates from a validation substudy. In case the validation studies are independent of each other and of the main study, the full joint likelihood including the validation study is given by
where (9) . In our simulation studies we work with this setup. For illustration purposes, assume that there is no misclassification in G. We shall now assume that each of the four misclassification rates (s = (sp 0E , sp 1E , se 0E , se 1E )) of E has been estimated from a binomial validation study of 100 subjects, so that, for example, sp 0E is known only through a correctly classified sample of size (n 0 p ) drawn from a Bin(100, sp 0E ) distribution. Let n 1 p , n 0e , n 1e denote the sizes of correctly classified samples drawn from the corresponding binomial distributions when estimating sp 1E , se 0E , se 1E , respectively. Then the likelihood from the validation study 
If we need to introduce misclassification in G, there will be four more such binomial probability contributions. The analyses of the previous section assumed known fixed misclassification rates s; thus the likelihood had contribution only from L 2 . Now we consider estimating s from the validation study by the following two ways: (i) A crude plug-in method: Estimate s from L valid only and plug in the estimates in L 2 . Then maximize L 2 exactly as in Section 2.2. This naive method ignores uncertainty in the obtained estimates of sensitivity and specificity parameters, and will lead to smaller coverage probabilities for the confidence intervals for the odds ratio parameters than the designated confidence levels.
( 
The profile likelihood is maximized by the usual Newton-Raphson method to obtain the MLEs of s. One can then plug in the estimates of s into OR * eg (s) andp * 0 j (s) to obtain the estimates of OR * eg (e, g = 0, 1) and p * 0 j ( j = 1, 2, 3). We present the results of the crude plug-in method and the last profile likelihood approach, although each of the four methods offers satisfactory solution when parameters do not lie on the boundaries. Since the crude plug-in method is easiest to implement and provides results fairly comparable to those obtained using methods based on maximizing the joint likelihood, we advocate using this method, knowing that the actual confidence intervals accounting for uncertainties in the estimation of sensitivity/specificity parameters are marginally wider than the ones obtained in most cases.
Remark 4
Rice and Holmans [6] , Cheng [19] and Lai et al. [26] all considered validation data generated using the repeated measurement sampling method, which genotypes repeatedly a fraction of the sampled subjects with the same error-prone genotyping instrument to obtain estimates of misclassification probabilities. The assumption typically made in much of the literature is that genotyping errors are the same for cases and controls and are independent of one another. In our formulation, the first assumption is relaxed as error probabilities are allowed to depend on the disease status d, although estimation of multiple error probabilities could naturally be problematic with limited validation data. Our method is fairly general to accommodate other types of validation designs where infallible data may be available from a 'gold standard' genotyping method, as discussed in [27] and as presented in our real-data example.
SIMULATION STUDIES
In this section, we present numerical evidence in the form of simulation studies to illustrate the advantage of our proposed methods. Generally, we assume that the genetic variant of interest is a biallelic locus with the wild-and variant-type alleles and consider a dominant model for the effect of the gene variant. We also assume a binary environmental exposure and consider a commonly prevalent exposure. We follow a similar simulation design as mentioned in [28] .
We first generate the parental genotype data for each individual. To accomplish this for each family F, we simulate a family-specific allele frequency parameter F = exp( F )/{1 + exp( F )}, where F is generated from a normal distribution with mean and variance 2 . We select in such a way that the marginal probability of the genotype variant of interest (assuming a dominant model) is fixed at a given prevalence value in the generated population. We consider two situations with P(G = 1) fixed at 0.2 and 0.05, to represent a common and a rare gene, respectively. Given the allele frequency parameter F , we generate the genotype data for the parents, assuming HardyWeinberg equilibrium and that the parents are independent. Given the genotypes of the parents, we generate the genotype for one offspring based on a standard Mendelian mode of inheritance. We independently generate the environmental exposure for this offspring based on the marginal probability of exposure (E = 1) for the underlying population. Given the information on genetic and environmental factors, we generate the disease outcome for each individual, independent of others, using the logistic regression model for disease risk
We choose the main effect parameters E = log(OR 10 ) = log(2) and G = log(OR 01 ) = log(2) and consider a multiplicative interaction between G and E, fixing G E = log( ) = log(2). We select the value of 0 so that the marginal probability of the disease in the population P(D = 1) ≈ 0.01. Following this scheme, we first generate data for a large number of individuals, which we treat as the underlying population, and then randomly select 1000 cases and 1000 controls from this population. We then retain the disease, genotype and environmental exposure information and discard the rest of the data. Following the definitions of sensitivity and specificity, we randomly misclassify the genotype and environmental exposure information, independent of one another, but keep the disease information unchanged. We set the specificity of the instruments at 1 and consider the following settings: (1) se 0G = se 1G = 0.95 and se 0E = se 1E = 0.9 (2) se 0G = se 1G = 0.9 and se 0E = se 1E = 0.8.
For each scenario, we simulate 500 data sets and analyze the data by implementing the adjusted formulation, but first assuming the true sensitivity and specificity of the genetic and environmental factors to be known. We compare the results both in the absence and in the presence of misclassification (unadjusted and adjusted). We apply our method under all three models as discussed in 
s.e. refers to the average standard error of the odds ratio estimates. Mean-squared error (MSE) is estimated based on the average squared deviations of the 500 estimates from their true value.
Section 2.1. Tables IV-VI summarize the results of analyzing unmatched case-control data with different sample sizes (1000/1000 and 750/750) for different choices of misclassification error rates with P(E = 1) = 0.5 and P(G = 1) = 0.2. To summarize, in the presence of misclassification, the estimates without adjustment show high bias and have significantly large mean-squared errors (MSEs), but the standard errors are not necessarily larger when compared with the estimates in the absence of misclassification. We observe that the estimates of without adjustment are biased towards the null. The adjusted estimates that 
are obtained through our proposed formulation are quite close to the true parameters, except with relatively large standard errors. In the absence of misclassification, the models under the independence assumption provide much more precise estimates, i.e. smaller standard errors and MSEs, which is now a well-established observation in the literature [15, 16] . Significant gain in efficiency continues to be maintained by the constrained MLEs when both estimates are corrected for misclassification error. A point worth noting is that, under the independence model, the coverage probability of the confidence interval 
for the interaction parameter is greatly affected if one fails to account for the misclassification error. As we expected, a larger sample size improves the power of testing the interaction effect as well as the precision of the parameter estimates.
To evaluate the performance of the proposed method for a different allele frequency of the genetic marker, we carried out two sets of simulation in Table VII which share an identical simulation scenarios, except one with a more common gene P(G = 1) = 0.20 and the other with a relatively 01 and , although the corrected estimates perform better than the uncorrected ones. The power for testing the interaction effect is significantly less for the rare genetic mutation. However, the models under the independence assumption always provide much more precise estimates, i.e. smaller standard errors and MSEs, as well as significantly larger power. We also present a set of simulation results assuming the misclassification error rates to be unknown and estimated using a hypothetical validation study independent of the main study. We assume no misclassification in one of the factors, say G, and sp 0E = 0.9, sp 1E = 0.98, se 0E = 0.85 and se 1E = 0.8. We simulate 1000 data sets and analyze the data by implementing the adjusted formulation and comparing the results by:
(1) plugging in the true known error rates, i.e. sp 0E = 0.9, sp 1E = 0.98, se 0E = 0.85 and se 1E = 0.8; (2) plugging in a set of randomly guessed error rates, e.g. sp 0E = 0.95, sp 1E = 0.95, se 0E = 0. 9 and se 1E = 0.7; (3) plugging in the error rates estimated by the validation data only as discussed in (i) of Section 2.4; (4) estimating all the parameters based on the full joint likelihood as in option (ii) (d) in Section 2.4.
Table VIII summarizes the results under the unconstrained model and rare disease and G-E independence assumption. We note that when the misclassification error rates are estimated separately from the validation study, the coverage probabilities of the confidence intervals are slightly smaller than the nominal confidence level. This is because we ignore the uncertainty in the estimation of the error rates, but for all practical inferential purposes the plug-in method may be quite acceptable due to its ease of implementation. The point estimates will suffer greatly if one uses wrong guesses for the error probabilities. As noticed in much of the measurement error literature, the bias in the estimates is corrected, but the standard error typically increases due to the correction, and often there is no significant gain in terms of the power of the testing procedure.
REAL DATA ANALYSIS
To illustrate the use of these methods in a real setting, we analyze data from a case-control study of colorectal cancer [29] . The aims of the study were to assess the effects of genes, diet and the interaction between both on the risk of colorectal cancer. All cases diagnosed of colorectal cancer in a university hospital in Barcelona during 1996-1998 were included. For each case, a frequency-matched control was selected among the patients of the same hospital (for study details, see [30] ). All subjects were interviewed to assess risk factors, including diet, and they provided a blood sample for genetic analysis. For the purpose of this example, we have selected the study of SULT1A1 (phenol sulfotransferase), a gene highly expressed in the colon that metabolizes drugs, hormones, some nutrients and other xenobiotics. We were interested in the possibility that the risk associated with this gene, if any, could be related to diet. Hence, we explored the interactions with nutrients estimated from a food frequency questionnaire and found that zinc intake could be a potential modifier. Since this was unexpected, and further analysis and studies were needed to confirm this interaction, it is a good example to illustrate the methods. Initially, a polymorphism in SULT1A1 was genotyped by very precise and well-tested methods in 293 cases and 272 controls [30] . Later, an extended sample (377 cases and 326 controls) was genotyped for a large selection of polymorphisms in metabolism genes, which included SULT1A1. This latter analysis used a microarray genotyping method that had been validated and was known to have good although not perfect, accuracy [29] . We considered the first genotype results as gold standard and used them to calibrate the odds ratios for the analysis of interaction between SULT1A1 (G) and zinc intake (E). Zinc intake was dichotomized by individuals taking less or more than the median value of the zinc intake, this median being determined from the sample data. From a scientific point of view, it is reasonable to assume that SULT1A1 mutation status and zinc intake are independent, and colorectal cancer is a rare disease in the study population with an estimated crude annual incidence rate of 46 cases per 100 000 people and a lifetime cumulative risk of 5 per cent in Spain. In many common situations, the 'gold standard' exposure measurements, namely the true G * and E * , may be available only for a subset V of the original sample S, and we have complete data D, G, G * , E * , for that sub-sample and reduced data D, G, E on the remaining sample S − V. In that case, the joint likelihood is of a that of different form that of joint likelihood given in (10) Figure 1 . Results of analysis of colorectal cancer study: OR 10 , OR 01 and represent the main effect of zinc intake, the main effect of SULT1A1 and their interaction, respectively. Confidence intervals for the odds ratios are calculated by exponentiating the CI based on the asymptotic normality of the MLEs of log OR. The top figure is based on real data, whereas the bottom figure is based on real data, with additional 10 per cent misclassification of genotypes introduced at random.
and is given by
The second term involving reduced data is expressed exactly in the same way as we factorize L 2 in Result 1, summing over the latent true measurements G * and E * . The first term with complete data is factorized similarly, simply omitting the sum over the latent values of G * and E * , which is not needed for complete data as we have perfect true measurements for this subsample. We then maximize the joint likelihood in terms of all model parameters and error rates. In our real data example, we have G * available for a subsample and ignore the possible misclassification of E in the absence of any validation data on E. The crude estimates of agreement between G and G * obtained only from the validation data are sp 0G = 0.981, sp 1G = 0.975, se 0G = 0.991 and se 1G = 0.959. The results from the plug-in method are presented in Table AI . One can notice the dramatic change in the width of the confidence interval for the interaction parameter, when independence assumption is exploited. The inference results from the IR assumption indicate that the effect of zinc intake is protective, whereas carrier status for SULT1A1 as well as the interaction parameter are not statistically significant. Note that, using the unconstrained ML method, the interaction odds ratio is detected to be marginally significant (CI (1.02, 3.51) ), which is most likely to be a false positive from an epidemiological perspective. There are certain numerical differences between the estimates adjusted for misclassification and unadjusted estimates in the real data, but the inference is the same. To explore further the role of misclassification, we randomly selected 10 per cent of the observations where G and G * agreed and changed the value of G to create artificial misclassification. The results are presented in Tables IX and X. The difference in the inference shows that under misclassification, the odds ratio estimates are indeed biased towards the null, and our simple method corrects for such attenuation effects. Figure 1 presents the OR estimates and the confidence intervals for the two misclassification scenarios.
CONCLUSION
We describe a relatively simple analytical formulation to account for misclassification of exposures in studies of gene-environment interaction based on sensitivity and specificity of the measurement instrument for genetic and environmental factors in unmatched case-control studies. As illustrated in our simulations, even with relatively small degrees of error (i.e. sensitivity or specificity quite close to 1), the estimates of the parameters of interest could have relatively large biases. Our corrected estimates minimize the biases and are found to be closer to the true parameters, with better MSE properties than their unadjusted counterparts. This paper presents a clear insight into how ML estimation under a constrained exposure space leads to efficiency advantages, even in the absence of a perfectly measured data set. The 2 × 4 table is a pivotal and routinely used tool in studies of gene-environment interaction [21] , and we present a comprehensive treatment of this case with closed-form expressions for the estimates and the standard errors where available. The proposed method can be easily extended to genotype data which inherently have three levels, that is, when we have a 2 × 6 table instead of a 2 × 4 table (Appendix A.3). According to the results of the simulation, one gains significant efficiency under the G-E independence assumption and after adjusting for misclassification errors. However, cautions regarding the validity of the independence assumption should be exercised while using the proposed methods [16, 31] . Extending the methods under the conditional independence of G and E as in [19] , but not just restricted to a case-only design as in [19] , could be one avenue to dealing with violation of the independence assumption.
To conclude, we would like to mention that it is often hard to obtain a precise estimate of the interaction odds ratio due to sparsity of observations in some rare genotype-exposure configurations, and the use of G-E independence assumption and adjusting for misclassification errors give us a better chance to detect G-E interaction. Studying the synergism of gene and the environment in the etiology of rare and complex diseases is an important problem in modern genetic epidemiology, and efficient estimation strategies are much needed. This paper introduces certain simple and practically useful ideas in the context of this problem, which account for potential genotyping and exposure misclassification errors. The simplicity of the method makes it Table AI . Data for an unmatched case-control study with a three-level genetic factor and a binary environmental exposure.
