Abstract-The use of multiple-antenna arrays in both transmission and reception promises huge increases in the throughput of wireless communication systems. It is therefore important to analyze the capacities of such systems in realistic situations, which may include spatially correlated channels and correlated noise, as well as correlated interferers with known channel at the receiver. Here, we present an approach that provides analytic expressions for the statistics, i.e., the moments of the distribution, of the mutual information of multiple-antenna systems with arbitrary correlations, interferers, and noise. We assume that the channels of the signal and the interference are Gaussian with arbitrary covariance. Although this method is valid formally for large antenna numbers, it produces extremely accurate results even for arrays with as few as two or three antennas. We also develop a method to analytically optimize over the input signal covariance, which enables us to calculate analytic capacities when the transmitter has knowledge of the statistics of the channel (i.e., the channel covariance). In many cases of interest, this capacity is very close to the full closed-loop capacity, in which the transmitter has instantaneous channel knowledge. We apply this analytic approach to a number of examples and we compare our results with simulations to establish the validity of this approach. This method provides a simple tool to analyze the statistics of throughput for arrays of any size. The emphasis of this paper is on elucidating the novel mathematical methods used.
Of course, the use of multiple-antenna arrays comes with higher complexity requirements in transmission and reception. Therefore, it is important to be able to assess the capacity gains of MIMO technologies in realistic situations. Several factors have to be taken into account. First, the degree of spatial correlations between antennas at both transmitter and receiver determines the effective number of independent channels. This is especially important in the case of outdoor propagation where the base-station antennas are typically placed on high towers with a few nearby scatterers. Second, the spatial structure of interference may be significant. For example, in downlink transmission, the interference from other base stations may be coming from very different directions than the desired signal.
For large antenna numbers and Gaussian channel distributions, the analysis of MIMO ergodic capacities (expectation value of mutual information over channel realizations) is greatly facilitated by the use of asymptotic techniques of random matrix theory (RMT). These methods were introduced in this context by various authors, starting with Foschini [1] and Telatar [2] . Verdú and Shamai [5] derived the expression of the capacity for infinite antennas with uncorrelated channels in the context of code-division multiple-access (CDMA) codes, and more recently Rapajic and Popescu [6] derived it in the context of multiple-antenna systems. Lozano and Tulino [7] using methods developed by Tse and Hanley [8] calculated the infinite antenna number capacity with spatially uncorrelated channels and uncorrelated interferers. Very recently, Chuah et al. [9] extended the results of [5] to calculate the mutual information of spatially correlated channels in the infinite antenna limit. In all previous studies, the capacity has been assumed to be asymptotically proportional to and only the corresponding proportionality factor was studied as the number of antennas grew indefinitely. However, for finite antenna numbers or for slowly decaying spatial correlations, the capacity of arrays with finite antenna numbers cannot be simply described as linear in the antenna number. For example, as shown in [10, Fig. 2 ], for square arrays with spacing the capacity per antenna does not reach the limiting value even at 10 antennas per array! In [10] , using techniques developed by Sengupta and Mitra [11] in a different context, a method was developed to analytically calculate the capacity of spatially correlated channels for large but finite antenna numbers.
In this paper, we extend work done in [10] , [12] to provide analytic expressions for the statistics of the mutual information in the presence of spatially correlated channels, interference, and noise. We apply a method from physics, known as the replica ap-0018-9448/03$17.00 © 2003 IEEE proach, to analyze the resulting random matrix problems. The replica approach, first introduced in [13] , has been used heavily in physics for understanding random systems [14] , [15] . One of the first applications of this method in communication theory was made by Sourlas [16] in the field of error-correcting codes. More recently, this method has been seeing increased application in the field of information theory [17] [18] [19] . One of the main purposes of this paper is to elucidate this technique in a way that will allow it to become a common tool in the information theory field.
In this paper, we will use the replica method to average over the channel realizations and obtain moments of the distribution of mutual information. We find that for large antenna numbers , the second and third moments for the correlated channels is of and , respectively, which strongly indicates that the mutual information distribution is Gaussian. Very recently, similar results were verified analytically [20] and numerically for uncorrelated channels and no interference. Also in [22] , a method was introduced to calculate the moment generating functional for uncorrelated channels and no interference. To illustrate the usefulness of our results we calculate the mutual information for a number of representative cases. Surprisingly, these methods give accurate results when applied to arrays with even few (three or four) antennas. Thus, this analytic approach provides a powerful tool for analyzing antenna systems with even a few antennas.
In the remainder of this section, we provide some notational definitions used in this paper (Section I-A) and define several quantities of interest (Section I-B). In the next section, we describe the mathematical framework of the methods used to calculate the statistics of the mutual information. In Section II-A, we start with the derivation of our results with white noise and no interferers. Then, in Section II-B, we generalize to the case of colored noise and interference. Section IV deals with the application of these methods to a set of representative cases, with aim to demonstrate the power of our methods, but also to compare them with numerical simulations and previously established results. Finally, in Appendix I, we provide proofs of several useful identities regarding complex integrals, while in Appendix II, we introduce the so-called Grassman variables and prove some of their properties that we use in this paper.
A. Notation 1) Vectors/Matrices: Throughout this paper we will use bold-faced upper case letters to denote matrices, e.g., , with elements given by , bold-faced lower case letters for column vectors, e.g., , with elements , and light-face lower case letters for scalar quantities. Also the superscripts and will indicate transpose and Hermitian conjugate operations and will represent the -dimensional identity matrix. For , an -dimensional matrix, it is useful to define as a -dimensional vector with entries the columns of stacked on top of each other. In addition, will depict the outer product between the -dimensional matrix and the -dimensional . is -dimensional and its elements can be written as for and .
Finally, the superscripts/subscripts , , will be used for quantities referring to the transmitter, receiver, and interferers, respectively.
2) Order of Number of Antennas : We will be examining quantities in the limit when all , , are large but their ratios are fixed and finite. We will denote collectively the order in an expansion over the antenna numbers as , , , etc., irrespective of whether the particular term involves , , or . We will also use the standard notation to denote a quantity that goes to zero in the limit of large antenna numbers.
3) Integral Measures: In this paper, we will be dealing with three general types of integrals over matrix elements. We will, therefore, adopt the following notation for their corresponding integration measures. In the first type we will be integrating over the real and imaginary part of the elements of a complex matrix . The integral measure will be denoted by (1) where the subscript denotes complex matrices. The second type of integration is over pairs of complex square matrices and . Each element of and will be integrated over a contour in the complex plane (to be specified). The corresponding measure will be described as (2) Finally, the third integral type is over so-called Grassman variables, which are introduced and defined in Appendix II. The corresponding integral measure for the -dimensional matrix and its companion -dimensional matrix is denoted as (3) where the subscript denotes "Grassman."
B. Definitions
We consider the case of single-user transmission from transmit antennas to receive antennas over a narrow-band fading channel. We also include a number of interfering transmitters in addition to the noise at each receiver. The received -dimensional complex signal vector can be written as (4) is an complex matrix with the channel coefficients from the transmitting to the receiving arrays. Similarly, is an matrix describing the channel from the interfering antennas to the receiver array.
and are the -and -dimensional vectors of transmitted and interfering signals, respectively, both assumed to be zero mean Gaussian. The signal covariance is normalized so that . Without loss of generality, the interfering signal elements are assumed to be independent and identically distributed (i.i.d.) with identity variance (since they cannot be controlled by the transmitter or receiver, nontrivial correlations in can be absorbed in the channel matrix ). and are the signal-tonoise (SNR) and interference-to-noise ratios (INR). The signal to interference and noise ratio can also be written as SINR . Finally, the Gaussian noise vector has covariance matrix given by , normalized, so that . In general, is spatially colored, i.e., . It is assumed that the receiver knows the channel matrices , , and the noise covariance . The difference between the terms and is that in the former term the receiver has detailed knowledge of the interfering channel, while in the latter only average properties are available (i.e., the covariance). The transmitter, on the other hand, knows only the statistics of the "noise,"
, as well as the statistics of the channel (both transmitter and receiver also know , ). The associated mutual information can be expressed as [7] (the derivation follows directly from [1, Appendix A]) ( 
5)
The above (and throughout the whole paper) represents the natural logarithm and thus , , and are all expressed in nats. It should be noted that this equation for the mutual information is also applicable to multiuser detection. This case corresponds, e.g., to an uplink scenario with the interferer(s) representing other uplink users. In this case, the sum rate would be given by with sums of products of matrices corresponding to a total of uplink users.
Due to the underlying randomness of and , is also a random quantity. To analyze its statistics we assume that , are zero-mean Gaussian matrices with covariance (6) and . From the above it follows that the correlations of and are and , respectively. and are correlation matrices of the incoming signal and interference at the receiver, respectively, and are normalized so that . is the correlation matrix describing the antenna correlations at the transmitter array with . Similarly, is the correlation matrix of the transmitted interference with . The simple form of correlations of (6) has been shown [10] to be the leading term in a controlled approximation for diffusive environments. The dependence of these matrices on antenna array properties, polarization, and channel properties such as angle spread have been described in various references [9] , [10] , [23] .
We define the notation to denote the ensemble average over channel realizations. Thus, for an arbitrary function of , , we have (7) Equation (7) is simply an integration over the appropriate Gaussian probability distribution of the 's. To see this more explicitly we can use (6) to define and where and are i.i.d. matrices of unit variance. The probability distribution for an i.i.d. matrix is, of course, proportional to . Thus, taking an expectation over the 's is simply given by (8) This equation can immediately be converted to (7) by a variable transformation, with the determinants out front of (7) being Jacobian of the transformation (see also Appendix I).
II. MATHEMATICAL FRAMEWORK
The purpose of this paper is to analyze the statistics of the mutual information in (5) for Gaussian channels having correlations given by (6) . In this section, we introduce the mathematical framework necessary for deriving analytic expressions of the cumulant moments of . This method was introduced in this context in [11] , [12] . We first introduce the generating function of (9) Assuming that is analytic at least in the vicinity of , we can express as follows: (10) where is the th cumulant moment of . For example is the variance and is the skewness of the distribution. It should be noted that and for are implicit functions of , , , etc. For notational simplicity, we will be suppressing this dependence. Thus, to obtain the moments of the mutual information distribution we need to calculate for in the vicinity of . This is not necessarily any easier than evaluating the moments directly, which is a notoriously difficult task, since one has to average products of logarithms of random quantities. In contrast, averaging
for integer values of involves averages over integer powers of determinants of random quantities, in which case some analytic progress can be made. We will therefore make the following assumption.
Assumption 1 (Replica Method):
evaluated for positive integer values of can be analytically continued for real , specifically in the vicinity of .
This assumption, used also in [14] , [15] , [19] , alleviates the problem of dealing with averages of logarithms of random quantities, since the logarithm is obtained after calculating . It has seen widespread use in the field of physics for more than 25 years [13] , and, in many cases [11] has been shown to produce exactly the same results as systematic series expansions. Thus, the replica method can be seen essentially as a bookkeeping tool. Here, we will be using it without any direct proof, although we will be comparing some of our final results to Monte Carlo simulations to demonstrate their validity.
In the next sections we will be making use of Identities 1-6, which are stated and proved in the Appendixes.
A. Case of White Noise and No Interference
In order to expose the basic steps of the calculation with more clarity, we will start with the case of i.i.d. noise and no interference . In this case, of (9) can be simplified to (11) In the following analysis, we will assume to be an arbitrary positive integer. Using Identity 1 in Appendix I we can write as (12) where is a complex matrix. The word "replica" stems from thinking of the matrix as being versions (or "replicas") of an -dimensional vector, thus producing -replicas of the determinant, as seen in (11) .
The bracketed quantity in (12) can be rewritten, using Identity 2 (with , , , where is the matrix square root of , which is well defined since is nonnegative definite) by introducing an integral over a complex matrix (13) At this point, we can use Identity 2 to integrate over . Combining the result of (7), (12), and (13), can be expressed as (14) To make progress we now need to express the last term in the exponent in a quadratic form in terms of , . This can be done by using Identity 3 and introducing matrices , . Thus, the last term in the exponent of (14) becomes (15) The application of Identity 3 and the introduction of matrices and is a particular form of a Hubbard-Stratonovich transformation, also used in [11] . The Hubbard-Stratonovich transformation is generally a convenient tool to decouple terms in exponents, such as in (14), at the expense of introducing auxiliary variables, and has been used extensively in physics [14] , [15] . The usefulness of this method is in that it allows the integration of certain quantities , of limited relevance, and introduces auxiliary quantities (such as and ), which will prove to have particular importance in the final answer.
Combining (14), (15), and using Identity 1, we can now integrate out , , resulting in (16) where (17) At this point, is still a positive integer, which should be analytically continued to zero following Assumption 1. However, before doing this, we will first take the limit of large antenna numbers ,
. In this limit, the saddle point method of evaluating the integral (described below) becomes accurate. Subsequently, we will take the limit.
Assumption 2 (Interchanging Limits):
The limits and in evaluating in (16) can be interchanged by first taking the former and then the latter without changing the final answer. This assumption will be applied without proof. As we shall see later, the two limits of large antenna numbers and small are related: Higher terms in the expansion in involve successively higher terms in a expansion. The saddle point approximation is a well known method to obtain a systematic expansion of an integral of a rapidly varying function in complex space. This methods involves deforming the contour of integration to pass through one point (or more), where the exponent of the integrand is stationary, i.e., the point where the derivatives of the exponent with respect to all integration variables vanish [24] . Thus integration around the point(s) along the steepest descent paths carries asymptotically the highest weight of the integral. Usually, this approximation is valid when the exponent of the integrand is large, in which case the method has been also called Laplace's method (see [24] ), or Varadhan's theorem [25] . In the case of (16) and (17), when , , the exponent is nominally of order . Following Assumption 2 and, thus, keeping fxed we may apply the saddle point approximation to calculate the integral of (16) and then take the limit. It should be stressed that for a fixed positive integer , the saddle point analysis of and of is a straightforward exercise in asymptotic analysis. The only additional complexity to the standard textbook treatment of this topic [24] is that involves integrals over multiple variables (the elements of , ). Rather than search for saddle point solutions over all possible complex and matrices, we are going to invoke the following hypothesis without proof.
Assumption 3 (Replica Invariance):
The relevant saddlepoint solution for (16) involves matrices , , which are invariant in replica space and thus are proportional to the identity matrix .
The above hypothesis, used heavily in physics [14] , [15] , basically states that there is no preferred direction in the space of replicas, and thus if any saddle point solution is valid, so is any unitary transformation thereof in replica space. Although we are not going to provide a proof here, it should be noted that in [11] it is shown that the results obtained by this method are identical to those using a systematic expansion.
1) Saddle Point Analysis:
The assumed form of and at the saddle point is and , respectively. The extra factor of has been included for convenience, as will become evident later. To consider the vicinity around the saddle point, we thus rewrite , as (18) where , are matrices representing deviations around the saddle point. One can then expand of (17) in a Taylor series of increasing powers of , as follows: (19) with containing th-order terms in , . These terms can be obtained explicitly by differentiating (17) (20) (21) (22) (23) where the Hessian is given by (24) For , the expanded terms simplify to (25) The coefficients in this Taylor expansion have the particularly simple form (26) Note that in (20), (26) it is possible to combine the two from (17) into . The saddle point solution of (16) and, hence, the corresponding values of , is found by demanding that is stationary with respect to variations in , [24] . This means that , which is analogous to setting the first derivative of a function to zero, in order to find its maximum or minimum. This produces the following saddle point equations: (27) (28) It is interesting to note that the solutions to (27) and (28) maximize for real and positive , . It is important to note that for generic full-rank matrices , both and are generally of order unity, ,
. Thus, the expansion coefficients , are generally of order , successively decreasing in size for increasing .
The small parameter controlling this approximation is, therefore, , making this saddle point solution increasingly accurate for large . Therefore, the aim of this analysis is to calculate successively higher order terms in and classify each resulting quantity in terms of their powers of to the appropriate cumulant moment in (10) . This matching of powers of implicitly assumes that the expansion in (10) is valid for real and positive , as described in Assumption 1. Thus, for example, terms of order and will both contribute to , as we shall see.
2) Mean Mutual Information:
We start with the leading term of in the saddle point approximation:
where is evaluated in (21) using (27) and (28) . We thus see from (10) and (11) We note that since , , the eigenvalues and will have opposite signs, namely, and . Thus, to specify the steepest descent paths for we take , while for we take . The extra factor of cancels out with the one appearing in the integration measure (see (2) ). This results in (31) Comparing (10) to (31) and matching order by order the terms of the -Taylor expansion of the exponent of , we can identify the leading term in the variance of the mutual information to be (32) (33)
We note that since , , the variance is also in the expansion of when both and are of the same order. (However, if is fixed while increases, we find that , in agreement with [20] .) Also, we see that no term proportional to is produced from . Thus, no term of in the antenna number appears in , resulting in . 4) Higher Order Terms: To obtain higher order corrections in the small parameter , we need to take into account the terms for in (25) . Here we will set the framework for the perturbative analysis and will use it to calculate the leading additional term in the expansion. We define an expectation bracket of an arbitrary operator as (34) The integration over , is performed as described in the previous section. Using Wick's theorem discussed in Appendix I and (129) we can obtain the following expectations:
In addition, the expectation of any odd power of must vanish by symmetry (see Appendix I). As a result, the pertur- given by (20); the 's given in (49), (51), and (52); the parameter's given in (26) ; and given by (24) ; with the parameters and given by (27) and (28) (58) with being of order and the correction in square brackets being of order . The next correction to will be in order , because we know that all terms of order will generate only even powers of , thus, not providing a contribution to . From (32) the variance is given by
Here the leading term is order 1, and with no correction at order . This term, however, may have a correction at order .
Finally, by combining all terms proportional to in (53) we obtain the skewness (60)
The expansion can be continued to higher order in straightforwardly, requiring only additional algebraic effort.
B. Analysis of General Case
Now we will generalize the methods discussed in the preceding section to include the presence of interferers with and a general noise variance in the calculation of the statistical properties of the mutual information .
We thus start with the general form of the generating function in (9) . One difference from the simpler case discussed above is that the interference channel matrix appears in two distinct determinants and, most importantly, that these determinants appear with oppositely signed powers. This difference will require us to introduce a somewhat more complicated formalism, as we shall see later.
We first apply Identities 1 and 2 to the determinant in the numerator of (9), as we did in (12), (13) . The only difference is that we need to introduce an additional matrix to disentangle the product . We thus have (61) where , , and are -, -, and -dimensional complex matrices, respectively. Note that we have suppressed here for simplicity and we will reintroduce it at the end of the calculation.
Next we would like to express the other determinant in (9) in terms of complex integrals, in order to bring the matrix to the exponent, and thus be able to average over simultaneously from both determinants. However, Identity 1 applies only to determinants with negative (integer) powers. We thus need to introduce integrals over Grassman, instead of complex, variables, which yield determinants with positive (integer) powers. A summary of the properties of these variables as well as the proof of the necessary identities can be found in Appendix II-B.
Thus, applying Identity 4 we have the desired effect, namely,
where are independent and matrices of Grassman variables. The integration measure is given in (3). We note that due to the "anticommutation" rules between Grassman variables (see (131) and the discussion after (136)) the order of integration and thus the ordering of is important. Applying now Identity 5, we disentangle the quadratic terms of by introducing integrals over the -and -dimensional Grassman matrices variables so that
Thus, the quantity to be averaged over and to produce in (9) is the product of (61) and (63). The integration over the channel realizations may now be performed. As in the case of (14), we apply Identities 2 and 5, resulting in the following expression:
We see that the first exponential involves only (and ), the second only , while the last involves all variables. As in the previous section, we need to introduce auxiliary matrices to separate the terms that are quartic in the integration matrices. As in the case of (14) in the previous section, we introduce the complex matrices ( , ), ( , ) and ( , ) to separate the , , and terms in (64), respectively. The substitutions have the form of (15) so we will not repeat them. We note that although the last term involves Grassman variables, they need to be separated in pairs ( and ) and, therefore, each term can be treated as a complex number, see (133). However, the quartic terms in the last line of (64) need to be separated into and . These -dimensional terms, being linear in Grassman terms, are anticommuting, see (131). Thus, we need to introduce the -dimensional matrices , , , of Grassman variables, in order to separate these terms, using the Grassman version of the Hubbard-Stratonovich transformation of Identity 6. This transformation can be expressed as (65) As in the previous section, the introduction of these auxiliary matrices allows us to integrate over the variables , , ,
, and . The resulting form of is (66) where now is given by (67) Note that the first matrix of each outer product pair has indexes representing transmitters and receivers, whereas the second matrix is always of dimension . Also note that in the above equation we have reintroduced the signal covariance matrix .
As in the preceding section, we now look for replica-invariant saddle point solutions of , in accordance with Assumption 3. As in (18), we take into account the assumed form of the saddle point values of , for by expressing them as
where the , , for are complex matrices representing, as in (18), deviations around the saddle point. It is important to note that, while , for are assumed to be nonzero and proportional to at the saddle point, the Grassman matrices , have been chosen to vanish at the saddle point, with , , etc., representing also deviations around the saddle point in the Grassman space. The reason is that at the saddle point we expect to be real, while for nonzero Grassman , etc., this will not be true (Grassman variables and their products are not real numbers).
The next step is to expand into powers of , , resulting in an expansion in the small parameter of the type of (19) . Then, setting the coefficients of all , in to zero will produce the generalization of the saddle point equations of (27) and (28) . The resulting equations can be expressed as Note again that in (70) we have again combined the two factors from (67) into . Despite the apparent complexity of the above six equations, we point out several simplifying properties. First, they are split into a set of four (70)-(73) and a set of two (74)-(75) coupled equations. Second, (72) and (74) can be written in terms of only the eigenvalues of , while (70) and (75) can be expressed in terms of only the eigenvalues of and , respectively, thus simplifying their solution. Also, the convexity properties of these equations make solution by iteration simple and efficient. In addition, as we shall see, in many useful cases additional simplifications may be made.
1) Mean Mutual Information:
At the saddle point, is equal to As in the previous section, the leading term in the expansion of is proportional to . Thus, it contributes only to the first moment of the mutual information, namely, the mean. Thus, we see that to the mean mutual information is . These terms have a simple interpretation: is, to leading order, the average of in (5), while is the average of . Since also the evaluation of the corresponding parameters , , etc., in (71)-(74), decouples to two independent sets, we see that to calculate the means of and to leading order, we can analyze them separately. This will not be the case for higher order terms, because of the presence of in both and , which will couple them.
2) Variance of Mutual Information: To calculate to the next order, we need to integrate out the quadratic fluctuations around the saddle point appearing in , which can be expressed as (expanding in (67) to second order) 
The elements of the above matrices are given by
(91)
As in the absence of interferers, simple power counting shows that all the above elements are formally of order . We see that in (79) is decoupled into three separate terms, with covariance matrices , , and . The underlying reason for this decoupling is that these three terms correspond to , , and , respectively. This can be supported by analyzing the 's and 's that appear in their matrix elements. Indeed, contains only , for , which only appear in ; contains only , which appear only in ; while has 's and 's from both sets.
Following the methodology described in Section II-A3, for every we rotate each of the vectors , to the eigenvectors of the matrices , , and then integrate each of the eigenvectors along its corresponding steepest descent direction in the complex plane. We can similarly perform the Gaussian integral over the Grassman vectors , using Identity 4. The resulting form of is
where the dots correspond to terms obtained by taking into account higher order terms, such as , , etc.
3) Summary of Results for the General Case:
To summarize this section, we have derived the following results.
The mean mutual information is equal to
where are given in (77) and (78). As in the case of no interferers, we also find that the next term linear in appears to . In addition, the variance in the mutual information is given by (95) By analyzing the next-order terms , , etc., we find that the next correction to is of order . Similarly, higher moments can be calculated in this case as well with only additional algebraic effort.
III. CAPACITY-ACHIEVING SIGNAL COVARIANCE
As discussed in Section I-B, instead of instantaneous channel information, the transmitter has statistical information for the channel , , namely, only , , and , and , , are known. Based on this information, the signal covariance can be optimized to maximize a particular metric of the mutual information distribution. Here we describe the method to optimize , in order to maximize the average mutual information, keeping only the term in (94), i.e., to find in the large antenna limit. This method was introduced for MIMO systems without interference in [10] and is also discussed in [12] .
We start by observing that depends on only through the first term in (77). Expressing the determinant of this term in the eigenbasis of , it can be written as (96) where is a diagonal matrix with the eigenvalues of , given by for , on the diagonals and the original matrix expressed in the eigenbasis of . We note that for any nonnegative definite matrix , we have , where are the diagonal elements [2] . Applying this inequality to (96) we get (97) with equality when is diagonal. Thus, we conclude that the maximizing is simultaneously diagonalizable with . This result has been shown in [26] to hold in general in the absence of interference for arbitrary antenna numbers (but can be generalized to hold in the presence of interference). Here we have shown this to be true in the presence of interference, at least within the large antenna number approximation.
Once the optimal eigenbasis of has been determined to be the same as , one needs to find its optimal eigenvalues for . has to be optimized subject to the power constraint . This constraint is enforced by adding a Lagrange multiplier to , i.e.,
Incorporating the Lagrange multiplier to (77) and maximizing, it is easy to see that the optimal eigenvalues of are then given by (99) where . Here, is determined by imposing the power constraint (100) Essentially, the optimization of amounts to water-filling over the modes of rather than those of the instantaneous channel itself. Thus, the "statistically water-filled" capacity of the link is found by solving for five unknowns from (70)- (73) and (100) with (99) and using them to evaluate in (77). In addition, to evaluate in (78), we need to evaluate from (74) and (75).
IV. SPECIFIC CASES
We now apply the equations of the previous section to a number of representative situations with aim to describe the basic characteristics and dependencies of the MIMO capacity for correlated channels and interferers. We will be keeping only the leading terms of calculated quantities in the expansion. Thus, for example, we will take using (77), (78) and similarly we will neglect the terms in (74) and (75).
In the cases with spatially correlated antennas, we will use the following simple model for the dependence of the correlation coefficient on the antenna separation and angle spread. For concreteness, we assume that the antennas form a uniform linear ideal antenna array with the nearest neighbor antenna spacing in wavelengths and we assume a Gaussian power azimuth spectrum (with two-dimensional propagation), i.e., the average incoming power at the antenna array is , [23] , [27] , where is the angle spread in degrees measured from the vertical to the array. This results in a matrix with elements (101) with being the index of transmitting antennas. For simplicity, we assume no correlations at the receiver . This situation corresponds to a receiving mobile array deep inside the clutter and a transmitting base-station array with correlations due to finite angle spread.
A. Capacity for i.i.d. Matrices
It is instructive to start by verifying that reduces to known results in the previously studied cases of i.i.d. channels. In the absence of interference (94) (105) with (106) which is identical to the result obtained by Verdú and Shamai [5] .
B. Throughput Gain by Optimizing for Spatially Correlated Transmission
Next, we analyze the benefits of statistical water-filling, i.e., knowing at the transmitter. For simplicity, we neglect interferers and set . In addition, we assume that . This situation corresponds to a receiving mobile array deep inside the clutter and a transmitting base-station array with correlations due to finite angle spread. In this case, (94) becomes (107) To get the capacity we need to optimize over (70), (71), and (99). Our optimization equations can be reduced to the following. We solve for numerically (108) and then substitute into (109) (110) Subsequently, , , and are substituted into (107). Interestingly, applying these equations to find the optimality of beamforming (i.e., the stability of the solution with one nonzero ) produces extremely accurate results when compared with the exact criterion for the optimality of beamforming [28] .
We compare this result to the or case, where is not optimized and corresponds to independent transmission. Here one needs to use (71) and (70). The optimal values for , are found by solving for in the following equation: (111) and then solving for in (109). We note that (111) clearly has a single real solution, which can be found numerically very efficiently due to the monotonicity of its argument . We now wish to quantify the throughput gain due to optimization of . This gain depends not only on the amount of antenna correlation but also on the SNR . For large , the relative gain is small, since the channel of each transmitting antenna has enough power to successfully transmit without signal power reallocation. In contrast, for small , it is advantageous to allocate more power to the eigenmodes of with the larger eigenvalues and, therefore, the case with optimized will be markedly higher than the case of independent transmission for modest correlations. In fact, for low enough , the optimized capacity is even higher than the capacity with uncorrelated (i.i.d.) channels. This effect is exemplified by comparing Figs. 1 and 2 , where the open and closed loop capacities are plotted as a function of nearest neighbor antenna separation of a uniform linear transmitting array. The analytic solution is also compared to simulated results using 10 realizations of the channel matrices. The agreement is extremely good. array pair as in Fig. 1 , but with SNR = 0 dB. The relative gain in throughput from optimizing transmission from channel covariance knowledge is higher at lower SNRs. In fact, as can be seen in the figure, at low SNRs the transmitter can do better than the uncorrelated case, for a region of antenna separations. This is the effect of beam-steering. Again here the asterisks represent simulated capacity results.
C. Consequences of Interference Channel Information at the Receiver
In this subsection, we pose the following question: What is the relative gain of knowing the interfering channel compared For n = n = n , the capacity in this limit becomes 2 log(1 + p SINR). For n n = n , it is finite. Again, we see good agreement with simulations (represented by asterisks).
to just knowing its spatial covariance at the receiver? We treat the case of uncorrelated channels setting all , , , , equal to the identity. In this case, determines the fraction of the noise that has channel known to the receiver. As we see in Fig. 3 , when most of the noise is due to interference with known channel at the receiver, i.e., when , the capacity depends strongly on the number of interfering antennas. If , the capacity diverges. The reason is that the receiver can successfully null out all interferers, resulting in noiseless bit streams.
D. Gaussian Approximation of the Distribution of Mutual Information: No Interference
We have seen that for large antenna numbers, the distribution of the mutual information is very peaked and all but its mean and variance tend to zero with varying powers of . For few antennas this is generally not true. In this case, at least in principle, we cannot neglect higher moments as being small. However, we find that in most cases, the variance together with the mean describe the distribution very accurately. We demonstrate this feature in this and the next subsection, by analyzing two specific examples and by comparing numerically the Gaussian distribution calculated using (94) and (95) with the simulated distribution resulting from the generation of a large number of random matrix realizations.
We start by considering the case of a correlated transmitting array and an uncorrelated receiver array, both with three elements. The correlations of the transmitter are the same as in Section IV-B and Figs. 1 and 2 for antenna spacing . Using (94) and (95), we calculate the average and variance of the mutual information for set to either the identity matrix (the case of independent transmission) or the optimal , which maximizes the average mutual information in (94). Each closely spaced pair of curves corresponds to a simulated mutual information distribution (solid curves) and a normal distribution (dash-dotted curves) with mean and variance calculated from (94) and (95).
The agreement between the analytic estimate and the simulated distributions is impressive. This is especially so given that n = n = 3 while the analytic method described in this paper is presumably valid for large antenna numbers. The three pairs of curves plotted correspond to the three curves plotted in Fig We compare the derived distribution with the distribution resulting from the generation of 10 random matrix realizations with the proper statistics. Figs. 4 and 5 show the results for two different values, which indicate an impressive agreement. We also compare the optimized case where the transmitter only has knowledge of the statistics of the channel (the case we have been concerned with throughout this paper) with the full closed-loop capacity, where the instantaneous channel matrix is known at the transmitter. We see that the mean throughput of the two closed-loop schemes are within 5% of each other even for low SNR.
E. Gaussian Approximation of the Distribution of Mutual Information: i.i.d Interferers
We next analyze the case of uncorrelated transmitting and receiving antennas with interferers. For simplicity, we set all arrays equal in size and consider . Using (94) and (95), we calculate the average and variance of the average mutual information . Fig. 6 displays the cumulative distribution of the based on these two parameters, for signal to interference-plus-noise ratio SINR and interference-to-noise ratio . Also displayed are the simulated distributions for the same cases. The agreement between analytic and simulated distributions is very good for two antennas and impressive for three (less than 1% difference).
The results of Sections IV-D and IV-E suggest that even for a low number of antennas, the mutual information distribution is very well approximated by a Gaussian.
V. CONCLUSION
In conclusion, we have presented an analytic approach to calculate the statistics of the mutual information of MIMO systems in the presence of spatially correlated channels, correlated interference with known channel at the receiver, and noise. In addition, we have used this method to find the optimal signal covariance and thus analytically calculate the capacity when the statistics of the (Gaussian) channel (with zero mean but nontrivial covariance) are known at the transmitter. The capacity calculated this way is shown in a few relevant cases to be very close to the closed-loop capacity obtained when the transmitter has full knowledge of the instantaneous channel. The ergodic capacity was calculated for a number of realistic cases to demonstrate the applicability of this approach. These methods, although formally valid for large antenna numbers, apply with very high accuracy to arrays with only a few antennas. To demonstrate this, we have simulated the distributions of small antenna arrays with spatial correlations and in the presence of interferers and have compared them with the corresponding distributions that we get by calculating the mean mutual information and its variance.
This analytic approach provides the framework and a simple tool to accurately analyze the statistics of throughput of even small arrays in the presence of arbitrary channel and noise correlations, as well as interferers with known channel at the receiver. It can be used, for example, in multiuser detection and dirty paper coding, where at each stage of detection the undecoded users are treated as interferers. (123) In the above equation, the auxiliary matrices , are general complex matrices and their integration measure is given by (2) . The integration of the elements of and is along contours in complex space parallel to the real and imaginary axis.
APPENDIX I COMPLEX INETRALS
Proof: We start with the simple case, where , are both scalars , . Then (124) where and . To prove (123) for general complex matrices , , we note that and thus, As a result, we can apply the result of (124) for every pair of elements , , resulting in the left-hand side product of (123) with measure of (2).
A. Wick's Theorem
Wick's theorem is a general method for simplifying the calculation of moments of Gaussian variables. It was introduced and has been extensively used in physics [14] , [15] . Here, we will only quote the results we use (as above in the discussions of Identities 1 and 2, it is useful to rewrite matrices as vectors of length ). 
where , , and are Grassman variables and is an arbitrary complex number. Equations (130) and (131) can be taken as definitions of how to multiply Grassman numbers with each other, or with complex numbers. Equation (132) is derived from (131) by taking . Equation (133) is also derived from (131) and signifies that a product of two Grassman variables behaves as a complex number in the sense that it can be written either to the left or the right of a Grassman number (as in (130)). Finally, (134) results from expanding the exponential and using (132) to eliminate all higher terms in the expansion.
We also make the following definitions for integration over However, the product of the 's is equal to a sign ( ) times when all the indexes are different, and is zero if any two 's are equal. Thus, we can write (140) where the sum is over all permutaions of the indexes and is the sign of the permutation ( for even permutations and for odd permutations). We recognize this expression immediately as . To assure that the s also obey (138) we must then have (141) for , which again looks backward from the way normal complex vectors transform.
B. Integrals Over Grassman Variables
Identity 4: Let , be -and -dimensional matrices with elements and that are Grassman variables and . Let , be -, -dimensional Hermitian matrices (with traditional complex entries) (142) where the integration measure is given by (3). This result can be compared with (112).
Proof: As in Identity 1, it is convenient to define -dimensional vectors and which are simply rearrangements of the elements of and . We also define . In this language, (142) is thus equivalent to (143) Changing variables as discussed above by writing , we then have (144) (145) where the integral in brackets becomes unity as shown in (137) (and the factor of comes from reordering where ).
Identity 5 (Completing the Square):
Let , and , be -and -dimensional matrices, respectively, and , be -, -dimensional positive-definite Hermitian matrices. Then (146) where is given by (3). Proof: First, let us define the auxiliary matrices given by (147) It is easy to check that the integration measure of the new variables is equal to the old, i.e.,
. The exponent can be expressed in terms of , as follows:
Substituting (148) into the left-hand side of (146) and noting that the resulting integral over is given by Identity 5, we prove (146).
Identity 6 (Hubbard-Stratonovitch):
Let , be arbitrary Grassman matrices. Then the following identity holds:
In the preceding equation, the auxiliary matrices , are Grassman matrices and the integration measure is given by (3) .
Proof: We use Identity 5 with both and equal the identity matrix.
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