The authors propose a new approach for the synthesis of natural video textures using a fractalbased approach. Specifically, a video texture is modelled according to the three-dimensional (3D) extended self-similar (ESS) model introduced, which generalises the fractional Brownian motion process. The analysis of original video textures is based on the estimation of the autocorrelation functions (ACFs) of the textures' increments. The 3D-ESS model is then used to synthesise a process whose increments have the same ACFs of the given prototype. The synthesis is accomplished by generalising to the 3D case the incremental Fourier synthesis algorithm. Experimental results for the analysis and synthesis of natural video textures are eventually provided.
Introduction
Video textures, also referred to as dynamic or temporal textures, are bidimensional textures with motion, such as fire, wavy water, rising steam, moving clouds and so on. The identification and the synthesis of dynamic textures has received much less attention than modelling of still textures.
Nonetheless, different approaches have been proposed for the synthesis of video textures. For instance, physics-based algorithms have been designed to cope with the synthesis of specific natural video sequences. These methods consist in interpreting the basic principles on which the phenomena under analysis rely, in approximating them and finally in their simulation. Significant results have been obtained in [1 -4] . However, these approaches are computationally expensive and not flexible since they are tailored to specific texture classes. Also procedural approaches have been proposed in order to generate dynamic textures, by reordering the structures extracted from the original samples. For instance, in [5] , a synthetic video sequence is generated choosing each new pixel in such a way to minimise the distance between the neighbourhood region of the synthesised pixel and its original counterpart. In [6] , the original frames are rearranged in a new order, preserving visual smoothness and trying to avoid internal loops. In [7] , patches, whose region extension is optimally designed using a graph-cut technique, are extracted from a sample video and stitched together to generate a replica of the given prototype. In [8] , a supervised algorithm, able to synthesise videos depicting natural phenomena, which can be approximated by continuous motion of particles along flow lines, is presented.
With respect to the previously illustrated methods, model-based approaches are more flexible and useful since, besides synthesis, they allow classification, compression and editing of video textures. In [9] , a spatio-temporal autoregressive model (STAR) has been introduced, representing each pixel as a linear combination of its neighbours in both the spatial and temporal directions. The STAR model is generalised in [10] where the spatial causal restrictions are relaxed: the basic characteristics of dynamic textures are captured identifying models optimally designed in the sense of both maximum likelihood or minimum prediction error. Moreover, in [11] , the use of different colour encodings, which permit to model luminance and chrominance information separately, is proposed in order to lead to more flexible and compact representations. A non-parametric model was proposed in [12] where textures are represented by means of multiresolution trees, and synthetic textures are generated by performing a fusion of the different trees. A high complexity approach, which combines a photometric, a geometric and a dynamic model, is proposed in [13] . Moreover, in [14] , a mixture of probabilistic principal component analyzers, together with a global coordinate system, is used to capture complex temporal appearance variation, whereas in [15] , synthetic video textures are generated by mimicking their motion pattern from the original texture's motion distribution.
In this paper, we propose an approach to synthesise grey scale video textures based on the use of fractal processes [16] [17] [18] . Specifically, we focus on textures which naturally evolve in time such as moving clouds, rising smoke, flowing water and so on.
In this scenario, we exploit fractal geometry to model the spatio-temporal evolution of natural textures, in order to obtain synthetic replicas which perceptually mimic the given prototype. Our approach extends to the three-dimensional (3D) case the extended selfsimilar (ESS) model introduced in [19, 20] to model 2D textures.
The paper is organised as follows. In Section 2, some preliminaries on fractals are given, together with the motivations underlying the proposed fractal-based textures modellisation. In Section 3, basic definitions and properties of 3D-ESS random fields are illustrated, and in Section 4, the proposed video texture analysis algorithm is presented. In Section 5, the synthesis procedure is detailed. Finally, the experimental results and the conclusions are drawn in Section 6.
Fractals: preliminaries
The theory of fractals has been introduced by Mandelbrot and Ness [16] , as an attempt to describe natural patterns which can be hardly modelled by Euclidean geometry. In fact, objects such as snow flakes, mountains, clouds, water, plants, aggregation of galaxies and so on, typically show either similar structures or similar statistical behaviour at different scales. This property, commonly indicated as selfsimilarity, has been described by Mandelbrot in the framework of fractal geometry.
Specifically, we refer to deterministic fractals when the objects under analysis exhibit similar structures at different scales. They can be typically synthesised by iteratively applying a given generation rule. Within this context, the iterated functions system (IFS) [21] represents a sophisticated mathematical model that has been used for different applications [22] , such as image coding [23] , image retrieval [24] and face recognition [25] . Moreover, also geophysical elements such as clouds have been modelled through multifractals [26] .
On the other side, we refer to stochastic fractals when the objects under examination exhibit a similar statistical behaviour at different scales. Image processing using stochastic fractal models [27] represents an active research area stimulated by a plethora of applications: fractals are used in geophysics to synthesise various geophysical phenomena [28] , as well as in medical applications for image segmentation [29] or early detection of bone diseases [30] . Moreover, fractals have been successfully applied to synthetic aperture radar imagery [31] , as well as to image compression [32] and denoising [33] .
Mandelbrot and Ness [16] introduced the fractional Brownian motion (fBm), which is one of the most popular stochastic fractal models for images. Specifically, a fBm process B(t) is characterised by the self-similarity condition
expressed on the variance of the increments, H being the Hurst parameter. H is related to the space topological dimension d and to the 'fractal dimension' D, which corresponds to our intuitive notion of roughness, through the relation
As shown in [34] , the fBm process has been successfully used to model 2D natural textures. As already pointed out in Section 1, we propose to model also timeevolving natural textures by means of a 3D fractal model. More specifically, we propose a spatiotemporal model for dynamic textures analysis and synthesis that assumes an underlying fractal behaviour, both in space and in time. However, although it is well known that natural images contain some degree of self-similarity, it is less evident that this property holds along the temporal dimension.
We performed several experiments to test the temporal fractalness of dynamic textures by verifying assumption (1) as described in [34] . In Figs. 1 and 2 , some results pertaining to some of the sequences we have used in our experiments are given. Specifically, spatial frames extracted from the video textures 'Clouds' and 'River' are shown in Figs. 1a and 2a, respectively, whereas temporal slices are shown in Fig. 1d and 2d , respectively. Quantity (1) has been estimated for both the spatial and the temporal slices of the dynamic textures under analysis, and its logarithm against the logarithm of the distance s has been depicted in video texture 'Clouds', respectively, considering the spatial and the temporal extracted slices. In Figs. 2b and 2e, the behaviours obtained considering the spatial and temporal slices taken from the texture 'River' are shown, respectively. As evident, the theoretical behaviour of the standard deviation of the increments B(t þ s) 2 B(t) expressed in (1) is met experimentally when both a spatial slice of the dynamic texture and a temporal slice of the same texture are considered.
Moreover, as pointed out in [16] , a fractal process is characterised by a power density spectrum (PDS) proportional to f 22H21 . The average cross-section of the PDS [35] related to spatial slice taken from 'Clouds' is shown in Fig. 1c , whereas the PDS of the temporal slice is illustrated in Fig. 1f . In the same way, the PDS of the spatial and temporal slices extracted from 'River' is shown in Figs. 2c and 2f , respectively. Also the use of this other fractalness test allows us stating that a fractal modellisation can be possible both in space and in time for the class of textures under analysis.
However, as it can be seen from the results in Figs. 1 and 2, the assumption that the roughness of natural processes is absolutely invariant to scale is quite far from reality. The fBm model, being controlled by a single parameter H, can then reproduce the appearance of the considered textures only over a limited range of scale. Moreover, the fBm is an isotropic model. These considerations suggest that, in order to mimic real world processes, an expanded model, able to describe anisotropic structures with a varying roughness over different scales, is necessary. This leads to the ESS Process defined in the following section.
3D-ESS processes
As already pointed out, in order to properly model natural textures using fractal, we design a model that is able to handle variable roughness at different scales, together with possible anisotropy, while maintaining the typical self-similarity property.
To this aim, we generalise to the 3D case the 2D-ESS random fields introduced in [19] . Specifically, given a 3D zero mean Gaussian field B(t), where t ¼ t x 1 e 1 þ t x 2 e 2 þt x 3 e 3 [ Z 3 , e i being the unit vector along the ith direction x i , it is defined as a 3D-ESS random field if B(0) ¼ 0, and if it satisfies the ESS condition
where t, s [ Z 3 . As it can be seen, the visual appearance of the 3D random field B(t), as well as its statistical properties, is determined by the function f ( . ), indicated as the structure function, instead of a single parameter as for the fBm. Moreover, k . k R represents the generalised L 2 norm defined as
R is a positive definite 3 Â 3 matrix, introduced in order to account the potential anisotropy of the process to synthesise. From (3), it is straightforward to verify that the autocorrelation function (ACF) of a 3D-ESS process is given by
showing that the process B(t) is not stationary. However, once the operator
we can introduce the increments of a 3D-ESS process which turn out to be stationary. Specifically, the first order increments of a 3D random field B(t) are defined as
The second-order increments are defined as
, with i, j ¼ 1, 2, 3 and i = j, whereas the third-order increment is defined as
In Section 8.1, the stationarity of the increments is demonstrated, and the expressions of their ACFs are given. It is worth pointing out that the ACFs of the increments at different orders can be expressed in terms of the structure function f( . ): this property is useful for the analysis of video textures, as well for the synthesis of new video sequences, as detailed in Sections 4 and 5, respectively.
Specifically, the analysis of a given video texture sample is focused on the estimation of its characteristic structure function, by means of the definition of a 3D-ESS field in (3). Then, synthetic replicas of a given prototype can be obtained by generating 3D fields whose increments have the same ACFs of the given video texture. This task is accomplished by passing a circularly complex Gaussian white noise through filters whose transfer functions are given by the squared root of the PDSs of the increments of the original video texture. Therefore the filters can be straightforwardly obtained applying a Fourier transform to the ACFs calculated using the structure function identified in the analysis stage and the relations detailed in Section 8.1.
It is worth pointing out that the 3D model we propose has stationary increments, but it is not stationary itself. This helps in capturing the video long-term correlation, namely persistence. In fact, it has been demonstrated [19] that the stationary processes are not able to take into account the persistence at the coarser scales. This observation suggests us to resort to non-stationary models in order to model natural textures which have significant correlation for large time lags.
Some preliminary results have been presented in [36] , and a video texture directionality estimation method, related to the definition of the norm weighting matrix R is detailed in [37] .
Video texture analysis
In this section, the proposed method for the analysis of natural video textures is presented. As mentioned in Section 3, the aim of the analysis phase is to estimate the structure function which rules the visual appearance of the given video sequence, modelled as a 3D-ESS random process. To accomplish this task, we propose to estimate the 3D-ESS roughness at different scales and at different distances. When an fBm process is considered, a single parameter (the Hurst parameter H ) is obtained. In case of a 3D-ESS model, a measure of the roughness at different scales m is given by the scale-dependent Hurst parameters, H(m), introduced in [19] asH
Moreover, a measure of roughness over incremental length is given by the length -dependent Hurst parameters, H D (s), defined in [19] as
As evident, these measures are defined through the structure function f ( . ). In Section 4.1, we present a method to estimate the scale and lengthdependent Hurst parameters, and in Section 4.2, we show how it is possible to derive the structure function f( . ) from the knowledge of the estimated parameters.
Scale-dependent Hurst parameter estimation
The scale-dependent Hurst parameters H (m), for m ¼ 0,1, . . . , M, M being the coarsest scale considered, can be estimated by substituting (6) into (3) and thus obtainingH
where
. It has been assumed that the norm weighting matrix R is diagonal R ¼ the different scales m can be evaluated as
Roughly speaking, through (9), an estimation of the variance s 2 (m) of the increments at distance kpk R ¼ 2 m is evaluated, considering increments along the three principal directions x 1 , x 2 and x 3 . Depending on the considered scale, only the increments along the directions with the selected scale available are taken into account.
Eventually, the estimates of the scale-dependent Hurst parameters at the different scales m ¼ 0, . . . , blog 2 (N x 1 /n x 1 )c 2 2 are computed as followŝ
The parameter estimation for values of m greater than blog 2 (N x 1 /n x 1 )c 2 2 is not reliable. However, if necessary, we can assume thatĤ(m) ¼Ĥ(m À 1) for blog 2 (N x 1 / n x 1 )c 2 1, . . . , M, thus assuming an fBm behaviour for the coarsest scales.
The proposed scale-dependent Hurst parameter estimation algorithm has been tested by considering a set of synthetic video textures, obtained according to the approach specified in Section 5, and using the following structure function
which defines the asymptotic fBm (afBm) [19] with parameters H, A and r, where 0 r , 1, 0 H , 1 and A depends on the values assumed by r and H, as detailed in [19] . More in detail, the parameter H measures how smooth a coarse representation of the random field appears, r gives a measure of the speed with which the smoothness at the fine scale is lost and A determines how correlated is the process in the short term. In Fig. 3 , the role of the parameter r has been highlighted by depicting the behaviour of H against the scale m ¼ 0, 1, . . . , 5, for different values of r, after having set the value of the scale-dependent Hurst parameter H (m) at scale m ¼ 0 and its asymptotic value H.
Specifically, in order to verify the performance of the proposed estimation algorithm, synthetic video textures have been generated using eight different sets of parameters (H, A, r) reported in Table 1 . For each set of parameters (H, A, r), ten video textures, composed of 25 frames of dimension 128 Â 128 pixels, have been generated using, for the sake of simplicity, a norm weighting matrix R ¼ I. The actual values of the scaledependent Hurst parameters for the different test cases are shown in Fig. 4 along with the corresponding values estimated by means of (9) and (10), and averaged over the ten considered video textures. In Fig. 4 , the standard deviation of the estimations is represented Figure 4 Actual and mean values of the estimated generalised Hurst parameter for a synthetic video sequence generated using the afBm model with parameters specified in Table 1 & Once the scale-dependent Hurst parameters have been estimated, it is possible to derive the lengthdependent ones also. Specifically, substitution of (13) into (6) yields the following relationship between the length and the scale-dependent Hurst parameters, defined in (6) and (7), respectivelỹ
for m ¼ 0, . . . , M.
In Section 8.2, the details regarding how to derive the length-dependent Hurst parameter, using the relation (12) , are presented.
Modified Delta Hurst model
From the estimated scale and length-dependent Hurst parameters, the structure function f ( . ), which rules the visual appearance of the considered 3D-ESS process, can be obtained. This task is accomplished introducing a model which expresses the values of f ( . ) by means of the length-dependent Hurst parameters.
Stemming from the different expressions for the structure function, which have been introduced in [19] , we propose a modified version of the Delta Hurst model, that is
where b . c represents the greatest lower integer, H D (s) the length-dependent Hurst parameter defined in (7) and N ¼ 2 Mþ1 . This model generalises the one introduced in [19] . Specifically, the model proposed in [19] is different from the one in (13) for the distances 0 s 1: in fact, in [19] , it is assumed that the norm weighting matrix R is either equal to the identity matrix or it has a diagonal structure with a determinant greater than 1. This implies that s ¼ jsj R ¼ p ðs T RsÞ (4) can assume only values greater than unity, for any distance s considerable in a discrete space. Distances less than unity are therefore not considered for the model in [19] .
However, in our approach, to make the model more general, we remove the constraint on the determinant value of the matrix R, still considering for R a diagonal structure. As a consequence, s ¼ jsj R ¼ p ðs T RsÞ can assume values less than 1. Therefore the need to generalise the Delta Hurst model introduced in [19] for 0 s 1 arises. In order to define f(s) for 0 s 1, we resort to using the fBm model. The rational behind this choice is that the fBm behaviour has been well investigated in literature, and it is characterised by only one parameter easily obtained in the estimation stage.
Video texture synthesis
The video texture synthesis is performed by generalising to the 3D case the incremental Fourier synthesis proposed in [19, 20] for monodimensional and bidimensional structures. Specifically, the synthesis process is based on the generation of the stationary increments of a 3D-ESS random field with dimension N x 1 , N x 2 and N x 3 . Once the increments of different orders are obtained, a synthetic 3D-ESS process, representing the desired video textures, can be generated.
In our approach, we consider increments with unitary distance, that is,
For their generation, we take samples from zero mean, stationary, ergodic, Gaussian random fields, filtered in such a way to obtain processes whose ACFs match the corresponding ACFs of the increments of the original video.
We remark that, given an original video texture and having estimated its characteristic structure function as shown in Section 4, the ACFs of the increments at the different orders can be evaluated by means of f (s) using the expressions detailed in Section 8.1.
Moreover, it is worth pointing out that the increments at the different orders cannot be synthesised separately, since the third-order increments, are related to the second-order increments, as well the second-order increments are with the first-order increments, as illustrated in Section 8.1. In fact, the following relation holds in the frequency domain between the third and second-order incrementŝ
whereÎ 3 following relations hold between the Fourier transform of the second and first-order incrementŝ
As mentioned earlier, the increments are synthesised by generating a white, zero mean Gaussian process and passing it through a filter having the squared root of the PDS as transfer function, related to the DFTof the ACFs of the original increments. Moreover, the symmetry conditions of the ACF of the increments are exploited in order to properly generate real-valued functions and to reduce the computational load of the synthesis process.
Thus, given the characteristic structure function of the process we want to replicate, the 3D synthesis procedure can be summarised as follows.
1.
To synthesise the third-order increments, we first generate a sample from a zero mean, i.i.d. 3D circularly complex Gaussian random field W 3 (h), with
The real and imaginary parts of W 3 (h) are characterised by unit variance, that is
As already mentioned, the samples are defined over a grid whose dimension is twice the original domain, in order to synthesise structures that are able to guarantee the expected symmetry conditions of the ACFs.
2. The correlation R 3 (k) of the third-order increments I 3 (t) is computed from the structure function f (s), as shown in Section 8.1. Incidentally, we observe that exploitation of symmetry of R 3 (k) allows to halve the computational load.
3. The PDSR 3 (h) is then evaluated as followŝ
H 3 being the 3D discrete lattice,
Although the ACF is a real, even function, we force to zero the possible negative values of the estimated PDS caused by numerical approximations:
5. Then, the DFT of the third-order increments is computed from W 3 (h) by settinĝ
6. The third-order increments are then obtained as
For the synthesis of the second-order increments, we generate three independent samples from zero mean, i.i.d. 2D circularly complex Gaussian random fields (2, 3) g with real and imaginary parts having unit variance. 9. The PDSs of the second-order increments are then computed as followŝ
The correlations fR
10. Negative values of the estimated PDSs are forced to zero to preserve the positive semidefinite property of the ACF
11. The DFT coefficients of the second-order increments are then computed by means of (14) as followŝ
12.
The second-order increments are then evaluated as
13. Finally, to synthesise the first-order increments, three samples of three zero mean, i.i.d. 1D circularly complex Gaussian random processes with real and imaginary parts having unit variance fW 1x i (h x i e i ), i ¼ 1, 2, 3g are generated.
14. The ACFs R 1x i (m k i e i ), i [ f1, 2, 3g are evaluated by means of f (s).
15. The PDSs of the first-order increments are then computed aŝ
with i ¼ 1, 2, 3.
16. In order to avoid negative values of the estimated power spectra, the following positive semi-definite power spectra are defined
17. The DFT coefficients of the first-order increments are then synthesised by means of (15), thus givinĝ 18. The first-order increments are then evaluated as follows
for t x i ¼ 0, . . . , N x i 2 2, with i ¼ 1, 2, 3.
19. The synthesis of the video sequence B(t) is obtained by properly combining the increments, that is, by imposing for
with i ¼ 1, 2, 3,
for (i, j) [ f(1, 2), (1, 3), (2, 3)g and finally
where t ¼ t 1 e 1 þ t 2 e 2 þ t 3 e 3 .
The proposed method is able to synthesise video textures with arbitrary dimensions, both in space and in time, given the scale-dependent Hurst Parameters H (m), m ¼ 0, . . . , M, extracted from the texture we want to replicate. The value M represents the available scales, and depends on the texture dimensions. In the synthesis stage, if the desired video has either spatial or temporal dimensions different from the original, the number of needed scales can vary. Therefore in order to generate the structure functions f( . ) using the modified Delta Hurst model (13) , the proper parameters must be taken into account. Specifically, to synthesise textures having lower spatial and temporal dimensions, the coarsest scales must be discarded, whereas to generate textures with greater dimensions, a major number of scales must be considered, introducing other parameters to describe the new scales. As a possible approach, these parameters can be defined equal to the ones corresponding to the coarsest scale available, in order to assign an fBm behaviour to the corresponding scales.
Experimental results and conclusions
In this section, some experimental results regarding the synthesis of grey scale video textures using the proposed approach are presented. As outlined in Section 1, the target of the proposed synthesis procedure is represented by the class of natural video textures having a 2D fractal behaviour, which naturally evolve in time.
Moving clouds and streaming water [38] are examples of the video texture category under analysis. An underlying 3D-ESS model, introduced in Section 3, has been assumed to identify the texture ACFs at different orders, and a structure function equal to the modified Delta Hurst model, introduced in Section 5, has been used. Moreover, a diagonal structure has been assumed for the norm weighting matrix R. In the synthesis stage, a 3D periodic stationary Gaussian random field is generated in such a way that the ACFs of its increments match the corresponding ACFs obtained in the analysis stage.
Some experimental results are depicted in Figs. 5-8 for the analysed video textures. It is worth pointing out respectively, in order to take into account the textures' non-isotropy, as detailed in [37] . To verify the consistency of the generated video textures with the original ones, the generalised Hurst parameter, estimated at different scales, has been reported in Fig. 9 both for the original video textures and the corresponding synthetic ones.
Moreover, the video sequence synthesised from the texture 'River' using the method in [9] is also shown for comparison in Fig. 8 .
In addition, in order to show the ability of our method in changing the original textures dimensions, both in space and in time, in Fig. 10 , some sequences with various dimensions, synthesised from the sequence 'Clouds', are shown.
The model we have presented offers a very compact representation of temporal textures, thus showing some potentialities for compression purposes. In fact, as already specified in Section 5, the synthesis procedure is carried out by mimicking the ACFs of the video increments. Their characterisation, as detailed in Section 8.1, is done by means of structure function that needs to be estimated from the original video texture. However, as evident from (13), the structure function f (s) is completely characterised by the parameters H D (i) with i ¼ 1, . . . , 2
Mþ1 , M being the coarsest considered scale. This leads to a very parsimonious representation of the video texture.
In summary, the method here proposed allows us to synthesize natural texture sequences having a fractal behavior of arbitrary spatial as well as temporal extension and it does not require the stationarity of the sample sequence. From the experimental results it comes out the proposed approach is able to capture the spatio-temporal structure of the given prototype.
Appendixes

Appendix 1
In this appendix, the definition of the increments of a 3D-ESS random field B(t), together with the expression of their ACFs, is presented.
The first-order increments of a 3D-ESS random field B(t) are defined as follows
Similarly, the second-order increments are given by
¼ B(t þ kx i k R e i þ kx j k R e j ) À B(t þ kx i k R e i ) À B(t þ kx j k R e j ) þ B(t)
with i, j ¼ 1, 2, 3 and i = j.
& Finally, the third-order increments of the process B(t) are I 3x 1 x 2 x 3 (t) ¼ D
