Abstract-Finite difference simulations of seismic wave propagation are performed in the Niigata area, Japan, for the 2007 Mw 6.6 Niigata-ken Chuetsu-Oki earthquake at low frequencies. We test three 3D structural models built independently in various studies. First aftershock simulations are carried out. The model based on 3D tomography yields correct body waves in the near field, but later phases are imperfectly reproduced due to the lack of shallow sediment layers; other models based on various 1D/2D profiles and geological interpretation provide good site responses but generate seismic phases that may be shifted from those actually observed. Next, for the mainshock simulations, we adopt two different finite source models that differ in the near-field ground motion, especially above the fault plane (but under the sea) and then along the coastline. Each model is found to be calibrated differently for the given stations. For engineering purposes, the variations observed in simulated ground motion are significant, but for seismological purposes, additional parameter calibrations would be possible for such a complex 3D case.
Introduction
The 2007 Mw 6.6 Niigata-ken Chuetsu-Oki earthquake occurred on 16 July slightly off of the northwest coastline of the Japanese mainland (Fig. 1) . The hypocentral depth is about 10 km and the fault mechanism is reverse, causing no significant surface rupture. Although modern structures incurred little significant damage, the event did shut down the Kashiwazaki-Kariwa nuclear power plant located above the inferred fault plane, which induced changes in the seismic hazard evaluation criteria applied to nuclear power plants. This earthquake's mechanism is quite complex and remains uncertain despite the dense observation network in operation (cf. AOI et al., 2008) . The main reason for this is that the subsurface structure is so complex that commonly used algorithms based on a 1D structure model are unable to accurately determine aftershock locations (KATO et al., , 2009 SHINOHARA et al., 2008) . Immediately after the mainshock, high acceleration levels measured on seismic records along the coast tended to indicate that the fault orientation was northwest dipping, despite the fact that the geological structure would indicate a southeast dipping fault. However, on the basis of aftershock observations obtained from arrays deployed for 1 month after the mainshock, the predominant interpretation is that the major part of faulting is southeast dipping (KATO et al., 2009) . Multisegment models are inferred from the InSAR observations (AOKI et al., 2008; NISHIMURA et al., 2008) , and the possibility of rupture transfer between multisegment models is also dynamically simulated (AOCHI and KATO, 2010) . Thus, understanding this earthquake is a seismologically challenging problem, and it is worth ascertaining how well we can reproduce the ground motion using the known seismological information for this earthquake.
The basic concept behind the seismic hazard evaluation is the ability to predict ground motion under a given situation (cf. DOUGLAS and AOCHI, 2008) . As the time series analyses are increasingly called on in studying nonlinear soil-structure interaction in engineering seismology, the need is ever greater to provide the (input) ground motion quantitatively from seismological observations. Recent progress in numerical simulation and computational resources enables us to theoretically simulate ground motions at high frequencies up to several Hz by taking into account a complex source description and heterogeneous material parameters. However, the frequency limit still stands at around 0.5-1 Hz when comparing with the observed data. Well-known, successful examples can be cited for the 1995 Hyogoken Nanbu (Kobe), Japan, earthquake or the 2004 Parkfield, California, earthquake (cf. PITARKA et al., 1998; SASETYAN, 2007) . Both examples feature very shallow strike-slip faulting, relatively better-studied than the fault mechanism for the 2007 Chuetsu-Oki earthquake we are dealing with in this paper. In any case, we believe it important to demonstrate how seismological insights serve to reproduce the ground motions in such difficult and complex cases.
In this paper, to study the validity of 3D subsurface structure models, we begin with simulations of the aftershocks, considered as point sources. We then move on to the mainshock simulation using different finite source models provided by some seismological inversion studies. We compare the simulated ground motions with the records obtained on the permanent networks in terms of the waveforms and response spectra. In this paper, our aim is not to tune up the parameters to obtain the best model, but rather to analyze each model in detail and discuss how we can procure reliable input ground motion in the near field.
Numerical Simulation Methodology
All the simulations in this paper are carried out using the finite difference method based on the staggered grid with fourth order in space and second order in time (AOCHI and MADARIAGA, 2003; DUPROS et al., 2008, references therein) . The finite fault is approximated by a series of point sources in space (OLSEN, 1994; GRAVES, 1996) and an arbitrary source time function can be considered at each point. How material heterogeneity is dealt with is considered a crucial issue in the finite difference scheme (cf. MOCZO et al., 2002 MOCZO et al., , 2007 . In this study, we follow GRAVES (1996) by averaging the material parameters, since the material interface is not always precisely defined at the FD grids we used.
We define our physical model volume as 110 km (EW) 9 120 km (NS) 9 30 km (depth). We use a grid spacing of Ds = 200 m and a time step of Dt = 0.01 s for most of the simulations; in some cases, we calculate with Ds = 100 m and Dt = 0.005 s, and Ds = 75 m and Dt = 0.0035 s are used to check the convergence of simulations. For all cases, ten finite difference grids are added at each edge as a perfectly matched layer absorbing boundary (COLLINO and TSOGKA, 2001; KOMATITSCH and MARTIN, 2007) . Thus, the numerical dimension is 570 9 620 9 160 = 56 9 10 6 grids for Ds = 200 m, 1,120 9 1,220 9 310 = 423 9 10 6 for Ds = 100 m and 1,356 9 1,716 9 429 = 1 9 10 9 for Ds = 75 m. The calculation duration is 60 s. The upper frequency limit in the simulations is usually estimated as f max = V min /(5Ds), where V min denotes the minimum wave velocity in the structural model used (LEVANDER, 1988) . Based on several tests using different grid spacings and filter frequency ranges, we find it empirically to be a quite useful parameter. AOI et al. (2008) . The black rectangle indicates the projection of the fault plane according to AOI et al. (2008) . The grey rectangle indicates the projection of the fault plane according to . The pink dots represent the aftershocks relocated by KATO et al. (2008) and SHINOHARA et al. (2008) recorded over the space of one month immediately after the mainshock. The triangles and names are the seismograph stations from K-net, Kik-net, F-net and the Kashiwazaki-Kariwa nuclear power plant operated by TEPCO (KK) 44 H. Aochi et al. Pure Appl. Geophys. Our simulation procedure is illustrated schematically in Fig. 2 . The input files for both the structure and the source need to be handled with care. For the structure, we read the original files provided by different studies and assign the material property at each grid in our simulation program. For the source models, however, we format the source files prior to the simulations after carefully ascertaining how the inversions have been achieved. Since the synthetic near-field ground motion is quite sensitive to the source description in time and space, in order to reproduce the ground motions using the source models inverted from the observations, we must understand exactly how they are solved in terms of the Green's function used and detailed source time description (cf. .
The numerical dimension is not overly large, compared to some advanced simulations of wave propagation using finite difference methods (cf. OLSEN et al., 2009; FURUMURA and SAITO, 2009 ). In order to be able to repeat several simulations for verification and calibration purposes, we improved time performance through a hybrid implementation using MPI (Message Passing Interface) and threads by OpenMP (Open Multi-Processing) (AOCHI and DUPROS, 2011) . It takes 40-minute and 8-hour runs for coarse-and medium-sized grids, respectively, on the 128 processors (16 nodes 9 8 cores) on JADE at CINES, the French national computing centre. It takes about 18 h for the finer grid on the 256 processors (32 nodes 9 8 cores, namely 32 MPI subdomains 9 8 OpenMP threads).
3D Structural Models

Geological Features
In this section, we will be explaining three 3D structure models we use in this study. Their key features are summarized in Table 1 , and the crosssections of each model are shown on Fig. 3 . The flat part of this region and the folded hills in between are covered by thick sedimentary layers. Conversely, the surrounding mountains to the south and east are characterized by rocks. The complex lateral variations in basement structure along the NE-SW fault striking are ascribed to Miocene rifting during the opening stage of the Sea of Japan and the subsequent shortening of the crust (OKAMURA et al., 1995; KATO et al., 2009) . Because the Mw 6.6 Chuetsu earthquake in 2004 occurred 30 km southeast of the area ruptured in 2007, this region is recognized as an active fracture zone or strain concentration zone, which had been identified through structural geology (OKAMURA et al., 1995) and GPS observations (SAGIYA et al., 2000) . Because this area exhibits complex 3D structures, the velocity structure must be correctly reproduced if we are to generate sound synthetic ground motions.
The ERI Model
The first model (hereinafter referred to as the ERI model) is built by P-and S-wave travel time doubledifference tomography from aftershock observations on land and at the sea bottom SHINOHARA et al., 2008; KATO et al., 2009) . A relocated aftershock distribution is provided as well, based on the ERI model. The minimum grid interval is 3 km (N125°E) 9 5 km (N35°E) 9 3 km (vertical). The minimum S-wave velocity (V s ) obtained is 866 m/s.
The NIED Model
The second model (hereinafter referred to as the NIED model) is taken from FUJIWARA et al. . 170, (2013) Finite Difference Simulations of Seismic Wave Propagationstructural model with the seismic reflection results, calibrate the structure (layer depths) beneath each station by means of the observed H/V spectrum (1D tuning), and also tune up the structure along crosssections between source and receiver, particularly for the aftershocks of the 2004 Chuetsu earthquake (2D tuning). The file (J-SHIS) provided is described in terms of depth to the layer boundaries at mesh nodes of 45 00 in longitude and 30 00 in latitude (the third mesh for land planning in Japan), namely about a 1 km 9 1 km mesh. It contains 32 layers between the surface and the basement characterized by an S-wave velocity (V s ) of 3,300 m/s, but many of these are not present in the region of concern. The minimum V s is set at 350 m/s.
The GSJ Model
The third model, referred to in this paper as the GSJ model, is presented in SEKIGUCHI et al. (2009) . They improved the earlier NIED model (FUJIWARA et al., 2006) for the Niigata area by carefully calibrating layer depths and rock parameters based on seismological observations and taking into account the regional dependency of material parameters. The file (appended CD-ROM of SEKIGUCHI et al., 2009) provides the depth of layer boundaries at mesh nodes of 0.00625°longitude and 0.004167°latitude, i.e., about a 0.5 9 0.5 km mesh. Model 2 designated in their CD-ROM contains 50 layers above the Moho. Because the parameters beneath the basement (V s = 3,300 m/s) are not supplied, we have used those from their previous study in other regions, the central part of Japan (SEKIGUCHI and YOSHIMI, 2010) .
Comparison
The original features of each model are provided in the corresponding references. Figure 3 shows the cross-sections for these three models derived from the numerical simulations. We note that while there are many layers in the NIED and GSJ models, all of them are not always present at the finite difference grid point. We then interpolate the material parameters by averaging (GRAVES, 1996) instead of estimating precisely the interface plane between the finite difference grids (MOCZO et al., 2002) . While uncertainties linked to the numerical processing remain on the scale of a calculation grid, the models used do adequately represent characteristic features in Fig. 3 . The three models are visually similar in terms of the shape of the basin structure. Although the tomography study (the ERI model) is carried out independently, it does detect the basin structure (low velocity zone) well. As the ERI model is inverted from dense observation data mainly above the aftershock area, the resolution toward the north (Y = 20 km) is not good enough to be comparable with the other two models. The NIED and GSJ models are similar, but the bedrock depth seems different: the NIED model is generally deeper.
Aftershock Simulations
Model Settings
In order to examine the structural models in detail, we begin by simulating some small earthquakes. We chose two aftershocks of the 2007 Niigata-ken Chuetsu-Oki earthquake that were well located by KATO et al. (2008) and SHINOHARA et al. (2008) and also have mechanisms obtained by the F-net broadband seismograph network (http://www. fnet.bosai.go.jp). Table 2 summarizes the source parameters. The hypocentral depths given by the two catalogues differ by a few kilometres, although the epicenters are relatively well determined. The seismicity distribution in this area is often shallower than that routinely obtained (cf. the progress report of the Japanese national project on the observation along the strained zone, MEXT, 2010). We impose a smooth bell-shaped source time function (cubic B-spline function) of 0.5-second duration at the hypocenter (Fig. 4) , which is reasonable for events of Mw 4.4. We simulate these sources for each of the three geological models. Before discussing the simulation results, a question may be raised concerning the quality of finite difference simulations. In ''Appendix'', we have provided our synthetic comparisons between the finite difference and spectral element methods using the ERI model for the first aftershock. It is thus found that the numerical simulations are reliable enough to provide the ground motion under the given model and conditions. Comparison of synthetic and observed ground motion for the selected aftershocks (Table 2 ) at station KZK using three different structural models. All the seismograms are not filtered. The earthquake location and the given moment release function are shown at the top. Response spectra are calculated at the bottom for the waveforms up to 0. Figure 4 shows the comparison at station KZK (F-net) using the three structural models, all of which are simulated with Ds = 100 m. This station is located at a depth of 60 m on terrain characterized as rocky, not only locally, but also regionally to a certain extent. In the simulations, the event origin times are set at 0. We align the observations for the origin time reported by the relocated earthquake catalogue ( Table 2 ). The seismograms are not filtered at this station. First we observe that the P-wave arrives simultaneously for all the cases (UD component), but the S-wave arrival does differ somewhat. The ERI model, for which the earthquakes are relocated, yields the best arrival time, whereas the other two models, NIED and GSJ, display a delay of a few seconds (EW and NS components) . Then the two models predict much longer and stronger ground shaking than observations in the later phases. This would tend to indicate that their S-wave structure might need to be better tuned up, supposing that the relocated earthquake parameters are correct here. For this KZK station, the ERI model appears to be better constrained, presumably thanks to their 3D tomography coverage from the source area to the station. However, we find that the EW component of the first aftershock (16 July) displays a clear discrepancy between the synthetics and the observation, even with the ERI model, as the later phases are those that become dominant in terms of amplitude. This issue is not perfectly resolved and represents a common tendency for this aftershock along the coastline (NIG018 and KK as well). The synthetics do not properly account for the later phases, possibly due to the more complex layer that is shallower than the given resolution (3 km in depth, see Table 1 ).
Near-Field Ground Motion
The Regional Wave Field
Figures 5 and 6 show the comparison at different stations for different structural models for Aftershocks 1 and 2 respectively. Each seismogram is aligned as was described above. The seismograms are filtered with a 0.1-0.5 Hz band-pass filter and only the EW component is shown; the response spectra for 5% damping are also compared. There are still difficulties in reproducing both arrivals and later phases in a satisfactory manner, since they must exhibit a correct velocity profile on the direct path (first arrivals) as well as in a larger surrounding volume for the later phases. In this sense, it is not possible to determine whether one model is better than another at this stage insofar as none of them are perfect for a particular study.
However, some remarks can be made, also briefly summarized in Table 3 . First, some models are seen to generate later phases that are too large at some stations, for example, the GSJ model at NIGH12. The first phase, on the other hand, is fairly accurately rendered by some models at most stations because the source and structure parameters are relatively well established. We note some time shift in phase among the simulations and/or with respect to the observation, at NIG004 and NIG025 among others, for example. This indicates that further improvement may be achieved both in source and structural parameters, but this is not this study's objective. Generally in the near field (cf. NIG018, NIGH11, NIG019, NIG017, NIG016, counter-clockwise), where the propagation path is relatively simple, the reproduction is quite good (especially Fig. 6 for Aftershock 2). The response spectra indicate the validity of the average response around the given stations. The simulation of Aftershock 2 is found to be more consistent with the observation than that of Aftershock 1, for which the simulations underestimate the long-period potion of the spectra at the nearest station along the coast. This once again indicates that Aftershock 1 could afford further calibration, probably of the focal depth and/or local structure around the source. In the Kashiwazaki area in the simulation of Aftershock 2, station KZK (a rock site) is well reproduced by the ERI model, while NIG018 (a soil site) is rendered best by the GSJ model, reflecting local geological conditions.
Discussion
As already stated, the simulations are sometimes not as satisfactory for Aftershock 1. Reasons for this could be that the source parameters are not well constrained or the local structure for this earthquake is not precise enough. As the arrival times of the main Vol. 170, (2013) Finite Difference Simulations of Seismic Wave Propagation 49 phases are fairly good in different directions, the earthquake location appears reliable. Our next step, then, was to invert Aftershock 1's focal mechanism using the ERI model and apply the neighbourhood algorithm so as to generate a wide range of parameters without prior information. After several trials using different stations and different components of the seismograms, we always obtain a focal mechanism of approximately (strike, dip, rake) = (181°, 65°, 84°), which differs from the reference solution only by 10°. We may accordingly conclude that the focal mechanism obtained is stable. The remaining open question is: how is it possible to have only one component that does not fit well? (Table 2) at different stations for each structure model Table 3 Brief summary of characteristics of the three 3D structural models from the aftershock simulations
Model Positive characteristics
Aspects to be improved ERI Synthetics at near-field rock site, especially in the south Finer shallow structure, larger area NIED Synthetics at near-field soil site, good site response generally Parameters in shallower soft layers, deep structure GSJ Synthetics at near-field soil site, good site response generally, similar to NIED Same as above Vol. 170, (2013) Finite Difference Simulations of Seismic Wave Propagation 51
Mainshock Simulations
Finite Source Models and Simulations in 1D Layered Models
In this section, we chose two finite source models, both involving a southeast dipping reverse fault. Figure 7 shows the projection of the fault plane and the final slip obtained, and Table 4 summarizes their characteristics. We used model B (southeast dipping) drawn from AOI et al. (2008) . The model initially obtained by was recently integrated into the work of MIYAKE et al. (2010) . We found hypocentral locations only about 1 km apart; however, due to differences in strike and dip, the discrepancy between the two fault planes is greater. Both models are analysed using available near-field strong ground motion. The only significant difference is that HIKIMA and KOKETSU (2007) used the nearest station data (KK) at the Kashiwazaki-Kariwa nuclear power plant, while AOI et al. (2008) do not. Note that the data at NIG018 seems to have been distorted by the strong liquefaction at the site, and the record at KZK is saturated for the mainshock. In Fig. 8, we show the source time function for each model, which is not retrieved directly from their provided file, but rather is based on our input file after changing the file Figure 7 The two finite source models used in this study. Also see Table 4 for their characteristics Table 4 Characteristics of the finite fault models used in this study. Some parameters were not specified by HIKIMA and KOKETSU (2007) format to make it compatible with our code (e.g., Fig. 2 ). This is important so as to verify our simulations and also for our subsequent discussion of how the strong ground motion is radiated. We first entered these input files in the simple 1D structure and verified that the source model was properly taken into account. AOI et al. (2008) introduced the moving source effect when calculating their Green's functions semi-theoretically. We approximated this effect numerically by means of 5 9 5 sub-sub-point sources distributed on each sub-fault in our finite difference simulation, as we already demonstrated for other earthquakes (e.g., . For this earthquake, we observe that the moving source effect is also visible at NIG004. Table 5 gives the 1D velocity structure models derived from the inversions. These are representative of their reference velocity models to a certain extent, but it should be borne in mind that the two inversions adopt different 1D velocity models independently calibrated at every station, that is, the wave field we simulate here does not simultaneously represent all the stations. We chose NIG004 and NIG016 for, as seen on Fig. 9 , the 1D structure from AOI et al. corresponds better to NIG004 and that from Hikima and Koketsu to NIG016. The compared ground motions were Note that their inversion uses only 14 s, consisting mainly of the S-wave. This confirms our implementation of the finite source models. At NIG016, the synthetic motion from Hikima and Koketsu reproduces the characteristic waveforms, especially for the vertical component, with time shift of a few seconds. Such a time shift is common in inversions, as the location of the hypocenter and the origin time are not always the same. These verifications not only confirm our numerical implementations, but also reflect some of the inversion procedures. We first carried out simulations in 1D layered models. The reason for this is that most seismological and seismic hazard applications still call on this simple structure except for a few well-known areas in the world, such as southern California, southeastern Japan and Taiwan. In practice, the two source models that were adopted are deduced using this approximation. It accordingly is worthwhile to observe the effects of a 3D structure with respect to the 1D layered models.
Simulations in 3D Structure Models
It is not at all evident that the combination of any 3D structure model with any finite source model obtained within a 1D layer model can coherently reproduce the observation, although this procedure is recommended to predict the ground motion for scenario earthquakes intended for use in quantitative seismic hazard studies. It is thus useful now to seek to obtain the characteristic ground motions at different stations and discuss the capability and limitations of the given models. Figures 10 and 11 show the comparison of a number of synthetic ground motions and the observations at each station for both source models, bearing in mind the fact that the duration of the source process is approximately 15 s (Fig. 8) . The ground motions correspond to the EW component alone and are filtered between 0.1 and 0.5 Hz, because the comparison using this component is representative enough. The ERI model is simulated with Ds = 200 m and the others with Ds = 100 m.
Let us examine the stations in the near field (NIG018, NIGH11, NIG019, NIG017, NIG016, counter-clockwise). The source model from AOI et al. properly reproduces the waveforms for the first main phases (about 15 s) at NIG016 and NIG019, and the one from Hikima and Koketsu is well suited to NIG017. This coincidence implies that the 1D structural model used in their inversions may be briefly consistent along the concerned cross-section. Looking at later phases, we also note that goodness of fit is influenced more by the structure than by the source. Both source models reproduce the later phases properly at NIGH11, NIG019, and NIG017 with the NIED and GSJ structures, but not with the ERI structure. For NIG018, the three characteristic main pulses are clearly visible, especially in the combination of the NIED structure and the Hikima and Koketsu source model, though the amplitude is much smaller in the synthetics. An additional study of nonlinear soil dynamics could be conducted for this station using the synthetic seismograms as input ground motion, but this is beyond the scope of our study. Now let us look at the stations at moderate distance (NIG025, NIG024, NIGH12, NIGH09, NIGH07, NIG011, NIG010, and NIG004). The ERI structure, for example, produces much larger later phases at NIG004, NIG025 and NIGH07, not noticeable in earlier comparisons of aftershocks (Figs. 5, 6 ), implying that the validity of structure should be evaluated taking into account the frequency content of the source time function. Furthermore, it is noted that the observed motion is much larger (spectra over all the frequency range) than any synthetics at NIG010 and NIG011, and this discrepancy is more obvious for the mainshock than for the aftershock. This indicates that the mainshock generates much larger surface waves than the aftershock.
In this section, we combine different source and structure models to simulate the ground motions. For the same reason already cited in the previous section for the aftershock simulations, it is impossible to determine whether one model is better than the others, because this depends on which aspect one is looking, since no combination is currently perfect. Vol. 170, (2013) Finite Difference Simulations of Seismic Wave Propagation 55
Discussion
The numerical simulations reflect the current level of seismological knowledge concerning this earthquake. For practical reasons, it is thus important to study the variations in the calculated result from the standpoint of seismic hazard studies. It was predictable that the simulations for the mainshock would not fit the data well in terms of waveforms because the fault models are derived supposing some 1D structures: this may be the limit of our seismological knowledge. However, for engineering purposes, the variation of the simulated ground motions is meaningful. Figures 12 and 13 show the PGV (peak ground velocity) map (different frequency ranges up to 0.5 Hz) for the three structural and two source models. Each source model is also calculated with the reference 1D velocity models (Table 5 ). As observed in the seismograms (Figs. 10, 11 ), the source model from Hikima and Koketsu yields stronger ground motion near the coastline rather than offshore; furthermore, the PGV generated from the model by AOI et al. is centred along the blind fault trace. This latter feature is common for thrust fault earthquakes due to the geometry. In other words, it is confirmed that the model from Hikima and Koketsu integrates some complexity in the rupture process that is acquired particularly from the very near-source records, such as the station at the Kashiwazaki-Kariwa nuclear power plant. On the other hand, different 3D structure models briefly give the similar characteristic. The expansion of the green area is consistent with the existence of low-velocity sediments beneath the Sea of Japan between Sado Island and the mainland as well as in the Niigata plain (see topographical map in Fig. 3 ), which cannot be seen in 1D structure modelling. The amplification under the sea is stronger for the ERI structural model, which is the only model constrained from the OBS stations, although the shallow sediment layer under the sea is difficult to evaluate. CIRELLA et al. (2008) also obtained the finite source model by the joint inversion of strong motion and GPS data and show their forward modelling result in the 1D structure. Concerning the ground motion pattern above the fault plane, the model by CIRELLA et al. (2008) is closer to the one by HIKIMA and KOKETSU used here. KAWABE and KAMAE (2010) simulate the wave propagation in a 3D structure model provided by JNES (Japan Nuclear Energy Safety Organization, internal report, 2005) focusing on the Kashiwazaki-Kariwa nuclear plant. They used a characterized, simple source model with three asperities and obtained the comparable synthetic ground motions (frequency range 0.05-1.6 Hz), strongly affected by these asperities as well as by their local 3D structure. The JNES model may be more precise around this point of interest but remains essentially local in scope. Thus, for the purposes of a regional discussion as provided in this paper, this model should be further compiled with other models. We are also interested in other engineering parameters which characterize the ground motion. Figure 14 shows the comparison of PGV values (up to 0.5 Hz) at K-net and KiK-net stations. In terms of PGV (one of the most simple engineering parameters), we can confirm that the simulations are globally consistent with observations within this frequency range except for NIG018, and probably for other stations where later phases are not well modelled (e.g., NIG010 in the ERI structure). This is because the PGV is less sensitive to the details of the rupture process, being mainly affected by macroscopic parameters like fault location, fault geometry, rupture directivity, rupture velocity, and final magnitude. In this sense, both source models are suitable for simulating regional ground motion around the fault.
As already seen, this earthquake is an example in which it is difficult to quantitatively reproduce the waveforms. One possible reason is that the complex 3D structure masks the real features of this earthquake. Many kinematic inversions adopt the southeast dipping fault geometry, but this orientation is not the only one sustainable. AOCHI and KATO (2010) and AOCHI and DUPROS (2011) demonstrate the possibility of a dynamic rupture transfer from a northwest dipping sub-fault to another southeast dipping sub-fault. The two models we used in this study differ in fault orientation, in the position of asperities and in rupture timing, and actually do not fit the same stations. Our study reported in this paper does not aim to calibrate the parameters, but the computing performance we have achieved will allow us to investigate further the source parameters in a 3D structure as well as to refine the structural models. We see that even the subsurface structure obtained through fine tomography might not be sufficient to reproduce observed strong motions, nor those created through the use of both geologic and geophysical data. For some stations suffered from the strong ground motion (cf. NIG018), it will be necessary to study by coupling with the nonlinear site effects at local level. We may conclude that a combination of tomography and data compiling in velocity structure modelling are called for.
Conclusion
Finite difference simulations of seismic wave propagation are carried out in the Niigata area, Japan, for the 2007 Mw 6.6 Niigata-ken Chuetsu-Oki earthquake at low frequencies. Some of the calculations are extended up to 1 Hz considering the minimum velocity in the medium of 350 m/s. However we limit our discussion to 0.5 Hz throughout this study because of lack of precision in the model. We test three 3D structure models, all of which are built differently in various studies. From the aftershock simulations, it is seen that none of the models are uniform in their resolution and precision in this region, as the later phases are poorly reproduced in some more distant stations. The model based on 3D tomography (ERI model) is good enough for the near field in terms of body waves (arrival time), but its precision for shallow sediment layers is insufficient to reproduce the later phases properly, while the other Vol. 170, (2013) Finite Difference Simulations of Seismic Wave Propagation models (NIED and GSJ models), based on various 1D/2D profiles and geological interpretation, work well for the site response, but do sometimes cause a time shift in phases. For the mainshock simulations, we adopt two different finite source models (AOI et al., 2008; , which differ in the near-field ground motion, especially above the fault plane (but under the sea) and also along the coastline. It is found that each model is calibrated differently for the given stations. For engineering purposes, the variation observed in simulated ground motion is significant, but for seismological purposes, further parameter calibration is desirable and possible for such a complex 3D case using current high performance computing.
Finite difference simulations are widely used for practical applications, but their quality is sometimes debated, especially in the framework of synthetic benchmark tests (e.g., DAY et al., 2001; CHALJUB et al., 2010) . As pointed out by many researchers, the finite difference scheme does not represent any interface correctly (free surface, faulting, and material interface), but always gives an approximate solution. In this study, we do not deal explicitly with the interface plane in the numerical simulations even though the models initially supplied (the NIED and GSJ models) are defined by layers. As none of the three models are defined at the finite difference grids of calculation, estimating the material interfaces at given points requires further assumptions.
In this appendix, we are describing a comparative test using the finite difference as well as the spectral element methods (DE MARTIN, 2011) . We adopt the first example, namely the ERI structure model for the first aftershock. In the spectral element scheme, the material properties are interpolated at each of the GLL (Gauss-Lobatto-Legendre) points. The entire domain is uniformly meshed with hexahedra, constrained by the lowest S-wave velocity. The mesh is composed of 208,936 geometrical nodes, 196,425 hexahedra 1,200 m in size in all directions and 16,757 quadrangles for absorbing boundaries by paraxial approximation different from our finite difference simulation. The polynomial order of the basic functions is N = 4, and the total number of degrees of freedom is 46 million (including the redundant GLL at the interfaces between the CPUs). Also, the finite difference simulation here is carried out with a grid spacing of 200 m. Figure 15 shows the comparison of the seismograms at NIG004 filtered in the frequency range between 0.1 and 0.5 Hz. Despite the completely different numerical procedures, the overall waveforms are well enough reproduced to allow the characteristics of the ground motion to be discussed. Figure 16 shows the goodness-of-fit (GOF; KRISTEKOVA et al., 2009) for the surrounding K-net stations as a function of epicentral distance. This criterion provides a succinct evaluation of how similar two signals are by a score assigned on a scale of 0 (poor) to 10 (excellent), and ranges higher than 6.5 and 8.5 are considered as good and excellent, respectively. It is observed that the GOD is better at closer distance because of the reduced influence of numerical dispersion and of little impact from absorbing conditions. In fact, the worst station, NIG002, which is qualified as fair (range 4.5-6.5), is very close to the model edge. Otherwise, it is confirmed that the simulations are fair enough both in amplitude and phase for the purpose of our discussions.
