We consider a hypoelliptic two-parameter diffusion. We first prove a sharp upper bound in small time (s, t) 
INTRODUCTION Consider the stochastic differential equation in the plane
where Ẇ denotes space-time white noise. Here we are assuming the usual convention of sums on repeated indexes. This equation can also be viewed as the two-parameter version of diffusions. The first result on existence and uniqueness of solutions for (1.1) was established in [3] . In spite of the formal analogy, several interesting problems concerning this equation cannot be solved by a straightforward generalization of the arguments used in the one-dimensional case. An illustrative example is the existence of density for the law of the solution to (1.1) at a fixed point z and problems related with this density, such as its asymptotic behaviour in small time.
Let us introduce different sets of assumptions on the vector fields A j , j=1, ..., d, to be used throughout the paper. It has been proved in [11] that, if (P1 x ) holds then for any z= (s, t) , st ] 0, the law of X z (x) is absolutely continuous with respect to Lebesgue measure and its density, p z (x, · ), is a C . function (see also [12] for an extension of this result).
Notice that property (P1 x ) is not comparable with the usual Hörmander's condition formulated in terms of the Lie brackets.
Léandre and Russo have proved in [8] ( 1.3)
The result given in (1.2) is the two-parameter analogue of Varadhan estimates for densities of some Markov semigroups. Under elliptic assumptions and with analytical techniques it has been proved in [14, 15] . The extension to hypoelliptic diffusions has been achieved in [6, 7] (see also [1] ) by means of probabilistic arguments. The purpose of this paper is to study whether (1.2) can be stated under less restrictive assumptions than (P3), say under (P1 x ).
We point out that, unlike diffusions, in our setting the densities p z (x, y) do not satisfy a second order partial differential equation.
In the proof of (1.2) in [8] , Eq. (1.1) is transformed into a family {X
The scaling property of the Brownian sheet implies that the random vectors X z (x), z=(s, t), and X The method for the proof of (1.5) in [8] has been formulated in a quite general framework in [10] for families of Wiener functionals depending on LOGARITHMIC ESTIMATES FOR THE DENSITY a small parameter, as follows. Let {F e , e ¥ (0, 1]} be a family of nondegenerate random vectors, in the sense of Malliavin calculus (see [9, 10] 
We will now discuss within this framework the main difficulties in extending (1.5) from the elliptic to the hypoelliptic case, that means by relaxing condition (P3) to (P1 x ). In the following The method for checking assumption (ii) in Proposition 1.1 depends strongly on the type of nondegeneracy assumed on the family {F e , e ¥ (0, 1]}. Assuming (P3) the proof is almost immediate (see Proposition 4.13 in [8] ). However, the arguments used in [8] cannot be extended to the case where only (P1 x ) is satisfied. In fact, the two-parameter Itô formula does not provide the appropriate tool to obtain sharp estimates for the inverse of the Malliavin covariance matrix.
Kusuoka and Stroock, in [5] , have investigated this problem in the Markovian setting; in particular they provide lower bounds for the matrix assuming a nonrestricted Hörmander's condition. The analysis is done on the basis of Taylor's expansions in time of solutions to stochastic differential equations (see [5, Corollary 3.2.5] ). By the rules of stochastic calculus, the coefficients of the expansions are given in terms of Lie brackets of the vector fields appearing in the definition of the Markov process. A subsequent study using stochastic analysis leads to bounds depending on powers of t.
A two-parameter version of this procedure would solve the problem of checking condition (ii) of Proposition 1.1. However, the technique used in the one-parameter case does not seem to be suitable for two-parameter stochastic differential equations. The reason for that is the complexity of the two-parameter stochastic calculus to be used in the Taylor expansions.
Our approach to the problem is based on a direct analysis of the Malliavin matrix, C z , of X z (x), z=(s, t); it leads to the bound 
To give a full meaning to the conclusions of Propositions 1.1 and 1.2 one needs to prove that d 2 (x, y) is finite. This is almost obvious assuming (P3) (see Proposition 2.6 in [8] ), but its proof seems to be much more involved under (P1 x ).
The Campbell-Hausdorff formula provides a tool for establishing the finiteness of d 2 (x, y) for hypoelliptic diffusions. We refer the reader to [2, Theorem 1.14] for a proof in a particular case.
No parallel arguments can be extended to the two-parameter setting. Instead we have approached the problem using Taylor's expansions with respect to (s, t) of S . We believe that the property also holds assuming (P1 x ) for any x ¥ R m , but writing a clear and rigorous proof seems to be a long and tedious task.
Using a similar approach to that in [6] we finally prove that the upper and lower bounds provided in Propositions 1.1 and 1.2, respectively, do coincide.
The paper is organized as follows. In Section 2 we fix x ¥ R m , we assume (P1 x ), and we prove a sharp upper bound in small time z for the L p -moments of the inverse of the Malliavin matrix of X z (x). This result has interest on its own. In Section 3 we assume (P1 x ) and using Propositions 1.1 and 1.2, we establish upper and lower bounds for the lim sup and the lim inf of e 2 log p e 1, 1 (x, y), respectively. In Section 4 we assume that (P2 x ) holds for any x ¥ R m . We prove (1.5) and thus, (1.2). Moreover we show that d 2 (x, y) is finite.
Along the paper we denote by the same C different positive constants. We refer the reader to [9] for the essentials of Malliavin calculus needed for reading this article.
STUDY OF THE MALLIAVIN COVARIANCE MATRIX
, and let C z be the Malliavin matrix of the random vector 
with [11] for the existence and uniqueness of solution for these equations).
In this section we will use the hypothesis
yields the existence of a positive integer j 0 such that the linear span of 1 j 0 j=0 D j at the point x has dimension m. The purpose of this section is to prove the following. 
for some positive constant C depending on q.
Remark. In Theorem 4.3 of [11] it has been proved that
Thus, the preceding theorem gives a more accurate result.
The next lemma provides an important ingredient for the proof of Theorem 2.1. 
Lemma 2.2. Fix z=(s, t) ¥ T with s · t ] 0 and assume (P1 x ). Then, for all p \ 1 and any unitary vector
v ¥ R m we have P{v g C z v [ g} [ g p , whenever g [ s 1/b N t 3/2 N d p, j 0 . Here b ¥ (0,
Proof. Let t
where, for any r \ 0, the process {z
Thus,
We first examine p 2 . From Lemma 3.1 of [11] we know that
for any q \ 1, where C is a positive constant depending on x, q, and the coefficients of the system (1.1).
Since s [ 1, Chebychev's inequality and (2.2) yield
for any q \ 1. We decompose p 1 as
where
The , t]
for any q \ 1. We now study
Property (P1 x ) implies the existence of R > 0 and C H > 0 such that 
, j=0, ..., j 0 . Then
} is empty. On the other hand, using Burkholder's and Hölder's inequalities we obtain
:
, (2.6) for any q \ 2.
We are now going to study the intersections,
where "
Consider the following inequality
Fix n \ 1. Theorem 8.26 in [13] for m=5 applied to the for any c \ 1 and any g satisfying the requirements specified before.
LOGARITHMIC ESTIMATES FOR THE DENSITY
Chebychev's inequality and (2.4) imply 
This completes the proof of the lemma. L
We can now prove the main result of this section.
Proof of Theorem
The estimates for the moments of the solutions of stochastic differential equations in the plane obtained in [11] show that E(||C z || J ) [ C J , for all J \ 1; C J is a positive constant depending on J, x, and the coefficients of (1.1). Then, by Lemma 8.42 in [13] it suffices to prove 10) for a=2(qm+m+1).
By Lemma 2.2, there exists a constant
. Using (2.11), we obtain (2.10), as follows:
).
Thus the result of the theorem holds true with C 0 =d 2(qm+m+1)+1, j 0 . L
UPPER AND LOWER LOGARITHMIC BOUNDS
Let p 
for any p \ 1. We also introduce the following process {Z
Note that Z 
E(|Z
for any p > 1.
We want to study convergence of G e, h z , as e converges to 0.
Proof. We first study the convergence in L 
LOGARITHMIC ESTIMATES FOR THE DENSITY
The proof of (3.6) is similar to that of (3.5). As for (3.7) it can be checked using a recursive argument on k. L We can now prove the main result of this section. 
Proof of Theorem
2e 2 log p e 1, 1 (x, y) \ −d 2 R (x, y). L
VARADHAN-LÉANDRE'S ESTIMATES
In this section we consider the assumption
Our purpose is to prove the following theorem. 
, we have the expansions
3) Analogously, ḣ i, − (r)=(0, ..., 0, a1 [0, h 1 ] × [0, h 2 ] (r), 0, ..., 0) , a < 0, yields (4.3) with C
LOGARITHMIC ESTIMATES FOR THE DENSITY
As before, applying two times the Taylor expansion of order two to S
In order to obtain (4.4) for i=k, we consider the solution S We can now prove one of the main ingredients for the proof of Theorem 4.1. 
Assume that the vector fields
. By continuity, this property is also true for all z in some neighborhood of x. , t (x)), n [ y, l=1, ..., 
