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Abstract
In this paper we discuss the use of linear and non-linear models to future oil  prices in  the NYMEX market. We go from a simple 
linear ARMA model to GARCH to threshold depending models such as highly non-linear SETAR and its family. We review the 
problem of identification, estimation and validation of the models. Finally we study the fitting of Generalized Extreme Value
Distribution to the maximum of oil prices.
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1. Introduction
In the past years oil prices have shown an extreme volatile, asymmetrical and non-linear behavior. Therefore 
standard linear time series models, used commonly in econometric analysis, such as Autoregressive Moving 
Average (ARMA) and Generalized Autoregressive Conditional Heteroskedastic (GARCH) fail to capture the 
complex dynamic of commodity markets, in particular future oil prices, see Deaton and Laroque [5].
Moreover, as this dynamic is driven by the economic cycle and seasonal movements, which in turn determine 
successive contraction and expansion of oil demand in the global economy, switching models, as introduced by 
Hamilton [7], are in a better position for its analysis.
In this paper we consider the fitting of a class of non-linear models with parameters changing according to a  
threshold, known as Self-Exciting Threshold Auto Regressive (SETAR) models in the class proposed by (Tong [10] 
and Tong and Lim [11]) as well as its variants, e.g. the Threshold Autoregressive Conditional Heteroskedastic 
model (TARCH) and SETAR-GARCH models, to closing one month future daily prices in NYMEX. See also 
Franses and Dijk [6] for a review on non-linear models.
Although less known to practitioners and general public, SETAR models have gained in recognition in recent years 
in the financial field.  For applications in exchange rates see Clements and Smith [4]. Also for forecasting 
evaluation, see Boeroa and  Marrocua [1]. 
The organization of the paper is the following:
In section 2 we study the identification, fitting and diagnostic of oil prices under ARMA and GARCH models, in 
section 3 we analyze the threshold dependence under the class of SETAR models. In section 4 we treat the 
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maximum likelihood estimate computation of the maxima in a series of oil prices as a tool to compute Vale at Risk 
in futures on oil positions.
2. Fitting ARMA and GARCH models
The returns of financial data are a benchmark measure in modeling financial time series, being able to predict future 
values, evaluate derivatives or hedge the investor position by a better assessment of associated risks, which are 
greatly beneficial in the world of finance.  It is well known that returns of prices have appealing statistical properties 
such as stationarity and linear uncorrelation. In this section we study the fitting of several models to a series of one 
month futures daily prices for Light Sweet Crude Oil. The data ranges from January 1st, 1997 until October 16th, 
2006, which means that there are 2447 observations (since only business days are taken into account) taken from the 
NYMEX (New York Mercantile Exchange) market.  The returns, of period , are calculated from the prices, ,
by the formula: 
for . In Table 1, we show a set of basic statistics for the data set. Note that the daily returns for the one 
month oil futures range from about -15 percent to around 15 percent, and the mean is near zero percent (0.063 
percent to be precise).
Table 1. Statistical Descriptors
The kurtosis in Table 1 represents the excess kurtosis. The typical Normal distribution has a skewness of zero,
indicating symmetry, and a kurtosis of three (excess kurtosis of zero), implying non-heavy tails and high distribution 
around the center.  Table 1indicates that the returns are slightly positively skewed (or with a long right tail) and the 
excess kurtosis of roughly 3.03 implies quite heavy tails, something expected with financial data. From the graph of 
the returns it can be seen that they are for the most part a stationary process in the mean with cluster volatilities. 
In Figure 1, the time series of the returns is decomposed down into a trend, a seasonal component and the residuals 
(remainder) accordingly to an additive model . In agreement with the stationary assumption, a clear 
and sustained trend is not present. (see Brockwell and Davis [3]). As expected a twelfth-months seasonal component 
is present. As for one of the main pieces of information from this graph, the residuals, they seem rather stationary, 
but it must be pointed out that there are clusters of volatility as well. The overall conclusion drawn from this time 
series breakdown is that the original data for the returns look quite similar to the unseasoned residuals, which 
confirms the stationarity of the data. One should also note that the certain time periods of both higher and lower 
volatilities tend to be somewhat clustered and asymmetric. 
Descriptor Value
Max 0.15293
Min
Median                      
-0.15248
0.0007
Mean
Standard Deviation
Sweness
Kurtosis
0.0006
0.02365
-0.13224
3.02863
492  Palombizio Ennio A. and Olivares Pablo / Systems Engineering Procedia 1 (2011) 490–498
Figure 1. Decomposition of Time Series into Trend, Seasonal and Residual Components
This is an indication that the condition of constant volatility required by an ARMA process is not met and that this 
data would be better modeled by a GARCH process or some other non-linear processes. As an additive model is 
rather limited, it is best to adopt the standard identification, estimation and residual analysis steps. 
The next natural step in our analysis process is to identify the possible model via the Sample Autocorrelation and 
Partial Autocorrelation Functions (ACF/PACF). In Figure 2 the ACF of the returns data are shown. It is clear that 
the vast majority of the points tend to remain within the confidence bounds, with particular focus on the first 10 
lags; only one point that exceeds the limits at lag 2. One can choose to maintain that since it only slightly exceeds 
the bounds, it cannot be all that significant. However, since the event does occur at lag 2, it is worth further analysis. 
The result of the PACF plot is similar to that of the ACF graph; the point at lag 2 slightly exceeds the bounds.
These plots imply that a possible model Auto Regressive-Moving Average (ARMA) process of order p=2 and q=2. 
The next step is modeling, estimation and testing of this process. Table 2 gives the maximum likelihood estimation 
results for an ARMA(2, 2). The log likelihood and the Akaike criterion (AIC) values are included.
Figure 2. Graph of Autocorrelation Function (ACF) of the Oil Futures Returns
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Table 2. ARMA(2,2) Estimation Results
Other models were estimated in close range to the ARMA (2, 2) to see if any other models can beat it. Table 3 
shows that MA(2) has a lower AIC than ARMA(2, 2). Therefore, MA(2) may also be considered. The estimation 
results for a MA(2) are conducted in a similar way. 
Table 3. Akaike criterion for different models
Model AIC
ARMA(1,1) -11371.44
MA(2) -11375.39
ARMA(2,2) -11373.88
ARMA(3,2) -11369.38
The MA(2) estimation, not shown here, implies that zero lies within the confidence interval of the first coefficient 
and thus is not significant. However, all coefficients are significant in the ARMA(2,2) estimation in Table 2.
Diagnostics for ARMA(2, 2) and MA(2)  models, including the p-values for the Ljung-Box test of randomness of 
the residuals have been taken into account to test if residuals come from a white noise distribution. This cannot be 
the final conclusion as the residual plots of both candidates show clustered volatility. Clustered volatility violates the 
required condition of constant variance of ARMA models and thus a GARCH model would be better. Also, the 
GARCH process captures heavy tails better than ARMA processes. (Brockwell and Davis [3]). 
Since the ACF and PACF had most data points within the confidence bounds (assuming insignificance of the slight 
breach at lag 2), there exists no dependence in the data. However, by observing the squared returns (and the absolute 
values of the returns), it is clear that dependence exists within the data. Independence of the returns should imply 
independence of squared returns and absolute values of returns. Figures 3 and 4 show otherwise, implying non-
linear dependence within the original series.
Figure 3. Autocorrelation Function (ACF) of Squared Returns
Coefficient                          Estimate    Standard Error
AR1                                     0.3454      0.264
AR2                                     0.3965
MA1                                   -0.3362  
MA2                                    -0.4456
Intercept                                6e-04
0.2623
0.2568
0.2557
4e-04
Log-likelihood                     5692.24
AIC                                   -11373.88
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Figure 4. PACF of Squared Returns
.
This all shows that an ARCH/GARCH process would fit the data better than an ARMA. When applying GARCH to 
a data set, it tends to be of low order. Usually order is at most (2, 2) since higher orders are complicated and difficult 
to accurately estimate leading to modeling and estimation errors. Many processes are estimated and their 
corresponding Ljung-Box p-values are observed as a selection criterion in Table 4.
Table 4. GARCH model p-values
Model L-B p-value
GARCH(0,1) 0.7464
GARCH(1,1) 0.9081
GARCH(2,1) 0.7308
GARCH(1,2) 0.8554
GARCH(2,2) 0.7608
GARCH(3,3) 0.5330
According to the p-value results for Ljung-Box test of randomness of the residuals, all of the p-values show high 
significance but decrease as the order gets higher. The optimal model would be the GARCH(1, 1). The null 
hypothesis that residuals come from a white noise is not rejected. The MLE estimates of the parameters in a 
GARCH(1,1) model are shown in Table 5. 
Table 5. MLE estimates for a GARCH(1,1)
It is clear that since the estimated coefficients do not contain zero within their confidence intervals, these estimates 
are significant and the resulting estimated GARCH(1,1) model can be written as follows:
GARCH(1,1)
Estimate Standard Error t-value p-value
a 0.000022810 0.000005379 4.240 2.23e-05
a 0.05931 0.00679 8.738 <2e-16
b 0.9011 0.0143 62.856 <2e-16
Box-Ljung Test (Data: Squared Residuals)
X Degrees of Freedom2 p-value
0.0133 1 0.9081
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For further details about the GARCH(p,q) model theory see Bollerslev [2].
From the conditional volatility plot of the GARCH(1,1), not presented in the paper, the areas of clustered volatility 
can be clearly observed. This plot is given by the equation for in the estimated GARCH(1,1) model given above. 
Although it seems like GARCH(1,1) is an ideal model, the issue of the asymmetric volatility of the data can lead to 
problems and it may be best to conclude that GARCH(1,1) is not optimal.
3.Fitting a SETAR model to data.
The ARMA and GARCH models provide useful ways to model time series data. However, they do not meet all 
conditions and assumptions required in modeling financial time series, such as asymmetries, varying volatilities and 
heavy tails. The challenge is to adequately model commodity prices, particularly crude oil prices, where elevated 
price volatility is present and historical data suggests periods of extreme high and lows imply heavier tails than is 
typically seen in financial data such as stocks or bonds. There are models which are extensions of autoregressive 
processes and further extensions of ARCH processes which account for high volatilities and heavy tails. Standard 
GARCH models, for example, consider error terms as having the same effect on volatility regardless of whether 
they are positive or negative. This symmetry implies that whether there is a shock that is good or bad, this shock will 
always affect the fluctuations in the data in the same way. When using financial returns data this symmetry tends not 
to hold. Volatility will tend to react asymmetrically regardless of the sign of the shock(s), and to account for this 
extensions to the GARCH model are required.  See for example Tsay [13].
Regime Switching Models, in which the process switches between a set of two or more unobservable states at 
random are receiving increasing attention in recent years. There are also other models known as Threshold models, 
which are very closely related to the switching models, in that the data at certain periods will switch between two (or 
more) models however, there exists an explicit point (threshold) at which the model switch occurs. 
The study of these types of models began with the Threshold autoregressive (TAR) models put forward by the 
research of Tong ([9], [10]) and by Tong and Lim [11]. Specific examples are TARCH (Threshold Autoregressive 
Conditional Heteroskedastic) models and SETAR/SETAR-GARCH, which are simply more generalized versions of 
the TARCH model. These models fall under the category of state-space and non-linear models of time series data, 
and have been found to be better able to represent financial data. 
The TARCH model proposed by Zakoian [14] divides the shock variable in two disjointed intervals and then 
develops a linear function for the conditional standard deviation. Usually with two intervals, as would be the case in 
this example, the division would be zero or near zero. The TARCH model would be written as: 
This represents a TARCH of order q with an indicator function I(.) and = 1 (Zakoian [14] ). 
However, for the purposes of this study, a SETAR model will be used on the data set because it is easier to work 
with than working directly with Switching Models, and the resources are easier to obtain. SETAR models can better 
handle asymmetric responses in volatility between positive and negative returns. See Tsay [12]. 
In model selection the order of a SETAR model cannot be too high. Like GARCH models, as the order moves 
beyond two or three, the model becomes too complex. This increased number of parameters to estimated leads to an 
increased chance of estimation error. 
SETAR splits the data into a high AR model (AR being essentially a simplified GARCH process) and a low AR 
model. When the data reaches a certain threshold it jumps back and forth from high and low and alternates between 
these two AR models. 
A time series is considered a k- regime self exciting TAR model (SETAR) if it is written as follows, 
where k and d are positive integers, j 1,...,k, ’s are real numbers such that 
the superscript (j) represents the regimes; are independent and 
identically distributed error terms with mean 0 and variance and are mutually independent for every j. 
The SETAR order selection process is similar to the previous processes considered. The AIC values remain useful 
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even for these complex models and aid in the order selection. The AIC values for various orders of high and low 
regimes and corresponding threshold values are presented in Table 6.
Table 6. SETAR Model Selection – AIC Values
Ranking Threshold Low Order High Order Pooled AIC
1 -0.00824 1 2 -11,396.26
2 -0.00824 2 2 -11,393.26
3 -0.00824 1 1 -11,309.47
4 -0.00710 1 2 -11,389.42
5 -0.00824 1 3 -11,387.63
6 -0.00710 2 2 -11,387.49
7 -0.00824 2 3 -11,385.63
8 -0.00824 3 2 -11,385.61
9 -0.00824 2 1 -11,384.23
10 -0.02137 1 2 -11,383.88
The threshold is -0.00824 for the selected order. The optimal model has a low order of one and a high order of two. 
Thus, the low regime is represented by an AR(1) model, while the high regime is represented by and AR(2) model. 
Once the order of the SETAR model has been selected, the parameter estimations of the coefficients of the high and 
low orders are calculated. The estimated coefficients are shown in tables 7 and 8 below:
Table 7. Low and High Regime Coefficient Estimation
Table 8. Complete Coefficient Estimation Summary
Given the above coefficient estimates, the equation for the optimal process is outlined as follows: 
When j 1, the data is modelled by the low regime, AR(1), and when j 2, the data is modelled by the high regime, 
AR(2). Table 8 is a detailed summary with each coefficient’s corresponding standard error, t-value and p-value. 
The regime estimation chart points out that approximately 57% of the data points are modelled by the low regime. 
This confirms the asymmetric volatility in the crude oil futures returns is dominated by downside volatility. There is 
more volatile activity with negative shocks than with positive shocks. 
Low Regime
˻ ˻10 11
0.0011409 0.06673291
High Regime
˻ ˻20 ˻21 22
0.00429796 -0.14934033 -0.11592697
Proportion of points in the low regime: 56.6%
Coefficient Estimate Standard Error t-value p-value
˻ 0.001140910 0.00085453 1.3351 0.1819625
˻ 0.0667329111 0.03867808 1.7243 0.0845925
˻ 0.0042979620 0.00124179 3.4611 0.0005472
˻ -0.1493403321 0.0485946 -3.0732 0.0021413
˻ -0.1159269722 0.03234101 -3.5845 0.0003443
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4. An Extreme Value Approach to Oil Prices
From a risk management perspective Extreme Value Distributions provide a useful tool to compute the Value at 
Risk of future oil contract positions.  In McNeil [8] a Generalized Extreme Value Distribution (GEV) is fitted to 
S&P 500 based on a GARCH model. We follow this approach to fit a GEV to our future oil price data, with density
GHILQHGRQWKHVHW^]ȗ]-ȝı! `ZKHUHȗ , ȝDQGı  represent the shape, location, and scale parameters on the 
GEV distribution respectively. The case ȗ= 0 corresponds to the Gumbel family. Distributions in this class are thin-
tailed. Distributions wiWKȗ! DUHRI)UHFKHWW\SHWKHFDVHZKHQȗ corresponds to the Weibull family. Both are 
heavy tailed distributions. For convenience we use log-returns instead. After considering a GARCH model as in 
section 2, we divide the observations in blocks and look at the maxima within each block, in a way that we have 
enough observations within a block to accommodate Fisher-Tippett asymptotic result and enough blocks to capture 
the asymptotic behavior of maximum likelihood estimators. 
Nelder-Mead direct non-linear optimization method has been implemented in R to this end. Previously we test the 
stationarity of the data using a Dickey-Fuller test, with a p-value equal to 0.01 we accept the stationarity of the 
series. After fitting a GARCH(1,1) model as in section 2, a Jarque-Bera test rejects the normality of the residuals, 
suggesting the presence of heavy tails. The results are shown in Table 9. Note that the results suggest the cdf of the 
maximum belongs to a Frechet distribution. It is interesting to know that a set of 183 monthly blocks has been 
considered. When quarterly, biannual or annual blocks are taken into account, confidence intervals become wider 
and contain zero which suggest a Gumbel distribution instead. A QQ plot confirms our findings in favor of a Frechet 
distribution.
Table 9. MLE estimation for the parameters of Frechet with monthly blocks
5. Conclusions
We have presented a discussion on some problems that arise when oil prices are modeled by linear and non linear 
time series objects. The results for ARMA processes revealed that, although an ARMA(2,2)  is a reasonable model, 
it does not satisfy all the requirements implied by the data set and was definitely not the optimal choice.
The data had many of the characteristics of a GARCH process and the modeling process revealed that a 
GARCH(1,1) model is a good candidate. However, the standard GARCH model does not account for asymmetry of 
volatilities. The main area of interest of this paper dealt with applying a Switching Threshold model to the data. The 
result was that this data could be modeled by a process which, at a certain threshold, switches from an AR(1) to an 
AR(2). This gave an interesting way to look at time series modeling and helped account for the characteristics of 
financial time series data that could not be explained fully by neither ARMA nor GARCH processes.
On the other hand the maximum of a series of future oil prices was modeled by a Frechet extreme value distribution. 
Our empirical findings within the scope of our data, seems to suggest the use of a monthly block design. 
Parameter Point Estimation Confidence Interval
psi 0.17891947 (0.0529, 0.3049)
sigma 0.01855976 (0.0162, 0.02095)
mu 0.001574252 (0.02892, 0.0351)
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