We develop asymptotic and bootstrap tests for stochastic dominance of the infinite order for distributions with known common support -the set of non-negative real numbers. These tests posit a null of dominance, which is characterized by an inequality in the corresponding Laplace transforms of the distribution functions. The bootstrap procedure uses a bootstrap data generating process that satisfies the two "Golden Rules" of bootstrapping, and is obtained using constrained empirical likelihood estimation. To implement the constrained estimator, we develop a feasible-value-function approach as in Tabri and Davidson (2011). The proposed bootstrap tests are based on the weighted one-sided KolmogorovSmirnov and Cramér von Mises test statistics, which we show to be valid, and we also characterize the set of probabilities where the asymptotic size is exactly equal to the nominal level. Additionally, the asymptotic and bootstrap likelihood ratio tests are developed in which a Wilks phenomenon is unveiled. We prove that it is asymptotically distributed as χ 2 1 on the boundary of the null hypothesis. Finally, using the Cramér von Mises and likelihood ratio test statistics, preliminary simulations are conducted in which we compare our bootstrap method with the bootstrap empirical process procedure proposed in Linton, Song, and Whang (2010), in terms of size distortion and power.
Introduction
Economists have always been interested in the comparison of income and welfare distributions across groups in terms of poverty and income inequality. Since the influential work of Atkinson (1970) , much effort has been devoted to making the comparisons of income and welfare distributions more ethically robust, by making judgements only when all members of a wide class of poverty and inequality indices, or social welfare functions lead to the same conclusion, rather on focusing on a particular index. The difficulties that arose were dealt with by the use of notions of stochastic dominance. For example, Foster and Shorrocks (1988) explored the partial ordering of income distributions induced by unambiguous poverty judgements to provide a new perspective on poverty measurement, and its relation to inequality and welfare. Their key finding is a characterization of the class of measures proposed in Foster et al. (1984) in terms of stochastic dominance partial orderings.
Consider two distributions denoted by A and B, which are characterized by cumulative distribution functions (CDFs) F A and F B respectively, having common support given by the interval [0, s], such that s ≤ ∞. Let D That is, stochastic dominance of any finite degree implies stochastic dominance of all higher orders, including the infinite order where infinite degree stochastic dominance, denoted by B D ∞ A, is defined by letting s → ∞ in the definition.
We focus on the weakest form of stochastic dominance, namely, the limiting infinite order stochastic dominance (ISD), because testing for this ordering is essentially a test of whether or not two CDFs can be ranked using a finite order stochastic dominance relation. To see this, Thistle (1993) provides a necessary and sufficient condition for infinite order stochastic dominance that is related to finite orders of stochastic dominance and is given by:
Proposition 1 (Thistle). B D ∞ A ⇐⇒ ∃s ∈ Z + such that B D s A.
Thistle (1993) also provides an explicit characterization of ISD from which one can base a test on, and is given by:
Proposition 2 (Thistle). B D ∞ A ⇐⇒ M B (−t) ≤ M A (−t), ∀t ∈ R + , where M A (−t) denotes the Laplace transform of the CDF F A , and similarly for B.
Additionally, for discrete income distributions having common mean, Fishburn and Willig (1984) show that ISD is related to the ranking of these distributions in terms of the class of inequality indices introduced in Kolm (1976a; 1976b) , known as Kolm's 'leftist' measures of income inequality. The continuous An issue that arises is whether it is even necessary to test for infinite order dominance because of a result in Davidson and Duclos (2000) , which is presented as Lemma 1 below.
Lemma 1 (Davidson and Duclos) . Let A and B be distributions having common support [0, s], s < ∞. If B dominates A at first order up to some w ∈ (0, s], with strict dominance over at least part of the range, then for any finite threshold, z ∈ [0, s], there exists a sufficiently larger finite order such that B dominates A up to z.
Thus, if we can show that B dominates A in the lower tail, then the conclusion of this lemma is that B dominates A at the infinite order. One can proceed to test for this type of restricted stochastic dominance using the test developed in Barrett and Donald (2003) for instance. However, multiple testing cannot be avoided without prior knowledge of the value of w in Lemma 1. An approach that tests for infinite order dominance will not require multiple testing to determine whether or not a stochastic dominance relation of some finite order, holds between two CDFs in a specific direction.
In this paper, we develop a nonparametric approach to construct bootstrap tests for unidirectional ISD based on the discrepancy of the Laplace transform functions of the CDFs. To our knowledge, Knight and Satchell (2008) are the first to propose a unidirectional test of ISD based on Laplace transform functions. They developed an asymptotic test, and their aim was to classify the relationship between two unknown CDFs when modeling the two samples as independent, or pairwise dependent random samples. Furthermore, they used a union-intersection principle based on the minimum and maximum of a set of t statistics. Finally, Bennett (2007) focused on testing the ISD ordering with serially dependent samples with applications to finance, using an integral-type test statistic, and bootstrap empirical process theory.
Bootstrap methods based on a resampling DGP have been used in the inference for stochastic dominance orderings under the null. Most of these approaches considered the least favorable subset of the models of the null hypothesis, examples of which are McFadden (1989) , Barrett and Donald (2003) , and Horváth, Kokoszka, and Zitikis (2006) . The least favorable subset is a subset of the null model where the marginal distribution functions are equal, at which the rejection probability is maximized. Linton, Maasoumi and Whang (2005) showed that such approaches lead to asymptotically non-similar tests, which implies that the test is biased 1 . Linton, Song, and Whang (2010) address this problem by testing the null of stochastic dominance using a bootstrap empirical process procedure, where a resampling data generating process (the joint empirical distribution function of the data), and the notion of a "contact set" are used in constructing the bootstrapped test statistics.
Using the method of sieve maximum likelihood, Tabri and Davidson (2011) developed bootstrap tests for finite order stochastic dominance under the null that satisfy the two "Golden Rules" of bootstrapping 2 , which are that (1) the bootstrap DGP should belong to the statistical model that represents the null hypothesis, and (2) the bootstrap DGP should be as good an estimate of the true DGP as possible, under the assumption that the true DGP belongs to the null model. For such estimators, the importance of satisfying the second golden rule is mentioned in Horowitz (1999) , who recommends when possible the use of restricted maximum likelihood, where the restriction characterizes the null hypothesis, so that further gains in efficiency and numerical accuracy can be obtained. In the case of tests of stochastic dominance, implementing of a restricted maximum likelihood estimator can be difficult, because satisfying the null of dominance entails in principle, imposing an infinite number of inequalities. Our aim in this paper is to construct bootstrap tests for ISD under the null that uses a bootstrap DGP satisfying the two golden rules. To that end, we develop a feasible value-function-approach as in Tabri and Davidson (2011) , in which, we use constrained empirical likelihood (Owen (2001) ) to estimate a bootstrap DGP. In contrast to Tabri and Davidson (2011) , we don't make any prior assumptions concerning the smoothness of the joint distribution that generated the data. In our statistical model, we only require that the joint CDF that generated the data be at least a continuous, and have bounded variance. This added level of flexibility in our statistical model is important for applications in which, the distributions to be compared lack smoothness. Zinde-Walsh (2008) showed in examples relating to policy and institutional effects that, income distributions may be represented by discontinuous density functions because of these effect. Therefore, it is important that our statistical model be able to capture such behaviors in the income distributions.
Regarding test statistics, we show the validity of our bootstrap tests based on the Kolmogorov-Smirnov (KS), Cramér von Mises (CVM), and likelihood ratio (LR) test. Finally, we do not investigate the case of infinite order residual dominance, because it requires the development of a theory of infinite order dominance for real valued random variables i.e. residuals can be negative 3 . The rest of this paper is organized as follows. Section 2 presents the empirical likelihood optimization problems. Section 3 describes the value function approach, Section 4 presents the bootstrap procedure, and derives the validity results for the asymptotic and bootstrap tests based on the CVM, KS, and LR test statistics. Section 5 reports on our simulation experiments, and finally, Section 6 concludes.
Empirical Likelihood
In this section, we develop the unconstrained and (infeasible) constrained estimators of the joint distribution of interest. After which, we introduce the testing problem of interest, and develop the statistical theory of the estimators.
Let M denote the statistical model satisfying Assumption 1 stated below, and we denote by M 0 the model of the null hypothesis.
Assumption 1 (Statistical Model). The statistical model under consideration is described in terms of the following distributional and sampling assumptions:
1. Smoothness and support of joint-distribution: We consider the set of all continuous joint CDFs of two populations A and B denoted by
2. Existence of moments:the set of distributions have uniformly bounded second moments
The results of Thistle (1993) hold for non-negative random variables only.
with known bounds.
Sampling:
We have access to a bivariate random sample from the unknown joint CDF. The random sample is denoted by
where
Remarks
• M is relatively compact in the weak topology (see Proposition 4 in the appendix for a proof). This is important for two reasons: the first being that we don't have to worry about the Bahadur-Savage Problem annulling our efforts at meaningful inference, and secondly, it will help in proving the validity of our bootstrap procedure (see the conditions on page 38 of Davison and Hinkely (1997) ).
• In the context of income distributions, it seems natural to have the lower bound on the support of the distribution be equal to zero.
• The identification of the statistical model is a consequence of the Uniqueness Theorem of Laplace Transforms; see Theorem 1 of chapter 13 in Feller (2008) .
• The pairwise dependent sample configuration is useful when dealing with situations involving the comparison of pre-and post-tax income distributions, or the distributions of separate incomes of married couples for instance.
• In terms of smoothness of the joint-distributions, the set of possible distributions in M is more flexible than what is considered in Tabri and Davidson (2011) . Hence, our paper can be viewed as a first step in extending the value-function-approach to a richer statistical model.
The testing problem of interest is given by:
where M A (−t) and M B (−t) are the Laplace transforms corresponding of their marginal distribution counterparts. The null hypothesis corresponds to B D ∞ A, and the alternative hypothesis to no such incidence. Since we have a random sample of observations on a two dimensional vector, an "observation" must be thought of as a pair (X A i , X B i ) of dependent drawings. The empirical likelihood function (ELF) now ascribes probabilities p i to each pair, so that the ELF is n i=1 log(p i ). If it is maximized with respect to p i subject only to the constraint that n i=1 p i = 1, the maximizing probabilities are p i = 1/n, then the unrestricted empirical likelihood estimator of the joint distribution is given by 1 n n i=1 δ X i , where δ x (A) = 1 (x ∈ A) , and A measurable.
Utilizing the unrestricted empirical likelihood estimate, if ISD in the sample holds in the direction of the null, then we do not reject the null hypothesis in (1). And if ISD in the sample holds in the direction of the alternative hypothesis i.e. A dominates B in the sample at the infinite order, then we reject the null hypothesis in (1). Hence, we only need to use a test statistic to determine the outcome of the test, when non-dominance at the infinite order holds in the sample, but in both directions. In this case, we propose a bootstrap test using a bootstrap DGP on the boundary of the null model. The boundary of the null model is the set of all DGPs satisfying Assumption 1, such that
, with equality holding for at least one t ∈ (0, +∞),
and is denoted by ∂M 0 . Note that condition (2) corresponds to an infinite number of inequalities, and hence, is not directly executable on a computer. We utilize an equivalent characterization of (2) that circumvents the use of an infinite number of inequality restrictions. It is a single equality constraint in a functional of F, given by:
In order to test for ISD , with some abuse of notation, we use the sample version of (3) given by:
as the constraint in the constrained empirical likelihood optimization problem. This optimization problem is to maximize the ELF with respect to the p i , and is characterized by the Lagrangean
The first order conditions for this maximization problem are given by:
where ∂V (p 1 , . . . , p n ; X 1 , . . . , X n ) /∂p i are computed using the Envelope Theorem, which makes use of t = t (p 1 , . . . , p n , X 1 , . . . , X n )-the argument that maximizes the objective function in (4). In this case, we can directly determine that λ = n. However, we cannot explicitly solve for the probabilities and the remaining Lagrange multiplier, µ, because that would require knowledge of the explicit functional form of V, and is equivalent to knowing the functional form of t , which is difficult to obtain for most sample sizes that arise in practice. Even when these probabilities cannot be directly computed, the existence of interior solutions of the above optimization follows from an application of Weierstrass' Theorem. i.e. each p i appears continuously in the Lagrangean (5), the (random) set
a compact (closed and bounded), convex (it is the uncountable intersection of convex sets), and provided that it is non-empty, we know a unique solution in (6) exists. H may be empty with positive probability when non-dominance at the infinite order in the sample is observed, in both directions. However, under the null we expect the probability of the event, {H = φ}, to decrease as the sample size increases. It is important to note that even when H is empty, this does not limit our ability to conduct inference, because we can only reject the null hypothesis. In the ensuing section, we describe how to implement the constrained empirical likelihood optimization problem using a feasible-value-function approach (FVFA). The convergence of the unrestricted estimator follows by an application of the generalized GlivenkoCantelli Theorem; see Elker, Pollard, and Stute (1979) for details. We postpone the discussion of the convergence of the restricted estimator till the end of the next section.
Value Function Approach
In this section we describe how to compute the constrained empirical likelihood estimator presented in the previous section. Recall that this estimator is not directly implementable because t (p 1 , . . . , p n ; X 1 , . . . , X n ) cannot be obtained in closed form. For this reason, we cannot use the Envelope theorem to compute the partial derivatives of the value function V with respect to the probabilities in the first order conditions (6).
Following Tabri and Davidson (2011) , we recognize that ultimately t (p 1 , . . . , p n ; X 1 , . . . , X n ) will depend on the bivariate random sample, and that we should solve simultaneously for it and the p i . They proposed a value function approach to accomplish this task, and in our case, this requires that we augment the first order conditions of the infeasible constrained empirical likelihood problem (6), with the first order condition that has t (p 1 , . . . , p n ; X 1 , . . . , X n ) as its solution. Doing this will give rise to a system of nonlinear equations in the variables: t, λ, µ, p 1 , . . . , p n .
Formally, the first order condition that defines t (p 1 , . . . , p n ; X 1 , . . . , X n ) is given by:
Then, using the identities:
where t = t (p 1 , . . . , p n , X 1 , . . . , X n ) , we solve the system:
in the the variables t, λ, µ, p 1 , . . . , p n , for the solutiont,λ,μ,p 1 , . . . ,p n such that
with equality at least att, that maximizes the empirical likelihood. The solution from the FVFA solves for the unique solution of the first order conditions of infeasible constrained empirical likelihood problem (6). As in the infeasible constrained empirical likelihood problem, the system (8) also yields λ = n, and from the first order condition for the p i in (8), we have that
This allows us to reduce the system (8) to a 2 × 2 nonlinear system in µ and t, given by
Then, using (11) and (10), we solve for the probabilities that are positive, sum to unity, such that (9) holds, with equality att. This is convenient in practice since it may be difficult to check if H, given by (7), is empty or not. In the former case, we would not be able to construct such probabilities for any µ, t that satisfies (11), and in the latter case we would be able to do so. LetF = n i=1p i δ X i , which is the constrained empirical likelihood estimator of the joint CDF. We have the following consistency result:
Proposition 3. Let the conditions in Assumption 1 hold. If F belongs to the boundary of the null hypothesis in (1), then sup
where D is a uniformity class 4 for the distribution F.
Remarks
• It is not difficult to adapt the proposed methodology to the case of two independent samples of possibly different sizes.
• The fact that the system (8) of n+3 equations in n+3 unknowns reduces to solving system (11) which is two equations in two unknowns is a great computational advantage over the semi-nonparametric estimator proposed in Tabri and Davidson (2011) .
Asymptotic and Bootstrap Tests
In this section, we propose asymptotic and bootstrap tests based on a general bootstrapping procedure that uses the bootstrap DGP obtained by implementing the method of constrained empirical likelihood, which is described in Sections 3. because the null hypothesis is a weak inequality in a function, we can reformulate it in terms of a scalar quantity that represents this. In particular, we focus on the one-sided weighted versions of the Kolmogorov-Smirnov (KS), and Cramér von Mises (CVM) type functionals to achieve this, which are respectively given by
where w is a nonnegative integrable weighting function. Then the null hypothesis can be checked by looking at whether KS I ≤ 0 or KS I > 0 when the KS functional is used, and if the CVM functional is used, then one checks whether CV M I = 0 or CV M I > 0. We also derive the asymptotic and bootstrap likelihood ratio test for the same testing problem. LetX denote the data vector, the proposed bootstrap procedure follows these steps: If H is empty, then reject the null hypothesis. Otherwise, 1. Using constrained empirical likelihood and the value function approach, estimate a bootstrap DGP along the boundary of the null hypothesis,F .
2. Simulate B bootstrap samples each of size n, X 1 , . . . , X B fromF .
3. Construct the (approximate) bootstrap p-value:
where Rej(τ ) is the rejection region for the test with critical value τ.
4. Reject the null hypothesis in (1) ifp (X) < α, for a nominal level of α.
Kolmogorov-Smirnov and Cramér von Mises Tests
The KS and CVM test statistics are respectively given by
are the empirical Laplace transforms of the marginal distributions. Because the null hypothesis is composite, we show that these test statistics attain the highest rejection probability on ∂M 0 , which is the subject of Theorem 1, and justifies using a bootstrap DGP in ∂M 0 in order to control the tests' level and size properly. This property is the basis on which we build the tests. We also derive the asymptotic null distribution theory of the test statistics. A key step in developing these two results was to recognize that the test statistics are continuous (convex) functionals of the of the stochastic dominance random function
To prove Theorem 1, we used the fact that these test statistics are also monotone increasing functionals of the random function (17) ( i.e. given two elements in the sample space of the random function (17) denoted by h and h such that h(t) ≥ h (t) ∀t, we have T (h) ≥ T (h ), and that rejection of the null hypothesis is based on large values of these test statistics. Theorem 1. Let T denote either the KS or CVM test statistics. Suppose that the distribution F B is changed so that the new distribution is weakly stochastically dominated by the old at the infinite order, and that this new distribution also stochastically dominates F A at the infinite order 5 . Then, the new distribution of T weakly stochastically dominates its old distribution, at first order. If F A is changed so that the new distribution weakly stochastically dominates the old at the infinite order, and that it is dominated by F B at the infinite order, the same conclusion holds.
Remarks:
• Theorem 1 shows that as we move toward ∂M 0 from a DGP in the null model, the rejection probability increases. Hence, for the KS and CVM test statistics, Theorem 1 justifies estimating a bootstrap DGP that belongs to the boundary of the null hypothesis.
• The least favorable case is a subset of ∂M 0 where the data generating processes, joint CDFs denoted by F, with marginal CDFs
, ∀t ∈ (0, +∞). By Assumption 1, the Laplace transform functions uniquely characterize the marginal CDFs. Then, by the above equality and the Laplace Inversion Theorem, the least favorable case can be characterized in terms of the marginal and joint CDFs. It is the set of all joint distributions with marginal CDFs
One can construct a bootstrap test using a bootstrap DGP that belongs to the least favorable case. However, as pointed out in Linton, Maasoumi, and Whang (2005), such a test is asymptotically non-similar on the boundary of the null hypothesis, and therefore, biased 6 .
To develop the null asymptotic distribution theory, we used the Continuous Mapping Theorem, and the following weak convergence result for the random function (17).
Theorem 2. The empirical process
with pairwise dependent samples converges weakly to a tight, zero mean Gaussian stochastic process G(t), t ∈ [0, +∞) with covariance kernel
where M B,A (−t, −s) is the joint Laplace transform, and M A (−s), M B (−t) are the marginal Laplace transforms.
At this point, we can invoke the Continuous Mapping Theorem to establish the existence of asymptotic null distributions. Because the random function (17) is bounded with probability one, no modification of test statistics is necessary to ensure that they have non-degenerate asymptotic null distributions 7 . Now we present the main result of this section, the asymptotic validity of the bootstrap test based on the KS and CVM test statistics.
Theorem 3. Let F ∈ ∂M 0 , and let T denote the KS or CVM test statistics. Furthermore, let G F, T , ∞ (·) denote the asymptotic cumulative distribution function of T , based on bivariate random samples from the CDF F. And let
be the probability distribution of the test statistic T based on the bootstrap DGPF , that is conditional on the dataX. Then, ∀ > 0,
Now, following Linton et al. (2010), we pay attention to the control of asymptotic rejection probabilities in the presence of a point mass in G F, T , ∞ (·) at zero, and describe the set of probabilities in ∂M 0 under which our bootstrap tests have asymptotically exact size.
Corollary 1. Let GF , p T , n (·) denote the distribution of the bootstrap p-value (14) with B → ∞, and ∀α ∈ (0, 1/2).
The nominal level, α, cannot exceed 1/2 because of the possible presence of a point mass at zero in G F, T , ∞ (·) (for DGPs in ∂M 0 ). The mass present there is not large to the extent that the (1−α)-th quantile of G F, T , ∞ (·) is zero (for conventional significance levels), for all DGPs in ∂M 0 . In fact, the mass does not exceed 1/2. The second part of Corollary 1 tells us that the bootstrap tests are asymptotically similar on subsets of ∂M 0 that give rise to an asymptotic null distribution of the test statistic, that is continuous.
Likelihood Ratio Tests
Since we are able to compute a restricted empirical likelihood estimator, we derive the asymptotic distribution theory of the likelihood ratio test statistic given by
where thep i are derived using the FVFA as described in Section 3. Now we present a result that describes the large sample behavior of the LR statistic with respect to M, which is the main result of this section.
Theorem 4. Let F ∈ M, and let LR be given by (20). Then,
An important result in Theorem 4 is that the likelihood ratio statistic is asymptotically pivotal on ∂M 0 with a χ 2 1 distribution, because of its implications for bootstrap testing. Specifically, it is that the bootstrap LR test should benefit from asymptotic refinements in finite samples; see Beran (1988) . The type of large sample result presented in 4 is known in the statistics literature as a Wilks Phenomenon, and is unprecedented in the literature on nonparametric inference for stochastic dominance orderings under the null.
Theorem 4 also has implications for the power of the asymptotic and bootstrap LR, which are presented in Corollary 2 below.
Corollary 2 tells us that the the asymptotic and bootstrap tests are consistent.
Simulation Experiments
In this section, we describe the simulation design in our Monte Carlo experiments. We compare the size and power of three tests. The CVM bootstrap tests based on the FVFA, and the bootstrap empirical process procedure proposed in Linton, Song, and Whang (2010) (LSW), and the asymptotic LR test.
In practice, it is important to realize that whenever dominance of the infinite order holds in the sample, we can immediately decide on the outcome of the test without resorting to the use of a test statistic. That is because any reasonable test statistic that measures discrepancy between two Laplace transforms which is sensitive to departures from the null, will take values in the complement of its critical region. In this respect, one should use a test statistic for testing the null hypothesis whenever non-dominance of the infinite order holds in the sample. Also, note that when non-dominance in the sample takes the form of dominance that is in the opposite direction of that of the null hypothesis, again, a test statistic will not be required to decide on rejecting the null. Therefore, it is only when non-dominance in both directions holds in the sample, with a non-severe form of non-dominance from the perspective of the null hypothesis, it becomes necessary to use a test statistic to decide on the outcome of the test.
With this in mind, under the null and alternative hypotheses, the simulation in each experiment was conditional on the sample having the following properties:
1. Non-dominance:
2. Correct tail of the stochastic dominance function:
3. Severity of non-dominance in the direction opposite to the null hypothesis: W < |W | .
We considered DGPs with parent joint distribution from the correlated (univariate) Gamma family of distributions, Γ(a, b), where a and b are shape and scale parameters respectively, and the correlational dependence structure is the standard Gaussian copula. This Gamma probability family is useful for our simulation experiments because their Laplace transforms are known in closed form, and are given by
In all of our tentative simulations we fixed the correlation parameter to 0.6. We also considered the following sample sizes: 16, 32, 64, and 128, and used 1000 replications per experiment, and 599 bootstrap samples per replication in each experiment 8 . For completeness, we also describe in detail the LSW bootstrap empirical process procedure that uses the CVM test statistic (16). It proceeds as follows:
1. Using unconstrained empirical likelihood, estimate a bootstrap DGP,F .
2. Using the data, estimate the contact set using,
and test statistic as in (16), where c n → 0 + and c n √ n → +∞, as n → +∞.
3. Simulate B bootstrap samples each of size n, X 1 , . . . , X B fromF , and their corresponding bootstrapped test statistics: T 1 , . . . T B , where
4. Construct the (approximate) bootstrap p-value:
5. Reject the null hypothesis in (1) ifp (X) < α, for a nominal level of α.
• The bootstrap DGP proposed in the LSW procedure is the resampling DGP, which is a multinomial distribution on the bivariate sample. And in our simulation designs, it satisfies the alternative hypothesis.
• The finite sample performance of the LSW bootstrap method depends heavily on the choice of the sequence c n in estimating the contact set,Ŝ, because it determines how the bootstrapped test statistics are computed, which in turn determines the rejection probabilities (under the null and alternative hypotheses). Furthermore, Linton et at. (2010) do not provide any optimal procedure for selecting the sequence c n . They only show in their Monte Carlo experiments that the choices of
perform well in finite samples, which is only suggestive because it might be due to the simulation design, and they do not compare it to other sequences. In contrast, our method does not require the use of a contact set, and hence, circumvents this problem.
• Notice that ifŜ ∩[0, 100) has positive Lebesgue measure (i.e. case (23) above), then the bootstrapped test statistics are not computed in exactly the same way as the test statistic based on the data. For this reason some caution is necessary when interpreting the approximate bootstrap p-value based on them, given by equation (25). Only asymptotically can we interpret it as an actual p-value, because the bootstrapped distribution converges to the distribution of the test statistics under the null. Note that, the bootstrap p-value in the LSW approach is averaging over random variables (23) and (24), in which the former is the source of over-rejections, and the latter being the source of under-rejections. In contrast, our method is based on the restricted maximum likelihood principle, and therefore, gives rise to an approximate bootstrap p-value having the proper interpretation in finite samples.
• It is only when the bootstrapped test statistics are solely computed according to (24) , that they are computed in exactly the same way asT . However, since M B (−t) −M A (−t) is a continuous function of t for each n, the contact set intersected with the interval [0, 100) will have positive Lesbegue measure with probability one, provided that c n is small enough. For this reason we chose c n = n −1/3 in our simulation experiments when comparing their method to ours.
Simulation Under the Null Hypothesis
In this section, we present our tentative results from simulation experiments under the null. The DGP is one of equal marginal distributions, equal to Γ(3, 1/2). In the simulation experiments, we conducted the CVM bootstrap tests using the LSW procedure and the FVFA, and the asymptotic test based on the likelihood ratio statistic. We chose c n = n −1/3 in the LSW bootstrap procedure, because it converges to zero at a faster rate than any of the sequences in (26). Interestingly, in all our experiments under the null, we obtained an empirical size of zero for the test that uses the LSW procedure, for all conventional significance levels. The empirical size distortion for the CVM bootstrap test based on FVFA, and the asymptotic LR test are reported in Table 1 . The estimates in Table 1 show that the CVM bootstrap test using the FVFA has lower size distortion across experiments in comparison to the asymptotic LR test, for conventional significance levels. And the approximate bootstrap p-value distributions for all the tests in our experiments are presented in Figure 1 . For all of these experiments, the CVM bootstrap test using the LSW procedure performed very poorly. This is partly because the bootstrap DGP chosen by the LSW procedure in our experiments satisfies the alternative, which naturally gives rise to under-rejections. From Figure 1 , we observe that its bootstrap p-value distribution places zero probability on the [0, 0.4] interval. The other aspect driving the inferiority of the LSW procedure is that the event 
has a high probability of occurrence in our experiments. Now, because
holds for all c n such that c n √ n → ∞, the estimated contact sets (Ŝ, given by (22)) are equal to the entire interval, [0, +∞) in our experiments, and this would be true for any valid choice of c n . This implies that the bootstrapped test statistics in the LSW procedure are constructed in exactly in the same way asT n is from the data, which are obtained from a bootstrap DGP (multinomial on the sample pairs) that satisfies the alternative hypothesis.
To estimate the likelihood of the event (27) for small and large sample sizes, we simulated the random variable |W | , because
holds in our simulation design. Figure 2 presents the boxplot for 10000 replications of the random variable |W | in our simulation design, for sample sizes 64, 128, 1024, and 2048. The important finding is that the relative frequency of the event (27) is unity for all sample sizes, because the maximum of in each boxplot is less than n −1/2 , for its corresponding sample size. Additionally, the boxplots also reveal that the (conditional) null distribution of |W | is skewed, and as the sample size increases, it places more probability on the lower end of its support. We expect to see such characteristics since the "true" DGP in the model of the null hypothesis is one of equality in the marginal distributions. 
Simulation Under the Alternative Hypothesis
In this section, we present our tentative results from simulation experiments under the alternative. The DGP is based on the correlated Γ(3, 1/2) and Γ(2, 1) (marginal) distributions. We selected these marginal distributions because neither dominates the other at the infinite order. Figure 3 presents the graphs of the marginal cumulative distributions, and the difference in their corresponding Laplace transforms. With respect to our notation, we treat Γ(3, 1/2) as distribution B, and Γ(2, 1) as distribution A.
For n = 16, 32, 64, with 1000 replications per experiment, we conducted the CVM bootstrap tests using the LSW procedure and the FVFA, and the asymptotic test based on the likelihood ratio statistic. Similar to the previous section, the test based on the LSW procedure performed very poorly. Its empirical power is zero across all experiments, and for all conventional significance levels. Whereas the other tests had much better empirical power properties, which are reported in Table 2 below. Figure 4 displays the boxplots of the p-values for all the tests. Since the alternative is known to be true, a superior test should have smaller p-values leading to greater rejections. In Figure 4 , we observe that the test based on the FVFA, has higher power than its LSW counterpart, and that the asymptotic LR test clearly has the highest power. As in the previous subsection, the source of the poor finite sample performance of the CVM bootstrap test that uses the LSW procedure is partly due to the fact that the bootstrap DGP (multinomial on the sample pairs) belongs to the alternative in our experimental design. The other source driving the inferiority of this test is that the conditional probability of the event (27) (conditional on our experimental design), is high. To better assess how high this probability is, we simulated the random variable |W | 10000 times 9 under the alternative in our experimental design for sample sizes n = 16, 32, and 64, and plotted them using boxplots, which are depicted in Figure 5 .
In Figure 5 , we observe that the relative frequency of the event (27) in 10 4 replications is unity (i.e. the maximum value of W is less than n −1/2 , for each sample size). Hence, as with the case under the null, the bootstrapped test statistics in the LSW procedure will be computed in exactly the same way asT n . With these bootstrapped test statistics being simulated from a bootstrap DGP that satisfies the alternative hypothesis (due to our simulation design), we can expect the bootstrap test based on the LSW procedure to not have high power, as demonstrated in Figure 4 (in fact, the test is biased for all conventional significance levels). The results of this experiment are only suggestive, and do not constitute a definitive conclusion concerning the inferiority of the LSW procedure, when compared to the one based on a FVFA for this testing problem. For this reason, more experiments are required to in which we consider other parent distributions, and larger sample sizes as well. 
Conclusion
In this paper, we focused on developing tests for infinite order stochastic dominance under the null, because such tests are essentially tests of whether or not one can rank two (marginal) CDFs using a stochastic dominance relation of some finite order, in a specific direction. We developed a bootstrap procedure which is applicable to a wide class of test statistics that can be used to test for infinite order stochastic dominance. We used the method of constrained empirical likelihood to derive a bootstrap DGP that satisfies the two golden rules of bootstrapping. In deriving it, we extended the FVFA due to Tabri and Davidson (2011) to the case of empirical likelihood. This development is a first step to working with a more flexible statistical model than the one used in Tabri and Davidson (2011) . We also derived asymptotic and bootstrap tests based on the LR statistic, in which a Wilks phenomenon was unveiled. This development is unprecedented in the inference literature for testing unidirectional stochastic dominance under the null. Furthermore, this result has theoretical implications concerning the existence of asymptotic refinements for the bootstrap LR test in finite samples. Finally, A remarkable feature of our proposed restricted estimator of the bootstrap DGP, as described in Section 3, is its computational simplicity: the number of unknown variables required to compute it is always two, regardless of the sample size.
For various sample sizes, we demonstrated in our simulation experiments that our bootstrap procedure performs better than the one proposed by Linton et. al (2010) , in terms of lower test size distortion, and higher power. The inferiority of their method in our simulation experiments was due to the fact that the approximate contact set-a c n enlargement of the contact set-did not play any role in their bootstrap procedure. Specifically, it was a high probability event that the approximate contact set had a positive measure, and was equal to the entire domain of integration for the CVM test statistic that we used. For this reason, their procedure amounted to bootstrapping from a DGP that satisfies the alternative hypothesis, in which the bootstrapped test statistics are computed in exactly the same way as the test statistic that is computed from the data. It is important to remind ourselves that, in practice, we do not have access to the "true" DGP. Therefore, when using the LSW bootstrap procedure with actual data, we cannot determine whether or not we are facing a situation as in our simulation experiments. This is why it is important when designing a bootstrap procedure, that the two golden rules of bootstrapping are implemented. Although our simulations demonstrated the power of the asymptotic LR test over the other tests we used, it may be due to the optimality of employing a likelihood ratio test as it is deeply tied to such notions in statistical testing. Deriving the regularity conditions under which such optimality follows is part of my current research on the subject. Otherwise, more simulations are underway, in which we consider the bootstrap LR and KS tests, and will be provided in an updated version of the paper.
The methods developed in this paper can also be adapted to tests for finite orders of stochastic dominance. For order three and higher, it is straightforward to develop a feasible value-value-function approach as described in this paper. In the case of first order stochastic dominance, the objective function used to determine the value function is the mathematical difference in the two estimated marginal distributions. These estimates of the distribution functions are discontinuous by construction, and for this reason, we cannot prescribe a feasible value-function-approach that uses the standard classical optimization theory as in this paper. The discontinuity of the estimates of the distribution functions is also the reason why we cannot directly extend the methods in this paper to testing for unidirectional second order stochastic dominance under the null. In this case, the objective function in the optimization problem that determines the value function is continuous, however, its derivative only exists at points where the estimates of the marginal distribution functions are continuous. How to circumvent this problem is one of the subjects of my on-going research projects. 
A Proofs
Proposition 4. The statistical model defined in Assumption 1 is relatively compact in the topology of weak convergence.
Proof. First, let the statistical model be denoted by M, and let a typical element of M is a DGP, and in our setup, it is a joint distribution of the (bivariate) random sample, with parent bivariate distribution satisfying the properties described in Assumption 1. We denote the parent distribution by F , and the element corresponding to it in the statistical model by F n . Our aim is to show that M it is relatively compact, and we will use Prokhorov's Theorem (stated as Theorem 5.1 in Billingsley (1999) ). That is, we will show that M is tight.
Let η > 0, we need to find a compact set
To that end, let > 0 be given, and consider the set
holds by subadditivity of a measure. By Chebychev's inequality,
Then, by the uniform bound in Assumption 1,
Therefore,
, and let
Lemma 2. The class F defined in (38) is a measurable VC subgraph class, and is Pointwise measurable. Furthermore, the class of functions F δ and F 2 ∞ given by Definition 3, are pointwise measurable for every δ > 0.
Proof. For the proof that (38) is a measurable VC subgraph class, see Bennett (2007) . To show that F is pointwise measurable, consider the countable set G = {e −tx − e −ty , t ∈ Q + }, where Q + is the set of positive rational numbers. Then, since Q + is a dense subset of R + , we are done. To show that F δ and F 2 ∞ are pointwise measurable, consider a dense subset of each, in which t is rational. The result follows by the fact that the rational numbers are a dense subset of the real number system. Lemma 3. Consider two non-negative random variable J and J , with common support [0, s]], and let (U i ) n i=1 be a random sample from the uniform distribution U [0, 1]. Obtain random samples of the distributions using the uniform random numbers the quantile functions of the distributions, and construct the empirical Laplace transforms of these distributions:
Proof of Lemma 3:
Proof. The proof proceeds by contraposition. By contraposition, there exists t such thatM J (−t ) < M J (−t ), which means that (the random variable)M J (−t ), dominatesM J (−t ) at the first order. Let G K t ,n (·), K = J, J denote their cumulative distribution functions, then this first order dominance in terms of the CDFs is G J t ,n (x) < G K t ,n (x), ∀x ∈ [0, 1]. We also have that
where the first equality follows form the unbiasedness of the empirical Laplace transform at a point. Then, applying integration by parts to the quantity in the extreme right of (29) yields:
Hence,
Thus, we found a point t , such that M J (−t ) − M J (−t ) < 0.
Proof of Proposition 3:
Proof. LetF be the unrestricted empirical likelihood.
. Then, by the triangle in equality:
The part sup D∈D |F (D) − F (D)| goes to zero in probability by the Glivenko-Cantelli Theorem. All we have left to show is that
which implies that
, then we are done. In fact,μ = o p (1) holds, and can be shown by applying the Mean Value Theorem to the 2 × 2 system (11) in the variables t and µ, in the neighborhood of a
and zero respectively. It is important to note that when F belongs to the boundary of the null,
can be a set. When F belongs to the alternative model, (30) is a singleton 10 . The details are as follows:
with |µ| ≤ |μ|, and |t − t 0 | ≤ |t − t 0 |. Now, let Ψ n = ψ 11 ψ 12 ψ 21 ψ 22
. Then, we have in matrix form
provided that
Note that, (35) holds whenever H, given by (7), is non-empty. From this point on, we want to use Slutsty's Theorem and the Weak Law of Large Numbers, to determine the limits ofμ andt, depending on whether the "true" DGP belongs to the boundary of the null hypothesis, or the alternative hypothesis. Therefore, we require that Ψ n p → Ψ, positive definite, which is met since 1.
holds, where the strict inequality in (36) is due to an application of Jensen's inequality (i.e. the square function is strictly convex on [−1, 1]), and that the random variable e −tX B − e −tX A is nondegenerate for every t ∈ (0, +∞). The weak inequality in (36) is an equality when F belonging to the boundary, and strictly greater than zero when it belongs to the alternative.
2.
ψ 22
because the second moments exist, and the second order condition for a local maximum at t 0 is fulfilled.
3.
Furthermore, we have that the probability limit of the vector in (34)
by an application of the Weak Law of Large Numbers. If F belongs to the boundary of the null, then limit is the zero vector. If F belongs to the alternative hypothesis, then the probability limit oft − t 0 is zero, where as the probability limit ofμ = 0. The former follows from the fact that E F X A e −t 0 X A − X B e −t 0 X B is the first order condition defining t 0 , and the latter result from the fact that at E F e −t 0 X B − e −t 0 X A > 0, under the alternative. From this proof, we observe thatμ andt − t 0 are both
for F on the boundary of the null, and in the alternative hypothesis.
Proof of Theorem 2:
Proof. Our approach relies on viewing the empirical process under study as indexed by a class of functions satisfying various properties. These properties take the form of suitable measurability requirements and "size" requirements in terms of the concept entropy, based on covering numbers. Let F be the class of functions given by
where (x, y) ∈ R 2 + . To prove the result, we need to show that F is Donsker, using Theorem 8.19 of Kosorok (2007) , which are both stated in Appendix B as Definition 1 and Theorem 7 respectively. Bennett (2007) showed that the class of functions given by equation (38) are Vapnik-Červonenkis Classes, or VC classes-a class of functions whose covering numbers grow at a polynomial rate. Lemma 2 implies that J(1, F, L 2 ) < ∞ holds, and that F δ , F 2 ∞ are P-measurable for every δ > 0. Finally, F (x, y) = 1, ∀(x, y) ∈ R 2 + is an envelope function for the class F since, sup (x,y) 
. Now, we compute the covariance kernel, which is given by the following expectation
Proof of Theorem 1:
Proof. We prove the theorem using Lemma 3. Let B be such that B D ∞ B , and B D ∞ A. Then, Let (U i ) n i=1 be a random sample from the uniform distribution U [0, 1], we use the quantile functions of B and B to compute the corresponding random samples of the respective CDFs. By Lemma 3,
This implies that
for any c in the union of the supports of T , under the two null DGPs.
For the case when F A is changed to F A as stated in the theorem above, we have again by Lemma 3, that
This implies that
which in turn implies that
or any c in the union of the supports of T , under the two null DGPs.
Proof of Theorem 3:
Proof. We use the direct method of proof to prove this result. Let
be the probability distribution of the test statistic T based on the unrestricted empirical likelihood DGPF , that is conditional on the dataX i.e. the resampling bootstrap based on the empirical measure. Then, given > 0, by Markov's inequality and the triangle inequality, we have that
is less than or equal to
Since distribution functions are bounded with probability one, it is sufficient to show that
are o P (1) to conclude the result. To that end, note that
Because E q = {T (u 1 , ..., u n ) ≤ q} is measurable, we can express it as the n-fold cross product of its sections sections, where a section is a set given by E qj = {u j ; (u j , u −j ) ∈ E q } , i = 1, . . . , n. Therefore, by Fubini's Theorem, the distributions in (39) can be expressed as
, which is less than or equal to
where the last inequality follows by applying the triangle inequality, and the Mean Value Theorem with derivative that is uniformly bounded above by unity. Therefore, we have that
Regarding the second term, sup q∈R GF , T , n (q) − G F, T , ∞ (q) , add and subtract G F, T , n (q) and applying the triangle inequality. Then follow similar steps as above in deriving the sections to reach the conclusion that
where D is the Borel sigma-algebra on [0, +∞) 2 , which tends to zero by Glivenko-Cantelli Theorem in two dimensions.
As for sup
we can re-write it using sections as above, yielding
which tends to zero as n → ∞. Combining these intermediate results, gives rise to the desired conclusion.
Proof of Corollary 1:
Proof. Theorem 3 implies that GF , T , n (·) converges weakly to G F, T , ∞ (·). Asymptotic Similarity: The continuity of G F, T , ∞ (·) ensures that the p-value functional, h n (τ ) = 1 − GF , P T , n (τ ), gives rise to a well defined asymptotic distribution theory for DGPs in ∂M 0 . Therefore, the result follows by an application of Theorem 18.11 of Van der Vaart (2000) (Continuous Mapping Theorem) to the sequence GF , P T , n (·). For asymptotic validity, some DGPs in in ∂M 0 may give rise to G F, T , ∞ (·) having point mass at zero. In this case, we show that the probability mass at zero in G F, T , ∞ (·) for either test statistic cannot exceed 1/2. To that end, note that
with Ω(s, t) being the variance-covariance kernel (18) in Theorem 2. Now,
where t 0 is such that ψ t 0 = 0, and exists since F ∈ ∂M 0 . Connecting this string of inequalities implies
Therefore, the mass at zero cannot be too large to the extent that it can be the (1 − α)-th quantile for conventional significance levels.
Proof of Theorem 4:
, the constraint defining the Lagrange multiplier µ can be expressed in terms of the
which is equivalent to
Note that
and the extreme right term above is
. Therefore, solving forμ n in (42) yields
Expanding the likelihood ratio statistic (20) in terms oft andμ using the probabilities (10) yields:
Now apply a Maclurin series expansion of the the function log(1 + x) to (45):
where ∃C 0 > 0 such that
Using (44), substitute forμ n in (46), which gives
after simplifying. Now we need to show that nβ
, and that
After that, we can apply the Central Limit Theorem to obtain the desired result. Proceeding, we have that
By the Mean Value Theorem,
, and therefore, the right side of (48) is asymptotically equivalent to
Finally, this implies that
The first part: result follows by realizing thatt, the solution of the system (11), will tend to +∞ when F belongs to the interior of the model of the null hypothesis.
The second part: This result follows since
can also be expressed as
which is becauset converges in probability to t 0 . Then, an application of the standard Central Limit Theorem and Slutsky's Theorem to get
Third part: We can repeat the arguments above with a DGP in the alternative model, in which the difference to take account of is that for
we have
Now, we add and subtract (50) inside the sum in (49), and re-arrange to get
Then, we have that
Since F in the alternative model was arbitrary, this divergence of the LR statistic holds for every DGP in the alternative.
Proof of Corollary 2:
Proof. The first part follows directly from the result in Theorem 4 that
in distribution for every F in the alternative model. A similar argument holds for the corresponding bootstrap p-value (14). It converges to zero as the sample size increases, for every F in the alternative model. This implies that the rejection probability under the alternative converges to unity, for every F in the alternative model.
B Some empirical Process Theory
The material presented here is taken from Kosorok (2007) . The aim of this section is to define the various concepts needed to state Theorem 8.19 of Kosorok (2007) , which is the main result utilized in this paper to show that the class of functions {e −tx − e −ty , t, x, y ∈ R + } is P -Donsker. Consider a random sample X 1 , ..., X n drawn form a probability measure P on an arbitrary sample space χ. We define the empirical measure to be P n = n −1 n i=1 δ X i , where δ x is the measure that assigns mass 1 at x and zero elsewhere. Define the random measure G n = √ n (P n − P ), and, for any class F of measurable functions, f : χ → R, let G be a mean zero Gaussian process indexed by F, with covariance E [f (X)g(X)] − Ef (X)EG(X), for all f, g ∈ F, and having appropriately continuous sample paths. Definition 1. We say that a class of functions F is P -Donsker if G N G in l ∞ (F), where the limiting process, Gf for f ∈ F, is tight.
The content of Definition 1 is that the sequence of probability distributions on the functions induced by the F empirical process, converges in distribution to a tight Gaussian stochastic process. Next, we present a result that is used to prove the existence of the asymptotic distribution of the test statistics considered in this paper.
Theorem 5 (Continuous Mapping Theorem). Let g : D → E be continuous at all points in D 0 ⊂ D, where D and E are metric spaces. Then if X n X in D, with P (X ∈ D 0 ) = 1, then g(X n ) g(X).
In general, two conditions must be met in order for X n to converge weakly in l ∞ (T ) to a tight X. This is summarized in the following theorem.
Theorem 6. X n converges weakly to a tight X in l ∞ (T ) if and only if:
1. For all finite {t 1 , ...t k } ⊂ T , the multivariate distribution of {X n (t 1 ), ..., X n (t k )} converges to that of {X(t 1 ), ..., X(t k )}.
2. There exists a semimetric ρ for which T is totally bounded and lim δ↓0 lim sup n→∞ P sup s,t∈T with ρ(s,t)<δ
∀ > 0.
Condition one of Theorem 6 is convergence of all the finite dimensional distributions and condition two implies asymptotic tightness. In many applications, the former is not hard to verify while the latter is much more difficult.
Definition 2. An envelope function of a class F is any function x → F (x) such that |f (x)| ≤ F (x), for every x and f ∈ F.
Definition 3. Let F be a class of functions and δ > 0. Then define the following sets F δ = {f − g; f, g, ∈ F, f − g P,2 < δ} (53) F 2 ∞ = (f − g) 2 ; f, g, ∈ F (54)
Definition 4. A class F of measurable functions, f : χ → R on the probability space (χ, A, P ), is pointwise measurable if there exists a countable subset G ⊂ F such that, for every f ∈ F there exists a sequence {g m } ∈ G with g m (x) → f (x), ∀x ∈ χ.
Definition 5. A class F of measurable functions, f : χ → R on the probability space (χ, A, P ), is P-Measurable if
is measurable on the completion of the product probability space, (χ n , A n , P n ), for every constant vector (e 1 , ..., e n ) ∈ R n where,
It is not difficult to show that Pointwise measurability implies P -measurability.
Whether a class of functions is Donsker depends on the "size" of the class. A relatively simple way to measure the "size" of a class F is in terms of entropy. We shall consider the concept of entropy based on "uniform covering numbers." The covering number N ( , F, L 2 (Q)) is the minimal number of L 2 (Q)-balls of radius needed to cover the set F. The entropy is the logarithm of the covering number. The uniform covering number is given by sup
where the supremum is taken over all probability measures Q for which the class F is not identically zero( and hence F r Q,r = QF r > 0). The uniform covering numbers are relative to a given envelope function F . This is fortunate, because the covering numbers under different measures Q typically are more stable if standardized by the norm of the envelope function. Also, notice that eh uniform covering number does not depend on the probability measure P of the observed data. The uniform entropy integral is defined as Theorem 7. Let F be a class of measurable functions ,f : χ → R, on the probability space (χ, A, P ) with envelope F and J(1, F, L 2 ) < ∞. Let the classes F δ and F 2 ∞ be P -measurable for every δ > 0. If P F 2 < ∞, then F is P -Donsker.
An important class of examples for which good estimates of the uniform covering numbers are known are the Vapnik-Červonenkis Classes, or VC classes. Many classes of interest in statistics are VC, such as the class of indicator functions, and the class of functions given by equation (38) .
Consider an arbitrary collection {x 1 , ...x n } of points in a set χ and a collection C of subsets of χ. We say that C picks out a certain subset A of {x 1 , ...x n }, if it can be written as A = {x 1 , ...x n } ∩ C for some C ∈ C. The collection C is said to shatter {x 1 , ...x n } if C picks out each of its 2 n subsets. The VC index V (C) of C is the smallest n for which no set of size n is shattered by C. A collection C of measurable sets is called a VC class if its index V (C) is finite. By definition, a VC class of sets picks out strictly less than 2 n subsets from any set of n ≥ V (C) elements. Sauer's lemma is that such a class can necessarily pick out only a polynomial number O(n V (C)−1 ) of subsets, well be low the 2 n −1 that the definition appears to allow.
For a function f : χ → R, the subset of χ × R given by {(x, t) : t < f (x)} is the subgraph of f . A collection F of measurable real functions on the sample space χ is a VC subgraph class if the collection of all subgraphs of functions F forms VC class of sets as sets in χ × R. Let V (F) denote the VC-index of the set of subgraphs of F. The next result shows that covering numbers of VC classes of functions grow at a polynomial rate just like VC classes of sets:
Theorem 8. There exists a universal constant K < ∞ such that, for any VC-class of measurable F with integrable envelope F , any r ≥ 1, any probability measure Q with F Q,r > 0, and any 0 < < 1, . Thus VC-classes of functions easily satisfy the uniform entropy requirements of the Donsker theorem above.
Finally we state a useful result that helps in the proof of test consistency. It is Theorem 8.14 of Kosorok Kosorok (2007) , but first we state the following definition Definition 6. A class of measurable functions F of measurable functions f : χ → R is said to be P Glivenko-Cantelli class if sup
where P f = χ f (x)P (dx).
Theorem 9. Let F be a P-measurable class of measurable functions with envelope F and
for every > 0, where the supremum is taken over all finite probability measures Q for which the class F is not identically zero( and hence F Q,1 = QF 1 > 0). If P F < ∞, then F is P Glivenko-Cantelli.
