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1. INTRODUCTION 
The aim of the paper is to give sufficient conditions for a regular long- 
time behaviour of the solutions of the semilinear equation (1) below. 
We concentrate on non-explosion, boundedness, and ergodicity of the 
solutions, see Theorems 1.1 and 1.2. As a byproduct of our considerations 
we obtain a new existence result for Eq. (1) with monotone mapping F 
being only continuous (Theorem 1.2). 
Applicability of the results is based on the fact that solutions of the linear 
equation are continuous. In the final section we give easy to check 
conditions implying path continuity. They are in terms of the properties of 
eigenlunctions and eigenvalues of the operator A and do not use estimates 
on the associated fundamental solutions (compare [ll, 161). 
The paper is a continuation of [3]. In particular the non-explosion 
condition (2) is a simplification of the one included in [3] and includes 
those proposed by [ll] or other authors [2,5]. 
For existence of the invariant measure we do not need potentiality of 
nonlinear mapping F, compare [6,8,11,18]. Instead we consider a general 
class of monotone mappings. In the majority of the papers on the subject, 
(but not in [3]) the operator A was assumed to be the second derivative. 
We do not make such an assumption here. 
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2. FORMULATION OF THE GENERAL RESULTS 
We consider the following stochastic equation 
dX= (AX+ F(X)) dt + dW, W) = t, (1) 
where A is the infinitesimal generator of a C, semigroup S(t) = erA, t > 0 on 
a Banach space E, and F a mapping from E into E. Moreover W is a 
Wiener process (defined on a probability space (52, et;, P)) with the 
incremental covariance Q being a bounded (not necessarily nuclear) self- 
adjoint, positive operator on a Hilbert space H containing E as a dense 
subset. Initial condition l is an &-measurable E-valued random variable. 
It is assumed that the semigroup S( .) has an extension to a Co semi- 
group S,(t), t > 0 on H. The extended generator will be denoted as A,. 
We denote by Z(t), t > 0, the mild solution of the linear equation 
dZ=A,Zdt+dW, Z(0) = 0 (2) 
and assume that 
(C. 1) Z(t) = fh ,S,(t - S) dW(s), t 2 0, has an E-continuous version. 
By a solution X to the problem (1) we understand an E-continuous 
E-adapted process satisfying the integral equation 
X(t)=S(t)5+J; S(t-s) F(X(s))ds+Z(t) (3) 
on a maximal interval of existence [0, T[, with T being a stopping time 
with values in 10, i-co]. 
We will need also the following conditions, 
(C.2) There exists an increasing function a: R!+ + R!+ such that for 
arbitrary x E D(A) there exists x* E a I/x/J (the subdifferential of the norm 
of x) such that 
~~~+~~~+~~,~*~~~~IIyll~~~+Il~ll~, VyeE. (4) 
(C.3) There exists an increasing function a: R!+ + R\ and a number 
w > 0 such that for arbitrary x E D(A) there exists x* E a 1(x(1 such that 
<Ax + F(x+ Y), x* > < 4ll~II) --w Ilxll, VyeE. (5) 
(C.4) There exists a number w > 0 such that for arbitrary x E D(A) 
there exists x* E a llxll such that 
(Ax+F(x+y)-F(Y), x*)~wIl~ll, V~GE. (6) 
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THEOREM 2.1. (i) Assume that mapping F satisfies the Lipschitz condi- 
tion on bounded sets of E and that (C.l) and (C.2) hold. Then there exists 
a unique non-exploding solution of (1). 
(ii) Zf in addition (C.3) holds and 
supWIIZ(t)ll)< +a; Elltll < +a 
1>0 
then 
SUP EII%t)ll < + ~0 
r>0 
THEOREM 2.2. (i) Assume that mapping F is uniformly continuous on 
bounded sets. Zf conditions (C.l) and (C.4) hold then Eq. (1) has a unique 
nonexploding solution. 
(ii) Zf moreover 
SUP E(Ilz(t)ll + IIWYt)N) < +a 
t20 
then there exists a unique invariant measure u for (i), and for arbitrary 
cp E C,(E) 
,f’ym ErpV(t)) = JE cp(z) P(Z). (7) 
The property in (7) is usually referred to as ergodicity of (1). 
3. PROOFS OF THEOREM 1.1 AND THEOREM 1.2. 
Proof of Theorem 1.1. Denote 
Then 
v(t) = X(t) - Z(t), t E [0, T[. 
v(t) = S(t)< + j; S(t -s) F(v(s) + Z(s)) ds, tE CO, Tl (8) 
and Eqs. (1) and (8) are equivalent. It is therefore enough to show that for 
an arbitrary x E E and arbitrary continuous function z the equation 
v(t)=S(t)x+@(t-s)F(v(s)+z(s))ds, tE I3 Tl (9) 
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has a unique global solution u. Local existence follows by a contraction 
mapping principle. To obtain global existence it is sufficient to deduce an 
a priori estimate for /lu( .)Ij. If a solution u exists on a time interval [0, To] 
then there exists a sequence (un} c C’( [0, T,]; D(A)) such that 
dun v, + u; dt-Au,-F(v,+z)=6,+0 
uniformly on [O, T,,] as n + co, Now, for some xj$ E d /lu,(t)ll 
s llU,(~)ll d (4(f) + 4&z(t) + z(t)), XL> + (&z(t)> xm
~411z(~)11)(1 + Il~,(~)ll) + IV,(t)ll. 
Consequently 
+ 
s 
TO eJ:a(“z(u)“)du[u( Ilz(s)ll) + IlS,(s)(l] ds. 
0 
Therefore an analogical estimate holds for IIu,( *)/I. This finishes the proof 
of (i). 
(ii) Proceeding similarly as above one arrives at the inequality 
Ilu(t <e-m’llu(0)ll +~~e--(‘-‘)a(llz(s)ll) ds. 
So for the solution X( . ) one gets 
EIIX(t)-Z(t)JI <e+“‘El(511 +J~:~-““-‘)E~(II~(s)II) ds. 
Finally 
su~EllWt)ll ~~u~EllZ(~)+Ell~ll +~~~~JWlWllk +a. I 
I,0 120 
Proof of Theorem 1.2. (i) To prove existence it is useful to introduce 
the Yosida approximations F, of F defined (see for instance [ 1 ]) as 
F,(x) = W,(x)), where J,(x) = (I- aF)-‘(x), x E E. 
Since mappings F, are globally Lipschitz therefore Eq. (9) with F replaced 
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by F, has the global solution ua. For the approximating sequence {uz} 
(compare with the proof of Theorem 1.1 ), 
Since ll8’&)li G /F(z)ll, Vz E E, therefore, passing with n to + co, one gets 
~lu~(t)ll 6 ewwr 1~x11 + Ji e-o(t--s) IIF(z(s))ll ds. (10) 
This shows that the sequence {o”(t)} is bounded for arbitrary t 2 0. To 
show convergence of the sequence we set for any u, /I P- 0, 
Then gasp is a classical solution to the problem 
$ g”,B(t)=AgOL,B(t)+F~(UOL(f))-FB(UB(t)) 
gyo) = 0. 
Then we have 
6 <fl’(u”(f)) - F(u’(t)), ~a*,& 
+ (wdu”(t))) - F(u”(t)) - Wp(uW)) + mw, YtJ?, ,> 
G IIWhYf))) - F(ua(~))ll +IIW&SW)) - Os(Nll. 
Now by (10) for a fixed T> 0 there exists R > 0 such that 
Iba(t G R Ill;(u”(t))ll <R, Vte CO, Tl, v E IO, 11. 
Moreover 
Ilet) - J,(ua(f))ll <a IIF(u”(t))ll. 
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Since F is uniformly continuous on bounded sets therefore, from the above 
considerations d- IIg”‘@(t)ll/dt --, 0 uniformly on [O, T] as ~1, /I + 0. This 
yields the convergence of the sequence (u”} in C( [0, T]; E) to a function 
u. It is easily seen that v solves (8). This finishes the proof of existence of 
a solution to (1) on an arbitrary time interval. 
If there is another solution G to (8) then for u = u + z, 6 = 17 + z 
d-““(t;t- zi(t)” <(A(u(t) - t?(t)) +F@(t)) - F@(t)), a:> (11) 
for t E [0, T] and for an appropriate 2: E 13 /u(t) - li(t)ll. Consequently 
d- ““@it- li(t)” < -cfj Ilu(t) - fi(t)ll, t E [0, T]. (12) 
Since u(0) = a(O) therefore u(t) = ii(t), t E [O, T]. The proof of part (i) is 
therefore complete. 
(ii) Let V(t) be a Wiener process on H independent of W(t), t 2 0, 
and with the same law. Define a process W(t), t E J-cc, + co[ by the 
formula 
W(t) = 
i 
W(t), if t>O 
V( - 0. if t < 0. 
For any A>0 and random variable 5 measurable with respect to 
Fn=o((W(t)): t< -A) consider the problem 
dX= (AX+ F(X)) dt + dl? t > -1 
(13) 
X(-l)=& 
By (i) this equation has a unique mild solution. Let X, be a solution of 
(13) with { = 0 and let 
Z,(t) = 11, S(t -s) d@(s) 
udt) = xA(t) - Z,(t), t> -1. 
Then 
d-“;(t)” < --w IluJt)ll + IIF(z~(t)ll 
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and consequently 
E IWn(t)ll G E(Ib,(t)ll + Ilz,(N) 
&rp(EIlZ(s)ll +EIIF(Z(s))ll)=C< +co. 
w s>o 
Moreover if A>y>O then on 1-y. co[ 
&(X,-X,)=A(X,-X,)+F(X,)F(X,) 
wA-q(-Y)=&(-Y). 
Consequently 
E&Y,-A’,)@)(( <Ce--O(f+y), t>, -y 
and there exists J?(t) such that for arbitrary t E R' 
,fiylm X2(t) =2(t) in L’(Q, 9, P; E). 
Denote by X0 and A’ solutions to (1) with initial condition 0 and 5, 
respectively. Since 2(X”(T)) = 9(X,(O)), T> 0, therefore 9(X0(T)) -+ 
9(2(O)). We claim that the measure p= 9(2(O)) has all the required 
properties. To see that it is invariant for the transition semigroup (P,) 
determined by (1) notice that P,(O, .) = A?(X"(T)) and for arbitrary cp 
continuous and bounded, 
PT(cp(O)) -+ s, dz  Adz), as TJ+co. 
Therefore, for arbitrary 12 0 
Since P,cp( 4) is also continuous and bounded one finally has 
jE cp(z) Adz) = lE Adz) Ptcp(z)* 
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To prove ergodicity note that 
and therefore X0(t) - X(t) 4 0 as t t co. If cp is a bounded and uniformly 
continuous function then 
lEd3t)) -EdX”(t))l 
G E lW(t)) - cp(X”Wl --) 0 as tt +oo 
(by the dominated convergence theorem). Thus (5) holds all bounded 
continuous function. This way we have shown also that the measure p is 
a unique invariant measure for (1). 1 
Remark. It follows from the proof that for arbitrary T 
SUP WI&)- Xn(f)ll +O as At +co. 
tc[-A,T] 
One can easily see that it also SU~,,~-~,~, EIIF(&(t)ll < +cc and 
SUP Ell(qR)(t))-F(x,(t))ll -rO as At+03 
fE [-.a,T] 
and the semigroup S(t), t b 0, is exponentially stable then the process 2 is 
a solution of the equation 
4. ANALYSIS OF CONDITIONS (C.l)-(C.4) AND APPLICATIONS 
The general results can be applied to evolution equations on the space 
E=C@)cH=L2(6), 
where 0 is an open subset of R N. Assume in addition that the operator A0 
is a self-adjoint positive operator in L*(O) such that 
AO gk = -ak gk, k = 1, 2, . . . . (14) 
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where the sequence of positive numbers {elk} satisfies 
We assume that the functions { gk} form an orthonormal basis in H with 
properties 
gk E c(a) (16) 
ivgk(‘t)i < CJa,, 5 E 0, k = 1,2, . . . (17) 
for some positive constant C. 
Note that if (14), (16), and (17) hold then they also hold for the higher 
powers -( -AO)Y, y 2 1. 
Let the operator A be the part of A, in E defmed by 
D(A) = {x E D(A,) A E: A,x E E} 
Ax = Aox, x E D(A). 
We assume that A generates a C,-semigroup S(t), t > 0, on E and for the 
Wiener process W we take the representation 
w(t)= 5 &?kfiktth t 2 0, 
k=l 
(18) 
where {a,} are independent Wiener process. The incremental covariance Q 
of W is then the identity I. 
4.1. Condition (C.l) 
We give now a sufficient condition for (C.l) to hold. 
THEOREM 4.1. Assume that (14b( 18) hold and that for some y E 10, 1 [ 
(19) 
Then the process 
Z(t) = j-i S,(t -s) dW(s), t>O 
has a version Z( t, <), t > 0, < E 8, a-H6lder continuous with respect o t > 0, 
DEB with any aE]O,y/2[. 
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Proof: We prove first a lemma. 
LEMMA 4.2. If (19) holds then there exists a constant C, > 0 such that 
EIZ(t,5)-Z(t,~)12~C11t-rlIY (20) 
EIZ(t, 5)--Q, t)12<C~lt-4Y (21) 
for all t, s30 and &qEO. 
Proof: We have the following representation for Z: 
Z(t, 5)= z, gk(O ji e-zk(f--s) dBk(S), t>O (22) 
with the series (22) converging in L*(sZ, 9, P) for all t 2 0 and t E 6’. This 
is because we have, for arbitrary n, p E N, 
We note also that by a straightforward interpolation argument, it follows 
that 
for all y E [0, 1] and 5, q E Lo. The estimate (20) follows now from the 
identity 
To show (21) fix Ta t>s>O. Then we have 
E(IZ(t, t)-Z(s, t)12) 
= f l,J’ eC2(t-a)an 1 g,(a)l’ do 
n=l s 
+ -f &,-; I[,-2(‘--a)a._e--2(s~U)cr,] g,(t;),2do 
n=l 
=: Zl(C s, 5) + 12(f, s, 0. 
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Next, 
Moreover, 
collecting (23) and (24), the conclusion follows. 1 
It follows from the lemma that there exists C2 > 0 such that 
EIZ(t, 5)-Z(s, ~)12<C2{It-~12+ K-Y/I~}~‘~. 
(23) 
(24) 
Since Z(t, <) - Z(s, q) is a Gaussian random variable, therefore for 
constants C:, 
EIZ(t, 5)-Z(s,1)12”~C:,{lt--I’+ l~-~12}m”‘2 
for m = 1, 2, . . . . Kolmogorov’s test implies now the result. [ 
EXAMPLE. Assume that 0 is the cube [0, n]” in RN with the boundary 
80. If A, is the linear operator 
D(A,) = zz2(0) n H#!q 
A,u= Au, VUED(A,,), 
where A represents the Laplace operator, then 
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2 N/2 
s,,,...,..(5) = ; 0 sin(nltl) ’ ’ ’ sin(n&N) 
k,,,...,,,(t)l G(i)“;’ (In11 + “’ + bNl) 
and the conditions (14k(17) hold. Moreover (19) holds if and only if 
y < 1 - N/2. If N = 1 one gets y < 1. For N > 2 one can apply the results for 
appropriate powers of A,. 
4.2. Condition (C.l) in the Non-se&&joint Case 
We assume here (14)-(19) so that the process 
w)=J; e(‘-S’Ao dW(s) 
has continuous trajectories in E. 
Let &E L(D(( -Ao)“*; H)), Then it is well known that &,=A, + B, 
generates an analytic semigroup in H. We want to show that extensions of 
Theorem 3.1 are possible to the non-selfadjoint generators A, + B,. Define 
Z(t) = [‘,(f--s)(‘h+BO) &Q), t 2 0. 
JO 
(25) 
If the law Y(2( .)) of the process 2( .) on L’(O, T; H) is absolutely con- 
tinuous with respect to the law of Y(Z( .)) then 2( .) has a modification 
with trajectories as regular as those of Z( :). A sufficient condition for 
absolute continuity is that B, is Hilbert-Schmidt from D(( -Ao))“* into H, 
see [14, 181. For partial differential operators this is a rather restrictive 
condition [lo]. We will illustrate therefore a different approach. 
Let B be the part of B. in E. Assume that B is a bounded operator from 
the real interpolation space 0,(1/2; 00) into E and moreover that B 
commute with efA. In order to prove that the process 2 is continuous we 
observe that it is the solution of the integral equation 
Y(t)=jiBe (t--s)Y(s) h+Z(t), t > 0. (26) 
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It is well known that for a constant C > 0, 
(27) 
By using (27) it is possible to solve (26) by contraction mapping theorem 
in the space C( [0, r]; E). Thus 2 is continuous in E. In fact, using a 
procedure described in Subsection 4.1 one can achieve the same Holder 
regularity as Z. 
EXAMPLE. Let E = C( [0, n]) be the space of all continuous and 
rc-periodic functions on [0, rr]. Let 
D(B) = {x E C’( [O, 7c]): x(0) =x(n), x’(0) =x’(n)> 
@x)(0 = -x’(5), 5 E I% nl. 
Then B is the generator of the C,-group 
(0 45) = x(t - t), t 2 0, 5 E [O, n]. 
Let A = B*, then A is self-adjoint and B commutes with erA. Then it is easy 
to check that BE L((D,( l/2): co); E) and previous considerations apply. 
4.3. Conditions (C.2b(C.4) 
For the sake of simplicity we assume that 
E= C(a), m)(5) =f(x(O), XE I3 
Let x E E be such that llxll = Ix(C;,)l for some &, E Q (it is well known 
that the set of such elements is dense in E). Then the subdifferential of x 
coincides with the element x* given by 
x*= i-0 
i 
6 if Ml = ~(5~) 
-bJ if llxll = --4&d, 
where 6,, is the Dirac measure concentrated in &,. It follows 
(F(x + Y), x* > =f(x<O + Y&J sgn xt;o. 
So the condition 
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holds for some x’ E d llxll and all y E E if the function f has the property 
f(a+D)w~<4bl)(l+ IpI), ‘da, BE R’. (28) 
Condition (28) is fulfilled in the following cases: 
(i) The function c1 +f(a) - ca is nonincreasing for some real 
number c. 
(ii) There exists two increasing functions f+ and f- such that 
f- Gfqt-+ Clll. 
In fact both conditions follow from a simplified version of (C.3) 
for some x* E a JIxlJ and all y E E. 
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