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Abstract
In this thesis we present a study about strong light-matter interaction in a broad single GaAs/AlGaAs
quantum well representing a 3-level system. In particular we investigate the AC-Stark effect,
where we observe in THz absorption spectra an Autler-Townes splitting as well as a Mollow-
triplet. Compared to previous work, we showed for the first time an all-THz pump-probe ex-
periment in the THz regime below the Reststrahlenband. Furthermore, we observe a strong
frequency shift in the absorption energy of the first intersubband transition depending on the
charge carrier density in the quantum well. The Autler-Townes splitting as well as the absorp-
tion frequency shift can be potentially exploited for THz-modulation applications.
Beyond nonlinear optics many interesting effects occur in the strong light-matter interaction
regime such as Rabi oscillations, coherent population trapping, lasing without inversion, electro-
magnetically induced transparency (EIT) and the AC-Stark effect. Our quantum well represents
a 3-level system in which we investigate a splitting behaviour in the absorption spectrum of the
first and second intersubband transition. Especially a splitting for the first intersubband transition
is predicted also for electromagnetically induced transparency, while the second intersubband
transition is pumped with a strong varying electric field. Naturally, a fundamental question is,
how to distinguish EIT and an Autler-Townes duplet since both result in a spectrally transparent
window. The method of choice for investigations combines narrowband pulses in the THz range
provided by a free-electron laser and broadband THz pulses generated in a GaP crystl within a
THz time-domain spectroscopy setup. In this unique configuration we perform time-resolved
pump and probe spectroscopy experiments by pumping resonantly the second intersubband tran-
sition at 3.4 THz to induce a splitting of the second and third subband. Broadband THz pulses
then probe an absorption splitting of about 0.2 THz related to the first intersubband transition at
≈ 2.3 THz as well as a splitting of the second intersubband transition (Mollow triplet). Analyz-
ing experiments and using a theoretical criteria to distinguish EIT and Autler-Townes splitting,
we conclude to observe an Autler-Townes doublet instead of an EIT effect.
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Kurzdarstellung
In dieser Arbeit berichten wir über die starke Licht-Materie Wechselwirkung in 3-Niveau sys-
tem anhand eines einzelnen, breiten GaAs/AlGaAs Quantentopfes. Insbesondere untersuchen
wir den AC-Stark Effekt und beobachten eine Aufspaltung des Absorptionsspektrums durch
das Autler-Townes Dublett und das Mollow Triplett. Im direkten Vergleich mit vorangegan-
genen Arbeiten zeigen wir zum ersten Mal ein reines THz Anrege-Abfrage Experiment mit
Frequenzen unterhalb des Reststrahlenbandes. Weiterhin beobachten wir eine starke Frequen-
zverschiebung der Absorptionsenergie des ersten Intersubbandübergangs in Abhängigkeit von
der Ladungsträgerdichte im Quantentopf. Sowohl das Autler-Townes Dublett als auch die Ver-
schiebung der Absorptionsfrequenz ermöglichen potentielle Anwendung im Bereich der THz-
Modulation.
Im Bereich der starken Licht-MaterieWechselwirkung sind viele interessante Effekte beobacht-
bar wie Rabi Oszillationen, coherent population trapping, Lasern ohne Inversion, elektromag-
netisch induzierte Transparenz (EIT) und der AC-Stark Effekt. Unser Quantentopf stellt ein
3-Niveau System dar, in welchem wir eine Aufspaltung der Absorption bezüglich des ersten und
zweiten Intersubbandübergangs beobachten. Insbesondere für den ersten Intersubbandübergang
ist auch eine Absorptionsaufspaltung durch den EIT Effekt vorhergesagt, während der zweite
Intersubbandübergang durch ein starkes, elektrisches Wechselfeld angeregt wird. Es stellt sich
dann die Frage, wodurch sich die Effekte EIT und Autler-Townes splitting unterscheiden, weil
beide durch ein spektrales transparentes Fenster gekennzeichnet sind. Die von uns gewählte
Methode verknüpft schmalbandige, starke elecktrische Wechselfelder im THz-Bereich eines
freien Elektronen Lasers und breitbandigen THz-Pulsen, welche durch nichtlineare optische Ef-
fekte in einem THz Zeit-Bereichs Spektroskopie Aufbaus erzeugt werden. In dieser einzigartigen
Konfiguration führen wir zeitaufgelöste Anrege-Abfrage Spektroskopie Experimente durch, in
demwir den zweiten Intersubbandübergang bei 3, 4 THz nahezu resonant anregen und das zweite
und dritte Subband aufspalten. Mit breitbandigen THz Pulsen fragen wir dann die Absorption-
saufspaltung von ca. 0, 2 THz des ersten Intersubbandübergangs bei ≈ 2, 3 THz und des zweiten
Intersubbandübergangs (Mollow-Triplett) ab. Nach Auswerten der Experimente und theoretis-
cher Kriterien für die Unterscheidung zwischen EIT und Autler-Townes splitting schlussfolgern
wir, ein Autler-Townes Dublett zu beobachten.
v
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1 Introduction
Within the era of technology, the awareness of electromagnetic radiation in daily life changed
enormously. A striking example we find within the field of communication and information
transfer. Mainly with the proof of free-space electromagnetic radiation by Heinrich Hertz in
1886, wireless communication was born and already 10 years later the first gadget for informa-
tion transmission was invented by GuglielmoMarconi [1] developing further into the well-known
radio. In just slightly more than 120 years of scientific and industrial development it appears nat-
urally that we use modulated electromagnetic waves with frequencies in the range between MHz
and GHz for communication [2]. As an example, the electromagnetic spectrum is allocated to
frequencies in the MHz-regime for radio-broadcasting [3, p. 749] or GHz-frequencies for data
transmission (bluetooth), where we wirelessly connect smartphones with loudspeakers, head-
phones or access the internet [4, p. 16]. A key to handle the growing amount of data using
wireless information transfer is the access to a large bandwidth of the electromagnetic spectrum,
where next generation wireless communication aims for using the THz-frequency band. In gen-
eral the THz band is defined in the range from 0.1 THz to 30 THz [5] and became the focus of
interest in science since the 1960’s motivated by astrophysics investigating gases, in particular
spectra of molecules vibrational and rotational states [2]. Among others, water molecules feature
a rich absorption in the THz range [5, p.8]. This limits THz communication technology to certain
atmospheric windows and even in these windows communication is restricted to short distances.
Nevertheless, possible applications are the communication between satellites [2], where water
absorption bands have no influence, and the usage in quantum information processing [6, 7].
Nowadays the THz community developed a remarkable amount of detectors and emitters such
as quantum cascade lasers [8], photo-conductive antennas [9], spintronic emitters [10] or free-
electron lasers [11, 12] covering the whole THz whole range, which is still referred to as the
“THz-gap”. For communication application, however, modulators are inevitable for transmitting
data utilizing amplitude- or frequency modulation known from radio. In detail, data is trans-
mitted by modulating a high-frequency electromagnetic wave, also called carrier wave, with a
lower-frequency signal, the message. All modulation methods, namely amplitude, frequency or
phase modulation lead to the formation of sidebands, which contain the information of interest.
A basic problem to solve is finding suitable modulating techniques. Besides electrical modula-
1
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tors, like transistors modulating currents [13], optical modulators generally exploit effects within
light-matter interaction (LMI). A common approach is the manipulation of optical properties
such as transmission and reflection, e.g. applied at plasma switches [11], where a transient elec-
tron plasma changes the material properties from transmissive to reflective. Another approach
in telecommunication utilizes modulation of phase and amplitude by electro-refractive [14] and
electro-absorptive effects, respectively. In semiconductor heterostructures such as quantum wells
(QW), these effects appear simultaneously and are typically induced by the Franz-Keldysh [15]
or quantum-confined Stark effect [16, 17, 18] in a Mach-Zehnder waveguide geometry. Through-
out this work we study absorption effects of a single GaAs/AlGaAs quantum well induced by
strong light-matter interaction. With regard to our QW system the term “strong” shall imply elec-
tric fields above 1 kV · cm−1. Under influence of such electric-field amplitudes, theory predicts
the AC-Stark effect and electromagnetically induced transparency (EIT). Both effects are capa-
ble of changing the absorption behavior at a single frequency by 100%, which can be exploited
for a fast absorption ampliude modulation. Although EIT and the AC-Stark effect are based on
a splitting of two quantum mechanical electron-levels strongly coupled by an externally applied
AC electromagnetic field, their physical meaning is different. Hence we investigate the question:
Do we observe an AC-Stark splitting or an EIT effect?
In 1955 Autler and Townes [19] predicted a splitting of states in a 2-level quantum mechan-
ical system, if a strong varying electric field couples the two levels resonantly. The induced
splitting is called AC-Stark effect or Rabi-splitting, where the absorption signature from a third
non-coupled state to the split states of one energy level is called Autler-Townes (AT) doublet
[20]. To investigate this effect, the method of choice is a pump-probe experiment, where a strong
electromagnetic AC-field (pump) causes a strong light-matter interaction, while a much weaker
electromagnetic field probes the AT-doublet. First observations of the AC-Stark effect have been
achieved in atoms [21, 22, 23]. For example, the group of Delsart et al. [21] investigated an
AT doublet in Neon-atoms, where a strong dye laser at 2.09 eV (594 nm) pumps a system of
Neon atoms, which is probed by a He-Ne laser at 1.08 eV (1.15µm). While atomic systems
are fixed to certain frequency bands, interest in studying the AC-Stark effect with semiconduc-
tor heterostructures grew, because there bandstructure, energy levels, electron mass, dielectric
dipole moments, etc. can be engineered [24]. Hence the community started investigations of
the AC-Stark effect in solid-state physics and tuned the AT-doublet absorption band over a broad
frequency range. An absorption energy comparable to atoms on the order of 1 eV was measured
by Kamada et al. [25], who induced an AT splitting by coupling an interband transition in a 2-
level excitonic quantum dot system. Wagner et al. [26] investigated an AC-Stark effect down to
10meV by coupling strong THz electric fields to an intraexcitonic transition in quantum wells,
while probing the splitting from a third level by an interband transition in the NIR. Another
2
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research group engineered a multi quantum well system to study a coupling between subbands
and probing from a third subband at about 100meV (MIR) [27]. Furthermore an Autler-Townes
splitting was observed in qubits of superconductors [28, 29] and AT-like structures were engi-
neered by particular metasurfaces [30], where the splitting is geometrically tunable.
Considering a pump-probe experiment of a 3-level system in more detail, we find even more
effects such as Rabi oscillations [31] (time-domain equivalent of AC-Stark effect), gain without
inversion [32] and electromagnetically induced transparency [33]. The EIT effect was observed
first in 1990 [34] and interpreted as a destructive interference effect between two pathways [35]
in a 3-level system [36]. Here the absorption signature appears under the same conditions as
it does for the Autler-Townes doublet, although the background theory of both effects is differ-
ent. It is no surprise that observing Autler-Townes splitting (AC-Stark effect) or EIT has been a
controversial issue for more than 20 years [33, 37, 36, 38].
Previous work focused on investigating multi-quantum wells [26, 24, 39, 27], while in this
work we investigate only one GaAs/AlGaAs single quantum well providing a 3-level system in
the strong light-matter interaction (LMI) regime. Here, with a single quantum well, we ben-
efit from a reduction of an inhomogeneous linewidth broadening in the absorption spectrum
such that an induced splitting of states or a split absorption signature gets already resolved for
lower electric-field amplitudes. We designed the heterostructure providing a 3-level system with
electron transitions about 10meV below the Reststrahlenband of GaAs, which is particularly in-
teresting since electron relaxation processes are assisted by acoustic phonons only [40, 41, 42].
Our experimental setup allows for time-resolved investigations of the strong LMI, where we uti-
lize the free-electron laser FELBE1 at the Helmholtz-Zentrum Dresden-Rossendorf as a strong,
tunable, pulsed pump source in the low THz range and a THz time-domain setup as a source for
broadband probe pulses. To the best of our knowledge we study for the first time the AC-Stark
effect with THz pump and probe frequencies below the Reststrahlenband. Consequently, we in-
vestigate an electron plasma inside a quantum well, while in previous work interband transitions
were probed at low THz coupling frequencies (intraexcitonic effects) [26, 43].
Although we can tailor a 3-level system in a QW, particular challenges arise because of electron
transitions in the low THz range. In general we do seek an effect based on absorption, which
is low in only one QW compared to previous experiments utilizing multi-quantum well struc-
tures. Furthermore, the absorption linewidth in this energy range is about 100GHz and thus very
broad compared to absorption linewidths of about 10MHz in atoms[22]. Consequently, stronger
electric fields are necessary to induce an observable splitting. This broader linewidth is mainly
related to disorder effects based on stronger coupling to the environment and scattering between
subbands [44].
1Free-electron laser at the Electron Linac for beams with high Brilliance and low Emiitance
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In summary, we elaborate effects induced by strong light-matter interaction with the focus on
the AC-Stark effect and electromagnetically induced transparency. The discussion will evaluate
which effect is dominant. We investigate the response of a GaAs/AlGaAs single quantum well
under the influence of a strong varying electric field with amplitudes above 1 kV · cm−1 in an
all-THz pump-probe experiment for the first time.
4
2 Light-matter interaction theory
Light-matter interaction of a single quantum well (QW) in the THz regime is the basic research
topic throughout this work. Depending on the electric-field strength, we investigate different
regimes of interaction. In the linear regime, effects such as linear absorption are standard ob-
servations in quantum wells [45, 46, 47, 48]. Higher field amplitudes allow studies of effects in
the regime of perturbative nonlinear optics, such as four-wave mixing [49]. Moreover, strong
intense electromagnetic radiation induces fundamental quantum optical effects in e.g. 2- or 3-
level systems of an atom or a quantum well in the non-perturbative regime. Here, quantum
optical effects such as coherent population trapping (CPT) [50], lasing without inversion (LWI)
[32], electromagnetic induced transparency (EIT) [33, 38], the AC-Stark or Autler-Townes effect
[19, 26] and Rabi oscillations [31, 51] are the most prominent examples of research in the last
decades.
In this chapter we provide a model of light-matter interaction theory and focus on the strongly
non-perturbative regime, in particular the AC-Stark effect and EIT in a single GaAs/AlGaAs
quantum well. Within this theory we assume for simplicity a semiclassical model, where we treat
electromagnetic radiation classically by solving Maxwell’s equations. In contrast, we model
our semiconductor heterostructure with the help of quantum mechanics and describe electron
dynamics in a 2- and 3-level system by solving the Schrödinger equation.
2.1 Electrodynamics in matter
Our semiclassical model describing the light-matter interaction regime utilizes the classical elec-
tromagnetism theory, where Maxwell’s equations provide a solution for all electromagnetic
fields. Here we introduce the general wave equation for electric fields in matter and the ma-
terials response function including connections with optical and electrical constants. Finally we
sketch a thin-sheet model to find a connection between electric fields and the response function
of a single quantum well.
With this in mind, we describe light-matter interaction with Maxwell’s equations, where we use
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the nomenclature from J. D. Jackson’s book [52]:
~∇ · ~D(~r, t) = ρfree(~r, t)
~∇ · ~B(~r, t) = 0
~∇ × ~E(~r, t) = − ∂
∂t
~B(~r, t)
~∇ × ~H(~r, t) = ~jfree(~r, t) + ∂
∂t
~D(~r, t). (2.1)
(2.2)
This system of coupled partial differential equations describe the electric field ~E(~r, t), the mag-
netic flux density ~B(~r, t) and the auxiliary fields, namely the electric displacement field ~D(~r, t)
and the magnetic field ~H(~r, t). For completeness we mention, that the electric charge density
ρ(~r, t) and the current density ~j(~r, t) fullfill the continuity equation (∂/∂t)ρ(~r, t) + ∇~j(~r, t) = 0.
In addition to the Equations (2.1) we introduce two more quantities connecting the auxiliary
fields with the electromagnetic fields. Within the material equations or constitutive relations the
connection between electric, magnetic fields and the polarization ~P(~r, t), magnetization ~M(~r, t)
is:
~D(~r, t) = ǫ0 ~E(~r, t) + ~P(~r, t) (2.3)
~B(~r, t) = µ0
(
~H(~r, t) + ~M(~r, t)
)
. (2.4)
These equations provide a clearer understanding of the auxiliary fields. Both fields are a vec-
tor addition of an initial and a material dependent field, namely the polarization ~P(~r, t) and the
magnetization ~M(~r, t), which represent secondary fields created by the interaction between elec-
tromagnetic fields and matter. Here ǫ0 is the vacuum permittivity or electric constant and µ0
the vacuum permeability or magnetic constant of free space. With the focus on the interaction
between electric fields and matter we deduce the general wave equation for ~E(~r, t):
~∇ ×
(
~∇ × ~E(~r, t)
)
− 1
c20
∂2
∂t2
~E(~r, t) = µ0
∂
∂t
(
~jfree(~r, t) + ~∇ × ~M(~r, t)
)
+
1
ǫ0
~∇ρfree(~r, t) + µ0 ∂
2
∂t2
~P(~r, t). (2.5)
For our semiconductor QW structure we can simplify this equation by two approximations. First
we limtit our deduction to the QW itself, such that any extrinsic charge carriers introduced by
doping in the barrier are negligible. Second, we assume that we have no free charge carriers in
the conduction band and neglect thermally excited carriers ( ρfree(~r, t) ≈ 0 ). Instead all carriers
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are at least bound or localized in the QW. Consequently we do not find free currents either
( ~jfree(~r, t) = 0 ). Moreover, in our experiment we will control the concentration of bound carriers,
such that we manipulate the corresponding polarization field of our QW. Third we deal with a
non-magnetic, dielectric material, so that the magnetization ( ~M(~r, t) = 0 ) vanishes. As a result
Equation (2.5) reduces to:
~∇ ·
(
~∇~E(~r, t)
)
− ∆~E(~r, t) − 1
c20
∂2
∂t2
~E(~r, t) = µ0
∂2
∂t2
~P(~r, t). (2.6)
This final wave equation represents the propagation of an electric field in a dielectric material,
which has a time-dependent source term on the right side of the equation. The polarization itself
is the field created by light-matter interaction. In general we look for the relation between the
polarization and the electric field, which are connected by a characteristic function, the electric
susceptibility χ(~r, t) representing the response of the material to the electric field. This character-
istic function is in general a complex function and specific for every material system describing
electrical and optical properties. In a classical description, the polarization is a power series of
the electric field, where depending on the strength of the electric field we find a linear or nonlin-
ear relation. The definition of the susceptibility for an electric system then includes all possible
nonlinear terms in the susceptibility itself (often written as a power series of ~E):
~P(~r, t) = ǫ0χ(~E,~r, t)~E(~r, t). (2.7)
In general terms, the susceptibility is a tensor and dependent on the position vector ~r. Since
we are interested in the polarization of our QW system, we consider only a thin layer which
we assume to be isotropic. Hence the susceptibility is not space dependent χ(~r, t) = χ(t) and
becomes a scalar-function dependent on time or frequency in Fourier space.
In conclusion, the basic task is to calculate the polarization and find the quantum mechanical
susceptibility describing the materials response or in other words the light-matter interaction.
With the help of Maxwell’s equations, we connect the susceptibility with other common quan-
tities such as the permittivity ǫr, the complex refractive index n˜ (optical properties) and the
conductivity σ (electrical properties):
ǫr(ω) = 1 + χ(ω)
σ(ω) = −i · ǫ0ωχ(ω) (2.8)
n˜(ω) =
√
ǫr(ω)
=
√
1 + χ(ω), (2.9)
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where n˜ = n+ iκ is a complex quantity with the real part n the refractive index (dispersion, refrac-
tion) and κ = α λ4π the extinction coefficient (absorption coefficient α). However, all quantities are
equivalent and represent the same physics. Especially for a 2-dimensional system such as quan-
tum wells, a fundamental relation exists connecting the 2D absorption coefficient α2D = α/Leff
and the 2D sheet conductivity. The relation below shows the proportionality between these
quantities and is only valid in a 2D system if Re
[
σ2D
]
≪ ǫ0c0 and if the refractive index of the
sourrounding media is the same [53]:
α2D =
1
ǫ0c0
Re
[
σ2D
]
Re [n˜]
. (2.10)
2.1.1 The response function of a single quantum well
In this section we further modify the wave equation (2.6) above for a single quantum well model.
Our aim is then the deduction of the susceptibility within a linear theory, where the polarization
depends linearly on the electric field. As we see in the next chapter about experimental methods,
we can calculate with this relation the susceptibility or other optical constants by measuring
electric fields.
Throughout this work we apply an absorption model developed by Golde et al. [54] and Jahnke
et al. [55], which we follow closely to highlight assumptions and where we add some extra
explanation. Simplifying further the wave equation (2.6) for the electric field in matter, we find
an expression for the wave equation with z-polarized electric fields propagating parallel to a 2D
sheet, in particular here a single quantum well [55]:
[
∂2
∂z2
− n
2
B(z)
c20
∂2
∂t2
]
E(z, t) = −µ0 ∂
2
∂t2
PQW(z, t) (2.11)
Here the QW plane equals the ~q|| = (x, y)-plane, where we investigate the QW polarization at
~q|| = (0, 0). The z-axis represents the growth direction of the QW semiconductor heterostructure.
The refractive index nB is the background index representing the spatial profile of an unexcited
system. We simplify this refractive index by taking only an average value nB(~r) = nB, which
is an effective-index value between the refractive indices of AlGaAs and GaAs, which are the
semiconductor materials of our QW structure. The quantity PQW(z, t) is the QW polarization
induced by an externally applied electric field. We model the QW polarization as PQW(z, t) =
P2DQW(t)δ(z − z0), where z0 is the position of the QW and P2DQW(t) is the 2D polarization with the
unit [As ·m−1]. With this assumptions we solve the wave equation (2.11) in the Fourier space at
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the position z = z0 with the following definition of the Fourier transform:
E˜(q, ω) =
1
(2π)
∫ ∞
−∞
∫ ∞
−∞
E(z, t)e−i(qz−ωt)dzdt
P˜(q, ω) =
1
(2π)
∫ ∞
−∞
∫ ∞
−∞
P(z, t)e−i(qz−ωt)dzdt. (2.12)
Consequently, we calculate the transmitted and reflected electric field at the QW/barrier junction
ET(t) and ER(t), respectively, with the inverse Fourier transform [55]:
ET(t) = E0(t) − µ0c02nB
∂
∂t
P2DQW(t) (2.13)
ER(t) = −µ0c02nB
∂
∂t
P2DQW(t). (2.14)
(2.15)
In equation (2.13) E0(t) = ETHz(t) is the electric field transmitted through an empty QW (without
electrons), which serves as a reference. Instead, ET(t) is the electric field transmitted through
a filled QW (with electrons), where e.g. we control the electron density inside the QW by an
externally applied electric field in our experiment. Hence the differential transmission∆ETHz(t) =
ET(t) − E0(t) is the difference between both fields described above and represent the change of
the electric field between the states of an empty and a filled QW. If we transform Equation (2.13)
into the Fourier space and consider the relation between the polarization and the electric field
~P(ω) = ǫ0χ(ω)~E(ω), we find an equation for the linear 2D susceptibility χ2D(ω) = χ(ω)Leff
(unit: [m]). Here Leff represents an effective, characteristic length of the investigated system (for
example 1 nm).
∆E˜(ω) =
µ0c0
2nB
iωP˜2DQW(ω)
=
µ0c0
2nB
iωǫ0χ
2D(ω)E˜0(ω)
⇒ χ2D(ω) = −i2nBc0
ω
∆E˜(ω)
E˜0(ω)
(2.16)
This relation connects the electric susceptibility and the experimentally obtained electric fields
from THz time-domain spectroscopy (see Chapter 3). If we now have a look again at the po-
larization equation (2.7) in the Fourier-space, we recognize that the quantum well polarization
is proportional to the differential transmission P˜2DQW(ω) ∝ ∆E˜(ω). In other words, we deduced a
relation for thin media (characteristic length << λ ), which allows us to interpret the measured
differential transmission as the quantum well or intersubband polarization. We can think about
the intersubband polarization as a field that is induced in the QW by an external electric field.
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As mentioned above, we can easily transform the susceptibility into the 2D conductivity by using
basic relations between optical constants from the set of equations (2.8).
σ2D = −2nBcǫ0∆E˜(ω)
E˜0(ω)
(2.17)
In general, the complex conductivity gives the electrical response of a system, where the real
part how conductive a material is (a high value means a highly conductive material). Hence,
Equation (2.17) describes that we can probe the conductivity properties of a material without
contact by illuminating a QW. As a consequence, we have an increase in conduction at the cen-
tral frequency of a resonance. There, the electrons can follow the electric field. In this sense
the optical conductivity probes the AC-properties of an electric conductor. The imaginary part
of the conductivity represents the phase influence of an electric field. Furthermore, rewriting the
susceptibility in terms of conductivity has the advantage that we can utilize the direct propor-
tionality between the real part of the 2D conductivity and the 2D absorption given by Equation
(2.10) for an easier interpretation of spectral features. For a better understanding we point at the
relation k = ω/c · (n + iαλ/(4π)), where n corresponds to Im(σ) and α to Re(σ) and its relation
with the phasors of an electromagnetic wave. Another important aspect of Equation (2.17) is that
σ2D is a differential quantity. Practically we modulate the carrier density in the QW and conse-
quently we probe only the difference between two states, a QWwithout electrons and a QWwith
electrons. That means our system consists of σ = σB + ∆σQW , where our model is not sensitive
to the constant background conductivity σB, such that we determine only the conductivity of the
QW ∆σQW = σ2D .
In summary, we probe electrical properties contactlessly with an electromagnetic wave in
spectroscopy. While in principle the conductivity could be also probed with a high frequency
current, high frequency electronic-sources are limited. Instead, we have plenty of techniques to
generate THz radiation for measuring contactless in this frequency range.
2.2 Quantum systems: The finite quantum well
In the beginning of the chapter we introduced a theory of electromagnetic dynamics in matter.
Now we want to specify the system, with which the fields are interacting. Here, we investigate a
single GaAs/AlGaAs quantum well, a semiconductor heterostructure, grown by molecular beam
epitaxy (MBE). The AlGaAs surrounds a few nm thin GaAs layer, where the band gap energy
difference between both materials creates an electron confinement, here a quantum well (see
Figure 2.1). We find n subbands of different energy states in the valence and conduction band,
wherby we consider only the latter. We can describe this confinement with a potential VQW(z)
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Figure 2.1: A finite potential well. The potential well or quantum well is here a GaAs layer
sandwiched by AlGaAs, which defines the potential barrier height V0. Inside the
QW, n-subbands define the energy bands En for electrons.
in growth direction z of semiconductor layers. Then we solve this well-known 1D problem with
the stationary Schrödinger equation:
Hˆ0ψn(z) = d
dz
(
− ~
2
2m∗(z)
d
dz
ψn(z)
)
+ VQW(z)ψn(z) = Enψn(z), (2.18)
with:
VQW(z) =
V0 , if |z| ≥
a
2
0 , if 0 < |z| < a2 .
The equation above describes a single electron confined in a finite square-shaped potential and
provides a way to calculate its energy eigenstates. An approach for finding a solution of the wave
function is to split the wave function in three parts according to the barrier or potential well. For
|z| ≥ a2 and E < V0 we assume an exponential decaying function ψ(z) = A+,− exp(±κx), where the
sign of the exponent depends on z < 0 or z > 0. Inside the QW at 0 < |z| < a2 we assume the
wavefunction to be ψ(z) = B sin(knz) + C cos(knz). Here kn =
√
(2m∗QWE)/~2 is the wavevector
of the oscillating wavefunctions inside the QW and κ =
√
[2m∗bar(V0 − E)]/~2 is the damping
coefficient of the decaying wavefunction inside the barrier. The quantities m∗bar and m
∗
QW are the
effective masses of the potential barrier and the quantum well, respectively. From continuity
conditions we obtain a system of linear equations, which determinant gives a transcendental
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equation providing a condition for all allowed kn-vectors (with the ratio M = m∗bar/m
∗
QW):
(2κ2(V0)M − k2n) sin(kna) + 2κ(V0)knM cos(kna) = 0. (2.19)
With numerical solutions for kn of the equation above, we obtain the energy states for a square-
shaped finite potential:
En = ~
2
2m∗QW
k2n , in z-direction (2.20)
Considering Equation (2.19) the number of states n as well as the energy eigenvalues are strongly
dependent on the barrier height V0 given by the heterostructure materials, and the confinement
width given by the grown layer-thickness a. In view to our experiment we simplify our light-
matter interaction model by considering only 3 subbands in our QW. Hence, in the next sections
we study light-matter interaction effects in a 2- and 3-level system.
2.3 Light-matter interaction in quantum mechanical
systems
The growth of semiconductor crystals and alloys by molecular beam epitaxy leads to many ap-
plications such as quantum cascade lasers [56], photodetectors [57] and high-mobility transistors
[58], but also gave access to investigate many fundamental quantum effects in solid-state physics.
Within quantum mechanics we can describe effects such as absorption, emission, Rabi oscilla-
tions and the AC-Stark effect for a simple 2-level system, while for other effects such as coherent
population trapping, lasing without inversion and electromagnetically induced transparency, a 3-
level system is necessary. In our experiment we choose a single quantum well (as described
above) as a case study of such a 2- or 3-level system. From classic electrodynamics we obtain
a matter dependent characteristic susceptibility, which represents a response function of light-
matter interaction. In our model, we focus on a combination of quantum mechanics and classic
electrodynamics, such that the susceptibility describes all effects listed above. In this section we
will deduce the susceptibility depending on different light-matter interaction regimes. In particu-
lar we focus on certain susceptibility models, which we utilize for the analysis of our experiment.
For convenience we transform the susceptibility into other optical constants via the relations in-
troduced in Equation (2.8). For effects related to a 3-level system we only provide the concept
for theoretical modeling of the susceptibility, while a precise calculation is not within the scope
of this work. Our theoretical semiclassical approach is based on the density matrix formalism
to solve the Schrödinger equation, where we utilize the classical description of electric fields as
above (see Section 2.1) to express the light-matter interaction Hamilton operator. We define this
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interaction Hamiltonian HLMI within the dipole approximation. That means, we consider only
wavelengths of electric fields (magnitude ≈ 100µm) much larger than the dimension of the QW
(qm-system) (magnitude ≈ 10 nm). It follows that we can neglect the applied electric-field phase
factor correlated to space coordinates ei~k~r = ei2π/λ · |~r| ≈ 1 and we obtain only a t-dependent field
~E(~r, t) = ~E(t).
HˆLMI(~ˆr, t) = ~ˆµ
(
~ˆr
)
·
~E0
2
(
e−iωt + e+iωt
)
︸               ︷︷               ︸
external electric field
(2.21)
Here ~ˆµ = e~ˆr is the electric dipole moment. The complete Hamiltonian describing our QW system
is then a sum of the stationary and interaction Hamiltonian.
i
~
d
dt
ψ(~r, t) = Hˆψ(~r, t) = (Hˆ0 + HˆLMI(~ˆr, t))ψ(~r, t) (2.22)
With a separation ansatz, the wavefunction in the Schrödinger equation splits in a time and
space dependent amplitude ψ(~r, t) = φ(~r) · a(t). Consequently, we can study the time-dependent
solution independently. In Section 2.2 we solved the stationary Schrödinger equation. Here we
will solve the time-dependent Schrödinger equation to describe interaction of time-dependent
electromagnetic fields.
In Section 2.3.1 we start with deducing the susceptibility for a 2-level system. Since this topic
is a well-known problem described in many books, we focus only on the main assumptions and
steps to present a complete theory throughout this chapter. For this we will introduce the density
matrix formalism and pick some interesting results from Boyd’s book about nonlinear optics
[59] andMilonni laser physics [60]. Afterwards in Section 2.3.3 we look for a model describing
a 3-level system and provide equations for modeling of the susceptibility in a strong coupling
regime.
2.3.1 The linear and nonlinear regimes
Let us start with solving the time-dependent Schrödinger equation for a 2-level system and model
the linear and nonlinear susceptibility. For this purpose we introduce the density matrix formal-
ism following Boyd [59] and Bertlmann [61], which will extend the single or many-particle
wavefunction concept of the Schrödinger equation (2.22) to a statistical ensemble of particles.
To explain the concept, we first characterize the wavefunction of single particles and second de-
scribe the density matrix of our ensemble. For both cases we use a 2-level system as an example.
In general we distinguish wavefunctions between pure and mixed states. Pure states have a
probability amplitude of one, refer to a state with an eigenenergy Ei and can be described by a
single wavefunction. As an example, in a 2-level system for atoms or semiconductor quantum
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wells we find the pure states |1〉 and |2〉. If all particles are in the first level, the probability to
find N particles in state |1〉 is one. Mixed states are a statistical ensemble of pure states. An
example for a mixed state is an ensemble in a 2-level system, where the population is distributed
to 50% in state |1〉 and 50% in state |2〉 such that the phase relation between wavefunctions is
random. We call this special case a completely mixed state. We include these class of states
by introducing the density matrix operator ρˆ =
∑
i pi |ψi〉 〈ψi|. Here the coefficients pi represent
a certain probability amplitude for a state |ψi〉. Furthermore, we can express the operator as
a matrix, where the elements are given by ρi j = ci(t)c∗j(t). Here the diagonal elements (i =
j) represent the populations of every level i with the wavefunction |psii〉 and the off-diagonal
elements (i , j) are the coherences of the mixed state representing quantum jumps (or dipole
moments) between states. With the help of the density matrix one find a difference between
both kind of states by calculating the trace of the matrix. While pure states are characterized by
Tr(ρ) = Tr(ρ2) = 1, for mixed states we find Tr(ρ) = 1 > Tr(ρ2). Hence the trace of the square
density matrix provides a kind of measure for the mixed state. Referring to our example above,
a totally mixed state has then a trace of Tr(ρ2) = 1/n, where here n is the number of dimensions
in the considered system. As a remark, the density matrix elements fullfill the relation ρi j = ρ∗i j
and
∑n
i = ρii = 1, which is the conservation of population occupation.
In this concept the coherences describe a coherent change between the states, such that a
fixed phase relation between the different states |ψi〉 is provided. This means, if the off-diagonal
elements vanish, the system is in a complete mixed state, where the phases of the wavefunctions
between both levels are completely random. In this sense, we can distinguish between coherently
and incoherently mixed states. For example, the coherence between two states can vanish due to
processes such as spontaneous emission or scattering causing an instantaneous change or jump in
the phase, where the new population distribution after these processes does not have a common
phase anymore (incoherently mixed state).
Connecting the density matix operator and the time-dependent Schrödinger equation for bra-
and ket-vectors we deduce the Liouville-von Neumann equation:
i~ · ∂ρˆ
∂t
=
[
Hˆ , ρˆ
]
(2.23)
This equation describes the dynamics of coherently and incoherently mixed states for many par-
ticles within a statistical approach. With Equation (2.23) and light-matter interaction in mind we
interpret the diagonal elements ρii as the time-dependent population occupation probability and
the non-diagonal elements ρi j (i , j) as the time-dependent electron displacement probability
(dipole moments or quantum jumps between states) caused by an external electric field [60].
Many books such as Boyd’s book about nonlinear optics [59, p. 287ff.] provide the density
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matrix equations deduced from Equation (2.23) concerning a 2-level system. Consequently we
focus in this subsection on the interpretation and provide the solution directly referring to Boyd
([59], section (6.2)) andMilonni [60, p. 408ff.]. We start from the following system of equations
based on the Liouville-von Neumann equation:
ρ˙11 =
ρ11
τ
− i
2
(Ω21ρ12 −Ω12ρ21)
ρ˙22 = −ρ22
τ
+
i
2
(Ω21ρ12 −Ω12ρ21)
ρ˙12 = −
(
1
T
− iω21
)
ρ12 + i
Ω21
2
(ρ22 − ρ11)
ρ˙21 = −
(
1
T
+ iω21
)
ρ21 − iΩ122 (ρ22 − ρ11), (2.24)
Ωi f =
Vi f
~
=
|~µi f | · |~E(t)|
~
(2.25)
These equations represent the time-dependent probability dynamics of a closed 2-level system,
where Ωi j is the Rabi frequency. The elements Vi f equal the elements of our above defined
light-matter interaction Hamiltonian HLMI,i f . All terms containing the time constants Ti (i =
1, 2) are not directly included in the deduction of the density matrix equations and added to
include effects as spontaneous emission and elastic collisions. In more detail, the added terms
with the time constant τ represent a population decay (e.g. spontaneous emission) and terms
including T represent a dephasing. Both contributions consider random phase changes and so
incoherently mixed states. Following the deduction of the susceptibility for this system, we find
an expression for a steady-state solution of the density matrix equations (2.24) and the definition
of the polarization within the statistical approach [59, p. 287]:
~P(t) = N · 〈µˆ〉 = N ·Tr(ρˆµˆ) = N · (µ12ρ21 + µ21ρ12) = ǫ0χE(t). (2.26)
Here N is the number density depending on the dimension of the investigated system. We define
the detuning factor ∆21 = ω − ω21, which gives the difference between the exciting frequency
and the resonance frequency between the two energy levels. Hence Boyd’s book provides an
expression for the susceptibility in the rotating wave approximation [59, p.288], where the term
(ρ22 − ρ11)eq describes the population difference in thermal equilibrium:
χ =
[
N(ρ22 − ρ11)eq|µ21|2 T
ǫ0~
]
· ∆12T − i
1 + ∆212T
2 + Ω2τT
(2.27)
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The linear light-matter interaction regime
Within the linear regime the electric field is weak and consequently the susceptibility is indepen-
dent of the electric-field amplitude. Thus in Equation (2.27) the Rabi-frequency vanishes Ω ≈ 0.
Let us redefine some quantities to rewrite Equation (2.27) and make it easier to compare to the
2D absorption coefficient (see Equation (2.32)) deduced with a perturbative approach below.
• the dipole-matrix moment: |〈~ˆµ〉| = e|〈ˆ~r〉|
• the oscillator strength [53]: f12 = 2m*ω21|〈ˆ~r〉|2/~.
• the density nV = N · (ρ22 − ρ11)eq
• the scattering rate: γ = T−1
With the listed four changes we rewrite the linear susceptibility within the linear light-matter
interaction regime between two energy levels to:
χ(ω) =
nVe
2
2ǫ0ω21m*
f12 · ∆21 − iγ
∆221 + γ
2
(2.28)
We find a typical Lorentzian line shape for the resonance describing absorption as well as emis-
sion processes. The broadening is then fully given by the time constant T or γ. This result
matches with the mechanical oscillator model except the amplitude factor, which is here more
specifically defined with the oscillator strength and the effective mass.
The nonlinear regime of light-matter interaction
For matter of completeness we also introduce the nonlinear regime, although investigations are
not part of this work. A general approach is a power series expansion of the polarization to
describe nonlinear terms, which become important for stronger electric fields [59, p. 277]:
P(t) = ǫ0
(
χ(1)E(t) + χ(2)E(t)2 . . .
)
(2.29)
In some cases this approach is not sufficient as for instance for a saturable absorber. Here we as-
sume that the external electric-field amplitude increases, such that the Rabi term does not vanish
and we reach the saturation regime of a 2-level system. Considering the linear proportionality
between the Rabi frequency and the electric-field amplitude we can rewrite the susceptibility.
χ(ω) =
χ0
ω21
· (∆21 − iγ)/(∆
2
21 + γ
2)
1 + Ω2τγ/(∆221 + γ
2)
=
χ(1)
1 + A(∆21) · | ~E(t)|2
(2.30)
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Here the introduced quantity A(∆21) is mainly dependent on the detuning ∆21, thus for (∆221 +
γ2) >> Ω2(E(t)) we use a Taylor approximation of the term 1/(1 + A|E|2) at the value A|E|2 =
0. Consequently we find a formula for χ representing the linear response χ(1) and all higher
nonlinear terms.
χ = χ(1)
[
1 − A · |~E(t)|2 + . . .
]
= χlin + χ
(3)|~E(t)|2 + . . . (2.31)
This expression is valid for ∆21 >> Ω(E(t)) for a fixed scattering rate γ, which means ∆21 , 0 and
further that we investigate only off-resonant light-matter interaction within the nonlinear regime.
In literature the nonlinear regime is often treated as an expansion of the linear polarization to
higher-order polynoms of the electric-field amplitude [52]. Nonlinear effects include effects such
as second harmonic generation [62], optical rectification [63] or difference- and sum frequency
generation [64].
Summarizing, within a simple 2-level model we deduced the complete electric response uti-
lizing the density matrix formalism. In a linear regime we consider resonant effects such as
absorption or spontaneous emission as we observe in our experiment to characterize our single
quantum well system. For the sake of completeness and a general understanding, we introduced
the nonlinear regime, which appears off-resonance in a saturation regime considering high inten-
sities (I ∝ |~E(t)|2). In general we considered only relatively weak electric fields in this section,
however, the deduced electric susceptibility provides also the non-perturbative light-matter in-
teraction regime, where the Rabi frequency does not vanish and Rabi oscillations appear [31].
Effects caused in this regime we will investigate more deeply in the next section within the
context of a 3-level system.
2.3.2 Linear absorption within the weak-perturbation theory
If light-matter interaction considers only a weak perturbation by an electromagnetic field, then
the time-dependent Schrödinger equation can be solved by Fermi’s golden rule (first order per-
turbation theory). As a result we will gain an expression for the 2D absorption of intersubband
transitions in a quantum well. We follow this ansatz and refer to Helm [53, p. 5-12], while also
here we focus more on explanations instead of a detailed deduction.
Starting with Lambert-Beer’s law −dI/dz = αI, we define the absorption coefficient α. Here
the absorption coefficient is a change of intensity I through a infinite small distance dz, while
radiation propagates through a volume V . The intensity change −dI/dz itself is proportional to
the intersubband transition (ISBT) energy Ei f = ~ω f i, the probability amplitude Wi→ f given by
Fermi’s golden rule and the carrier density nV . However, a QW represents a thin layer with a
sheet density ns. Let us consider consequently the 2D absorption coefficient α2D of a 2D sheet
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with an area A instead of a volume (V = ALeff), so that α2D = α3D/Leff. As a result we get an
expression for the 2D absorption coefficient as the absorbed energy per intensity, area and unit
time:
α2D =
~ω
IV
·Wi→ f ∝
∑
i, f
δ(~ω f i − ~ω). (2.32)
Here the initial intensity is I = 0.5 · ǫ0c0n|~E0|2 and we included already the polarization selection
rule (for details see [53]) So far the absorption is an infinitely narrow resonance at the frequency
ω f i = ωi f indicated by the δ-function. In reality resonances are naturally broadened by dephasing
processes such as scattering or a decay with a certain lifetime. As a model for the oscillator we
assume a Lorentzian lineshape (homogeneous broadening) with the parameters: γh = γ~ = T−1~
the half width at half maximum (HWHM) linewidth, fi f the oscillator strength and Ei f the bare
ISBT energies between the levels i and f . Here T is the dephasing time describing for instance
an collision between two electrons or an electron and a phonon. By replacing the Dirac delta
function with our Lorentzian, we introduce a detuning between two levels i, f and the probing
frequency ∆ f i = ∆i f . The absorption coefficient then becomes:
α2D =
nAe
2
~
2nǫ0c0m∗
f12
γh
(~∆21)2 + γ2h
(2.33)
In contrast to the density matrix formalism, where we obtain the complete complex optical con-
stant, within the perturbative approach we only obtain the 2D absorption coefficient. However,
we can calculate the corresponding refractive index with the Kramers-Kronig relation. We also
obtain a polarization selection rule for ISBT from Fermi’s golden rule [53, p. 8]. This rule al-
lows only ISBT for electric fields with a perpendicular polarization component to the QW layer.
As a consequence the ISBT polarization rule limits the measurement geometries for coupling the
light into a QW and one has to develop a certain strategy such as utilizing waveguide geometries,
which we present in Chapter 4 for the sample characterization.
2.3.3 The non-perturbative regime of a 3-level cascade-EIT ladder
system
So far we investigated the linear and nonlinear regime of light-matter interaction for weak elec-
tric fields covering resonant and off-resonant effects, respectively. While a weak electric field
follows the condition ∆12 ≫ Ω(E(t)), where the Rabi frequency and so the electric field approxi-
mately vanishes, we will investigate now interaction with strong fields, where the Rabi frequency
is in the same magnitude as the linewidth of the resonance. In this non-perturbative regime we
study effects caused by on-resonance interaction of a strong pump field within an 3-level system,
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(a) Lambda system (b) Cascade-EIT lad-
der system
(c) Cascade Autler-
Townes ladder
system
(d) Vee system
Figure 2.2: Four schemes of a 3-level system of light-matter interaction. Depending on
the levels being pumped and the order of the levels we distinguish between a
lambda [35, 65, 66, 33, 67, 68], a vee [69, 70, 71, 72], a cascade-EIT ladder
[73, 74, 75, 76, 77, 78, 79, 80, 26, 24] and a cascade Autler-Townes ladder
[75, 81, 80, 27] system. While the Autler-Townes effect can be observed in all con-
figurations, effects such as electromagnetically induced transparency appear only
in the lambda and cascade-EIT ladder system.
instead of 2-levels as considered before. We want to highlight that the strong light-matter cou-
pling is the same for both systems, however, now we investigate the system differently. While
the 2-level system is probed within the same levels, we look at the strong light-matter cou-
pling between two energy levels from a third level. This means, we probe the strongly coupled
levels with a weak, quasi non-interacting, electric field. Considering this pump-probe exper-
iment there exist four configurations of 3-level schemes as sketched in Figure 2.2, which are
namely the Lambda, Vee, cascade-EIT ladder and Autler-Townes ladder system, respectively
[36, 82, 83, 38]. Our investigated QW represents a cascade-EIT ladder system, where the strong
electric field is resonant to the transition between the second and third level, while we study this
system with a probe-field resonant to the first ISBT E21. To determine a solution for this problem
two major approaches are utilized, the dressed states picture and the density matrix formalism.
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Although both theories were developed for atom-like systems, these theories have been adopted
for two and 3-level systems in semiconductor heterostructures. While we easily obtain the en-
ergy structure from the dressed states picture, we follow the density matrix formalism for the
3-level QW susceptibility. However, an analytical solution of our model as well as a numerical
investigation of the susceptibility is beyond the scope of this work, where we focus on a qualita-
tive characterization. Although a density matrix approach provides a lot of interesting effects as
introduced in the introduction, we discuss especially electromagnetically induced transparency
and the Autler-Townes splitting.
The density matrix formalism
The structure of interest in this work is a single AlGaAs/GaAs quantum well. We restrict investi-
gations on a quantum well to 3 subbands, because we expect that only transitions between these
levels are of primary importance. We will now deduce the density matrix equations and follow
closely the description of this method presented in the book by Milonni [60, p. 401ff.] (intro-
duced with a 2-level system). Our pump-probe experiment is set in a 3-level cascade-EIT ladder
configuration (see Figure 2.3). Hence we need to redefine our Hamiltonian for the light-matter
interaction and introduce a weak-probe light-source utilized for investigating the induced strong
coupling of the pump source. Assuming again the dipole approximation, we find an expression
for the interaction Hamiltonian HˆLMI of a 3-level system.
HˆLMI(ˆ~r, t) = ~ˆµ ·
[ ~Ep
2
(
e−iωpt + e+iωpt
)
︸                 ︷︷                 ︸
probe field
+
~Ec
2
(
e−iωct + e+iωct
)
︸                 ︷︷                 ︸
pump (coupling) field
]
(2.34)
A strong pump electric field couples the second and third subband in our QW, which modifies
both subbands by splitting them. Then a weak probe electric field interacts linearly from the first
subband with the second split subband. Since the probe field is linear, we have a superposition
of monochromatic fields, which is an approximation especially for the broadband probe in our
experiment. Utilizing the interaction Hamiltonian from Equation (2.34) for solving the time-
dependent Schrödinger equation (2.22), we obtain a system of equations for the time-dependent
coefficients am(t) (see Section 2.3 ψ(~r, t) = φ(~r) · a(t)).
i~a˙m(t) = Emam(t) +
3∑
n
Hmn(t)am(t) (2.35)
Since we consider only the first 3 subbands of our QW, the Hamiltonian is a (3 × 3)-matrix.
Considering the parity selection rules, states with wavefunctions of equal parity do not inter-
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Figure 2.3: Scheme of a 3-level cascade-EIT ladder system. A strong electric field (pump
field; green) resonant between the upper two levels induces a non-perturbative
light-matter interaction. This strong field splits the second and third level into two
levels each with a energy difference proportional to the Rabi frequency Ω between
the new split states. The arrows with ±∆E indicate an energy shift, if pump light
is off-resonant. A weak electric field (blue) probes the split states of the second
level from the ground level. The double arrow of the probe indicates a broadband
interaction, which means that several electron transitions between the ground level
and higher levels are probed simultaneously. The different time constants τ f i rep-
resent the population decay times, while the decay rates γ f i describe non-radiative
processes of transitions between levels f and i.
act with each other and consequently vanish: H11 = H22 = H33 = H13 = H31 = 0. As a
consequence, we assume a resonant interaction of pump and probe with the second and first in-
tersubband transitions, respectively. Cross terms (e.g. the influence of pump on the first ISBT)
are neglected and so the off-diagonal elements such as H12 = i(Ωp12(t)/2) ·
(
e−iωpt + e+iωpt
)
are
independent of the term e−iωct. Hence we get the following system of equations:
i~a˙1(t) = E1a1(t) +H12(t)a2(t)
i~a˙2(t) = E2a2(t) +H21(t)a1(t) +H23(t)a3(t)
i~a˙3(t) = E3a3(t) +H32(t)a2(t). (2.36)
Next we set the energy of the first state as a reference to zero E1 = 0 such that the other energy
eigenvalues can be rewritten in terms of transition energies in respect to the first state Ei →
Ei − E1 = ~ωi1 (i = 2, 3). The system of equations for the time-dependent coefficients am(t)
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transform then to:
a˙1(t) = i
Ω
p
12(t)
2
(
e−iωpt + e+iωpt
)
a2(t)
a˙2(t) = −iω21a2(t) + i
Ω
p
21(t)
2
(
e−iωpt + e+iωpt
)
a1(t) + i
Ωc23(t)
2
(
e−iωct + e+iωct
)
a3(t)
a˙3(t) = −iω31a3(t) + i
Ωc32(t)
2
(
e−iωct + e+iωct
)
a2(t). (2.37)
To simplify Equations (2.37) of the time-dependent probability amplitudes we apply the the
rotating wave approximation (RWA). The RWA neglects all fast varying time dependencies and
consequently considers only slow changes. Hence, we first define slowly varying coefficients
cm(t) corresponding to the m-th state, oscillating with the unperturbed transition frequency.
a1(t) = c1(t)
a2(t) = c2(t)e−iωpt
a3(t) = c3(t)e−i(ωc+ωp)t (2.38)
If we substitute now the coefficients am(t) and their derivatives in Equations (2.37), phase factors
with the fundamental frequency ωp, ωc disappear and we find terms with phase factors ei2ωpt
and e−i2ωct. Within the RWA, terms with a fast phase rotation (here e−i2ωit) are neglected, so
that we consider a phase factor free system of equations. In other words, we neglect fast time-
varying probability amplitudes in our 3-level system. As a consequence we get within the RWA
the condition Ωp,c
i j
≪ ωp,c, where the Rabi frequency has to be much less than the fundamental
frequency of the probe and coupling field, respectively. The authors Zaks et al. [24] studied
the the ultra strong coupling regime beyond the RWA, where they confirm experimentally the
breakdown of the RWA for Rabi frequencies being a significant fraction of 50% of the ISBT
resonance frequency. Concerning this condition, our Rabi frequencies are below and validate the
RWA approach both for our theoretical and experimental studies. Considering the substitution
of the slow varying coefficients (see equations (2.38)) and confirming the RWA above, we find
the following equations:
c˙1(t) = i
Ω
p
12(t)
2
c2(t)
c˙2(t) = i(ωp − ω21)c2(t) + i
Ω
p
21(t)
2
c1(t) + i
Ωc23(t)
2
c3(t)
c˙3(t) = i(ωp + ωc − ω31)c3(t) + i
Ωc32(t)
2
c2(t). (2.39)
Let us summarize our results. So far we have developed equations, describing time-dependent
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probability amplitudes in a 3-level cascade-EIT QW system without considering dephasing pro-
cesses and spontaneous emission. Based on Equations (2.39) we will apply the density matrix
formalism. In contrast to the description within the 2-level system above, now we will show both
the coherent approach and the extension by incoherences, e.g. spontaneous emission. Utilizing
the definition of the density matrix elements ρi j = ci(t)c∗j(t) including population probabilities of
all states (diagonal elements), we obtain equations representing a coherent system:
ρ˙11 = i
Ω
p
12
2
(ρ21 − ρ12)
ρ˙22 = i
Ω
p
12
2
(ρ12 − ρ21) + i
Ωc23
2
(ρ32 − ρ23)
ρ˙33 = i
Ωc23
2
(ρ23 − ρ32)
ρ˙12 = i(ωp − ω21)ρ12 + i
Ω
p
12
2
(ρ22 − ρ11) − i
Ωc23
2
ρ13
ρ˙23 = i(ωc + ω31 − ω12)ρ23 + i
Ωc23
2
(ρ33 − ρ22) + i
Ω
p
21
2
ρ13
ρ˙13 = i(ωp + ωc − ω31)ρ13 + i
Ω
p
12
2
ρ23 − i
Ωc23
2
ρ12. (2.40)
This system of Equations (2.40) describes the coherent evolution for an statistical ensemble of
electrons considering non-zero off-diagonal elements. Thus the population transfer controlled
by phase terms with the Rabi frequency Ωc23 and Ω
p
12 is coherent. Namely, coherent processes
are absorption and stimulated emission driven by the applied pump and probe fields. We want
to comment that effects such as Rabi oscillations, the AC-Stark effect or Autler-Townes splitting
are already explained within Equations (2.40) and so coherent processes.
A more realistic description of electron dynamics include incoherent processes such as spon-
taneous emission appearing in our QW system. An incoherent population transfer will destroy
the fixed phase relation between the wavefunction in the initial state and the wavefunction in
the final state. Except for the ground level, we find intrinsic population decay times τ f i = β−1f i
for the second and third subband as well as the dephasing parameters γ f i. In case of an atomic
system we address the population decay of electrons to spontaneous emission of photons, while
in our quantum well mainly a non-radiative decay via phonon emission occur with much larger
dephasing rates γ f i than population decay rates β f i due to the relatively long subband lifetime
for spontaneous emission. In Figure 2.3 all possible decays are marked with black arrows and
their time-constants, accordingly. However, we have to add artificially all decay rates represent-
ing incoherent processes such as spontaneous emission and dephasing [27]. Hence we gain rate
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equations for a semi-classical light-matter interaction model, called optical Bloch equations.
ρ˙11 =
ρ22
τ21
+ i
Ω
p
12
2
(ρ21 − ρ12)
ρ˙22 = −ρ22
τ21
+
ρ33
τ32
+ i
Ω
p
12
2
(ρ12 − ρ21) + i
Ωc23
2
(ρ32 − ρ23)
ρ˙33 = −ρ33
τ32
+ i
Ωc23
2
(ρ23 − ρ32)
ρ˙12 = i(ωp − ω21 + iγ21)ρ12 + i
Ω
p
12
2
(ρ22 − ρ11) − i
Ωc23
2
ρ13
ρ˙23 = i(ωc + ω31 − ω21 + iγ32)ρ23 + i
Ωc23
2
(ρ33 − ρ22) + i
Ω
p
21
2
ρ13
ρ˙13 = i(ωp + ωc − ω31 + iγ31)ρ13 + i
Ω
p
12
2
ρ23 − i
Ωc23
2
ρ12. (2.41)
Although the coherent density matrix equations (2.40) already explain a lot of effects in the
non-perturbative regime such as the AC-Stark effect, we obtain a more complete view only by
including spontaneous emission. As a consequence, the Equations (2.41) explain also effects
such as coherent population trapping (CPT) and electromagnetically induced transparency. In
view to our pump-probe experiment, we utilize a broadband probe and a narrowband prump
(quasi monochromatic) field, while here the set of equations models two monochromatic elec-
tromagnetic fields. Nevertheless, the main result is an expression of the susceptibility, where in
first approximation we can imagine a frequency sweep of the electric field as a broadband probe.
From the optical Bloch equations we obtain solutions for the off-diagonal elements and we are
able to calculate the polarization as in case of the 2-level system by summing up these elements
(corresponding to dipole elements). In spite of that, we provide a simpler access to a model of
the split energy structure within the dressed states picture.
Dressed states picture
As compared to the density matrix formalism, the dressed-states picture gives a more intuitive
and simpler access to the energy structure changed by the strong light-matter interaction. The
dressed states picture describes an n-level system modified by a strong electric field with eigen-
states given by its Hamilton, namely dressed states. Consequently we will find the energy struc-
ture of our 3-level system. We provide in the following a short deduction to introduce the main
assumptions of this model.
As introduced above, we assume the dipole and the rotating wave approximations. So let us start
from Equations (2.39), which describe the time-dependent amplitudes of the wavefunctions for
all 3 levels and we substitute ωp = ω21 + ∆1 and ωp = ω32 + ∆2. Redefining the probe and
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coupling field frequency we highlight investigations of resonant fields with small deviations ∆i.
Since we are primarily interested in the eigenvalues of the set of equations (2.39), we deduce the
elements of the Hamiltonian from the coefficients. Hence we find:
HDS = −~/2

0 Ωp12 0
Ω
p
21 −2∆1 Ωc23
0 Ωc23 −2(∆1 + ∆2)
 . (2.42)
The matrix represents the interaction Hamiltonian Hˆ = HˆDS for a 3-level ladder system [73] in
the dressed state picture, which we now have to diagonalize to get the energy eigenvalues and
the corresponding new set of eigenstates. For this we consider only the resonant case, where
∆1 = ∆2 = 0, a symmetric behavior Ω
p,c
i f
= Ω
p,c
f i
and calculate the eigenvalues.
HDS = ~2

0 0 0
0 −ΩR 0
0 0 +ΩR

with: ΩR =
√
Ωp + Ωc (2.43)
Ei → Ei ± ~ΩR/2 ,with i = 2, 3 (2.44)
As a result we obtain a matrix, where the diagonal elements represent the energy splitting by the
generalized Rabi frequency ΩR. The eigenvalues of the matrix are related to the new eigenbase
(|a0〉, |−〉, |+〉), which are called dressed states. The energy structure of the dressed states picture
is depicted in Figure 2.5. Concluding, we obtain a modified energy structure within the strong
light-matter interaction regime from solving the time-dependent Schrödinger equation.
Before discussing effects in the non-perturbative regime, we make a closing remark about
the density matrix formalism and the dressed states picture. In both models we assume a weak
probe field, so that Ω21 ≈ 0. In our experiment our probe reaches electric field strengths of up to
150V · cm−1 and would induce a splitting of only 1GHz. Such a small splitting is far below the
resolution of this setup and two orders of magnitude smaller than the observed linewidth in our
QW, so that this assumption is completely fulfilled. Consequently, the energy splitting is caused
only by the strong pump field. Furthermore, the dressed states picture assumes only coherent
processes, while the density matrix formalism models our system more accurately. However,
both models assume a monochromatic probe beam, whereas we utilize a broadband source of
several THz.
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2.3.4 The AC-Stark effect
In atomic physics the Stark effect describes a shift of energy levels and can lead to a splitting [84].
Thereby a static electric field or DC-field is applied. The analogous effect in a semiconductor
heterostructure is the quantum confined Stark-effect, which causes a shift of electronic subbands
in a confinement, e.g. a QW, when a constant electric field is applied [85]. Here we utilize
strong varying electric fields or AC-fields, which induce a splitting of two states interacting with
the field. Figure 2.3 depicts the induced energy structure, where the energy difference of split
states is proportional to the generalized Rabi frequency as introduced above within the dressed
states picture. This splitting is called AC-Stark effect and appears in every quantized system such
as atoms, molecules [86] as well as semiconductor heterostructures, e.g. quantum wells [26].
Characteristic for this splitting are two specific absorption bands, the Autler-Townes doublet
and the Mollow triplet (see Figure 2.4), which we can investigate through spectroscopy. We
observe an Autler-Townes doublet, when we probe the split states from a lower unperturbed state.
In our 3-level QWmodel, this lower state is the ground level and we probe to the lower and upper
split state of the second subband (ωp , ω21). Due to parity selection rules, the transition between
the ground state and the third subband is forbidden and consequently we will not observe the
Autler-Townes doublet of the third split state. If the light matter interaction is resonant (ωc =
ω23) to the second and third subband, we observe a symmetric splitting as compared to the
absorption of the first ISBT with equal amplitude in both absorption channels [87, 20]. In case
of non-resonant interaction (ωc , ω23), the splitting is asymmetric compared to the absorption
of the first ISBT and has unequal absorption amplitudes [87, 20]. In any case theory predicts the
Autler-Townes doublet having a Lorentzian lineshape with its central frequency separated by the
Rabi frequency [36, 80, 77, 74]. Within the density matrix formalism, we find the susceptibility
describing the doublet by calculating the polarization ~P(t) = e〈~r〉 = e(ρ12~r12e−iωt + ρ21~r ∗12eiωt) in
our 3-level model. Experimentally, also an anti-crossing behavior can be observed, related to the
shift of the split states depending on the pump-frequency detuning [26, 87]. In case we probe
split states with frequencies close to the pump frequency ωp ≈ ωc, we observe a Mollow triplet.
Here three absorption channels occur, whereby the central one appears twice (see Figure 2.4).
Consequently, we find for resonant light-matter interaction ωc = ω32 the central absorption band
with a higher amplitude as compared to the symmetric sidebands with a smaller equal amplitude.
In a non-resonant case ωc , ω23 the amplitude of the central absorption channel decreases ([88],
p.107). Within the density matrix formalism, we find the susceptibility describing the triplet with
calculating the polarization ~P(t) = e〈~r〉 = e(ρ23~r23e−iωt + ρ32~r∗23eiωt) in our 3-level model. The
asymmetry of the absorption amplitudes for the Autler-Townes doublet and the Mollow triplet
in case of non-resonant interaction can be explained within the dressed states picture. There
the new dressed states (| |−〉 |2 vs | |+〉 |2) have non-equal transition probability amplitudes and
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(a) Autler-Townes doublet
(b) Mollow triplet
Figure 2.4: Schemes of the Autler-Townes doublet and the Mollow triplet with their corre-
sponding absorption spectra. For both absorption bands the left picture depicts the
3-level scheme, which shows the strong pump pulse (green) inducing the AC-Stark
effect and the weak probe pulse (blue). The corresponding absorption spectra are
here visualized in a 3D graph, which shows the splitting according to an increasing
electric-field strength. In the absence of a pump field and also for very weak pump
fields the spectrum features only the intersubband transition itself, while for strong
pump fields a splitting occurs. Both 3D graphs of the doublet and triplet are cal-
culated under the assumption that the EIT effect is completely dampened and the
lineshape of each absorption band has a Lorentzian lineshape with an splitting of
ΩR = Ωc (Ωp ≈ 0).
consequently the transitions have a distinct preference.
2.3.5 Electromagnetically induced transparency
Another effect can appear under the same conditions as for the AC-Stark effect, namely elec-
tromagnetically induced transparency (EIT) (see Figure 2.5). This quantum interference effect
describes a narrow non-absorbing window in the center of the absorption between the ground
state and the split second subband in our 3-level QW model [35, 36]. This transparency window
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Figure 2.5: Dressed states picture of the 3-level cascade-EIT ladder system and its schematic
absorption spectra for electromagnetic induced transparency. Here we assume the
probe electric-field amplitude to be much smaller than the coupling electric-field
amplitude. As a consequence the Rabi frequency introduced by the probe beam is
negligible Ωc ≫ Ωp and the dark state |a0〉 equals the ground state |1〉. Both tran-
sition pathways of electrons are depicted on the left side in the figure. These both
pathways interfere destructively and create under the correct conditions a trans-
parency window. This scheme follows the theoretical work of Abi-Salloum [80].
has a linewidth narrower than the absorption linewidth. As indicated, EIT is a quantum inter-
ference effect, where more in detail two ISBT pathways interfere destructively (see Figure 2.5).
Here the dressed states picture provides a good explanation and we consider now the eigenvec-
tors of the dressed states (|a0〉, |−〉, |+〉) instead of the bare states (|1〉, |2〉, |3〉). In this picture the
system forms a dark state, from which no excitation or absorption takes place [33, 83, 80]. The
population of the 3-level system is then transferred to this dark state and finally trapped. This
effect is called coherent population trapping. Sen et al. (2014) [83] discusses the dark state as a
destructive superposition of its mutual bare states, which is given by |a0〉 = cos(θ) |1〉 − sin(θ) |3〉
[83] with θ(Ωp12,Ω
c
23) [33]. In the ladder system θ ≈ 0 for Ωc23 ≫ Ωp23, thus the dark state cor-
responds to the bare ground state |a0〉 = |1〉 to which the population is transferred in the 3-level
cascade-EIT system. Now, we want to explain, why the ISB absorption at ω21 disappears and
we observe two separated absorption bands. Abi-Salloum explained EIT in his work with two
possible electron pathways from the ground state to the split states and back to the ground state
(here dark state) within the dressed states picture [80]. If both paths have an equal transition
probability both transition wavefunctions | f1〉 and | f2〉 interfere destructively with each other.
Hence, within a small frequency range around the resonance to the first ISBT, we observe no
absorption and a transparent window appears.
Any incoherent effect such as spontaneous emission or scattering introduces a limiting time
scale to observe EIT. Then the meta-stable dark state becomes incoherent by means of interac-
tion. As a remark, we emphasize that the EIT-effect is strongest and pure in a 3-level lambda
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system [38]. Here a complete population transfer from lower levels into the second level or
dark state is possible. In contrast, in a cascade-EIT system the population transfer can never be
perfect, due to incoherent processes as spontaneous emission or non-radiative phonon assisted
decays (in semiconductor heterostructures) from upper levels (|2〉 , |3〉) to the ground state ap-
pearing in heterostructures. Consequently a coherent population transfer into the dark state takes
place only partially.
Comparing the Autler-Townes doublet and the EIT spectrum we find a transparent window at the
resonance frequency of the first ISBT in both cases. The key factor to distinguish both effects is
the concept, where EIT is based on a quantum interference effect and the Autler-Townes splitting
purely on very strong electric fields inducing a large splitting.
2.3.6 Weak and strong coupling
Although we consider a 3-level system, let us consider the 2-level susceptibility in Equation
(2.27) for a moment. There it is obvious that the optical response of a system changes dramat-
ically with the applied electric-field amplitude of the pump beam. In this last section we want
to review conditions in which we expect an EIT effect and when we expect an Autler-Townes
splitting, because both spectral responses are connected with the first ISBT in our 3-level lad-
der QW. Fleischhauer et al [33] investigated the more prominent lambda system for atoms and
discussed a sharp transmission window in the probe absorption spectrum narrower than the ex-
pected linewidth Γ31 for EIT in the limit Ωc ≪ Γ31 (indices refer to transitions in Figure 2.2,
a). Although scattering effects allow the dipole forbidden transition in a 3-level system (lambda
system: |2〉 → |1〉), the authors stated, that EIT is still robust and observable in atomic gases
or solids as long as the dephasing rate of the dipole forbidden transition (lambda system: Γ21)
is small enough (lambda system: such that Γ21 ≪ Γ31). Correspondingly, in our cascade-EIT
ladder system the condition Γ31 ≪ Γ21 has to be fullfilled (figure (2.2), b).
A step further, Abi-Salloum[36] discussed limits for all different types of 3-level systems. In
his article, he defines a threshold factor, which categorizes non-perturbative light-matter inter-
action in a weak and strong coupling regime. For our cascade-EIT ladder system the threshold
factor is (according to the defined electron states in his work):
Fth = Ω
c
23/(Γ21 − Γ31) (2.45)
Here Γ21 and Γ31 are the polarization decay rates of the first intersubband transition and the
transition between the third and first subband, respectively. In more detail, the decay rates are
a sum of the population decay rates βi f = 1/(2τi f ), so that Γ f i =
∑3
t=1(βit + β f t). In condensed
matter physics we certainly have to include in the polarization decay rates the dephasing decays
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(e.g. non-radiative phonon-assisted decays) [33], which are much larger than the population
decay rates. Hence one approximates the polarization decay rates to βi f ≈ γi f [60]. If Fth < 1,
we observe EIT (quantum interference) within the weak coupling regime. In this case, only the
susceptibility from the density matrix equations describes correctly the transparency window and
consequently the two split absorption bands. If Fth > 1, we observe an Autler-Townes doublet
within a strong coupling regime and the EIT effect is strongly dampened ([33, p. 641], [36]). In
the particular case, where Γ31 = Γ21 no EIT was observed [38, 89, 33].
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In the previous chapter we introduced linear and nonlinear light-matter interaction with the
main focus on the AC-Stark effect and electromagnetically induced transparency. Our investi-
gated system is a 3-level system, namely 3 subbands in a single quantum well. Besides numerical
calculations to design such a heterostructure, we verify the energetic structure of our samples
with spectroscopic tools. In the frame of this work we utilize three methods covering all light-
matter interaction regimes. With Fourier-transform infrared spectroscopy we cover purely the
linear regime, where the average light power is in the magnitude of several µW ([90], page
12). For both, the linear and partly the nonlinear regime, we use THz time-domain spectroscopy,
where we generate THz radiation by optical rectification with near infrared fs-pulses. To reach
the non-perturbative regime we utilize pump-probe spectroscopy, where a free-electron laser
provides strong narrowband THz-pump pulses. In this chapter we focus on pump-probe spec-
troscopy based on a THz time-domain setup. This method has the advantage of measuring THz
pulses in the time domain with phase and amplitude information. Consequently, the complex
optical constants, e.g. the permittivity or optical conductivity, can be determined probing our
3-level system. In the last part of this chapter we describe then computational methods to design
and verify the investigated quantum mechanical system mainly by investigations of intersubband
transitions.
3.1 THz time-domain spectroscopy
Nowadays we have plenty of methods for detecting pulsed and continuous-wave THz radiation.
In the frame of this work we focus on broadband THz-detection schemes, e.g. interferometry
of blackbody radiation as applied in Fourier-transform infrared spectrometers (FTIR), grating
spectrometers or THz time-domain spectroscopy (TDS). Over the last two decades, the latter
became a powerful tool in the THz regime to investigate molecular transitions [91], phonons [92,
93] and also ISB transitions [94, 54]. Within this method opto-electronic (e.g. photoconductive
antennas [95, 96] or spintronic emitters [97] ) and purely optical (e.g. nonlinear crystals [98, 99])
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Figure 3.1: THz-time domain setup based on optical rectification and electro-optic sam-
pling. A regenerative Ti:Sa amplifier system provides 50 nm broad pulses with
a center wavelength at 800 nm. These pulses generate THz-radiation by optical
rectification in a 400µm thick GaP-crystal and are detected by another 300µm
thick GaP-crystal with the electro-optic sampling method. A modulation of NIR-
radiation provides phase-sensitive measurements (Lock-in technique) of generated
THz-pulses transmitted through a sample, while an electric modulation of the 2-
dimensional electron gas inside the QW provides measurements of small changes
of the THz-transmission.
approaches are standard for THz generation and detection. In particular for our experiment we
generate optically THz pulses utilizing nonlinear effects in crystals, e.g. ZnTe or GaP. Here THz
pulses are generated by optical rectification and detected by the electro-optic sampling method,
we acquire the electric-field amplitude and phase of an electromagnetic pulse. Consequently we
gain more information than with intensity sensitive methods as FTIR spectroscopy and are able
to calculate the complex optical constants. Furthermore, the high achievable SNR and powerful
peak electric fields of ps-pulses allow research in the linear [47] and nonlinear [100, 101] regimes
of light-matter interaction. In the following we describe our experimental setup in detail.
Figure 3.1 sketches optical elements, optical paths of NIR and THz pulses and detection com-
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ponents of our THz time-domain setup. THz radiation is generated and detected by intense
near infrared (NIR) 50 fs-pulses with a central wavelength at 800 nm emitted by a regenerative
Ti:Sa-amplifier laser system from Coherent (Micra and Rega system with an external stretcher
and compressor). A beamsplitter splits the energy of NIR pulses, where the reflected radiation
is important for THz detection and the transmitted one for generation of THz pulses. Let us
focus first on the THz pulse generation. In a GaP-crystal NIR fs-pulses transform partly into
THz ps-pulses by optical rectification [102], whereby the pulse width depends on the NIR pulse
duration [5, p. 80] and the chirp accumulated depending on the crystal thickness. The generated
few ps-short THz pulse is guided and focused with parabolic mirrors first at the sample position
and later to a second GaP crystal. In our particular case, we generate pulses of about 4 ps pulse
width in a N2-atmosphere (see Figure 3.2). We estimate the peak electric-field amplitude to be
ETHz ≤ 150V · cm−1 at the sample position, where the spotsize ( full width of half maximum
(FWHM) of a tophat beam) is estimated to be ≈ (477 . . . 520)µm (see details in Chapter 7).
For explaining the detection mechanism we focus now on NIR pulses reflected by the beam-
splitter and name them sampling pulses. These sampling pulses are guided over a mechanical
translation stage and are focused on the GaP crystal to spatially overlap with THz pulses. The
varying electric field of THz pulses induces an electric-field amplitude dependent birefringence
in the 300µm-thick GaP crystal, called Pockels-effect. Consequently the birefringence changes
the linear polarization of sampling pulses into an elliptical polarization. By changing the optical
path length of sampling pulses with a translation stage, we delay both pulses in time and sample
THz pulses. The electric-field amplitude is then proportional to the NIR intensity of the added
polarization component induced by the birefringence, which we measure in a second step. This
method is called electro-optic sampling. Within this method we analyze the elliptical polariza-
tion by splitting it into vertical and horizontal components and measure the difference in their
intensity with balanced photodetectors. In order to balance the photodetectors we utilize a λ/4-
waveplate, so that the polarization of a non-influenced sampling pulse is transformed to circular
polarization. The circular polarization is then split into horizontal and vertical polarization by a
polarizer, so that both photodetectors are fed with the same intensity. In case that the polarization
changes, it becomes elliptical and so the photodetectors measure an intensity difference. This
measured intensity difference is then directly proportional to the THz electric field and we can
estimate the electric-field amplitude at the GaP detector crystal following Gorenflo et al [103]:
ETHz =
∆U
Umax
· c0
ωsn3sr41d
(3.1)
Here, Umax is the reference photodiode signal (unchanged NIR polarization component), ∆U is
the chopper-modulated signal, ωs is the angular frequency and ns = 3.1939 the refractive index
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for sampling pulses in GaP at 800 nm [104], d the thickness of the GaP crystal, c0 the speed of
light in vacuum and r41 = 1 pm ·V−1 is the electro-optic coefficient of GaP.
The signal is then acquired with the phase-sensitive lock-in technique. Depending on the
modulation method, the lock-in amplifier measures the THz transmission ETHz(t) of the sam-
ple (mechanical modulation with a chopper) or the differential transmission ∆ETHz(t) (electrical
modulation of sample with AC-bias) between a QW with electrons and a QW without electrons
(see Section 3.1.1). In Figure 3.2 (a) and (b) we depict a THz pulse generated with a GaP crystal
and its spectrum in a N2-environment, respectively.
Before we close this section, we introduce apodization of time-domain signals [105] applied
in the time domain to reduce mathematical artifacts of the Fourier transform in the frequency
domain. The most common Fourier transform artifact for every measurement is the spectral
leakage effect [105]. This effect occurs, due to a limited time range in measurements and causes
sidebands distributed symmetrically around the central frequency. Let us explain this shortly
with an example, where we assume to measure a continuous wave with a single frequency.
Mathematically, we can consider this time window as a boxcar function with an amplitude value
1 at every measurement point, which is automatically multiplied with the measured signal. In
principle we expect in the frequency domain a single sharp frequency line, however, the boxcar
window creates artificial sidebands, because of the limited measured time range (see Figure 3.2d,
red dashed line). This artificial features (side lobes) are called spectral leakage.
In particular for absorption measurements close to the noise level, the spectral leakage adds
noise, which we avoid by multiplying more sophisticated apodization-functions to the measured
THz pulse in the measured time window. In this work, we mainly utilized an asymmetric window
consisting of a modified Norton-Beer function [106] with strong damping on the left wing and
a medium damping on the right wing of the pulse maximum (see Figure 3.2c and Figure 3.2a,
brown dot-dashed line). On the one hand we reduce spectral noise with this technique, but on
the other hand we introduce a spectral broadening by a factor of 1.4 compared to the natural
broadening (instrumental lineshape) of a boxcar window. According to the experiment one has
to find a trade-off between noise reduction and spectral resolution.
With this setup we provide broadband THz pulses with frequencies in the range of (0.3 . . . 7) THz
and a spectral resolution of typically (0.11 . . . 0.17) THz considering an inevitable boxcar apodiza-
tion given by the measurement. However, the spectral resolution depends mainly on the mea-
sured time interval and therefore it can be smaller than 0.11 THz. In our measurements we limit
the time window in order to avoid measuring pulse reflections, which causes Fabry-Perot modes
in the spectrum. The additional apodization avoids the spectral leakage to distinguish between
real absorption peaks and artifacts, while we keep the broadening or resolution small enough to
still observe an absorption line splitting effect of the strong light-matter interaction.
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(a) Broadband THz pulse (b) THz spectrum
(c) Apodization window in the
time domain
(d) Spectral amplitude of apodiza-
tion window
Figure 3.2: THz pulse in time and frequency domain generated GaP as well as the utilized
apodization windows. All four figures provide an overview about measured sig-
nals and their post processing. In subfigure (a) three different lines showing the
measured signal (grey), the chosen apodization window (brown) and the apodized
measured signal (red). We depict in subfigure (b) the spectrum of the processed
and unprocessed signal. For comparison the colors of the plotted lines in the time
and frequency domain are identical. In subfigures (c) and (d), we show the utilized
window shape and its spectrum, respectively. Furthermore, figure (d) shows for a
single frequency a comparison between the broadening of a boxcar window (red
dashed line) and the asymmetric modified Norton-Beer window (blue line). The
window we applied has a relative broadening of 1.44 in comparison to the boxcar
window.
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3.1.1 Electrical modulation technique
Besides modulating THz pulses mechanically with a chopper to measure the THz transmission
phase sensitively, we modulate our QW structure electrically with a higher frequency . The
latter modulation allows us to measure changes of the transmitted THz pulse caused by the QW.
In particular, we measure with this method the weak absorption signal of our single quantum
well. The modulating AC-bias is applied between an ohmic and a Schottky contact. Hence,
we modulate electrically the conduction band potential and consequently the QW (sketched in
Figure 3.3). In this sense the square-shaped AC-bias switches between an electron depleted
(Ulow) and electron filled state (Uhigh; blue area in Figure 3.3) inside the QW.
Figure 3.3: Conduction band bending due to electrical modulation of the QW. The electrical
modulation technique applies an square-shaped AC-voltage to the metal contact
on the quantum well sample and modulates between a depletion state (Ulow) and a
state of a electron filled QW (Uhigh).
The phase sensitive lock-in technique then measures the differential or electrically gated trans-
mission ∆ETHz(t) between two states of the band bending and so two states of electron distribu-
tion. Furthermore with the help of two lock-in amplifiers set at the same reference phase, we
measure simultaneously the transmission and the electrically gated transmission to avoid phase-
sensitive artifacts (thermal effects). Both modulation frequencies are synchronized and are two
different higher harmonics of a given fundamental frequency (master). Consequently, depending
on the sheet carrier density inside the QW we observe ISBT resonances spectroscopically and
determine the electrically gated complex 2D conductivity ∆σQW = σ2D of the QW according to
Equation (2.17). More generally this method is also sensitive to all small changes of electronic
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contributions as long as the changes are induced by the modulating AC-bias.
Since we measure a differential 2D conductivity, the interpretation strongly depends on its
sign determined only by correct measurement settings. In detail, if the real part of the conduc-
tivity is positive, we observe absorption. In the case of a negative real part, we observe gain or
enhanced transmission. Since this is an important difference, we now discuss how to set up the
experiment correctly. In our measurement we acquire the THz transmission and the electrically
gated transmission at the same time with two lock-in amplifiers. The sign of both signals is then
strongly dependent on the lock-in phase. To guarantee the measurement of the electrically gated
transmission with the right sign, we synchronize both modulation frequencies to each other.
Both signals are then locked with a fixed phase relation to each other. With this we set the phase
of both lock-In amplifiers equally and the electrically gated transmission is measured with the
correct phase.
3.2 Frequency resolved pump-probe spectroscopy
3.2.1 Pump source: Free-electron laser
In our work we investigate the ultra-strong coupling regime of light-matter interaction, which
requires high electric-field amplitudes. In the last decades the scientific community has utilized
electric-field enhancement in microcavities [51, 107] and metamaterials [108] or laser radiation
to reach these strong fields. However, in the THz range strong laser sources are limited and
quantum cascade lasers or secondary THz generation by difference-frequency generation (DFG)
is typically not sufficient. In our work the free-electron laser FELBE at the Helmholtz-Zentrum
Dresden-Rossendorf provides strong pump-pulses and serves as a pump source.
A free-electron laser (FEL) consists mainly of a periodically alternating sequence of magnets,
called undulator and two cavity mirrors, where an electron beam is injected and ejected. When
the electron beam passes the undulator, the Lorentz force steers the electron beam on a wiggling
trajectory. Consequently electrons emit radiation with acceleration, which we call spontaneous
emission. The electromagnetic pulses emitted by the wiggling motion then copropagate and
interact with the injected electron bunches. There the electric field of the emitted pulses acceler-
ates the electrons and modulates their velocity. As a consequence the light wave modulates the
electron density according to the radiation frequency and the electron bunch forms slices of high
electron density. This effect is called microbunching and gives rise to constructive interference
to the electron-"Bremsstrahlung". In this way one obtains a classical understanding of "stim-
ulated emission". The emitted wavelength is strongly dependent on the electron beam energy
(represented by the Lorentz factor γL) and undulator properties as the magnetic field Bu and the
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period length λu of alternating magnets. The emitted wavelength is then given by [109]:
λ0 =
λu
2γ2
L
(
1 +
λueB
2πmec
)
(3.2)
Since the wavelength of free-electron lasers is dependent on a geometrical factor λu and mainly
the Lorentz factor, these lasers are continuously tunable sources over an extremely wide spectral
range from the X-ray (e-beam energy on the order of GeV) [110, 111] to the THz range (e-beam
energy on the order of MeV) [11, 12].
Figure 3.4: Temporal structure of FEL radiation at FELBE. The FEL radiation is characterized
by a 13MHz pulse train with 77 ns distance between subsequent pulses. A single
pulse has a full width at half maximum of 10 ps in the time domain. Another
operation mode is the macro-pulse mode. There a macropulse is basically an on-
off modulation of the 13MHz pulse train with a repetition frequency of 25Hz and
a duty cycle of 50%.
In the following we provide the basic properties of the free-electron laser FELBE referring to
publications [12, 11]. The facility FELBE is based on two undulators and the superconducting
linear electron accelerator ELBE. Both undulators are embedded in laser cavities with lengths of
11.53m corresponding to a repetition frequency of 13MHz. With a closer look to the temporal
structure of radiation, FELBE provides two different pulsed modes, macro-pulses and continu-
ous pulses (see Figure 3.4). The continuous-pulse mode consists of a pulse train with a temporal
distance between subsequent pulses of 77 ns. Macro pulses are characterized by a squared pulse
with a period time of 40ms and a continuous pulse substructure. Within the structure a single
pulse has a pulse width of about (1 . . . 25) ps, depending on wavelength and has approximately
a Gaussian lineshape [112]. The maximal pulse energy is 3µJ and is sufficient to cover several
light-matter interaction regimes for investigating a variety of materials.
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The spectral range at FELBE covers a wavelength range of (4 . . . 250)µm, or in frequencies
(1.2 . . . 75) THz, with a relative spectral bandwidth of (0.4 . . . 2)% from Fourier-transform lim-
ited narrowband pulses. With these parameters in mind a common set of experiments for free-
electron lasers are single or multi-color pump-probe measurements, investigations of nonlin-
earities as saturation measurements or furthermore experiments in the ultra-strong light-matter
regime.
In our experiment we utilize the FEL in a continuous pulse-mode for time-resolved mul-
ticolor pump-probe measurements. We measure pulse widths, FWHM of a Gaussian, of up
to 16 ps determined by a pump-probe analysis with the model given by Equation (3.4) in the
next subsection. Depending on the attenuation we use electric-field amplitudes between ≈
(0.84 . . . 8.4) kV/cm calculated with a tophat pulse approximation ( see Section 7.2). The wave-
length of interest is at 85.5µm (3.5 THz or 14.5meV), which is almost resonant to our intersub-
band absorption between the second and third subband (see Figure 3.5).
Figure 3.5: Narrowband pump spectrum of free-electron laser pump pulses. The measurement
shows the pump spectrum at 3.5 THz (85.5µm), which we use for inducing strong
light-matter interaction in our single GaAs quantum well sample. The bandwidth is
only 50GHz and so two orders of magnitude smaller than the resonant wavelength.
3.2.2 All-THz narrowband-pump and broadband-probe experiment
In order to investigate the electron dynamics and the AC-Stark effect with time resolution, we
extend the setup described above (see Section 3.1) to an all-THz pump-probe experiment. The
39
3 Experimental and computational methods 3.2 Frequency resolved pump-probe spectroscopy
Figure 3.6: Sketch of our THz time-domain setup extended by a free-electron laser providing
pump pulses. We use a Si-wafer as a beamsplitter to guide FEL-pump pulses par-
allel to the path of probe pulses. After interaction with the sample, FEL pulses are
blocked, while probe pulses get detected by electro-optic sampling. Both sources,
probe and pump pulses, are synchronized by a 13MHz masterclock as sketched in
the figure.
source of narrowband THz pump-pulses is the free-electron laser FELBE at the Helmholtz-
center Dresden-Rossendorf introduced in the section above. In particular in our experiment
we pump the second ISBT considering the single QW as a 3-level ladder system. The pump
wavelength in this case is 85.5µm (3.5 THz) with a bandwidth of about 0.05 THz FWHM (see
Figure 3.5). For the probe beam, we use broadband THz pulses with frequencies in between
0.3 THz and 7 THz (see Figure 3.1). In Figure 3.6 we depict a basic scheme of the extended
setup. In this setup we first guide FEL radiation over a motorized linear stage to provide a
mechanical tuning of the delay between pump and probe pulses. Further we steer the pump
beam to a Si-beamsplitter, where about 27.5% of the beam intensity is reflected in parallel to
the probe beam and finally focused at the sample position to overlap spatially. The FEL spot
diameter is approximately 500µm FWHM in the focus, which is comparable with the estimated
spotsize of our probe beam (see above). In an ideal case the pump spotsize is larger than the
probe beam spotsize. A smaller probe spotsize is technically difficult to reach, because the focal
length of the optics is determined by the space needed for a cryostat and a larger pump spot size
is limited by the waveguide geometry, which thickness is basically determined by the substrate
thickness. Furthermore we estimate our applied peak electric-field amplitudes of pump pulses
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within the range of ≈ (0.84 . . . 8.4) kV/cm in an N2-atmosphere (tophat pulse, see Section 7.2).
An aperture then blocks FEL radiation transmitted through the sample to avoid artifacts created
in the detector crystal by the pump beam. To ensure a stable temporal overlap of pump and
probe pulses, we synchronize the free-electron laser and the NIR-Ti:Sa system by a 13MHz
masterclock, which locks subsequently all THz pulses generated by NIR pulses. For a detailed
technical description of the synchronization we refer to reference [11, 12]. When both pulses are
synchronized, we can manipulate the delay between both pulses by a motorized linear translation
stage, which provides a time range of up to 2600 ns with a resolution less than 100 fs.
Figure 3.7: Sketch of a pump-probe measurement. The two time axes represent both linear
translation stages in our measurement setup (see Figure 3.1 and Figure 3.6). Along
the sampling delay axis we measure the differential transmission signal (red) ac-
quired by modulating electrically the QW between an electron filled state and an
electron depleted state. For a fixed sampling delay the pump-probe delay shows
the change of the electrically gated transmission amplitude (green) caused by the
interaction between the FEL-pump pulse (light brown) and the QW. The pump-
probe delay determine in this sense the temporal distance between pump and probe
pulses. The scales of both time axis have different magnitudes.
The aim of this delicate experiment is to see the change in the absorption spectrum caused by
FEL irradiation of the QW system. From theory (see Chapter 2) and the previous section we
know that we obtain the complex susceptibility by measuring electrically gated transmission of
a QW. So in our pump-probe measurements, sketched in Figure 3.7, we fix the differential THz
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trace (red dashed line) at a certain sampling delay, here the maximal electrically gated trans-
mitted amplitude (red dot). Then we change the pump-probe delay and measure the interaction
between FEL-pump pulses (orange dashed line) and the QW in the THz-time domain (green
line with dots). The sketched measurement in Figure 3.7 can be considered as the parameter
space, where the sampling delay and the pump-probe delay have different time scales of 1 ps
and (10 . . . 100) ps, respectively. For simplicity we neglected the THz probe pulse in the figure
along the pump-probe axis and added for pump and probe a dotted line to visualize fictitious
measurement points. The interpretation of this experiment is non-trivial. The recovery of the
FEL-caused signal change back to the initial amplitude value provides a time constant difficult
to interpret in the time domain at a fixed sampling delay. We get a simpler way of understand-
ing in the frequency domain of transmitted pulses (Fourier-transform along the sampling-time
axis), in which the pump-probe dynamics are connected with the spectral features of THz pulse
spectrum. The time constants related to absorption lines are then linked naturally to dephasing-
and lifetimes of ISBT or other effects. As a result we obtain frequency-dependent pump-probe
dynamics by monitoring both, the THz transmission and electrically gated transmission, for dif-
ferent pump-probe delays.
Usually pump-probe measurements use bolometers or other detectors to measure the intensity
of a narrowband signal. In this configuration the detected signal is additionally time integrated,
while a TDS system measures the pump-probe signal of the electric-field amplitude at one spe-
cific point in time. Besides the multiple time constants in pump-probe signals due to a broadband
probe also the determined quantities are not immediately comparable to intensity pump-probe
measurements. A common approach for modelling narrowband intensity pump-probe measure-
ments is a convolution of a characteristic material function g0 (including an exponential decay)
and the autocorrelation integral of two equally shaped pulses (pump and probe as Gaussians with
equal width). A mathematical description of the model is given by [113, p. 338]:
I(t) =
∫ +∞
−∞
g0(Y) ·
[∫ ∞
−∞
ppump(Y − X)pprobe(X − t)dX
]
dY (3.3)
For our purpose we derive an analytical solution from the convolution of the material function
and two pulses with different pulse widths.
I(t) = I0 · e−t/τ ·
[
1.0 − erf
(
σ
2τ
− t − t0
σ
)]
(3.4)
Here I0 is the intensity amplitude, τ a material dependent time constant and σ = σ22/(1−σ21/(σ21+
σ22)) the autocorrelation signal’s standard deviation composed of the standard deviation of two
pulses (i = 1, 2). The same model is also applicable to experiments with measured electric fields.
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To compare then the extracted time constants between intensity and electric-field amplitude mea-
surements, one has to consider the relation I ∝ |E|2. Consequently the connection between both
determined time constants is τelectric = 2 · τintensity.
3.3 Numerical methods
In the sections above we introduced the main spectroscopic methods utilized within this work.
Now we introduce computational methods, which we use to design and analyze the investigated
semiconductor heterostructure, an AlGaAs/GaAs single quantum well. In the frame of this work
we do not limit our simulations to determine solely the quantum mechanical subband energies.
Moreover we simulate conduction band and electric properties provided by classic electrostatic
theory. As a simulation software we chose Nextnano3 from nextnano GmbH, which provides
complete self-consistent calculations of electrostatic equations and the Schrödinger equation. In
general this software is a complete simulation tool for electronic semiconductor devices, calcula-
tions of complex heterostructure bandstructures, subband structure in low dimensional systems
as quantum wells, nanowires and quantum dots and also electrical properties for capacitance-
voltage or current-voltage characteristics. In the following, we sketch our simulation model and
introduce all equations solved for band structure simulation of nanostructures as described by
Birner et al. [114, 115].
Basically the software calculates the time-independent steady-state electrical potential of a
bandstructure and further solves the stationary Schrödinger equation to determine subband ener-
gies in spatial confinements. Figure 3.8 shows the conduction band of our designed GaAs/AlGaAs-
heterostructure as a 1D-model. For obtaining the bandstructure, Nextnano3 simulation utilize the
Poisson equation to calculate the electrical potential φ(~r) and so the electric-field amplitude E(~r)
.
△φ(~r) = ρ(~r)ǫ0ǫ (3.5)
For solving Equation 3.5 we define the spatial boundaries depending on the type of electrical
contact. For the Schottky top gate contact we apply a Dirichlet boundary condition ∂φ/∂z = 0.
Instead we apply a von-Neumann boundary condition φ = const. for ohmic contacts.
For conservation of charge carrier density ρ and current density ~j Nextnano3 solves the continu-
ity equations for electrons and holes.
~∇~j − ∂ρ(~r, t)
∂t
= 0 (3.6)
Here we make two important assumptions to our model. At first we introduce our doping model
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Figure 3.8: Simulated conduction band of a single QW GaAs/AlGaAs heterostructure. The
figure depicts the conduction band (black) over the growth axis, where the colored
areas represent different materials of the heterostructure and added electrical con-
tacts. To the left an ohmic boundary (grey) is applied, while the right boundary is a
Schottky contact (yellow) with an externally applied voltage (−0.4V.) The chem-
ical potential or Fermi level (red dashed line) is set to be constant from the ohmic
contact up to the Si δ-doping layer and follows then a linear function. For no exter-
nally applied voltage the chemical potential is constant over the whole structure. In
this model included is a Si background doping over the whole structure and two Si
δ-doping layers (blue transparent area) in the AlGaAs (dark yellow) barrier close
to the QW (brown). The inset shows a zoom of the quantum well and the static
electric-field amplitude drop caused by charge carriers.
of the heterostructure and define a doping profile. As dopants we consider Si-atoms distributed
equally as a constant background concentration of 1015 cm−3 over the whole structure and locally
as two δ-doping layers placed close to the QW (for exact details see Chapter 4). Furthermore we
define the δ-doping layer to follow an exponential function according to the surface segregation
effect [116] typical for samples grown by molecular beam epitaxy. A general consequence of
doping is an electron density contribution inside the QW occupying subbands. However, the
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background doping concentration and distribution is the most undefined parameter, while the
δ-doping concentrations are in principle calibrated parameters during growth. For this reason,
we keep the doping concentration as a free design-parameter to match simulations to our exper-
imental results.
Our second assumption concerns the chemical potential µ(~r), which is called Fermi energy within
the Nextnano3. Since we investigate in our model also non-equilibrium states, caused by exter-
nally applied electrical potentials the Fermi level is not constant over the whole heterostructure.
There the ohmic boundary stays constant at a fixed electrical potential, while the electrical po-
tential at the Schottky boundary changes with the externally applied electric potential. Here
we neglect calculating the diffusion-drift current equations for current transport, which defines
a quasi Fermi level for holes and electrons. Instead we assume a simple linear model of the
Fermi energy. In this model the Fermi energy is constant between the ohmic boundary and the
δ-doping layer close to the surface. Between this doping layer and the Schottky boundary, the
Fermi energy is set as a linear function and changes corresponding to the band bending caused
by the externally applied potential at the Schottky boundary (see figure (3.8)).
For investigating the strong light-matter interaction regime, we need to predict the subband
energies in our GaAs/AlGaAs QW. With our design we aim to probe ISBT in the low THz range
(0.5 . . . 4) THz below the Reststrahlenband. Out of the whole heterostructure we define a specific
local range including the position of the QW, in which Nextnano3 calculates subband energies
by solving the stationary Schrödinger equation.
Hˆψ(~r) = Eiψ(~r) (3.7)
Here Hˆ is the Hamilton operator, Ei with i ∈ N are the energy eigenvalues and ψ(~r) is the
wavefunction. As a boundary condition given by the finite walls of the quantum well potential,
we consider Dirichlet boundary conditions (∂φ(z)/∂z)|zi = const., where the positions zi stand
for the QW boundaries. In more detail, we consider various effects influencing subband ener-
gies within the frame of Nextnano3. This includes temperature dependent bandgap parameters,
a homogeneous strain over the heterostructure and e-e interaction within the local density ap-
proximation (LDA), which considers exchange and correlation potentials. Here we simulate a
two-band model (including one conduction band and one valence band) in the effective mass
approximation [117, p. 34], whereby our main interest focuses on the conduction band.
The Nextnano3 software calculates all equations self-consistently, which means solving itera-
tively the Schrödinger and Poisson equations. The convergence condition here is that the differ-
ence of the charge carrier density between subsequent iterations solving Poisson and Schrödinger
equation vanishes. All necessary input parameters for the design we take from literature or re-
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lated experiments (see Chapter 4 and Section 7.4) for optimizing simulations after fabrication of
devices. As a result we obtain for example band potentials, wavefunctions, eigenstates, matrix
dipole elements, oscillator strengths for ISBT or charge carrier profiles.
For describing experimental results properly we extend simulations by calculations investigat-
ing the quantum mechanical absorption and electric properties. Let us consider first the quantum
mechanical absorption. In particular we perform calculations in the approximation of time-
dependent perturbation theory, also called Fermi’s golden rule for an externally applied electric
field [53, p. 10]:
α2D =
πe2kBT
2ε0cnQW~
∑
i, f
fi, f ln
(
1 + exp[(EF − E f )/(kBT )]
1 + exp[(EF − Ei)/(kBT )]
)
Γ/π
(E f − Ei − ~ω)2 + Γ2
(3.8)
This equation is similiar to Equation (2.33). The difference is that we expressed here the electron
density in terms of their Fermi distribution function. Furthermore we consider effects related to
many-body interaction of electrons, in particular the depolarization shift. This effect shifts the
ISBT energy E f i = E f − Ei to higher values and can be described by the following formula:
Edep
f i
= E f i ·
√
(1 + α f i) (3.9)
α f i =
2e2(n f − ni)
ǫǫ0
· S f iE f i
To implement this effect properly we have to calculate the electron density for every subband,
which is given by [53, p. 43]:
ns = n2D =
∫ EF
0
DOS (E) · f (E)dE = m
∗kBT
π~2
∑
i
ln(1 + exp[(EF − Ei)/(kBT )] ) (3.10)
Here DOS (E) is the 2D step-shaped density of states and f (E) is the Fermi-Dirac distribution
of electrons. Furthermore we have to calculate the parameter S f i =
∫ ∞
−∞ dz
[∫ z
−∞ φ2(z′)φ1(z′)dz′
]2
([53]p. 48, eq. 58). For these calculations we take directly wavefunctions from simulations as
an input.
At last we introduce calculations, which we perform to obtain a simulation of capacitance-
voltage (CV) measurements. If one performs a voltage sweep of the externally applied voltage
to the Schottky boundary above, it is possible to calculate the differential capacitance per unit
area.
CA =
dn
dU
(3.11)
We take the voltage U and 2D electron density n from simulations, where the total density of our
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structure is calculated. Moreover we are then able to calculate a carrier density profile, which
we introduce in the next Chapter 4.2.
In addition to the Nextnano3 simulation output we obtain absorption properties of our QW
including corrections for many-body effects, namely the depolarization shift. This allows us
to design a QW for strong light-matter interaction experiments and to interpret linear absorp-
tion measurements. Moreover we are able to simulate CV-measurements and its corresponding
doping profile. From this we gain information about filling and depleting the QW with charge
carriers providing an impression of experiment settings.
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4 Sample design and characterization
With the invention of molecular beam epitaxy in the late 1960s the quality of quantum well
structures increased considerably until now. Quantum wells are basic structures to investigate
fundamental quantum effects such as the quantum-confined Stark effect [118, 85, 119, 120, 121],
the AC-Stark effect and the Bloch-Siegert effect [24]. For investigations of light-matter interac-
tion often coupled and uncoupled multi quantum wells are used, ranging from two to a stack of N
quantum wells. This increases the interaction area and hence the absorption itself. For this rea-
son the AC-Stark effect and electromagnetically induced transparency were investigated using
multi quantum wells to amplify absorption and visualize effects more clearly. However, we have
investigated absorption of a 2-dimensional electron gas in a single quantum well. Although the
absorption is weaker, we expect benefits from a narrower and homogeneous linewidth as com-
pared to multi quantum wells for observing an AC-Stark splitting. In the following we sketch the
design of our quantum well and compare simulations with electrical (magneto transport, current-
voltage (IV) and capacitance-voltage (CV)) and spectroscopic (TDS and FTIR) characterization.
These basic investigations are essential for setting up the pump-probe experiment correctly. We
will gain knowledge about the carrier concentrations in subbands and consequently the probed
absorption dependent on externally applied bias. And finally we are able to set the pump fre-
quency accordingly to the second ISBT for investigations of the strong light-mater interaction
regime.
4.1 Sample details - a single GaAs/AlGaAs quantum well
Figure 4.1 depicts the single GaAs/AlGaAs quantum well structure measured by transmission
electron microscopy. The whole semiconductor heterostructure was grown by molecular beam
epitaxy on a semi-insulating GaAs substrate. The design of the single quantum well is kept as
simple as possible in order to provide a potential well described in the theory, Chapter 2. To
obtain ISBT in the low THz regime below the Reststrahlenband we designed the thickness of
the GaAs QW to be dQW = 42 nm. The QW is modulation doped, which implies a doping of the
AlGaAs barriers. Here we grow two δ-doping layers of silicon donors in the potential barriers
on both sides of the QW. Both doping layers have a different distance with respect to the QW.
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Figure 4.1: Transmission electron microscopy (TEM) measurement of a GaAs/AlGaAs het-
erostructure. The image depicts a cross section of the molecular beam epitaxy
grown structure. We highlight all grown layers with thicknesses according to the
growth-protocol (see Section 7.3). The Si δ-doping is depicted in two red boxes, in
which we locally enhanced the contrast to visualize this layer.
We chose this asymmetric configuration, because the doping layer close to the capping layer
influences the band tuning for externally applied voltages. Comparing the TEM measurement
with the growth protocol (see Section 7.3), these doping layers are visible in Figure 4.1 as thin
lines of different contrast (see area with artificially enhanced contrast). However, energy dis-
persive X-ray spectroscopy (EDXS) shows no clear specimen composition of Si in this area, so
we conclude to see a different contrast of AlGaAs grown with a lower temperature at this po-
sition. Nevertheless we designed the doping layer close to the surface with a concentration of
7.9 · 1012 cm−2 and 3 · 1011 cm−2 for the deeper buried layer. Instead in our simulations we as-
sume 3 · 1012 cm−2 and 2 · 1011 cm−2, respectively, with a background Si-doping of 1 · 1015 cm−3
to reproduce spectroscopic measurement results (see below). Within this chapter we present CV
measurements from which an carrier concentration profile can be reconstructed to determine the
doping concentrations. The sensitivity limit of this method towards charge carrier concentra-
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tions larger than 1018 cm2 as well as the limit accuracy due to our specific sample design may
lead to different profiling methods [122]. Apart from this we determined the composition of the
AlxGa(1−x))As alloy to be x = 0.2 with EDXS measurements.
Within the design of our QW structure, we expect the first intersubband transition to be at
1.6 THz (6.61meV) and the second transition at 3.4 THz (14.06meV), if the QW is symmetric
achieved by bending the conduction band with an externally applied voltage. In total, the design
allows up to seven confined subbands (see Figure 4.2), although we measure only the first two
due to spectral bandwidth limitations of our THz-probe pulses and non-occupied subbands.
Concerning the final sample geometry we are able to control ISBT energies, electron density in
the QW, band bending and the light coupling into the QW. In the following we describe selected
processing steps of the sample to obtain control of the above mentioned parameters. A detailed
description of every single process step is provided in Section 7.5.
In our experiment, light is coupled into the sample through the side facets. Especially facets
of a trapezoidal shape improve the in- and outcoupling. Furthermore it guarantees the refraction
of light towards the QW layer. Depending on the polishing angle multiple internal reflections
Figure 4.2: Bandstructure simulation of a 40.3 nm modulation doped QW (see Chapter 3). Al-
though TEMmeasurements show a QW width of 42 nm, the spectroscopic features
matches for only for smaller width. Different colors visualize distinct subbands
and their spatially resolved electron probability amplitude in growth direction. The
red dashed line represents the Fermi level at an externally applied voltage of about
U = −0.4V. In this configuration the first subband is occupied by a 2D electron
density of n2De = 1.0 · 1011 cm−2 calculated by simulations. The frequencies at the
right side represent the ISBT of subsequent subbands.
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increase the interaction by multiple passes (N) of the QW. In particular, larger angles increase
the number of passes through the QW, while small angles provide a better coupling of light to the
QW layer concerning the polarization selection rule [53], where the electric-field polarization has
to be perpendicular to the QW layer. For our waveguide geometry we chose an polishing angle
of 45◦, which provides N = 4 passes through the QW considering a sample width of 3.4mm.
Although a multipass structure increases the propagation length through the sample and induces a
larger chirp of light, especially the absorption increases strongly by αtot = α ·N · sin2(θ)/ cos(θ).
In summary, the optimal waveguide design considers a trade-off between absorption and in-
duced chirp, which is determined by the polishing angle θ, number of passes and the resulting
propgation path length. We discuss the importance of chirp in our experiment in more detail at
the end of this chapter. Above the capping layer we evaporat a Ti/Au metal layer (see Figure
4.3). This metallization on the surface causes the electric field with polarization perpendicular
to the metal surface to be maximal and all parallel components to be zero. Consequently, there
is an intensity maximum of the perpendicular polarized light component close to the QW itself
and the light-matter interaction is enhanced at the QW layer. Since we investigate the interac-
tion in the THz range, the radiation wavelength is in the range of 100µm. According to that,
the maximum intensity is dropping to zero after a quarter of a wavelength in a medium with a
refractive index n. Thus the intensity is nearly maximal at the QW, since λ/(4 · n) is much larger
than the depth of the QW layer. Additionally we evaporate a stack of Ni/Ge/Au/Ni/Au-layers,
which melt and diffuse into the surface by annealing to form ohmic contacts with the QW (see
Figure 4.3). Together with a Ti/Au-metal layer as a Schottky junction, we obtain a typical high-
electron-mobility transistor (HEMT) structure. With this field-effect transistor we get control
(a) Waveguide geometry (b) Polishing angle
Figure 4.3: Geometry of investigated single quantum well samples. The sketch depicts a fab-
ricated device, where the dark brown layers represent GaAs, the light brown lay-
ers AlGaAs, the grey areas annealed AuGe ohmic contacts and yellow a Ti/Au-
Schottky junction. The trapezoidal-shaped geometry (a) guides light (black line)
to a gold metallization (yellow layer). The polishing angle θ (b) defines the refrac-
tion angle of light into the sample, the number of passes through the QW and the
fraction of the electric-field polarization perpendicular to the metallization. Our
sample was polished to an angle of θ = 45◦.
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over conduction band bending, the electron density as well as the alignment of subbands in the
quantum well by applying an external bias to the Schottky gate. As a consequence we gain in-
formation about the band alignment (CV measurements), electron density (Hall measurements)
and ISBT (transmission spectroscopy), where the latter is necessary to set the conditions for
investigations of the AC-Stark effect.
4.2 Electrical measurements
4.2.1 Current-voltage characteristics
Current-voltage (IV) characterization is a simple, yet powerful method to confirm correct pro-
cessing of electrical contacts. In particular, we carefully test ohmic behavior between both an-
nealed Ni/Ge/Au/Ni/Au alloy contacts. Furthermore, we verify typical IV characteristics of the
sample’s Schottky junction and obtain several different parameters, e.g. the barrier height φB and
the donor concentration. In this case we use especially the barrier height as input data for band
diagram simulations of fabricated devices.
Figure 4.4 shows a typical Schottky junction behavior with high resistance for reverse bias
and low, constant resistance in forward direction beyond the forward-breakdown voltage. In
order to determine the barrier height φB and donor concentration we apply separately simple
models for negative and positive applied voltages. Starting in forward bias direction, we use the
thermoionic-emission-diffusion model (valid for Schottky diodes [123, p. 184]), which assumes
a voltage drop over a simple 2-element equivalent circuit for our sample’s electric design:
I(U) = Isat(φB) ·
[
e
q
ηkbT
· (U−IRs) − 1
]
(4.1)
Isat(φB) = A · A∗∗richT 2 · e
−qφB
kbT
Here Rs is a series resistance, T the temperature, q the elementary charge, Isat(φB) the saturation
current, A∗∗rich = 4.4 · Arich the reduced Richardson constant, A the electrical active area and η the
ideality factor of a Schottky diode (η ≥ 1, whereby for η = 1 the device shows a perfect Schottky
behavior. This model explains the forward IV characteristics by thermally induced emission and
the diffusion of charge carriers over a potential, here the semiconductor/metal junction. The
model is valid for moderate doping and for voltages, where 3 · kbT ≪ qU [123, p. 174].
The model for reverse bias direction considers a lowering of the Schottky barrier height by an
image force at the semiconductor-metal junction, if an electric field is applied. As a consequence
charge carrier emission and Fowler-Nordheim tunneling (for high voltages) becomes important.
In the case that q|UR| > 3 · kbT is valid, the Schottky barrier lowering can be described by [123,
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p. 146ff., p. 171]:
I(U) = Isat(φB) · e−
q
kbT
· [q3Nd/(8π2(ǫrǫ0)3) · (U+ψbi−kbT/q)]1/4 (4.2)
where Nd = 8.9 · 1018 cm−3 is the total charge carrier density of donors,Ψbi is the built-in voltage.
From the fit we determine a barrier height of φB ≈ 0.83V. As a remark, all IV measurements
are performed at room temperature and applied voltages swept from 0V to maximum voltage to
avoid any hysteresis effect.
Figure 4.4: IV characteristics of the single QW structure between ohmic and Schottky con-
tact as depicted in Figure 4.3. The blue dots (very dense and below the red line)
represent the measured data and the grey squares the corresponding calculated dif-
ferential resistance at room temperature T = 295K. For positive applied voltages
the red line represents the fit with the thermoionic-emission-diffusion model (4.1).
The determined fit parameters are the ideality factor η = 1.97, the barrier height
φFBB = 0.83V and the series resistance Rs = 790Ω. For negative applied voltages
the red line represents the fit using the image force lowering model (4.2). The de-
termined fit parameters are the barrier height φRBB = 0.83V , the total charge carrier
density of donors Nd = 8.9 · 1018 cm−3 and the built-in voltage Ψbi = −81mV.
4.2.2 Capacitance-voltage characteristics
As described in Chapter 3 we measure weak absorption of a single quantum well with a sensitive
differential method, modulating the QW electrically between an electron depleted and filled
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state. With capacitance-voltage (CV) measurements we can measure exactly these depletion
characteristics. Furthermore, this method allows us to calculate a spatial doping profile in the
QW sample growth direction from acquired CV data.
In a CV measurement a small AC-bias with a frequency ω on top of a tunable DC-bias is
applied and one measures the frequency dependent complex impedance Z of the sample. The
capacitance is then determined by evaluating the complex impedance Z modeled with a sim-
plified electric equivalent circuit of the sample. Typically a 2-element equivalent circuit is ap-
plied, where a resistor and a capacitor are connected in series (Z = R − i/(ωC)) or parallel
(1/Z = 1/R + iωC) depending on device properties. However, we get a more accurate result by
applying a more complex 3-element model consisting of a capacitor (C) in parallel with a resistor
(RP) and second resistor (Rs) in series (see Figure 4.5a). With regard to our sample, the Schottky
contact area and the QW layer represent two parallel plates of a capacitor. The parallel resistor
models a gate leakage path, while the resistor in series summarizes the QW sheet and contact
resistance of the ohmic contacts. If we then solve the equation of the impedance to obtain the
capacitance and the resistances dependent on the measured quantities (impedance and applied
frequency), we get the following equations [124]:
C =
(ω2 / |Im(Z2)| − ω1 / |Im(Z1)|)
(ω22 − ω21)
R2P =
|Im(Zi)|
ωiC
· 1
1 − |Im(Zi)|ωiC
(4.3)
Rs = Re(Zi) −
Rp
1 + (ωiRPC)2
For solving these equations, measurements of the impedance Zi for two different frequencies ωi
(i = 1, 2) are necessary.
For calculating the spatial doping profile we will limit our discussion on conductive layers par-
allel to the Schottky metal barrier. In this case we assume a parallel metal plate model, where
the capacitance is C(U) = ǫrǫ0 · A/d(U). Figure 4.5b depicts the conduction band of a sin-
gle QW heterostructure and a Schottky junction. Applying a negative external potential to this
metal-semiconductor junction will result in a bending of the conduction band and also result in a
depletion of the 2-dimensional electron gas (2DEG) inside the QW. A depletion of the QW will
decrease the capacitance. Then the QW layer cannot be considered anymore as a metal plate and
subsequently the distance d to the next conductive layer is increased. With this concept in mind
we calculate from CV measurements a doping profile perpendicular to the metal surface ([123,
p. 138], [124]):
n(d) = − 2
qA2
(
d(1/C2)
dU
)−1
(4.4)
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(a) 3-element equivalent electric circuit (b) Conduction band
Figure 4.5: The equivalent circuit (a) represents the electric components of the investigated
sample, namely a capacitance C, a resistor in parallel to the capacitance Rp and a
resistance Rs in series. Hence the different quantities of the equivalent circuit are
calculated by measuring the impedance of the complete circuit. The right figure
(b) shows the measurement principle of the CV-method. The quantity q is the
elemental charge, φext is the external applied bias, d is the length of the depletion
zone and EF is the Fermi-level.
Figure 4.6 shows CV measurements, the corresponding calculated depth profile and Nextnano3
simulations of CV characteristics. Let us first focus on the simulated CV characteristics in Figure
4.6a. The simulation shows several decreasing capacitance steps at negative voltages. To connect
these steps in the CV characteristics with the correct carrier concentration in the depth profile
(see Figure 4.6b) we calculate the correct depth for a given capacity and visualize this in both
graphs by a vertical green bar. An additional overlay of the simulated conduction band in the
depth profile helps to locate the specific carrier density contribution of electrons (blue line) and
dopants (red line). Hence, the first step below 0V we interpret as the depletion of a triangular
potential caused by the δ-doping at d = −157 nm according to bandstructure simulations (see
Figure 4.6a). The second step around −0.8V relates to the depletion of the QW and the third
and last step around −1.0V, only slightly visible, represents the depletion of the 2DEG at the
GaAs-buffer AlGaAs-barrier junction. As a remark, we included a segregation effect of dopants
[116, 125], which describes the diffusion towards the top surface during the molecular beam
epitaxy growth and shows an exponential decrease in the doping profile.
In our CV measurements in Figure 4.6c we observe only one clear step-like decrease at about
−3V. Comparing the voltage scale of simulation and experiment we observe a strong difference
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due to parasitic resistances, e.g. contact resistance, which we certainly observe experimentally
with our 2-terminal probe method and are not considered in simulations. Hence also capacitance
values are not comparable, where the focus is on the qualitative behaviour of the CV curve.
Following the same careful analysis we did for our simulations, we connect the quasi constant
capacitance range between 0V and −1V with the peak at 163 nm in the depth profile (see Figure
4.6d). According to our simulations we interpret this as the depletion of the triangular potential
caused by the δ-doping layer. Subsequently the capacitance decrease at ≈ −3V is connected
with the depletion of our single QW. Corresponding to this capacitance we find a carrier density
plateau between 200 nm and 230 nm in the depth profile and interpret this as the carrier density
of the 2DEG in the QW. Additionally we estimate a background doping of 2 · 1015 cm−3 from
lower depletion depths. Besides the proof of a depletion behavior, we gain estimations of charge
carrier densities to optimize simulations.
At last we provide some remarks about limits of our CVmodel, calculation parameters and the
experimental method. Our first remark concerns the applied capacitor model. After the depletion
of the last GaAs/AlGaAs junction the parallel plate model for calculating the capacitance is not
valid anymore. In this case the area of the second metal plate is A ,const. and not necessarily
parallel anymore to our electrical sample design. One should consider a voltage depending area
A(U), such that the differential capacitance depends on the area dC(U, A(U)).
As a second remark, we provide parameters necessary for calculations. For calculations of
the depletion depth, the metal plate area A = (4.0 · 4.39)mm2 and the dielectric constant are
important. Independent of our heterostructure we considered only the dielectric constant of
AlxGa1−xAs, which contributes to the structure mainly as a barrier. Hence we evaluated the di-
electric constant in the static limit εr = 12.9 − 2.89 · x with an aluminum content of x = 0.2 (see
TEM measurements in Figure 4.1).
In a last remark we discuss an experimental issue. We perform all measurements at room tem-
perature, while further spectroscopic investigations are at approximately 10K. We obtain a
qualitative confirmation though that the processed sample can be modulated between a depleted
and a filled state of electrons. But also at room temperature the exact depletion voltage in the
measured CV characteristics is just an estimation, because of our strongly simplified equivalent
electric circuit.
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(a) Nextnano3 CV simulation (b) Carrier density depth profile (simu-
lation)
(c) CV measurement (d) Carrier density depth profile (mea-
surement)
Figure 4.6: Comparison of CV curves and the corresponding charge carrier profile between
simulations (a), (b) and measurements (c), (d). In both, simulation and measured
data, the capacitance is colored red, while additionally we plotted in (c) the calcu-
lated parallel (black crosses) and series (black circles) resistances. The green verti-
cal line is a guide for the eye to connect CV data and doping profile and provides a
correlation between a certain voltage and the corresponding depletion depth. While
for the charge carrier density profile both plots (b), (d) show the electron concentra-
tion in blue and the QW bandstructure in grey, we include the doping profile (red)
and the total amount of carriers in the simulations (b). Simulations consider for ev-
ery calculated point the correct dielectric constant connected to the correct material,
instead we use for the measured data only the dielectric constant of Al0.2Ga0.8As
εr = 12.3.
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4.2.3 Magnetotransport measurements
Analyzing magnetotransport measurements, we can determine electron concentrations of a 2DEG
with high accuracy.
In our experiment we apply typically static magnetic fields up to B ≈ 7 T at 2.5K parallel to
the growth direction and an in-plane current through the conductive layer. Then we determine
the carrier concentration of every occupied quantized state in a 2DEG by the quantum Hall-
effect. This effect describes the splitting of quantized states into Landau levels with energies
En = E0 + (n + 0.5) · ~B/(qm∗) (n ≥ 0) for a certain applied magnetic field (see Figure 4.7).
Figure 4.7: Landau level splitting of a QW subband. The figure sketches a QW with two sub-
bands with a splitting of the first subband into Landau levels for two different mag-
netic fields B. For low B-fields the gaps between the split Landau levels are small
and many Landau states are occupied. For high B-fields the gaps between the split
states are large and fewer Landau levels are occupied.
While sweeping the magnetic field from (0 . . . ± B) the energy difference between subsequent
Landau levels changes and we observe a step-like transverse resistance Rxy in respect to the
current flow in x-direction. The discrete steps in Rxy represent then the number of occupied
levels at a certain applied magnetic field. Furthermore, the 2-dimensional longitudinal resistance
Rxx = ρxx(= ρ3Dxx /dQW) oscillates, while sweeping the magnetic field and we can determine the
carrier concentration from these oscillations. If electrons occupy only one subband, we observe
Shubnikov-de-Haas oscillations, given by [126]:
△ ρxx(B) = 2Aρ0 ·Φ(TD) ·D
(
T
B
)
· cos
(
2π
ν
B
− π
)
(4.5)
Here two quantities dampen the magnetic oscillation amplitude, namely the thermal damping
factor D(X) = X/sinh(X) with X = (2π2kbm∗)/(e~) · (T/B) and the Dingle-temperature TD, which
describes damping by electron scattering, e.g. scattering at impurities [127, p. 57-65]. The other
parameters are A the dimensionless amplitude factor, ρ0 the 2D-resistivity in the absence of a
magnetic field and ν the frequency of the oscillation. The electron concentration of the 2DEG is
then directly connected with the frequency ν describing the periodicity of the oscillations at an
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inverse scale 1/B and is given by [128, p. 27]:
n2De =
2q
h
(
1
Bi
− 1
Bi+1
)−1
(4.6)
Here the magnetic field values Bi are neighboring minima of oscillations. Another method to
determine the 2D sheet density utilizes the Fourier-transformation for evaluation of the oscilla-
tions at an inverse scale 1/B. Within this method the carrier concentration is the frequency of
the resonance. In this sense the Fourier method is a more general approach, because apodization
and other signal processing steps can be applied to analyze measurements with higher precision.
If electrons occupy more than one subband, so called magnetic intersubband scattering oscilla-
tions (MISO) occur [126, 129, 130]. In the case of two occupied subbands the MISOs are given
by the following formula:
△ ρxx(B)
ρ0
= 2A1ρ0 ·Φ(TD) ·
[
D
(
T
B
)
cos
(
2π
ν
B
− π
)
+ βD
(
2 · T
B
)
cos
(
2π
ν1 + ν2
B
)
(4.7)
+ β cos
(
2π
ν1 − ν2
B
)]
where β = (B12/A1) ·Φ(TD2), TD2 is the Dingle temperature of the second subband and the co-
efficients Ai (i=1,2), B12 are connected with the intrasubband (i = j) and intersubband (i , j)
scattering probabilities [126]. Here both subbands split into separate Landau levels by interac-
tion with a B-field, where the intersubband transition energy determines the distance between
those sets. If now for all k ∈ N ∆E12 = k · ~ωc with the cyclotron frequency ωc = B/(qm∗)
is fullfilled, the longitudinal conductivity (resistance Rxx) has a maximum (minimum) due to
a resonant scattering channel between both coincident sets of Landau levels [126]. The main
scattering mechanism here is quasi-elastic scattering between electrons and acoustic phonons
[126, 131]. Let us focus on Equation (4.7) for statements about the carrier concentration. With
a closer look to the trigonometric terms we recognize more than only two frequencies ν1 and
ν2 related to the Shubnikov-de-Haas oscillations of both subbands. Additionally we find terms
with the difference frequency ν1 − ν2 and the sum frequency ν1 + ν2, which is related to the total
carrier concentration n1+n2. Furthermore the sum frequency term is strongly temperature depen-
dent and contributes only at temperatures below 1K. Instead the term including the difference
frequency is independent of the temperature and contributes strongly to the measured signal.
In our experiment we use a square-shaped Van-der-Pauw geometry with ohmic contacts to the
2DEG at the corners and a Ti/Au Schottky gate covering the rest of the surface (see Figure 4.8).
Since we measure in Van-der-Pauw geometry, we do not measure the longitudinal and transverse
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Figure 4.8: Van-der-Pauw geometry of electric contacts for magnetotransport measurements.
The four grey areas represent ohmic contacts, where we imprint a current I in one
pair of contacts and measure a voltage drop U at the other pair. The yellow area is
the Schottky gate and the blue line sketches the 2D electron gas layer.
resistance independently as achieved in a Hall-bar geometry. Instead we measure a resistance
mixed of Rxy and Rxx. For increasing accuracy we isolate the longitudinal and transverse resis-
tance considering the identities Rxy(B) = −Rxy(−B) and Rxx(B) = Rxx(−B). Hence, with this
symmetry property we are able to separate both parts, if we measure current and voltage for
magnetic fields in a symmetric range from −B to B:
Rxx = 0.5 · (Rmix(B > 0) + Rmix(B < 0))
Rxy = 0.5 · (Rmix(B > 0) − Rmix(B < 0))
The gate contact provides control about the band bending and consequently the carrier density
[132]. Furthermore we control the number of occupied subbands and can determine the electron
density for different applied voltages.
Figure 4.9a shows magnetic oscillations in the longitudinal resistance Rxx for an applied gate
bias of 0.2V at T = 2.5K. According to the applied voltage we expect an occupation of two
subbands considering simulations and spectroscopic characterization (see next section). With
a Fourier analysis of Rxx(1/B) we determine accurately the 2D electron density. To reduce
unwanted spectral features at low frequencies and artifacts we subtract a polynomial offset of
Rxx(1/B), which minimizes the DC part of the spectrum, and apodize this periodic function to
diminish the spectral leakage effect. After all signal processing we obtain slightly broadened,
but still clearly separated resonances with central frequencies corresponding to different carrier
densities. The calculated spectrum for measurements at 0.2V gate voltage in Figure 4.9b de-
picts mainly two resonances. Let us recall Equation (4.7) describing all magnetic oscillations.
Comparing theory and experiment we expect the magnetic oscillation of the difference frequency
to be the strongest contribution, because it is temperature independent. Hence the larger reso-
nance at low frequencies around n ≈ 0.15 · 1012cm−2 is a MISO oscillating with the difference
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(a) Longitudinal resistance Rxx(B) (b) Fourier-transform amplitude spec-
trum of Rxx(1/B)
Figure 4.9: Magnetic oscillations of the longitudinal resistance (a) and the corresponding
Fourier analysis (b). Figure (a) shows the data of the longitudinal resistance Rxx(B)
at a gate voltage of −0.2V and T = 2.5K. The right figure (b) shows the Fourier
transform of the longitudinal resistance over the inverse B-field. The grey shaded
area is the pure Fourier-transform without an apodization function. The red line
instead shows the spectral amplitude, where we apply an extended Norton-Beer
function with a broadening factor of 2 [133] to filter noise and high harmonics.
frequency. This frequency is then proportional to the difference of the carrier densities between
the first and second occupied subband n2D1 − n2D2 . Furthermore we know, that the first subband is
higher populated and so we expect the SdH oscillation frequency to be higher than the MISO or
the SdH frequency of the second subband. Hence we interpret the second smaller peak around
n ≈ 0.3 · 1012cm−2 in the frequency spectrum as the SdH oscillation frequency of the first sub-
band, although the oscillation is dampened due to a temperature effect. Within our investigation
we do not observe the sum frequency MISO. We connect the absence with a strong temperature-
induced damping. This is maybe also the reason, why we do not observe the Shubnikov-de-Haas
oscillations of the second occupied subband (n2D2 ) for −0.2V. Another reason could be the
lower mobility in the 2nd subband and consequently a higher scattering rate, which increases the
damping due to the Dingle-temperature. However, also the MISO oscillating with the difference
frequency could overlap with the SdH oscillation of the second subband.
Further measurements at several gate voltages support our interpretation, where we analyzed
Fourier spectra to obtain carrier densities for different band bending. Figure 4.10a depicts all
processed data, where we in particular show the voltage dependency of the central resonance fre-
quencies. With a closer look to all experimental data we notice the constant difference n2D1 − n2D2
for gate voltages U > −0.3V. If we assume only resonances of SdH oscillations for both sub-
bands, we would expect a linear increase. This is not the case, but why is the difference electron
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density term constant? Let us consider the density of states (DOS), which is a step function in
the case of a 2DEG. Hence the DOS increases by a constant amount for every subband. The
carrier concentration of the system is ntotal =
∫ EF
0
D(E)dE. Consequently the difference between
the carrier concentration of the first subband (red block in Figure 4.10b) and the second subband
(blue block in Figure 4.10b) is always constant. However, this arguement is only valid as long
as the QW shape and subband energies do not change significantly. This limit could be also the
reason, why we observe a change of the differential electron density for voltages below −0.3V.
In summary we conclude, that the total electron sheet density of our single QW is in the range
of (1.4 . . . 5.3) · 1011 cm−2 depending on the applied gate voltage.
(a) Carrier concentrations dependent on
gate voltage
(b) 2D density of states
Figure 4.10: Fourier analysis of different magnetic oscillations for various applied gate volt-
ages (a) and density of states (b). The green line shows the trend of data (green
circles) of the differential 2D electron density of the first occupied subband (n1).
The red line represents the trend of measured data (red circles) of the 2D electron
density difference between the first and second occupied subband (n1 − n2). Fur-
thermore we plot the 2D electron density of the second occupied subband in light
blue (n2) and the calculated total 2D-electron density (n1 + n2) as a black dashed
line. In Figure (b) we provide a visual explanation of the interpreted 2D electron
densities in (a).
4.3 Spectroscopic characterization
4.3.1 THz time-domain spectroscopy in the linear regime
Electrically modulated population of subbands
A major concern in our strong light-matter coupling experiment is the exact position of intersub-
band transitions between subbands in the QW. In particular, we want to determine the second
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Figure 4.11: Simulated conduction band profile depending on the externally applied voltage.
In growth direction we show from left to right the GaAs buffer layer, the AlGaAs
barrier, the GaAs QW, another AlGaAs barrier and at last the high potential barrier
of the TiAu Schottky gate. The highest voltage shown is 0.0V (darkest line in
foreground) and the lowest −1.0V (brightest line in background).
ISBT resonance to pump resonantly our QW system in our THz pump-probe experiment. Here
we will present simulations as well as spectroscopic methods to determine the ISBT-frequencies
by an electrical modulation method. The basic idea is to selectively populate and deplete the
QW subbands by applying externally an electrical modulation to our heterostructure.
As introduced in Chapter 3 we modulate the QW electrically using an ohmic contact to drain
electrons and a Schottky contact to bend the band structure. In detail we modulate the conduction
band bending and thus control with this the QW shape and the carrier density in the QW. Figure
4.11 depicts the simulated conduction band profile for different applied voltages. The QW is
filled with electrons without an externally applied voltage (U = 0V) and is depleted for negative
voltages. In our experiment we modulate between a fixed depleted and a populated state by
applying an AC voltage, where the electron density depends on the applied voltage level of
the AC signal. In addition all thermal effects are negligible for negative voltages, because the
AlGaAs barrier between QW and Schottky contact is highly resistive (see Figure 4.4). Hence
there is almost no current flowing and no significant heating occurs. This technique is especially
sensitive for measuring small signals, due to the a stable modulation phase with fast modulation
frequencies of several kHz. Consequently weak absorption signals in the magnitude of 0.1% as
typical for single QWs are easy to detect.
After measuring the total THz transmission as a reference and the electrically gated transmis-
sion with our TDS setup, we calculate the complex 2D conductivity. According to Section 2.1.1
the real part of the 2D conductivity is proportional to the 2D absorption coefficient. Hence, we
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Figure 4.12: Voltage dependent real part of electrically gated 2D conductivity (measured) nor-
malized to the vacuum conductivity σvac = ε0c at T = 10K (prop. to 2D absorp-
tion). The curves are shifted vertically for clarity. The sample was modulated with
a square-shaped AC-voltage between a fixed lower voltage level of Ulow = −2V
and a variable upper level Uhigh at 493Hz. All measurements are labeled with
the corresponding applied upper voltage levels at the left side of figure (a). All
measurements have been further processed with an asymmetric apodization func-
tion, which consists of two modified Norton-Beer functions [106] with a strong
broadening on the left wing and a medium broadening on the right wing.
use both quantities for a qualitative comparison. Figure 4.12 depicts the voltage dependence of
the intersubband absorption. Depending on the applied voltage we observe at most two absorp-
tion peaks. The higher frequency peak at 3.5 THz (14.47meV) we interpret as the second ISBT,
which deviates only slightly from predicted values (see Section 4.1). Furthermore the transition
energy is almost constant for all voltages. We associate the peak at lower frequency in the range
of (2.25 . . . 2.7) THz with the first ISBT. From high to low negative voltages we observe a red
shift of the resonance frequency, which for even lower negative voltages shifts back to higher
frequencies (blue shift) until the absorption peak vanishes. Both shifts can be explained by two
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major effects overlapping each other. The first effect is the quantum confined Stark-effect, where
the externally applied voltage bends the conduction band and changes the shape, symmetry and
consequently the energy of confined subbands in the QW. If a certain negative voltage is applied,
the QW is completely depleted and has an asymmetric shape. Increasing the modulation voltage
towards zero Volts the QW shape changes from a triangular shape to a symmetric square. In
particular the first subband is affected by the shape changing potential and causes first a red shift
and then a slight blue shift.
Our Nextnano3 simulations in Figure 4.13 and Figure 4.14 confirm this behavior. Further
studies of bandstructure simulations show a constant, slightly asymmetric potential after the
conduction band at the position of the δ-doping is pinned to the chemical potential. As a con-
sequence the QW shape remains the same, as well as the transition energy of the first ISBT and
the sheet carrier density. Exactly this behavior is supported mainly by magnetotransport mea-
surements (see Figure 4.10a). However, the measured frequency deviates about 40% from the
expected simulated value (see Section 4.1). We explain the difference with the depolarization
shift ([117, p. 59], [134, 135, 136, 137, 138]), which is not included in the Nextnano3 simu-
lation software. This many-body effect considers electron-electron scattering for high electron
densities, where the single electron-light interaction is screened by all others ([53, p. 48], [139]).
One can imagine this effect as a collective transition of electrons by irradiation, where additional
energy is necessary to induce oscillations (extra energy: ~ωp = ~(e2n/(εε0meff)0.5). As a result
the ISBT of this plasma is higher, where the energy shift of the transition between two states
E f i = E f − Ei is:
Edep
f i
= E f i ·
√
(1 + α f i) (4.8)
α f i =
2e2(n f − ni)
ǫǫ0
· S f iE f i
Here we consider α as suggested by Załuz˙ny et al. [140], which takes into account an unscreening
of the depolarization effect by charge carrier redistribution to the next higher occupied subband
[141]. Figure 4.13 depicts the simulated transition energies including the depolarization shift.
The extended simulations for this many-body effect confirm the measurements in terms of reso-
nance frequency. However, in other experiments the depolarization shift was observed for much
higher electron densities of about (1011 . . . 1012) cm−2 [134, 136]. The difference from other ob-
servations to our measurements is the energy range of the intersubband transitions, which is here
below the Reststrahlenband of GaAs. Taking a closer look on Equation (4.8) we see a propor-
tionality α ∝ S f i/E f i. Hence, α gets relevant for small ISBT energies and the depolarization
shift becomes already important at low carrier densities in the order of 1010 cm−2.
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Figure 4.13: Simulated voltage dependent absorption. All absorption spectra are calculated
with the quantum mechanical absorption model (see Section 2.3.2). In our calcu-
lations we include the first two ISBT E12, E23 and the ISBT between the first and
third subband E13. Furthermore we assume a Lorentzian shape with a full width
of half maximum of ΓFW = 0.15 THz. While the dashed lines represent the single
particle solution, the black filled spectra show the absorption with the depolar-
ization shift included. Additionally to the applied voltage drop over the sample
we label for every set voltage the corresponding expected 2D electron density of
the QW (also represented by background color). The green horizontal bar marks
the spectrum with the lowest resonance frequency for the absorption including
many-body effects.
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Figure 4.14: Simulation of the first ISBT for various voltages. The image shows the simulated
evolution of the first ISBT for the single particle model (grey line) including only
the Stark shift (external voltage) and an extended single particle model including
the Stark shift and depolarization shift as a many-body effect. The background
color reflects the 2D electron density inside the QW, while for low voltages the
QW is empty (blue) and for high voltages highly filled with electrons (red color).
Although these experiments provide basic spectroscopic information, they are most important
regarding our strong light-matter interaction experiment, in particular, investigating an absorp-
tion line splitting. The necessary separation between two different center frequencies of spectral
features with the same amplitude strongly depends on the lineshape. In the case of ISBT we
observe a Lorentzian, where broadening mechanisms are homogeneous, for example mainly life
time broadening, dephasing and broadening related to growth imperfections. In this case we
resolve two equal neighboring features, if they are separated at least by their full width at half
maximum (FWHM). Hence, we can estimate the necessary spectral resolution and electric-field
strength needed to observe the AC-Stark effect. In detail, if the FWHM of the absorption line is
small, also the lower limit of the Rabi frequency decreases to observe separated lines. From our
voltage dependent measurements we analyze carefully the trend of the FWHM and the amplitude
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of the first ISBT. As a result, we determine a good trade-off of between absorption amplitude and
FWHM (≈ 0.15 THz) close to the minimal achievable resonance frequency of 2.19 THz, which
we choose as a reference point for further experiments and comparison between measurements
and simulations. Furthermore, we know from simulations that the QW is slightly asymmetric
for this applied voltage. As a consequence also the dipole forbidden 1-3 ISBT is allowed. This
ISBT we resolved with Fourier-transform infrared spectroscopy experiments and could confirm
the transition energy comparing the results to simulations including the depolarization shift.
As a closing remark of this section, we want to discuss a simulation limit. All voltages applied
in simulations are potential differences between the Schottky barrier and the conduction band
pinned to the chemical potential. This means that the voltage drop does not consider parasitic
resistors, capacitors or inductors, realistic in every device structure or at least not negligible. So
voltage values of a certain sample geometry are naturally higher than simulated ones and are
consequently not comparable. For this reason we choose the minimum frequency of voltage
dependent measurements as a reference point.
Thermally excited subbands
Tuning the conduction band with an externally applied voltage, we do not only change the quan-
tum well shape, even more we change the electron density inside. In this section we introduce
thermal excitation of electrons to higher subbands by increasing the lattice temperature. Here the
total amount of carriers as well as the quantum well shape stay approximately constant and we
investigate the intersubband absorption behavior only by redistributing populations thermally.
For our study we use THz-time domain spectroscopy described in the experimental methods
Chapter 3.
At lowest operated lattice temperatures TL = 8K, a single electron in a 2DEG has a thermal
energy of Eth = kBT = 0.86meV. In our experiment we apply a certain gate voltage, so that
only the ground state in the QW is occupied and for electrons the thermal energy is not sufficient
to occupy the next subband. Figure 4.15 depicts the temperature behavior of the first two ISBT
of our GaAs/AlGaAs single QW, which we probe with broadband THz radiation in the range
of (1 . . . 4) THz. At the lowest temperature we observe only the first ISBT at 2.14 THz. For
all other, higher lattice temperatures a second peak is rising at 3.4 THz, which we interpret as
the second ISBT. Let us focus first on the resonance frequency of both ISBT. While the second
ISBT is almost constant, the transition between the first two subbands shifts clearly to lower fre-
quencies with increasing the temperature. We explain the origin of this red shift with the strong
influence of many-body effects on the transition energy, in particular the depolarization shift. On
a closer look to our temperature dependent absorption simulations, we compare in Figure 4.16
ISB resonances calculated within the single particle model (dashed line) and the depolarization
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Figure 4.15: Real part of the temperature dependent ISB 2D conductivity normalized to the
vacuum conductivity σvac = ε0c (prop. to 2D absorption). For all lattice tem-
peratures the QW is modulated between Ulow = −2V and Uhigh = −1.6V. All
measurements have been further processed with an asymmetric apodization func-
tion, which consists of two modified Norton-Beer functions [106] with a strong
broadening on the left wing and a medium broadening on the right wing.
shifted ISB resonance (black area). The red shift of the first ISBT (black) we explain then as an
undressing of the dressed ISB absorption by strong electron-electron interactions ([141], [142],
p 101). Kong-Thon-Tsen [142, p. 101] describes the unscreening by quasi-holes in the ground
state. As soon as the second subband gets populated, excited electrons leave a quasi-hole in the
ground state. These quasi-holes screen the electron plasma and undress the collective intersub-
band excitation. Consequently the first ISBT is red shifted.
This effect was observed also in a 40 nm broad QW by Craig et al [141]. In this experiment an
applied AC-bias modulates the electron density and the first ISBT is probed with an narrowband
THz free-electron laser around the resonance frequency. The authors explain the observed red
shift with the depolarization shift of the absorption resonance depending on the population dif-
ference of subsequent subbands [140]. Besides this, non-parabolic conduction bands introduce
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Figure 4.16: Simulated temperature dependent ISB absorption at U = 0.51V. All absorption
spectra are calculated with the quantum mechanical absorption model (see Sec-
tion 2.3.2). In our calculations we include all possible transitions up to the 4th
subband. Here we observe a response from the first three ISBT E12, E23 and E34.
Furthermore we assume a Lorentzian shape with a full width at half maximum
of ΓFW = 0.15 THz for our calculations. While the dashed lines represent the
single particle solution, the black filled spectra show the absorption including the
depolarization shift. Additionally to the set lattice temperature we label for ev-
ery temperature the corresponding expected 2D electron density of the QW (also
represented by background color).
also a red shift of the absorption resonance, if bands get highly populated. However, related spe-
cific absorption effects are negligible below transition energies of 100meV [53, p. 40ff], [143],
[144, p. 38]).
Let us discuss further about the the lineshape of the absorption and its amplitude. While the
lineshape and amplitude of the second resonance at higher frequency stays approximately con-
stant, the first resonance’s shape changes strongly. The linewidth gets broader and the amplitude
smaller with higher temperature. The absorption amplitude change can be explained investiga-
tion the population occupation of the first three subbands. Here the total number of electrons is
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approximately constant, while the electrons get redistributed from the first subband to the second
and third by thermal excitation. For this analysis we calculate from the Fermi distribution [53]
the perecentage of electron population in every subband ni/ntot. We determine for the first, sec-
ond and third subband 99.9%, 0.1%, 0% at the lowest temperature of 10K and 61.5%, 30.5%,
8%, at the lowest temperature of 120K ,respectively. It is obvious that than the absorption ampli-
tude of the first ISBT decreases, while the absorption amplitude of the second and thid transition
rises. Concerning the broadening of the lineshape one should avoid a high lattice temperature for
investigating the Autler-Townes splitting, because in this case a stronger light-matter coupling is
necessary to resolve properly the absorption line splitting.
Concluding all results of thermal excitation and electrical modulation of our single QW sys-
tem we correlate both absorption lines with the first two ISBT. Theoretically, we support this
interpretation by Nextnano3 simulations of the bandstructure, ISBT energies and additional cal-
culations of the quantum mechanical absorption coefficient including the depolarization shift
(see Section 3.3). Simulations as well as experiments (TDS and FTIR spectra) are within the
linear absorption regime. Experimentally, the frequency shift is a very good indicator showing
any local increase of the lattice temperature. But this relation between resonance frequency and
temperature is only valid, if the QW system is not pumped resonantly at the first ISBT by a
second light source. Also experiments give an idea about the line broadening to select the best
conditions for observing an absorption line splitting.
4.4 Chirp analysis
In spectroscopy often the absorption is the only quantity of interest, where the light intensity
is measured and phase information is lost. With time-domain spectroscopy both the electric-
field amplitude and the phase of radiation are measured and additional phase information of
propagating light allows one to determine the complex optical constants. Moreover, it allows
also to determine direct information about the chirp. So far discussions about the phase of a pulse
were related to the analysis of phase accumulation compared to a non affected pulse in a chirp
free environment. In this section we introduce a comprehensive analysis method within THz
time-domain spectroscpy for investigating the frequency time delay of a THz pulse influenced
by a dielectric material. The analysis method is called short-time Fourier-transform.
The short-time Fourier-transform (STFT) is a suitable tool for time-dependent spectral analy-
sis. The classic Fourier-transformation transforms a time-dependent signal into frequency space.
Thereby the time-dependent signal is always limited with a boxcar apodization function given
by the limited measurement time in an experiment. The STFT method instead splits the time
trace into several intervals and transforms these short parts of the whole measured time-domain
72
4 Sample design and characterization 4.4 Chirp analysis
into a frequency spectrum with a certain apodization function. Within this approach we obtain
spectra in a certain time range. In other words, the STFT moves an apodization function with
a certain step size over the whole measured time trace. To increase the time resolution an ad-
ditional overlap factor k allows to overlap time intervals. Consequently, depending on the time
interval ∆t, the overlap factor, and the apodization window, we resolve the spectral amplitude of
a single THz pulse in time and frequency. The result of the STFT is a spectrogram, where the
y-axis represents frequencies, the x-axis the delay time and a color code the spectral amplitude.
During the analysis one has to consider always the uncertainty relation, from which follows, that
good time resolution (small time intervals) causes low spectral resolution. In all our analyzed
data we used a Gaussian apodization function.
In pump-probe experiments both pulses are typically narrowband and have the same pulse
width or probe pulses are much shorterin time than pump pulses. In both cases a chirp is negligi-
ble related to the temporal overlap. Here, however, we use a broadband probe pulse with a pulse
width that is only slightly shorter than the narrowband pump pulse. In this case, a broadband
pulse propagating through a dispersive medium with a non-constant refractive index becomes
chirped, due to a mismatch of phase and group velocity. Consequently, the pulse is stretched
and the different frequency components are separated in time and space. We investigate features
in the strong light-matter interaction regime, which we only expect at the temporal and spatial
overlap of both pulses. Hence, the response of different frequency components of the probe pulse
occur at different delay times with respect to the narrowband pump pulse. In the following, we
discuss the effect of dispersion in our GaAs QW sample with the help of the STFT method.
Figure 4.17 depicts the amplitude of a broadband THz pulse in the time domain and the cor-
responding spectrogram. For this measurement an approximately 4 ps long pulse propagates
through a N2-atmosphere, where the refractive index is close to unity and constant. The spec-
trogram shows no sign of a delay of frequencies in time and all frequencies are clearly within a
certain short time interval. In other words, the pulse is Fourier limited, which means that it is
not stretched in time and we observe no delay of frequencies (no chirp). Let us now focus on the
propagation of a broadband THz pulse through our GaAs QW sample. The transmission through
our sample with a multipass geometry shows a strongly stretched pulse in time (see Figure 4.18a)
such that we observe a pulse width of approximately 8 ps. Here we apply an external voltage to
deplete the QW completely, in order to measure the pure chirp by the GaAs lattice. With a closer
look to the corresponding spectrogram we determine a separation between the low frequencies
around 2 THz and the higher frequencies in the range of 4 THz of approximately 3 ps. The pulse
shows a positive chirp, where the low frequencies are ahead of the high frequencies. Next we
show results, where we modulate the QW electrically between a depleted QW and an with elec-
trons filled QW, where two subbads are occupied. The electrically gated transmission in Figure
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Figure 4.17: Transmission of THz pulses through a N2 purged environment and the corre-
sponding spectrogram. The upper panel (a) shows a THz-pulse generated by a
GaP crystal at approx. 9 ps and several weaker pulses reflected in the setup. The
measured data is normalized to the pulse maximum. The lower panel (b) de-
picts the calculated STFT of the time-domain, where the color code represents
the spectral amplitude. For the STFT we choose a time interval of ∆t = 2.1 ps
and an overlap factor of k = 0.7. The spectrogram is smoothened by a bi-cubic
interpolation algorithm.
4.18b shows a significant separation of frequencies under these conditions. There we see the
changes in the transmission spectrum. The absorption of the first and second ISBT are separated
by 1 ps. Furthermore we observe both frequency peaks for a certain time range, which provides
a timescale of interaction between THz pulses and QW subbands. The induced positive chirp is
caused mainly by the GaAs substrate, in which pulses propagate already through approximately
(3 . . . 4)mm not including the zig-zag trajectory of the waveguide geometry. Our broadband
pulses get then chirped by the Reststrahlenband, which, for GaAs, is given by the LO-phonon at
8.76 THz and TO-phonon at 8.06 THz [145]. The complex refractive index describes the disper-
sion and absorption and is defined by n(ω) =
√
ε(ω), where the permittivity ε(ω) is the electrical
response function of the GaAs lattice.
ε(ω) = ε∞
(
1 +
ω2LO − ω2TO
ω2TO − ω2 − iγω
)
(4.9)
In Figure 4.19 we show a broadband THz spectrum of probe pulses generated by a GaP non-
linear crystal in a N2-environment (grey), transmitted through a bare GaAs substrate (0.5mm)
(red) and the Reststrahlenband spectrum (black vertical area). The Reststrahlenband spectrum
is depicted as a black area, because it reflects almost 100% of the incident light, we do not
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(a) Transmission of a THz-pulse through the QW-sample
(b) Electrically gated transmission of a THz-pulse
through the QW-sample
Figure 4.18: Both figures show a the transmission of a THz pulse through the QW in the time
domain and their corresponding spectrogram calculated by STFT, where the color
code represents the spectral amplitude. We acquire both measurements at the
same time, while Figure (a) depicts the transmission signal through the QW sam-
ple and Figure (b) shows the electrically gated transmission through the QW. Here
the measured data are normalized to the pulse maximum and acquired at 10K. In
Figure (a) we chose a time interval of ∆t = 2.1 ps and an overlap factor of k = 0.7
for the STFT. For Figure (b) we chose a time interval of ∆t = 4.1 ps and an overlap
factor of k = 0.8. Both spectrograms are smoothened by a bi-cubic interpolation
algorithm.
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Figure 4.19: THz transmission spectra and Reststrahlenband in GaAs. In the background we
depict a THz transmission spectrum acquired in N2-atmosphere as a reference
(grey). Instead in the foreground we see the THz-transmission spectrum through a
thin GaAs slab (500µm) in red. The black vertical bar shows the Reststrahlenband
defined by the transversal and longitudinal phonons of GaAs. additionally we plot
the refractive index of GaAs of the whole investigated frequency range (green
dashed line).
observe transmission at these frequencies. Additionally, the dashed green line shows the refrac-
tive index. While the refractive index is more or less constant up to 3 THz, it changes rapidly
from 3.6 to 4.0 between 3 THz and 6 THz, respectively. Therefore, the optical path for high
frequencies is longer, the propagation velocity gets slower ( cm = c0/n(ω) ) and consequently
the pulse is stretched in the time domain. In this case the pulse gets positively chirped as we
observed in our measurements (see above). Here, we neglect the contribution of the AlAs alloy
in the AlGaAs barrier completely, because it adds only resonances for frequencies above the LO-
phonon of GaAs [145]. This additionally supports our assumption that mainly the thick substrate
introduces a strong dispersion effect.
In summary, we measure a chirp of broadband THz pulses induced by the Reststrahlenband
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of GaAs. The broadband probe spectrum is stretched in time. Consequently, this effect should
show a subsequent probing in frequencies of the strong light-matter interaction induced subband
splitting effect. We expect then from pump-probe experiments to observe first an Autler-Townes
splitting (low frequencies, first ISBT) and then a Mollow triplet (high frequencies, second ISBT).
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5 Autler-Townes splitting
In this chapter we present our narrowband THz-pump and broadband THz-probe results of a
single GaAs/AlGaAs quantum well characterized in the previous section. With strong pump
pulses from a free-electron laser we couple the electric field with the second and third subband
and study the pump-induced the dressed states with broadband probe pulses generated by optical
rectification in a GaP crystal. Here the first three subbands constitute a 3-level cascade-EIT
ladder system [73, 38] and our results lead to the main question from the introduction: Do we
observe Autler-Townes splitting or electromagnetically induced transparency?
At first we give an overview of the experimental conditions and then focus our discussion on the
observed splitting of the first intersubband transition, which occurs in a spectral range around
2 THz. Subsequently, we present the pump-induced changes for the first and second intersubband
transition within a set of time-resolved spectra. Based on our time-resolved measurements we
draw conclusions about frequency shifts, thermal and chirp effects.
5.1 All-THz pump-probe measurements
In this section we introduce our narrowband THz-pump and broadband THz-probe experiments.
Here a GaP crystal illuminated with short NIR pulses generates a broadband probe spectrum in a
frequency range between 0.2 THz and 7 THz depicted as a black area in Figure 5.1. Geometrical
issues, such as a 0.5mm wide slit aperture of the sample holder, the waveguide geometry of the
sample itself and absorption due to the Restrahlenband, narrow and limit the observable spectral
range to 0.5 THz on the low frequency side and 4 THz on the high frequency side. This reduction
can be explained by two effects. First, low frequencies (long wavelengths) are simply cut by the
geometry. Second, as introduced in Section 4.4, our multipass waveguide geometry causes a
strong chirp of pulses in GaAs, so that pulses are stretched out of the measured time-window.
In addition, the Restrahlenband attenuates the spectral amplitude at high frequencies. Within
the provided spectral range, we observe two absorption bands, corresponding to the first and
second intersubband transition at around 2.2 THz and 3.4 THz, respectively (see Section 4.3.1).
According to our strong light-matter coupling experiment we set the pump frequency such that
we are close to the second ISBT but avoid any absorption by water molecules. Hence the pump
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Figure 5.1: Overview of spectra involved in the pump-probe experiment of the extended THz
time-domain setup. Here the black and grey shaded areas depict the transmission
spectrum of probe pulses propagating through a N2-purged environment (black)
and the depleted quantum well sample behind a slit aperture (grey). When the
QW is filled with electrons, absorption (red) occurs for the first two ISBT. In our
experiments FEL THz-pulses interact resonantly with the QW at the second ISBT
(green).
frequency is 3.5 THz (small narrow green area in Figure 5.1) inducing dressed states by coupling
the second and third subband with each other.
Besides the strong coupling between pump frequency and the second ISBT, the correct tim-
ing between pump and probe pulses is essential. The Rabi frequency, representing the coupling
strength and so the splitting of states, is proportional to the electric-field amplitude. Hence, we
observe a splitting only at the moment the pump pulse is interacting with the QW. In order to
monitor the time overlap we measure the pump-probe signal of the electrically gated transmis-
sion. Figure 5.2 depicts a pump-probe signal acquired with a pump frequency of 3.4 THz and an
electric-field amplitude of 3.3 kV · cm−1 in vacuum at the sample position. For our pump-probe
experiment , however, only the polarization component of the electric field perpendicular to the
QW layer is interacting with the subbands. Hence, we find the electric-field amplitude normal
to the QW plane to be 2.2 kV · cm−1 in GaAs concerning our waveguide geometry (see Section
7.2.1 in the Appendix). For further discussions, all electric-field amplitudes below represent the
component perpendicular to the QW in GaAs. Analyzing the population dynamics in more de-
tail with the introduced pump-probe model in Section 3.2 we obtain information about the time
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Figure 5.2: Narrowband THz-pump and broadband THz-probe measurement. The sampling
delay is fixed at the maximum of the electrically gated transmission (blue dots)
with a modulation of Umod = (−2 . . . − 0.6)V, while the pump-probe delay is
changed. FEL THz pulses pump resonantly the second ISBT with an electric-
field strength of 2.2 kV · cm−1 in GaAs and broadband probe pulses monitor the
change in absorption of the first two ISBT. The red line represents the pump-probe
fit model from Equation (3.4) with which the relaxation time τdecay and the pulse
duration τFW (FWHM) are determined. Since the elcectrically gated transmission
represents a quantity of the electric field, here the timeconstant τdecay is already
correlated to the intensity representing the interaction of photons with electrons.
Pump pulses (black dashed line) interact with the quantum well at zero pump-
probe delay and mark the exact timing at which the strong light-matter interaction
is expected.
overlap of both pulses as well as the pulse width of FEL-pump pulses. Here the analysis suggests
a pump pulse width (FWHM) of about 16 ps. Considering now both pulse widths of 16 ps and
≈ 4 ps (see Section 3.1) for pump and probe pulses respectively, it becomes obvious that our
light-matter interaction experiment is very time sensitive. Just a small shift of the pump-probe
timing will influence the splitting effect.
Furthermore we highlight here that the population dynamics corresponds only to a small range
of frequencies correlated to the absorption band of the first ISBT, although we probe with broad-
band THz pulses. This connection between pump-probe signal and absorption frequency is more
obvious concerning our chirp analysis in Section 4.4. From the STFT we connect a certain tim-
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Figure 5.3: The spectrogram of the electrically gated transmission representing the spectral
chirp. The upper panel depicts the electrically gated transmission at a voltage mod-
ulation of U = (−2 . . .− 0.6)V without FEL pump pulses. The lower panel depicts
the time-resolved spectrum calculated by short-time Fourier-transform. For calcu-
lating the spectrogram we chose a time interval of ∆t = 4.1 ps and an overlap factor
of k = 0.8. The spectrogram is smoothened by a bi-cubic interpolation algorithm.
ing of the electrically gated transmission with a certain frequency range. In this sense we also
observe pump-probe dynamics at a certain sampling delay of the electrically gated transmission
and consequently at a certain frequency (see Section 3.2, Figure 3.6). Keeping in mind that we
observed a strong chirp between both ISBT frequencies due to the Reststrahlenband (see Section
4.4, Figure 4.19), we expect a slightly sequential splitting of the investigated ISBTs. Figure 5.3
shows a STFT spectrogram of the electrically gated transmission change in probe pulses. The
frequencies for both ISBTs are clearly separated by approximately 3 ps. Consequently also the
time overlap of both pulses is slightly different and depends on the investigated frequency.
So far we determined well-defined timing conditions for the pump-probe time overlap depend-
ing on the chirp of the investigated sample. Another effect influencing the timing is observed due
to the synchronization of pump and probe pulses. An instability in the time matching electron-
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Figure 5.4: Long-timescale jitter of FEL pulses relative to THz-probe pulses. The shaded area
represents a measurement session, where we acquired the relative time zero of the
pump probe overlap. All measurements have been plotted relative to each other,
so that the span of the y-axis gives the maximum observed time difference of the
pump-probe overlap between two measurements.
ics causes a sudden, jump-like time jitter, which we observed during our measurement sessions.
The analysis of this jitter effect is presented in Figure 5.4, which shows two time scales. The
y-axis represents the relative time overlap of pump and probe pulses with respect to an arbitrary
selected zero-position, while the x-axis shows the overall measurement time range, where each
event represents a measurement. From Figure 5.4 follows then that the time overlap shifts in a
certain range, depending on the measurement session. All events were determined by analyzing
pump-probe data and by fitting these measurements with the pump-probe model given by Equa-
tion 3.4. By approximating our data to this model, each fit defines a time zero with respect to the
measurement. As a result we determine a jitter-effect, which seems to change the time overlap
suddenly within a time range of ±20 ps (see Figure 5.4). Certainly the jitter gives an uncertainty
to each measurement, which requires an exact timing. However, in the following section we
investigate our results confirming sufficient stability for single measurements.
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5.2 Absorption splitting of the first intersubband transition
depending on the electric-field amplitude
In the previous section we discussed mainly the complex timing structure of our experiment.
Now we will investigate the strong light-matter interaction at the pump-probe time overlap. The
quantity we analyze is the complex 2D conductivity of the first ISBT at 2.25 THz, which we
determine according to Equation (2.17) in Chapter 2. Keeping in mind that the real part of the
measured electrically gated 2D conductivity is proportional to the 2D absorption (see Section
2.1.1 ), we treat both terms equally for convenience. To highlight the difference between the
absorption before and at the time overlap, we show both spectra in Figure 5.5 (a) and Figure 5.6
(a) for pump electric-field amplitudes of 2.2 kV · cm−1 and 5.6 kV · cm−1 (8.4 kV · cm−1 in vac-
uum) in GaAs, respectively. At the time overlap we observe a broadening, a small splitting and
a decrease in the absorption amplitude of the first ISBT peak for both electric-field amplitudes.
Despite the small splitting, a broadening and a decrease of the resonance amplitude suggests
a splitting effect induced by a strong pump pulse. This indicates that the absorbed energy dis-
tributes into two absorption channels, which represent the ISBT from the first subband to the split
second subband. Furthermore we highlight the change of the absorption amplitude by more than
80% for the first ISBT, which is a large modulation depth concerning THz modulators. While
we observe resonance peaks in the real part of the electrically gated conductivity, we observe in
Figure 5.5 (b) and Figure 5.6 (b) a bipolar dispersive shape in the imaginary part around the reso-
nance frequency before the time overlap, where pump pulses do not change the energy structure.
Instead at the time overlap the shape of the imaginary part changes from one oscillation into two
oscillations. Here the relation between real and imaginary part shows the causality described by
the Kramers-Kronig relation. Indeed we expect from a line splitting, where two resonances are
close to each other, an oscillatory behavior in the imaginary part as depicted in Figure 5.5 (b) and
Figure 5.6 (b). As a remark, we want to remind that the electrically gated conductivity is here
a relative quantity and not absolute (see Section 3.1.1). Consequently the negative value of the
conductivity is only a variation of the ISB polarization phase, while an absolute negative value
would indicate a change of the polarization direction.
From measurements we extract a line splitting of ΩR = 0.23 THz and ΩR = 0.55 THz for
electric-field amplitudes of 2.2 kV · cm−1 and 5.6 kV · cm−1, respectively. Despite experimental
uncertainties, we observe almost the expected linear connection between the Rabi frequency
and the electric-field amplitude (see Equation (2.25)). Here we analyzed the frequency distance
from peak to peak and assumed that no sudden jump in the timing appeared. For calculating the
theoretically expected Rabi splitting we have to consider the waveguide geometry and the fact
that only an electric field perpendicular to the QW plane interacts with the 2DEG. Hence the
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expected theoretical values of the Rabi frequencies are then ΩR = 0.48 THz and ΩR = 1.2 THz
for the electric field amplitude of 2.2 kV · cm−1 and 5.6 kV · cm−1, respectively. The calculation
of the Rabi frequency with Equation (2.24) utilizes a refractive index of n = 3.6 for GaAs and a
dipole matrix element determined by Nextnano3 simulations of µ12 ≈ 89 eÅ. Our experimental
results match reasonably to the calculated theoretical values, where we attribute the deviation
to mainly experimental uncertainties. The most important issue is the correct timing. There the
synchronization of pump and probe pulses causes a small continuous timing jitter of about 1 ps
due to the limited speed of electronics to match the given FEL master clock and the oscillator
frequency of the table-top laser system. This fast jitter causes a permanent, slight shift of the
pulse time overlap, such that we measure an average splitting of different pump-probe delays
close to the time overlap and consequently a reduced Rabi frequency. At the higher electric-
field amplitude of 5.6 kV · cm−1, we face an additional uncertainty concerning the timing. The
electric field is then strong enough to saturate the electrically gated transmission amplitude and
a plateau occurs right after the fall of the signal. In this particular case the pump-probe model
for determining the time overlap is not valid anymore, where probe pulses overlapping with
pump pulses not at the maximum electric-field amplitude (probe earlier than pump). This simply
means that we did not observe the largest splitting. Another uncertainty is introduced by our
multipass waveguide geometry. There pump and probe pulses overlap two times at the QW,
but probably with a different timing due to the strong chirp introduced by GaAs such that the
effectively measured Rabi frequency is lower than expected. At last we want to remark that
the interpretation of the extracted Rabi frequency for the higher electric-field strength cannot
be unambiguously quantified. One could also address a Rabi frequency of 0.2 THz between
the two peaks on the low frequency side at around 2 THz. Here also the imaginary part is not
as conclusive as for the lower electric-field amplitude, where we observe a small additional
oscillation.
85
5 Autler-Townes splitting 5.2 Electic field dependence
(a) Real part of the electrically gated 2D conductivity
(b) Imaginary part of the electrically gated 2D conductivity
Figure 5.5: Normalized electrically gated 2D conductivity at the pump-probe time overlap
(red) for an electric-field strength of 2.2 kV · cm−1 in GaAs. For comparison the
2D conductivity without influence of a pump pulse (grey) is shown at an applied
AC-bias of U = (−2 . . . − 0.6)V. The spectra are obtained by using zero padding
and a multiwindow apodization function (see Chapter 7).
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(a) Real part of the electrically gated 2D conductivity
(b) Imaginary part of the electrically gated 2D conductivity
Figure 5.6: Normalized electrically gated 2D conductivity at the pump-probe time overlap
(red) for an electric-field strength of 5.6 kV · cm−1 in GaAs. For comparison the
2D conductivity without influence of a pump pulse (grey) is shown at an applied
AC-bias of U = (−2 . . . − 0.6)V. The spectra are obtained by using zero padding
and a multiwindow apodization function (see Chapter 7).
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5.3 Time resolved pump-probe spectra
In this section we present our time resolved pump-probe spectra with a coarse time resolution for
a qualitative discussion about the expected time evolution of the splitting. With broadband probe
pulses we monitor the absorption of both ISBT for an electric-field amplitude of 2.2 kV · cm−1,
which is depicted in Figure 5.7 for different pump-probe delays. Here the distance between
subsequent time steps are irregular with more nearby pump-probe delays around the time overlap
and larger delays before and after the time overlap. Let us focus first on the pump-probe delay
dependent 2D absorption spectrum of the first ISBT around 2THz. Comparing all time steps we
see clearly a broadening, a splitting and a recovering of the absorption band. As we expect from
strong light-matter interaction theory, we only observe a splitting feature, while a strong electric
field interacts with the QW. The recovery of the absorption amplitude follows an exponential
decay with a time constant of about τ = 400 ps (see Figure 5.2), which we determined by fitting
Figure 5.7: Time resolved absorption spectra at different pump-probe delays. Here the whole
data set is normalized to the maximum value at t0 before the time overlap. The
electric field strength of pump pulses is 2.2 kV · cm−1 in GaAs. While the temporal
distances between spectra at the time overlap of pump and probe pulses are in the
range of 10 . . . 100 ps, the last measurement was taken several 100 ps after the time
overlap.
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the pump-probe model introduced in Equation (3.4).
Comparing both spectra before and after the pump-probe time overlap we observe a slight
red shift towards 2 THz. We address this red shift to a local thermal effect induced by FEL
pulses. In our detailed precharacterization in Chapter 4, experiments confirm simulations about
a temperature induced red shift, where thermally excited electrons lead to an unscreening of the
depolarization shift of the first ISBT. Then different pump-probe delays correspond to different
temperatures. Another indication for an elevated temperature induced by pump pulses is pro-
vided by the steady frequency of the central absorption band concerning the second ISBT for
different pump-probe delays, which we observed also in temperature-dependent measurements
of the linear absorption.
From a different point of view two different modulation effects appear. First, comparing both
the absorption amplitude for all chosen pump-probe delays in Figure 5.7 we observe a modula-
tion of more than 80% on a short time scale of pump pulse duration close to the time overlap.
Second, concerning a long time scale, we observe a weaker absorption amplitude and frequency
modulation of the first ISBT related to the relaxation time constant of 400 ps.
Focusing on a higher frequency range of the second ISBT at 3.4 THz, we also observe a
broadening, amplitude decrease and splitting of the absorption depending on the pump-probe
delay. This splitting we identify as the Mollow triplet, which describes all possible absorption
channels between the split second and third subbands (see Section 2.3.3). Figure 5.8 depicts
the absorption spectrum around 3.4 THz at the pump-probe time overlap to show the complete
complex 2D conductivity. Comparing the time-dependent absorption amplitude of both ISBT
we observe strong pump-probe timing effects. Before the time overlap the absorption band of
the first ISBT is clearly larger than the one of the second ISBT, while after the time overlap it is
the opposite. The difference in the absorption amplitude is also within the interpretation of an
elevated temperature due to FEL-pump pulses and the consequent increase of charge carriers in
the second subband by thermally excited electrons. Considering the experimental and simulated
data from temperature-dependent investigation of both ISBT, the absorption amplitude changes
(see Section 4.3.1).
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(a) Real part of the electrically gated 2D conductivity
(b) Imaginary part of the electrically gated 2D conductivity
Figure 5.8: Normalized electrically gated 2D conductivity at the pump-probe time overlap (t1)
for an electric-field strength of 2.2 keV in GaAs (red). For comparison the 2D
conductivity without influence of a pump pulse (grey) is shown at an applied AC-
bias of U = (−2 . . . − 0.6)V. The spectra are obtained by using zero padding and a
multiwindow apodization function (see Chapter 7).
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With our time-resolved pump-probe spectroscopy we observe a splitting of both ISBT. How-
ever, the splitting does not appear at the same pump-probe time delay. As depicted in Figure 5.7,
the Mollow triplet appears before the Autler-Townes doublet. A simple reason is a subsequent
splitting due to chirped pulses (see Figure 5.3). We know that the length of our GaAs waveguide
introduces a chirp and separates the high and low frequencies in time by about 3 ps. As a result
the splitting is confirmed to depend on the pump-probe delay. In contradiction to this, the order
of the splitting should be different. We first observe a splitting of the high frequencies and then
the lower ones, while the chirped probe pulse suggests the opposite. From an experimental point
of view, however, a conclusive statement is difficult, because of the observed timing-jitter effect.
Hence the contradictory pulse sequence could be simply related to this jitter effect and so the
timings exchanged.
In summary, experimental data show a clear splitting effect, which is restricted only to a short
time range given by the pulse width of pump pulses. It seems, we measure a symmetric splitting
of the first ISBT, while the ISBT frequency is red shifted. The assumption of a symmetric
splitting in respect with the unperturbed absorption peak is approximately correct, because we
pump the second ISBT basically on-center [26, 20] (see Figure 5.1). Furthermore we observe
a Mollow triplet of the pump-pulse coupled second ISBT. A more precise time resolution was
not possible due to the observed timing jitter. We can conclude with certainty that large time
steps between two absorption measurements provide a reliable statement about the tendency of
the spectral dynamics.
5.4 AC-Stark effect vs. electromagnetically induced
transparency
With all analyzed measurements in mind we finally face the main question of this thesis: Do
we observe Autler-Townes splitting or electromagnetically induced transparency? We start our
discussion with an abstract of both effects referring to Chapter 2. Qualitatively both effects show
a transparency window at an expected absorbing resonance, when pump-pulses couple strongly
with this resonant quantum mechanical system. However, both effects have a different physical
origin and their spectra show slight differences. Electromagnetically induced transparency is a
quantum interference effect, where an absorption peak splits into two absorption bands separated
by a narrow 100% transparency window. The linewidth of this window can be smaller than the
linewidth of the initial Lorentzian-shaped absorption line [33]. In terms of interference one can
describe the spectral feature as a destructive interference between two absorption bands. For the
AC-Stark or Autler-Townes effect the origin is simply an electromagnetically induced splitting of
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states, where the Autler-Townes doublet can be approximated by two Lorentzian functions [80].
The striking difference is, that only for very strong electric fields a 100% transparency window
is achieved and both Lorentzians are separated by much more than their bandwidth. In terms of
interference it would be a constructive interference of two absorption bands. Independently on
the physical origin both effects can be observed in the same system, the lambda and cascade-
EIT ladder system [33, 38, 79]. In Section 2.3.6 we introduced a threshold factor suggested by
Abi-Shalloum [36] describing polarization decay properties of the 3-level system.
Fth =
Ω23
(Γ21 − Γ31)
(5.1)
With this threshold factor we distinguish between the weak coupling regime (F ≪ 1), where
one expects EIT and the strong coupling regime (F ≫ 1), where one expects an Autler-Townes
splitting.
Another more theoretical analysis from a spectroscopic point of view with a comparison of
both effects for an Rb-atom was done by Khan et al. [38]. In this work three out of four possible
3-level systems have been investigated comparing EIT and the AC-Stark effect. In particular the
analysis of the cascade-EIT system assumes values for the lifetime, such that Γ31 ≪ Γ21. Under
these conditions the authors solved the density matrix equations for a steady state solution and
the probe spectrum was calculated in the resonant coupling case. The calculated spectrum then
shows an Autler-Townes doublet for different coupling Rabi frequencies (or coupling regimes).
As a result they found that in the weak coupling regime the EIT effect is still strongly visible by
50% of the absorption amplitude with a sub-FWHM linewidth. In the strong coupling regime far
above the threshold only an AC-Stark effect is visible, while the EIT is completely negligible.
Indeed, the finite lifetime of the E31 transition prevents observation of a quantum interference
effect, whereas for lifetimes in the range of Γ31 = Γ21 the destructive quantum interference effect
or EIT disappears completely. This break down condition was also observed in other 3-level
systems by Fleischhauer et al. [33] and Abi-Salloum [36].
In the following we will discuss the properties of our investigated cascade-EIT system to inter-
pret the spectral split feature using the threshold factor concept. Concerning our 3-level system,
we then only would observe EIT in the case that Γ21 ≫ Γ31 and the Rabi frequency fulfills
Ω23 ≪ Γ21. In an ideal QW system we find basically two important conditions for observing
strong light-matter interaction. First, as in all discussed theoretical examples only the ground
state is assumed to be occupied, from which a population redistribution occurs due to the inter-
action of pump and probe pulses with a 3-level system. Second, the polarization decay rate of the
ISBT between the first and third level is zero such that Γ31 = 0. In an ideal square-shaped quan-
tum well this condition is fulfilled, because the ISBT is dipole forbidden [53, p. 7-9] (selection
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rules). In our experiments both assumptions are not valid, which we discuss in the following. Let
us recall the measurement depicted in Figure 5.1, where we see the absorption spectrum in an
equilibrium state (red area). We observe an absorption from the first and second subband, conse-
quently the first two subbands are already occupied at this specific applied external voltage. The
applied bias was chosen to be close to the minimal absorption frequency for the first ISBT, be-
cause simulations of our QW including the depolarization shift show a symmetric, almost square
shaped QW there (see Figure 4.14). Including the depolarization shift, this minimum is shifted to
lower external voltages, where the QW has an asymmetric shape and selection rules are relaxed.
Consequently the ISBT E31 is not dipole forbidden anymore. Indeed we observed also an ISBT
between the first and third subband presented in voltage-dependent absorption measurements ac-
quired by FTIR spectroscopy. Hence the threshold factor increases, since the denominator gets
smaller due to a non-vanishing polarization decay Γ31 , 0. We summarize that within our mea-
surements Γ31 , 0 and quantum interference effects are damped. With this in mind we estimate
the threshold factor introduced in Section 2.3.6. Hence we need to know the polarization decay
rates, which here we extend to be dependent on the population decay rate βi f and the dephasing
rate γi f . The total polarization decay results then in Γ f i =
∑3
t=1(βit + β f t) + γ f i. In particular non-
radiative decays have to be considered, where scattering processes with phonons are inevitable
in semiconductors. For our QW we assume much larger lifetimes as compared to the observed
scattering times, so that we can simplify the polarization decay rate to Γi f ≈ γ f i. In Figure 5.9
we depict the absorption bandwidth (FWHM) dependent on the voltage measured by FTIR spec-
troscopy, which is proportional to the dephasing rate γ f i. Both transitions show approximately
equal bandwidths over the whole negative voltage range and dephasing rates γ21 ≈ γ31 in the
same magnitude as the observed Rabi frequency Ω23 ≈ 0.23 THz. Hence the threshold factor is
much greater than one and a strong damping of EIT occurs. The estimation gives an upper limit
of the threshold factor for a fixed Rabi-frequency, because we estimated a lower limit for the
polarization decay. Finally we answer the question introduced at the beginning of this chapter:
we observe an AC-Stark effect in the strong coupling regime of light-matter interaction. For a
more accurate analysis of the spectral splitting behavior, however, we have to solve the density
matrix equations for our cascade-EIT ladder system, which is beyond the scope of this work.
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Figure 5.9: Trend of the full width at half maximum of ISBTs depending on the modulation
voltage. The data has been acquired with Fourier-transform infrared-spectroscopy.
Here the evaluated values are depicted only for the first ISBT and the transition
between the first and the third subband. For details see Section 4.3.1.
Finally, we will evaluate our sample for investigations in the non-perturbative regime. Ob-
serving an AC-Stark splitting in a QW heterostructure is difficult, because the broad bandwidth
of ISBTs requests a Rabi frequency greater than the FWHM of the split absorption channels.
Otherwise we would observe only a broadening. At the same time EIT can be observed more
easily also for ISBT with fast dephasing times. The induced quantum interference effect in the
weak coupling regime for threshold factors below unity will show a sharp transparency win-
dow at the resonance frequency of the non-perturbed system with a bandwidth smaller than the
FWHM of the absorption line. For observing this effect, two conditions are necessary. First the
spectral resolution should be finer than in the experiment presented above in order to resolve a
sharp spectral feature. This problem is solvable by enlarging the measured time window of the
acquired THz pulse, where e.g. multiple reflections have to be removed by signal processing
or setup modifications. Second the population decay between the levels E3 and E1 has to be
suppressed as much as possible in order to decrease the threshold factor and drive the 3-level
system in to a weak coupling regime. In our case this radiative ISBT can be surpressed in a
square shaped QW where selection rules are applicable. Experimentally the setting of the exter-
nal voltage is a crucial constraint. Nevertheless, non-radiative relaxation processes are dominant
and cannot easily be avoided [146].
In summary we have observed an Autler-Townes splitting, where we utilized a threshold fac-
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tor introduced by Abi-Salloum to distinguish our observed spectral feature from EIT. The Rabi
frequency determined from absorption spectra is e.g. around 0.2 THz at an electric-field ampli-
tude of 2.2 kV · cm−1. Accompanied by the splitting in the absorption spectrum, we observe also
oscillations in the imaginary part of the complex 2D conductivity (dispersive part). The same
feature was reviewed by Fleischhauer et al [33] and Borgohain et al [68], who investigated EIT
and AT-splitting in a lambda system. Furthermore we want to highlight that our experiment lies
within the rotating wave approximation, which we utilize in Chapter 2 to introduce the strong
light-matter coupling. The authors Zaks et al. [24] investigated the ultrastrong coupling regime,
where the RWA breaks down, when the Rabi frequency is a significant fraction of the pump fre-
quency. For a fraction of ωc = 0.5 ·ΩRabi they observed the Bloch-Siegert effect beyond RWA.
However, in our experiments we observed Rabi frequencies of about 0.2 THz, while the pump
frequency is ωc = 3.4 THz. In other words we are investigating the system, where the Rabi
frequency is about 6% of the coupling frequency. From this we conclude that we investigate the
system only in the strong coupling regime within the RWA. A further assumption, the simplifi-
cation of our QW system with seven allowed energy subbands to a 3-level system, is not easily
to validate. Experimentally we cannot probe the ISBT between the third and fourth subband,
which is still in the spectral range of our generated probe pulses (see Section 4.3.1). Further-
more, as discussed in Section 4.4 the Reststrahlenband induces a chirp and strongly separates
the frequencies in time. Here the limited time window, in which we measure THz pulses, may
not acquire the complete chirped pulse. In summary, we cannot exclude that higher subbands are
involved.
95
5 Autler-Townes splitting 5.4 AC-Stark effect vs. electromagnetically induced transparency
96
6 Summary and outlook
Throughout this thesis we have investigated strong light-matter interaction with one GaAs/AlGaAs
quantum well in the THz range below the Reststrahlenband. In a 3-level cascade-EIT ladder sys-
tem represented by our heterostructure, we observed an Autler-Townes doublet around the first
ISBT resonance and a Mollow triplet around the second ISBT resonance. Here we determined
a Rabi frequency of approximately 0.2 THz and 0.5 THz induced by an electric-field amplitudes
between 2.2 kV · cm−1 and 5.6 kV · cm−1 in GaAs, respectively. The Rabi frequency is a quan-
tity reflecting the strength of the absorption line splitting and the frequency with which carriers
get redistributed between the strongly coupled states. In the introduction we pointed out, that
within the strong light-matter interaction regime two particular effects are similar in their ab-
sorption spectrum, namely the Autler-Townes splitting and electromagnetically induced trans-
parency. Our investigation indicates a strong damping of a quantum interference, since we have
a non-negligible contribution of electron dynamics between the ground and third state. Here the
depolarization decay rates of the intersubband transitions E12 and E13, determined by the full
width at half maximum ΓFW of absorption bands, are approximately equal suggesting a damping
of the EIT effect. As a result we conclude that we observe a weak Autler-Townes splitting.
In all measurements we observed a strong depolarization shift much more significant than in
the mid-infrared for high electron densities. Hence, we observe an additional effect besides the
Autler-Townes splitting, which requires a much more complex understanding of measured spec-
tra. Maybe a more simple system with a lower electron density is beneficial for investigations of
the AC-Stark effect, but certainly requires a higher signal to noise ratio to observe small absorp-
tion signals. For the first time, we have investigated electron dynamics of only one quantum well
in the THz regime below the Reststrahlenband within strong light-matter interaction, by com-
bining a free-electron laser as a tunable, narrowband pump source with a broadband probe THz
time-domain spectroscopy setup. In our case, we observed a slightly asymmetric Autler-Townes
doublet, which we contribute to an effect caused by a slightly off-resonant pump frequency. The
splitting deduced from the measured Rabi frequency is only 6% of the pump frequency indi-
cating the validity of the rotating wave approximation within the strong light-matter interaction.
Furthermore we observed several side effects in our splitting experiment. Although the induced
splitting of states is instantaneous, we observe both features, namely the Autler-Townes dou-
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blet and the Mollow triplet, sequentially for different pump-probe time delays. This effect is
attributed to strongly chirped probe pulses. Close to the GaAs Reststrahlenband the refractive
index is not constant and affects some frequencies of broadband radiation to be delayed with
respect to others. Another observation is that strong pump pulses seem to induce a red shift of
the first ISBT absorption band indicating a pump-induced increase in temperature. Considering
our temperature-dependent absorption spectra, we connect this red shift with an unscreening of
the depolarization shift caused by thermally-excited carriers in the second subband. Consider-
ing the change of the absorption amplitude we observe two different time regimes. First we
observed a strong change of the absorption amplitude by more than 80% relative to the unper-
turbed systemwithin the pump-pulse duration of approximately 16 ps. Second, after the temporal
overlap the absorption amplitude recovers only slowly. From pump-probe experiments we ob-
serve a recovery time of 400 ps, which we connect with the relaxation of excited electrons. The
long timeconstant suggests an acoustic phonon-assisted process observed also in other systems
[147, 40, 41, 42].
The investigation of Autler-Townes splitting and electromagnetically induced transparency
proves to be an interesting path towards optical THz modulator devices. Summarizing our results
we have observed two different modulation effects, namely a very fast switching mediated by the
Autler-Townes splitting and a frequency shift of the absorption, which is an unscreening of the
depolarization shift. The splitting of the absorption band into an Autler-Townes doublet is very
fast and depends only on the pulse duration. In case of a high electron density a single pulse
can introduce a frequency shift by redistributing carriers from the first subband to the second
subband. The unscreening of the depolarization effect of the first ISBT is then dependent on the
relaxation timeconstant of about 400 ps from the new population distribution back to equilibrium.
Another concept of THz modulators, not investigated here, is based on metamaterials, where a
splitting effect is imitated. Exploiting specially designed metasurfaces the group of Gu et al
[148] demonstrated an optical switch in the low-THz regime, where they achieved a change in
optical properties of more than 30% with a NIR-pump THz-probe experiment.
From an application oriented point of view the EIT effect is remarkable, because here an op-
tical modulator could reach a modulation of up to 100% of the absorption amplitude with lower
electric-field amplitudes compared to an Autler-Townes splitting. Other modulators, e.g. a high-
electron-mobility transistor device investigated by Kleine-Ostmann et al [149] achieved a modu-
lation of 3%. Following this purpose a redesign of the heterostructure is necessary. Additionally,
a single quantum well does not provide a strong absorption, but is a perfect system to investigate
strong light-matter interaction. Consequently a stack of multiple independent quantum wells
provides a stronger absorption for modulating between an absorptive and non-absorptive state.
Independently from application investigations, a stabilization of the synchronization deserves
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extra attention for future pump-probe experiments based on this setup. Our experiments suffered
from a 20 ps timing-jitter on a long time scale of hours. With a stable operation on a time scale
less than the pulse duration we would be able to acquire more detailed information about electron
dynamics connected with spectral behavior. An alternative path avoiding the stability problem
would be provided by an acquisition-method for every single pump pulse. This method avoids
jitter effects completely by analyzing single pulses and their effect, although it will generate a
huge amount of data. Here modern programming concepts in the field of big-data analysis are a
solution to handle this problem. A second alternative would be the generataion of strong pump-
pulses with a second table-top system, where e.g. Liu et al. [150] demonstrated strong pulses
with peak electric-fields > 3.5MV · cm−1 between 4 and 8 THz.
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7.1 Asymmetric apodization with Norton-Beer like
functions
So far the usage of sophisticated apodization functions is not common in THz time-domain
spectroscopy and underestimated as a powerful tool, while in FTIR spectroscopy it is standard
for data processing. We want to emphasize that an apodization function is present in every
time-limited measurement. This fact is obvious considering the mathematical description of the
discrete Fourier transform (DFT) [105, Eq. 6].
E˜THz(ω) =
n=+∞∑
n=−∞
W(n ·∆t) · ETHz(n ·∆t)e−iω · n ·∆t (7.1)
Here E(n ·∆t) is the measured signal in the time domain and E˜(ω) the corresponding Fourier
transform, ∆t is a fixed time interval (time between two subsequent measurement points), n
gives the discretization (number of measurement points), ω the circular frequency and W(n ·∆t)
the apodization or window function in the time domain. Let us assume for a moment a boxcar
as an apodization function, which is W(n ·∆t) = 1,∀n ∈ N and zero everywhere else. With
this in mind it is obvious that without specifying a particular apodization function, a boxcar
function is always multiplied with the measured signal. In FTIR spectroscopy, commercial soft-
ware implements apodization as a standard data processing tool. There, symmetric window
functions are applied to the measured data, which are symmetric interferograms of two light
beams. Intense studies on symmetric windows and their effects in the frequency domain have
been done in research for FTIR spectroscopy [105, 151, 152, 153, 106, 133]. THz time-domain
spectroscopy instead requires a new approach, where the electric-field amplitude and phase are
acquired. Here for example broadband THz-pulses generated by photoconductive antennas with
a GaAs substrate, generated by nonlinear crystals or even more used in material characteriza-
tion pass media with non-equal refractive indices. The often non-equal refractive index of these
materials causes a chirp for broadband THz-pulses and introduces an asymmetry in the pulse
shape. The induced pulse stretching lets the pulse appear asymmetric with respect to its maxi-
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(a) Apodization function (b) Apodization spectrum
Figure 7.1: New composed window function to optimize data processing of THz time-domain
spectroscopy. Figure (a) shows the composed window, where the time shift is in-
dicated by an arrow. The red-shaded side represents a Norton-Beer window with
a strong damping (strong spectral broadening) and the blue-shaded area a Norton-
Beer window with a weak damping (weak spectral broadening). Figure (b) depicts
the corresponding spectrum. In order to highlight the trade-off between sidelobe
surpression and broadening, we compare the spectrum of the new apodization func-
tion (blue line) with the spectrum of a boxcar apodization function (red dashed
line).
mum electric-field amplitude. Consequently asymmetric apodization windows are necessary and
only few investigations have been done so far [154, 155].
In this work we implemented two approaches. First we utilize a symmetric window and shift
the maximum off-center. In other words the apodization function is not applied with the max-
imum in the center of the acquired time window and instead it is shifted in time, such that the
maximum of the window function equals the acquired THz pulse amplitude maximum. Second
we use two different apodization functions for each half-space separated by the position of the
window’s maximum. With this concept we are able to vary the noise damping depending on the
asymmetry. Throughout this work we focus on optimized Norton-Beer functions for apodiza-
tion. We reason this choice by investigations of Norton and Beer [153], who found an empirical
boundary of optimal window properties in the frequency space. All windows along this bound-
ary have an optimized trade-off of spectral linewidth to maximum height of sidelobes. In further
studies by Lee et al [106] they optimized the coefficients related to the Norton-Beer functions
providing a set of coefficients connected with different linewidth broadenings. For a more de-
tailed overview of the optimized Norton-Beer window properties, we refer to the publication of
Lee et al [106]. In Figure 7.1 we depict such an asymmetric window. Here the maximum ampli-
tude is shifted away from the time window center and Norton-Beer functions with two different
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optimized broadening factors for each half space are used. In practice the utilized window de-
pends strongly on the measured pulse shape and has to be evaluated manually. As a remark all
broadening factors are given by comparing the main lobe’s bandwidth of window functions with
the bandwidth of the boxcar function in the frequency space.
7.2 Calculations of beam parameters
In our experiment we estimate the electric-field strength for pump and probe fields at the sample
position to calculate the magnitude of splitting and to compare calculations with experimentally
determined values. Since the approach for estimations concerning both beams is slightly differ-
ent, we explain calculations separately.
Let us first analyze the probe beam. Since the electric-field amplitude of the probe beam is very
weak, it is difficult to measure average power or spotsize directly at the sample position. To
estimate the electric-field amplitude anyway, we utilize a method to calculate the electric-field
amplitude at the detector position and trace back the spotsize from the detector to the sample
position with the help of Gaussian beam properties. From Maxwell’s equations the electric-field
strength is:
ETHz =
√
2
ε0c0
P¯
frepτFWHMA
(7.2)
Assuming that probe pulses do not dissipate any energy between the sample and the detector
position, we are able to estimate the electric-field strength at the sample position considering the
equation above. Hence we find in the absence of losses the relation:
ETHz, det
ETHz, sam
=
√
Asam
Adet
(7.3)
Let us first estimate the electric field and its spotsize at the detector. If the TDS THz-detection
is based on the Pockels effect in a nonlinear crystal and a pair of balanced photodiodes, we
can calculate the electric-field strength at the detector position according to Equation 3.1. The
spotsize instead, can be estimated knowing the spot dimensions of the NIR sampling beam (see
Section 3.1 ). Since a signal is only detected, when the NIR spot overlaps spatially with the THz
beam, we can underestimate the THz spotsize by assuming the NIR spotsize to be equal (which
is usually much smaller). The NIR spot itself is measured with a CMOS-camera (Thorlabs
DCC1645C) to have a full width at half maximum dFWHM = 36µm of the intensity profile.
Assuming that the NIR spot equals the THz spot, we calculate now the spot size at the sample
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position with the help of Gaussian beam properties.
w(z) = w0
√
1 +
(
zλ
πw20
)2
(7.4)
The equation above describes the spatial dependence of the beam waist in the focus for a certain
wavelength or frequency. Further we utilize the equation two times. First we calculate the
collimated Gaussian beam at the parabolic mirror, which has its focus at the detector. This
parabolic mirror has a focal length of fd = 25.4mm. Second we calculate the beam waist in the
focus of the sample position, where the parabolic mirror has a focal length of fs = 76.2mm. For
all parabolic mirrors we assume no further introduced aberrations. Consequently we can estimate
the spotsize at the sample position to be ≈ (477 . . . 520)µm, where we utilized a wavelength of
λ = 150µm ( f = 2 THz) representing the central wavelength of our broadband probe pulses. As
a result we find an upper boundary for the electric-field strength to be ETHz ≤ 150V · cm−1 at the
sample position.
The electric-field strength of our THz pump pulses (free-electron laser) we calculate with
Equation (7.2) by measuring the spotsize directly with a pyrocamera (Spiricon pyrocam from
Ophir photonics) and the average power with a thermal powermeter.
At last we want to mention that all calculated intensities and electric-field amplitudes refer to
a tophat intensity profile. Figure 7.2 compares the intensity profile of a Gaussian and a tophat
beam. The width dTH = dFWHM/
(
2
√
ln(2)
)
of a top-hat beam (cylindrical shape) is determined
by the width of a Gaussian after the intensity is reduced by I/e. With this the fluence φ, the
electric-field amplitude E and the Intensity I result in:
I =
P¯
ATH
φ =
P¯
frepATH
E =
√
2
ε0c0
P¯
frepτFWHMATH
(7.5)
with the area: ATH =
πd2FWHM
4 ln(2)
(7.6)
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Figure 7.2: Intensity profile of a Gaussian and a tophat beam. A tophat equivalent beam of
a Gaussian has a constant peak intensity over a certain diameter. The diameter is
exactly defined with the width of the Gaussian profile at an intensity of Imax/e.
7.2.1 Electric field strength at the quantum well position
So far all beam parameters are calculated for radiation in vacuum or in an environement, where
the refractive index is approximately n ≈ 1. Instead for calculating the theoretical splitting
frequency ΩR it is important to know the electric-field strength with a polarization normal to
the QW plane in GaAs. Figure 7.3 depicts the measurement geometry to visualize geometric
dependent parameters necessary for calculating the final electric-field strength Ez,GaAs. Here we
need the following quantities:
• Ez,vac, the electric field strength in vacuum
• θ, the polishing angle
• nvac sin(α) = nGaAs sin(β), Snell’s law at the vacuum/GaAs interface
• Et,vac = Et,GaAs and En,vacn2vac = En,GaAsn2GaAs, the continuity conditions at the vacuum/GaAs
interface
• ζ, angle of incidence at the metal surface
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Figure 7.3: Waveguide geometry. Here all necessary quantities are depicted to calculate the
electric field strength at the quantum well.
At the metal surface of the waveguide the intensity is maximal and with the assumption that the
QW is close enough to the metal surface such that the most of the intensity drops over the QW
itself we derive the normal component of the electric field.
Ez,GaAs =
√∣∣∣Ez,vac sin(θ)∣∣∣2 +
∣∣∣∣∣∣Ez,vac cos(θ) n2vacn2GaAs
∣∣∣∣∣∣
2
sin(ζ) (7.7)
7.3 Growth Protocol - grown by E. Dimakis
In this section we give additional information about the growth of our single AlxGa(1−x)As/GaAs
quantum well sample in the list and table below.
• intended and measured composition: x = 0.2 confirmed by energy dispersive X-ray spec-
troscopy (EDX)
• GaAs lattice constant aGaAs = 5.65325Å
• AlxGa(1−x)As lattice constant aAlGaAs = 5.655016Å
• lower temperature after Si doping to prevent Si diffusion
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Step Layer Material Γ [MLs ] t [s] dML [ML] d [nm] dT [nm] T [
◦C]
1 Buffer GaAs 1.103 354 390.5 110.4 - 690
2 Barrier AlGaAs 1.414 655 926.2 261.9 274 690
3 δ-doping Si - - 1 0 1 1240
4 δ-cover AlGaAs 1.414 2 2.8 0.8 - 630
5 Barrier AlGaAs 1.414 97.9 138.4 39.1 39 690
6 QW GaAs 1.103 138.5 152.8 43.2 42 690
7 Barrier AlGaAs 1.414 191.1 270.2 76.4 77 690
8 δ-doping Si - - 1 0 1 1240
9 δ-cover AlGaAs 1.414 2 2.8 0.8 - 630
10 Barrier AlGaAs 1.414 377.5 533.8 150.9 151 690
11 Capping GaAs 1.103 28.5 31.4 8.9 6 690
Table 7.1: Growth protocol. Here we use the following abbreviations: ML for monolayer,
where 1ML = alattice/2; Γ for growth rate; t for step duration; dML for the
thickness in units of monolayers; d for the calculated growth thickness d =
0.5 · (alattice/1ML) · dML; dT for the measured thickness of layers by TEM; and T
for the cell temperature. Besides the steps and function of layers, we added the
measured thicknesses by transmission electron microscopy (TEM) as dT .
7.4 Nextnano3 simulation parameters
In Chapter 3 we introduced the Nextnano simulation tool and in Chapter 4 we present measure-
ments to characterize the sample. Here we provide more details about applied model parameters
in simulations to verify qualitatively spectral and electric behavior. For deeper insights like mesh
settings or material parameters, we refer to the input file available in the electronic version of the
thesis and the Nextnano material library, respectively.
7.4.1 Geometry
In the simulations we reduce our sample geometry to one dimension, which is completely suffi-
cient studying in particular the Stark shift, related to static electric fields. Figure 7.4 depicts the
simulated geometry, where we apply an ohmic junction to the substrate and a Schottky junction
to the capping layer. The geometry of both electric junctions (see Section 4.1), however, would
need a treatment in 2 dimensions. This case we was not investigated and could be part of future
research.
With the following geometric parameters we simulated theoretical absorption spectra best.
1. 10 nm GaAs, which acts as an ohmic contact layer
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Figure 7.4: Conduction band of a GaAs/AlGaAs semiconductor heterostructure with two elec-
tric contacts. Here all materials are highlghted by different colors. Additionally we
sketched the simulated doping distribution (blue shaded area).
2. 100 nm GaAs buffer layer (brown)
3. 315 nm AlxGa(1−x)As potential barrier (light ocher)
4. 40.3 nm GaAs potential well (brown), which defines the electron confinement
5. 228 nm AlxGa(1−x)As potential barrier (light ocher)
6. 6 nm GaAs thin capping layer (step in conduction band close to Ti/Au gate; brown), which
is an AlGaAs oxidation protection
7. 100 nm Ti/Au layer, which describes the Schottky contact
The blue shaded area in Figure 7.4 depicts the doping profile. Here we assumed a constant
background doping of 1 · 1015 cm−3 from the beginning of the buffer layer to the beginning of
the GaAs capping layer. For modulation doping around the QW we assume an exponential
profile, which represents a more realistic model of a δ-doping layer, where dopants diffuse in
growth direction [116]. Hence the doping profile follows the expression exp[ (x − xdop)/τ) ],
where xdop is the doping layer position and τ the exponential decay constant in [m]. The doping
layer positions are far away with respect to the edges of the quantum well, namely 77 nm to the
surface side and 39 nm to the substrate side. Here doping concentrations are 3 · 1018 cm−3 and
0.2 · 1018 cm−3, respectively.
108
7 Appendix 7.4 Nextnano3 simulation parameters
7.4.2 Physics settings
In the following we provide a list of particular settings in the Nextnano3 interface describing
physics applied in the bandstructure simulations.
• species x: The species of aluminum in AlxGa(1−x)As is x = 0.2, which value was verified
by EDX-measurements.
• Schottky-barrier: We utilized Schottky-junction (GaAs/TiAu) potential barrier of US =
q · φ = 0.83V.
• strain: Strain is considered with the command strain-calculation = homogeneous-strain
and a GaAs-substrate is set with pseudomorphic-on = GaAs
• temperature: Throughout all simulations we applied a low lattice temperature of 10K.
• temperature dependent bandgap: varshni-parameters-on = yes
• temperature dependent lattice-constant: lattice-constants-temp-coeff-on=yes
• Si-impurities: We set the impurity type to n-type. Here we apply ionization by setting the
parameter energy-levels-relative = −100 . Furthermore we assumed the impurities to have
one energy level with a degeneracy value 2.
• exchange correlation: Here we set a local-density-approximation (LDA) to consider the
exchange correlation potential of electrons in the quantum confinement with exchange-
correlation = LDA
• parameter-readout: In order to obtain parameters such as dipole-matrix elements, os-
cillator strengths, etc., we retrieve those at the center of the QW, which is at 256 nm in
opposite growth direction starting from the Schottky-junction.
To avoid too complex and time-consuming calculations solving diffusion-drift current equa-
tions, we simplify the space-dependent model for the chemical potential (called Fermi level in
Nextnano3). In detail, we set the chemical potential zero and const. between the ohmic junction
and the doping layer, which is closer to the Schottky junction. Next, the chemical potential fol-
lows a linear behavior (in growth direction) from that doping layer and the GaAs capping layer.
The capping layer itself is then set to be equal with the Schottky junction’s potential, which is
voltage controlled (bias sweep).
At last we set certain conditions for solving the Schrödinger equation. Here we selected a
effective-mass two-band model to calculate a solution of the first 10 subbands (including one con-
duction and one valence band). Furthermore we apply Dirichlet boundary conditions and limit
calculations to a small area ±40 nm around the quantum well, including the QW itself. We ne-
glected on purpose the doping layers, since they are sufficiently separated from the QW, although
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the doping layer closer to the Schottky junction contributes to solutions of the Schrödinger equa-
tion for certain range of applied voltages. Careful spectroscopic and theoretical studies could not
confirm any interaction with the triangular confinement of the doping layer.
7.5 Waveguide, ohmic and Schottky contact fabrication for
quantum well heterostructures
In this section we list all fabrication steps to achieve our samples waveguide geometry presented
in Chapter 4 as well as ohmic and Schottky junctions contacting the 2-dimensional electron gas
in our investigated single quantum well.
(1) cleaving
• wrap sample with common plastic wrap; the plastic wrap adsorbs GaAs dust and
prevents surface contamination
• make just a tiny scratch at the edge on top of the samples “good” side
• break sample with pressure in two pieces with a sharp edge such as a utility knife or a
paper clip, while the surface without the scratch touches the sharp edge and the sharp
edge is below the scratch,
(2) wet cleaning in ultrasonic cleaner
• 10min trichlorethylene
• 10min acetone
• 10min ethanol
• N2 drying
Remark: transfer sample wet and fast from one to another solvent
(3) processing ohmic contacts
(a) shadow mask preparation with PDMS:
• mix both components A and B of Sylgard 184 silicone elastomer kit with a ratio of
10:1 (A:B) in a Petri dish
• to remove air bubbles in the mixed PDMS, place it in an exicator and evacuate for
(1 . . . 2) h
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• cure the PDMS in a oven for (1 . . . 2) h at 90◦C
• cut with a sharp long knife PDMS in the needed shape for covering areas to protect
from evaporation→ slightly tilt the knife to achieve an undercut
(b) evaporation:
• stick the sample with an e-beam resist as S1818 on a Si-wafer and dry the resist with
baking for ≥ 8min at 90◦C
• remove surface oxides using a (1:5)-HCl:H2O dip (1min stirring)
• rinse with DI-water
• N2-drying
• place the PDMS mask (adhesion by Van-der-Waals force)
• evaporation of Ni/Ge/Au/Ni/Au (5 nm/25 nm/50 nm/25 nm/100 nm)
(c) annealing:
• preheat and thermalize the sample at 150 ◦C
• second preheat step to 350 ◦C
• annealing for 220 s at (430 . . . 450)◦C (time depends on evaporated area, temp on
oven)
• check ohmic behavior: IV-test of contacts
→ if IV follows Ohms law, then go to next step
→ if IV is not linear, then repeat annealing
(4) wet cleaning (see step (2))
(5)processing a Schottky gate contact
• stick sample to Si-wafer with e-beam resist (see step ohmic contacts)
• 1min HCl-dip
• rinse in water
• N2 drying
• place PDMS mask and cover all ohmic contacts
• evaporation of Ti/Au (5 nm/100 nm)
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(6) processing a waveguide geometry
Polishing of side facets:
• stick sample with crystalbond on a special angled holder at ≈ 120◦C (evaporated side
is glued to the holder)
• utilized angles: 38◦, 45◦, 70◦
• polish side facets at lowest rotation speed
→ ≈ 3min rough polishing with large grain size (5µm) and water dispense
→ ≈ 15min fine polishing with diamond grains (250µm) and blue lubricant (no wa-
ter)
• remove sample at ≈ 120◦C
• cleaning in acetone and ethanol
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