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Abstract
The character ring Char-GL of covariant irreducible tensor representations of the gen-
eral linear group admits a Hopf algebra structure isomorphic to the Hopf algebra Symm-Λ
of symmetric functions. Here we study the character rings Char-O and Char-Sp of the or-
thogonal and symplectic subgroups of the general linear group within the same framework of
symmetric functions. We show that Char-O and Char-Sp also admit natural Hopf algebra
structures that are isomorphic to that of Char-GL , and hence to Symm-Λ . The isomor-
phisms are determined explicitly, along with the specification of standard bases for Char-O
and Char-Sp analogous to those used for Symm-Λ . A major structural change arising from
the adoption of these bases is the introduction of new orthogonal and symplectic Schur-Hall
scalar products. Significantly, the adjoint with respect to multiplication no longer coincides,
as it does in the Char-GL case, with a Foulkes derivative or skew operation. The adjoint and
Foulkes derivative now require separate definitions, and their properties are explored here in
the orthogonal and symplectic cases. Moreover, the Hopf algebras Char-O and Char-Sp
are not self-dual. The dual Hopf algebras Char-O∗ and Char-Sp∗ are identified. Finally, the
Hopf algebra of the universal rational character ring Char-GLrat of mixed irreducible tensor
representations of the general linear group is introduced and its structure maps identified.
Keywords: Orthogonal group, symplectic group, general linear group, irreducible characters,
symmetric functions, representation rings, Hopf algebra, group characters, universal rational
characters
1 Introduction
1.1 Motivation
It is hardly possible to overestimate the importance of group representation theory and the asso-
ciated calculus of group characters. It plays a role in many areas of physics, chemistry, biology
PACS numbers: 02.10.-v, 02.10.De, 02.20.-a, 02.20.Hj. MSC numbers: 05E05, 11E57, 16T05..
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and not least in pure mathematics. For that reason, new techniques which deal with group char-
acters in a unified and structural way are not only of interest in their own right, but also may be
of great help in more applied work.
A common problem involving the application of group representation theory is that of deter-
mining an underlying symmetry group whose irreducible representations accommodate elemen-
tary particle or nucleon states. In this context tensor products govern such things as interactions,
scattering and decay processes. In addition symmetry breaking, whereby the potential symme-
tries of some idealised system are more realistically limited to some subset of the original sym-
metries, manifests itself group theoretically by way of restriction from group to subgroup and the
corresponding branching, or reduction of representations. Traditional homelands in physics for
group theory-powered insights have included the multiplet organization of elementary particles,
Wigner’s nuclear multiplet theory, the nuclear interacting boson model, atomic and nuclear shell
theory, as well as the building of grand unified theories.
In all these cases, while the detailed construction of explicit group representations might be
helpful, it is their characters that play the key role. In the present paper we study group represen-
tations via the Hopf algebraic structure of these characters. It is the products and coproducts of
these Hopf algebras that determine the decompositions of tensor products and group-subgroup
branching rules that are required in physical applications, while the characters themselves, which
as we shall see are all expressible within the framework of the ring Λ of symmetric functions,
that specify the physical states themselves.
It was already observed in earlier work [11, 13] that Hopf algebra techniques allowed sym-
metric function methods to be organized and generalized in an elegant way. The approach was
developed in part by applying methods borrowed from quantum field theory [7, 5], in a simplified
group theoretical setting. In group theory terms, this earlier symmetric function work concerns
the characters of the general linear group. In the present paper, we pursue these investigations
by turning to the classical subgroups of the general linear group. We show how the character
rings of the orthogonal and symplectic groups admit natural Hopf algebraic structures. We obtain
these Hopf algebras as isomorphic images of the Hopf algebra of the character ring of the gen-
eral linear group, which is in turn isomorphic to the Hopf algebra of symmetric functions. The
isomorphy is defined by the underlying branching, which establishes an isomorphism between
the module of characters of the general linear group, and those of its classical subgroups. This
module map induces a map of Hopf algebras, as we are going to show.
Despite their isomorphism as Hopf algebras, the different character Hopf algebras encode
different information. This stems partly from the fact that we are interested in canonical bases,
which differ for different character modules. The prime example concerns the Schur functions
which furnish irreducible characters of the general linear group GL . If we branch from GL
say to the orthogonal group O , or the symplectic group Sp , the Schur functions are no longer
the irreducible characters, and they lose, in part, their important and singular meaning. The
orthogonality of irreducible GL characters, corresponding to irreducible representations with
highest weight specified by integer partitions, λ , is expressed formally by means of the Schur-
Hall scalar product with respect to which the Schur functions sλ are orthonormal,
〈 sλ | sµ 〉 = δλ,µ. (1)
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The decomposition of irreducible representations of GL on restriction to the orthogonal or sym-
plectic subgroups, O or Sp , involves a branching rule that is determined by expressing suitably
restricted irreducible characters of GL in terms of irreducible orthogonal or symplectic group
characters. These characters will be called Schur functions of orthogonal or symplectic type.
Since orthogonal and symplectic groups are completely reducible, we can find a basis of such
irreducible characters. It is hence a group-theoretical necessity to introduce, on these charac-
ter Hopf algebras, new Schur-Hall scalar products which express the fact that Schur functions
of orthogonal or symplectic type, oλ or spλ , respectively, are mutually orthonormal (Schur’s
lemma):
〈 oλ | oµ 〉2 = δλ,µ and 〈 spλ | spµ 〉11 = δλ,µ . (2)
The indexing stems from the plethystic origin of these particular branchings (see below). These
scalar products and the associated orthogonal bases are the new structural elements which dis-
tinguish the otherwise isomorphic Hopf algebras.
The general case of symmetric function branchings was discussed in [13]. There we consid-
ered module isomorphisms between the module of characters of a group G and the module of
characters of a subgroup H . Specifically, an algebraic subgroup Hπ of GL was taken, consisting
of matrix transformations fixing an arbitrary tensor of symmetry type π – the orthogonal and
symplectic cases correspond to the weight two symmetric and antisymmetric cases, π = (2)
and π = (1, 1) respectively, of nonsingular bilinear forms. However, generically, the symmet-
ric function bases obtained by branchings with respect to higher rank invariants are no longer
irreducible, but only indecomposable at best. For this reason we study, in a first attempt, the
orthogonal and symplectic cases.
Even these classical cases reveal some novel features when treated in this formal setting. We
need to introduce new classes of Schur functions, as described above, as is well-understood clas-
sically and was used at least implicitly already by Weyl. Complete and elementary symmetric
functions now have different expansions in terms of irreducible orthogonal and symplectic char-
acters; also it turns out that power sums pick up an extra additive term. More significantly, we
need to separate the notion of multiplicative adjoint (which we denote by s†λ ), which leads to
skew Schur functions in the GL case, from that of the Foulkes derivative, which we denote by
s⊥λ . This stems from the fact that the adjoint of multiplication depends on the Schur-Hall scalar
product adopted, and that the branched Hopf algebras are no longer self dual.
This work extends and elaborates on the material presented in the conference paper [20] with
the addition of many proofs, and thereby establishes the necessary tools to deal, for example,
with vertex operator algebras of orthogonal and symplectic type, as described elswhere [14], see
also for example [2].
A further extension presented here covers rational characters of mixed tensor irreducible rep-
resentations of the general linear group. In order to exploit Hopf algebra methods systematically
in this context, and to make more rigorous previous discussions of products and branchings of
mixed tensor representations [1, 18], it is necessary to extend the underlying ring of symmetric
functions from Λ to Λ⊗Λ and to define, following Koike [22], corresponding universal rational
characters.
3
1.2 Organisation
The organisation of the paper is as follows. Some facts about the symmetric function Hopf
algebra Symm-Λ [11] are provided in Section 2, with an emphasis on its Schur function basis.
This section also includes the definitions of certain infinite series of Schur functions. These are
used in Section 3 to define the universal irreducible characters of the classical orthogonal and
symplectic groups [25, 18, 23] that are the main focus of our study.
Thanks to their definition by way of certain branchings from the general linear group, whose
universal irreducible characters are nothing other than Schur functions, the corresponding or-
thogonal and symplectic character rings are actually Hopf algebras isomorphic to the universal
Hopf algebra of symmetric functions Symm-Λ [13]. A complete directory is given in Table 1 of
Section 3 of the action of the structure maps of these Hopf algebras as first described in abbrevi-
ated form in [20]. Full proofs of all the structure map identities are provided here in Section 4.
This is followed in Section 5 by a discussion of the different realizations of the power sum, com-
plete and elementary symmetric functions in the orthogonal and symplectic cases, noting where
differences due to the underlying groups occur.
The new orthogonal and symplectic scalar products are introduced in Section 6, in which we
discuss the adjoint operation and the Foulkes derivative, and provide the correct Hopf-theoretical
definition of the latter, which allows applications to generic branchings. Finally, in this section,
the dual Hopf algebras Char-O∗ and Char-Sp∗ are identified along with their structure maps.
These dual Hopf algebras share the same structure maps as the original Hopf algebras but are
isomorphic to Symm-Λ extended so as to include infinite series of Schur functions.
The universal rational characters associated with mixed tensor irreducible representations of
GL are introduced in Section 7. They form the basis of a ring Λ⊗Λ and an associated new ratio-
nal character Hopf algebra, Char-GLrat . Explicit expressions are derived for the corresponding
products and coproducts, and the remaining Hopf algebra structure maps are also identified ex-
plicitly.
2 Symmetric functions and their Hopf algebra
2.1 The ring of symmetric functions Λ
We use the standard notation of Macdonald’s book [27]. Symmetric functions are conveniently
indexed by integer partitions λ = (λ1, λ2, . . . , λℓ, 0, 0, . . .) with λ1 ≥ λ2 ≥ · · · ≥ λℓ > 0 .
The λi ∈ N are the parts of the partition, |λ| =
∑ℓ
i=1 λi is the weight of the partition, while
ℓ(λ) = ℓ is its length. Such a partition is often written without the trailing zeros. In exponent
form λ = (. . . , kmk , . . . , 2m2 , 1m1) where mk ≥ 0 is the number of parts of λ that are equal to
k for k = 1, 2, . . . . With this notation it is convenient to introduce zλ =
∏
k≥1 k
mk mk!
Corresponding to each partition λ there exists a Ferrers or Young diagram F λ . This consists
of |λ| boxes arranged in ℓ(λ) rows of lengths λi for i = 1, 2, . . . , ℓ(λ) . The column lengths of
F λ specify the parts λ′j for j = 1, 2, . . . , ℓ(λ′) of the partition λ′ that is conjugate to λ . If F λ
has r boxes on the main diagonal, with arm lengths λk − k = ak and leg lengths λ′k − k = bk
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for k = 1, 2, . . . , r , then λ is said to have rank r(λ) = r and in Frobenius notation λ =(
a1 a2 · · · ar
b1 b2 · · · br
)
and λ′ =
(
b1 b2 · · · br
a1 a2 · · · ar
)
with a1 > a2 > · · · > ar ≥ 0 and
b1 > b2 > · · · > br ≥ 0 . Schematically, we have
=
λ1
λ2
λ3
λ4
=
λ′1 λ
′
2 λ
′
3 λ
′
4 λ
′
5 λ
′
6 λ
′
7
=
a1
b1 a2
b2 a3
By way of an example we have
(7, 4, 4, 2, 0, . . .) = (7, 42, 2) =
(
6 2 1
3 2 0
)
and its conjugate
(4, 4, 3, 3, 1, 1, 1, 0 . . .) = (42, 32, 13) =
(
3 2 0
6 2 1
)
.
Partitions are used to specify a number of objects of interest in the present work. Amongst
these are the Schur functions sλ . These form an orthonormal Z -basis for the ring Λ of sym-
metric functions. To be more precise, let Z[x1, . . . , xN ] be the polynomial ring, or the ring of
formal power series, in N commuting variables x1, . . . , xN . The symmetric group SN acting
on N letters acts on this ring by permuting the variables. For π ∈ SN and f ∈ Z[x1, . . . , xN ]
we have
πf(x1, . . . , xN ) = f(xπ(1), . . . , xπ(N)) . (3)
We are interested in the subring of functions invariant under this action, πf = f , that is to say
the ring of symmetric polynomials in N variables:
ΛN [x1, . . . , xN ] = Z[x1, . . . , xN ]
SN . (4)
This ring may be graded by the degree of the polynomials, so that
ΛN [x1, . . . , xN ] = ⊕n Λ
(n)
N [x1, . . . , xN ] , (5)
where Λ(n)N [x1, . . . , xN ] consists of homogenous symmetric polynomials in x1, . . . , xN of total
degree n .
In order to work with an arbitrary number of variables, following Macdonald [27], we define
the ring of symmetric functions Λ = limN→∞ ΛN in its stable limit (N → ∞ ) where ΛN =
ΛM [x1, . . . , xN , 0, . . . , 0] for all M ≥ N . This ring of symmetric functions inherits the grading
Λ = ⊕n Λ
(n)
, with Λ(n) consisting of homogeneous symmetric polynomials of degree n .
A Z basis of Λ(n) is provided by the monomial symmetric functions mλ where λ is any
partition of n . There exist further (integral and rational) bases for Λ(n) that are indexed by the
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partitions λ of n . These are the complete, elementary and power sum symmetric function bases
defined multiplicatively in terms of corresponding one part functions by
hλ = hλ1hλ2 . . . hλl , eλ = eλ1eλ2 . . . eλl , pλ = pλ1pλ2 . . . pλl, (6)
where the one part functions are defined for all n ∈ N by
hn =
∑
i1≤i2≤···≤in
xi1xi2 · · ·xin , en =
∑
i1<i2<···<in
xi1xi2 · · ·xin , pn =
∑
i
xni . (7)
With the convention h0 = e0 = p0 = 1 and h−n = e−n = p−n = 0 for positive n , their
generating functions take the form
Ht =
∏
i≥1
1
(1− xit)
=
∑
n≥0
hnt
n, Et =
∏
i≥1
(1 + xit) =
∑
n≥0
ent
n, t
d
dt
logHt =
∑
n≥1
pnt
n.
(8)
The most important non-multiplicative basis of Λ(n) is provided by the Schur functions sλ
with λ running over all partitions of n . For a finite number of variables the Schur function
sλ(x1, . . . , xN) may be defined as a ratio of alternants. It is a homogeneous symmetric polyno-
mial of total degree n , and is stable in the sense that sλ(x1, . . . , xN , 0, . . . , 0) = sλ(x1, . . . , xN)
regardless of how many 0 ’s are appended to the list of variables. Taking the limit as N →∞ of
sλ(x1, . . . , xN) serves to define the required sλ ∈ Λ(n) [27].
Varying λ over all partitions, the Schur functions sλ provide a Z -basis of Λ . We can go
further. There exists a bilinear form on Λ , the Schur-Hall scalar product 〈 · | · 〉 . With respect to
this scalar product, the Schur functions form an orthonormal basis of Λ . In fact we have:
〈 sλ | sµ 〉 = δλ,µ , 〈 pλ | pµ 〉 = zλδλ,µ , 〈mλ | hµ 〉 = δλ,µ , 〈 fλ | eµ 〉 = δλ,µ.
(9)
These relations serve to define the ‘monomial’ symmetric functions mλ , and the so-called ‘for-
gotten’ symmetric functions fλ (for details see [27]).
In what follows we make use of various notation for Schur functions, including for example
sλ(x1, . . . , xN) , sλ(x) , sλ(x, y) or sλ , depending on whether or not it is necessary to be explicit
about the number of variables or the sets of variables under consideration. Here, a single symbol
x may often stand for an alphabet, x1, x2, . . . , finite or otherwise, while a pair x, y signifies a
pair of such alphabets x1, x2, . . . , y1, y2, . . . .
2.2 The Hopf algebra Symm-Λ
The graded ring of symmetric functions Λ spanned by the Schur functions sλ affords a graded
self-dual, bicommutative Hopf algebra, which we denote by Symm-Λ , as can be seen once
we have identified the appropriate product, coproduct, unit, counit, antipode and self-duality
condition. This can be done as follows.
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The outer product of Schur functions is given in prefix form, infix dot product form, first
without and then with variables, and finally in explicit form:
m(sµ ⊗ sν) = sµ · sν ,
m(sµ(x)⊗ sν(y)) = sµ(x) · sν(x) =
∑
λ
Cλµ,νsλ(x) . (10)
In some situations the · is omitted in favour of simple juxtaposition. Here, and elsewhere if not
otherwise specified, tensor products are over Z (or Q if power sums are involved).
The outer coproduct map is denoted by ∆ , and we use the variable or the tensor product
notation interchangeably, to give the coproduct in prefix form, Sweedler index form [35] and
skew product forms, first without and then with variables, and finally in explicit form:
∆(sλ) = sλ(1) ⊗ sλ(2) =
∑
ν
sλ/ν ⊗ sν =
∑
µ
sµ ⊗ sλ/µ ,
∆(sλ(x)) = sλ(x, y) = sλ(1)(x)sλ(2)(y) =
∑
µ,ν
Cµ,νλ sµ(x)sν(y) . (11)
The coefficient Cλµ,ν of the multiplication map m in the Schur function basis, and the struc-
ture constant Cµ,νλ of the coproduct in the same basis turn out to be identical. This equality of
coefficients is a consequence of the self-duality condition
〈 sλ | m(sµ ⊗ sν) 〉 = 〈∆(sλ) | sµ ⊗ sν 〉 . (12)
In fact, although logically distinct, they are both equal to the famous Littlewood-Richardson co-
efficient cλµ,ν , which may be evaluated combinatorially using the Littlewood-Richardson rule [25,
27]. Thus we have
Cλµ,ν = c
λ
µ,ν = C
µ,ν
λ . (13)
This follows from the well know fact that the dot and skew products of Schur functions are
adjoint with respect to the Schur-Hall scalar product, that is to say [27]
〈 sλ | sµ · sν 〉 = c
λ
µ,ν = 〈 sλ/ν | sµ 〉 . (14)
Here, in the Schur function basis the operations of outer multiplication and that of skewing are
both defined in terms of Littlewood-Richardson coefficients by
sµ · sν =
∑
λ
cλµ,ν sλ and s⊥µ (sλ) = sλ/µ =
∑
ν
cλµ,ν sν . (15)
The notation s⊥µ (sλ) has been introduced to emphasise the fact that the ring of symmetric func-
tions has a module structure under ⊥ :
f⊥(g⊥(h)) = (gf)⊥(h) or equivalently (h/g)/f = h/(gf). (16)
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The unit map η , counit map ǫ , and antipode S , are defined by:
η : 1→ s0 , ǫ : sλ → δλ,0 , S : sλ → (−1)
|λ|s′λ . (17)
It is important to note that the following antipode identity in the Hopf algebra Symm-Λ :
m (I ⊗ S)∆ (sλ) = η ǫ(sλ) (18)
yields the result [11]
∑
ν
(−1)|ν| sλ/ν · sν′ = δλ,0 s0 , (19)
since
m(I ⊗ S)∆(sλ) = m(I ⊗ S)(
∑
ν
sλ/ν ⊗ sν)
= m(
∑
ν
sλ/ν ⊗ (−1)
|ν|sν′) =
∑
ν
(−1)|ν| sλ/ν · sν′
and
η ǫ(sλ) = η(δλ,0) = δλ,0 s0 .
Returning to the bases provided by hλ , eλ and pλ in (6), these bases are so-called multiplica-
tive, because the outer product is just the (unordered) concatenation product. Using self-duality,
this means that the coproduct is just deconcatenation of these products, together with the action:
∆(hn) =
n∑
r=0
hn−r ⊗ hr , ∆(en) =
n∑
r=0
en−r ⊗ er , ∆(pn) = pn ⊗ 1 + 1⊗ pn . (20)
These results all follow immediately from the definitions of (8). The first two of these show
that one part complete and elementary symmetric functions are divided powers. The third shows
that the one part power sum symmetric functions are the primitive elements of the Hopf algebra
Symm-Λ .
2.3 Schur function series
To describe characters of the orthogonal and symplectic groups effectively, Littlewood [25] in-
troduced a set of infinite series of Schur functions which we are frequently going to use; consult
also [18, 4]. It is convenient to extend our ring Λ to Λ[[t]] , where t is a formal parameter,
and our Hopf algebra to Symm-Λ[[t]] itself extended so as to encompass infinite series of Schur
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functions. Some of these Schur function series read
At =
∑
α∈A
(−1)|α|/2t|α| {α} Bt =
∑
β∈B
t|β| {β}
Ct =
∑
γ∈C
(−1)|γ|/2t|γ| {γ} Dt =
∑
δ∈D
t|δ| {δ}
Et =
∑
ǫ∈E
(−1)(|ǫ|+r(ǫ))/2t|ǫ| {ǫ} Ft =
∑
ζ∈P
t|ζ| {ζ}
Gt =
∑
ǫ∈E
(−1)(|ǫ|−r(ǫ))/2t|ǫ| {ǫ} Ht =
∑
ζ∈P
(−1)|ζ|t|ζ| {ζ}
Lt =
∑
m≥0
(−1)mtm {1m} Mt =
∑
m≥0
tm {m}
Pt =
∑
m≥0
(−1)mtm {m} Qt =
∑
m≥0
tm {1m} (21)
where m is summed over all non-negative integers, while P is the set of all partitions, D = 2P
is the set of partitions all of whose parts are even, and B is the set of partitions that are conjugate
to those of D . To define A , C and E it is convenient in Frobenius notation to let
Pn =
{(
a1 a2 . . . ar
b1 b2 . . . br
)
∈ P
∣∣∣∣ ak − bk = n for all r = 0, 1, 2, . . .k = 1, 2, . . . , r
}
(22)
for all integers n . With this notation A = P−1 , C = P1 and E = P0 . Thus the partitions in C
are the conjugates of those in A , while E is the set of all self-conjugate partitions. It should be
pointed out that each of the Schur function series of (21) includes the term {0} = s0 = 1 since
{10} = {0} and the sets P , 2P and Pn , for all integers n , contain the zero partition (0) for
which |(0)| = ℓ(0) = r(0) = 0 and (0)′ = (0) .
The generating functions which serve to define these series take the form:
At :=
∏
i<j
(1− t2xixj) Bt :=
∏
i<j
(1− t2xixj)
−1
Ct :=
∏
i≤j
(1− t2xixj) Dt :=
∏
i≤j
(1− t2xixj)
−1
Et :=
∏
k
(1− t xk)
∏
i<j
(1− t2xixj) Ft :=
∏
k
(1− t xk)
−1
∏
i<j
(1− t2xixj)
−1
Gt :=
∏
k
(1 + t xk)
∏
i<j
(1− t2xixj) Ht :=
∏
k
(1 + t xk)
−1
∏
i<j
(1− t2xixj)
−1
Lt :=
∏
k
(1− t xk) Mt :=
∏
k
(1− t xk)
−1
Pt :=
∏
k
(1 + t xk)
−1 Qt :=
∏
k
(1 + t xk) (23)
9
As can be seen there is some redundancy here because Pt = M−t , Qt = L−t , Gt = E−t and
Ht = F−t , however we keep all 12 series Zt because in what follows we often denote Z1 by Z .
On the other hand we sometimes need to display the arguments x = (x1, x2, . . .) of the above
series by adopting the more explicit notation Zt(x) .
A major feature of the above list of Schur function series is that they come, as can be seen
from their generating functions, in mutually inverse pairs:
AtBt = CtDt = EtFt = GtHt = LtMt = PtQt = 1. (24)
Moroever
LtAt = PtCt = Et, MtBt = QtDt = Ft, MtCt = QtAt = Gt, LtDt = PtBt = Ht. (25)
The above generating functions make it particularly easy to establish the following:
Proposition 2.1: Let Zt be any one of the Schur function series (23), then
∆(Zt) = (Zt ⊗ Zt) ∆
′(Zt) (26)
where the cut coproducts are given by
∆′(Zt) =


∑
σ∈P
(−t2)|σ| {σ} ⊗ {σ′} for Zt = At, Ct, Et, Gt;
∑
σ∈P
t2 |σ| {σ} ⊗ {σ} for Zt = Bt, Dt, Ft, Ht;
1 for Zt = Lt,Mt, Pt, Qt.
(27)
Proof: Let z = (z1, z2, . . .) = (x, y) = (x1, x2, . . . , y1, y2, . . .) and note that ∆(Zt(z)) =
Zt(x, y) = Zt(x)Zt(y)Z
′
t(x, y) where the generating functions immediately imply that for Zt =
At, Ct, Et, Gt we have Z ′t(x, y) =
∏
i,j(1 − t
2xiyj) , and for Zt = Bt, Dt, Ft, Ht we have
Z ′t(x, y) =
∏
i,j(1 − t
2xiyj)
−1
, whilst for Zt = Lt,Mt, Pt, Qt we have Z ′t(x, y) = 1 . It only
remains to use the well known Cauchy identity [27]
Kt(x, y) :=
∏
i,j
(1− t2xiyj)
−1 =
∑
σ∈P
t2 |σ|{σ} ⊗ {σ} (28)
and its dual
Jt(x, y) :=
∏
i,j
(1− t2xiyj) =
∑
σ∈P
(−t2)|σ| {σ} ⊗ {σ′} . (29)
✷
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It might be added here that∏
i,j
(1− t2xixj)
−1 = Bt(x) Dt(x) =
∑
σ∈P
t2 |σ|sσ(x)sσ(x) =
∑
σ∈P
t2 |σ|{σ · σ}(x) (30)
and∏
i,j
(1− t2xixj) = At(x) Ct(x) =
∑
σ∈P
(−t2)|σ|sσ(x)sσ′(x) =
∑
σ∈P
(−t2)|σ|{σ · σ′}(x) . (31)
We are now in a position to exploit these series and their associated identities in the spec-
ification of characters of the classical groups, in particular what are known as their universal
characters, and to study the detailed properties of the Hopf algebras of their character rings,
initiated in [13] and [20].
3 The Hopf algebras of the character rings of classical groups
3.1 Universal characters of covariant tensor representations
The groups, G , under consideration here are the general linear group GL , the orthogonal group
O and the symplectic group Sp . If the classical groups GL , O and Sp act by way of linear
transformations in a space V of dimension N , then they are denoted by GL(N) , O(N) and
Sp(N) , respectively. Initially we confine attention to their finite-dimensional irreducible covari-
ant tensor representations V λG . Each of these is specified by their highest weight λ , which in
each case is a partition. The corresponding character is denoted by ch V λG . These characters may
be expressed by means of Weyl’s character formula [37] in terms of the eigenvalues (x1, . . . , xN)
of each group element g ∈ G realised as a matrix M ∈ End(V ) of linear transformations in V .
It is well known that in the case of GL(N) we have
ch V λGL(N) = {λ}(x1, . . . , xN) = sλ(x1, . . . , xN) , (32)
where the central symbol accords with the notation of Littlewood [25]. This character shares
the same stable N → ∞ limit as Schur functions, and in this limit we define the universal
character [23, 19]
ch V λGL = {λ} = sλ . (33)
The orthogonal and symplectic groups leave invariant a symmetric second rank tensor gij =
gji and an antisymmetric second rank tensor fij = −fji , respectively. It is necessary to distin-
guish between the even and odd cases: N = 2K and N = 2K + 1 with K ∈ N . The groups
O(2K) , O(2K+1) and Sp(2K) are all reductive Lie groups whose finite-dimensional represen-
tations are fully reducible. On the other hand Sp(2K+1) , an odd-dimensional symplectic group,
is not reductive. This is a consequence of the fact that its invariant bilinear form is singular. It
can be realised as an affine extension of Sp(2K)×GL(1) , that is the semi-direct product of these
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groups with a set of translations as explained by Proctor [31]. As a result its finite-dimensional
representations are not necessarily fully reducible. Indeed its defining representation, V , of di-
mension 2K+1 is indecomposable but contains two irreducible constituents of dimensions 2K
and 1 . More generally, Proctor has established that the representations V λSp(2K+1) are reducible
but indecomposable for λ 6= 0 .
Despite these issues associated with the evenness and oddness of N , there still exists a stable
N → ∞ limit and associated universal characters [23, 19] denoted here by ch V λO and ch V λSp .
The Schur function series that we have introduced enable us to write down Schur function ex-
pressions for these universal characters of O and Sp in the form [25, 18]
chV λO = oλ = [λ] = {λ/C} = sλ/C =
∑
γ∈C
(−1)|γ|/2sλ/γ , (34)
chV λSp = spλ = 〈 λ 〉 = {λ/A} = sλ/A =
∑
α∈A
(−1)|α|/2sλ/α . (35)
These relations are the inverse of the branching rules for the restriction from GL to its subgroups
O and Sp :
ch V λGL = {λ} = [λ/D] =
∑
δ∈D
[λ/δ] =
∑
δ∈D,ζ∈P
cλδ,ζ chV
ζ
O , (36)
ch V λGL = {λ} = 〈 λ/B 〉 =
∑
β′∈D
〈 λ/β 〉 =
∑
β′∈D,ζ∈P
cλβ,ζ chV
ζ
Sp . (37)
That the above pairs of relations are mutually inverse is a simple consequence of the identities
AB = CD = 1 .
In describing the Hopf algebras of the character rings of the groups GL , O and Sp we deal
only with the universal characters, their restriction to the finite N case necessitates the use of
modification rules if the relevant partitions are of too great a length. Further details may be found
elsewhere, for example [28, 17, 4, 23].
The Hopf algebra of symmetric functions, Symm-Λ , is the universal, graded, bicommuta-
tive, biassociative self-dual Hopf algebra. Its properties have been spelt out in the Schur function
basis in Section 2.2. Having identified in Section 3.1 the universal characters of the classical
groups and expressed them in terms of Schur functions, the Hopf algebras of their universal char-
acter rings may be found as isomorphic copies of Symm-Λ . Despite the fact that the structure
maps acting on the character ring Hopf algebra Char-GL , Char-O and Char-Sp are isomor-
phic to those of Symm-Λ , they take different explicit forms in the different canonical bases.
These bases are distinguished by the use of different Littlewood parentheses, {λ} , [λ] and 〈 λ 〉
together with their particular Schur-Hall scalar products with respect to which the bases are or-
thogonal.
3.2 The general linear case
By virtue of the identification (33), the Hopf algebra, Char-GL , of the universal character of GL
is immediately seen to be isomorphic to Symm-Λ . Its structure is well known (for references
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see [11, 13]) and some of its properties are summarized as follows.
Theorem 3.2: The ring of universal characters of GL is a graded self dual, bicommutative Hopf
algebra, which we denote by Char-GL . Its structure maps are given by:
product m({µ} ⊗ {ν}) = {µ} · {ν} = {µ · ν} =
∑
ζ
cλµ,ν{λ}
unit η(1) = {0} with {0} · {µ} = {µ} = {µ} · {0}
coproduct ∆({λ}) =
∑
µ,ν
cλµ,ν{µ} ⊗ {ν}
counit ǫ({µ}) = 〈 {0} | {µ} 〉 = δ0,µ
antipode S({λ}) = (−1)|λ|{λ′}
scalar product 〈 · | · 〉({µ} ⊗ {ν}) = 〈µ | ν 〉 = δµ,ν (38)
where the coefficients cλµ,ν are the Littlewood-Richardson coefficients, λ′ is the conjugate (trans-
posed) partition and 〈 · | · 〉 : Λ⊗Λ→ Z is the usual Schur-Hall scalar product in terms of which
we have
self-duality 〈∆({λ}) | {µ} ⊗ {ν} 〉 = 〈 {λ} | {µ} · {ν} 〉 . (39)
Because of its importance in what follows we map the antipode identity (19) of Symm-Λ ,
into the antipode identity of Char-GL :
∑
ν
(−1)|ν| {λ/ν} · {ν ′} = δλ0 {0} . (40)
3.3 The orthogonal case
Having shown that the irreducible universal characters [λ] of the orthogonal group O can be
expressed in terms of universal characters of GL by [λ] = {λ/C} , it is possible to exploit infinite
Schur function series and the Hopf algebra Char-GL to identify the action of the structure maps
on the ring of characters [λ] forming the canonical basis of Char-O . This action, as will be
proved in the following section, takes the following form:
Theorem 3.3: The algebra Char-O generated by the universal characters [λ] of the orthogonal
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group O is a bicommutative Hopf algebra. Its structure maps are given by:
product m([µ] · [ν]) = [µ] · [ν] =
∑
ζ
[µ/ζ · ν/ζ ]
unit η(1) = [0] with [0] · [µ] = [µ] = [µ] · [0]
coproduct ∆([λ]) =
∑
ζ
[λ/(ζD)]⊗ [ζ ] =
∑
ζ
[λ/ζ ]⊗ [ζ/D]
counit ǫ([λ]) =
∑
γ∈C
(−1)|γ|/2δλ,γ = δλ,C
antipode S([λ]) = (−1)|λ|[λ′/(AD)]
scalar product 〈 · | · 〉2([µ]⊗ [ν]) = 〈µ | ν 〉2 = δµ,ν . (41)
3.4 The symplectic case
In the same way, by exploiting the fact that the irreducible (or indecomposable) universal char-
acters 〈 λ 〉 of the symplectic group Sp can be expressed in terms of universal characters of GL
by 〈 λ 〉 = {λ/A} , we can identify the action of the structure maps on the ring of characters 〈 λ 〉
forming the canonical basis of Char-Sp . This action, as will be proved in the following section,
takes the following form:
Theorem 3.4: The algebra Char-Sp generated by the universal characters 〈 λ 〉 of the symplectic
group Sp is a bicommutative Hopf algebra. Its structure maps are given by:
product m(〈µ 〉 · 〈 ν 〉) = 〈µ 〉 · 〈 ν 〉 =
∑
ζ
〈µ/ζ · ν/ζ 〉
unit η(1) = 〈 0 〉 with 〈 0 〉 · 〈µ 〉 = 〈µ 〉 = 〈µ 〉 · 〈 0 〉
coproduct ∆(〈 λ 〉) =
∑
ζ
〈 λ/(ζB) 〉 ⊗ 〈 ζ 〉 =
∑
ζ
〈 λ/ζ 〉 ⊗ 〈 ζ/B 〉
counit ǫ(〈 λ 〉) =
∑
α∈A
(−1)|α|/2 δλ,α = δλ,A
antipode S(〈 λ 〉) = (−1)|λ|〈 λ′/(BC) 〉
scalar product 〈 · | · 〉11(〈µ 〉 ⊗ 〈 ν 〉) = 〈µ | ν 〉11 = δµ,ν . (42)
3.5 Directory of results
All the above results, and a considerable amount of additional information, regarding the three
Hopf algebras of character rings, Char-GL , Char-O and Char-Sp , are gathered together in
Table 1.
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Λ Char-GL Char-O Char-Sp
1 {0} [0] 〈 0 〉
pn
∑n−1
b=0 (−1)
b{n− b, 1b}
∑n−1
b=0 (−1)
b[n− b, 1b] + χ(2|n)[0]
∑n−1
b=0 (−1)
b〈n− b, 1b 〉+ χ(2|n)〈 0 〉
hn {n} [n/D] 〈n 〉
en {1
n} [1n] 〈 1n/B 〉
sλ {λ} [λ/D] 〈 λ/B 〉
oλ {λ/C} [λ] 〈 λ/(BC) 〉
spλ {λ/A} [λ/(AD)] 〈 λ 〉
m m({µ} ⊗ {ν}) = {µ · ν} m([µ]⊗ [ν]) =
∑
ζ∈P [µ/ζ · ν/ζ ] m(〈µ 〉 ⊗ 〈 ν 〉) =
∑
ζ∈P〈µ/ζ · ν/ζ 〉
∆ ∆({λ}) =
∑
ζ∈P{λ/ζ} ⊗ {ζ} ∆([λ]) =
∑
ζ∈P [λ/ζ ]⊗ [ζ/D] ∆(〈 λ 〉) =
∑
ζ∈P〈 λ/ζ 〉 ⊗ 〈 ζ/B 〉
ǫ ǫ({λ}) = δλ,0 ǫ([λ]) =
∑
γ∈C(−1)
|γ|/2δλ,γ ǫ(〈 λ 〉) =
∑
α∈A(−1)
|α|/2δλ,α
η η(1) = {0} η(1) = [0] η(1) = 〈 0 〉
S S({λ}) = (−1)|λ|{λ′} S([λ]) = (−1)|λ|[λ′/(AD)] S(〈 λ 〉) = (−1)|λ|〈 λ′/(BC) 〉
〈 ·|· 〉 〈 {λ} | {µ} 〉 = δλ,µ 〈 [λ] | [µ] 〉2 = δλ,µ 〈 〈 λ 〉 | 〈µ 〉 〉11 = δλ,µ
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The first column of this directory gives the abstract Hopf algebra notation for bases and
morphisms of Symm-Λ , for any n ∈ N and λ ∈ P . The second column gives the notion
for the Hopf algebra of the universal character ring of the general linear group, as studied for
example in [11]. The third and fourth columns provide the isomorphic images of the structure
maps and bases in the character rings of the orthogonal and symplectic groups. We have used the
notational convention whereby χ(P ) is the truth symbol, that is χ(P ) = 1 if the proposition P
is true, and 0 otherwise. Thus χ(2|n) = 1 if n is even and χ(2|n) = 0 if n is odd.
Remark. While Λ and Char-GL share the same Schur-Hall scalar product we emphasise that
Char-O and Char-Sp can quite naturally be equipped with new structure maps, plethystic Schur-
Hall scalar products, indexed by 2 and 11 , which are defined as shown in Table 1 so as to ensure
that the orthogonal and symplectic Schur functions form orthonormal bases of Char-O and
Char-Sp , respectively. ✷
The precise definitions of the bases involved in some of the formulae of Table 1 will be given
in the following sections. However, this table makes it clear that there are unique instances of
symmetric functions, such as power sum symmetric functions, which are tied to the underlying
alphabet and are, up to isomorphism, equivalent in all the character Hopf algebras under consid-
eration. Despite this, if written in the canonical basis of a specific character Hopf algebra, it can
be seen that such objects may look different and may also exhibit combinatorial differences.
4 Orthogonal and symplectic character ring Hopf algebras
In this section we provide proofs of the validity of each of the structure map formulae listed in
Table 1.
4.1 The case of Char-O
We consider in turn each of the structure maps listed in Theorem 3.3.
The product formula
[µ] · [ν] =
∑
ζ∈P
[µ/ζ · ν/ζ ] (43)
is a classical result of Newell [28] and Littlewood [26] that appears as a special case of the
development in [13] for more general subgroups of the general linear group. Its derivation can
be accomplished most easily by noting that [µ] · [ν] = {µ/C} · {ν/C} = [({µ/C} · {ν/C})/D]
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where the coefficient of {λ} in ({µ/C} · {ν/C})/D is given by
〈 {λ} | ({µ/C} · {ν/C})/D 〉 = 〈 {λ} ·D | {µ/C} · {ν/C} 〉 = 〈∆({λ} ·D) | {µ/C} ⊗ {ν/C} 〉
=
∑
ζ∈P
〈∆({λ}) · (D ⊗D) · {ζ} ⊗ {ζ} | {µ/C} ⊗ {ν/C} 〉
=
∑
ζ∈P
〈∆({λ}) | {µ/(CDζ)}⊗ {ν/(CDζ)} 〉
=
∑
ζ∈P
〈∆({λ}) | {µ/ζ} ⊗ {ν/ζ} 〉 =
∑
ζ∈P
〈 {λ} | {µ/ζ} · {ν/ζ} 〉 ,
(44)
from which the result (43) follows.
To find the coproduct we need to find first the ordinary coproduct of a skew Schur func-
tion. This can be looked up in Macdonald [27] (Eq. 5.9 and 5.10, p72). The idea is to expand
sλ(x, y, z) , a double coproduct, in two different ways:
sλ(x, y, z) =
∑
ν
sλ/ν(x, y)sν(z)
=
∑
µ
sλ/µ(x)sµ(y, z) =
∑
µ,ν
sλ/µ(x)sµ/ν(y)sν(z) , (45)
and comparing coefficients of sν(z) gives
sλ/ν(x, y) =
∑
µ
sλ/µ(x)sµ/ν(y) , that is ∆(sλ/ν) =
∑
µ
sλ/µ ⊗ sµ/ν . (46)
Now we can proceed to compute
∆([λ]) : = ∆{λ/C} =
∑
γ∈C
(−1)|γ|/2∆({λ/γ}) =
∑
γ∈C,ζ∈P
(−1)|γ|/2{λ/ζ} ⊗ {ζ/γ}
=
∑
ζ∈P
{λ/ζ} ⊗ [ζ ] =
∑
ζ∈P
[(λ/ζ)/D]⊗ [ζ ] =
∑
ζ∈P
[λ/(ζD)]⊗ [ζ ] . (47)
This can equally well be rewritten to give a second form of the coproduct derived using a pair of
related expansions of a skew Schur function, sλ/ζ =
∑
σ c
λ
ζ,σsσ and sλ/σ =
∑
ζ c
λ
ζ,σsζ , a move
we use below frequently. Here it gives,
∆([λ]) =
∑
ζ∈P
[λ/(ζD)]⊗ [ζ ] =
∑
ζ∈P
[(λ/ζ)/D)]⊗ [ζ ]
=
∑
ζ,σ∈P
cλζ,σ [σ/D]⊗ [ζ ] =
∑
σ∈P
[σ/D]⊗ [λ/σ] . (48)
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The coproduct ∆([λ]) is cocommutative, as can be seen by using in the same way as above the
connection between the outer product of Schur functions sζ ·sδ =
∑
η c
σ
ζ,δ sσ and the skew Schur
functions expansion sσ/δ =
∑
ζ c
σ
ζ,δ sζ , to obtain a third form:
∆([λ]) =
∑
ζ∈P
[λ/(ζD)]⊗ [ζ ] =
∑
ζ∈P,δ∈D
[(λ/(ζ · δ)]⊗ [ζ ]
=
∑
ζ,σ∈P,δ∈D
cσζ,δ [λ/σ]⊗ [ζ ] =
∑
σ∈P,δ∈D
[λ/σ]⊗ [σ/δ] =
∑
σ∈P
[λ/σ]⊗ [σ/D] . (49)
Finally, we may use sλ/σ =
∑
ζ c
λ
σ,ζsζ and
∑
σ c
λ
σ,ζsσ = sλ/ζ to obtain the fourth form
∆([λ]) =
∑
σ∈P
[λ/σ]⊗ [σ/D] =
∑
σ,ζ∈P
cλσ,ζ [ζ ]⊗ [σ/D]
=
∑
ζ∈P
[ζ ]⊗ [(λ/ζ)/D] =
∑
ζ∈P
[ζ ]⊗ [λ/(ζD)] . (50)
The actions of the counit, ǫ , the unit, η , and the antipode, S , follow immediately from
their action in Char-GL and the fact that [λ] = {λ/C} . Thus in the Char-O basis
ǫ([λ]) = ǫ({λ/C}) =
∑
γ∈C
(−1)|γ|/2ǫ({λ/γ}) =
∑
γ∈C
(−1)|γ|/2δλ,γ ;
η(1) = {0} = [0/D] = [0] ;
S([λ]) = S({λ/C} =
∑
γ∈C
(−1)|γ|/2S({λ/γ}) =
∑
γ∈C
(−1)|γ|/2(−1)|λ|−|γ|{λ′/γ′}
= (−1)|λ|{λ/C ′} = (−1)|λ|{λ/A} = (−1)|λ|[(λ/A)/D] = (−1)|λ|[λ/(AD)] (51)
all as shown in Table 1.
By exploiting the Schur-Hall scalar product we may reinterprit ǫ and introduce its convolu-
tive inverse ǫ−1 as follows:
Definition 4.5: The counit ǫ and its convolutive inverse ǫ−1 for Char-O may be interpreted as
linear forms c and d : Char-GL→ Z defined as follows:1
ǫ([λ]) = c({λ}) with c({λ}) := 〈C | {λ} 〉 =
∑
γ∈C
(−1)|γ|/2〈 {γ} | {λ} 〉 =
∑
γ∈C
(−1)|γ|/2δγ,λ ,
(52)
ǫ−1([λ]) = d({λ}) with d({λ}) := 〈D | {λ} 〉 =
∑
δ∈D
〈 {δ} | {λ} 〉 =
∑
δ∈D
δδ,λ .
Corollary 4.6: (see [11]) The linear forms (1-cochains) c and d are convolutive inverses with
respect to the Char-GL outer coproduct and product in Z .
1This definition should be compared with a slightly different point of view developed in the section on adapted
normal ordered products in [5], which can be used to define a quantum field theory on an external background.
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Proof:
(c ⋆ d)({λ}) =
∑
(λ)
c({λ(1)})d({λ(2)}) =
∑
(λ)
〈C | {λ(1)} 〉〈D | {λ(2)} 〉
=
∑
(λ)
〈C ⊗D | {λ(1)} ⊗ {λ(2)} 〉 = 〈C ⊗D | ∆({λ}) 〉
= 〈CD | {λ} 〉 = 〈 1 | {λ} 〉 = ǫ({λ}) = δλ,0 . (53)
✷
Finally, we might check that the product and coproduct are mutual coalgebra and algebra
homomorphisms. We establish this fact by direct computation:
(∆m)([λ]⊗ [µ]) =
∑
ζ
∆([λ/ζ · µ/ζ ]) =
∑
ρ,ζ
[(λ/ζ · µ/ζ) /ρ]⊗ [ρ/D]
=
∑
σ,ρ,ζ
[λ/(ζσ) · µ/(ζ(ρ/σ))]⊗ [ρ/D] =
∑
ξ,σ,ζ
[λ/(ζσ) · µ/(ζξ)]⊗ [(σξ)/D]
=
∑
τ,ξ,σ,ζ
[λ/(ζσ) · µ/(ζξ)]⊗ [σ/(τD) · ξ/(τD)] =
∑
σ,ξ
([λ/σ] · [µ/ξ])⊗ ([σ/D] · [ξ/D])
=
∑
σ,ξ
([λ/σ]⊗ [σ/D]) · ([µ/ξ]⊗ [ξ/D]) = ∆([λ]) ·∆([µ]) = m(∆([λ])⊗∆([µ])) , (54)
showing the claim. ✷
Remarks. It could be argued that the above proof is unnecessary. We considered just a linear
isomorphism on the module underlying the symmetric function Hopf algebra, and the result is in
a natural way, a homomorphic image. However, the displayed calculations show explicitly how
the structure maps are written in the orthogonal Schur function bases, how the combinatorics
alters, and that everything is set up correctly.
Note also the most remarkable fact that the structure of the Hopf algebra Char-O does not
distinguish between even and odd orthogonal groups. It does not even rely on the fact that the
metric tensor gij = gji of Schur symmetry type {2} , which defines the orthogonal group, is
invertible. Such degenerate cases are instances of Cayley-Klein groups (see conclusions for
further comments). The even or oddness of the underlying group will show up in a subtle way
when we define particular bases for these Hopf algebras below.
4.2 The case of Char-Sp
The validity of the structure maps of Char-Sp given in Theorem 3.4 may be established by copy-
ing and pasting the proof for the orthogonal case. One merely changes all orthogonal characters
into symplectic ones, [λ]→ 〈 λ 〉 , and interchanges Schur function series, C ↔ A and D ↔ B .
All arguments run through as before. In the case of the counit, it is also necessary to interchange
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the labelling on the linear forms, c → a and d → b , where by analogy with Definition 4.5 we
have:
Definition 4.7: The counit ǫ and its convolutive inverse ǫ−1 for Char-Sp may be interpreted
as linear forms a and b : Char-GL→ Z defined as follows:
ǫ(〈 λ 〉) = a({λ}) with a({λ}) := 〈A | {λ} 〉 =
∑
α∈A
(−1)|α|/2〈 {α} | {λ} 〉 =
∑
α∈A
(−1)|α|/2δα,λ ,
(55)
ǫ−1(〈 λ 〉) = b({λ}) with b({λ}) := 〈B | {λ} 〉 =
∑
β∈B
〈 {β} | {λ} 〉 =
∑
β∈B
δβ,λ .
Once again as in Corollary 4.6 we have:
Corollary 4.8: (see [11]) The linear forms (1-cochains) a and b are convolutive inverses with
respect to the Char-GL outer coproduct and product in Z .
5 Bases for Char-O and Char-Sp
5.1 Power sum symmetric functions
A major issue in setting the above abstract machinery to work in concrete (physical) examples, is
a proper identification in the various character rings of the usual canonical bases of the symmetric
function ring. In making this identification, we will encounter some familiar and also some sur-
prising results. We start with the power sum symmetric functions on a finite number of variables
N . The one part power sum symmetric functions are defined on the variables (x1, . . . , xN) by
pn :=
N∑
i=1
xni (56)
which is independent of the meaning of the alphabet.
In the GL(N) case the xi are the eigenvalues of a GL(N) element g within a GL(N) con-
jugacy class. There is the constraint ∏i xi 6= 0 in force to ensure invertibility. We use the
well known hook expansion in terms of the Schur functions identified with irreducible GL(N)
characters:
pn(x1, . . . , xn) =
∑
a+b+1=n
(−1)b{a+ 1, 1b}(x1, . . . , xN ) (57)
This formula is stable with respect to the limit N →∞ so that we immediately have in the case
of Char-GL the identification
pn =
∑
a+b+1=n
(−1)b{a + 1, 1b} . (58)
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In branching to orthogonal or the symplectic groups, as one can see from (119) the eigen-
values now generally speaking come in pairs xk and xk and we can split pn into at least two
parts. In the orthogonal O(N) case, there are four possibilities, and in the symplectic Sp(N)
case there are two. Confining attention to the unimodular case it follows from (119) that:
pn(x, x) = pn(x) + pn(x) for SO(2K) ;
pn(x, x, 1) = pn(x) + pn(x) + 1 for SO(2K + 1) ;
pn(x, x) = pn(x) + pn(x) for Sp(2K) ;
pn(x, x, 1) = pn(x) + pn(x) + 1 for Sp(2K + 1) , (59)
where in each case pn(x) =
∑K
i=1 x
n
i and pn(x) =
∑K
i=1 x
n
i .
Clearly, this is the place where the dimensionality N = 2K or N = 2K + 1 comes into
play. However, this does not prevent us from establishing a result stable in the K → ∞ limit.
Indeed we find as a corollary to (58) the result appropriate to Char-O :
Corollary 5.9:
p0 = [0] and pn =
∑
a+b+1=n
(−1)b[a + 1, 1b] + χ(2|n)[0] for n ≥ 1 , (60)
where χ is the truth function, so that χ(2|n) = 1 if n is even and χ(2|n) = 0 if n is odd.
Note that the n in this truth function has to do with the index of the one part power sums,
and not with the number of its variables!
Proof: For n = 0, 1 we can directly verify that p0 = [0] and p1 = [1] , thereby proving the
statement in these cases. Henceforth we assume n ≥ 2 . The D series partitions δ ∈ D = 2P
have only even parts, and of these only the partitions of type {2k} can fit into a hook. Thus
pn =
∑
a+b+1=n
(−1)b{a+ 1, 1b} =
n−1∑
b≥0
(−1)b{n− b, 1b}
=
n−1∑
b≥0
(−1)b[(n− b, 1b)/D] =
[n/2]∑
k≥0
n−1∑
b≥0
(−1)b[(n− b, 1b)/(2k)]
=
n−1∑
b≥0
(−1)b[(n− b, 1b)] +
[n/2]∑
k≥1
n−2k∑
b≥0
(−1)b[(n− b− 2k) · (1b)]
=
n−1∑
b≥0
(−1)b[(n− b, 1b)] +
[n/2]∑
k≥1
∑
ζ∈P
(−1)|ζ|[(n− 2k)/ζ · ζ ′]
=
n−1∑
b≥0
(−1)b[(n− b, 1b)] +
[n/2]∑
k≥1
δn−2k,0[0]
=
n−1∑
b≥0
(−1)b[(n− b, 1b)] + χ(2|n)[0] , (61)
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where, in the penultimate line, the second term has resulted from the antipode property (40). ✷
We have an exactly analogous result for Char-Sp :
Corollary 5.10:
p0 = 〈 0 〉 and pn =
∑
a+b+1=n
(−1)b〈 a+ 1, 1b 〉+ χ(2|n)〈 0 〉 for n ≥ 1 . (62)
We recall that the one part power sums are the primitive elements of the symmetric function
Hopf algebra. They form a rational basis of this Hopf algebra. This implies:
Proposition 5.11: The one part power sums pn map to the primitive elements of the Hopf
algebra of the universal character rings of GL , O and Sp . That is, in each case we have
∆(pn) = pn ⊗ 1 + 1⊗ pn . (63)
Proof: This is a trivial consequence of (20), since the isomorphism of Hopf algebras which
we have established is independent of the underlying alphabet, and hence does not alter the
coproduct properties of the power sums. ✷
5.2 Complete symmetric functions
In this section we investigate the nature of complete symmetric functions in each of our three
rings of universal characters by means of the maps between Schur functions and the characters.
First, our maps allow us to see immediately that, in accordance with the formulae of Table 1,
we have
hn = sn = {n} ,
hn = sn = {n} = [n/D] =
∑
k
[n/(2k)] =
[n/2]∑
k=0
[n− 2k] ,
hn = sn = {n} = 〈n/B 〉 = 〈n 〉, (64)
where [n/2] is the integer part of n/2 . Moreover, we have
Proposition 5.12: The above images of the one part complete symmetric functions hn under
the maps from the Hopf algebra of symmetric functions to the universal character rings of GL ,
O and Sp are divided powers [29, 3, 36], their coproducts take the form:
∆(hn) =
∑
r
hn−r ⊗ hr. (65)
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Proof: These results are a direct consequence of (20), since the maps between the Hopf alge-
bras are isomorphisms, but they can also be derived as follows.
∆({n}) =
∑
ζ
{n/ζ} ⊗ {ζ} =
∑
r
{n/r} ⊗ {r} =
∑
r
{n− r} ⊗ {r} ,
∆([n/D]) =
∑
ζ
[n/(ζD)]⊗ [ζ/D] =
∑
r
[(n/r)/D]⊗ [r/D] =
∑
r
[(n− r)/D]⊗ [r/D] ,
∆(〈n 〉) =
∑
ζ
〈n/ζ 〉 ⊗ 〈 ζ/B 〉 =
∑
r
〈n/r 〉 ⊗ 〈 r/B 〉 =
∑
r
〈n− r 〉 ⊗ 〈 r 〉 . (66)
5.3 Elementary symmetric functions
The elementary symmetric functions en map as follows to the three character rings of interest:
en = s1n = {1
n} ,
en = s1n = {1
n} = [1n/D] = [1n] ,
en = s1n = {1
n} = 〈 1n/B 〉 =
∑
r
〈 1n−2r 〉 =
[n/2]∑
r=0
〈 1n−2r 〉 . (67)
Moreover, we have
Proposition 5.13: The above images of the one part elementary symmetric functions en under
the maps from the Hopf algebra of symmetric functions to the universal character rings of GL ,
O and Sp are again divided powers since their coproducts all take the form:
∆(en) =
∑
r
en−r ⊗ er. (68)
Proof: These results are a direct consequence of (20), since the maps between the Hopf alge-
bras are isomorphisms, but they can also be derived as follows.
∆({1n}) =
∑
ζ
{1n/ζ} ⊗ {ζ} =
∑
r
{1n/1r} ⊗ {1r} =
∑
r
{1n−r} ⊗ {1r} ,
∆([1n]) =
∑
ζ
[1n/ζ ]⊗ [ζ/D] =
∑
r
[1n/1r]⊗ [1r/D] =
∑
r
[1n−r]⊗ [1r] , (69)
∆(〈 1n/B 〉) =
∑
ζ
〈 1n/(ζB) 〉 ⊗ 〈 ζ/B 〉 =
∑
r
〈 (1n/1r)/B 〉 ⊗ 〈 1r/B 〉
=
∑
r
〈 1n−r/B 〉 ⊗ 〈 1r/B 〉.
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6 Scalar products, adjoints, Foulkes derivatives and duals
6.1 Scalar products
Unlike the Schur functions of general linear type, it can be readily checked, that Schur func-
tions of orthogonal type oλ = [λ] and of the symplectic type spλ = 〈 λ 〉 are not orthogonal
with respect to the Schur-Hall scalar product. It is hence necessary to define new ‘orthogonal’
and ‘symplectic’ scalar products, accounting for the fact that we consider the orthogonal and
symplectic Schur functions to be universal characters of irreducible orthogonal and symplectic
group representations. The orthogonality of the universal characters of Char-GL , Char-O and
Char-Sp are expressed through the following:
Definition 6.14: The general linear, orthogonal and symplectic scalar products are defined by:
〈 · | · 〉 : Char-GL⊗ Char-GL→ Z with 〈 {λ} | {µ} 〉 = δλ,µ ;
〈 · | · 〉2 : Char-O⊗ Char-O→ Z with 〈 [λ] | [µ] 〉2 = δλ,µ ;
〈 · | · 〉11 : Char-O⊗ Char-O→ Z with 〈 〈 λ 〉 | 〈µ 〉 〉11 = δλ,µ , (70)
for all partitions λ and µ
The indices 2 and 11 are a reminder of the plethystic character of the branching from GL to O
(see [13] and the previous introductory remarks).
The relation between the scalar products of Char-O and Char-Sp and those of Char-GL is
such that
〈 [λ ] | [µ ] 〉2 = δλ,µ = 〈 {λ} | {µ} 〉 = 〈 [λ/D ] | [µ/D ] 〉 ;
〈 〈 λ 〉 | 〈µ 〉 〉11 = δλ,µ = 〈 {λ} | {µ} 〉 = 〈 〈 λ/B 〉 | 〈µ/B 〉 〉 .
(71)
We now consider two maps from the ring of symmetric functions Λ into the ring End(Λ)
and their general linear, orthogonal and symplectic counter parts. These are the operators, · and
⊥ : Λ → End(Λ) corresponding to ‘multiplying by a Schur function’ and its adjoint ‘skewing
with a Schur function’, which we have used frequently above.
sλ · (sµ) =
∑
ν
cνλ,µsν = sλ·µ and s⊥λ (sµ) =
∑
ν
cµλ,νsν = sµ/λ . (72)
These two operations are related via the Schur-Hall scalar product
〈 sµ · (sν) | sλ 〉 = 〈 sµ · sν | sλ 〉 = c
λ
µ,ν = 〈 sν | sλ/µ 〉 = 〈 sν | s
⊥
µ (sλ) 〉 . (73)
Formulae analogous to this exist for all our classical group universal characters:
Corollary 6.15: For all λ, µ, ν ∈ P
〈 {µ · ν} | {λ} 〉 = cλµ,ν = 〈 {ν} | {λ/µ} 〉 ;
〈 [µ · ν] | [λ] 〉2 = c
λ
µ,ν = 〈 [ν] | [λ/µ] 〉2 ;
〈 〈µ · ν 〉 | 〈 λ 〉 〉11 = c
λ
µ,ν = 〈 〈 ν 〉 | 〈 λ/µ 〉 〉11 . (74)
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Proof: The first of these follows from (73) through the usual identification {λ} = sλ for all
λ . For the second, one merely notes that from (70)
〈 [λ] | [µ · ν] 〉2 =
∑
ζ
cζµ,ν〈 [λ] | [ζ ] 〉2 = c
λ
µ,ν ;
〈 [λ/µ] | [ν] 〉2 =
∑
ζ
cλµ,ζ〈 [ζ ] | [ν] 〉2 = c
λ
µ,ν . (75)
The third is derived in an analogous manner. ✷
However it should be noted that these relations do not help us identify an adjoint of multipli-
cation for Char-O and Char-Sp since [µ] · [ν] 6= [µ · ν] and 〈µ 〉 · 〈 ν 〉 6= 〈µ · ν 〉 .
The adjoint of multiplication by a Schur function with respect to the Schur-Hall scalar prod-
uct, that is the skew or ⊥ , is called the Foulkes derivative. This can be used to introduce differ-
ential operators, for example in Macdonald [27] one finds both
p⊥n = n
∂
∂pn
and p⊥n =
∑
r≥0
hr
∂
∂hn+r
. (76)
This leads to the interesting fact, that the coproduct can be written in terms of the adjoint:
∆(f) =
∑
µ
s⊥µ (f)⊗ sµ =
∑
µ,(f)
ǫ(s⊥µ f(1))f(2) ⊗ sµ , (77)
and fulfils a Leibnitz type formula:
s⊥λ (fg) =
∑
µ,ν
cλµ,ν s
⊥
µ (f) s
⊥
ν (g) , (78)
justifying the name derivative. It is furthermore a rather important fact, that using the identifica-
tion π0 = 1 , πn = pn· and π−n = n∂/∂pn one easily checks that these operators generate the
Heisenberg Lie algebra
[πn, πm] = nδn+m,0π0 , (79)
closely related to vertex operators and the Witt, and Virasoro algebras used in string theory.
The main point we make in this section is to exemplify that in the case of the character ring
Hopf algebras of the classical groups, the notion of the adjoint of multiplication and that of the
Foulkes derivative need no longer be identical; they are logically distinct. Therefore we need
new notation, and we choose to write † for the adjoint, and keep ⊥ for the Foulkes derivative.
6.2 Adjoint of multiplication
Theorem 6.16: The adjoints of multiplication in Char-GL , Char-O and Char-Sp with respect
to the general linear, orthogonal and symplectic Schur-Hall scalar products are defined to be such
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that:
〈 {ν} | {µ}†({λ}) 〉 = 〈 {µ} · {ν} | {λ} 〉 ;
〈 [ν] | [µ]†([λ]) 〉2 = 〈 [µ] · [ν] | [λ] 〉2 ;
〈 〈 ν 〉 | 〈µ 〉†(〈 λ 〉) 〉11 = 〈 〈µ 〉 · 〈 ν 〉 | 〈 λ 〉 〉11 , (80)
respectively, for all partitions λ , µ and ν . The action of these adjoints then take the explicit
forms:
{µ}†({λ}) = {λ/µ} ; [µ ]†([λ ]) = [µ ] · [λ ] ; 〈µ 〉†(〈 λ 〉) = 〈µ 〉 · 〈 λ 〉 . (81)
Proof: We compute both sides of the requirements (80) separately using (81) on the left hand
side. First in the general linear case we have
〈 {ν} | {µ}†({λ}) 〉 = 〈 {ν} | {λ/µ} 〉 =
∑
σ
cλµ,σ〈 {ν} | {σ} 〉 = c
λ
µ,ν ,
〈 {µ} · {ν} | {λ} 〉 =
∑
ρ
cρµ,ν〈 {ρ} | {λ} 〉 = c
λ
µ,ν , (82)
so that the two sides are identical as required. In the orthogonal case we have
〈 [ν] | [µ]†([λ]) 〉2 =
∑
ρ
〈 [ν] | [µ] · [λ] 〉2 =
∑
ρ
〈 [ν] | [µ/ρ · λ/ρ] 〉2
=
∑
ρ,σ,τ,η
cµρ,σc
λ
ρ,τc
η
σ,τ 〈 [ν] | [η] 〉2 =
∑
ρ,σ,τ
cµρ,σc
λ
ρ,τc
ν
σ,τ ,
〈 [µ] · [ν] | [λ] 〉2 =
∑
σ
〈 [µ/σ · ν/σ] | [λ] 〉2
=
∑
σ,ρ,τ,η
cµσ,ρc
ν
σ,τc
η
ρ,τ 〈 [η] | [λ] 〉2 =
∑
ρ,σ,τ
cµσ,ρc
ν
σ,τc
λ
ρ,τ . (83)
The symmetry cµρ,σ = cµσ,ρ then immediately yields equality, as required. An entirely analogous
proof applies in the symplectic case. ✷
Remark. We are thus left with the fact, that multiplication is a selfadjoint operation in Char-O
and in Char-Sp with respect to the orthogonal and symplectic scalar products, respectively. In
terms of group representations this amounts to saying that one can use the second rank tensor
gij = gji of symmetry type {2} or fij = −fji of symmetry type {11} to raise or lower indices.
Co- and contra-variant representations of the same index symmetry type are hence isomorphic.
✷
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6.3 Foulkes derivative
To find the correct Foulkes derivative, we exploit both comultiplication and the Schur-Hall scalar
product in defining any a⊥ as follows
Definition 6.17: The Foulkes derivative is defined in an invariant way as
a⊥(b) = 〈 a | b(1) 〉b(2) . (84)
It is easy to check that this definition is equivalent to the skew in the ordinary Symm-Λ case.
s⊥λ (sµ) =
∑
ζ
〈 sλ | sζ 〉 sµ/ζ =
∑
ζ
δλζ sµ/ζ = sµ/λ . (85)
Furthermore, this definition can be written down in any character Hopf algebra where we have
defined a Schur-Hall scalar product which represents the orthogonality of irreducible (indecom-
posable) characters.
Corollary 6.18: The Foulkes derivatives in the case of Char-GL , Char-O and Char-Sp are
given by:
(sλ)
⊥(sµ) = {λ}
⊥({µ}) = {µ/λ} ;
(oλ)
⊥(oµ) = [λ ]
⊥([µ ]) = [µ/(λD) ] ;
(spλ)
⊥(spµ) = 〈 λ 〉
⊥(〈µ 〉) = 〈µ/(λB) 〉 . (86)
Proof: The Hopf algebra definition for the Foulkes derivative is basis free, but depends on the
scalar product, so that rephrasing (84) in the case of general linear, orthogonal and symplectic
characters yields
{λ}⊥({µ}) = 〈 {λ} | {µ(1)} 〉 {µ(2)} =
∑
ζ
〈 {λ} | {ζ} 〉 {µ/ζ} ,
[λ ]⊥([µ ]) = 〈 [λ ] | [µ[ 1 ] ] 〉2 [µ[ 2 ] ] =
∑
ζ
〈 [λ ] | [ ζ ] 〉2 [µ/(ζ D) ] ,
〈 λ 〉⊥(〈µ 〉) = 〈 〈 λ 〉 | 〈µ〈1 〉 〉 〉11 〈µ〈2 〉 〉 =
∑
ζ
〈 〈 λ 〉 | 〈 ζ 〉 〉11 〈µ/(ζ B) 〉 . (87)
where in the case of the orthogonal characters the fourth form of the coproduct given in (50) has
been used, and its analogue in the case of the symplectic characters. ✷
It is well known that the above definition (84) defines a derivation if the element a is a
primitive element in the dual Hopf algebra [10, 9]. Here applying (84) in the case of a primitive
element (m ≥ 1 ) of Char-O we have
p⊥n (pm) = 〈 pn | pm 〉2 + 〈 pn | [0] 〉2 pm (88)
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a consequence of (63). However using (61) we have
〈 pn | pm 〉2 = 〈
n−1∑
b=0
(−1)b[n− b, 1b] + χ(2|n)[0]
∣∣ m−1∑
d=0
(−1)d[m− d, 1d] + χ(2|m)[0] 〉2
= n δn,m + χ(2|n)χ(2|m) , (89)
and
〈 pn | [0] 〉2 = 〈
n−1∑
b=0
(−1)b[n− b, 1b] + χ(2|n)[0]
∣∣ [0] 〉2 = χ(2|n) . (90)
Combining these results gives
p⊥n (pm) = nδn,m + χ(2|m)χ(2|n) + χ(2|n)pm . (91)
Remark. This, and an identical result in the symplectic case, shows that the power sum basis
is not orthogonal with respect to the orthogonal or symplectic Schur-Hall scalar products. Fur-
thermore, due to the different Hopf algebra structures of H and H∗ , the power sums pn are
not the primitive elements of H∗ . Hence the identification p⊥n = n∂/∂pn of (76) that applies
in the GL case fails to hold in the O and Sp cases. The correct way to introduce such (formal)
derivatives would be to detect the primitive elements of H∗ and to find their dual basis under
the relevant Schur-Hall scalar product. After this identification one could set up orthogonal and
symplectic Heisenberg Lie algebras quite distinct from (79). This is, however, beyond the scope
of the present paper. ✷
6.4 The dual Hopf algebras
In fact neither Char-O nor Char-Sp are self-dual Hopf algebras with respect to either the Char-
GL Schur-Hall scalar product or the Char-O , respectively Char-Sp , scalar product. This shows
that notwithstanding the Hopf algebra isomorphisms between Char-GL and both Char-O and
Char-Sp , these latter Hopf algebras are not identical to Char-GL since, unlike Char-GL they
are not self-dual. Since we will typically consider products such as H⊗H∗ of a Hopf algebra and
its dual (as in the case of the Drinfeld quantum double, or Schur functors with both multiplication
endomorphisms and Foulkes derivatives, or the case of rational characters discussed in section 7),
we note that the branching process does not provide an isomorphism of this extended structure,
and hence the map from one to the other is a nontrivial transformation.
We now identify convenient bases of the dual Hopf algebras, Char-O∗ and Char-Sp∗ of
the orthogonal and symplectic character Hopf algebras, Char-O and Char-Sp , respectively, and
give explicit formulae for their structure maps. Since once more the orthogonal and symplectic
cases work out similarly, we give only the orthogonal versions. Symplectic versions can be easily
28
obtained by the usual recipe of changing the character brackets [ ] → 〈 〉 and interchanging
series A↔ C and B ↔ D .
Proposition 6.19: Let Char-O∗ denote the Hopf algebra dual to Char-O . Then a basis of
Char-O∗ is provided by the universal characters [λ]∗ = {λ ·D} = {λ} ·D which are such that
[λ]∗([µ]) := 〈 [λ]∗ | [µ] 〉 = δλ,µ . (92)
Proof:
〈 [λ]∗ | [µ] 〉 = 〈 {λ}D | {µ/C} 〉 = 〈 {λ} ·DC | {µ} 〉 = 〈 {λ} | {µ} 〉 = δλ,µ . (93)
✷
Proposition 6.20: The dual Hopf algebra Char-O∗ is subject to the following structure maps:
product m([µ]∗ ⊗ [ν]∗) = [µ]∗ · [ν]∗ = [µ · ν ·D]∗
unit η(1) = [C]∗ with [C]∗ · [λ]∗ = [λ]∗ = [λ]∗ · [C]∗
coproduct δ([λ]∗) =
∑
σ,ζ
[(λ/σ) · ζ ]∗ ⊗ [σ · ζ ]∗
counit ǫ([λ]∗) = δλ,0
antipode S([λ]∗) = (−1)|λ|[λ′BC]∗ (94)
Proof: For the product we compute
m([µ]∗ ⊗ [ν]∗) = m({µ ·D} ⊗ {ν ·D}) = {µ ·D · ν ·D} = {µ · ν ·D} ·D = [µ · ν ·D]∗ .
(95)
For the unit we just note that
[C]∗ = {C ·D} = {0} , (96)
so that
[C]∗ · [λ]∗ = {0} · {λ ·D} = {λ ·D} = [λ]∗ and [λ]∗ · [C]∗ = {λ ·D} · {0} = {λ ·D} = [λ]∗ .
(97)
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A little more work is required for the coproduct
∆([λ]∗) = ∆({λ ·D}) = ∆({λ}) ·∆(D) =
∑
σ
({λ/σ} ⊗ {σ}) · (D ⊗D) · (
∑
ζ
{ζ} ⊗ {ζ})
=
∑
ζ,σ
({λ/σ) · ζ} ·D)⊗ ({σ · ζ} ·D) =
∑
ζ,σ
[(λ/σ) · ζ ]∗ ⊗ [σ · ζ ]∗ , (98)
where the coproduct of D has been taken from Proposition (2.1).
The counit maps as follows
ǫ([λ]∗) = ǫ({λ} ·D) = δλ,0 . (99)
While the explicit form of the antipode action for the dual Hopf algebra is given by
S([λ]∗) = S({λ ·D}) = (−1)|λ|{λ′ ·D′} = (−1)|λ|{λ′ · B · CD} = (−1)|λ|[λ′ · BC]∗ , (100)
where use has been made of the fact that all partitions in the set D = 2P are of even weight, and
that D′ = B ✷
Remark. A dramatic difference between the character ring Hopf algebras for orthogonal and
symplectic groups and their dual Hopf algebras is that the product maps of the former are filtered
and hence contain only finitely many terms, as in (43). The dual character ring Hopf algebras,
however, have products based on infinite Schur function series and acquire thereby an infinite
number of terms, as in (95). Indeed, the basis elements of these dual Hopf algebras, [λ ]∗ =
{λ} · D and 〈 λ 〉∗ = {λ} · B , clearly belong not to the ring Λ but to the extension of Λ to
include infinite series of Schur functions. In fact these basis elements are the universal characters
of lowest weight infinite-dimensional holomorphic discrete series irreducible representations of
the N →∞ limit of the non-compact groups SO∗(N) and Sp(N,R) [21].
We add a few (more or less obvious) statements about this structure without explicit proof.
Corollary 6.21: The dual Hopf algebra Char-O∗ is connected, that is we have:
∆(η(1)) = ∆([C]∗) = ∆({0}) = {0} ⊗ {0} = [C]∗ ⊗ [C]∗ = η(1)⊗ η(1) ;
ǫ(m([λ]∗ ⊗ [ν]∗)) = ǫ({λ ·D · µ ·D}) = δλ,0 δµ,0 = ǫ([λ]
∗) ǫ([ν]∗) . (101)
However, note that neither the product nor the coproduct is graded. On the other hand the
connectedness property allows us to conclude that the antipode still is an antialgebra homomor-
phism (though we are bicommutative here), that is
S(m([λ]∗ ⊗ [µ]∗)) = S({λ ·D · µ ·D}) = (−1)|λ|+|µ|{λ′ · B · µ′ · B}
= (−1)|µ|{µ′ · BCD} (−1)|λ|{λ′ · BCD}
= (−1)|µ|[µ′ ·BC]∗ (−1)|λ|[λ′ · BC]∗ = S([µ]∗) S([λ]∗) , (102)
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where once again use has been made of the fact that all partitions in the set D = 2P are of even
weight and that D′ = B .
The fact that the antipode fulfils its defining relation is established by noting that
m(1⊗ S)∆([λ]∗) = m(1⊗ S)
(∑
ζ,σ
[(λ/σ) · ζ ]∗ ⊗ [σ · ζ ]∗
)
= m
(∑
ζ,σ
[(λ/σ) · ζ ]∗ ⊗ (−1)|σ|+|ζ|[σ′ · ζ ′ · BC]∗
)
=
∑
ζ,σ
(−1)|σ|+|ζ|[(λ/σ) · ζ · σ′ · ζ ′ · BC ·D]∗ = δλ,0
∑
ζ
(−1)|ζ|[ζ · ζ ′ · B]∗
= δλ,0 [AC B]
∗ = δλ,0[C]
∗ = ǫ∗([λ]∗)η∗(1) , (103)
as required. Use has been made of the antipode identity (40), CD = 1 , AB = 1 and the fact that∑
ζ(−1)
|ζ|{ζ · ζ ′} = AC . This last identity can be established by comparing the dual Cauchy
identity (29) with the product of the generating functions for the Schur function series A and
C as given in (21).
7 Universal rational characters of the general linear group
There remain further finite-dimensional irreducible representations of these classical groups. For
instance, in the case of GL(N) , as well as the irreducible covariant tensor representations of
highest weight λ having character
ch V λGL(N) = {λ}(x1, . . . , xN) = sµ(x1, . . . , xN) , (104)
there exist irreducible contravariant tensor representations with highest weight µ = (. . . ,−µ2,−µ1)
where µ is a partition. These have character
chV µ
GL(N) = {µ}(x1, . . . , xN) = sµ(x1, . . . , xN) , (105)
with xi = x−1i for i = 1, 2, . . . , N . More generally, there exist irreducible mixed tensor repre-
sentations of GL(N) with highest weight (λ;µ) = (λ1, λ2, . . . , 0, . . . , 0, . . . ,−µ2,−µ1) where
λ and µ are both partitions. These representations have rational character [19, 22]
ch V λ;µ
GL(N) = {λ;µ}(x1, . . . , xN ; x1, . . . , xN) =
∑
ζ∈P
(−1)|ζ|sλ/ζ(x1, . . . , xN)sµ/ζ′(x1, . . . , xN) .
(106)
It is straightforward to realise these characters as finite versions of certain universal rational
characters defined in the ring Λ ⊗ Λ of symmetric functions with respect to. Their definition
takes the form [22]
{λ;µ} = ({λ} ⊗ {µ})/J =
∑
ζ∈P
(−1)|ζ| {λ/ζ} ⊗ {µ/ζ ′} . (107)
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This has as its inverse the identity
{λ} ⊗ {µ} = {λ;µ}/K =
∑
η∈P
{λ/η;µ/η} . (108)
To be more explicit, in terms of two denumerably infinite sequences of indeterminates, say
x = (x1, x2, . . .) and y = (y1, y2, . . .) we have
{λ;µ}(x; y) =
∑
ζ∈P
(−1)|ζ| sλ/ζ(x) sµ/ζ′(y) , (109)
from which we recover our mixed tensor irreducible characters in the form
ch V λ;µ
GL(N) = {λ;µ}(x1, . . . , xN , 0, . . . , 0; x1, . . . , xN , 0, . . . , 0)
=
∑
ζ∈P
(−1)|ζ|sλ/ζ(x1, . . . , xN )sµ/ζ′(x1, . . . , xN) , (110)
where we have exploited the usual stability properties of Schur functions with respect to vanish-
ing indeterminates.
The notation in (107) and (108) is such that in Λ⊗ Λ we have:
J = J1(x, y) =
∏
i,j
(1− xiyj) =
∑
ζ
(−1)|ζ| sζ(x) sζ′(y) =
∑
ζ
(−1)|ζ|{ζ} ⊗ {ζ ′} ; (111)
K = K1(x, y) =
∏
i,j
(1− xiyj)
−1 =
∑
ζ
sζ(x) sζ(y) =
∑
ζ
{ζ} ⊗ {ζ} . (112)
where use has been made of the Cauchy identity and its dual. Their coproducts take the form
∆(J) = (J ⊗ J) · J ′ and ∆(K) = (K ⊗K) ·K ′ with their cut coproducts given by
J ′ =
∑
σ,τ∈P
(−1)(|σ|+|τ |) ({σ} ⊗ {τ})⊗ ({τ ′} ⊗ {σ′}) : (113)
K ′ =
∑
σ,τ∈P
({σ} ⊗ {τ})⊗ ({τ} ⊗ {σ}) (114)
This can be seen by taking the product forms of J and K and mapping x to (x, u) and y to
(y v) . Separating off the products over xi yj and uk vl leaves products over xi vl and yj uk that
can be expanded once again using the Cauchy identity (28) and its dual (29) to give the required
result.
The universal rational characters {λ;µ} for all partitions λ and µ form a basis of Λ ⊗ Λ .
Moreover we have
Theorem 7.22: The algebra Char-GLrat generated by the universal rational characters {λ;µ}
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is a bicommutative Hopf algebra. Its structure maps are given by
product m({κ;λ}, {µ; ν}) = {κ;λ} · {µ; ν} =
∑
σ,τ∈P
{(κ/σ) · (µ/τ); (λ/τ) · (ν/σ)}
unit η(1) = {(0); (0)}
coproduct ∆({µ; ν}) =
∑
σ,τ,ρ∈P
{µ/σ; ν/τ} ⊗ {σ/ρ; τ/ρ}
counit ǫ({µ; ν}) = δµ,(0) δν,(0)
antipode S({µ; ν}) = (−1)|µ|+|ν|
∑
ρ
{µ′/ρ; ν ′/ρ}
scalar product 〈 · | · 〉1;1({κ;λ} ⊗ {µ; ν}) = 〈 {κ;λ} | {µ; ν} 〉1;1 = δκ,µ δλ,ν . (115)
The product formula of Theorem 7.22 was originally given as the rule for decomposing
products of irreducible mixed tensors of GL by Abramsky and King [1, 17, 19]. Its deriva-
tion can be accomplished most easily within the framework of the current paper by noting, pre-
cisely as in the derivation of the Newell-Littlewood product formula (43), that {κ;λ} · {µ; ν} =
(({κ} ⊗ {λ})/J) · (({µ} ⊗ {ν})/J) = ((({κ} ⊗ {λ})/J) · (({µ} ⊗ {ν})/J)))/K where the
coefficient of {η; ζ} in this last expression is given by
〈 {η} ⊗ {ζ}
∣∣ ((({κ} ⊗ {λ})/J) · (({µ} ⊗ {ν})/J)))/K 〉
= 〈 ({η} ⊗ {ζ}) ·K | (({κ} ⊗ {λ})/J) · (({µ} ⊗ {ν})/J) 〉
= 〈∆(({η} ⊗ {ζ}) ·K)
∣∣ (({κ} ⊗ {λ})/J)⊗ (({µ} ⊗ {ν})/J) 〉
= 〈∆({η} ⊗ {ζ}) · (K ⊗K) ·K ′
∣∣ ({κ} ⊗ {λ})/J)⊗ (({µ} ⊗ {ν})/J) 〉
= 〈∆({η} ⊗ {ζ}) ·K ′
∣∣ (({κ} ⊗ {λ})/(JK))⊗ (({µ} ⊗ {ν})/(JK)) 〉
= 〈∆({η} ⊗ {ζ}) | (({κ} ⊗ {λ})⊗ ({µ} ⊗ {ν}))/K ′ 〉
=
∑
σ,τ∈P
〈∆({η} ⊗ {ζ})
∣∣ ({κ/σ} ⊗ {λ/τ})⊗ ({µ/τ} ⊗ {ν/σ}) 〉
=
∑
σ,τ∈P
〈 {η} ⊗ {ζ}
∣∣ ({κ/σ} · {µ/τ})⊗ ({λ/τ} · {ν/σ}) 〉 , (116)
which gives the product rule of Theorem 7.22.
The corresponding result for the evaluation of coproducts coincides with the large M and N
limit of the branching rule formula for the restriction from GL(M+N) to GL(M)×GL(N) [18]
and may be derived as follows:
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∆({µ; ν} =
∑
ζ∈P
(−1)|ζ|∆({µ/ζ})⊗∆({ν/ζ ′})
=
∑
ζ,σ,τ∈P
(−1)|ζ|({µ/ζσ} ⊗ {σ})⊗ ({ν/ζ ′τ} ⊗ {τ})
=
∑
ζ,σ,τ∈P
(−1)|ζ|({µ/σζ} ⊗ {ν/τζ ′}))⊗ ({σ} ⊗ {τ})
=
∑
σ,τ∈P
{µ/σ; ν/τ} ⊗
∑
ρ∈P
{σ/ρ; τ/ρ} , (117)
which coincides with the required result for the coproduct given in Theorem 7.22.
With these two results it is straightforward but rather tedious to verify that the unit, counit
and antipode structure maps displayed in Theorem 7.22 satisfy all the requirements of a Hopf
algebra including the bialgebra and antipode conditions.
8 Conclusions and discussion
Our treatment shows that on the Hopf algebraic side the two character ring Hopf algebras Char-O
and Char-Sp behave in exactly the same way. They share the same product structure and differ
only in the coproduct where the series D and B are involved. This stems from the fact that the
deformation of the product actually depends only on the proper cut part ∆′ of the coproduct
∆′(a) = ∆(a)− 1⊗ a− a⊗ 1 . (118)
These proper cut parts of ∆′({2}) and ∆′({11}) are identical (simply the single term {1} ⊗
{1} ), producing the same deformation. As shown in [13] this is no longer true for deformations
based on tensors of higher degree. For example ∆′({3}) , ∆′({21}) and ∆′({111}) are all
different.
The orthogonal and symplectic character of the underlying group finds its counterpart in
the proper definition of the various symmetric function bases. While the primitives look sim-
ilar, complete and orthogonal symmetric functions differ. This is important for applications in
physics, since orthogonal, elementary and power sum symmetric functions can be used to encode
partition functions of physical systems [33, 34]. Assuming one has a gas of particles, say atoms
or even molecules, having an internal orthogonal or symplectic symmetry, one is naturally led to
the bases defined in the previous sections.
We have been able with this approach to evaluate products and coproducts within the Hopf
algebras of the universal character rings of the orthogonal and symplectic groups, thereby con-
structing explict formulae for the decomposition of products of representations of these groups
and of the restriction of these representations to a variety of subgroups.
To recover the irreducible characters of O(N) and Sp(N) in the finite N case one merely
limits the arguments of the universal characters to the eigenvalues of the relevant group elements
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g supplemented by zeros. Denoting the eigenvalues by xk and xk = x−1k for k = 1, 2, . . . , K ,
together with ±1 and x2K+1 , as appropriate, one obtains:
ch V λO(2K) = [λ ](x1, . . . , xK , x1, . . . , xK , 0, . . . , 0) for g ∈ SO(2K) ;
ch V λO(2K) = [λ ](x1, . . . , xK−1, x1, . . . , xK−1, 1,−1, 0, . . . , 0) for g /∈ SO(2K) ;
chV λO(2K+1) = [λ ](x1, . . . , xK , x1, . . . , xK , 1, 0, . . . , 0) for g ∈ SO(2K + 1) ;
chV λO(2K+1) = [λ ](x1, . . . , xK , x1, . . . , xK ,−1, 0, . . . , 0) for g /∈ SO(2K + 1) ;
ch V λSp(2K) = 〈 λ 〉(x1, . . . , xK , x1, . . . , xK , 0, . . . , 0) for g ∈ Sp(2K) ;
ch V λSp(2K+1) = 〈 λ 〉(x1, . . . , xK , x1, . . . , xK , x2K+1, 0, . . . , 0) for g ∈ Sp(2K + 1) ,
(119)
where the final character of Sp(2K + 1) is indecomposable, rather than irreducible, with the
first 2K eigenvalues being those of an element of Sp(2K) and the x2K+1 being an element of
GL(1) .
In order to exploit to the full the results on products and branchings implied by the properties
of the universal character rings Char-O and Char-Sp in the context of the groups O(N) and
Sp(N) it is necessary to invoke certain modification rules [28, 17, 4, 23] that apply to the above
characters whenever the length ℓ(λ) of the partitions λ exceeds K , or in the case of SO(2K)
is equal to K .
This is also necessary in dealing with the restriction of the universal rational characters to the
case of GL(N) for finite N . As already noted, if we denote the eigenvalues of the group element
of GL(N) by xk for k = 1, 2, . . . , N , then the corresponding characters are given by
ch V λ;µ
GL(N) = {λ;µ}(x1, . . . , xN , 0, . . . , 0; x1, . . . , xN , 0, . . . , 0) . (120)
The corresponding modification rules have been described elsewhere [17, 4, 22].
There remain finite dimensional irreducible spin and indeed spinor representations of the
orthogonal groups that we have not discussed here. It is possible to make earlier develop-
ments [18, 4] more complete and rigorous by defining, following Okada [30], not only spin
characters but also universal spinor characters in the original ring, Λ , but now with coefficients
in Z[ε]/〈ε2 − 1〉 . However, the double-valued spin characters do not lend themselves in gen-
eral to a Hopf algebra analysis because of the complications that arise from the necessity of
distinguishing not only the even and odd O(2K) and O(2K + 1) cases, but also the effect of
products, coproducts and the antipode map on the spin representations of group elements of de-
terminant +1 and −1 . In addition, consideration of the characters of such spin representations
of dimension 2K would take us outside our chosen domain of symmetric functions.
Applications of symmetric function techniques are widespread. We have argued in this paper
that it is important to pursue the Hopf algebraic machinery behind the character Hopf algebras,
to generalize these techniques to form a powerful tool which can deal with more general sub-
symmetries than orthogonal and symplectic ones. We restricted our studies here to the classical
cases, but even there novel points arose.
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We believe that the general branching scenario is quite universal, and have proposed to take
it as a blueprint for quantum field calculations [11, 12]. The present work is preparatory to
the study of the character ring Hopf algebras at a (conformal) quantum field level using vertex
operator techniques. It has already allowed the construction of vertex operators for both the
orthogonal and symplectic groups as well as an extension of such constructions to more general
subgroups of the general linear group GL [14].
Finally we reiterate that the presently developed machinery was obtained by literally re-
doing the quantum field theory calculations done in [7, 5], in the context of symmetric functions.
We hope to show elsewhere, that the insights gained here can in turn be profitably applied in
quantum field theory, clarifying algebraic constructions from a group representation point of
view. In particular non-classical subgroup branchings may lead to new methods allowing the
computation of nontrivial, that is non-quadratic, invariants, and offering the possibility of new
frameworks for general interacting quantum field theories.
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