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$\{X(t)\}\in \mathcal{X}$ $P(x)$ . , $\mathcal{Y}$ $\{\mathrm{Y}_{1}(t)\}$
, $\mathcal{X}\cross \mathcal{Y}$ $W(y|x)$ $(i=1,$ $\cdots,$ $L$ ,
$t\geq 1)$ . , $\{X(t)\}_{t=1}^{\infty}$ , .
$\mathrm{P}\mathrm{r}[x, y_{1}, \cdots, y_{L}]=P(x)\prod_{i=1}^{L}W(y:|x)$ .
, (t) X(t) , W[y:(t)lx(t)]
$i$ $t$ – . , .\supset 2
. , {X $(t)$ } , –






, $p\in[0,1]$ , $\mathcal{X}=\mathcal{Y}$
. , , $P(x)=1/2$ .
, .
Figure 1: : , .
, $i$ $\{y_{i}(t)\}_{t=1}^{\infty}$ $n$ $y:=[y_{1}(1), \cdots, y:(n)]^{T}$
, $\mathcal{Z}$ $m$ $z_{i}=\lfloor z_{1}(1),$ $\cdots,$ $z:(m)]^{T}$
. , , $\mathcal{X}=\{0,1\}$ , $\mathcal{Y}=\mathcal{Z}=\{0,1\}$
. , $\hat{y}_{j}$ , $m(<n)$
. , $d_{\mathrm{H}}(\cdot, \cdot)$ ,
.
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Figure 2: : ,
.
, $L$ $z_{1},$ $\cdots$ , $z_{L}$
. $m$ , $R=L\cross m/n$ .
, , – $\hat{y}_{1},$ $\cdots$ ,
. , $=[\hat{x}(1), \cdots,\hat{x}(n)]^{T}$




















Figllre 3: : , .
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$P_{\mathrm{e}}(p, R)= \int_{-\infty}^{-(1-2\mathrm{p})c_{g^{\sqrt{R}}}}\frac{dr}{\sqrt{2\pi}}\exp(-\frac{r^{2}}{2})$ (2)
. , $c_{g}=\sqrt{2}$ln2 (
) . , . ,
R , p
. Fig. 4 , (dB) (p, R)
. , R ,
.
$P_{\mathrm{e}}^{(0)}(p, R)=\{$
$\sum_{l\triangleleft}^{(R-1)/2}(1-p)^{l}p^{R-l}$ ( $R$ is odd)
$\sum_{l\fallingdotseq 0}^{R/2-1}(1-p)^{l}p^{R-l}+\frac{1}{2}(1-p)^{R/2}p^{R/2}$ ( $R$ is even)
(3)
(3) L R – ,
. ,
$P_{\mathrm{e}}^{(\mathrm{d}\mathrm{B}\rangle}(p, R)=10 \log\frac{P_{\mathrm{e}}(p,R)}{P_{\mathrm{e}}^{(0)}(p,R)}$ , (4)
. , $\log$ 10 .
, $P_{\mathrm{e}}(p, R)$ $P_{\mathrm{e}}^{(0)}(p, R)$ . (4) ,
. ,
,
. , R ( ) , R
[Fig. 4 $(\mathrm{a})$ ]. ,
,
. , R=2 ,
, p =0.082 . p , L\rightarrow \infty
$L=R$ . , $R=1$
, p . ,
$R$ ( ) ,
$P_{6}^{(\mathrm{d}\mathrm{B})}(\mathrm{p}, R)$ , [Fig. 4 $(\mathrm{b})$].
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(Shannon ), (Shannon )
Shannon , .
, $D$ . ,
$r(D)$ , $D$ .
$r(D)$ $D$ , . ,
, $r(D)$ . , $n$
$y_{1}=[y_{1}(1), \cdots, y_{i}(n)]^{T}$ $m$ $z_{j}=[z_{j}(1), \cdots, z:(m)]^{T}$ [tL,
$\hat{y}_{l}=[\hat{y}_{*}(1), \cdots,\hat{y}_{1}(n)]^{T}$ . ,
,
( ). , $r=m/n$ ,
,
$r(D)=\{$
$1-h(D)$ $(0\leq D\leq 1/2)$
$0$ (otherwise) ’
(6)




, , r(D) $(D, r)=$
(1/2,0) . (5) , $D\in[0$ , 1/2)
$r(D)=1-h(D)$
$= \frac{2}{\ln 2}(\frac{1}{2}-D)^{2}+O((\frac{1}{2}-D)^{2})$
. , $O(\cdot)$ [4].
, R/L=m/n , L D
$\frac{R}{L}\approx\frac{2}{\ln 2}(\frac{1}{2}-D)^{2}$ . (6)
.
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$B( \frac{L-1}{2} : e, L)$ ( $L$ is odd)
$B( \frac{L}{2}-1:e, L)+\frac{1}{2}b(\frac{L}{2} : e, L)$ ( $L$ is even)
. ,
$B(L’ : e, L)= \sum_{\iota\triangleleft)}^{L’}b(l : e, L)$ ,
$b(l:L, q)=(1-e)^{1}e^{L-l}$
. , $l$ $\hat{\mathrm{y}}(t)$ ,
$(1/2)b(L/2:e, L)$ ( ) $l=L/2$ .
, $\text{ }L\text{ }$ l .
, $L$ . ,
$P_{\mathrm{B}\mathrm{E}\mathrm{R}}(e, L) \approx B(\frac{L}{2}$ : $e,$ $L)$
$= \sum_{l\mathrm{g}}^{L/2}(1-e)^{1}e^{L-1}$ ,
. , ,
$P_{\mathrm{e}}(p, R)= \lim_{Larrow\infty}fl_{+\mathrm{R}}(e, L)$
$= \int_{0}^{L/2}du\mathrm{N}(L(1-e), Le(1-e))$
(7)
. , $\mathrm{N}(X, \mathrm{Y})$ $X$ $\mathrm{Y}$
[6]. (7) , $r=(u-L(1-e))/\sqrt{Le(1-e)}$ ,
so $dr=du/\sqrt{Le(1-e)}$ . ,
$P_{\mathrm{e}}(p, R)= \lim_{Larrow\infty}\int_{-\sqrt{L}}^{-f_{\mathrm{C}}}dr\mathrm{N}(\mathrm{O}, 1)$
.
. r .
$r_{\text{ }}= \approx=Le(1-e)2\sqrt{L}(1-2p)L(\frac{1}{2}-e)(\frac{1}{2}-D)$ . (8)
L, $p$ , D , D
. , (6) (8)


















, $n\cross m$ 2 $A_{i}(i=1, \cdots, L)$
, $m$ $z_{*}$. $=[z_{1}(1), \cdots, z_{i}(m)]^{T}$
$\text{\^{u}}:=A_{:}z_{l}$’ (mod 2), (10)
$D= \frac{1}{n}d_{1i}(y_{\mathrm{t}},\hat{y}:)$
( ) [7]. , $d_{\mathrm{H}}(\cdot, \cdot)$
. , (10) 2
. , A, K , C l
. , K C






$\mathcal{Z}=\{0,1\}$ $S=\{+1, -1\}$ . ,
, $\mathcal{Z}=\{0, 1\}$ , S={+l,-l}
. , $z_{j}(s)+z_{1}(s’)$ (mod 2) ,
$\sigma_{1}(s)\cross\sigma:(s’)\in S$ . , $y:(t)$ $J_{1}(t)$ .
, L i . ,
Sourlas [9] , Gibbs-Boltzmann
$\mathrm{P}\mathrm{r}[\sigma]=\frac{\exp[-\beta H(\sigma|J)]}{Z(J)}$ (11)
39
. , ( )
$Z(J)= \sum_{\sigma}e^{-\beta H(\sigma|J\rangle}$
( )
$H( \sigma|\text{ })=-\sum_{\epsilon_{1}<\cdots<\epsilon_{K}}A_{i\text{ }\ldots\iota_{K}}J[t(s_{1}, \ldots, s_{K})]\sigma(s_{1})\ldots\sigma(s_{K})$ (12)
. , $t(s_{1}, \ldots, s_{K})$ , $s_{1},$
$\ldots,$ $s_{K}$
$t$ , (10) . ,
A\iota 1...\iota K , $(s_{1}, \ldots, s_{K})\text{ }$
0 1 . s C l
$f$ }-\check $\mathrm{i}\S \mathrm{f}\mathrm{f}\mathrm{l}\text{ ^{}\sim}\mathrm{C},$ $\sum_{\iota_{2},\ldots,\epsilon_{K}}A_{s\epsilon_{2}\ldots\epsilon_{K}}=C\mathrm{B}\mathrm{i}ffi\text{ }\mathrm{A}^{\mathrm{a}}\text{ }$ . $\text{ }$ , a$\text{ }pJ|\mathrm{h}0$
$s$ $C$ $\mathit{0}2\text{ }$ , $K$
. , $R/L=K/C$ . ,





$f=- \frac{1}{\beta}\langle\ln Z(J)\rangle_{A^{j}}$, (13)
, $\beta$ Gibbs-Boltzmann (11) . $\langle\cdot\rangle_{A,J}$
. , , Z( )
$\langle\cdot\rangle_{A,J}$ . ,








$f=- \frac{1}{\beta n}[\ln$ coeh $\beta-K\langle\ln[1+\tanh(\beta x)\tanh(\beta\hat{x})]\rangle_{\pi(x),\hslash(\hat{x})}$
$+ \frac{1}{2}\langle\sum_{J=\pm 1}\mathrm{h}[1+\tanh(\beta J)\prod_{l=1}^{K}\tanh(\beta x_{l})]\rangle_{\pi(\mathrm{z})}$
$+ \frac{C}{K}\langle\ln\sum_{\sigma=\pm 1}\prod_{l=1}^{C}[1+\sigma\tanh(\beta\hat{x}_{l})]\rangle_{\pi(f,)}]$ , (14)
40
. , $\langle\cdot\rangle_{\pi(x)}$, $p(x\iota)$ . ,
$\pi(x)$ x) (14) ,
$\pi(x)=\langle\delta[x-\sum_{l=1}^{C-1}\hat{x}_{1]}\rangle_{\hat{\pi}(\theta)}.$
’
$\hat{\pi}(\hat{x})=\langle\frac{1}{2}\sum_{J=\pm 1}\delta[\hat{x}-\mu(x_{1}, \ldots, x_{K-1}; J)]\rangle_{\pi(x)}$
.
. ,









. , , (14)
$\sqrt{L}f=-\frac{\sqrt{\alpha_{\text{ }}}{2}}-\frac{}R}{\sqrt{\alpha_{\text{ }}}\ln 2$ ,
$0=- \frac{1}{2}+\frac{}R}{\alpha_{\text{ }}\ln 2$
. , $\alpha$ $=\beta^{2}L$ . (2) $c_{\mathit{9}}=$
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