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ABSTRACT
In this dissertation we study core problems in 3D face processing with their
important applications in biometrics and graphics. We propose efficient and
accurate feature based algorithms for facial feature detection, 3D model fit-
ting and tracking from static and dynamic 2D and 3D visual signal input. We
also demonstrate the applications of 3D face modeling in avatar animation,
expression recognition and eye gaze estimation. The algorithms contribute
to a complete framework for image and video analysis and synthesis based
on 3D face models. From the experiments on the self-collected and public
database, we argue that feature based 3D face processing is robust to vari-
ations of environment, competent for highly accurate reconstruction of 3D
facial geometry and motion, and suitable for realtime biometrics and anima-
tion applications.
The contributions of this dissertation include: (1) A novel interactive ro-
bust facial component localization algorithm designed to accommodate par-
tial labels on natural images. (2) A new challenging dataset for facial compo-
nent localization which contains 2330 high-resolution, accurately labeled face
images and has larger degree of out-of-plane orientation and occlusion typi-
cal of real-world scenarios. (3) Efficient algorithms for fitting and tracking of
3D model to 2D videos and RGB-D videos based on an iterative linearized
optimization procedure. (4) An MPEG-4 compatible performance driven
avatar capable of rendering of highly detail shape and texture of the subject
in real time. (5) A new method for measuring similarity of 3D facial shapes
using facial level curves. The measurement comprises the spatio-temporal
features for expression recognition from 3D dynamic faces through a hidden
Markov model. (6) An efficient and accurate system for measuring the online
student’s point of gaze using commodity webcams.
ii
To mom and dad, for their sacrifices, love and support.
iii
ACKNOWLEDGMENTS
I would like to express my deepest gratitude to my advisor, Professor Thomas
Huang, for giving me the opportunity to pursue my study and for his in-
valuable wisdom, advice, support and guidance for the last six years of my
graduate school. I would like to thank my committee, Professor Minh Do,
Professor John Hart and Professor Steve Levinson, for their time, sugges-
tions and help during my preparation for the dissertation. Many thanks to
my fellow labmates (in chronological order): Yuxiao Hu, Hao Tang, Jason
Xun Xu, Liangliang Cao, Dennis Lin, Mert Dikmen, Usman Tariq, Zhen Li,
Pooya Khorrami, and Thomas Paine for their collaborations, ideas, advice,
and support. I would also like to express appreciation to the IFP group
members not mentioned above, as well as many other colleague at University
of Illinois. Thanks also go to my collaborators from external organizations
including Jon Brandt, Zhe Lin from Adobe’s Advanced Technology Labs,
Lubomir Bourdev from Facebook, Kar Han Tan, Wei Hong, and John Apos-
tolopoulos from HP Labs. I also would like to thank the sponsors including
Microsoft, Intel, Yamaha, Cisco, Google, NSF, and the Vietnam Education
Foundation for their financial support. Finally, I want to express my love
and appreciation to my wife Kim Ngan, and many of my friends: Hoa Pham,
Long Vu, Ha Le, Doan Ha, Quang Nguyen, Nam The-man, Huong Luu,
and Cuong Pham. Their love, support, and encouragement during my study
were vital. Without them, none of my accomplishments could have been
possible.
iv
TABLE OF CONTENTS
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2 INTERACTIVE FACIAL FEATURE DETECTION . . 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Helen Facial Feature Dataset . . . . . . . . . . . . . . . . . . . 6
2.4 Facial Feature Localization . . . . . . . . . . . . . . . . . . . . 8
2.5 User Interaction Model . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 21
CHAPTER 3 3D FACE MODEL RECONSTRUCTION FROM
2D IMAGES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 3D Reconstruction from a Single Image of Arbitrary View . . 24
3.4 3D Reconstruction from Stereo Images . . . . . . . . . . . . . 26
3.5 Quantitative Evaluation of 3D Fitting Algorithm . . . . . . . 29
3.6 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 32
3.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 36
CHAPTER 4 3D FACE MODEL TRACKING FROM 2D VIDEOS . 38
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 Real Time Robust 3D Face Tracking from 2D Videos . . . . . 40
4.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 42
4.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 44
CHAPTER 5 3D FACE MODELING FROM RGB-D IMAGES . . . 45
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 3D Face Model Fitting with RGB-D Signal . . . . . . . . . . . 46
5.3 Expressive Model Tracking with RGB-D Signal . . . . . . . . 47
5.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 48
v
CHAPTER 6 3D EXPRESSIVE AVATARS . . . . . . . . . . . . . . 50
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.2 Avatar Construction . . . . . . . . . . . . . . . . . . . . . . . 51
6.3 Performance-driven Avatars . . . . . . . . . . . . . . . . . . . 52
6.4 3D Model-based Video Coding . . . . . . . . . . . . . . . . . . 52
6.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 53
6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
CHAPTER 7 EXPRESSION RECOGNITION FROM 3D DY-
NAMIC FACES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
7.3 Facial Level Curves Based Representation of 3D Shapes . . . . 60
7.4 Decision Boundary Focus Classification with Hidden Markov
Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.6 Conclusion and Discussion . . . . . . . . . . . . . . . . . . . . 76
CHAPTER 8 EYE GAZE ESTIMATION FOR STUDENT BE-
HAVIOR ANALYSIS . . . . . . . . . . . . . . . . . . . . . . . . . . 78
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
8.2 Geometry Model for Eye Gaze Estimation . . . . . . . . . . . 79
8.3 Distributed System Design . . . . . . . . . . . . . . . . . . . . 80
8.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 81
8.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 85
CHAPTER 9 SUMMARY AND FUTURE WORK . . . . . . . . . . 86
9.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
9.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
vi
CHAPTER 1
INTRODUCTION
Human faces are among the most important subjects of image processing,
computer vision and graphics. Research on face signal analysis and synthesis
spans a broad range of modalities and methodologies including static frames
or dynamic sequences of color images, depth images and LIDAR data. The
applications of facial visual signal processing are also widespread including
image enhancement, compression, recognition and animation.
Among these, a preponderance of effort is put into processing facial RGB
or RGB+depth (RGB-D) images for their availability, low cost and rich in-
formation. Classic facial image processing techniques based their analysis
on 2D models. However, the variations in pose, illumination and expres-
sion (PIE) of the images create tremendous difficulties in 2D facial signal
processing. The two main solutions for these challenges are 2D variation
compensation models and 3D face modeling. The methods belonging to the
former approach compensate for these factors by learning appearance models
such as efficient lighting model [1], pose adaptive face recognition [2], and
compressive sensing [3]. However, these compensation methods can only be
applicable in a small number of restricted cases that usually lead to overfit-
ting or probabilistic instability. Because of this, in recent years, more and
more effort is being put into the second approach of using 3D models of faces.
For general arbitrary configurations of PIE conditions, the 3D model based
approaches show more potential for attacking the nature of the problem and
are therefore more robust to broader ranges of environment configurations.
In another aspect, the currently available facial signal modeling techniques
fall into the two main categories of appearance based and feature based. The
appearance based techniques model the facial appearance holistically; they
treat the whole face region as a pattern, ignoring the spatial information
of detailed facial features. The most important appearance based methods
include Eigenfaces [4], Fisherfaces [5], Active Appearance model (AAM) [6],
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3D-AAM [7], and 3D Morphable model (3DMM) [8]. By nature, the ap-
pearance based methods model the dense details of the face into a feature
supervector. Therefore they can reconstruct highly accurate details of facial
geometry and texture. However, these methods usually work on a very high
dimensional space with highly nonconvex cost function, therefore they are
computationally complex and vulnerable to local minimum and low conver-
gence rate. On the other hand, feature-based approaches rely upon the local-
ization of facial features. The approaches of this category require or involve
a step where the facial features, such as corners and contours of the eyes,
nose, and mouth, are accurately localized. Early methods such as Active
shape model (ASM) [9] use the features extracted from 2D images. Later
methods expand the feature based paradigm to 3D data such as [10, 11].
Unlink appearance based techniques, feature based methods have important
advantages of efficiency and high tolerance; moreover, with recent advances
in graphics and the development of hybrid models, the accuracy of feature
based facial modeling is catching up with that of appearance based methods.
In this dissertation, we introduce a framework for feature based 3D face
processing and address some of its applications. For preprocessing, we intro-
duce the component-based shape model and method for reliably detection
of feature landmark points on RGB images. Trained on our collected highly
variant dataset of natural images, the localization method gives accurate
interactive feature locations while being robust to strong changes in pose,
illumination and expression. For 3D model acquisition and tracking, we
introduce a novel noninvasive, reliable, fully automatic algorithm for recon-
structing 3D facial model and tracking nonrigid motion using a single low res-
olution 2D camera and commodity RGB-D cameras. The fitting algorithms
are based on an efficient iterative optimization procedure with linearized cost
functions. The motion model is compatible with MPEG-4 facial animation
standard. We apply the 3D fitting algorithms to address three key applica-
tions of expressive 3D avatars, emotion recognition, and eye-gaze estimation.
The algorithms have been implemented into practical demonstrations which
provide real-time performance on laptop computers. Experiments with the
public data show high quantitative performances and realistic visual results.
The proposed techniques constitute a complete system framework for pro-
cessing facial signal using 3D models. The overview of the framework is
illustrated in Fig. 1.1
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Figure 1.1: Overview of feature based 3D face processing framework
The following chapters are organized as follows: Our interactive method
for landmark point detection algorithm and the new associated dataset is in-
troduced in Chapter 2. The 3D reconstruction algorithms for single or couple
of 2D images are described in Chapter 3. In Chapter 4, a 3D nonrigid track-
ing algorithm is examined. Chapter 5 introduces the adapted algorithms and
system for face modeling from RGB-D images. The applications of expressive
3D avatar, emotion recognition, and eye-gaze estimation from dynamic 3D
data are described in Chapters 6, 7 and 8. Finally, Chapter 9 will summarize
the dissertation and propose several directions for future work.
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CHAPTER 2
INTERACTIVE FACIAL FEATURE
DETECTION
2.1 Introduction
Accurate facial component localization is an essential component for feature
based face recognition, tracking and expression analysis. In addition, it is
useful for intelligent editing of pictures of faces, such as opening the eyes, red
eye removal, highlighting the lips, or making a smile. The problem remains
challenging due to pose and viewpoint variation, expression or occlusion (e.g.
with sunglasses, hair or a beard). While the techniques have improved a lot
over the past five years [12, 13, 14, 15, 16], we are still far from a reliable
and fully-automated facial component localization system. For all practical
purposes, an interactive, user-assisted face localization would be necessary.
Our goal is a facial component localization system that achieves high fi-
delity results with minimal user interaction. Our contributions are as follows:
1. A novel facial component localization algorithm designed to accom-
modate partial labels. We use a part-based formulation which allows
us to edit one part without affecting the correct localization of other
face parts. The landmark predictions of each face part are jointly fit by
finding the global minimum of the energy using dynamic programming.
2. An extension of the feature localization algorithm to accommodate par-
tial observations. We allow the user to specify landmarks and adjust
the remaining ones to minimize the residual error.
3. A new challenging dataset for facial component localization which con-
tains 2330 high-resolution, accurately labeled face images and has larger
degree of out-of-plane orientation and occlusion typical of real-world
scenarios.
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We show that our system in a fully automated mode outperforms other
state-of-the-art systems on this challenging dataset. Furthermore we show
that the error decreases significantly after only a minimal number of user
corrections.
2.2 Related Work
Active shape model (ASM) [9] and Active appearance model (AAM) [6] form
classic families of methods for facial feature point detection. Comparing these
two models, ASM has the advantages of being more accurate in point (or
contour) localization, less sensitive to lighting variations and more efficient;
hence it is more suitable for applications requiring accurate contour fitting.
Since the first introduction of the traditional ASM, there have been many
extensions for improving its robustness, performance and efficiency. For ex-
ample, [17] employs mixtures of Gaussians for representing the shape, [18]
uses Kernel PCA and SVM, and models nonlinear shape changes by 3D ro-
tation, [19] applies robust least squares algorithms to match the shapes to
observations, [20] uses more robust texture descriptors to replace the 1D pro-
file model and uses k nearest neighbor search for profile searching, and [21]
relies on Bayesian inference.
Among those extensions to classical ASM, the recent work of Milborrow
and Nicolls [12] with the introduction of the 2D profile model and denser
point set obtained promising results through quantitative evaluation. The
recent work [15] combines global and local models based on MRF and an
iterative fitting scheme, but this approach is mainly focused on localizing
very sparse set of landmark points.
Other notable recent works exploring alternatives to ASM include [13].
In [13], a robust approach for facial feature localization is proposed by a
discriminative search approach combining component detectors with learned
directional classifiers. In [14], a generative model with shape regularization
prior is learned and used for face alignment to robustly deal with challeng-
ing cases such as expression, occlusion and noise. As an alternative to the
parametric model approaches, a principled optimization strategy with non-
parametric representations for deformable shapes is recently proposed in [22].
A component-based ASM is introduced in [23] which implements a set of
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ASMs for facial features and stacks up the PCA parameters into one long vec-
tor, then fits those vectors in a single global model using a Gaussian Process
Latent Variable Model to handle nonlinear distribution. In comparison with
our approach, they do not model the global spatial configuration of features
of faces and therefore may generate invalid configurations. In [13] the face
components are found by an AAM style fitting method, and a discriminative
classification is used for predicting the movement of components. In another
effort to explore the configuration of face parts, Bayesian objective functions
are combined with local detectors in [24] for localization of facial parts.
Motivated by the pictorial structure model in [25], we aim to decompose
a face shape into components, and model variations of individual compo-
nents as well as the spatial configuration between components. In [25], the
face/human pose inference problem is modeled as a part-based problem for-
mulated as energy minimization, where the energy (or cost) is expressed
as the linear combination of a unary fitting term and a pair-wise potential
term. Following this work, we represent the global face shape model as a set
of inter-related components, and model their spatial relationships. Unlike
[25] where the unknown parameter space is low dimensional, in our approach
we need to estimate component locations as well as shapes, which is a higher
dimensional space. Therefore, we adopt PCA to model both the component
shape variation and the relative spatial configuration. Due to the compo-
nent decomposition, our approach is more flexible in modeling face shapes
for handling larger pose changes and has better generalization capabilities
than the standard ASM. Our approach uses PCA to model the relative posi-
tions between components, so it is simpler and more efficient than [15] which
relies on expensive MRF inference.
2.3 Helen Facial Feature Dataset
Our goal is a facial feature localization algorithm that can operate reliably
and accurately under a broad range of appearance variation, including pose,
lighting, expression, occlusion, and individual differences. In particular, it
is necessary that the training set include high resolution examples so that,
at test time, a high resolution test image can be fit accurately. Although
a number face databases exist, we found none that meet our requirements,
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Figure 2.1: Sample images from the Helen Facial Feature Dataset.
particularly the resolution requirement. Consequently, we constructed a new
dataset using annotated Flickr images.
Specifically, the dataset was constructed as follows: First, a large set of
candidate photos was gathered using a variety of keyword searches on Flickr.
In all cases the query included the keyword “portrait” and was augmented
with different terms such as “family”, “outdoor”, “studio”, “boy”, “wed-
ding”, etc. (An attempt was made to avoid cultural bias by repeating the
queries in several different languages.) A face detector was run on the result-
ing candidate set to identify a subset of images that contain sufficiently large
faces (greater than 500 pixels in width). The subset was further filtered by
hand to remove false positives, profile views, as well as low quality images.
For each accepted face, we generated a cropped version of the original image
that includes the face and a proportional amount of background. In some
cases, the face is very close to or in contact with the edge of the original image
and is consequently not centered in the cropped image. Also, the cropped
image can contain other face instances since many photos contain more than
one person in close proximity.
Finally, the images were hand-annotated using Amazon Mechanical Turk
to precisely locate the eyes, nose, mouth, eyebrows, and jawline. (We adopted
the same annotation convention as the PUT Face Database [26].) To assist
the Turk worker in this task, we initialized the point locations to be the result
of the STASM [12] algorithm that had been trained on the PUT database.
However, since the Helen Dataset is much more diverse than PUT, the au-
tomatically initialized points were often far from the correct locations.
In any case, we found that this particular annotation task required an
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unusual amount of review and post-processing of the data in order to ensure
high quality results. Ultimately this is attributable to the high number of
degrees of freedom involved. For example, it frequently happened that a
Turk worker would permute components (swap eyes and brows or inner lip
for outer lip), or alternatively shift the positions of the points sufficiently
that their roles would be changed (such as selecting a different vertex to
serve as an eye or mouth corner). Graphical cues in the interface, as well
as a training video and qualifying test were employed to assist with the
process. Also, automated processes were developed to enforce consistency
and uniformity in the dataset. In addition to the above, the faces were
reviewed at the component level manually by the authors to identify errors
in the annotations. Components with unacceptable error were resubmitted
to the Turk for correction.
The resulting dataset consists of 2000 training and 330 test images with
highly accurate, detailed, and consistent annotations of the primary facial
components. A sampling of the dataset is depicted in Fig. 2.1. The full
dataset is publicly available at http://www.ifp.illinois.edu/~vuongle2/
helen.
2.4 Facial Feature Localization
We first briefly review the global ASM, and then derive our new components-
based model and the facial feature localization algorithm.
2.4.1 Classic ASM
In the classical global ASM, the shape is holistically represented as a set of
pre-defined points, called landmarks, along the shape contour (Fig. 2.1 left),
and described by a vector concatenating all the x coordinates of the ordered
landmark points followed by all the y coordinates. We relate one shape with
another using similarity transformation.
ASM is composed of two submodels: the profile model and the shape model.
At each landmark, the profile model is the normalized gradient vector in
the direction orthogonal to the shape boundaries. The profile distance is
computed as the Mahalanobis distance over the training set. The global
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shape model is the statistics of the global shape vector for the training set,
and is represented as a PCA linear subspace.
Given a face rectangle obtained by a generic face detector, ASM fitting first
initializes the landmark points by placing the mean shape1 to the detected
face frame, and then repeats the following steps: (i) adjust each landmark
points independently by profile template matching; (ii) fit a global shape
model to the adjusted point set. Due to the greedy scheme, many of those
individually adjusted points might be incorrect, and the point set will be
regularized based on the global shape model.
2.4.2 Component-based ASM
Shape Model The classical global ASM relies on a dense correlation matrix
of all the member landmark locations in a single Gaussian model. As a
consequence, it imposes strong spatial constraints for every pair of landmarks
in the face. These constraints make the model work fairly well on studio
data where the variances are small and test images are similar to training
samples. However, when applied to natural photos with large variations in
face postures and occlusions, the full correlation matrix of the global ASM
tends to be too strict and cannot be simply generalized for wide variety of
face configurations. An example of a failure case for the global ASM is shown
in Fig. 2.2(a).
Inspired by this observation and the pictorial structure work [25], we in-
troduce a new component-based model referred to as the Component-based
ASM (CompASM) for handling the wide variety of variations in natural face
images. In our model, shape variation of each facial component is modeled
independently, up to a similarity transformation, and the relative positions
of facial components are encoded by a configuration model.
We specifically consider a facial landmark set as a union of seven compo-
nents: ‘jawline’, ‘nose’, ‘lips’, ‘left eye’, ‘right eye’, ‘left brow’, ‘eye brow’.
Each component has its own coordinate frame called local frame, centered at
the center of mass of the component. Those centers are successively repre-
sented in a higher level canonical face frame called the configuration frame.
An illustration of our component-based model is shown in Fig.2.3.
1The mean shape refers to the average of aligned shapes for training faces, where
alignment is done by fitting with similarity transformation.
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Figure 2.2: (a) A failure example of the classic ASM on a face image by
STASM [12]. The bigger left eye constrains the right eye and the tilted
right brow pulled the left brow off the correct location. (b) A better fitting
result using our CompASM.
Figure 2.3: Illustration of our component-based model.
In this model, there are three coordinate frames: global, configuration
and local frames. The j-th landmark point of component i has its global
coordinates pij on the global coordinate frame, and local coordinates qij on
the local coordinate frame.
In the local frame, the coordinates of landmark points for a component are
represented as a single shape model centered at the component’s centroid. It
is a combination of principal vectors by PCA:
qi = q¯i + Φibi (2.1)
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where qi is the concatenation of qij, q¯i and Φi are the mean vector and the
shape basis learnt from the training data respectively, and bi denotes the set
of linear coefficients of the fitting.
In the configuration frame, the location of each component’s centroid is
represented by a displacement vector ti from the face center. The linear
subspace representation of these vectors is learned to be:
t = t¯+ Ψr, (2.2)
where Ψ is configuration bases, and r denotes the set of PCA coefficients.
The global coordinates of the landmark points can be obtained from local
coordinate and configuration coordinates by a similarity transform:
pij = sR(qij + ti) + t0, (2.3)
where R, s and t0 denote the rotation, scale and translation that align a
face shape from the global frame with the configuration frame; ti denotes
the location coordinates of component i in configuration frame. While ti
are different from component to component, the three similarity transform
parameters in s and R are shared among the components.
Taking the mean of Eq. 2.3 for each component, we obtain: p¯i = sR(q¯i +
ti) + t0, where q¯i is the local coordinate of centroid of component i and is
effectively zero. And we can re-write it as p¯i = sRti + t0.
Further combining the equation for all components, the model can be
written as concatenated form as:
p¯ = sRt+ t0. (2.4)
Eqs. 2.4 and 2.2 are directly used in the configuration fitting step in the
shape search algorithm. See Section 2.4.3 for the detailed algorithm.
In CompASM, the configuration model constrains relative locations be-
tween face components and is responsible for finding the orientation and
scale of the face and estimating optimal locations of components, while the
local model for each component is responsible for optimally fitting the com-
ponent’s shape model to the observation. In other words, each local model
is fitted independently, and hence can handle larger global shape variations.
Furthermore, the fact that each component shape is a single connected con-
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tour opens the possibility of jointly searching for multiple landmark points
in the profile model. The new profile model adopting joint landmark opti-
mization is introduced in the following section.
Profile Model
In the classic ASM [9, 12], during the profile fitting step, at each of the N
landmarks of a given component we consider M candidate locations along
a line orthogonal to the shape boundary. We evaluate the profile model at
each location and pick the one with the highest score. The problem with this
greedy algorithm is that each landmark location is chosen independently of
its neighbors and neighboring landmarks could end up far from each other.
To address this problem we introduce a binary constraint for each pair
of adjacent landmarks to ensure that they are at an appropriate distance
from each other. We jointly fit all the landmark locations by finding the
sequence of candidate locations with a maximum sum of unary scores (at each
candidate location) and binary scores (at each pair of adjacent locations). We
can find the globally optimal such sequence in O(NM2) time using dynamic
programming (the Viterbi algorithm [27]).
Our unary score is the probability of candidate location i of a given land-
mark, defined as:
pi = (1− di)/(M − 1) (2.5)
where di is the Mahalanobis distance at the candidate location, normalized
so that
∑M
i (di) = 1 which ensures that
∑M
i (pi) = 1.
Our binary score is the probability that two adjacent landmarks are a given
distance x apart. We model it using a continuous Poisson:
p(x) =
λxe−λ
Γ(x+ 1)
(2.6)
where x is the Euclidean distance between the two locations and Γ is the
gamma function. We chose the Poisson distribution because it has a suitable
PDF and a single parameter λ which we fit separately for each component.
To find the optimal set of candidate locations we run Viterbi, which maxi-
mizes the sum of the log probabilities. In our experiment section we show that
our joint optimization of the landmarks outperforms the greedy approach in
the traditional ASM algorithm. In addition, our model easily accommodates
user interaction as discussed in Section 2.5. An example of the profile search
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Figure 2.4: An example of profile search by greedy method of classic ASM
(a) and by our Viterbi global optimization (b).
results of two methods is depicted in Fig.2.4.
2.4.3 Our Algorithm
Here we describe how we combine our new shape model and profile model
into the facial feature localization algorithm. Given an input image, after
initialization by face detection, the shape model and profile model will be
applied in an interleaved, iterative way in a coarse-to-fine manner in the
pyramid.
In each particular iteration step, profile search is applied first, which gives
the suggested candidate locations of the landmarks. The landmark candi-
dates are then regularized by the local shape model. In each pyramid level,
the fitting process is performed by repeating configuration model fitting and
local model fitting until convergence.
The details of our facial feature localization method using CompASM are
illustrated in Algorithm 1.
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Algorithm 1 Facial Feature Localization Algorithm
Detect faces, initialize the shape model based on the face rectangle
for each resolution level do
repeat
a. Do profile search for suggesting new landmark locations
a1. Collect unary scores by profile matching
a2. Jointly find optimal path using the Viterbi algorithm
b. Update the landmark locations with local shape and conf. model
b1. Find the centroid of suggested landmarks for each compo-
nent
b2. Fit the centroids to the configuration model using Eq.2.2
and 2.4
b3. Apply the new configuration to the suggested landmarks
using Eq.2.3
b4. Fit the local shape model PCA subspace to landmarks
using Eq.2.1
c. Form a new global shape by applying the inverse similarity trans-
formation
until Number of points moved between two consecutive rounds < 20%
Map the localized result to the next resolution level
end for
Return the result from the highest resolution lvel
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2.5 User Interaction Model
In this section we describe our algorithm for user-assisted facial feature lo-
calization. Once the automatic fitting is performed, the user is instructed to
pick the landmark with the largest error and move it to the correct location
after which we adjust the locations of the remaining landmarks to take into
account the user input. This interaction step is called an interaction round.
This process is repeated until the user is satisfied with the results. Our goal
is to adjust the locations of the remaining landmarks as to minimize the
number of interaction rounds.
Although facial feature localization has been improved by the recent effort,
locating the detail features in natural facial photos is still far from perfect.
However, in many cases such as portrait editing applications, the user’s help is
readily available and would be valuable for improving fitting result. The goal
of interactivity strategy design is to efficiently make use of the information so
that the fitting gets as good as possible requiring the least effort from user.
In our user interactivity scenario, after initial fitting, the user will be able
to move some fitted points to desired places one after another. After each
time a point is moved (which is called interaction round), our algorithm will
adaptively move other points accordingly so that other troublesome points in
the same component can also be fixed while the fitting result of other parts of
the face is not affected. With the relative independence between component
curves, the component based shape model is essential for implementing this
process.
Our update procedure consists of two main steps: Linearly scaled move-
ment followed by a Model fitting update.
In the Linearly scaled movement step, when the user moves a landmark
pi, we move the neighboring landmarks on the same contour as pi along
the same direction. The amount of movement for neighboring landmarks is
proportional to their proximity to pi. Specifically, we identify landmarks pa
and pb on both sides of pi which define the span of landmarks that will be
affected. Each landmark with index j ∈ (a, i] moves by a−j
a−i ∗ d where d is
the user-specified displacement vector of pi
2. The landmark pa is specified as
the closest along the contour to pi of the following three landmarks: (1) the
one bn/4c landmarks away, where n is the number of landmarks in the com-
2Note that neighboring landmarks in our dataset are equidistant
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Figure 2.5: Illustration of the linearly scaled movement. The interaction
moves the red star to the blue star, other red points in the affected area
move accordingly along the green lines to the blue points
ponent, (2) the nearest user-corrected landmark and (3) the end landmark
if the component contour is open. The landmark pb on the other side of the
contour is determined analogously. An illustration of this process is depicted
in Fig. 2.5
After the first step, in most cases, the neighboring points of pi have moved
close enough to the real curve that their profile models can snap to the right
locations. That enables the second step of Model fitting update. In this step,
we do several component based ASM fitting iterations at the highest reso-
lution. Unlike regular ASM fitting, in these iterations we update only the
current component. We also adjust the fitting so that the user-corrected
landmarks do not move. Specifically, as we describe in Section 2.4.2, our
fitting step iterates between shape model and profile model fitting. During
the shape model fitting, we utilize constrained linear least squares to find
the best location of the component given that it must go through the fixed
landmarks. In our profile fitting, as we describe in Section 2.4 we specify can-
didate locations for each landmark and use the Viterbi algorithm to find the
optimal contour. For user-specified landmarks, we choose the user-specified
location as the only candidate location, thereby forcing Viterbi to find a path
through the user-specified landmarks.
The details of the two-step updating process are addressed in the Algo-
rithm 2.
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Algorithm 2 User interactivity
repeat
1. pi ← p(2)i from user interaction
2. Linearly scaled movement
find nearest previous fixed point or curve end
for j such that |j − i| ≤ curvelength/2 do
pj(2)← p(1)j + (p(2)i − p(1)i )× |pj − pi|
pj ← p(2)j
end for
3. Shape model fitting
repeat
do configuration alignment for new similarity transform
do constrained local fitting on current component
until local shape converges
keep all other component as in the previous round
4. Fixed point list ← i
5. Update current shape.
until No more new point is fixed
2.6 Experiments
2.6.1 Comparison to STASM
Our algorithm is designed to allow for high independence and freedom in
component shape so that it can deal with natural photos with higher varia-
tions than the studio data. Nevertheless, we need to assure that it can work
adequately on standard studio data as well. Therefore, in our first experi-
ment, we compare our algorithm with STASM [12, 28] on standard datasets
that they have chosen in their work. In this experiment, following [28] we
train our algorithm on MUCT dataset [28] and test on BioID dataset [29].
MUCT contains 3755 images of 276 subjects taken in a studio environment.
Bioid consists of 1521 frontal images of 23 different test persons taken at the
same lighting.
On the BioID test set, the fitting performance of STASM which features
the stacked model and 2D profile trained on MUCT is reported to be the
best among current algorithms [28]. The MUCT and BioID point sets include
five standalone points; therefore, their shapes cannot be separated into sin-
gle contours. Consequently, we are not able to use Viterbi optimized profile
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Figure 2.6: CDF of me-194 error for CompASM and STASM on the Helen
dataset.
searching in this experiment. Following STASM, we evaluate the perfor-
mance using the me-17 measure. This measure is the mean distance between
fitting results of 17 points in the face to the manually marked ground truth
divided by the distance between two eye pupils. The comparison of the two
algorithms’ performance is shown in Table 2.1. The result shows that both of
the algorithms’ results on BioID are very close to perfect and STASM made
a slightly lower error.
While BioID is an easy dataset for fitting algorithms to deal with, the
Helen dataset is a more challenging one. The Helen data consists of natural
images which not only vary in pose and lighting but are also more diverse
in subject identities and expression. In this dataset, the face features are
highly uncorrelated with non-Gaussian distribution which our model can
exploit better. To measure fitting performance on Helen, we use me-194,
similar to the me-17 measure, which calculates the mean deviation of 194
points from ground truth normalized by distance between two eye centroids.
We divided Helen images into training set of 2000 images and testing set of
330 images. The comparison of STASM and CompASM is shown in Table 2.1
and Fig. 2.6. Table 2.1 shows that CompASM outperforms STASM by 16%.
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Table 2.1: Comparison of STASM and CompASM on the two test sets. For
MUCT/BioID we use the me-17 measure. For Helen, we use the me-194
measure.
Dataset Algorithm Mean Median Min Max
MUCT/BioID STASM 0.043 0.040 0.020 0.19
MUCT/BioID CompASM/Greedy 0.045 0.043 0.021 0.23
Helen STASM 0.111 0.094 0.037 0.411
Helen CompASM/Greedy 0.097 0.080 0.035 0.440
Helen CompASM/Viterbi 0.091 0.073 0.035 0.402
Figure 2.7: Some examples of fitting results on the Helen test set of
CompASM (first row) and STASM (second row).
The result proves that CompASM is more robust over diverse face images.
Some examples of fitting results of STASM and CompASM are shown in
Fig. 2.7.
2.6.2 Evaluation of User Interaction
Here we evaluate the effectiveness of our method described in Section 2.5 to
refine the automatically determined facial component locations through user
interaction. Qualitatively, we wish to minimize the user’s effort in obtaining
a satisfactory fitting result. More concretely, we wish to observe how the
fitting error decays as a function of the number of interaction steps.
19
2 4 6 8 10 12 14
0
0.02
0.04
0.06
0.08
0.1
0.12
m
e
−
19
4 
Er
ro
r
Interaction Round
 
 
linearly scaled movement and refit
linearly scaled movement no refit
move isolated point and refit
move isolated point no refit
Figure 2.8: The mean me-194 error measure across the Helen test set as a
function of interaction round. One interaction round constitutes a single
user action (see text for details). Each curve is the mean value across the
test set under varying experimental conditions. Using both the linearly
scaled movement and constrained refitting steps results in the most
effective reduction in error.
To this end, we simulate the user’s typical behavior when interacting with
the system, namely to choose the landmark point located farthest from its
true position and move it to its true position. After being moved, it becomes
a constraint for subsequent fitting rounds as described in Section 2.5.
We repeat this procedure for a number of rounds and record the me-194
error measure at each round. Fig. 2.8 depicts the distribution of the error
across our test set over 15 interactivity rounds. To evaluate the effectiveness
of the two steps of interactivity described in Section 2.5, we compare the
performance of the case where both of the update steps are done with that
of the case where only one of the steps is done, and also against a baseline
where only the most erroneous point is moved. The comparative effectiveness
of these strategies is apparent in Fig 2.8, from which we can conclude that
both steps used in conjunction are most effective at reducing the overall
error most quickly. Fig. 2.9 depicts some example runs of the interaction
process. More examples with animation are available at the website http:
//www.ifp.uiuc.edu/~vuongle2/helen/interactive.
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Figure 2.9: Examples of a sequence of editing steps where the most
erroneous point is selected at each step. The red filled point denotes the
point selected for editing. The open yellow circles denote points that have
already been edited and fixed.
2.7 Concluding Remarks
In this chapter, we proposed a new component-based ASM model (Com-
pASM) and an interactive refinement algorithm for practical facial feature lo-
calization on real-world face images. CompASM extends the classical, global
ASM by decomposing global shape fitting into two modules: component
shape fitting and configuration model fitting. The model provides more flex-
ibility for individual component’s shape variation and relative configuration
between components, so it is more suitable for handling images with large
variation. We improve profile matching by introducing a new joint land-
mark optimization scheme using the Viterbi algorithm which outperforms
the standard greedy-based approach. We also propose an interactive refine-
ment algorithm for facial feature localization to minimize fitting errors for
bad initial fitting. Furthermore, a new challenging facial feature localization
dataset is introduced which contains more than 2000 high-resolution fully
annotated real-world face images. Experimental results show that our ap-
proach outperforms the state of the art on the new, real-world facial feature
localization dataset. Our interactive refinement algorithm is capable of re-
ducing errors quickly, but there is space to improve it further by learning from
user’s behavior or by guiding the interaction through statistics of landmark
uncertainties, which we leave as our future work.
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CHAPTER 3
3D FACE MODEL RECONSTRUCTION
FROM 2D IMAGES
3.1 Introduction
3D face reconstruction from 2D images is an important problem in computer
vision. In the past few decades, many approaches have been proposed in-
cluding 3D from stereopsis [30], 3D morphable model based methods [31],
structure from motion [32] and shape from shading techniques [33].
Among these, 3D morphable model (3DMM) based algorithms have at-
tracted more and more attention in recent years. Vetter et al. [31] proposed
a family of 3D fitting algorithms to recover the facial shape and texture pa-
rameters of the 3DMM from the appearance features. Although being able to
give accurate shape and controllable texture models, these methods tend to
extract complicated high dimensional features and introduce very big opti-
mization problems. Therefore, they are usually very slow to fit a face, which
is not suitable for most applications in reality.
To speed up the fitting process, Hu et al. [11] proposed a fully automatic
linear algorithm to recover the shape information according to sparsely corre-
sponded 2D facial feature points. The 3D face geometry was recovered from
a frontal view input face image and then the texture was extracted from the
input image directly. Being a state-of-the-art method for fitting 3DMM to
sparse features, the algorithm works very efficiently and gives reasonable re-
construction results. The main restriction of this work is that it requires the
input to be a frontal face image. This requirement is hard to satisfy when
the face image is captured passively. In addition, the texture mapped from a
single image cannot cover the whole face model and thus there will be holes
after mapping the texture to the reconstructed 3D face shape.
Following the sparse feature fitting algorithm in [11], this chapter intro-
duces two new methods for 3D face reconstruction from a single image of
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arbitrary view and from a pair of stereo images. Powered by morphable
model and iterative optimization techniques, our methods can preserve the
substantial advantages and overcome the restrictions of the old method. We
also recover the facial texture by mapping and merging from the input images
to provide the complete and photorealistic 3D face model.
This chapter is organized as follows. Section 3.2 reviews the related work.
Sections 3.3 and 3.4 describe the details of the fitting algorithms for single
and stereo images respectively. In Section 3.6, the experiments and results
are presented. Section 3.7 draws the conclusion and discusses the future
work.
3.2 Related Work
Along the line of fitting 3DMM to sparse features, [34] recovered the shape
from one single frontal face image. After that, the images of other views
were used to refine the shape estimation and supplement the texture using
minimum variance estimation. Although the other views may help improve
the shape model, the quality of the estimated shape is principally determined
by the first fitting with the frontal face image.
In another work, [35] introduced an approach closely related to the frame-
work proposed in this chapter. From two frames of a video, one of which
is frontal, a sparse set of 3D points is reconstructed and then fitted it to a
generic model using thin plate splines. Our method is significantly different
from this method as in our work, at the dense fitting step, instead of being
interpolated by a generic model, the morphable model is searched in a linear
space learned from training faces. In this way, the new shape is constrained
to be a combination of known real faces and is therefore not only accurately
matched but also more likely to be a regular human face shape. Besides, by
using both images as texture sources, in our new approach, the restriction
of including a frontal image is relaxed and the face textures will be more
complete.
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3.3 3D Reconstruction from a Single Image of
Arbitrary View
3.3.1 Person specific 3D facial model
A neutral face model of a specific person is represented by a shape vector S
consisting the stacked 3D coordinates of N vertices defined on a correspon-
dence reference frame.
S = (X1, Y1, Z1, X2, Y2, Z2, ..., XN , YN , ZN)
T . (3.1)
Following the traditional 3D morphable model [8], we project the facial shape
vector onto the linear space spanned by PCA basis vectors learnt from a
training set of 3D faces:
S = S¯ + P−→σ , (3.2)
where P and σ are the PCA basis and coefficients respectively.
When projected to 2D image space, the projection of the vertices of S are
given by:
S ′′ = M(RS + t), (3.3)
whereM is camera projection matrix, R is rotation matrix and t is translation
vector.
In the analysis by synthesis [36] framework, the cost functions of the initial
fitting and the motion model fitting are
Cfitting(σ, c, R, t) = ||S∗ − c(R(S¯ + P−→σ )) + t)||2, (3.4)
where S∗ is the 2D target landmark points.
To improve the efficiency, our algorithms search for parameters in a sub-
space of m 2D landmark points of S ′. Resampling the shapes from Eq.3.2,
and 3.3, we have these formulas for the subvectors:
s′ = s¯+ p−→σ (3.5)
s′′ = M(Rs′ + t), (3.6)
where s¯ , s′, s′′,p, f are the subvectors of S¯, S ′, S ′′,P respectively.
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The cost function in the subspace can be written as
cfitting(σ, c, R, t) = ||s∗ − c(R(s¯+ p−→σ )) + t)||2, (3.7)
where s∗ is the 2D target landmark points.
These cost functions are highly nonconvex and nonlinear and therefore
normally require nonlinear time to solve. In the next subsection, we in-
troduce our Iterative Linearized Optimization procedure which reduces the
complexity of the problem into linear time.
3.3.2 Iterative Linearized Optimization
In this section, we detailed the procedure proposed to solve the fitting prob-
lem posed in Eq. 3.7. Our optimization algorithm relies on an iterative
procedure. At each iteration, the following three steps are performed:
Step 1 In the first step of an iteration, the translation vector t is optimized.
From Eq. 3.6 we have the optimized translation vector to be:
t = M−1(s′′ −M(R(s′)). (3.8)
Step 2 In this step, the rotation R and projection M are optimized. Both
of the rotation matrix and perspective projection are highly nonlinear and
nonconvex. In the following, we will make the assumptions that lead to the
linear approximation of them.
For M , we assume that the camera is orthographic, hence, the camera
matrix M reduced to a single scale factor c.
For R, we will separate the three pose angles α, β, γ and solve them
together with c in three different substeps. At the first substep, α and c
will be optimized together. In order to linearize equation 3.6, we substitute
α and c by two new arguments x = c × cos(α) and y = c × sin(α). With
this substitution, Eq. 3.6 will become a linear system of x and y which is
solved by linear least square. α and c are then recovered by α = arctan(y/x)
and c =
√
x2 + y2. Similar operations are applied to find β and γ through
substitution variables.
Step 3 At this step, the shape coefficient σ are found by solving Eq. 3.5
by constrained linear least squares with the constraints to be α ≤ r where
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r is some constant threshold vector. These inequality constraints emerge as
the restrictions to keep the new face to have regular human face shape.
In order to find a suitable threshold r, we employ a commonly used as-
sumption that the facial shape has normal priors with a probability den-
sity function of: p(α) ∼ e
1
2
∑
i
α2i
σ2
i . This leads us to the choice for constraint
thresholds proportional to the standard deviation of the representation of the
training data in the principal component space: ri = λσi (λ is a constant).
Our experiments show that this choice for threshold gives better results than
using the eigenvalues as in [11]. Solving 3.5 with these constraints, the shape
principal coefficients is recovered by
σ = (pTp+ λdiag(r2)−1)−1pT (s′ − s¯). (3.9)
After initialization, the three steps are alternatively repeated until conver-
gence. In our experiments, the process normally converges in less than ten
rounds.
3.3.3 Texture mapping
The texture of the model’s vertices are mapped from the images by using
the camera model recovered in the fitting step. For frontal images, we have
most of the texture needed because almost all of the vertices are available.
For non-frontal images, more parts of the face are occluded and the their
textures are not available at the input image. For those cases, we make the
assumption that the texture of the face is symmetric and therefore we can
use the texture of the corresponding point in the opposite side if they are
available.
3.4 3D Reconstruction from Stereo Images
In this section, we apply the face shape model formulated in Section 3.3
for a fitting algorithm of stereo images captured from calibrated cameras.
Our reconstruction algorithm works in a coarse-to-fine fashion. First, from a
collection of salient points located on two input face images, a sparse set of
corresponding 3D points is reconstructed. After that, these reconstructed 3D
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points will be used to build a dense 3DMM model of the facial shape. Finally,
the texture from both input images will be mapped and merged altogether on
the reference frame of the 3DMM. The entire process will generate a detailed,
textured 3D face model. The framework for our method is depicted in Fig.
3.1.
Figure 3.1: Coarse-to-fine 3D face reconstruction framework.
3.4.1 3D sparse shape reconstruction
To reconstruct a sparse set of 3D feature points, we first need to locate enough
facial feature points and find their correspondences on the two input images.
This can be done automatically using a face alignment algorithm such as the
one in [37]. In this section, because we do not concentrate on solving this
problem, we use the prior information about the location of feature points
instead of locating them directly. With the corresponding feature points
on the two calibrated images, the 3D feature points are reconstructed by
triangulation.
3.4.2 3D dense shape model fitting
In this step, we fit the sparse set of reconstructed 3D points to 3DMM. We
reuse the face model used in the algorithm in Section 3.3. However, instead
of having the input of 2D feature points, we now have a set of 3D feature
points, which allow faster and more accurate fitting algorithm.
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Considering Eq. 3.5 and 3.6 but with s¯ , s′, s′′,p, f are the 3D subvectors,
the iterative procedure is updated with the following steps:
Initialization: assign s¯ to s′
Step 1: Apply the Procrustes analysis to solve Eq. 3.6. In this step, the R,
c, and t that would fit s′ and s′′ the best are found. In our algorithm, we use
the method of finding the eigenvector of the correlation matrix corresponding
to the least eigenvalue for the Procrustes analysis.
Step 2: Similar to the 2D case, σ is found by solving Eq. 3.5 as a con-
strained linear least-squares problem.
After initialization, Step 1 and Step 2 are alternatively repeated in each
iteration. In our experiments, the process converges in at most ten rounds.
3.4.3 Texture mapping
In the texture recovering step, the recovered shape is projected onto both
input images to find texture coordinates of model’s vertices. At each view
point, a depth buffer is used to check the visibility of the vertices of the face,
only the visible ones are textured by inverse mapping. In the areas of the
face where two extracted textures are overlapped, the color of a vertex will
be the average of two texture values. Fig. 3.2 illustrates the texture obtained
from two images and the merged texture.
Figure 3.2: Texture mapping and merging: (a), (b): texture mapped from
two images (c): combined texture. The blue areas indicate the locations
where texture is missing.
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3.5 Quantitative Evaluation of 3D Fitting Algorithm
3.5.1 Introduction
In order to demonstrate the effectiveness and evaluate the accuracy of the 3D
face model fitting algorithms, efficient methods for measuring performance
of the algorithms are essentially desired. The currently available evaluation
methods are either based on subjective experiments or indirect evaluation on
face recognition [38, 39]; i.e., there is no information about the shape/texture
error provided, which made it difficult to further analyze the reconstruction
algorithm and improve the features they used. An effective quantitative
evaluation is required to give us the clues for finding the strength of the
algorithms, investigating their weakness and suggesting further guidance for
feature selection and algorithm refinement. In this section, we proposed to
use signal-noise ratio (SNR) and error maps (EM) to quantitatively evaluate
the accuracy of a 3D face reconstruction algorithm and provide its detail
performance on shape recovery.
The framework of our quantitative evaluation method is described in Fig.
3.3. From the ground truth 3D face database [40], we obtain the input 2D
face image by projecting a 3D face onto 2D plane. This 2D face image
and the extracted features will then be fed to the evaluated reconstruction
system to get the reconstructed 3D face. To compare the ground truth 3D
face shape and the reconstructed 3D face, they are first aligned to each other
by iterative closest point (ICP) algorithm. The difference returned from the
fitting process will then be used as the error term for calculating SNR. These
measurements on all the vertices will congregate to form the error map, which
provides the final detailed result of the evaluation process.
3.5.2 Direct quantitative evaluation of 3D fitting algorithms
Our direct evaluation method is based mostly on comparing the reconstruc-
tion results with the original ground truth face. These two may be repre-
sented by different numbers of vertices with (x,y,z) coordinates and (r,g,b)
colors. So that, at the first step, we need to align the two faces by rotation
and translation. Iterative closest point algorithm (ICP) is used for this fit-
ting task. ICP algorithm was introduced in [41] as an accurate and efficient
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Figure 3.3: Framework of quantitative evaluation algorithm.
method for registration of 3D shapes which is independent of representa-
tion. The algorithm takes one shape considered as model and another as test
data and outputs the translation and rotation for the data to fit with model.
With respect to the mean square error objective function, ICP was proved
to always converge monotonically to the local minimum.
After the faces are aligned, in order to calculate the error in terms of SNR at
each vertex, we need to define the quantities for the roles of signal and noise.
For noise, the obvious choice is the distance from considered point p on the
original face O to the nearest point q in the reconstructed face after fitting R.
This distance represents the misaligned quantity of the reconstruction at that
point and is invariant to coordinate systems. The noise of each coordinate
component can be expressed as the absolute differences:
Npx = |px − qx|, Npy = |py − qy|, Npz = |pz − qz|
where p ∈ O and q is the closest point to p in R. The combined noise at a
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position is defined to be the distance between two 3D points
Np =
√
Npx
2 +Npy
2 +Npz
2.
Unlike the case of noise, choosing a quantity to be in the role of signal
amplitude is not straightforward. Naturally, considering the mentioned defi-
nition of noise, we should use the coordinate amplitude of vertices as signals.
However, this quantity depends on the frame of reference; i.e., when we
change the origin or axes of coordinate system, these numbers will change.
This fact would prevent the SNR from being well defined. We can address
this issue by finding the coordinate system with which the amplitude of
coordinate would have the smallest value. We can show that for a point
p(px, py, pz) in the space, the summation of distances from it to all vertices
in a set is minimized if it is the centroid c(cx, cy, cz) of the set.∑
q∈O
norm(c− q) ≥
∑
q∈O
norm(p− q) for all p ∈ R3.
From this observation, we will choose the centroid of the face to be the origin
of the coordinate system and the maximum distance between the origin and
the vertices will be considered as the amplitude of the signal.
Sx = max
p∈O
(|px − cx|), Sy = max
p∈O
(|py − cy|), Sz = max
p∈O
(|pz − cz|).
Signal amplitude for combined evaluation will be
S = max
p∈O
√
(cx − px)2 + (cy − py)2(cz − pz)2.
Once the signal S and noise N are ready, SNR can be calculated at each point
as
SNRpx = 20× log10(Sx/Npx)
SNRpy = 20× log10(Sy/Npy )
SNRpz = 20× log10(Sz/Npz )
and combined SNR:
SNRp = 20× log10(S/Np).
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3.6 Experimental Results
3.6.1 Single image fitting
In this section, the performance of three algorithms Inverse Compositional
Image Alignment (ICIA) [31], Sparse 3DMM [42] and ours are compared.
ICIA is a state-of-the-art method based on a detailed appearance based model
of shape and texture. The algorithm finds the 3D model configuration by
minimizing the error made when the model is inversely projected back to
the image domain. Sparse 3DMM is another state-of-the-art algorithm using
sparse feature points to fit 3DMM of facial shape on frontal images.
We follow the procedure for quantitative evaluation of 3D reconstruction
algorithms proposed in Section 3.5. Specifically, we train the three algorithms
on USF 3D database [8]. The testing is done on 135 faces of IFP 3D dataset
[43].
To concentrate on comparing performance of fitting algorithm without
the effect of quality of feature point detection, in this experiment, we use
landmark ground-truths which are previously hand labeled.
The comparison of accuracy by RMSE and SNRDB over pan angles is
shown in Figs. 3.4 and 3.5
Figure 3.4: Root mean square error comparison among three fitting
methods with four pose angles from 0 to 45 degrees.
From the quantitative evaluation, we can conclude that the performance
32
Figure 3.5: Signal-to-noise ratio (in dB) comparison among three fitting
methods with four pose angles from 0 to 45 degrees.
of our algorithm on nonfrontal images surpasses the other two methods. Our
performance is also affected very little by the change in pan angles.
3.6.2 Stereo images fitting
Experiment setup
We continue to conduct experiments on the IFP 3D Face Database [43].
The evaluation follows the procedure introduced in Section 3.5 with 5-fold
cross validation. During the training process, we project 400 faces in 4 train-
ing folds into a linear space with PCA. The correspondence of the vertices
is originally defined on a uniformly sampled cylindrical mask, as depicted in
Fig. 3.6(a). As discussed in [44], the reconstruction inaccuracy of most re-
construction algorithms is the most substantial in the areas near eyes, noses,
and lips where there are lot of details. Moreover, these parts are significant
areas for face recognition and face animation. To reduce errors on these cru-
cial areas, before performing PCA, we propose to resample the mask model,
assigning higher weights to those parts of the face mask. The resampling
process also helps reduce the number of vertices of the model to a reasonable
number (about 6000 in our experiments), which provides a good compromise
between speed and accuracy. The new weighted reference frame is plotted in
Fig. 3.6(b)
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Figure 3.6: Original (a) and resampled (b) reference masks: more samples
are given at important and complicated areas.
For each of the 135 3D face models in the testing fold, four pairs of syn-
thesized images are generated by simulating pinhole cameras. Each image
pair enjoys a particular setup of the direction and relative position of the
camera and the face. These various setups are summarized in Fig. 3.1. The
direction is represented by trinities of yaw-pitch-roll angles. The position of
each camera is arranged so that the principal axis points to the center of the
face from a given distance. The feature points for sparse reconstruction are
located by projecting the corresponding 3D points to the image planes.
By collecting the image pairs having the same setups, we form four test
sets, each with 100 pairs of features and images.
Results and Evaluation
Fig. 3.7 illustrates the reconstruction results of our algorithm on the cor-
responding samples on Tab.3.1. Subjectively assessing, the face shapes and
textures are accurately reconstructed. The texture is reconstructed almost
completely, which covers both the frontal and side areas of the face without
holes and gives a realistic looking. Compared with related texture mapping
based methods such as [11], our algorithm generates more complete face tex-
ture due to the use of the texture from all input images, as shown in Fig.
3.8.
The accuracy of the reconstruction is also quantitatively evaluated by mea-
suring the disparity between the synthetic shape and the groundtruth shape
used to generate input images. We align those couples by Procrustes trans-
formation and measure the distance between the corresponding vertices. The
mean RMS error of all the setups is 2.3 mm. Since most previous 3DMM
based algorithms are only evaluated indirectly by recognition accuracy [45],
we are not able to compare our algorithm with them. However, the work
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Figure 3.7: Rendered reconstruction results.
in [11] has quantitative evaluation available [44] in terms of the signal-to-
noise ratio (SNR) and errormaps. We will compare our method with this
state-of-the-arts work.
The graph of mean SNR measured in db of our algorithm on 4 setups
compared with Hu’s algorithm is shown in Fig. 3.9. The error map for the
local SNRDB is depicted in Fig. 3.10.
From the SNR graph and error maps, we can see that our method obtains
consistently better performance in all of the four test sets. More importantly,
the error also decreases significantly in the important areas of the faces.
With the proposed resampled correspondence mask, those parts are the most
accurately reconstructed.
We implement our algorithm in Matlab and the time used to recover model
shape and texture is 5.2 seconds on a 2GHz Core Duo CPU laptop computer.
Our speed is comparable to Hu’s algorithm [11] and is much faster than
dense feature based algorithms [30, 31]. The speeds of the various algorithms
Table 3.1: Setups for image pairs
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Figure 3.8: Comparison of fitting results of [11] and our algorithm with
groundtruth.
Figure 3.9: SNRDB of our algorithm on 4 setups and [11].
processing the similar input images are compared in Tab. 3.2
Table 3.2: Speed comparison of our algorithm with related works
3.7 Concluding Remarks
In this chapter, we propose a novel algorithm for reconstructing the 3D shape
and texture of human faces from an arbitrary single image or a pair of images
captured from calibrated cameras. Subjective and quantitative evaluations
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Figure 3.10: Error map in SNRDB of our algorithm on 4 setups and Hu’s
algorithm drawn with colormap.
have shown that the proposed algorithm is more efficient and accurate than
the state of the art. With these promising results, our future work will gen-
eralize the current algorithm to the scenarios with more input images which
will allow better geometry reconstruction and more complete texture, and
integrate automatic feature point localization and camera self calibration.
We believe our work will be useful for building a fully automatic system of
3D face reconstruction, recognition and animation in practical applications.
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CHAPTER 4
3D FACE MODEL TRACKING FROM 2D
VIDEOS
4.1 Introduction
In the previous chapter, we have investigated the techniques for analyzing
and reconstructing the 3D structure of human face shapes. While study-
ing the static geometrical features of the human faces provides important
cues for understanding identity and characteristics of the subject, analyzing
spatio-temporal dynamic data of facial 3D motion through tracking enables
richer understanding of the subject’s behavior [46] and allows realistic facial
animations. With the recent advances of sensing and data analyzing tech-
niques, 3D face motion tracking has been evolving expeditiously and playing
a crucial role in multiple important applications such as non-frontal view face
recognition, and performance driven avatars [47].
Most of the current successful methods for 3D motion tracking require
lab environment with special equipment such as 3D scanner [48], multiple
2D cameras [49] and extraordinary computing power which are not readily
available for portable devices. Moreover, the complicated equipment and
algorithms make the tracking session less convenient and more invasive.
In this chapter we introduce a novel noninvasive, reliable, fully automatic
algorithm for tracking nonrigid motion using a single low resolution 2D cam-
era. Our algorithm concurrently optimizes both rigid and nonrigid facial
motions in linear time from a set of visually tracked landmark points. The
nonrigid motions are coded into MPEG 4’s facial animation parameters which
are used for performance-driven avatar animation. The algorithm is highly
efficient and is able to perform in real time on a portable device. The exper-
imental results show that our system achieves more realistic animation than
other systems with the same modality.
This chapter is organized as follows. Section 4.2 reviews the related work.
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Section 4.3 describes the detail of our algorithms. The experiment setup and
results are reported in Section 4.4. Finally, Section 4.5 draws the conclusion
and discusses the future work.
4.2 Related Work
Markerless facial motion capture and retargeting animation have been draw-
ing a lot of attention in recent years. Current successful techniques exploit
multiple modalities and modelling paradigms including monocular video [50],
multiview camera racks [49, 51], and from depth images [48].
A typical tracking system consists of two main components: Visual track-
ing and motion model. For visual tracking, traditional optical flow [52] and
its variants are widely used for detecting the movement of facial features.
Recent robust tracking methods such as SIFT flow [53] and SURF [54] are
also interesting approaches to the problem. However, because of heavy com-
putation, these methods are more suitable for oﬄine analysis. For motion
models, the Facial Action Coding System (FACS) is widely used for recogniz-
ing and describing the muscular activity of the human face into Action Units
(AUs)[55]. FACS is a reliable, largest and accurate reference to determine
the categories of facial behavior and therefore is used by many successful
systems such as [48, 56]. Another system of modeling facial animation is the
MPEG-4 facial animation parameters(FAPs). With the standardized specifi-
cation and parameters independent from the facial model, the MPEG-4 facial
animation standard has been used in a broad range of applications including
entertainment, medicine and telecommunication. Some of the notable face
tracking and animation works using MPEG-4 are [50, 57].
The methods span between the extremes of the fundamental tradeoff be-
tween the quality of the model and the efficiency of tracking algorithms. On
one end, the high performance systems recover highly detailed models based
on 2D appearance features [49, 51] or 3D geometry from depth camera [48].
While providing high quality motion tracking and graphics, these methods
utilize powerful hardware setup and complicated algorithms which are not
suitable for portable or low power devices.
On the other end, many works based their tracking and fitting on a sparse
set of landmark points [58, 50, 59]. Although more efficient than the first
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type, these methods are usually able to recover the general movement of the
face but not sensitive enough to capture subtle movement. Also, the tracked
models are low-resolution and not suitable for realistic rendering. One of
the notable algorithms of this family was first proposed by Tao and Huang
[58] and has been improved by Tu [60] and Tang [50]. The real time track-
ing method is based on the piece-wise Be´zier volume (PBVD) to interpolate
the 3D NURBS surfaces from a set of control points. These surfaces form a
3D mesh which contains a set of feature points. The 2D correspondences of
these feature points are tracked by classic KLT style optical flow. The Be´zier
volume parameters and geometry are recovered by gradient descent with lin-
earized cost function’s gradient. The linearization makes the algorithm run in
real time (10fps) on personal computers. However, the assumptions of close
to zero rotation angles used in the gradient linearization make the track-
ing very unstable in nonfrontal view poses. Moreover, the PBVD free-form
surface model cannot model realistic facial expressions which may generate
erroneous tracking result.
Our work tries to find the balance of the quality-efficiency trade off by using
a hybrid 3D morphable model. The visual tracking is performed on a sparse
set of landmark points which assure the efficiency; on the other hand, these
landmark points are then fitted into a highly detailed deformation model
which will enable high quality motion analysis.
4.3 Real Time Robust 3D Face Tracking from 2D
Videos
In chapter 3, we have formulated the 3D model of an neutral face by PCA of
faces from different subjects. In this section, we will model the displacement
between the neutral and expressive models. We employ the MPEG4’s facial
animation parameters (FAPs) [61] to be the basis for deformation. Each
parameter of the FAP controls the 3D motion of a set of vertices according
to a activation of a group of muscle. The motion vectors are piecewise linear
functions of FAP values:
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P ′m = Pm + FAPU ∗ [(Ik+1 − 0) ∗Dm,k + (Ik+2 − Ik + 1) ∗Dm,k+1
+...(Ij − Ij−1) ∗Dm,j−1 + (FAP − Ij) ∗Dm,j]
(4.1)
Fig. 4.1 illustrates an example of these functions. The construction of the
motion model will be detailed in chapter 6 where we design the 3D avatar
controlled by the tracking model in this chapter.
Figure 4.1: Piecewise linear function of FAP value giving approximation of
vertex motion
The Facial animation table (FAT) for the model is constructed by inter-
polating from manual designed deformation of fiducial points following [62].
In our model, the FAP functions are assumed to be linear to FAP values.
Therefore, the displacement from the neutral model is the linear combination
of unit displacements:
S ′ = S + F
−→
λ , (4.2)
where S ′ is the expressive face which is the result of the deformation from
the neutral face S; F is the linear FAP basis; and λ are FAP values.
When projected to 2D image space, the projection of the vertices of S ′ are
given by:
S ′′ = M(RS ′ + t), (4.3)
whereM is camera projection matrix, R is rotation matrix and t is translation
vector.
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To improve the efficiency, similar to the algorithm in chapter 3, our algo-
rithms search for parameters in a subspace of m 2D landmark points of S ′.
Resampling the shapes from Eq. 3.2, 4.2, and 4.3, we have these formulas
for the subvectors:
s = s¯+ p−→α (4.4)
s′ = s+ f
−→
λ (4.5)
s′′ = M(Rs′ + t), (4.6)
where s¯ , s, s′, s′′,p, f are the subvectors of S¯, S, S ′, S ′′,P respectively.
In the synthesis for analysis framework, the cost functions of the initial
fitting and the motion model fitting are
cmotion(σ, λ, c, R, t) = ||s∗ − c(R(s+ f−→λ ) + t)||2, (4.7)
where s∗ is the 2D target landmark points.
This cost function is similar to the fitting cost function in chapter 3 and is
solved similarly. After processing on each frame, the visibility of the feature
points is updated by checking z-buffer generated from the full model. Only
the visible feature points in the previous frame are used for tracking the face
in the next frame.
After the FAP values λ are recovered, they are used to reconstruct the full
detail mesh by applying
4.4 Experimental Results
In our experiment, we train the initial fitting model on USF 3D dataset [8]
which consists of 100 samples, normalized into 8955 vertices. For the test
set, we use the publicly available BU-4DFE dataset [63] to render videos
of subjects with different expression and rigid movement. The BU-4DFE
database was created at the State University of New York at Binghamton
by Yin et al. This database captures the dynamics of 3D expressive facial
surfaces over a time period of 101 subjects, including 58 females and 43
males of different ethnicity: Asian, Black, Hispanic/Latino, and White. For
each subject, there are six 3D face model sequences corresponding to the
six fundamental facial expressions (namely anger, disgust, happiness, fear,
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Figure 4.2: Frames of generated video from BU-4DFE as test data.
Figure 4.3: Mean color error over the frames.
sadness, and surprise). In each sequence, the face models are captured at the
rate of 25 models per second. Each face model in a sequence contains the
shape and texture of the subject during an expression period. All expression
periods typically last about 4 seconds (approximately 100 frames).
With each sequence in the database, we set the first frame near frontal
view, then gradually change the pan angle between -30 and 30 degrees, and
translate in both directions over the frames. A sample of synthesized videos
is demonstrated in Fig. 4.2.
We have our algorithm running fully automatically on the test videos. For
initial landmark detection, we employ the CompASM algorithm [64] to detect
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83 landmark points. On the other frames, the landmarks are visually tracked
by KLT optical flow algorithm [65, 52].
For quantitative evaluation, we compare the pixel values of the face areas
in the input frames with those on rendered frames from the avatar. The root
mean square error of the algorithm is RMSE = 17.67 where the pixel value
ranges from 0 to 255. Equivalently, the mean signal-to-noise ratio is SNR =
23.18 dB.
In a more detailed analysis, we observe that the error does not distribute
uniformly throughout the frames of the video. Fig. 4.3 shows the mean
RMSE over the input video frames. The errors are higher near the 30th and
90th frames. These are the frames with highest pan angles of 30 degrees.
This phenomenon results from the fact that when the pose is farther from
frontal, more landmark points are invisible. More importantly, at higher pose
angles, the linearized assumptions are less valid, which introduces error to
the approximated fitting algorithm.
Further indirect quantitative evaluation of the tracking algorithm will be
reported in chapter 6 by comparing the synthesized images with the original
input video frames.
4.5 Concluding Remarks
In this chapter, we introduced a new efficient, robust and accurate algorithm
for nonrigid tracking of 3D shape model of human faces to a monocular video
sequence. The algorithm is implemented into a complete fully automatic
system running in real time on regular portable computers. The algorithm’s
outstanding efficiency and high performance show plentiful potential for an-
imation and teleconference applications.
In the next two chapters, we will investigate the use of geometry and
motion recovered by the algorithm in driving high quality photorealistic per-
formance driven avatar and recognizing subject’s emotion.
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CHAPTER 5
3D FACE MODELING FROM RGB-D
IMAGES
5.1 Introduction
In the 3D model fitting and tracking algorithms introduced in chapter 3 and
chapter 4, the 3D information of the model is predicted from a 2D geometrical
measure of landmark points with the help from the prior morphable model.
Although requiring only universal available imaging devices, these 2D ap-
proaches have to predict 3D shape information purely from the statistical
model. In several cases, this nature introduces instability and inaccuracy to
the shape model fitting. They also require costly iterative procedures which
concurrently optimize the body rigid transformation and facial deformation.
With the availability of the commodity 3D sensing devices such as Mi-
crosoft Kinect, Asus action pro, Intel perceptual computing camera, the
active sensed depth signal can be acquired at low cost. The depth signal
captured by these devices, although noisy, provides a reliable source of 3D
information for the model. In this chapter, we introduce a new set of algo-
rithms which take input as RGB-D images from the commodity 3D cameras
and operate efficient and stable simultaneous alignment and deformation op-
timization for 3D dynamic model fitting. In Section 5.2, we introduce the
3D morphable model fitting algorithm using a sequence of RGB-D image
frames. After that, Section 5.3 discusses the tracking algorithm which an-
alyze and integrate the nonrigid deformation and rigid movement of facial
shape simultaneously. The further discussion is given in Section 5.4 .
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5.2 3D Face Model Fitting with RGB-D Signal
In chapter 3, we introduce our iterative linearized morphable fitting algorithm
using 2D feature points detected from a single RGB frame. The algorithm
enables predicting 3D geometric structure of the face from 2D cues by pro-
jecting the feature vectors from 2D landmark points to a linear subspace
of 3D shape. Although efficient and robust to texture noise, the approach
made an assumption that the variation in depth can be predicted from 2D
geometry. Relying on this loose assumption sometimes leads the algorithm
to unstable fitting results in difficult situations such as high pose angles. We
propose to update this algorithm to work with RGB-D camera, in which the
3D feature points are extracted and guide the fitting process. The overall
framework is depicted in Fig. 5.1.
Although readily available from the devices, the depth measures given by
commodity depth cameras are normally noisy and having holes. In order
to get reliable 3D points for fitting algorithm, we have a preprocessing step
of accumulating a sequence of depth frames and integrating them into one
single model. This process is done in a simultaneous localization and mapping
(SLAM) algorithm. We used the system presented by Meyer and Do in [66]
for aggregate a set of noisy depth frames and build up a surface by volumetric
representation.
After the raw models are reconstructed from a collection of frames, the 2D
facial feature are extracted from one of the RGB frame used for building the
model. They are then mapped to the point cloud for the 3D feature points.
With the 3D feature points under the correspondence with the morphable
model, we can fit the morphable model using an iterative procedure consisting
of two steps. At the rigid body movement step, the 3D feature points are
matched with the counterparts of the morphable model using SVD based 3D
alignment technique [67]. Comparing to the counterpart step in 2D fitting,
this step can be done much more efficiently thank to the close form solution
available for 3D point cloud alignment. At the second step of each iteration,
we fit the 3D morphable model by projecting the residual of the aligned 3D
feature map to the canonical space spanned by PCA model using equation
3.5 in Section 3.3.
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Figure 5.1: Work flow of fitting 3D morphable face model from sequence of
RGB-D image frames.
5.3 Expressive Model Tracking with RGB-D Signal
When fitting the expressive model from 2D videos using the algorithm in
chapter 4, the depth components of the tracked feature points are generated
from the statistical deduction. Therefore not only their accuracy is affected
but also there is an apparent limitation on the FAPs related to only z di-
rection, such as FAP 14 “Thrust jaw” or FAP 16 “Push bottom lip”. To
alleviate the problem, we propose to update the tracking algorithms so that
it can take advantage of the depth signal from RGBD cameras for more
reliable tracking result.
In this method, the whole depth image region of the face is used by the
ICP engine for rigid tracking. Although depth signals are noisy and not
suitable for nonrigid detail tracking, the facial area of the depth frame pro-
vides enough information to the appearance based approach for reliable rigid
motion estimation. We again use the implementation of Meyer and Do [66]
for efficient ICP alignment using GPUs. Concurrently, the 2D landmark
points are visually tracked on RGB image using optical flow. The tracked
landmarks are then used for the next step of nonrigid alignment by optimiz-
ing cost function 4.7 by linear least squares. Because the two processes are
done on two different processing units: rigid tracking on GPU and nonrigid
tracking on CPU, we have little overhead in computation. The procedure is
further illustrated in Fig. 5.2.
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Figure 5.2: Work flow of tracking and fit the expressive morphable face
model from an RGB-D image frame.
Figure 5.3: Illustration of the collaboration of depth and RGB signal in
reconstruction. The correspondences are found in RGB frame, mapped to
depth frames and point clouds, then used for transformation estimation
5.4 Concluding Remarks
Although straightforward and efficient, the methods introduced may have to
deal with the fact that the depth signal has a much higher noise level than the
other two coordinates of landmark points. This challenge can be alleviated
by filtering the depth signal with some smoothing kernel. The resolution of
depth image is significantly larger than the number of feature points needed
to track; therefore, the neighborhood area can have a good chance to give
the feature point a better estimation of depth through filtering.
Also, in the proposed method, the two channels of the RGB-D images
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are processed separately and their processed results are combined by a late
fusion style. Another interesting direction for early combining RGB and
depth component is demonstrated in Fig. 5.3. In this method, the salient
feature points such as SIFT or SURF interest points are detected on RGB
images, they are then mapped to depth frame. The two 3D points set are
then used to find alignment parameters. This direction will be investigated
in future research.
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CHAPTER 6
3D EXPRESSIVE AVATARS
6.1 Introduction
Facial animation is among the most important topics in computer graphics
with many applications in entertainment, communication and human com-
puter interaction. Building realistic, detailed, complete 3D model of the face
and creating appealing natural movements of the model is the objective of
many attempted approaches in recent decades. With the advance of 3D sens-
ing and analysis technology, the process of operating an expressive 3D face
model (or facial rigging) has attracted more intention in the recent years. A
thorough review of important techniques can be found at [68].
The variety of rigging techniques provides a broad range of virtual char-
acter animation graphics quality. The more detailed models usually provide
better rendering but in the meantime require more careful design, human
labeling label and computing resources. In this chapter, we introduce a face
model generated from the 3D model reconstructed from 2D images and con-
trolled by 3D tracking from 2D videos. The motion parameters recovered
from real time tracking are represented as MPEG4 FAPs. These parameters
can be used to play any facial animation rigs that are MPEG-4 compliant.
We compare the avatar animation performance with another system of the
same modality and show that our system achieves higher quality both visu-
ally and quantitatively. At the latter section of the chapter, we examine 3D
face model based video coding which is one use-case of the avatar animation
technique.
50
6.2 Avatar Construction
The avatar is at the center of our facial animation rig. It consists of a fully
textured 3D mesh with 8955 vertices in correspondence and a set of FAP
definition tables. Each table includes the unit movements applied to the
related vertices. In this section, we will examine the structure and procedure
for building these two components.
6.2.1 Shape and texture model
We use the algorithm described in chapter 3 for recovering shape and texture
from a frame of the video. This process can be done at the beginning of the
session or can be done oﬄine. The detailed mesh with full texture is stored
at local site or transferred to remote site before the tracking session starts.
6.2.2 Motion model
Designing the motion model for 3D models has been an important task for
building functioning avatar. The blendshape based presentation is the most
widely used motion model [69]. The model synthesizes the movement of all
the vertices in the mesh as a linear combination of a basis of fundamental
movements. In these models, constructing the new deformed version of the
model is reduced to finding the blendshape parameters. The most common
methods of building blendshape rigs are using Facial Action Coding System
(FACS) and MPEG-4’s Facial Animation Parameters (FAPs).
These blendshape rigs are normally created by two methods, either trained
from groundtruth data or from manual design. In our system, the blend-
shapes are designed following FAPs standard and are created using both
manual design and data interpolation. The unit deformation are manually
created on the sparse set of feature points, then interpolated for other vertices
of the mesh following the method described in [62].
Illustrations of some of the FAPs movement of original feature points and
interpolated on mesh’s vertices are shown in Fig. 6.1
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Figure 6.1: Examples of Facial animation table of some FAPs. (a): FAP5
“Raise b midlip” (b): FAP33 “Raise l m eyebrow” (c):FAP39
“Puff l cheek”. Color of circles indicates the intensity of motion applied on
the specific location when the FAP is activated. Stars are the feature points
affected by the FAP.
6.3 Performance-driven Avatars
The avatar with the geometry and motion model constructed can be played
by multiple source of controlling factors, such as text, speech, emotion or per-
formance. In this section, we will introduce our performance driven avatar.
In the performance driven avatar application, we analyze the video frame and
estimate the facial motion represented by FAP values. These FAP values can
be used to control any compatible face model to generate facial animation
that resembles the facial actions of a performer in the video. The deformed
face are recovered by using Eq. 4.2.
In the case the rendered avatar is of the performer, the system will be
acting as a video encoding and decoding system. The avatar can also be of
another subject or a cartoon character. In that case we have a performance
driven animation. The experimental results of these application are shown
in Section 6.5.
6.4 3D Model-based Video Coding
The performance driven avatar can be used as the core engine for the 3D
model based video coding paradigm. At the transmitting end, the facial
motions from tracking are regulated into MPEG4’s FAPs. When transmitted
to the receiving end, these parameters are used to play the speaker’s avatar.
This paradigm forms a video coding system with very high compression ratio.
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Potentially, the avatar can be edited for aesthetic purposes. Also, its motion
can be adjusted for video stabilization or gaze modification.
Specifically, consider the scenario of asymmetrical teleconference, where
one stationary end with multiple users and several mobile ends with single
users are communicating with each other. Extension to multiple stationary
sties can be made by integration with an existing symmetric teleconference
system. At the stationary end, the active speaker is first detected; and
the identity/face/expression of the speaker is robustly extracted using both
intensity and depth cameras. The extracted information, which is essential
to convey a feeling of in-person conversation, can be transmitted to mobile
ends in the form of the parameters of a speaker appearance model. At the
mobile end, the received information can be used to render an avatar of the
current speaker.
6.5 Experimental Results
The motion parameters including the rigid transformation and FAP values
fitted by the motion model are used to animate the fitted avatar of the
subject. In this face model, the teeth, tongue and hair were not modeled
due to the difficulty of precisely reconstructing these components from the
2D face image. A selected subset of 31 FAPs was used in the experiment,
and only the FAP values of these 31 FAPs needed to be converted from the
estimated action unit weights for each video frame. The FAT of the face
model contained only one interval of FAP values for every FAP. Therefore,
the FP motion was strictly linear, and the action unit to FAP conversion
degenerated to a normal overdetermined linear least-squares problem. The
estimated head rotation angles were directly assigned to three special FAPs,
namely Head pitch, Head yaw, and Head roll, and the estimated head transla-
tion distances were applied to the whole geometry of the face model through
a direct transformation.
We also use the pose angles and FAP values to play another pre-built
avatar named ‘Obama’. Examples of these results are shown in Fig. 6.2. We
compare the results of our system with those of a tracking algorithm based
on Piecewise Bezier volume (PBVD) [70]. The comparison shows that the
quality of our avatar rendering is visually significantly better in both stability
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Figure 6.2: Examples of performance driven avatar. First row: input video
frame with tracked landmarks; red: visually tracking result, cyan: model
fitted result. Second row: rendering of the subject’s avatar. Third row:
rendering of the ’Obama’ avatar.
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Figure 6.3: Comparison of avatar quality on some examples. First row:
input frames. Second row: our avatar rendering. Third row: PBVD [70]
avatar rendering.
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and image quality. Some examples of the comparison are shown in Fig. 6.3.
6.6 Discussion
In this chapter, an MPEG4 real-time performance-driven avatar based on
a robust facial motion tracking algorithm is proposed. The avatar system
has been demonstrated to be appealing, efficient, and flexible. The system
employs an effective facial motion tracking algorithm that accurately tracks
facial movements without the requirement that a performer wear intrusive
facial markers. Both facial motion tracking and facial animation are efficient
enough to be performed at a rate of 30 FPS on a fast PC. The system
is compatible with any MPEG4-compliant face model and is ready to be
integrated into any MPEG4-based very low bit rate video communication
system.
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CHAPTER 7
EXPRESSION RECOGNITION FROM 3D
DYNAMIC FACES
7.1 Introduction
Expression recognition from 3D facial data is a new and interesting problem.
Several baseline methods have been introduced and gave very promising re-
sults as in [71] and [72]. In another direction, research has also been done
on studying the dynamics of facial expressions in 2D images [73], proving
that looking at sequences of face instances can help improve the recognition
performance. These initiatives give us the awareness that facial expressions
are highly dynamical processes in the 3D space, and therefore observing the
state transitions of 3D faces could be a crucial clue to the investigation of
the inner state of human subjects.
Recently, this direction is getting more attention with the introduction of
appropriate databases such as the BU-4DFE database developed at Bing-
hamton University [74]. It is also inspired by the revolution of inexpensive
acquisition devices such as the consumer 3D cameras. One of the challenges
for expression recognition using data from these low-end devices is that most
of them are noisy and low resolution depth images. In such conditions, ex-
pression recognition using traditional methods based on tracked facial feature
points can be sensitive to the low quality. Moreover, tracking facial feature
points as a preprocessing step by itself would require more computations and
thus make the systems less able to satisfy the real-time requirement. This
situation shows the urgent need for a robust and efficient feature represen-
tation for 3D facial shapes together with a high performance classification
algorithm to exploit the features for expression recognition.
In this work, we propose to use a level curves based representation of 3D
faces for expression recognition. A similar representation was applied to face
recognition by Samir and colleagues [75]. To the best of our knowledge, it
57
Figure 7.1: Framework of expression recognition from 3D dynamic faces
using facial level curves.
has not been used for expression recognition. Besides being powerful and
robust, one advantage of this representation is that the level curves can be
extracted directly from depth images with some simple preprocessing steps.
On top of the representation, we introduce a novel method to measure the
distances between the corresponding level curves of two 3D facial shapes,
which are then used as spatio-temporal features for expression recognition.
The method is based on the Chamfer distances of normalized segments par-
titioned from the level curves by an arclength parameterized function. This
feature extraction method does not require feature point localization, and
can deal with low resolution depth images. These characteristics make the
method very friendly with low-end acquisition devices and the requirement
of fast processing.
We further apply universal background modeling and maximum a posteri-
ori adaptation for hidden Markov models (HMMs), leading to an HMM-based
decision boundary focus classification algorithm. Combined with the pro-
posed feature extraction method, this classification algorithm yields a high
overall F1 score of 86.67% on the BU-4DFE database in our preliminary ex-
periments. The overall pipeline of our expression recognition framework is
depicted in Fig. 7.1.
In contrast to previous experiments [76], in this version we improve the
processing time which allows us to include more subjects in the tests. We also
did experiments with state-of-the-art classifications such as support vector
machine to make comparisons and further evaluate the performance of our
classification method.
This chapter is organized as follows. Section 7.2 reviews the related work.
Section 7.3 describes the details of the proposed feature extraction method,
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and Section 7.4 details the proposed HMM-based decision boundary focus
classification algorithm. In Section 7.5, the experiments and results are pre-
sented. Finally, Section 7.6 draws the conclusion and discusses the future
work.
7.2 Related Work
Shape representation and feature extraction for the analysis of 3D facial data
have gained increased attention recently. In this section, we review some
existing approaches that use 3D face models for facial expression recognition
and some shape representation methods related to ours.
In an intuitive way of analyzing facial expressions, several works, such as
[77], [78] and [79], follow the traditional approach of using temporal models
to estimate the movements of the facial feature points. These features are
used to detect the activation of action units (AUs) which are related to the
emotional states of the subject.
In a different way, a dense correspondence frame is built based on a set
of predefined landmarks. The arrangement of the corresponded dense point
set is used as the feature for classification. Mpiperis and colleagues, in [71],
use a correspondence frame built by a subdivision surface model using a
set of predefined feature points. The members of the 3D correspondence
frame are then used as raw features in a bilinear model which helps separate
the identity and expression factors in 3D static data. A tensor-like model
is built as PCA subspaces, both among people and across the expressions.
With such a relatively simple model, they can afford to utilize the dense
features of thousands of dimensions and give impressive recognition results.
A dense correspondence can provide very informative features of the facial
shape but will face the curse of dimensionality. Extracting the geometrical
shape features at some important locations such as the convex parts, high
curvatures areas, and saddle points may reduce the vector size while still
keeping the representation robust. One example is the primitive label distri-
bution used in a recent work by Yin et al. [72]. Whilst the feature definitions
of the primitive label distribution are intuitively meaningful and shown to
work well on studio data, the computation of curvatures in general involves
numerical approximation of second derivatives and may be susceptible to
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observation noise.
Up to the present, most of the 3D face expression recognition works are
based on static data. In a pioneer work that exploits dynamic data [80],
Sun and Yin extracted sophisticated features of geometric labeling and use
2D HMMs as classifiers for recognizing expressions from 3D face model se-
quences. Their method has led to very promising recognition performance.
In a more recent work [81], Sandbach et al. introduce the use of free-form
deformations to capture the 3D motion between 3D shape frames, then use
HMM to do expression classification from sequences of BU-4DFE database.
Their methods reached the F1 score of 83.33% in 3 expressions classification.
In the aspect of 3D facial shape representations, Samir et al., in [82], de-
velop an intrinsic mathematical and statistical framework for analyzing facial
shapes for face recognition based on facial level curves. In that framework,
the shape representation is similar to ours. However, the distance func-
tions used to extract and compare the level curves are significantly different.
In Samir et al.’s work, they use the geodesic distances based on an angle
function, which are shown to be relatively invariant to expressions [83] and
therefore are more suitable for face recognition. Instead, in our work, we pro-
pose the localized Chamfer distances which present better local deformation
which is correlated with expression changes.
7.3 Facial Level Curves Based Representation of 3D
Shapes
Facial level curves are defined to be the planar curves constituted from a facial
surface, which are created by extracting the points with the same values of
a distance function to a center points [75]. In our approach, the distance
function is chosen to be the height of the points in a normalized coordinate
system. In this section, the method for extracting facial level curves and the
method for comparing level curves and sets of level curves are described in
detail.
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Figure 7.2: Facial surface alignment. (a): Raw shape, (b): Aligned shape.
7.3.1 Data preprocessing
Using the height information as the distance function has the advantages of
fast processing time, being convenient with the input of range images and
sensitive to expression changes. The most important challenge of using this
function is the fact that it is not invariant to viewpoint changes. Therefore, in
order to extract useful features with this distance, we need to perform several
steps of preprocessing, namely pose normalization and face area extraction,
to make sure the features extracted are unbiased and noise is not introduced
by different viewpoints. Moreover, normalization will help us reduce the
effect of identity variations among different subjects.
The face area and location of the nose and two eyes on a color image are
located by the Pittpatt face detection and tracking library [84, 85]. This
area is back-projected to the 3D model to located the facial points in the 3D
space. The outlier points are cut off from the mesh. The clean point cloud
is then aligned so that it will be frontal when looking down from the z axis
and the nose tip is to be at the coordinate center. The original and aligned
faces are compared in Fig. 7.2.
In the next step of normalization, the face model is scaled down by suitable
ratios for all of the three dimensions and stored in a range image. The purpose
of this step is to squeeze a face model to make it fit in a fixed-size cube which
will help reduce the variation in the geometry of the face and provide the
semantical correspondence of the levels across different surfaces. The depth
images are then ready to be fed into the main feature extraction process. A
sample result of the preprocessing step is show in Fig. 7.3(a).
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Figure 7.3: Range image formation and facial level curves extraction in
Matlab’s jet colormap. (a): Normalized range image, (b): Extracted facial
level curves.
7.3.2 Shape representation
In our framework, a facial shape is represented as a collection of planar curves
obtained by having a plane parallel to the xy plane moving down along the
z axis to cut the aligned surface. At each level, the intersection of the plane
and the surface is a planar curve. In the experiments, this process is done
by going through various height levels. At the level of height h, we find all
the points with a height in the range of (h − δ, h + δ), with δ being some
predefined constant. This set of points form a band with the thickness of
2δ. Projecting this band to the xy plane and finding a contour through the
points, we have a planar facial curve. A sample of the extracted curves of a
sample face is shown in Fig. 7.3(b). The curves are then stored as binary
images, which has value one at curve points and zero at others.
Based on the level curve representation of facial surfaces, the deformation
of the face over time is extracted by comparing the faces in two consecutive
frames in the sequence. The method of defining and extracting distances
between curves and faces is described in the next section.
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7.3.3 Localized Chamfer distances for curve and surface
comparison
On top of the facial curves based representation method, several ways to
estimate the deformation of 3D faces are introduced. In [86], Klassen et
al. propose to use geodesics in the preshape space to compare 3D facial
curves using direction functions or curvature functions. Using a similar shape
representation as the one used in our work, Samir et al. compare two curves
by finding the shortest geodesic path between the curves and use the L2 norm
of the curves as the distance between the two faces [82].
In our work, with the objectives of building the features which can be
extracted efficiently while at the same time exposing the deformation of the
curves at local locations instead of the global deformation of the entire closed
curves. This inspires us to segregate each facial curve into a set of small seg-
ments at corresponded locations and extract the deformation of each segment
over time. With that intention, we propose to use the Chamfer distances of
curve segments partitioned by a set of arclength boundaries which we call
localized Chamfer distance. The detail of the partition process will be ad-
dressed next.
Given that a planar curve is simple (i.e. with no self crossings) and closed,
it can be represented by an arclength parameterized function [86]:
α(s) : [0, 2pi]→ R2. (7.1)
.
This function gives the 2D location of the curve points given the angle
between the line connecting them to the coordinate center and the Ox axis
(i.e. the corresponding arc length of the unit circle).
The partition of the curve into n curve segments is done by breaking the
function into n functions with the supports to be subsets of the main func-
tion’s support. Each subset corresponds to an equal range of arclength s.
The curve segment number i is defined by
αi(s) : [i
2pi
n
, (i+ 1)
2pi
n
)→ R2. (7.2)
This segment partitioning process is equivalent to dividing a binary image
of a curve into n sectors, with each sector covering an angle of 2pi/n radians.
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Figure 7.4: The partitions of facial curves into bins by the arclength
parameterized function. In this case, there are 20 segments made from a
curve
The segments are the part of curves lying in the corresponding sectors. The
illustration of this process in the case of 20 bins is depict in Fig. 7.4.
In our current method, because we have only one center point located at
the nose tip, the curves are not always simple and closed, such as the ones
drawn in Fig. 7.5. Therefore, the arclength parameterized map is not strictly
a function. However, we can still use the map in the same manner to obtain
the curve partition with the similar intuitive meaning. The ultimate way to
solve this problem is to use many center points and choose the suitable ones
for different parts of curves so that they will satisfy the closed and simple
requirements. This improvement will be implemented in future work.
The comparison between two same-level curves is done by finding the
Chamfer distances of the n pairs of curve segments and stacking them up
to form a distance vector. This vector represents the deformation intensity
of the level curve over time in different directions. The distance vectors of the
curves are further stacked to represent the deformation of the face. There-
fore, at each frame transition we have a raw feature vector of n×l dimensions
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Figure 7.5: Comparison between two sample curves. (a): Two curves
superimposed on each other. (b): One curve superimposed on the other’s
distance transform image. The white lines indicate partition boundaries.
where l is the number of curves used. A sample of two curves being compared
is depicted in Fig. 7.5
This representation indirectly implies a reference frame for correspondence.
As the faces are now not represented as a set of points, this type of correspon-
dence does not show the displacement of one particular point on the facial
skin. Instead, comparing two corresponding curve segments of the same level
and same sector from two consecutive frames shows how the facial shape de-
forms at that relative location in space over time. Hence, this representation
is able to express the shape deformation in the spatio-temporal realm.
In practical experiments, this representation may face the curse of dimen-
sionality, due to the size of the distance vectors. Also, it only represents
the deformation at one particular point in time whereas the current bigger
context of the dynamics can make the feature more expressive. To alleviate
those challenges, we utilize several steps of distance metric learning on the
features which are detailed in the next subsection.
7.3.4 Distance metric learning
In our framework, we perform context expansion of the feature vectors. For
each frame, we form an augmented vector by stacking up the feature vec-
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tors of the previous, current and future frames. This augmented vector is
called the context expanded feature vector of current frame. Context expan-
sion takes into account the temporal dynamics of the feature vectors, and is
demonstrated to be an important stage for expression recognition from 3D
dynamic faces. After context expansion, the feature vector has the size of
3× n× l which spans a space of thousands of dimensions. To reduce the di-
mensionality we use principal component analysis (PCA), followed by linear
discriminant analysis (LDA). After this step, the feature vectors are ready
to be used in the main classification algorithm.
7.4 Decision Boundary Focus Classification with
Hidden Markov Models
In this work, we adopt hidden Markov models (HMMs) [87, 88, 89] for facial
expression classification. An HMM is a doubly stochastic process which
consists of an underlying discrete random process possessing the Markov
property (namely a Markov chain having a finite number of states) and an
observed random process generated by a set of probabilistic functions of the
underlying Markov chain, one of which is associated with each state of the
Markov chain. At a discrete time instant, the HMM is assumed to be at a
certain state, and an observation is generated by the probabilistic function
associated with that particular state. The underlying Markov chain changes
its state at every time instant according to some state transition probability
distribution. Note that within an HMM, it is only the observations that
are seen by an observer, who does not have any direct knowledge of the
underlying state sequence that generated these observations. HMMs have
been proven to be a natural and effective probabilistic models for sequential
data such as audio, speech and video.
However, due to their generative nature, HMMs may not perform as well
as discriminative models for the classification purpose when there is insuf-
ficient training data. To overcome this difficulty, we introduce a strategy
based on the maximum a posteriori (MAP) adaptation of a universal back-
ground model (UBM) to generate the individual states of the class-dependent
HMMs. For reasons that will be clear shortly, this strategy enhances the dis-
criminatory power of the class-dependent HMMs by focusing on the decision
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boundaries when applied to classification tasks.
7.4.1 HMM-based facial expression recognition
Without loss of generality, we assume that a 3D facial expression model
sequence is effectively represented by a sequence of observation vectors O =
o1o2 · · ·oT . The joint probability distribution of O is a generative model
which could have generated O. Let p(O|c) denote the class-dependent model
for facial expression c. The Bayesian or minimum-error-rate classification
rule [90] is given by
c = argmax
c
p(c|O) = argmax
c
p(O|c)p(c), (7.3)
where p(c) is the prior probability of facial expression c. In this work, p(O|c)
is modeled by an HMM, namely
p(O|c) =
∑
q1q2···qT
[
picq1b
c
q1
(o1)
T∏
t=2
acqt−1qtb
c
qt(ot)
]
. (7.4)
The above formulas form the basis of HMM-based facial expression recog-
nition.
7.4.2 The Baum-Welch learning algorithm
To perform HMM-based facial expression recognition, we need to learn a
class-dependent HMM for every facial expression. An HMM is completely
determined by its parameters λ = {A,B,Π}. Here, A is the state transition
probability matrix whose entries, aij = P (qt = Sj|qt−1 = Si), 1 ≤ i, j ≤ N ,
specify the probabilities of transition from state Si to state Sj at time t. B is
the state emission probability matrix whose entries, bjk = P (ot = vk|qt = Sj),
1 ≤ j ≤ N, 1 ≤ k ≤ M , specify the probabilities of emitting an observation
symbol vk given that the model is in state Sj at time t. Π is the initial state
probability matrix whose entries, pii = P (q1 = Si), 1 ≤ i ≤ N , specify the
probabilities of the model being initially in state Si. For the case of continu-
ous observations, the entries of the state emission probability matrix are given
by continuous probability density functions, namely bj(ot) = P (ot|qt = Sj),
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1 ≤ j ≤ N . One important class of continuous probability density functions
widely used for the state emission densities of the continuous-observation
HMM is the Gaussian mixture density functions of the form
bj(ot) =
M∑
k=1
cjkN(ot|µjk,Σjk)
1 ≤ j ≤ N, 1 ≤ k ≤M, (7.5)
where M is the number of Gaussian components, cjk is the k
th mixture
weight, and N(ot|µjk,Σjk) is a multivariate Gaussian density function with
mean vector µjk and covariance matrix Σjk. Since bj(ot) is a valid probability
density function, the following constraints must hold:
cjk ≥ 0, 1 ≤ j ≤ N, 1 ≤ k ≤M (7.6)
M∑
k=1
cjk = 1, 1 ≤ j ≤ N. (7.7)
The Baum-Welch algorithm [87] for learning the parameters of an HMM, λ,
given an observation sequence, O = o1o2 · · · oT , is an iterative re-estimation
procedure that increases the log likelihood P (O|λ) monotonically. It is based
on an efficient algorithm known as the forward-backward algorithm. In the
forward algorithm, a “forward” variable, αt(i), is defined as the probability
of the partial observation sequence up to time t and state Si being occupied
at time t
αt(i) = P (o1o2 · · · ot, qt = Si|λ)
1 ≤ i ≤ N, 1 ≤ t ≤ T. (7.8)
The following iterative formulas are used to compute the α’s efficiently:
α1(i) = piibi(o1), i = 1, 2, · · · , N (7.9)
αt(j) =
[
N∑
i=1
αt−1(i)aij
]
bj(ot)
j = 1, 2, · · · , N, t = 2, 3, · · · , T. (7.10)
In the backward algorithm, a “backward” variable, βt(i), is defined as the
probability of the partial observation sequence from time t + 1 to T given
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that the state Si is occupied at time t
βt(i) = P (ot+1ot+2 · · · oT |qt = Si, λ)
1 ≤ i ≤ N, 1 ≤ t ≤ T (7.11)
Likewise, the following iterative formulas are used to efficiently compute
the β’s:
βT (j) = 1, j = 1, 2, · · · , N (7.12)
βt(i) =
N∑
j=1
aijbj(ot+1)βt+1(j)
i = 1, 2, · · · , N, t = T − 1, T − 2, · · · , 1 (7.13)
Starting with random initialization (or initialization with a smarter scheme)
of the model parameters λ, the Baum-Welch algorithm proceeds as follows:
(1) Re-estimation of the new model parameters λˆ:
pˆii =
α1(i)β1(i)∑N
j=1 α1(j)β1(j)
(7.14)
aˆij =
∑T−1
t=1 αt(i)aijbj(ot+1)βt+1(j)∑T−1
t=1 αt(i)βt(i)
(7.15)
cˆjk =
∑T
t=1 γt(j, k)∑T
t=1
∑M
k=1 γt(j, k)
(7.16)
µˆjk =
∑T
t=1 γt(j, k)ot∑T
t=1 γt(j, k)
(7.17)
Σˆjk =
∑T
t=1 γt(j, k)(ot − µˆjk)(ot − µˆjk)T∑T
t=1 γt(j, k)
(7.18)
where 1 ≤ i, j ≤ N, 1 ≤ k ≤M , and
γt(j, k) =
αt(j)βt(j)∑N
i=1 αt(i)βt(i)
cjkN(ot|µjk,Σjk)∑M
m=1 cjmN(ot|µjm,Σjm)
(7.19)
(2) Test of convergence: If ‖λˆ − λ‖2 < θ (a threshold), the Baum-Welch
algorithm converges. Otherwise, set λ = λˆ and go to step (1).
Note that in the above Baum-Welch re-estimation formulas, γt(j, k) can be
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viewed as the posterior probability that the observation ot was generated from
state Sj and accounted for by the k
th component of the Gaussian mixture
density of state Sj, given the current model parameter λ.
7.4.3 Universal background modeling and maximum a
posteriori adaptation
The Baum-Welch algorithm is a maximum likelihood learning technique for
learning the model parameters of an HMM given a set of training observa-
tion sequences. Given a sufficient amount of training data, the Baum-Welch
algorithm can be used to learn high-quality HMMs. However, in situations
where there is insufficient training data available for learning an HMM, the
Baum-Welch algorithm is likely to lead to a poorly estimated model. This
is known as the over-fitting problem, which is a general property of maxi-
mum likelihood estimation techniques. To overcome this difficulty, we intro-
duce universal background modeling. Universal background modeling was
originally proposed for biometric verification systems which use a universal
background model (UBM) to represent the general and person-independent
feature characteristics to be compared against a model of person-specific fea-
ture characteristics when making an accept or reject decision. For example,
in a speaker verification system, the UBM is a speaker-independent Gaussian
mixture model (GMM) trained with speech samples that come from a large
set of speakers, which is used when training the speaker-specific model by
acting as the prior model in MAP parameter estimation [91]. Under the con-
text of HMMs, the UBM is obtained as follows. We first pool the separate
training data for learning the individual HMMs together to form an aggre-
gated training data set. This aggregated training data set is normally large
enough that we can assume that it is likely to capture sufficient variations in
the population of the data. We then use the Baum-Welch algorithm to learn
a single global HMM based on the aggregated training data set. We call this
single global HMM learned on the aggregated training data set the UBM, as
this single global HMM is supposed to represent the probability distribution
of the observations drawn from the population of the data. The UBM is in
general a well-trained and robust model, from which we can derive particular
individual HMMs specific to small amounts of training data using the MAP
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adaptation technique for HMMs, as described in detail next. An HMM that
is adapted from the well-trained UBM with a small amount of training data
is proven to be far more robust than an HMM that is learned directly with
the same small amount of training data using the Baum-Welch algorithm.
The rationale behind universal background modeling and adaptation is as
follows: In the Bayesian or minimum error classification rule, an optimal
decision boundary is formed by the posterior probability distributions of two
classes, which may be computed from the class-dependent likelihood proba-
bility distributions of the two classes, respectively. There may be a lot of fine
structures in the class-dependent likelihood probability distribution of either
class, and normally we require a lot of training data to learn these fine struc-
tures. However, as far as the classification problem is concerned, only the
regions of the class-dependent likelihood probability distributions near the
decision boundary are important. The fine structures of the class-dependent
likelihood probability distributions which are away from the decision bound-
ary are of no use. Therefore, it is a waste of the precious training data to
try to learn these fine structures all over, and more disastrously, the fine
structures (both near and away from the decision boundary) will never be
properly learned if the available training data is insufficient. The introduc-
tion of universal background modeling allows us to learn the fine structures
irrelevant to the classification problem using a large aggregated training data
set, and focus on the regions near the decision boundary by learning the fine
structures within these regions using small amounts of training data.
The concept of universal background modeling is related to the more ele-
gant Bayesian learning theory [92]. In Bayesian learning, a prior probability
distribution is imposed on the model parameters, which will be adjusted as
more and more evidence is present. The UBM may be considered as a prior
model corresponding to the prior probability distribution of the model pa-
rameters. Bayesian learning is a powerful learning paradigm which has many
advantages over maximum likelihood learning. However, it is computation-
ally very expensive. Universal background modeling serves as a good trade-off
point between full Bayesian learning and maximum likelihood learning.
In the Baum-Welch algorithm, when we re-estimate the parameters of the
Gaussian mixture state emission densities, cˆjk, µˆjk, Σˆjk, 1 ≤ j ≤ N, 1 ≤ k ≤
M , instead of starting with randomly initialized parameters, we start with a
UBM with parameters c¯jk, µ¯jk, Σ¯jk, 1 ≤ j ≤ N, 1 ≤ k ≤M . In the following,
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we will drop the index ranges to avoid cluttering the equations by assuming
that 1 ≤ j ≤ N, 1 ≤ k ≤ M, 1 ≤ t ≤ T . For each observation vector ot,
we compute the posterior probability of ot being generated by state Sj and
Gaussian component k of the UBM
γt(j, k) =
αt(j)βt(j)∑N
i=1 αt(i)βt(i)
c¯jkN(ot|µ¯jk, Σ¯jk)∑M
m=1 c¯jmN(ot|µ¯jm, Σ¯jm)
. (7.20)
Based on these posterior probabilities, we compute the data sufficient
statistics:
n(j, k) =
T∑
t=1
γt(j, k) (7.21)
µ(j, k) =
1
n(j, k)
T∑
t=1
γt(j, k)ot (7.22)
S(j, k) =
1
n(j, k)
T∑
t=1
γt(j, k)oto
T
t , (7.23)
where n(j, k) can be interpreted as the (fractional) number of observation
vectors for which the state Sj and Gaussian component k of the UBM are
responsible. Notice that the model sufficient statistics given by the UBM are
n˜(j, k) = T c¯jk (7.24)
µ˜(j, k) = µ¯jk (7.25)
S˜(j, k) = Σ¯jk + µ¯jkµ¯
T
jk. (7.26)
The MAP adaptation technique generates a new set of sufficient statistics
by interpolating the data and model sufficient statistics, namely
nˆ(j, k) = ρ(1)n(j, k) + (1− ρ(1))n˜(j, k) (7.27)
µˆ(j, k) = ρ(2)µ(j, k) + (1− ρ(2))µ˜(j, k) (7.28)
Sˆ(j, k) = ρ(3)S(j, k) + (1− ρ(3))S˜(j, k), (7.29)
where the interpolation coefficients, ρ(1), ρ(2), ρ(3), are smartly adaptive to
the amount of available training data according to the following empirical
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Algorithm 3 The UBM adapted Baum-Welch algorithm
1: Input: the UBM b¯j(ot), training data O = o1o2 · · · oT .
2: Initialization: Π, A.
3: Set bj(ot) = b¯j(ot), 1 ≤ j ≤ N .
4: Repeatedly perform parameter re-estimation using Equations (7.14),
(7.15), and (7.20)-(7.33) until convergence.
5: Output: final parameter estimates Π, A, B.
formula:
ρ(l) =
n(j, k)
n(j, k) + r(l)
, l = 1, 2, 3 (7.30)
with r(l) being a tunable constant specified by the user.
The new set of sufficient statistics is now used for re-estimating the model
parameters:
cˆjk = nˆ(j, k)/T (7.31)
µˆjk = µˆ(j, k) (7.32)
Σˆjk = Sˆ(j, k)− µˆjkµˆTjk (7.33)
We call the above algorithm the UBM adapted Baum-Welch (UBM-BW)
algorithm, in which the re-estimation formulas for the Gaussian mixture state
emission densities are replaced by the above MAP adaptation formulas. Note
that in the second iteration of the algorithm, the newly adapted Gaussian
mixture state emission densities will replace the UBM in the re-estimation
formulas. From then on, the estimated Gaussian mixture densities at a cur-
rent iteration will serve as a prior model for the next iteration. The UBM-BW
algorithm is summarized in Algorithm 3.
It is worth mentioning that in Equation (7.30), when the number of obser-
vation vectors for which state Sj and Gaussian component k are responsible
is small, i.e., n(j, k) ≈ 0, ρ(l) approaches 1/r(l). In this case, the model
sufficient statistics will dominate the new sufficient statistics, and hence the
new model parameters will remain close to those of the prior model (e.g.
the UBM). When the number of observation vectors for which state Sj and
Gaussian component k are responsible is large, i.e., n(j, k) → ∞, ρ(l) ap-
proaches 1. In this case, the model sufficient statistics will vanish from the
interpolation formulas, and the new sufficient statistics consist of only the
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data sufficient statistics. This is exactly the case of the original Baum-Welch
algorithm.
7.5 Experiments
7.5.1 Database Description
To demonstrate the effectiveness of our proposed methods, we perform ex-
pression recognition from 3D dynamic faces based on the data of 80 subjects
from the BU-4DFE database [63]. Due to the time constraint, we choose to
conduct preliminary experiments on three most commonly seen expressions:
happiness, sadness, and surprise.
The dynamic characteristic of this database is crucial in describing the
intermediate period between the peak of the emotions and the neutral state,
which are apparently very important for expression recognition. Our algo-
rithm takes advantage of this property, and the database turns out to be
quite appropriate to verify our algorithm.
7.5.2 Experiment configuration
All the 3D face models are preprocessed and stored as depth images of size
200×200 pixels, which are similar to the output of consumer depth cameras.
As the lengths of the sequences are not always the same, we choose to keep
100 frames in each sequence.
In the facial level curve extraction phase, the 3D facial points are dis-
tributed into one of 50 bands, ranging from 0 to 1 in depth. The bands are
flattened out and stored as binary images. In the binary images, the number
of points in the bands are different and sometimes the contours are discon-
tinuous. We did some more morphological operations such as thinning and
bridging to correct these issues.
On these binary images, we extract the distances between pairs of same-
level curves at consecutive frames using the Chamfer distance of curve seg-
ments partitioned by arclength parameterized function. The number of sec-
tors are chosen to be 20, and we compare the curves of 30 highest levels.
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After stacking up the distances, we have raw feature vectors of 600 dimen-
sions. After context expansion, the feature vector dimension becomes 1800.
We then perform PCA and LDA on the context expanded feature vectors. At
the PCA step, we keep 400 first principal components. At the following LDA
step, because of the small number of classes, we propose a special treatment:
we divide every sequence into 6 subsequences of 10 to 30 frames each. The
first and last subsequences of all sequences are labeled as 1, and all other
subsequences are labeled based on the class labels of their parent sequence
(e.g. 1-1,1-2,1-3). With this strategy, we expand the number of classes from
3 to 16. Using these finer artificial classes, LDA reduces the dimension of the
feature vectors to 15. These 15D features vectors are now ready to be used
for classification.
The experiment results are based on person independent 10-fold cross val-
idation. At each round, we first train a UBM, having 5 states and 16 Gaus-
sian mixtures, with all the data for the training subjects, regardless of the
expressions. Once the UBM is trained, we adapt the UBM to the data for the
training subjects specific to the expressions, and generate three expression-
dependent HMMs, one for each of the three expressions, namely happiness,
sadness, and surprise. The Bayesian or minimum error rate classifier based
on the adapted expression-dependent HMMs, as described in Section 7.4, is
then used for expression recognition.
7.5.3 Results
The results of our experiments show that the overall F1 score is as high as
86.67%, with the highest performance obtained for the happy expression:
89.44%. The confusion matrix is shown in Tab. 7.1.
We compare our classification result with SVM on the same set of features.
We use the implementation of libsvm [93] to separate the frames of three
classes, then do major voting to decide the labels of the sequences. The
comparison of F1 scores is shown in Tab. 7.2. The result showed that our
classification gives better result than SVM.
With the similar experiment configuration, we also have performance com-
parable to that of recent work by Sandbach et al. [81]. In their work, they
classified three expressions, happy, angry, and surprise, using their 3D motion
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field based features with HMM and got the best F1 score of 83.03%.
Our experiment results will be continuously conducted with more design
choices. Nonetheless, these preliminary results clearly demonstrate the ef-
fectiveness of our proposed feature extraction and classification methods for
expression recognition from 3D dynamic faces.
Table 7.1: Confusion matrix.
Happy Sad Surprise
Happy 0.900 0.062 0.038
Sad 0.088 0.775 0.137
Surprise 0.025 0.050 0.925
Table 7.2: F1 score of our method and SVM (in %).
Happy Sad Surprise Average
Our HMM classification 89.44 82.12 88.10 86.55
SVM by libsvm 86.76 65.55 75.97 76.09
7.6 Conclusion and Discussion
In this chapter, we propose to use a facial level curves based representation
of 3D facial shapes for expression recognition from 3D dynamic faces. We
introduce a novel method for measuring the deformation of shapes in 3D face
models. This method allows us to efficiently extract robust spatio-temporal
local features. These features, when combined with an HMM-based decision
boundary focus classification algorithm as a result of universal background
modeling and maximum a posteriori adaptation, can yield very high perfor-
mance on low resolution depth images.
With these promising preliminary results, our future work will be to quan-
titatively evaluate the robustness of the proposed features to noisy data cap-
tured from low-end consumer devices and to implement the benchmark test
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for the computation cost. These tasks will give us more clues to improve the
algorithms. Besides, we will explore the idea of using many partition center
points instead of a single one to assure that all facial level curves are simple
in some coordinate system. We will investigate other distance functions such
as the ones based on shape geodesics. The algorithms can also be parallelized
and therefore further sped up using multi-core processors to meet the needs
of large-scale applications.
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CHAPTER 8
EYE GAZE ESTIMATION FOR STUDENT
BEHAVIOR ANALYSIS
8.1 Introduction
In the online education applications, monitoring students’ behavior and mea-
suring the attention level provide important feedback to instructor. In tradi-
tional lecturing setups, student participation is monitored and responded to
directly by the instructor. This method is not efficient in the large classroom
setup and impossible in remote online lectures. In this chapter, we introduce
our face modeling based vision system designed to observe and understand
the participation of the users [94]. In the remote synchronous education
paradigm we developed under Avascholar project [95], we design the student
monitoring system setup which includes a screen which shows the video cast
from the instructor and a camera which captures the student’s appearance
dynamics. These visual data are then analyzed by local and distributed vi-
sion algorithms to estimate the participation behavior of the user. The types
of visual data that we concentrate on in this project include 3D geometri-
cal motion extracted by face tracking analyzed by algorithms introduced in
chapters 3 and 4.
Eye gaze direction has been considered to be one important feature of hu-
man’s attentiveness. There is a strong correlation between one’s eye gaze and
one’s attention and interest in many scenario including educational environ-
ment. A study conducted by Langton et al. [96] indicated that a person’s
gaze focus is determined by two factors: head pose and eye direction. The
head pose provides a coarse estimation of the gaze direction while the eye
direction fine-tunes it. Therefore, if a face tracker can estimate the location
and duration of a subject’s gaze, it may also be able to determine what is cap-
turing the subject’s attention. This is particularly useful in online classroom
sessions when a student’s gaze tends to drift from their computer monitors.
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Having software that can detect when a student is losing focus and can alert
them of such an event will be instrumental in constructing effective learning
environments. In this chapter, we will describe our method of using the face
modeling algorithms for measuring the engagement level of online learning
students. We also describe the adaptation of the system to a distributed
setting via the client-server model.
8.2 Geometry Model for Eye Gaze Estimation
In the first step of our system, the 3D location of the face points and the
direction of the head pose are recovered by fitting and tracking a deformable
3D model from the video frames. We use the face modeling algorithm de-
veloped in [94]. First, a personalized 3D morphable model of the subject is
fitted to the landmark points detected in the first frame of the video. These
landmark points are then tracked in later frames and fed into the motion
model. In our experiments, we use Lucas-Kanade optical flow [52] to visu-
ally track the 2D feature points. The motion recovered is then projected
onto a deformation model based on MPEG4’s Facial Animation Parameters
[61]. This model regularizes the motion and infers the 3D morphing of the
whole facial mesh.
With this nonrigid tracking, we recover the global transformation param-
eters (translation and rotation) together with the 3D point mesh of the face.
In particular, our method extracts the pixel locations of the two eyes as well
as the head pose via pitch, yaw, and roll rotation angles (α, β, γ, respectively)
of the head. Figure 8.1 illustrates the geometrical parameters recovered by
face tracking.
With the 3D coordinates of the eyes, and the direction vector determined
by face tracking, the estimated gaze point is subsequently defined as the
point of intersection between the screen and the line constructed with the
direction vector originating from the left eye or the right eye point. The two
estimated intersection points are calculated and the final gaze point estimate
is simply the average of the two. This geometry model is illustrated in Fig.
8.2.
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Figure 8.1: 3D geometry recovered by face model tracking. The cyan dots
show the tracked feature points; the red circles shows the 3D location of
two eyes; the blue arrow shows the estimated pose direction of the face.
These features are relayed to the gaze point estimation module.
Figure 8.2: Visualization of gaze point estimation model. The 3D
coordinates of the right eye are computed from the image coordinates given
by the face tracking algorithm. First, the gaze direction (blue arrow) is
defined by the head pose. Then, the estimated gaze point (blue disc) is
determined by intersection of the direction ray with the screen.
8.3 Distributed System Design
Our system for estimating a subject’s gaze location can be split into two
separate modules via a client-server model. A graphical interpretation can
be seen in Fig. 8.3.
To detect gaze point of the subject, at the client module, during tracking,
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Figure 8.3: Attention detection system layout.
several facial features are collected for transmission to the server. These
features include the pixel locations of the eyes as well as the head pose
via three rotation angles corresponding to pitch, yaw, and roll of the head.
These parameters are then collected into a packet and transmitted to the
server via the TCP/IP protocol where they are then used to compute the
world coordinates of the subject’s gaze.
Upon receiving a packet from the client, the server performs three steps to
determine the 3D location of the subject’s gaze. First, the 3D world coordi-
nates of the subject’s eye are computed. Then a direction vector originating
from the eyes is constructed via the estimated pose. Finally, the gaze point
is considered the intersection point of the z plane corresponding to the mon-
itor and the line from the aforementioned line from the subject’s eyes. The
geometry model used in the process is visualized in figure 8.3.
After estimating the location of the subject’s gaze, the server checks whether
the point is within the monitor’s dimensions. If the subject’s gaze is outside
the monitor’s boundary for a prolonged amount of time, then the server sends
a signal to alert the subject that they are not engaged.
8.4 Experimental Results
8.4.1 Qualitative Evaluation
For the qualitative experiments, we simulate an online course environment
by having three clients connect to the server where each client is equipped
with a computer and a Logitech c920 webcam. Each client runs an instance
of the face tracking code locally which extracts their eye locations and head
pose angles. A packet is constructed using the x, y locations of the left and
right eyes, and the head pose angles, and is transmitted to the server via
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Figure 8.4: Screen area visualization showing gaze points of multiple
students on a coordinate grid. Each color corresponds to gaze points of a
different student.
Figure 8.5: Sample server display for simulated classroom session. Each
curve plots the engagement score of each subject over time.
a TCP/IP connection. The server uses the geometrical model described in
Section 8.2 to estimate the gaze point location of each client and displays
them on a common screen like the one shown in Fig. 8.4. Each sequence of
colored dots corresponds to a different student’s gaze trace. The server then
computes the gaze confidence score for each subject over time and displays
the curves to the instructor. An example of these curves is shown in Fig. 8.5.
We provide a video demonstrating the use of our system with three clients
as supplemental material.
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8.4.2 Quantitative Evaluation
Although gaze point estimation is an important problem, there exist very
few publicly available datasets suitable for studying it [97]. To quantitatively
measure the performance of our system, we design an acquisition protocol
and build our own testing dataset. In the process, we gather data from 10
subjects sitting approximately 800 mm away from a computer screen. The
webcam used for capturing facial appearance is put on top of the screen. In
an experiment session, we draw a 6x7 grid of square regions on the screen
and highlight the regions one after another following a pattern. During that
procedure, we instruct the test subject to follow their gaze on the highlighted
region by moving their head. Each trial includes two pre-specified patterns
and two random patterns to simulate different behavior types of head move-
ment.
During the session, the webcam captures the images of the subject as
a video. We use a Logitech c920 webcam and a computer monitor with
resolution 1680× 1050 pixels to capture the data.
The accuracy of our gaze algorithm is measured by averaging the mean
absolute error (MAE) between the estimated gaze point and the ground
truth point for each subject and over all 4 trials. The average MAE for
the subjects are shown in Tab. 8.1 [94]. Overall, the average error in the
x and y directions is (273.78, 308.9) pixels which corresponds to angles of
(5.91◦, 6.40◦) respectively. We compare our results to the work of Valenti et
al. [98]. Their method achieves an MAE of (210.33, 214.99) pixels in x and
y directions which then correspond to angle errors of (4.6◦, 4.7◦) for their
static dot gazing task. However, our method is more efficient and operates
in real-time while the technique in [98] requires oﬄine processing.
For the direct measure of the engagement estimation accuracy, a second
experiment is done by comparing the system’s estimation of the states map
to looking at the screen and looking off the screen with the ground truth.
We simulate a laptop screen area by a specified rectangle region on a larger
desktop screen. Fig. 8.6 illustrates this setup. In the setup, the 2 × 3
grid of blocks within the rectangle regions are considered positive samples
and the blocks outside are considered the negative ones. Similar to the first
experiment, subject is instructed to look at each block as it is highlighted
and our system computes the estimated gaze point to determine whether the
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Figure 8.6: Rectangular grid used in engagement prediction experiment. It
consists of a 4x5 grid. Positive blocks are within the inner 2× 3 grid while
negative ones are outside.
Table 8.1: Average gaze estimation errors in pixels for 10 test subjects. The
first two columns give the mean absolute error (MAE) of the estimated
gaze points in x and y directions. The third column gives average mean
absolute error.
Subject MAEX MAEY MAEAV G
1 266.61 274.32 270.46
2 275.16 429.46 352.31
3 249.54 502.77 376.16
4 173.58 209.44 191.51
5 307.37 290.93 299.15
6 317.02 323.00 320.01
7 307.49 372.62 340.06
8 265.66 195.53 230.60
9 368.97 247.90 308.44
10 206.38 242.99 224.69
Average 273.78 308.90 291.34
user is looking at the simulated laptop screen. After comparing the prediction
with the ground truth, we have the accuracy measurement of the subjects
and show them in Table 8.2 [94]. The result shows that the engagement
estimation of a given subject has an accuracy of about 75%.
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Table 8.2: Accuracy measure of engagement prediction system computed
for 4 Subjects
Subject Accuracy
1 85%
2 70%
3 75%
4 80%
Average 75%
8.5 Concluding Remarks
Through the experiment on the application of eye gaze tracking, we have
found out that face tracking can provide accurate enough pose information
for attention level recognition although for exact gaze detection, eye sight
direction recognition is required. In the near future, the RGB-D based face
tracking engine will be integrated with the expectation to provide more ac-
curate and efficient results. The attention detection module will be upgraded
to accurately detect the eyesight by analyzing infrared images of the eyes.
The eyesight will be combined with pose angles for the subject’s exact point
of gaze.
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CHAPTER 9
SUMMARY AND FUTURE WORK
9.1 Summary
In this dissertation, we have investigated a collection of feature based tech-
niques for analyzing static and dynamic geometry of 3D human faces. The
algorithms contribute to a pipeline of visual facial signal processing consist-
ing of facial feature detection, feature based 3D morphable model fitting,
3D motion tracking, avatar playing and 3D feature extraction for expres-
sion recognition. The quantitative evaluation of the experiments shows that
feature based 3D face modeling is competent for analysis of the static and
dynamic patterns of human faces and facial behaviors. The efficiency of the
tracking algorithm and performance driven avatar has been demonstrated by
the real time demos.
From the investigation, we also pointed out that 3D dynamic facial motion
analysis and synthesis are still challenging problems. The sources of the
difficulties include specific irregular characteristics of the human face shapes,
the volatile and subtle nature of the human behavior and the diversity of the
imaging environment. To address these challenges, in the next section, we
propose several directions to improve the robustness, accuracy, and efficiency
of the system.
9.2 Future Work
In the near future, we will concentrate on exploring several directions for
improving quality of the framework including using robust features for visual
tracking, exploiting depth signal for model fitting and tracking, and adapting
the framework into a client-cloud architecture.
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Figure 9.1: Illustration of the face tracking and video coding using
client-cloud architecture.
9.2.1 Robust feature for visual tracking
In the current visual tracking algorithm, we use the classical Lucas-Kanade
optical flow algorithm with multi-resolution pyramid scheme. This method
is employed for its fast implementation, simplicity and the adequate perfor-
mance in a studio environment. However, in realistic scenarios, with difficult
environment conditions of lighting, background, and noise, we would need
more robust visual tracking remedies, such as using invariant robust features.
In recent years, SIFT-like features such as SIFT [53], SURF [54], FAST
[99], and other invariant appearance features draw enormous amount of at-
tention for their robustness to changes of the scene like pose, scale and di-
rection. These robust features usually come with detection of interest points
which consist of more texture for more reliable tracking.
9.2.2 Client-cloud architecture
In this future work, we propose to adapt our face tracking and avatar sys-
tem into cloud computing infrastructure. The framework effectively uses a
3D model to do very low bit rate video compression using cloud computing
setup which includes a number of mobile devices with low computing capa-
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bility connected to cloud servers with GPUs and a multicore CPUs. At the
client device of the performer, the raw facial video (either RGB or RGBD)
is captured and transferred to the server for processing. At the server side,
the compressed RGB and depth videos are decoded and may need to be
synchronized. They are then used to fit the shape and motion model. The
parameters that result from tracking will then be transferred to the client
devices at other sites for avatar rendering.
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