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Es gibt in dieser Welt einen einzigen Weg, auf welchem nie-
mand gehen kann außer dir: Wohin er fu¨hrt? Frage nicht,
gehe ihn!
Friedrich Nietzsche
Once you have learned that even in the darkest times uncon-
ditional fighting always leads to a chance, you can take on
life’s challenges with much more courage.
Jose´ Carreras
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Wenn der Ku¨nstler aus metaphysischen
Spha¨ren in die Bereiche der konkreten Ur-
sachen und zu den Realita¨ten der Formen
herabsteigt, begegnet er auf halben Wege
den Wissenschaftlern, die auf der Suche
nach Ursachen, die sie in ihren Formen
einzufangen gedenken, sich in die meta-
physischen Spha¨ren begeben.
Alexander Archipenko
Teil I
Vorbemerkungen
1 Einfu¨hrung
1.1 Problemstellung
Eine der grundlegenden Problemstellungen der komplexen Analysis ist die Frage nach
der Existenz von biholomorphen Abbildungen zwischen zwei gegebenen Gebieten D
und D′ im Cn. Gibt es eine solche Abbildung f : D → D′, so heißen D und D′ biholo-
morph a¨quivalent. Zu der Lo¨sung des obigen Problems gleichbedeutend ist daher eine
Charakterisierung der A¨quivalenzklassen von biholomorph a¨quivalenten Gebieten im
Cn.
Im Falle n = 1 wird das Abbildungsproblem fu¨r eine große Klasse von Gebieten durch
den Riemannschen Abbildungssatz gelo¨st: Jedes einfach zusammenha¨ngende Gebiet
D ( C ist biholomorph a¨quivalent zur Einheitskreisscheibe. Fu¨r n > 1 ist die Situa-
tion vo¨llig anders. Nach einem Theorem von Poincare´ und Reinhardt sind die beiden
natu¨rlichsten einfach zusammenha¨ngenden Gebiete des C2, der Einheitsball B und der
Einheitspolyzylinder ∆2, nicht biholomorph a¨quivalent. Die Menge der biholomorphen
A¨quivalenzklassen derjenigen Gebiete, die in einer passenden Topologie ‘nahe’ am Ein-
heitsball liegen, ist sogar u¨berabza¨hlbar.
Damit ist klar, daß zur Charakterisierung von biholomorphen A¨quivalenzklassen nicht
nur topologische Eigenschaften betrachtet werden ko¨nnen, sondern daß nach geeigneten
geometrischen und analytischen Invarianten gesucht werden muß.
Ist von den betrachteten Gebieten D und D′ bekannt, daß jede biholomorphe Abbil-
dung f : D → D′ auf Umgebungen U = U(D) und U ′ = U ′(D′) zu einer biholomorphen
Abbildung fˆ : U → U ′ fortsetzbar ist, so la¨ßt sich die Untersuchung der (inneren) biho-
lomorphen A¨quivalenz von D und D′ auf das Problem der (a¨ußeren) biholomorphen
A¨quivalenz der Ra¨nder ∂D und ∂D′ zuru¨ckfu¨hren. Die Untersuchung von Ra¨ndern,
also von reellen Hyperfla¨chen im Cn, bietet den großen Vorteil, daß diese lokale geome-
trische Eigenschaften besitzen, die unter biholomorphen Abbildungen invariant sind.
Daher ist die Frage nach der Fortsetzbarkeit biholomorpher Abbildungen ein zentraler
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Aspekt des Abbildungsproblems. Im Fall n = 1 stehen die folgenden beiden zentralen
Theoreme zur Verfu¨gung:
Theorem I.1 (Carathe´odory) Es seien D,D′ ⊂⊂ C einfach zusammenha¨ngende
Gebiete, deren Ra¨nder Jordankurven sind. Dann la¨ßt sich jede biholomorphe Abbildung
f : D → D′ zu einem Homo¨omorphismus fˆ : D → D′ fortsetzen.
Theorem I.2 1 Es seien D,D′ ⊂⊂ C reell-analytische Gebiete. Dann la¨ßt sich jede
biholomorphe Abbildung f : D → D′ zu einer biholomorphen Abbildung fˆ : U → U ′ fu¨r
passende Umgebungen U = U(D) und U ′ = U ′(D′) fortsetzen.
Zum Beweis von Theorem 1 wird im ersten Schritt mit dem Theorem von Carathe´odory
die stetige Fortsetzbarkeit der Abbildung f festgestellt und danach mit dem Schwarz-
schen Reflexionsprinzip die holomorphe Fortsetzbarkeit von f gezeigt. Bei der Verall-
gemeinerung dieses Theorems auf den Fall n > 1 ergeben sich zwei Probleme:
Zum einen gilt das Theorem von Carathe´odory nicht mehr in seiner allgemeinen Form,
wie das folgende Resultat2 von B.L.Fridman aus [32] zeigt:
Es gibt zwei biholomorph a¨quivalente, einfach zusammenha¨ngende, stu¨ckweise glatte
Gebiete D,D ⊂⊂ C2, fu¨r die sich keine biholomorphe Abbildung f : D → D′ stetig
nach D fortsetzen la¨ßt.
Zum anderen gibt es aufgrund der komplizierteren geometrischen Verha¨ltnisse fu¨r n > 1
kein einfaches Analogon zum Schwarzschen Reflexionsprinzip. Es war daher bis Anfang
der 80er Jahre vo¨llig unklar, wie eine Lo¨sung zu den folgenden Fortsetzungsproblemen
zu erzielen sei:
Globales Fortsetzungsproblem Es seien D,D′ ⊂⊂ Cn Gebiete. Unter welchen
Voraussetzungen an D und D′ la¨ßt sich jede eigentliche holomorphe Abbildung f :
D → D′ holomorph auf eine Umgebung von D fortsetzen?
Lokales stetiges Fortsetzungsproblem Es seien D,D′ ⊂⊂ Cn Gebiete und sei
f : D → D′ eine eigentliche holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈
clf (z0) ⊂ ∂D′ Randpunkte. Ferner seien W = W (z0) und W ′ = W ′(z0′) geeignete
kleine offene Umgebungen. Unter welchen Voraussetzungen an ∂D ∩W und ∂D′ ∩W ′
gibt es eine Umgebung U = U(z0), so daß sich f stetig auf D ∪ (∂D ∩ U) fortsetzen
la¨ßt?
Lokales holomorphes Fortsetzungsproblem Es seien D,D′ ⊂⊂ Cn Gebiete und
sei f : D → D′ eine eigentliche holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈
clf (z0) ⊂ ∂D′ Randpunkte. Ferner seien W = W (z0) und W ′ = W ′(z0′) geeignete
kleine offene Umgebungen. Unter welchen Voraussetzungen an ∂D ∩W und ∂D′ ∩W ′
gibt es eine Umgebung U = U(z0), so daß sich f holomorph auf D∪(∂D∩U) fortsetzen
la¨ßt?
1siehe beispielsweise [29], Satz 2.3
2siehe Seite 31, Beispiel 2
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Untersuchungsgegenstand der vorliegenden Arbeit sind die beiden lokalen Fortsetzungs-
probleme.
1.2 Stand der Forschung
Mit den u¨berraschenden Resultaten von G.M.Henkin [33] und C.Feffermann [28] begann
1974 eine intensive Forschungsarbeit an der Lo¨sung der Fortsetzungsprobleme:
Theorem I.3 (Henkin) Es seien D,D′ ⊂⊂ Cn streng pseudokonvexe Gebiete. Dann
la¨ßt sich jede biholomorphe Abbildung f : D → D′ zu einer Ho¨lder-stetigen Abbildung
fˆ : D → D′ fortsetzen.
Theorem I.4 (Feffermann) Es seien D,D′ ⊂⊂ Cn streng pseudokonvexe C∞-glatte
Gebiete. Dann la¨ßt sich jede biholomorphe Abbildung f : D → D′ zu einem C∞-
Diffeomorphismus fˆ : D → D′ fortsetzen.
Ein Jahr spa¨ter vero¨ffentlichte S.Pinchuk [38] die erste Lo¨sung des globalen Fortset-
zungsproblems fu¨r streng pseudokonvexe Gebiete:
Theorem I.5 (Pinchuk) Es seien D,D′ ⊂⊂ Cn streng pseudokonvexe reell-analy-
tische Gebiete. Dann la¨ßt sich jede biholomorphe Abbildung f : D → D′ biholomorph
auf passende Umgebungen von D und D′ fortsetzen.
Die Verallgemeinerung dieses Resultats auf den schwach pseudokonvexen Fall kann
fu¨r zu stark entartete Leviformen, insbesondere fu¨r Levi-flache Ra¨nder, nicht erwartet
werden. Die passende geometrische Bedingung an die Ra¨nder der betrachteten Ge-
biete fand J. D’Angelo [17] mit dem Konzept des endlichen Typs. Anschaulich be-
zeichnet der D’Angelo-Typ eines Randpunktes die maximale Beru¨hrungsordnung, die
komplex-analytische Varieta¨ten mit der betrachteten Hyperfla¨che haben ko¨nnen. Der
D’Angelo-Typ ist somit eine quantitative Abstufung zwischen streng pseudokonvexen
Randpunkten (Typ = 2) und Levi-flachen Randpunkten (Typ =∞).
Fu¨r glatte Gebiete von endlichem D’Angelo-Typ haben K.Diederich, J.E.Fornæss, S.Cat-
lin, S.Cho und andere in einer Reihe von Arbeiten positive Resultate im Sinne des
Theorems von Carathe´odory, also (Ho¨lder-)stetige Fortsetzbarkeit von eigentlichen ho-
lomorphen Abbildungen, erzielt. Das erste allgemeine Fortsetzungsresultat fu¨r pseu-
dokonvexe Gebiete endlichen Typs wurde dabei von K.Diederich/J.E.Fornæss in [21]
durch eine Weiterentwicklung der Methoden von G.M.Henkin erzielt.
Um nun die holomorphe Fortsetzbarkeit zu zeigen, schien lange Zeit die erfolgverspre-
chendste Methode die Benutzung von gewissen Regularita¨tseigenschaften der Bergmann-
Projektionen von D und D′ zu sein, die von S.Bell [6], [7] unter dem Namen Bedingung
R und Q eingefu¨hrt wurden. Mit dieser Methode konnten von S.Baouendi/H.Jaco-
bowitz/F.Treves [2], S.Baouendi/S.Bell/L.Rothschild [1] und S.Baouendi/L.Rothschild
[3] einige Teilresultate erzielt werden, bis 1988 von K.Diederich/J.E.Fornæss [23] das
allgemeine Resultat im schwach pseudokonvexen Fall fu¨r n ≥ 2 mit Hilfe des Reflexi-
onsprinzips bewiesen wurde:
4 TEIL I VORBEMERKUNGEN
Theorem I.6 Es seien D,D′ ⊂⊂ Cn pseudokonvexe reell-analytische Gebiete. Dann
la¨ßt sich jede eigentliche holomorphe Abbildung f : D → D′ holomorph auf eine Um-
gebung von D fortsetzen.
Fu¨r einige spezielle Gebietsklassen konnten entsprechende Theoreme auch im nicht-
pseudokonvexen Fall gezeigt werden, insbesondere von K.Diederich/J.E.Fornæss [20],
[23] und S.Bell [8]. Als 1984 von D.Barrett [4] ein reell-analytisches (nicht-pseudokon-
vexes) Gebiet D ⊂⊂ C2 konstruiert wurde, welches nicht die Bedingungen R und Q
erfu¨llt, wurde klar, daß fu¨r die allgemeine Lo¨sung der Fortsetzungsprobleme im nicht-
pseudokonvexen Fall nach anderen Methoden gesucht werden mußte.
Mit Methoden, die ga¨nzlich auf die Betrachtung von Konvexita¨tseigenschaften verzich-
ten, konnte L.Lempert 1986 in [35] folgendes Resultat zeigen:
Theorem I.7 (Lempert 1986) Es sei D ⊂⊂ Cn ein strikt sternfo¨rmiges C2-glattes
Gebiet und sei D′ ⊂⊂ Cn reell-analytisch. Dann la¨ßt sich jede biholomorphe Abbildung
f : D → D′ Ho¨lder-stetig auf D fortsetzen.
Mit dem Konzept der Segre-Varieta¨ten, welches von S.Webster [41], K.Diederich/S.Web-
ster [27] und K.Diederich/J.E.Fornæss [23], [22] als eine Verallgemeinerung des Schwarz-
schen Reflexionsprinzips entwickelt worden ist, konnten K.Diederich/S.Pinchuk 1995 in
[25] aufbauend auf den Ergebnissen von K.Diederich/J.E.Fornæss/S.Ye [24] das globale
Fortsetzungsproblem im Fall n = 2 mit dem folgenden Ergebnis lo¨sen:
Theorem I.8 (Diederich/Pinchuk 1995) Es seien D,D′ ⊂⊂ C2 reell-analytische
Gebiete. Dann la¨ßt sich jede eigentliche holomorphe Abbildung f : D → D′ holomorph
auf eine Umgebung von D fortsetzen.
Die lokalen Fortsetzungsprobleme sind im nicht-pseudokonvexen Fall in ihrer allgemei-
nen Form bisher noch offen, wobei aber insbesondere in [25] grundlegende Methoden
und Ergebnisse auch fu¨r den lokalen Fall bereitgestellt werden. Mit der vorliegenden
Arbeit wird nun darauf aufbauend ein weiterer Beitrag zur Lo¨sung der lokalen Fortset-
zungsprobleme gegeben.
1.3 U¨bersicht und Ergebnisse
Die vorliegende Arbeit ist in vier Teile gegliedert. Nachdem im ersten Teil eine kurze
Einfu¨hrung in die betrachteten Problemstellungen gegeben worden ist, werden im Teil
II die fu¨r diese Arbeit relevanten Begriffe und Notationen eingefu¨hrt. Als Hauptteile
folgen dann die Teile III und IV. In Teil III wird das Problem der lokalen stetigen
Fortsetzbarkeit untersucht und dort als Hauptresultat dieser Studie folgendes Theorem
gezeigt:
Theorem A Es seien D,D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine eigentliche
holomorphe Abbildung. Fu¨r z0 ∈ ∂D und z0′ ∈ clf (z0) gebe es UmgebungenW =W (z0)
und W ′ =W ′(z0′), so daß ∂D∩W eine C2-glatte Hyperfla¨che und ∂D′ ∩W ′ eine reell-
analytische Hyperfla¨che endlichen Typs ist. Ferner gebe es Umgebungen U = U(z0) und
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U ′ = U ′(z0′) sowie Konstanten C > 0 und 0 < µ ≤ 1, so daß gilt
dist(f(z), ∂D′) < C dist(z, ∂D)µ ∀ z ∈ U ∩ f−1(f(D ∩ U) ∩ U ′). (I.1)
Dann gibt es eine Umgebung V = V (z0), so daß sich f Ho¨lder-stetig auf D∪ (∂D∩V )
fortsetzen la¨ßt.
Anschließend wird in Teil IV das Problem der lokalen holomorphen Fortsetzbarkeit
untersucht. Es wird durch eine Anwendung der Methoden aus [25] auf die betrachtete
lokale Situation das folgende Ergebnis gezeigt:
Theorem B Es seien D,D′ ⊂⊂ C2 zwei Gebiete und es sei f : D → D′ eine eigent-
liche holomorphe Abbildung. Weiter seien M1 ⊂ M2 ⊂ ∂D relativ offene Teilmengen
von ∂D und sei M ′1 ⊂ ∂D′ eine relativ offene Teilmenge von ∂D′, so daß gilt:
a) Es gibt eine Umgebung W = W (M2) ⊂ C2, so daß M := ∂D ∩W eine reell-
analytische Hyperfla¨che endlichen Typs ist.
b) Es gibt eine Umgebung W ′ = W ′(M ′1) ⊂ C2, so daß M ′ := ∂D′ ∩W ′ eine reell-
analytische Hyperfla¨che endlichen Typs ist.
c) Es gilt clf (M1) ⊂M ′1.
d) Fu¨r g := (f−1)|D′∩W ′ gilt clg(M ′1) ⊂M2.
Dann gibt es eine Umgebung U = U(M1) ⊂ C2, so daß sich f holomorph auf D ∪ U
fortsetzen la¨ßt.
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Seit man begonnen hat, die einfachsten
Behauptungen zu beweisen, erwiesen sich
viele von ihnen als falsch.
Bertrand Russell
Teil II
Begriffe und Hilfsmittel
In diesem Teil werden fu¨r diese Arbeit relevante Begriffe und Notationen eingefu¨hrt.
3 Elementares
3.1 Notationen
Ha¨ufig wird in dieser Arbeit die Situation einer Abbildung f : D → D′ zwischen zwei
Gebieten D,D′ ⊂ Cn betrachtet. Dabei werden oft analoge Objekte (Randpunkte,
Teilmengen, etc.) sowohl in D als auch in D′ untersucht. Meist werden dann die Defini-
tionen der betreffenden Objekte nur fu¨r das Urbildgebiet D gegeben und die analogen
Definitionen im Bildgebiet D′ als gegeben betrachtet, die jeweiligen Objekte im Bildge-
biet werden dabei stets mit dem gleichen Buchstaben oder Symbol, bezeichnet wie die
Objekte im Urbildgebiet, zusa¨tzlich aber noch mit einem rechts angestellten Apostroph
′ versehen.
In dieser Arbeit wird der Begriff Umgebung stets im Sinne von offener Umgebung ver-
wendet, auch dann, wenn der Zusatz offen nicht explizit angegeben ist.
In einigen Situationen wird der Cn dargestellt als Cn−1×C, welches eine Zerlegung der
kanonischen Koordinaten z = (z1, . . . , zn) in z = (′z, zn) ∈ Cn−1 × C induziert. Diese
Zerlegung eines Objekts Z ∈ Cn in (′Z,Zn) ∈ Cn−1 × C wird stets ohne besondere
Erwa¨hnung als gegeben angesehen.
Weiter sei zu einer beliebigen Menge U ⊂ Cn die komplex konjugierte Menge U∗ defi-
niert als
U∗ := {z ∈ Cn : z ∈ U} . (II.1)
Um die Einfu¨hrung unno¨tig vieler Konstanten zu vermeiden, wird, wenn es sich anbie-
tet, die folgende abku¨rzende Schreibweise verwendet: Sind A(x) und B(x) zwei reellwer-
tige Funktionen, die von einer Variablen x ∈ X aus einer beliebigen Parametermenge
X abha¨ngen, so sei definiert:
A(x) . (&)B(x) :⇐⇒ ∃C > 0 : A(x) ≤ (≥) C ·B(x) ∀x ∈ X .
A(x) ≈ B(x) :⇐⇒ ∃ c, C > 0 : c ·A(x) ≤ B(x) ≤ C ·A(x) ∀x ∈ X .
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Mit ∆ wird stets die offene Einheitskreisscheibe {z ∈ C : |z| < 1} bezeichnet, ferner sei
∆(z, r) := {w ∈ C : |z − w| < r} . (II.2)
Weiter sei der offene Ball mit Radius r > 0 um einen Punkt z ∈ IRn stets mit
Br(z) := {w ∈ IRn : |w − z| < r} (II.3)
bezeichnet und es sei Br := Br(0). Schließlich sei mit
∆n := {z ∈ Cn : |zk| < 1 ∀ 1 ≤ k ≤ n} (II.4)
der offene Einheitspolyzylinder im Cn bezeichnet.
3.2 Gebiete, Hyperfla¨chen und Tangentialra¨ume
Fu¨r ein Gebiet D ( Cn sei die signierte Randdistanz eines Punktes z ∈ Cn zu D
definiert als
δD(z) :=
{ − dist(z, ∂D) , fu¨r z ∈ D
dist(z, ∂D) , fu¨r z 6∈ D. (II.5)
Es sei D ⊂ Cn ein Gebiet und z0 ∈ ∂D. Dann heißt ∂D nahe z0 Ck-glatt fu¨r k ∈
IN ∪ {∞}, wenn es eine Umgebung U = U(z0) und eine Ck-Funktion r : U → IR mit
∇r 6= 0 auf U gibt, so daß gilt
D ∩ U = {z ∈ U : r(z) < 0} . (II.6)
Eine solche Funktion r heißt lokale definierende Funktion fu¨r D nahe z0. D heißt Ck-
glatt, wennD nahe jedes Punktes z0 ∈ ∂D Ck-glatt ist. Eine Funktion r : U = U(∂D)→
IR heißt (globale) definierende Funktion fu¨r D, wenn r nahe jedes Punktes z0 ∈ ∂D
lokale definierende Funktion fu¨r D ist. Es gilt das folgende Lemma:
Lemma II.1 Es sei D ⊂ Cn ein Ck-glattes Gebiet und es seien r1, r2 : U → IR zwei
definierende Funktionen fu¨r D. Dann gibt es eine Umgebung U = U(∂D) und eine
Funktion h ∈ Ck−1(U) mit h > 0, so daß gilt
r1(z) = h(z) · r2(z) ∀ z ∈ U. (II.7)
Ist D ⊂ Cn ein Ck-glattes Gebiet, so gibt es insbesondere eine Umgebung U = U(∂D),
so daß δD eine definierende Ck-Funktion fu¨r D auf U ist.
Eine zusammenha¨ngende Menge M ⊂ Cn heißt Ck-glatte Hyperfla¨che, wenn es ein Ck-
glattes Gebiet D gibt, so daß M ⊂ ∂D gilt und M relativ offen in ∂D ist.
Fu¨r ein Gebiet D wird mit C∞0 (D) der Teilraum der Funktionen aus C∞(D) bezeichnet,
die auf ∂D von unendlicher Ordnung verschwinden.
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Ein komplexer Tangentialvektor X in einem Punkt z ∈ Cn ist ein linearer Differential-
operator 1. Ordnung der Form
X =
n∑
k=1
ak
∂
∂zk
+ bk
∂
∂zk
,
mit Koeffizienten ak, bk ∈ C. Der C-Vektorraum aller Tangentialvektoren X in z heißt
komplexer Tangentialraum in z und wird mit TzCn bezeichnet. Es ist TzCn ' C2n
vermo¨ge des kanonischen Isomorphismus
Ψ : TzCn → C2n, X 7→ Ψ(X) := (a1, b1, . . . , an, bn).
Damit wird auf TzCn die hermitesche Metrik
| · | : TzCn → IR+0 : X 7→ |X| := |Ψ(X)| (II.8)
und die Konjugation
− : TzCn → TzCn : X 7→ X :=
n∑
k=1
bk
∂
∂zk
+ ak
∂
∂zk
(II.9)
induziert. Die Auswertung eines Tangentialvektors X ∈ TzCn an einer Funktion f ∈
C1(U), U = U(z), ist definiert als
Xf := (Xf)(z0) :=
n∑
k=1
ak
∂f
∂zk
(z0) + bk
∂f
∂zk
(z0).
Sind bei einem X ∈ TzCn alle Koeffizienten bk gleich Null, so wird X als holomorpher
oder (1,0)-Tangentialvektor bezeichnet. Entsprechend heißt X antiholomorpher oder
(0,1)-Tangentialvektor, wenn ak = 0 fu¨r alle k gilt. Der Untervektorraum aller holo-
morphen bzw. antiholomorphen Tangentialvektoren in z wird mit T 10z C
n bzw. T 01z C
n
bezeichnet und heißt holomorpher bzw. antiholomorpher Tangentialraum in z.
Es sei M ⊂ Cn eine C1-glatte Hyperfla¨che und sei z ∈M . Ferner sei r eine definierende
Funktion fu¨rM nahe z. Ein X ∈ TzCn heißt Tangentialvektor anM in z, wenn Xr = 0
gilt. Der C-Vektorraum aller Tangentialvektoren an M in z wird mit TzM bezeichnet.
Analog wird T 10z M und T
01
z M definiert.
Fu¨r eine C1-glatte Hyperfla¨che M ⊂ C2 heißt ein Punkt z ∈ M total reell, wenn
dimT 10z M = 0 gilt.
Eine fu¨r die Untersuchungen im Abschnitt III wichtige Klasse von Gebieten ist die
der strikt sternfo¨rmigen Gebiete. Dabei heißt ein C2-glattes Gebiet D ⊂⊂ Cn strikt
sternfo¨rmig, wenn fu¨r eine C2-glatte definierende Funktion r von D gilt
ReXr(z) > 0 ∀ z ∈ ∂D, (II.10)
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wobei X das folgende Vektorfeld sei
X :=
n∑
j=1
zj
∂
∂zj
. (II.11)
Es sei bemerkt, daß jedes beliebige glatte Gebiet lokal stets strikt sternfo¨rmig ist, im
Sinne des folgenden Lemmas, welches direkt aus der obigen Definition folgt:
Lemma II.2 Es sei D ⊂ Cn ein Gebiet und es gebe fu¨r einen Randpunkt z0 ∈ ∂D
eine Umgebung W =W (z0), so daß ∂D ∩W eine C2-glatte Hyperfla¨che ist. Dann gibt
es eine Umgebung U = U(z0) ⊂⊂W , so daß U ∩D ein strikt sternfo¨rmiges C2-glattes
Gebiet ist.
Abschließend sei noch fu¨r die spa¨tere Verwendung der Begriff der Pluripolarita¨t erin-
nert: Fu¨r eine offene Menge U ⊂ Cn heißt eine Teilmenge A ⊂ U pluripolar, wenn es
eine plurisubharmonische Funktion ψ : U → IR ∪ {−∞} gibt, so daß gilt
A ⊂ {z ∈ U : ψ(z) = −∞} . (II.12)
3.3 Endlicher Typ
Es sei U = U(z0) eine offene Umgebung von z0 ∈ Cn und sei f : U → C eine stetige
Funktion. Dann heißt
v(f, z0) := sup
{
α ∈ IR+ : lim
U3z→z0
f(z)− f(z0)
|z − z0|α existiert
3
}
(II.13)
die Ordnung von f in z0. Ist f(z0) = 0, so heißt v(f, z0) auch Verschwindungsordnung
von f in z0. Fu¨r eine Abbildung f = (f1, . . . , fn) : U → Cn wird die Ordnung von f in
z0 definiert als
v(f, z0) := min
1≤k≤n
v(fk, z0). (II.14)
Eine nichtkonstante holomorphe Abbildung c : ∆(0, r) → Cn, r > 0 wird als holomor-
phe Kurve im Cn bezeichnet. Damit wird fu¨r jedes z0 ∈ Cn definiert:
Cn(z0) :=
{
c : ∆(0, r)→ Cn holomorphe Kurve mit c(0) = z0} . (II.15)
Es sei nun D ⊂ Cn ein C∞-glattes Gebiet und sei r eine definierende C∞-Funktion fu¨r
D. Fu¨r z0 ∈ ∂D und c ∈ Cn(z0) wird die Zahl
∆(∂D, z0, c) :=
v(r ◦ c, z0)
v(c− z0, z0) (II.16)
als die Kontaktordnung von c an ∂D im Punkte z0 bezeichnet. Es sei jetzt
∆1(∂D, z0) := sup
c∈Cn(z0)
∆(∂D, z0, c). (II.17)
Dann heißt ∆1(∂D, z0) der D’Angelo-Typ von z0 oder kurz Typ von z0. In [17] konnte
D’Angelo zeigen, daß die Endlichkeit des Typs eine offene Eigenschaft ist:
3d.h. der Grenzwert ist eindeutig und endlich
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Theorem II.1 Es sei D ⊂ Cn ein C∞-glattes Gebiet und sei z0 ∈ ∂D ein Randpunkt
mit ∆1(∂D, z0) <∞. Dann gibt es eine Umgebung U = U(z0), so daß gilt
∆1(∂D, z) <∞ ∀ z ∈ ∂D ∩ U. (II.18)
Die folgenden beiden Lemmata geben den D’Angelo-Typ in zwei Extremfa¨llen an:
Lemma II.3 Es sei D ⊂ Cn ein C∞-glattes pseudokonvexes Gebiet und sei z0 ∈ ∂D.
Dann ist z0 genau dann ein streng pseudokonvexer Randpunkt, wenn ∆1(∂D, z0) = 2
ist.
Lemma II.4 Es sei D ⊂ Cn ein C∞-glattes Gebiet und sei z0 ∈ ∂D. Es gebe eine
holomorphe Kurve c : ∆(0, r) → Cn mit c(0) = z0 und c(∆(0, r)) ⊂ ∂D. Dann gilt
∆1(∂D, z0) =∞.
In [19] wurde insbesondere folgendes wichtige Resultat gezeigt:
Theorem II.2 Es sei D ⊂⊂ Cn ein beschra¨nktes reell-analytisches Gebiet. Dann gibt
es eine Konstante L < +∞, so daß gilt
∆1(∂D, z) < L ∀ z ∈ ∂D. (II.19)
Es sei D ⊂ Cn ein C∞-glattes Gebiet, sei z0 ∈ ∂D und sei r eine definierende Funktion
von D auf einer Umgebung U = U(z0). Ferner sei fu¨r jedes δ < 0 definiert
Dδ := {z ∈ U : r(z) ≤ δ} . (II.20)
Damit kann schließlich definiert werden
∆1(r, z) := ∆1(∂Dr(z), z) ∀ z ∈ U. (II.21)
Aus [19] folgt dann insbesondere (siehe auch [35], Theorem 3.3):
Theorem II.3 Es sei D ⊂⊂ Cn ein beschra¨nktes reell-analytisches Gebiet, sei r eine
definierende Funktion von D auf einer Umgebung von ∂D und sei z0 ∈ ∂D. Dann gibt
es eine Umgebung U = U(z0) und eine Konstante L < +∞, so daß gilt
∆1(r, z) < L ∀ z ∈ U. (II.22)
3.4 Eigentliche Abbildungen und Clustermengen
Es seien D,D′ ⊂ IRn Gebiete, es sei f : D → D′ eine stetige Abbildung und es sei
z0 ∈ ∂D ein Randpunkt. Dann heißt
clf (z0) :=
{
z′ ∈ D′ : ∃ (zk)k ⊂ D mit lim
k→∞
zk = z0 und lim
k→∞
f(zk) = z′
}
(II.23)
die Clustermenge von z0 unter der Abbildung f . Fu¨r eine beliebige Menge K ⊂ ∂D
wird
clf (K) :=
⋃
z∈K
clf (z) (II.24)
als Clustermenge von K unter f definiert.
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Definition II.1 Eine stetige Abbildung f : D → D′ zwischen zwei Gebieten D,D′ ⊂
IRn heißt eigentlich, wenn fu¨r jedes Kompaktum K ′ ⊂ D′ auch das Urbild f−1(K ′) ⊂ D
kompakt ist.
Es sei bemerkt, daß insbesondere jede homo¨omorphe Abbildung eigentlich ist.
Die folgende elementare Eigenschaft von eigentlichen Abbildung macht diese zum ge-
eigneten Untersuchungsobjekt im Rahmen der Fortsetzungsprobleme:
Satz II.1 Es seien D ⊂ IRn, D′ ⊂⊂ IRn Gebiete und es sei f : D → D′ eine eigentliche
Abbildung. Ferner sei (xk)k ⊂ D eine Folge in D. Dann gilt
lim
k→∞
dist(xk, ∂D) = 0 ⇒ lim
k→∞
dist(f(xk), ∂D′) = 0. (II.25)
Ist die betrachtete eigentliche Abbildung sogar holomorph, so besitzt sie insbesondere
folgende Eigenschaften4:
Satz II.2 Es seien D,D′ ⊂⊂ Cn Gebiete und es sei f : D → D′ eine eigentliche
holomorphe Abbildung. Dann gilt
a) #f−1(z′) ist endlich fu¨r alle z′ ∈ D′.
b) f ist eine abgeschlossene Abbildung.
c) Die Menge der regula¨ren Werte Rf von f ist eine zusammenha¨ngende, offene und
in D′ dichte Menge.
d) f ist surjektiv.
Der folgende Satz gibt Auskunft u¨ber die Verpflanzbarkeit von plurisubharmonischen
Funktionen durch eigentliche holomorphe Abbildungen, siehe dazu auch [20], [37]:
Satz II.3 Es seien D,D′ ⊂ Cn Gebiete und es sei f : D → D′ eine eigentliche holo-
morphe Abbildung. Es sei weiter ϕ : D → IR eine negative stetige plurisubharmonische
Funktion auf D. Dann ist die Funktion τ : D′ → IR mit
τ(z′) := sup
{
ϕ(z) : z ∈ D, f(z) = z′} (II.26)
ebenfalls negativ, stetig und plurisubharmonisch.
Fu¨r ein beliebiges Gebiet D ⊂ Cn sei mit D̂ die Holomorphiehu¨lle von D bezeichnet.
Es sei ferner fu¨r ein Kompaktum K ⊂ D mit K̂ die holomorph-konvexe Hu¨lle von K
bezu¨glich O(D) als kompakte Teilmenge von D̂ bezeichnet.
Folgendes Lemma aus [25] gibt Aufschluß u¨ber das Verhalten von Holomorphiehu¨llen
unter eigentlichen holomorphen Abbildungen und wird in Teil IV dieser Arbeit eine
wichtige Rolle spielen:
4siehe beispielsweise [37], Satz 4.9
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Lemma II.5 Es sei f : D → D′ eine eigentliche holomorphe Abbildung zwischen zwei
Gebieten D,D′ ⊂⊂ Cn, sei z0 ∈ ∂D ein Randpunkt und sei z0′ ∈ clf (z0). Dann gilt
z0
′ ∈ D̂′ ⇒ z0 ∈ D̂. (II.27)
Beweis: Angenommen, es ist z0 6∈ D̂. Dann gilt dist(K̂, z0) > 0 fu¨r jedes Kompaktum
K ⊂⊂ D. Es sei nun eine Folge (zk)k ⊂ D mit zk → z0 und zk ′ := f(zk) → z0′
ausgewa¨hlt und sei ferner h ∈ O(D) eine holomorphe Funktion mit h(zk) → ∞. Da f
eigentlich ist, gibt es eine algebroide Funktion h′ auf D′, die durch die folgende Relation
gegeben wird
h′(w′) := h ◦ f−1(w′). (II.28)
Es gibt also Funktionen aµ ∈ O(D′) fu¨r µ = 1, . . . ,m, so daß fu¨r jedes w′ ∈ D′ und
w ∈ C gilt
w ∈ h′(w′) ⇐⇒ wm + a1(w′)wm−1 + · · ·+ am(w′) = 0. (II.29)
Da z0
′ ∈ D̂′ ist und sich alle aµ holomorph auf D̂′ fortsetzen lassen, besitzt h′ eine
algebroide Fortsetzung auf eine Umgebung U ′ von z0′ . Daher ist h′ gleichma¨ßig be-
schra¨nkt nahe z0
′
. Dies ist aber ein Widerspruch zur Tatsache, daß nach Konstruktion
h(zν)→∞ gilt.
2
4 Bergmann-Projektion
Es sei D ⊂ Cn ein Gebiet. Dann heißt die bezu¨glich des L2(D)-Skalarprodukts ortho-
gonale Projektion
PD : L2(D)→ L2(D) ∩ O(D) (II.30)
die Bergmann-Projektion von D oder der Bergmann-Projektor von D.
Fu¨r die Bergmann-Projektion gilt folgende Transformationsformel5:
Lemma II.6 Es seien D,D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine eigentliche
holomorphe Abbildung. Dann gilt
PD(det[f ′] · (ϕ ◦ f)) = det[f ′] · ((PD′ϕ) ◦ f) ∀ϕ ∈ L2(D′). (II.31)
Es sei darauf hingewiesen, daß in dieser Arbeit mit det[f ′] immer die komplexe Funk-
tionaldeterminate bezeichnet wird. Ist die reelle Funktionaldeterminante gemeint, so
wird dieses durch die Notation detIR[f
′] kenntlich gemacht.
In [5] wurde folgendes Ergebnis u¨ber das Verhalten des Bergmann-Projektors auf strikt
sternfo¨rmigen Gebieten gezeigt:
5siehe dazu [6]
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Theorem II.4 ([5], Theorem 2) Es sei D ⊂⊂ Cn ein strikt sternfo¨rmiges C2-glattes
Gebiet. Dann bildet der Bergmann-Projektor PD den Sobolev-Raum W 1/2(D) auf sich
ab.
Dabei wird der Sobolev-Raum W 1/2(D) wie u¨blich6 definiert durch
W 1/2(D) :=
f ∈ L2(D) :
∫
D
∣∣∣fˆ(ξ)∣∣∣2 (1 + |ξ|2)1/2 dV (ξ) <∞
 . (II.32)
5 Bekannte Fortsetzungssa¨tze
Mit Blick auf die folgenden Teilen dieser Arbeit seien hier einige bekannte Fortset-
zungssa¨tze in der jeweils beno¨tigen Form angegeben:
Theorem II.5 ([21], [11], [37]) Es seien D ⊂ Cn, D′ ⊂⊂ Cn Gebiete und sei f :
D → D′ eine eigentliche holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0)
zwei Randpunkte, fu¨r die es Umgebungen W = W (z0) und W ′ = W ′(z0′) gibt, so daß
∂D∩W und ∂D′∩W ′ C∞-glatte pseudokonvexe Hyperfla¨chen endlichen Typs sind. Dann
gibt es eine offene Umgebung U = U(z0), so daß sich f Ho¨lder-stetig auf D∪ (∂D∩U)
fortsetzen la¨ßt.
Theorem II.6 ([39]) Es sei M ⊂ Cn eine C2-glatte Hyperfla¨che und es sei z0 ∈ M .
Nahe z0 unterteilt M den Raum in zwei Halbra¨ume D− und D+. Es sei nun angenom-
men, daß in M bei z0 keine Keime von komplex-analytischen Hyperfla¨chen enthalten
sind. Dann besitzt Dj fu¨r entweder j = + oder j = − die folgende Fortsetzungseigen-
schaft: Es gibt eine Umgebungsbasis Un von z0, so daß sich jede auf Un∩Dj holomorphe
Funktion holomorph auf Un fortsetzen la¨ßt.
Theorem II.7 ([10]) Es sei f : M → M ′ eine endliche stetige CR-Abbildung zwi-
schen C∞-glatten pseudokonvexen Hyperfla¨chen im Cn. Ferner sei M von endlichem
Typ und M ′ enthalte keine eindimensionalen komplex-analytischen Varieta¨ten. Es sei
z0 ∈M . Ist f(z0) =: z0′ ∈M ′, dann ist f C∞-glatt in einer Umgebung von z0.
Theorem II.8 ([23]) Es seien D,D′ ⊂⊂ Cn Gebiete, es seien M ⊂ ∂D, M ′ ⊂ ∂D′
relativ offene Teilmengen reell-analytischer pseudokonvexr Hyperfla¨chen und es seien
z0 ∈M , z0′ ∈M ′. Es sei weiter f : D ∪M → D′ ∪M ′ eine C∞-Abbildung, welche auf
D eigentlich holomorph ist, und fu¨r die f(D) ⊂ D′, f(M) ⊂ M ′ und f(z0) = z0′ gilt.
Dann la¨ßt sich f holomorph auf eine Umgebung von z0 fortsetzen.
6siehe beispielsweise [34], Seite 198
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6 Analytische Mengen
Definition II.2 Es sei D ⊂ IRn eine offene Menge. Eine Teilmenge A ⊂ D heißt
reell-analytische Menge in D, wenn es fu¨r alle x ∈ D eine Umgebung U = U(x) sowie
auf U reell-analytische Funktionen f1, . . . , fr gibt, so daß gilt
A ∩ U = Z(f1) ∩ . . . ∩ Z(fr), (II.33)
wobei Z(fk) := {x ∈ U : fk(x) = 0} fu¨r 1 ≤ k ≤ r sei. Ist D ⊂ Cn und ko¨nnen die fk
als holomorphe Funktionen gewa¨hlt werden, dann heißt A komplex-analytische Menge
in D.
Ein wichtiges Hilfsmittel bei der Konstruktion der holomorphen Fortsetzung in Teil IV
dieser Arbeit ist das folgende Lemma von Bishop [13]. Wegen seiner wichtigen Rolle sei
hier der Vollsta¨ndigkeit halber sein Beweis angegeben, siehe dazu auch [14].
Lemma II.7 Es sei E eine abgeschlossene pluripolare Teilmenge eines beschra¨nkten
Gebietes U = U1×U2 ⊂ Cn, mit U1 ⊂ Cp, p ≥ 1, und es sei A eine rein p-dimensionale
abgeschlossene komplex-analytische Teilmenge in U \ E ohne Ha¨ufungspunkte in U1 ×
∂U2. Angenommen, U1 enthalte ein nichtleeres Teilgebiet V1, so daß A ∩ (V1 × U2)
eine abschlossene komplex-analytische Menge ist. Dann ist auch A∩U eine analytische
Teilmenge in U .
Beweis: Da E pluripolar ist, gibt es eine auf U plurisubharmonische Funktion ϕ mit
E ⊂ {z ∈ U : ϕ(z) = −∞}. Da die Behauptung des Lemmas rein lokaler Natur ist,
kann ohne Einschra¨nkung angenommen werden, daß ϕ auch noch auf einer Umgebung
von U plurisubharmonisch, also insbesondere nach oben beschra¨nkt auf U ist.
Zuerst wird nun gezeigt, daß A ∩ (V1 × U2) nicht leer ist. Dazu sei W1 die maximale
Teilmenge von U1, die V1 entha¨lt und fu¨r die A ∩ (W1 × U2) eine analytische Menge
ist. Dann ist die Projektion pi : A ∩ (W1 × U2) → W1 eine analytische U¨berlagerung.
Daher reicht es zu zeigen, daß A∩ (W1×U2) nicht leer ist. Sei dazu jetzt angenommen,
daß A ∩ (W1 × U2) = ∅ ist. Da A wegen dimA = p > 0 nicht leer ist und W1 maximal
gewa¨hlt ist, gibt es eine Kugel B1 = Br(a) mit Mittelpunkt a = (a1, . . . , ap) ∈ W1,
so daß A ∩ (B1 × U2) nichtleer ist. Somit muß fu¨r eine komplexe Gerade L1 3 a die
Menge A1 := A ∩ (L1 × U2) auch nichtleer sein. Ohne Einschra¨nkung kann L1 = C1
angenommen werden. Der Rand der analytischen Menge A1 besteht aus zwei Teilen:
E1 := A1 ∩ E und E2 := (A1 \ A1) \ E1. Die Funktion ϕ ist plurisubharmonisch und
nach oben beschra¨nkt auf A1 und ist identisch −∞ auf E1. Daher kann nach dem Ma-
ximumsprinzip die Funktion 1|z1−a1| nicht in allen Punkten von A1 gro¨ßer sein als
1
r .
Aber wegen A1 ⊂ B1×U2 gilt fu¨r jeden Punkt z ∈ A1 |z1 − a1| < r. Widerspruch. Also
kann A ∩ (W1 × U2) nicht leer gewesen sein.
Sei nun W :=W1×U2. Die Projektion pi : A∩W →W1 ist eine k-fache U¨berlagerung,
mit 1 ≤ k < ∞. Fu¨r jedes z ∈ W1 seien die Punkte der Faser pi−1(z) ∩ A mit Viel-
fachheiten bezeichnet als α1(z), . . . , αk(z). Damit sei auf W die Funktion ψ definiert
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als
ψ(z) :=
k∑
j=1
ϕ(αj(z)). (II.34)
Wird nun mit σ ⊂W1 die kritische analytische Menge der U¨berlagerung pi : A ∩W →
W1 bezeichnet, dann ko¨nnen die Funktionen αj(z) auf W1 \ σ als lokal holomorph
gewa¨hlt werden. Damit ist ψ entweder plurisubharmonisch oder identisch gleich −∞
auf W1 \ σ. Da A die Menge E nicht schneidet und da A ∩W u¨berall dicht in A ∩W
ist, muß die Menge E ∩ A ∩ W 2p-Maß Null haben. Folglich hat auch pi(E ∩ A ∩
W ) verschwindendes 2p-Maß und somit kann ψ nicht identisch −∞ auf W1 \ σ sein.
Da ψ gleichma¨ßig von oben beschra¨nkt und oberhalbstetig auf W1 ist, folgt, daß ψ
plurisubharmonisch auf ganz W ′ ist.
Als na¨chstes sei nun gezeigt, daß alle Randwerte von ψ auf (∂W1)∩U1 gleich −∞ sind.
Dazu sei a′ ∈ (∂W1) ∩ U1. Da W ′ maximal gewa¨hlt worden ist, muß es einen Punkt
a ∈ A∩E geben, so daß pi(a) = a′ gilt. Nach Voraussetzung ist A∩ (U1 × ∂U2) leer, so
daß alle Randpunkte der analytischen Menge pi−1(a′)∩A in E liegen und damit ist nach
dem Maximumprinzip die Menge pi−1(a′) ∩ A nulldimensional. Wenn aι ein Punkt in
pi−1(a′)∩A ist, dann gibt es eine Umgebung U ι 3 aι in U , so daß pi : A∩U ι → pi(U ι) eine
analytische U¨berlagerung ist. Da W1 ein Gebiet, also insbesondere zusammenha¨ngend,
und a′ ein Ha¨ufungspunkt von W1 ist, folgt, daß die Anzahl der Punkte in der Faser
pi−1(a′)∩A ho¨chstens gleich k <∞ ist. Folglich gibt es eine Umgebung U0 3 a, so daß
pi−1(a′) ∩ A ∩ U0 leer ist und daß pi : A ∩ U0 → pi(U0) eine eigentliche Abbildung ist.
Die Mengen U0, E∩U0 und W1∩pi(U0) erfu¨llen die Voraussetzung des zu beweisenden
Lemmas und somit ko¨nnen die Argumente des ersten Teils dieses Beweises angewandt
werden, um zu zeigen, daß A ∩ U0 ∩W nichtleer ist. Da
pi−1(a′) ∩A ∩ U0 ⊂ E (II.35)
gilt, streben fu¨r z → a′, z ∈ W alle Punkte der (nichtleeren) Fasern pi−1(z) ∩ A ∩ U0
nach E. Da aber ϕ|E = −∞ gilt, folgt sofort ψ(z)→∞.
Nun kann eine oberhalbstetige Funktion Ψ auf U ′ definiert werden durch
Ψ(z) :=
{
ψ(z) , z ∈W1
−∞ , z ∈ U1 \W1. (II.36)
Damit ist Ψ eine plurisubharmonische Funktion auf U1 und insbesondere ist E′ :=
U1 \W1 pluripolar in U1.
Es seien nun ΦI , |I| = k, kanonische definierende Funktionen der analytischen U¨berla-
gerung pi : A ∩W →W1 mit
ΦI(z1, z2) =
∑
|J |≤k
ϕIJ(z1)zJ2 . (II.37)
Dann sind die ϕIJ beschra¨nkte holomorphe Funktionen auf W1 und lassen sich somit
holomorph nach U1 fortsetzen. Die nach U1 fortgesetzten Funktionen Φ˜I , |I| = k defi-
nieren eine analytische Teilmenge A˜ in U1, welche in W1 mit A u¨bereinstimmt. Da A|W
dicht in A und A˜|W dicht in A˜ ist, gilt A˜ = A ∩ U , womit das Lemma bewiesen ist.
2
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7 Segre-Varieta¨ten
In [27] wurde von K.Diederich und S.Webster der Begriff der Segre-Varieta¨ten als ein
zentrales Hilfsmittel fu¨r die Untersuchung der Fortsetzungsprobleme eingefu¨hrt. Im
folgenden seien dazu nach [27] die wichtigsten Definitionen und Eigenschaften dieser
Objekte eingefu¨hrt.
7.1 Definitionen
Es sei D ⊂ Cn ein Gebiet, es sei z0 = 0 ∈ ∂D ein Randpunkt und sei U = U(z0)
eine Umgebung von z0, so daß M := ∂D ∩ U eine reell-analytische Hyperfla¨che ist.
Ferner sei r : U → IR eine reell-analytische definierende Funktion von D auf U . Als
reell-analytische Funktion ist r auf U , nach eventueller Verkleinerung von U , durch eine
Potenzreihe der Form
r(z) =
∞∑
|α|+|β|=0
aαβz
αzβ (II.38)
gegeben. Es sei nun die Komplexifizierung
r(z, w) :=
∞∑
|α|+|β|=0
aαβz
αwβ, (II.39)
betrachtet, welche nach dem Abel-Lemma auf einer geeigneten Umgebung V = V (Γ) ⊂
C2n der Diagonalen Γ :=
{
(z, ξ) ∈ C2n : z ∈ U, ξ = z} definiert ist. Damit ist r(z, w)
holomorph in z und antiholomorph in w.
Es ko¨nnen fu¨r M durch einen biholomorphen Koordinatenwechsel lokale Koordinaten
nahe z0 so gewa¨hlt werden, daß r die folgende Normalform annimmt
r(z) = zn + zn +
∞∑
j=0
rj(′z,′ z)(−i)j(zn − zn)j (II.40)
= 2xn +
∞∑
j=0
rj(′z,′ z)(2yn)j ,
mit reell-analytischen Funktionen rj , die in 0 verschwinden und keine reinen holo-
morphen oder antiholomorphen Terme in ihrer Taylordarstellung um 0 enthalten. Die
Komplexifizierung von r kann in diesen Normalkoordinaten dann geschrieben werden
als
r(z, w) = zn + wn +
∞∑
j=0
rj(′z,′w)(−i)j(zn − wn)j . (II.41)
Aus dieser Darstellung folgt die Beziehung
r(z, w) = 0 ⇐⇒ zn + wn +
∑
|k|>0
λk(w)′zk = 0, (II.42)
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wobei die Summation u¨ber Multiindizes k = (k1, . . . , kn−1) mit kj ≥ 0 erfolgt und
die λk holomorphe Funktionen auf U sind. Damit ergibt sich folgende weitere wichtige
Darstellung fu¨r r(z, w)
r(z, w) = (1 + α(z, w))
zn + wn + ∑
|k|>0
λk(w)′zk
 , (II.43)
mit einer Cω-Funktion α(z, w), die holomorph in z und antiholomorph in w ist sowie in
0 verschwindet.
Mit diesen Vorbereitungen kann nun der Begriff der Segre-Varieta¨t eingefu¨hrt werden:
Definition II.3 Ein Paar U1 ⊂⊂ U2 ⊂ U von offenen Umgebungen heißt ein Stan-
dardumgebungspaar fu¨r einen Punkt z0 ∈ M , wenn die folgenden Bedingungen erfu¨llt
sind:
a) Bezu¨glich eines passenden Normalkoordinatensystems fu¨r z0 gilt U2 = ′U2 ×U2n,
wobei ′U2 eine offene Umgebung von 0 ∈ Cn−1 und U2n eine offene Umgebung
von 0 auf der zn-Achse ist.
b) Die Komplexifizierung r(z, w) ist auf U2 × U1 wohldefiniert, so daß fu¨r jedes
w ∈ U1 die Menge
Qw := {z ∈ U2 : r(z, w) = 0} (II.44)
eine abgeschlossene, glatte komplex-analytische Hyperfla¨che ist. Qw heißt die zu
w assoziierte Segre-Varieta¨t.
c) Die Hyperfla¨che Qw kann als Graph dargestellt werden, d.h. es gibt eine holomor-
phe Funktion hw(′z) auf ′U2, so daß gilt
Qw =
{
(′z, zn) ∈ U2 : zn = hw(′z)
}
. (II.45)
Fu¨r jedes ζ ∈ Qw sei der Keim von Qw (als komplex-analytischer Mengenkeim) in ζ
mit ζQw bezeichnet.
7.2 Elementare Eigenschaften
Zu jeden Punkt z ∈ M gibt es eine Familie (U1i, U2i) von Standardumgebungspaa-
ren fu¨r z, so daß die U2i eine Umgebungsbasis fu¨r z bilden. Ferner sind die zu einem
Punkt z assoziierten Segre-Varieta¨ten Qw unabha¨ngig von der Wahl des Umgebungs-
paares U1, U2 und der definierenden Funktion r, in folgendem Sinn: Sind (U1, U2, r) und
(U˜1, U˜2, r˜) Standardumgebungspaare zu z mit zugeho¨rigen definierenden Funktionen r
und r˜ und sind Qw ⊂ U2 und Q˜w ⊂ U˜2 die entsprechenden Segre-Varieta¨ten zu einem
Punkt w ∈ U1 ∩ U˜1, dann gilt
Qw ∩ (U2 ∩ U˜2) ≡ Q˜w ∩ (U2 ∩ U˜2). (II.46)
In dem folgenden Lemma werden nun die wichtigsten elementaren Eigenschaften der
Segre-Varieta¨ten zusammengestellt:
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Lemma II.8 Es sei D ⊂ Cn ein Gebiet, sei z0 ∈ ∂D ein Randpunkt mit einem Stan-
dardumgebungspaar (U1, U2), so daß M := ∂D ∩ U2 eine reell-analytische Hyperfla¨che
ist. Dann folgt:
a) Fu¨r z, w ∈ U1 gilt
z ∈ Qw ⇐⇒ w ∈ Qz. (II.47)
b) Es gilt
z ∈ Qz ⇐⇒ z ∈M. (II.48)
c) Fu¨r jedes w ∈ U1 ist die Menge
Aw := {z ∈ U1 : Qz = Qw} (II.49)
eine abgeschlossene komplex-analytische Untervarieta¨t von U1. Insbesondere ist
dimCAw oberhalbstetig als eine Funktion von w ∈ U1.
d) Es gilt
z ∈ Aw ⇐⇒ Az = Aw. (II.50)
e) Fu¨r jedes w ∈M gilt Aw ⊂M .
f) Es gilt
Aw =
⋂
{Qz : z ∈ Qw} ∩ U1. (II.51)
g) Es seien D,D′ ⊂⊂ Cn Gebiete und es seien z0 ∈ ∂D, z0′ ∈ ∂D′ Randpunkte, so
daß ∂D nahe z0 und ∂D′ nahe z0′ reell-analytisch ist. Ferner seien (U1, U2) und
(U ′1, U ′2) Standardumgebungspaare von z0 und z0
′
. Es sei nun f : U2∩D → U ′2∩D′
eine holomorphe Abbildung, die sich lokal biholomorph auf eine Umgebung V =
V (z0) ⊂ U1 fortsetzen la¨ßt, so daß z0′ = f(z0) gilt. Dann gilt
f(Qw ∩ V ) = Q′f(w) ∩ f(V ) ∀w ∈ V. (II.52)
Beweis:
zu a) Die Behauptung ist a¨quivalent zu r(z, w) = r(w, z) und dies folgt sofort aus der
Reellwertigkeit der Funktion r(z, z).
zu b) z ∈ Qz ist gleichbedeutend mit r(z, z) = 0 und dies gilt genau fu¨r die Punkte
z ∈M .
zu c) siehe [23] und [24].
zu d) Sei z ∈ Aw. Dann gilt Qz = Qw nach Definition von Aw. Also gilt
Aw = {u ∈ U1 : Qu = Qw} = {u ∈ U1 : Qu = Qz} = Az. (II.53)
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Sei nun Aw = Az. Es gilt aber immer z ∈ Az und damit folgt z ∈ Aw.
zu e) Sei w ∈ ∂D und z ∈ Aw. Nach b) gilt w ∈ Qw und nach Definition von Aw gilt
Qz = Qw, womit sofort w ∈ Qz folgt. Nach a) gilt daher z ∈ Qw = Qz und mit b) folgt
die Behauptung.
zu f) Sei p ∈ Aw und z ∈ Qw beliebig. Dann gilt Qp = Qw und damit ist z ∈ Qp. Nach
a) gilt dann p ∈ Qz. Sei andererseits p ∈ Qz ∀ z ∈ Qw, dann gilt z ∈ Qp ∀ z ∈ Qw,
womit sofort Qw ⊂ Qp folgt. Da Qw und Qp komplex-analytische abgeschlossene Hy-
perfla¨chen sind, folgt Qw = Qp, woraus sofort die Behauptung p ∈ Aw folgt.
zu g) Es sei r eine definierende Funktion von ∂D auf V . Dann ist r′ := r ◦ f−1 eine
definierende Funktion von ∂D′ auf V ′. Da die Segre-Varieta¨ten unabha¨ngig von der
Wahl der definierenden Funktionen sind, folgt nun fu¨r jedes w ∈ V
z′ ∈ f(Qw ∩ V ) ⇐⇒ r(f−1(z′), w) = 0 ∧ z′ ∈ V ′ (II.54)
⇐⇒ r(f−1(z′), f−1 ◦ f(w)) = 0 ∧ z′ ∈ V ′ (II.55)
⇐⇒ r′(z′, f(w)) = 0 ∧ z′ ∈ V ′ (II.56)
⇐⇒ z′ ∈ Q′f(w) ∩ V ′. (II.57)
Damit ist auch g) gezeigt.
2
Die in Lemma II.8, Teil c) definierte Menge Aw ist von entscheidender Bedeutung fu¨r
die weiteren Betrachtungen. In [27] und [2] wurde folgende Begriﬄichkeit eingefu¨hrt:
Definition II.4 Ist in der Situation von Lemma II.8 zu einem Punkt w ∈ M die
Menge Aw null-dimensional, gilt also Aw = {w} nach entsprechender Verkleinerung
von U1, so heißt M im Punkte w essentiell endlich. Ist M in jedem Punkt w ∈ M
essentiell endlich, so heißt M essentiell endlich.
Damit ist M insbesondere in jedem Punkt endlichen Typs auch essentiell endlich. Es
sei nun angenommen, daß M essentiell endlich ist. Mit den Notationen von Definition
II.3 ko¨nnen die Funktionen h(′z, w) := hw(′z) in der Form
h(′z, w) =
∞∑
j=0
λj(w) ′zj (II.58)
mit antiholomorphen Funktionen λj(w) auf U1 geschrieben werden. Es wurde in [27]
gezeigt, daß es eine natu¨rliche Zahl N gibt, so daß die Hyperfla¨che Qw fu¨r jedes
z ∈ M und fu¨r jedes Standardumgebungspaar U1, U2 von z eindeutig durch die Ko-
effizienten {λj : |j| ≤ N} bestimmt wird (siehe hierzu insbesondere [23]). Diese Tat-
sache ermo¨glicht es, auf der Familie aller Segre-Varieta¨ten die Struktur einer endlich-
dimensionalen komplex-analytischen Varieta¨t zu definieren, so daß die Abbildungen
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λ : U1 ∈ w 7→ Qw (II.59)
endlich-verzweigte antiholomorphe U¨berlagerungen sind. Fu¨r einen festen Punkt z0 ∈
M und ein Standardumgebungspaar U1, U2 von z0 wird die Familie der Segre-Varieta¨ten,
versehen mit dieser Struktur, mit S = S(U1, U2) bezeichnet.
Es sei ferner noch folgendes Lemma aus [24] angefu¨hrt:
Lemma II.9 ([24], Lemma 2.4) Es sei fu¨r einen beliebigen Punkt z0 ∈M ein Stan-
dardumgebungspaar U1 = ′U1 ×U1n, U2 = ′U2 ×U2n gewa¨hlt. Fu¨r jedes w = (′w,wn) ∈
U1 \D sei die Menge Ωw definiert als
Ωw :=
{′z ∈ ′U2 : (′z, hw(′z)) ∈ D} . (II.60)
Dann gilt:
a) Fu¨r je zwei Punkte w1, w2 ∈ U1\D mit den gleichen (Imwn)-Koordinaten und den
gleichen (′w)-Koordinaten, aber mit Rew1n < Rew2n, gilt die Relation Ωw1 ⊂ Ωw2.
b) Es gibt ein δ > 0, so daß fu¨r jedes ′w ∈ ′U1 gilt
U δ1 := U1 ∩
{
w = (′w,wn) 6∈ D : Rewn > δ
} 6= ∅ (II.61)
und ferner die Menge Ωw zusammenha¨ngend ist fu¨r jedes w ∈ U δ1 .
Eine der technischen Schwierigkeiten bei der Anwendung der Segre-Varieta¨ten fu¨r die
Untersuchung der Fortsetzungsprobleme ist die Tatsache, daß im allgemeinen die Menge
Qw ∩D aus mehreren Zusammenhangskomponenten bestehen kann. Um diese Schwie-
rigkeiten zu bewa¨ltigen, kann in einigen Fa¨llen die Behauptung b) von Lemma II.9
benutzt werden, wa¨hrend in anderen Fa¨llen eine spezielle Zusammenhangskomponente
von Qw ∩D auswa¨hlt werden muß. Dieses kann wie folgt geschehen:
Definition II.5 Nach eventueller Verkleinerung von U gilt fu¨r jedes w ∈ U das fol-
gende: Die komplexe Gerade lw durch w, welche die reelle Gerade entha¨lt, die durch w
geht und orthogonal zu M ist, schneidet die Segre-Varieta¨t Qw in genau einem Punkt
sw ∈ D, welcher als symmetrischer Punkt zu w bezeichnet wird. Die Zusammenhangs-
komponente von Qw ∩ D, welche sw entha¨lt, wird mit sQw bezeichnet und heißt die
symmetrische Komponente von Qw.
Die folgende Abscha¨tzung folgt direkt:
Lemma II.10 Es gibt eine Umgebung U = U(M), so daß fu¨r jede Folge (wk)k ⊂ U
mit dist(wk,M)→ 0 gilt
dist(wk,M) ≈ dist(swk,M). (II.62)
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Auf a¨hnliche Weise wie die symmetrischen Punkte seien jetzt noch die reflektierten
Punkte wie folgt definiert:
Definition II.6 Es sei ein Standardkoordinatensystem wie oben gewa¨hlt. Fu¨r jedes
w ∈ U1 sei der bezu¨glich M und der gewa¨hlten Koordinaten reflektierte Punkt κw durch
die folgenden Bedingungen definiert:
(i) κw = (′w, κwn).
(ii) r(κw,w) = 0.
Diese beiden definierenden Bedingungen fu¨r κw sind a¨quivalent zu der Bedingung
r((′w, κwn), (′w,wn)) = 0. (II.63)
Damit ist die Abbildung κ : w → κw ein reell-analytischer Diffeomorphismus, welcher
hochgradig von der Wahl des lokalen Koordinatensystems abha¨ngt. Insbesondere gilt
(κ ◦ κ)(w) ≡ w, da r reellwertig ist.
8 Holomorphe Korrespondenzen
In diesem Abschnitt wird der Begriff der holomorphen Korrespondenz als eine geeignete
Verallgemeinerung des Begriffs der holomorphen Abbildung eingefu¨hrt.
8.1 Definitionen
Definition II.7 Es seien U,U ′ ⊂ Cn offene Mengen. Eine abgeschlossene, rein n-
dimensionale komplex-analytische Menge F ⊂ U × U ′, fu¨r welche die Projektion pi :
F → U eigentlich ist, heißt eigentliche holomorphe Korrespondenz. Insbesondere heißt
F irreduzibel, wenn F ⊂ U × U ′ als analytische Menge irreduzibel ist.
Eine holomorphe Korrespondenz F ordnet jedem Punkt z ∈ U eine endliche Anzahl
von Bildpunkten zu, na¨mlich die Punkte der Menge Fˆ (z) := pi′(pi−1(z)) ⊂ U ′, wobei pi′
die Projektion von F auf U ′ bezeichne. Mit Vielfachheiten geza¨hlt ist die Anzahl dieser
Bildpunkte genau gleich der Bla¨tterzahl m der verzweigten U¨berlagerung pi : F → U .
Diese Bla¨tterzahl wird auch als Grad von F bezeichnet. Nach einer beliebig kleinen
Perturbation des gewa¨hlten Standardkoordinatensystems im Bildbereich kann immer
von der folgenden Situation ausgegangen werden:
Generische Situation: Es gibt eine abgeschlossene, niederdimensionale komplex-
analytische Teilmenge B ⊂ U , so daß fu¨r jedes z ∈ U \B gilt: Sind z1′, z2′ ∈ F̂ (z) zwei
Punkte mit z1′ 6= z2′, so gilt
z1
′
k 6= z2′k ∀ k ∈ {1, . . . , n} . (II.64)
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Die Punkte z ∈ U \B heißen generische Punkte von F . Fu¨r generische Punkte z ist die
Zahl #Fˆ (z) konstant und gleich dem Grad der Korrespondenz F .
In dieser Arbeit wird stets davon ausgegangen, daß das jeweilige Standardkoordinaten-
system so gewa¨hlt ist, daß diese generische Situation hergestellt ist.
Die Komponenten der Bildpunkte von Fˆ (z), geschrieben als z′k = fk(z) fu¨r k = 1, . . . , n,
sind algebroide Funktionen auf U , d.h. sie erfu¨llen Gleichungen der Form
z′mk + ak1(z)z
′m−1
k + · · ·+ akm(z) = 0 (II.65)
mit holomorphen Koeffizienten akj ∈ O(U). Aufgrund der vorausgesetzten generischen
Situation und da F als irreduzibel angenommen wurde, sind diese Polynome irreduzibel
u¨ber O(U).
8.2 Fortsetzende Korrespondenzen
Fu¨r die Anwendung des Begriffs der Korrespondenzen auf das Fortsetzungsproblem sei
nun folgendes definiert:
Definition II.8 Eine eigentliche holomorphe Abbildung f : D → D′ von zwei Gebie-
ten D,D′ ⊂ Cn heißt fortsetzbar als eigentliche holomorphe Korrespondenz auf eine
Umgebung U eines Randpunktes z0 ∈ ∂D, wenn es eine offene Menge U ′ ⊂ Cn und
eine irreduzible holomorphe Korrespondenz F ⊂ U × U ′ gibt, so daß gilt
F ⊃ Γf ∩
(
(D ∩ U)×D′) , (II.66)
wobei mit Γf der Graph von f bezeichnet sei. Die gleiche Sprechweise wird im folgenden
auch fu¨r mehrwertige Abbildungen Fˆ verwendet.
Angenommen, nahe eines Punktes z0 ∈ ∂D ist ∂D reell-analytisch und von endli-
chem Typ. Dann gibt es nach Theorem II.6 nur zwei mo¨gliche Situationen: Alle auf
D nahe z0 holomorphen Funktionen lassen sich holomorph auf eine Umgebung von z0
fortsetzen oder alle außerhalb von D nahe z0 holomorphen Funktionen haben diese
Fortsetzbarkeitseigenschaft. Im ersten Fall muß jede Fortsetzung von f als eine irre-
duzible holomorphe Korrespondenz auf eine Umgebung von z0 notwendig schon eine
holomorphe Abbildung nahe z0 sein, wenn U genu¨gend klein gewa¨hlt wird. Nur im
zweiten Fall kann die Bla¨tterzahl m der Fortsetzung gro¨ßer als 1 sein.
Es sei hier die folgende elementare Beobachtung 7 gemacht:
Lemma II.11 Wenn f sich als eigentliche holomorphe Korrespondenz auf eine Um-
gebung U eines Punktes z0 ∈ ∂D fortsetzen la¨ßt, dann setzt sich f Ho¨lder-stetig auf
D ∩ U fort.
7siehe auch [22]
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Beweis: Da sich die Abbildung f als eigentliche holomorphe Korrespondenz F fortset-
zen la¨ßt, gilt insbesondere fu¨r jeden Punkt z ∈ ∂D
clf (z) ⊂ F̂ (z). (II.67)
Nach Lemma III.4 ist die Clustermenge clf (z) jedes Punktes z ∈ ∂D unter der Abbil-
dung f zusammenha¨ngend. Da Fˆ (z) aber eine endliche Menge ist, kann clf (z) nur aus
einem einzelnen Punkt bestehen, woraus sofort die stetige Fortsetzbarkeit von f auf
D ∩ U folgt. Weiter folgt die Ho¨lder-Stetigkeit der Fortsetzung direkt aus der Darstel-
lung (II.65) von F .
2
Wenn f : D → D′ sich nahe z ∈ ∂D als eigentliche holomorphe Korrespondenz
F ⊂ U × U ′ fortsetzen la¨ßt, dann ist z′ := f(z) nach Lemma (II.11) wohldefiniert
und es gilt (z, z′) ∈ F . Daher kann der Keim der Korrespondenz F bei (z, z′) be-
trachtet werden. Es kann im weiteren immer angenommen werden, daß dieser Keim
irreduzibel ist.
Abschließend sei jetzt noch das folgende Lemma aufgefu¨hrt:
Lemma II.12 Es sei D ⊂⊂ Cn ein Gebiet, sei U eine Umgebung eines Punktes z0 ∈
∂D, so daß ∂D∩U eine C2-glatte Hyperfla¨che endlichen Typs ist und es sei F ⊂ U×U ′
eine irreduzible eigentliche holomorphe Korrespondenz. Ferner sei
Fc := F ∩ ((U \D)× U ′). (II.68)
Ist z0 6∈ D̂ und ist U genu¨gend klein gewa¨hlt, so ist Fc irreduzibel.
Beweis: Es sei die Bla¨tterzahl von pi : F → U mit m bezeichnet. Ferner kann, wie
oben schon erwa¨hnt, angenommen werden, daß die Koordinaten in U ′ so gewa¨hlt sind,
daß eine generische Situation vorliegt. Dann werden, wie in (II.65), die Komponenten
von Fˆ gegeben durch irreduzible Pseudopolynome u¨ber O(U) der Form
z′k
m + ak1(z)z′k
m−1 + · · ·+ akm(z) = 0. (II.69)
Es sei nun angenommen, daß Fc reduzibel ist. Dann hat Fc eine irreduzible Komponente
F˜ ⊂ (U \D) × U ′, so daß die Bla¨tterzahl von pi : F˜ → U \D kleiner als m ist. Daher
sind die Polynome aus (II.69) reduzibel u¨ber O(U \ D). Da z0 6∈ D̂ ist, lassen sich
nach Theorem II.6 die holomorphen Koeffizienten dieser Zerlegung von U \ D nach
ganz U holomorph fortsetzen. Damit ergibt sich, nach eventueller Verkleinerung von
U , insbesondere eine Zerlegung von (II.69) u¨ber O(U), was aber ein Widerspruch zur
Voraussetzung der Irreduzibilita¨t von F ist. Also muß Fc irreduzibel gewesen sein.
2
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8.3 Inverse von eigentlichen holomorphen Korrespondenzen
Im vorherigen Teilabschnitt wurden nur (lokale) eigentliche holomorphe Fortsetzungen
F der eigentlichen holomorphen Abbildung f : D → D′ und deren Inverse betrachtet.
Fu¨r den spa¨teren Gebrauch muß dieses nun noch verallgemeinert werden auf eigentliche
holomorphe Korrespondenzen als Fortsetzung von Inversen eigentlicher holomorpher
Abbildungen. Es sei dazu zuerst pra¨zise definiert, was mit diesem Begriff genau gemeint
sein soll, wozu jetzt zwischen der rein lokalen Fortsetzung der Inversen von f und einer
etwas globaleren Situation unterschieden werden muß. Hier zuna¨chst die Definition der
globaleren Fortsetzung:
Definition II.9 Die globale Inverse g := f−1 der Abbildung f setzt sich als eigentliche
holomorphe Korrespondenz auf die zusammenha¨ngende Umgebung U ′ von z0′ fort, wenn
es eine offene Menge Uˆ ⊂ Cn und eine abgeschlossene, rein n-dimensionale komplex-
analytische Teilmenge G ⊂ Uˆ × U ′ gibt (G kann dabei mo¨glicherweise reduzibel sein),
so daß gilt:
i) Γf ∩ (D × (U ′ ∩D′)) ⊂ G.
ii) pi′ : G→ U ′ ist eigentlich.
Ausgehend von dieser globaleren Fortsetzung der Inversen g sei nun mit der folgenden
Definition die rein lokale Fortsetzung von g hervorgehoben:
Definition II.10 Die globale Inverse g := f−1 setzt sich als eigentliche holomorphe
Korrespondenz auf eine Umgebung des Paares (z0, z0′) fort (oder die lokale Inverse von
f bei (z0, z0′) setzt sich als eigentliche holomorphe Korrespondenz fort), wenn es offene
Umgebungen U = U(z0) und U ′ = U ′(z0′) sowie eine irreduzible abgeschlossene, rein
n-dimensionale komplex-analytische Menge F ⊂ U × U ′ gibt, so daß gilt:
i) Γf ∩ ((U ∩D)× (U ′ ∩D′)) ⊂ F .
ii) pi′ : F → U ′ ist eigentlich.
Veranschaulichend kann gesagt werden, daß die Definition II.9 die Fortsetzung von
allen Zweigen von g = f−1 als eigentliche holomorphe Korrespondenz auf eine Umge-
gebung von z0′ behandelt, wa¨hrend sich Definition II.10 auf die Fortsetzung einer lokal
irreduziblen Komponente von g nahe dem Paar (z0, z0′) beschra¨nkt.
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Illusion, daß etwas erkannt sei, wo wir ei-
ne mathematische Formel fu¨r das Gesche-
hene haben: Es ist nur bezeichnet: Nichts
mehr!
Friedrich Nietzsche
Teil III
Stetige Fortsetzbarkeit
Untersuchungsgegenstand dieses Teils ist die folgende Fragestellung:
Es seien D,D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine eigentliche holomorphe Abbil-
dung. Fu¨r Randpunkte z0 ∈ ∂D und z0′ ∈ clf (z0) seien W =W (z0) und W ′ =W ′(z0′)
geeignete kleine offene Umgebungen. Unter welchen Voraussetzungen an ∂D ∩W und
∂D′ ∩ W ′ gibt es dann eine Umgebung U = U(z0), so daß sich f Ho¨lder-stetig auf
D ∪ (∂D ∩ U) fortsetzen la¨ßt?
Die im folgenden verwendeten Methoden beruhen in weiten Teilen auf [35]. Dort wurde
insbesondere das folgende globale Theorem bewiesen:
Theorem III.1 ([35], Theorem 6.1) Es sei D ⊂⊂ Cn ein strikt sternfo¨rmiges C2-
glattes Gebiet und sei D′ ⊂⊂ Cn reell-analytisch. Dann la¨ßt sich jede biholomorphe
Abbildung f : D → D′ Ho¨lder-stetig auf D fortsetzen.
In der vorliegenden Arbeit kann nun ausgehend von [35] insbesondere das folgende
lokale Theorem gezeigt werden:
Theorem A Es seien D,D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine eigentliche
holomorphe Abbildung. Fu¨r z0 ∈ ∂D und z0′ ∈ clf (z0) gebe es UmgebungenW =W (z0)
und W ′ =W ′(z0′), so daß ∂D∩W eine C2-glatte Hyperfla¨che und ∂D′ ∩W ′ eine reell-
analytische Hyperfla¨che endlichen Typs ist. Ferner gebe es Umgebungen U = U(z0) und
U ′ = U ′(z0′) sowie Konstanten C > 0 und µ > 0, so daß gilt
dist(f(z), ∂D′) < C dist(z, ∂D)µ ∀ z ∈ U ∩ f−1(f(D ∩ U) ∩ U ′). (III.1)
Dann gibt es eine Umgebung V = V (z0), so daß f|D∩V sich Ho¨lder-stetig auf D ∩ V
fortsetzen la¨ßt.
Mit den vorliegenden Resultaten ergibt sich unter anderem auch direkt die folgende
Verallgemeinerung von Theorem III.1:
Satz III.1 Es sei D ⊂⊂ Cn ein strikt sternfo¨rmiges C2-glattes Gebiet und sei D′ ⊂⊂
Cn ein C∞-glattes Gebiet. Es sei f : D → D′ eine biholomorphe Abbildung und seien
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z0 ∈ ∂D und z0′ ∈ ∂D′ Randpunkte, so daß es eine Umgebung W ′ = W ′(z0′) gibt, fu¨r
die ∂D′ ∩W ′ eine reell-analytische Hyperfla¨che endlichen Typs ist. Dann gibt es eine
Umgebung U = U(z0), so daß sich f Ho¨lder-stetig auf D ∪ (∂D ∩ U) fortsetzen la¨ßt.
Es seien jetzt als einfu¨hrende Betrachtungen zum Problem der lokalen stetigen Fort-
setzbarkeit einige zentrale Eigenschaften der Clustermengen von Randpunkten unter
eigentlichen Abbildungen aufgezeigt:
Lemma III.1 Es seien D,D′ ⊂ IRn zwei Gebiete, sei z0 ∈ ∂D ein Randpunkt und es
sei f : D → D′ eine eigentliche stetige Abbildung. Dann gibt es fu¨r jede offene Menge
U ′ mit clf (z0) ⊂⊂ U ′ eine Umgebung U = U(z0), so daß gilt
f(D ∩ U) ⊂ D′ ∩ U ′. (III.2)
Beweis: Es sei U ′ eine beliebige offene Menge mit clf (z0) ⊂⊂ U ′. Angenommen, die
Aussage des Lemmas wa¨re falsch. Dann gibt es eine Umgebungsbasis (Uk)k von z0, so
daß gilt
f(D ∩ Uk) ∩ (D′ \ U ′) 6= ∅ ∀ k ∈ IN. (III.3)
Damit gibt es insbesondere eine Folge (zk)k ⊂ D mit zk → z0, fu¨r die gilt
f(zk) ∈ D′ \ U ′ ∀ k ∈ IN. (III.4)
Da f eigentlich ist, kann (zk)k insbesondere so gewa¨hlt werden, daß die Folge (f(zk))k
gegen einen Punkt w′ ∈ ∂D konvergiert. Wegen (III.4) muß dann auch w′ ∈ D′ \U ′ gel-
ten. Nach Definition gilt aber auch w′ ∈ clf (z0), was ein Widerspruch zu clf (z0) ⊂⊂ U ′
ist.
2
Damit ergibt sich als Spezialfall direkt das folgende Lemma:
Lemma III.2 Es seien D,D′ ⊂ IRn zwei Gebiete und sei f : D → D′ eine eigentliche
stetige Abbildung. Weiter seien z0 ∈ ∂D und z0′ ∈ ∂D′ zwei Randpunkte, fu¨r die
clf (z0) =
{
z0
′} gilt. Dann gibt es fu¨r jede Umgebung U ′ = U ′(z0′) eine Umgebung
U = U(z0), so daß gilt
clf (z) ⊂ ∂D′ ∩ U ′ ∀ z ∈ ∂D ∩ U. (III.5)
Beweis: Es sei U ′ = U ′(z0′) eine Umgebung von z0′ . Nach Lemma III.1 gibt es fu¨r
V ′ = V ′(z0′) ⊂⊂ U ′ eine Umgebung V = V (z0), so daß f(D ∩ V ) ⊂ D′ ∩ V ′ gilt. Es sei
nun U = U(z0) ⊂⊂ V eine weitere Umgebung. Dann gilt nach (II.23)
clf (z) ⊂ f(D ∩ U) ∀ z ∈ ∂D ∩ U, (III.6)
womit, da f eigentlich ist, sofort die Behauptung folgt.
2
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Lemma III.3 Es seien D,D′ ⊂ IRn zwei Gebiete, es sei z0 ∈ ∂D ein Randpunkt
und es sei f : D → D′ eine eigentliche stetige Abbildung. Dann ist clf (z0) ⊂ ∂D′
abgeschlossen.
Beweis: Es sei (w′k)k ⊂ clf (z0) eine Folge mit w′k → w′ ∈ ∂D′. Zu zeigen ist w′ ∈
clf (z0). Da w′k ∈ clf (z0) ist, gibt es fu¨r jedes k ∈ IN eine Folge (zkj )j ⊂ D mit
lim
j→∞
zkj → z0 und lim
j→∞
f(zkj )→ w′k. (III.7)
Fu¨r jedes n ∈ IN gibt es dann ein kn ∈ IN, so daß gilt∣∣w′kn − w′∣∣ ≤ 1n. (III.8)
Weiter gibt es zu diesem kn ein jn ∈ IN, so daß gilt∣∣∣zknjn − z0∣∣∣ < 1n und ∣∣∣f(zknjn )− w′kn∣∣∣ < 1n. (III.9)
Damit kann nun eine Folge (z˜n)n ⊂ D definiert werden durch
z˜n := zknjn ∀n ∈ IN. (III.10)
Dann folgt nach Konstruktion sofort
lim
n→∞ z˜n = z
0 und lim
n→∞ f(z˜n) = w
′. (III.11)
Damit ist w′ ∈ clf (z0) gezeigt.
2
Lemma III.4 Es seien D,D′ ⊂ IRn zwei Gebiete und es sei f : D → D′ eine ei-
gentliche stetige Abbildung. Es sei z0 ∈ ∂D ein Randpunkt, fu¨r den es eine Umgebung
W =W (z0) gibt, so daß ∂D∩W C1-glatt ist. Dann ist clf (z0) eine zusammenha¨ngende
Teilmenge von ∂D′.
Beweis: Angenommen clf (z0) ist nicht zusammenha¨ngend. Da clf (z0) nach Lemma
III.3 abgeschlossen ist, gibt es dann eine Darstellung
clf (z0) = A′1 ∪˙ A′2, (III.12)
mit disjunkten abgeschlossenen nichtleeren Mengen A′1 und A′2. Da IR
n insbesondere
Hausdorffsch ist, gibt es offene Umgebungen U ′1 = U ′1(A′1) und U ′2 = U ′2(A′2) mit
U ′1 ∩ U ′2 = ∅. (III.13)
Insbesondere ist U ′ := U ′1 ∪ U ′2 eine offene Umgebung von clf (z0). Nach Lemma III.1
gibt es dann eine offene Umgebung U = U(z0) mit
f(D ∩ U) ⊂ D′ ∩ U ′. (III.14)
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Da ∂D ∩W nach Voraussetzung C1-glatt ist, gibt es eine Umgebung V = V (z0) ⊂ U ,
so daß D ∩ V zusammenha¨ngend ist. Damit ist aber auch f(D ∩ V ) als stetiges Bild
einer zusammenha¨ngenden Menge wieder zusammenha¨ngend. Es gilt aber nach (III.14)
f(D ∩ V ) ⊂ U ′ und nach Definition von clf (z0) muß, da A′1 und A′2 beide nicht leer
sind, ferner gelten
f(D ∩ V ) ∩ U ′1 6= ∅ und f(D ∩ V ) ∩ U ′2 6= ∅. (III.15)
Dies ist aber nach (III.13) nicht mo¨glich, wenn f(D ∩ V ) zusammenha¨ngend ist. Wi-
derspruch! Also muß clf (z0) zusammenha¨ngend sein.
2
Im Fall von nicht-glatten Randpunkten ist die Aussage des obigen Lemmas im allge-
meinen falsch, wie das folgende einfache Beispiel sofort zeigt:
Beispiel: Es seien in C die folgenden beiden Gebiete betrachtet
D := ∆ \ {z ∈ C : Re z ≥ 0, Im z = 0} , (III.16)
D′ := ∆ ∩ {z ∈ C : Im(z) > 0} . (III.17)
Dann ist
f : D → D′, z =: reiθ 7→ f(z) := reiθ/2 (III.18)
eine biholomorphe Abbildung. Fu¨r jedes z ∈ ∂D mit Im(z) = 0 und 0 < Re(z) < 1 gilt
clf (z) = {z,−z} , (III.19)
was offenbar eine nicht zusammenha¨ngende Menge ist. Insbesondere la¨ßt sich damit f
nicht stetig auf D fortsetzen.
Aus Lemma III.4 ergibt sich insbesondere folgendes Korollar:
Korollar III.1 Es seien D,D′ ⊂ IRn Gebiete, es sei f : D → D′ eine stetige eigent-
liche Abbildung und es sei z0 ∈ ∂D ein Randpunkt, fu¨r den es eine Umgebung W =
W (z0) gibt, so daß ∂D ∩W C1-glatt ist. Es gebe ferner fu¨r einen Punkt z0′ ∈ clf (z0)
eine Umgebung U ′ = U ′(z0′), so daß gilt
clf (z0) ∩ U ′ =
{
z0
′}
. (III.20)
Dann gilt sogar
clf (z0) =
{
z0
′}
. (III.21)
Es seien jetzt noch einige Beispiele aufgefu¨hrt, die verdeutlichen, welche Pathologien
bei der Frage nach stetiger Fortsetzbarkeit im Fall n > 1 auftreten ko¨nnen. Damit wird
insbesondere klar, welche Regularita¨tsbedingungen an ∂D und ∂D′ notwendig gestellt
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werden mu¨ssen, um in der betrachteten Situation die stetige Fortsetzbarkeit der Ab-
bildung f zeigen zu ko¨nnen.
Beispiel 1 Es sei D := ∆×C ⊂ C2. Damit ist D ein unbeschra¨nktes, reell-analytisches
glattes pseudokonvexes Gebiet. Es sei g : ∆ → C eine beliebige holomorphe Funktion
mit einer Polstelle in 1 ∈ ∂∆, beispielsweise g(z) := (z − 1)−1. Es sei nun f : D → D
definiert durch
f(z1, z2) := (z1, z2 − g(z1)). (III.22)
Dann ist f ein Automorphismus von D, die Inverse von f ist gegeben durch
f−1(w1, w2) = (w1, w2 + g(w1)). (III.23)
Da g sich aber nicht stetig nach 1 fortsetzen la¨ßt, kann sich auch f nicht stetig nach
(1, 0) ∈ ∂D fortsetzen lassen.
Beispiel 2 Das folgende Beispiel aus [32] zeigt, daß im Falle von beschra¨nkten Gebie-
ten D,D′ ⊂⊂ C2 mit irregula¨ren Randpunkten die Situation auftreten kann, daß sich
keine biholomorphe Abbildung f : D → D′ stetig auf D fortsetzen la¨ßt.
Die beiden Gebiete D,D′ werden wie folgt konstruiert: Es seien zwei Mengen von
Punkten (ζk)k, (ζ ′k)k ⊂ C fu¨r k = 1, . . . , 4 mit den folgenden Eigenschaften gewa¨hlt:
• Es gilt |ζk| = |ζ ′k| = 1 fu¨r alle k ∈ {1, . . . , 4}.
• Es existiert kein biholomorpher Automorphismus g : ∆→ ∆, fu¨r den gilt
g
(
4⋃
k=1
ζk
)
=
4⋃
k=1
ζ ′k. (III.24)
Es seien nun zwei Abbildungen F, F ′ : ∆2 → C2 definiert durch
F (z1, z2) :=
(
z1, z2
4∏
k=1
(ζk − z1)
)
(III.25)
F ′(z1, z2) :=
(
z1, z2
4∏
k=1
(
ζ ′k − z1
))
, (III.26)
und es sei schließlich D := F (∆2) und D′ := F ′(∆2). Dann haben die beiden Gebiete
D,D′ die folgenden Eigenschaften:
• D und D′ haben stu¨ckweise glatte Ra¨nder, die homo¨omorph zur Einheitsspha¨re
sind.
• D und D′ sind beide biholomorph a¨quivalent zum Dizylinder ∆2.
• Es gibt eine bijektive C∞-Abbildung h : D → D′.
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• Fu¨r jede biholomorphe Abbildung f : D → D′ la¨ßt sich weder f noch f−1 stetig
auf D bzw. D′ fortsetzen.
Beispiel 3 Wie dieses abschließende Beispiel jetzt zeigen wird, ko¨nnen die obigen
Pathologien selbst noch bei Automorphismen eines beschra¨nkten Gebiets auftreten,
welches mit Ausnahme eines Punktes global reell-analytisch und streng pseudokonvex
ist:
Es sei Ω ⊂⊂ C2 definiert durch
Ω :=
{
(z1, z2) ∈ C2 : |z1|2 + |z2|2 + |z2|−2 − 3 =: r(z) < 0
}
. (III.27)
Dann ist Ω ein beschra¨nktes reell-analytisches Gebiet. Die Leviform von r auf ∂Ω ergibt
sich zu
Lr(z) =
(
1 0
0 1 + 1|z2|4
)
∀ z ∈ ∂Ω. (III.28)
Damit ist Ω insbesondere streng pseudokonvex. Die Abbildung F : Ω→ C2 mit
F (z1, z2) := (z1, (1− z1)z2) (III.29)
ist eine biholomorphe Abbildung von Ω nach D := F (Ω). Insbesondere la¨ßt sich F
auch noch biholomorph auf eine Umgebung von ∂Ω \ {z1 = 1} fortsetzen. Damit ist
auch F (∂Ω \ {z1 = 1}) = ∂D \ (1, 0) reell-analytisch und streng pseudokonvex. Explizit
hat D die Darstellung
D =
{
(w1, w2) ∈ C2 : |w1|2 +
∣∣∣∣ w21− w1
∣∣∣∣2 + ∣∣∣∣ w21− w1
∣∣∣∣−2 < 3
}
. (III.30)
Fu¨r jedes θ ∈ IR ist die Abbildung
Φθ(z1, z2) := (eiθz1, z2) (III.31)
ein Automorphismus von Ω. Daher ist die Abbildung fθ mit
fθ(w1, w2) := F ◦ Φθ ◦ F−1(w1, w2) (III.32)
=
(
eiθw1,
1− eiθw1
1− w1 w2
)
(III.33)
ein Automorphismus von D. Wenn θ 6= 2pik ist, d.h. wenn eiθ 6= 1 ist, la¨ßt sich fθ nicht
stetig nach p := (1, 0) fortsetzen, da in diesem Fall fθ eine nicht hebbare Singularita¨t
in p hat. Die Clustermenge clfθ(p) ist enthalten in den Kreisringen
D ∩
{
z1 = eiθ
}
=
{
(eiθ, z2) ∈ C2 : |z2|2 + |z2|−2 < 2 ·
∣∣∣1− eiθ∣∣∣} . (III.34)
Andererseits lassen sich aber die Automorphismen F ◦Ψθ ◦ F−1 von D, mit
Ψθ(z1, z2) :=
(
z1, e
iθz2
)
(III.35)
alle stetig nach D fortsetzen und es gilt Ψθ(p) = p.
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9 Lokalisierung
Es sei zuerst das folgende elementare Lemma angegeben, welches sich direkt aus den
Cauchy-Abscha¨tzungen ergibt:
Lemma III.5 Es seien D ⊂ Cn, D′ ⊂⊂ Cm Gebiete und es sei f : D → D′ eine
holomorphe Abbildung. Dann gibt es fu¨r jeden Multiindex α ∈ INn0 eine Konstante
Cα > 0, so daß gilt∣∣∣∣[( ∂∂z
)α
f(z)
]
·X
∣∣∣∣ < Cα |X|dist(z, ∂D)|α| ∀ z ∈ D ∀X ∈ Cm \ {0} . (III.36)
Beweis: Da D′ beschra¨nkt ist, gilt
M := sup {|f(z)| : z ∈ D} <∞. (III.37)
Weiter ist fu¨r z ∈ D der abgeschlossene Polyzylinder um z mit Polyradius r fu¨r jedes r <
4−n dist(z, ∂D) vollsta¨ndig in D enthalten. Daher gilt nach den Cauchy-Abscha¨tzungen∣∣∣∣( ∂∂z
)α
f(z)
∣∣∣∣ ≤ 4nM · α!dist(z, ∂D)|α| ∀ z ∈ D. (III.38)
Damit folgt sofort die Behauptung des Lemmas.
2
Das folgende Lemma gibt nun eine Lokalisierungsaussage u¨ber das Verhalten von Ku-
geln unter der Abbildung f , deren Radien mit einer Potenz des Randabstandes ihrer
Zentren kleiner werden. Dieses Lemma wird sich in den weiteren Betrachtungen als ein
zentrales Hilfsmittel erweisen.
Lemma III.6 Es seien D ⊂ Cn, D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine eigent-
liche holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0) Randpunkte, fu¨r die
es Umgebungen W = W (z0) und W ′ = W ′(z0′) gibt, so daß ∂D ∩W und ∂D′ ∩W ′
C2-glatte Hyperfla¨chen sind. Es seien V ′ = V ′(z0′) und U ′ = U ′(z0′) offene Umgebun-
gen von z0
′
mit V ′ ⊂⊂ U ′ ⊂⊂ W ′. Ferner sei α > 0. Dann gibt es eine Umgebung
U = U(z0) ⊂⊂W so daß gilt
f(Bdist(z,∂D)1+α(z)) ⊂ U ′ ∀ z ∈ U ∩ f−1(D′ ∩ V ′). (III.39)
Beweis: Falls clf (z0) ⊂ U ′ ist, dann gibt es nach Lemma III.1 eine Umgebung U =
U(z0), so daß f(U ∩ D) ⊂ U ′ ∩ D′ ist. Damit folgt sofort (III.39). Es bleibt also nur
der Fall zu betrachten, in welchem
clf (z0) \ U ′ 6= ∅ (III.40)
gilt. Da clf (z0) nach Lemma III.4 zusammenha¨ngend ist, gilt dann insbesondere auch
clf (z0) ∩ ∂V ′ 6= ∅. (III.41)
34 TEIL III STETIGE FORTSETZBARKEIT
Es sei nun angenommen, die Behauptung des Lemmas wa¨re in dieser Situation falsch.
Zur Abku¨rzung der Notation sei Bα(z) := Bdist(z,∂D)1+α(z). Dann gibt es fu¨r jede
Umgebung U = U(z0) ⊂⊂W ein z ∈ U ∩ f−1(D′ ∩ V ′), so daß gilt
f(Bα(z)) ∩ ∂U ′ 6= ∅. (III.42)
Daher muß es auch eine Folge (zk)k ⊂ D ∩W mit
lim zk = z0 und f(zk) ∈ V ′ (III.43)
geben, so daß gilt
f(Bα(zk)) ∩ ∂U ′ 6= ∅ ∀ k ∈ IN. (III.44)
Somit gibt es insbesondere eine Folge (wk)k ⊂ D ∩W mit
|wk − zk| < dist(zk, ∂D)1+α und f(wk) ∈ ∂U ′. (III.45)
Es sei nun der Weg γk ⊂ Bα(zk) definiert durch
γk(t) = zk + t(wk − zk) ∀ t ∈ [0, 1]. (III.46)
Dann gilt insbesondere, fu¨r genu¨gend große k,
dist(γk(t), ∂D) ≥ dist(zk, ∂D)− dist(zk, ∂D)1+α > 0 ∀ t ∈ [0, 1]. (III.47)
Weiter gibt es fu¨r jedes k ein tk ∈]0, 1], so daß gilt
f(γk([0, tk[)) ⊂ U ′ und f(γk(tk)) ∈ ∂U ′. (III.48)
Es sei nun w˜k := γk(tk). Dann gilt auch fu¨r w˜k
|w˜k − zk| < dist(zk, ∂D)1+α und f(w˜k) ∈ ∂U ′. (III.49)
Es gilt ferner
f(w˜k)− f(zk) =
tk∫
0
f ′(γk(t)) · γ′k(t) d t. (III.50)
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Damit ergibt sich aber mit (III.47), (III.45) und Lemma III.5
|f(w˜k)− f(zk)| ≤
tk∫
0
∣∣f ′(γk(t)) · γ′k(t)∣∣ d t (III.51)
≤
tk∫
0
∣∣f ′(γk(t))∣∣ |wk − zk| d t (III.52)
≤
tk∫
0
C |wk − zk|
dist(γk(t), ∂D)
d t (III.53)
≤
1∫
0
C |wk − zk|
dist(zk, ∂D)− dist(zk, ∂D)1+α d t (III.54)
≤ C dist(zk, ∂D)
1+α
dist(zk, ∂D)− dist(zk, ∂D)1+α , (III.55)
(III.56)
mit einer von k unabha¨ngigen Konstanten C > 0. Ist k genu¨gend groß, dann gilt
1
2 dist(zk, ∂D) > dist(zk, ∂D)
1+α, so daß schließlich folgt
|f(w˜k)− f(zk)| ≤ C dist(zk, ∂D)
1+α
1
2 dist(zk, ∂D)
(III.57)
≤ 2C dist(zk, ∂D)α. (III.58)
Damit folgt aber sofort
lim
k→∞
|f(w˜k)− f(zk)| ≤ lim
k→∞
2C dist(zk, ∂D)α = 0. (III.59)
Andererseits gilt aber nach (III.43) und (III.49)
lim
k→∞
|f(w˜k)− f(zk)| ≥ dist(∂U ′, ∂V ′) > 0. (III.60)
Widerspruch. Damit ist das Lemma bewiesen.
2
10 Verhalten des Randabstandes unter f
In diesem Abschnitt wird nun untersucht, unter welchen Voraussetzungen eine Ab-
scha¨tzung der Form
dist(f(z), ∂D′) < dist(z, ∂D)µ (III.61)
erhalten werden kann. Dazu sei zuerst aufbauend auf den Ideen aus [35] das folgende
Lemma gezeigt:
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Lemma III.7 Es seien D,D′ ⊂ Cn Gebiete und sei f : D → D′ eine biholomorphe
Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0) Randpunkte, fu¨r die es Umgebungen
W =W (z0) undW ′ =W ′(z0′) gibt, so daß ∂D∩W und ∂D′∩W ′ C2-glatte Hyperfla¨chen
sind. Es gebe weiter Umgebungen U = U(z0) und U ′ = U ′(z0′), so daß gilt:
i) Es gibt ein ε > 0, so daß gilt
PD∩U (W 1/2(D ∩ U)) ⊂ L2+ε(D ∩ U). (III.62)
ii) Es gibt eine Funktion8 ϕ ∈ C∞0 (f(D ∩ U)) und eine Konstante δ > 0, so daß gilt∣∣[Pf(D∩U)ϕ](z′)∣∣ > δ ∀ z′ ∈ f(D ∩ U) ∩ U ′. (III.63)
Dann gibt es Umgebungen V = V (z0) und V ′ = V ′(z0′) sowie Konstanten N > 0 und
C > 0, so daß fu¨r g := f−1 gilt∣∣det[g′](z′)∣∣ > C dist(z′, ∂D′)N ∀ z′ ∈ f(D ∩ V ) ∩ V ′. (III.64)
Beweis: Es sei D˜′ := f(D ∩U). Weiter gelte ohne Einschra¨nkung ε < 1 und δ < 1. Da
ϕ insbesondere in L2(D˜′) liegt, gilt nach der Transformationsformel fu¨r die Bergmann-
Projektion aus Lemma II.6 nun
PD∩U (det[f ′] · (ϕ ◦ f)) = det[f ′] · ((PD˜′ϕ) ◦ f). (III.65)
Wegen ϕ ∈ C∞0 (D˜′) gilt insbesondere
det[f ′] · (ϕ ◦ f) ∈W 1/2(D ∩ U), (III.66)
so daß aus (III.62) sofort folgt
PD∩U (det[f ′] · (ϕ ◦ f)) ∈ L2+ε(D ∩ U). (III.67)
Es sei nun h := PD˜′ϕ ∈ O(D˜′). Damit folgt mit (III.65) weiter
det[f ′] · (h ◦ f) ∈ L2+ε(D ∩ U). (III.68)
Somit gilt ∫
D∩U
∣∣det[f ′](z)∣∣2+ε |[h ◦ f ](z)|2+ε d z =:M <∞. (III.69)
8siehe Seite 8
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Nach der Transformationsformel gilt aber∫
D∩U
∣∣det[f ′](z)∣∣2+ε |[h ◦ f ](z)|2+ε d z (III.70)
=
∫
D˜′
∣∣det[f ′](g(z′))∣∣2+ε ∣∣[h ◦ f ◦ g](z′)∣∣2+ε ∣∣detIR[g′](z′)∣∣ d z′ (III.71)
=
∫
D˜′
1
|det[g′](f(g(z′)))|2+ε
∣∣h(z′)∣∣2+ε ∣∣det[g′](z′)∣∣2 d z′ (III.72)
=
∫
D˜′
∣∣det[g′](z′)∣∣−ε ∣∣h(z′)∣∣2+ε d z′. (III.73)
Zusammen mit (III.69) folgt daher∫
D˜′
∣∣det[g′](z′)∣∣−ε ∣∣h(z′)∣∣2+ε d z′ ≤M. (III.74)
Nach (III.63) gilt weiter
M ≥
∫
D˜′∩U ′
∣∣det[g′](z′)∣∣−ε ∣∣h(z′)∣∣2+ε > ∫
D˜′∩U ′
∣∣det[g′](z′)∣∣−ε δ3. (III.75)
Nun ist det[g′] ∈ O(D′), und damit ist insbesondere |det[g′]|−ε plurisubharmonisch auf
D′. Daher gilt nach der Mittelwertungleichung fu¨r plurisubharmonische Funktionen∣∣det[g′](z′)∣∣−ε ≤ 1
Vol2n(Br(z′))
∫
Br(z′)
∣∣det[g′](ξ)∣∣−ε d ξ, (III.76)
fu¨r jedes z′ ∈ D′ und jeden Radius 0 < r < dist(z′, ∂D′). Es sei nun α > 0. Ferner sei
V = V (z0) ⊂⊂ U . Nach Lemma III.6, angewendet auf g, gibt es dann eine Umgebung
V˜ ′ = V˜ ′(z0′) ⊂ U ′, so daß gilt
g(Bdist(z′,∂D′)1+α(z
′)) ⊂ D ∩ U ∀ z′ ∈ V˜ ′ ∩ g−1(D ∩ V ). (III.77)
Damit folgt sofort
Bdist(z′,∂D′)1+α(z
′) ⊂ D˜′ ∀ z′ ∈ V˜ ′ ∩ f(D ∩ V ). (III.78)
Es sei nun V ′ = V ′(z0) ⊂⊂ V˜ ′ eine Umgebung von z0′ , so daß gilt
dist(∂V ′, ∂U ′) > sup
{
dist(z′, ∂D′)1+α : z′ ∈ D′ ∩ V ′} . (III.79)
Dann folgt aus (III.78) sogar
Bdist(z′,∂D′)1+α(z
′) ⊂ D˜′ ∩ U ′ ∀ z′ ∈ f(D ∩ V ) ∩ V ′. (III.80)
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Mit (III.75) gilt daher∫
Bdist(z′,∂D′)1+α (z′)
∣∣det[g′](z′)∣∣−ε d z′ < Mδ−3 ∀ z′ ∈ f(D ∩ V ) ∩ V ′. (III.81)
Damit folgt aus (III.76) sofort
∣∣det[g′](z′)∣∣−ε < dist(z′, ∂D′)−2n(1+α)
Vol2n(B1(0))
Mδ−3 ∀ z′ ∈ f(D ∩ V ) ∩ V ′. (III.82)
Somit gilt schließlich∣∣det[g′](z′)∣∣ & dist(z′, ∂D′) 2n(1+α)ε ∀ z′ ∈ f(D ∩ V ) ∩ V ′. (III.83)
Damit ist Abscha¨tzung (III.64) gezeigt.
2
Satz III.2 Es seien D,D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine biholomorphe
Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0) Randpunkte, fu¨r die es Umgebungen
W =W (z0) undW ′ =W ′(z0′) gibt, so daß ∂D∩W und ∂D′∩W ′ C2-glatte Hyperfla¨chen
sind. Es gebe weiter Umgebungen U = U(z0) und U ′ = U ′(z0′) sowie Konstanten N > 0
und C ′ > 0, so daß fu¨r g := f−1 gilt∣∣det[g′](z′)∣∣ > C ′ dist(z′, ∂D′)N ∀ z′ ∈ f(D ∩ U) ∩ U ′. (III.84)
Dann gibt es Konstanten µ > 0 und C > 0, so daß gilt
dist(f(z), ∂D′) < C dist(z, ∂D)µ ∀ z ∈ U ∩ f−1(f(D ∩ U) ∩ U ′) (III.85)
Beweis: Es sei ein Punkt z′ ∈ f(D∩U)∩U ′ beliebig, aber fest gewa¨hlt. Es sei bemerkt,
daß alle im weiteren auftretenden Konstanten stets unabha¨ngig von der Wahl von z′
sind. Nach Lemma III.5 gibt es eine Konstante C1 > 0, so daß gilt∣∣g′(z′)X∣∣ < C1 |X|
dist(z′, ∂D′)
∀ z′ ∈ D′ ∀X ∈ Cn \ {0} . (III.86)
Es sei nun ein beliebiger Einheitsvektor X1 ∈ Cn gewa¨hlt und sei dieser dann weiter zu
einer Orthonormalbasis (X1, X2, . . . , Xn) des Cn erga¨nzt. Dann gilt nach (III.84) und
(III.86)
C ′ dist(z′, ∂D′)N <
∣∣det[g′](z′)∣∣ (III.87)
≤ n!
n∏
j=1
∣∣g′(z′)Xj∣∣ (III.88)
< n!
∣∣g′(z′)X1∣∣ · Cn−11 dist(z′, ∂D′)1−n, (III.89)
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so daß nun fu¨r M := N + n− 1 > 0 und C2 := C ′(n!)−1C1−n1 schließlich gilt∣∣g′(z′)X1∣∣ > C2 dist(z′, ∂D′)M . (III.90)
Es sei nun z := g(z′) und sei w ∈ ∂D der, bei genu¨gend kleiner Wahl von W , eindeutig
bestimmte Punkt mit dist(z, ∂D) = |z − w|. Es sei weiter X ∈ Cn ein Einheitsvektor,
fu¨r welchen g′(z′)X dieselbe reelle Richtung hat wie der Vektor v := w − z. Weiter sei
die Halbgerade l definiert durch
l :=
{
z + tv : t ∈ IR+0
}
(III.91)
und schließlich sei noch
h(t) := g(z′ + tX) ∀ t ∈
[
0,
1
2
dist(z′, ∂D′)
]
. (III.92)
Damit gilt jetzt fu¨r alle t ∈ [0, 12 dist(z′, ∂D′)]
t∫
0
h′′(τ)(t− τ) d τ =
t∫
0
h′(τ) d τ +
[
h′(τ)(t− τ)]t
0
(III.93)
= h(t)− h(0)− h′(0)t. (III.94)
Nach Lemma III.5 gibt es eine Konstante C3 > 0, so daß gilt∣∣h′′(t)∣∣ < C3
dist(z′ + tv, ∂D′)2
∀ t ∈
[
0,
1
2
dist(z′, ∂D′)
]
. (III.95)
Es gilt nach Konstruktion ferner
1
2
dist(z′, ∂D′) ≤ dist(z′ + tv, ∂D′) ∀ t ∈
[
0,
1
2
dist(z′, ∂D′)
]
, (III.96)
so daß jetzt insgesamt folgt
∣∣h(t)− h(0) + h′(0)t∣∣ < 4C3t2
dist(z′, ∂D′)2
∀ t ∈
[
0,
1
2
dist(z′, ∂D′)
]
. (III.97)
Es sei nun
p(t) := h(0) + h′(0)t = z + g′(z′)Xt ∀ t ∈ IR+0 . (III.98)
Dann gilt p(t) ∈ l fu¨r jedes t ∈ R+0 und nach (III.90) gilt insbesondere
|z − p(t)| > C2t dist(z′, ∂D′)M ∀ t ∈ IR+0 . (III.99)
Es sei nun t0 > 0 so gewa¨hlt, daß gilt
|z − p(t0)| = 2 |w − z| = 2dist(z, ∂D). (III.100)
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Dann gilt nach (III.99)
t0 <
2
C2
|w − z|dist(z′, ∂D′)−M (III.101)
und es ist p(t0) ∈ Cn \D. Ferner gilt
dist(p(t0), ∂D) = |w − z| = dist(z, ∂D). (III.102)
Nun gibt es zwei Mo¨glichkeiten: Entweder gilt t0 < 12 dist(z
′, ∂D′) oder es gilt t0 ≥
1
2 dist(z
′, ∂D′). Im ersten Fall gilt nach (III.97) die Abscha¨tzung
|h(t0)− p(t0)| < 4C3t
2
0
dist(z′, ∂D′)2
. (III.103)
Da h(t0) ∈ D und p(t0) ∈ Cn \D ist, gilt insbesondere
|h(t0)− p(t0)| > dist(p(t0), ∂D). (III.104)
Zusammen mit (III.101), (III.102) und (III.103) folgt dann direkt
dist(z, ∂D) < 16C3C−22 dist(z, ∂D)
2 dist(z′, ∂D′)−2M−2. (III.105)
Es ist aber z′ = f(z), so daß damit sofort die gewu¨nschte Abscha¨tzung
dist(f(z), ∂D′) <
(
16C3
C22
) 1
2M+2
dist(z, ∂D)
1
2M+2 (III.106)
folgt. Im zweiten Fall folgt andererseits nach (III.101) die Abscha¨tzung
1
2
dist(z′, ∂D′) < 2C−12 dist(z, ∂D) dist(z
′, ∂D′)−M , (III.107)
woraus wieder sofort folgt
dist(f(z), ∂D′) <
(
4
C2
) 1
M+1
dist(z, ∂D)
1
M+1 . (III.108)
Damit ist der Satz bewiesen.
2
Es werden nun einige Situationen angegeben, in denen die Voraussetzungen von Lemma
III.7 erfu¨llt sind.
In [9] wurde folgender Satz gezeigt, welcher eine hinreichende Bedingung fu¨r die Erfu¨llt-
heit von Voraussetzung ii) aus Lemma III.7 angibt:
Satz III.3 Es sei D ⊂⊂ Cn ein C∞-glattes Gebiet. Dann gibt es eine Funktion ϕ ∈
C∞0 (D), so daß gilt
PDϕ ≡ 1. (III.109)
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Damit ergeben sich die folgenden Korollare:
Korollar III.2 Es seien D,D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine biholomorphe
Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0) Randpunkte, fu¨r die es Umgebungen
W =W (z0) undW ′ =W ′(z0′) gibt, so daß ∂D∩W und ∂D′∩W ′ C2-glatte Hyperfla¨chen
sind. Es gebe weiter eine Umgebung U = U(z0), so daß D ∩U ein strikt sternfo¨rmiges
C2-glattes Gebiet und f(D ∩ U) ein C∞-glattes Gebiet ist. Dann gibt es Umgebungen
V = V (z0) und V ′ = V ′(z0′) sowie Konstanten N > 0 und C > 0, so daß fu¨r g := f−1
gilt ∣∣det[g′](z′)∣∣ > C dist(z′, ∂D′)N ∀ z′ ∈ f(D ∩ V ) ∩ V ′. (III.110)
Korollar III.3 Es sei D ⊂⊂ Cn ein strikt sternfo¨rmiges C2-glattes Gebiet, sei D′ ⊂⊂
Cn ein C∞-glattes Gebiet und sei f : D → D′ eine biholomorphe Abbildung. Dann gibt
es Konstanten N > 0 und C > 0, so daß fu¨r g := f−1 gilt∣∣det[g′](z′)∣∣ > C dist(z′, ∂D′)N ∀ z′ ∈ D′. (III.111)
Ein anderer Zugang zum Beweis der gewu¨nschten Aussage u¨ber das Verhalten des
Randabstandes unter der Abbildung f bietet sich nach [20] in der Situation an, wenn
die Existenz geeigneter plurisubharmonischer Funktionen im Urbildgebiet bekannt ist.
Ein wichtiges Hilfsmittel hierbei ist der folgende bekannte Satz:
Satz III.4 (Hopf-Lemma) Es sei D ⊂⊂ Cn ein Gebiet mit C2-glattem Rand. Fer-
ner sei ϕ : D → IR− eine negative plurisubharmonische Funktion. Dann gibt es eine
Konstante C > 0, so daß gilt
ϕ(z) < −C dist(z, ∂D) ∀ z ∈ D. (III.112)
Damit la¨ßt sich nun folgendes Lemma zeigen:
Lemma III.8 Es seien D,D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine eigentliche
holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0) Randpunkte, fu¨r die es
Umgebungen W = W (z0) und W ′ = W ′(z0′) gibt, so daß ∂D ∩W und ∂D′ ∩W ′ C2-
glatte Hyperfla¨chen sind. Es gebe eine negative plurisubharmonische C2-Funktion ϕ auf
D sowie Konstanten C > 0 und µ > 0, so daß fu¨r eine Teilmenge K ⊂ ∂D ∩W und
fu¨r eine Umgebung U = U(z0) gilt
ϕ(z) > −C dist(z,K)µ ∀ z ∈ D ∩ U. (III.113)
Dann gibt es eine Umgebung U ′ = U ′(z0′) sowie eine Konstante C ′ > 0, so daß gilt
dist(f(z), ∂D′) < C ′ dist(z,K)µ ∀ z ∈ U ∩ f−1(D′ ∩ U ′). (III.114)
Beweis: Mit der gegebenen Funktion ϕ sei definiert
τ : D′ → IR, τ(z′) := sup{ϕ(z) : z ∈ D, f(z) = z′} . (III.115)
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Dann ist τ nach Satz II.3 eine negative stetige plurisubharmonische Funktion auf D′.
Da ∂D′∩W ′ C2-glatt ist, gibt es eine Umgebung U ′ = U ′(z0′) ⊂⊂W ′, so daß U ′∩D′ ein
C2-glatt berandetes beschra¨nktes Gebiet ist. Nach Satz III.4 gibt es nun eine Konstante
C1 > 0, so daß gilt
τ(z′) < −C1 dist(z′, ∂D′) ∀ z′ ∈ D′ ∩ U ′. (III.116)
Damit folgt weiter
τ(f(z)) < −C1 dist(f(z), ∂D′) ∀ z ∈ D ∩ f−1(D′ ∩ U ′). (III.117)
Aus der Definition von τ in (III.115) folgt sofort
τ(f(z)) ≥ ϕ(z) ∀ z ∈ D. (III.118)
Daraus folgt zusammen mit (III.117)
ϕ(z) < −C1 dist(f(z), ∂D′) ∀ z ∈ D ∩ f−1(D′ ∩ U ′) (III.119)
Damit folgt schließlich aus (III.113) und (III.117)
dist(f(z), ∂D′) <
C
C1
dist(z,K)µ ∀ z ∈ U ∩ f−1(D′ ∩ U ′) (III.120)
womit das Lemma bewiesen ist.
2
Mit diesem Lemma ergibt sich nun direkt auch die gewu¨nschte Aussage u¨ber das Ver-
halten des Randabstandes fu¨r eine bestimmte Menge von Punkten. Dazu sei zuerst
definiert:
Definition III.1 Es sei D ⊂ Cn ein Gebiet und es sei K ⊂ ∂D. Fu¨r ν ∈ IR+ sei die
Menge Γν(K) ⊂ D definiert als
Γν(K) := {z ∈ D : dist(z,K) < dist(z, ∂D)ν} . (III.121)
Es seien hier kurz folgende Eigenschaften von Γν(K) bemerkt:
Lemma III.9 Es sei U = U(K) ⊂ Cn eine genu¨gend kleine offene Umgebung von K.
Dann gilt
• Γν(K) ∩ U = ∅ ∀ ν ≥ 1.
• (Γν(K) ∩ U) ∩ ∂D = K ∀ 0 < ν < 1.
• ν1 > ν2 ⇒ Γν1(K) ⊂ Γν2(K).
• D ∩ U ⊂ ⋃ν∈(0,1] Γν(K).
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Mit der Definition der Mengen Γν(K) ergibt sich nun aus Lemma III.8 unmittelbar das
folgende Korollar:
Korollar III.4 Es seien D,D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine eigentliche
holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0) Randpunkte, fu¨r die es
Umgebungen W = W (z0) und W ′ = W ′(z0′) gibt, so daß ∂D ∩W und ∂D′ ∩W ′ C2-
glatte Hyperfla¨chen sind. Es gebe eine negative plurisubharmonische C2-Funktion ϕ auf
D sowie Konstanten C > 0 und µ > 0, so daß fu¨r eine Teilmenge K ⊂ ∂D ∩W und
fu¨r eine Umgebung U = U(z0) gilt
ϕ(z) > −C dist(z,K)µ ∀ z ∈ D ∩ U. (III.122)
Dann gibt es eine Umgebung U ′ = U ′(z0′) sowie eine Konstante C ′ > 0, so daß fu¨r
jedes ν > 0 gilt
dist(f(z), ∂D′) < C ′ dist(z, ∂D)µν ∀ z ∈ Γν(K) ∩ U ∩ f−1(D′ ∩ U ′). (III.123)
Es seien jetzt noch Bedingungen angegeben, unter denen die Existenz der in Korollar
III.4 beno¨tigten Funktion ϕ gesichert ist. Zuerst sei dazu das folgende Lemma bemerkt,
welches sich direkt aus der Definition der Segre-Varieta¨ten und den Globalisierungstech-
niken aus [20], [36] ergibt:
Lemma III.10 Es sei D ⊂⊂ Cn ein Gebiet und sei z0 ∈ ∂D ein Randpunkt, fu¨r den
es eine Umgebung W =W (z0) gibt, so daß ∂D ∩W eine reell-analytische Hyperfla¨che
endlichen Typs ist und so daß ferner gilt
Qz0 ∩ (D ∩W ) =
{
z0
}
. (III.124)
Dann gibt es eine negative plurisubharmonische C2-Funktion ϕ auf D sowie ein µ > 0,
so daß fu¨r eine Umgebung U = U(z0) gilt
ϕ(z) & −dist(z, z0)µ ∀ z ∈ D ∩ U. (III.125)
In dem Fall, wo ∂D ∩W ein C∞-glatte pseudokonvexe Hyperfla¨che endlichen Typs ist,
ist die Existenz des beno¨tigten ϕ durch das folgende Theorem gesichert:
Theorem III.2 Es sei D ⊂ Cn ein Gebiet, sei z0 ∈ ∂D ein Randpunkt, fu¨r den es
eine Umgebung W =W (z0) gibt, so daß ∂D∩W eine C∞-glatte pseudokonvexe Hyper-
fla¨che endlichen Typs ist. Dann gibt es eine negative beschra¨nkte plurisubharmonische
Funktion ϕ auf D, so daß fu¨r eine Konstante µ > 0 und eine Umgebung U = U(z0)
gilt
ϕ(z) & −dist(z, ∂D)µ ∀ z ∈ D ∩ U. (III.126)
Damit ergibt sich insbesondere das folgende Korollar:
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Korollar III.5 Es sei D ⊂ Cn ein Gebiet und sei z0 ∈ ∂D ein Randpunkt, fu¨r den
es eine Umgebung W = W (z0) gibt, so daß ∂D ∩W eine C∞-glatte Hyperfla¨che ist.
Es sei D˜ ⊃ D ein Gebiet mit z0 ∈ ∂D˜, so daß ∂D˜ ∩W eine C∞-glatte pseudokonvexe
Hyperfla¨che endlichen Typs ist. Es sei ferner K := ∂D ∩ ∂D˜ ∩W . Dann gibt es eine
negative beschra¨nkte plurisubharmonische Funktion ϕ auf D, so daß fu¨r eine Konstante
µ > 0 und eine Umgebung U = U(z0) gilt
ϕ(z) & −dist(z,K)µ ∀ z ∈ D ∩ U. (III.127)
11 Ho¨lder-Stetigkeit von r ◦ f
Lemma III.11 Es seien D,D′ ⊂⊂ Cn Gebiete und sei f : D → D′ eine eigentliche
holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0) Randpunkte, und es sei
W ′ = W ′(z0) eine Umgebung, so daß ∂D′ ∩W ′ eine C2-glatte Hyperfla¨che ist. Ferner
sei r : W ′ → IR eine definierende Funktion von D′ auf W ′. Es gebe Umgebungen
U = U(z0) und U ′ = U ′(z0′) ⊂W ′, sowie Konstanten µ > 0 und C > 0 so daß gilt
dist(f(z), ∂D′) < C dist(z, ∂D)µ ∀ z ∈ U ∩ f−1(f(U ∩D) ∩ U ′) =: D0. (III.128)
Dann gibt es eine Konstante C ′ > 0, so daß fu¨r alle Punkte z1, z2 ∈ D0 mit
∣∣z1 − z2∣∣ <
1, fu¨r welche gilt {
z1 + t(z2 − z1) : t ∈ [0, 1]} =: γ ⊂ D0, (III.129)
die folgende Abscha¨tzung mit ε := min
{
1
2 ,
µ
2
}
gilt∣∣r(f(z1))− r(f(z2))∣∣ < C ′ ∣∣z1 − z2∣∣ε . (III.130)
Beweis: Es seien zwei beliebige Punkte z1, z2 ∈ D0 gewa¨hlt, die die Voraussetzungen
des Lemmas erfu¨llen. Es ko¨nnen nun folgende zwei Fa¨lle auftreten:
Fall 1: Es ist
∣∣z1 − z2∣∣ 12 < max(dist(z1, ∂D),dist(z2, ∂D)).
In diesem Fall gilt insbesondere∣∣z1 − z2∣∣ 12 < 2 dist(z, ∂D) ∀ z ∈ γ. (III.131)
Da r ∈ C2(W ′) ist, gibt es eine von z1, z2 unabha¨ngige Konstante C1 > 0, so daß gilt∣∣r(f(z1))− r(f(z2))∣∣ ≤ C1 ∣∣f(z1)− f(z2)∣∣ . (III.132)
Damit folgt weiter∣∣r(f(z1))− r(f(z2))∣∣ ≤ C1 ∣∣z1 − z2∣∣ sup{∣∣f ′(z)∣∣ : z ∈ γ} (III.133)
≤ C1
∣∣z1 − z2∣∣ sup{ C2
dist(z, ∂D)
: z ∈ γ
}
(III.134)
≤ 2C1C2
∣∣z1 − z2∣∣ 1
|z1 − z2| 12
(III.135)
= 2C1C2
∣∣z1 − z2∣∣ 12 . (III.136)
TEIL III STETIGE FORTSETZBARKEIT 45
Damit ist (III.130) im Fall 1 gezeigt.
Fall 2: Es ist
∣∣z1 − z2∣∣ 12 ≥ max(dist(z1, ∂D),dist(z2, ∂D)).
In diesem Fall gilt mit (III.128)∣∣r(f(z1))− r(f(z2))∣∣ ≤ ∣∣r(f(z1))∣∣+ ∣∣r(f(z2))∣∣ (III.137)
≤ C3
(
dist(f(z1), ∂D′) + dist(f(z2), ∂D′)
)
(III.138)
≤ C3C
(
dist(z1, ∂D)µ + dist(z2, ∂D)µ
)
(III.139)
≤ 2C3C
∣∣z1 − z2∣∣µ2 . (III.140)
Damit ist (III.130) auch im Fall 2 gezeigt.
2
12 Stetige Fortsetzung von f
Fu¨r den Beweis von Theorem A werden noch einige technische Lemmata aus [35]
beno¨tigt, die hier jetzt explizit angegeben seien:
Lemma III.12 ([35], Lemma 4.1) Es sei G ⊂ IRN offen, sei K ⊂ G eine kompakte
Teilmenge von G und sei P : G × IRM → IR+ eine positive reell-analytische Funktion,
so daß fu¨r jedes x ∈ G die Funktion Px : IRM → IR, y 7→ P (x, y) ein Polynom vom
Grade d oder niedriger ist. Dann gibt es Konstanten a > 0 und b > 0, so daß gilt
P (x, y) >
a
(1 + |y|2)b ∀ (x, y) ∈ K × IR
M . (III.141)
Es sei hier darauf hingewiesen, daß die Aussage dieses Lemmas falsch ist, wenn die
Funktion P nur als C∞-glatt und nicht als reell-analytisch vorausgesetzt wird, selbst
im Falle N = M = 1. Es sei dazu e(x) := e−x−2 fu¨r x 6= 0 und e(0) := 0 betrachtet.
Dann erfu¨llt
P (x, y) := (1− xy)2 + e(x) (III.142)
nicht die Abscha¨tzung des Lemmas, wenn K eine Umgebung von 0 entha¨lt, da gilt
min
x∈K
P (x, y) ≤ P (y−1, y) = e−y2 . (III.143)
Die Verwendung von Lemma III.12 im Beweis von Theorem A ist der einzige Grund,
warum in Theorem A die Analytizita¨t von ∂D′ ∩W ′ gefordert wird.
Lemma III.13 ([35], Lemma 4.2) Es sei D ⊂ Cn ein Gebiet, sei z0 ∈ ∂D ein Rand-
punkt, fu¨r den es eine UmgebungW =W (z0) gibt, so daß ∂D∩W eine reell-analytische
Hyperfla¨che endlichen Typs ist. Weiter sei r : W → IR eine reell-analytische definie-
rende Funktion fu¨r D auf W . Es sei ferner k ∈ IN so groß, daß fu¨r alle z ∈ W gilt
∆1(r, z) ≤ k . Dann gibt es eine Umgebung U = U(z0) ⊂ W sowie Konstanten a > 0
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und b > 0, so daß folgendes gilt: Ist h : ∆(0, ε) → U ∩ D eine auf einer kleinen
Kreisscheibe ∆(0, ε) ⊂ C definierte holomorphe Abbildung mit |h′(0)| = 1, dann gilt
∑
0<i+j≤k
∣∣∣∣∂i+j(r ◦ h)∂zi∂zj (0)
∣∣∣∣2 ≥ a
 ∑
0<i≤k
∣∣∣∣∂ih∂zi (0)
∣∣∣∣
−b . (III.144)
Lemma III.14 ([35], Lemma 5.1) Fu¨r jedes gegebene k ∈ IN gibt es eine Konstante
C = C(k) > 0 mit der folgenden Eigenschaft: Ist q : C→ C mit
q(ζ) =
∑
0≤i+j≤k2
qij
i!j!
ζiζ
j (III.145)
ein Polynom vom Grade k2 oder niedriger, fu¨r welches gilt∑
0<i+j≤k2
|qij |2 ≥ 1, (III.146)
dann gilt
max
|ζ|≤1
|q(ζ)| − min
|ζ|≤1
|q(ζ)| > C. (III.147)
Damit stehen nun alle Hilfsmittel bereit, um Theorem A mit einer Kombination der
Ideen aus [21], [11] und [35] beweisen zu ko¨nnen:
Beweis (von Theorem A): Es sei r : W ′ → IR eine reell-analytische definierende
Funktion von D′ auf W ′. Weiter sei
k := sup
{
∆1(r, z′) : z′ ∈W ′
}
<∞. (III.148)
Nach Lemma III.13 gibt es Konstanten a > 0 und b > 0, so daß die Abscha¨tzung
(III.144) mit diesem k auf W ′, nach eventueller Verkleinerung von W ′, erfu¨llt ist. Ohne
Einschra¨nkung kann dabei a < 1 angenommen werden. Weiter sei ε := min
{
1
2 ,
µ
2
}
und
es sei schließlich
δ :=
ε
4(k + 1)k(b+ 1)
, (III.149)
α := 2δk(b+ 1). (III.150)
Es ist nun zuna¨chst clf (z0) =
{
z0
′
}
zu zeigen. Angenommen, es wa¨re
clf (z0) \
{
z0
′} 6= ∅. (III.151)
Dann muß es eine Kugel
B′2 := B
′
r2(z
0′) ⊂⊂ U ′ (III.152)
geben, fu¨r die gilt
clf (z0) \B′2 6= ∅. (III.153)
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Nach Lemma III.6 gibt es eine Umgebung V ⊂ U , so daß gilt
f(Bdist(z,∂D)1+α/2(z)) ⊂ U ′ ∩D′ ∀ z ∈ V ∩ f−1(D′ ∩B′2). (III.154)
Wegen (III.153) muß es insbesondere eine Umgebungsbasis (Uj)j von C∞-glatten Ge-
bieten Uj = Uj(z0) ⊂⊂ V geben, so daß gilt
f(Uj ∩D) \B′2 6= ∅ ∀ j ∈ IN. (III.155)
Da M := ∂D ∩W insbesondere C2-glatt ist, ist Uj ∩D, nach eventueller Verkleinerung
von U , fu¨r jedes j zusammenha¨ngend. Damit ist f(Uj∩D) ebenfalls zusammenha¨ngend
fu¨r jedes j. Da clf (z0) nach Lemma III.4 zusammenha¨ngend ist, kann nach (III.155)
nun eine Folge (wj)j ⊂ D ∩ V gewa¨hlt werden, fu¨r die mit M ′ := ∂D′ ∩W ′ gilt
wj ∈ Uj , f(wj) ∈ ∂B′2 sowie lim
j→∞
f(wj) =: w0
′ ∈ ∂B′2 ∩M ′. (III.156)
Wieder aufgrund der Tatsache, daß clf (z0) zusammenha¨ngend ist, kann nun weiter
zu einem Radius 0 < r1 < r2 eine Folge (zj)j ∈ D ∩ V gewa¨hlt werden, so daß mit
B′1 := Br1(z0
′
) gilt
zj ∈ Uj , f(zj) ∈ ∂B′1 sowie lim
j→∞
f(zj) =: z1
′ ∈ ∂B′1 ∩M ′. (III.157)
Fu¨r jedes j ∈ IN sei nun mit
lj := |zj − wj | (III.158)
ein stu¨ckweise stetig differenzierbarer Weg
γj : [0, 3lj ]→ D ∩W (III.159)
von zj nach wj gewa¨hlt, fu¨r den gilt
• dist(γj(t), ∂D) ≥ t ∀ t ∈ [0, lj ],
• dist(γj(t), ∂D) ≥ lj ∀ t ∈ [lj , 2lj ],
• dist(γj(t), ∂D) ≥ 3lj − t ∀ [2lj , 3lj ],
• 0 < |γ′(t)| < C1 ∀ t ∈ [0, 3lj ], mit einer von j unabha¨ngigen Konstanten C1 > 0.
Wegen f(γj(0)) ∈ B′2 und f(γj(3lj)) ∈ ∂B′2 gibt es fu¨r jedes j ∈ IN mindestens ein
tj ∈]0, 3lj ] mit
f(γj([0, tj [)) ⊂ B′2 und f(γj(tj)) ∈ ∂B′2. (III.160)
Es ist jetzt die folgende Behauptung zu zeigen:
Behauptung: Es gibt ein N ∈ IN und ein η > 0, so daß gilt
∣∣f ′(γj(t)) · γ′j(t)∣∣ <
∣∣∣γ′j(t)∣∣∣
dist(γj(t), ∂D)1−η
∀ t ∈ [0, tj ] ∀ j ≥ N. (III.161)
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Angenommen, die Behauptung ist nicht wahr. Dann muß es eine Folge (jν)ν ⊂ IN mit
jν → ∞ geben, so daß es insbesondere fu¨r das in (III.149) gewa¨hlte δ > 0 fu¨r jedes
ν ∈ IN ein t˜ν ∈ [0, tjν ] sowie einen Einheitsvektor X˜ν ∈ Cn gibt, so daß fu¨r zν := γjν (t˜ν)
gilt ∣∣∣f ′(zν)X˜ν∣∣∣ > 1dist(zν , ∂D)1−δ ∀ ν ∈ IN. (III.162)
Es wird nun gezeigt, daß dies nicht mo¨glich ist. Dazu sei ein ν ∈ IN beliebig aber fest
gewa¨hlt und es sei t := t˜ν , X := X˜ν sowie z := zν . Weiter sei zur Vereinfachung der
Notation folgendes definiert
λ :=
1
|f ′(z)X| , ∆ := dist(z, ∂D). (III.163)
Es sei hier darauf hingewiesen, daß alle im weiteren Beweis auftretenden Konstanten
stets von ν unabha¨ngig sind. Aus (III.162) folgt nun mit Lemma III.5, daß fu¨r ein
0 < C1 ≤ 1 gilt
C1∆ < λ ≤ ∆1−δ. (III.164)
Fu¨r ξ ∈ C mit |ξ| < ∆λ−1 ist z + λξX ∈ D. Damit sei definiert
h(ξ) := f(z + λξX) ∀ |ξ| < ∆λ−1. (III.165)
Dann gilt nach (III.163)∣∣h′(0)∣∣ = ∣∣f ′(z)X∣∣λ = ∣∣f ′(z)X∣∣ ∣∣f ′(z)X∣∣−1 = 1, (III.166)
und nach Lemma III.5 und (III.164) gilt ferner∣∣∣∣∂jh∂zj (0)
∣∣∣∣ < Cjλjdist(z, ∂D)j ≤ Cj∆−jδ, (III.167)
mit Konstanten Cj > 0 fu¨r j ∈ IN\{1}. Es sei nun weiter mit H das k-te Taylorpolynom
von h um 0 und mit R das k-te Taylorpolynom von r um z′ := h(0) = f(z) bezeichnet.
Schließlich sei
Q(ξ) := R(H(ξ)) =
∑
0≤i+j≤k2
Qij
i!j!
ξiξ
j ∀ |ξ| < ∆λ−1. (III.168)
Dann stimmen r ◦h und Q in 0 von Ordnung k u¨berein. Daher gilt nach Lemma III.13
und (III.167) ∑
0<i+j≤k
|Qij |2 ≥ a∆2bkδ. (III.169)
Es sei nun
q(ζ) :=
∑
0≤i+j≤k2
qij
i!j!
ζiζ
j :=
1
a∆bkδ
(
λ∆−(1+α)
)k
Q
(
ζ∆1+αλ−1
) ∀ |ζ| ≤ 1. (III.170)
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Dann folgt mit (III.169) sofort∑
0<i+j≤k2
|qij |2 ≥ 1
a2∆2bkδ
(
λ∆−(1+α)
)2k ∑
0<i+j≤k
|Qij |2
(
∆1+αλ−1
)2(i+j) (III.171)
≥ 1
a2∆2bkδ
(
λ∆−(1+α)
)2k (
∆1+αλ−1
)2k ∑
0<i+j≤k
|Qij |2 (III.172)
≥ 1
a
> 1. (III.173)
Damit kann Lemma III.14 angewendet werden, wonach es eine Konstante C2 > 0 gibt,
so daß gilt
max
|ζ|≤1
q(ζ)− min
|ζ|≤1
q(ζ) > C2. (III.174)
Mit (III.170), (III.164) und (III.150) ergibt sich daraus nun
max
|ξ|≤∆1+αλ−1
Q(ξ)− min
|ξ|≤∆1+αλ−1
Q(ξ) > C2∆k(1+α+bδ)λ−k (III.175)
≥ C2∆k(α+bδ+δ) (III.176)
≥ C2∆α(k+2−1). (III.177)
Es muß als na¨chster Schritt gezeigt werden, daß eine entsprechende Abscha¨tzung auch
fu¨r r ◦ h anstelle von Q = R ◦H gilt. Dazu sei bemerkt, daß gilt
|h(ξ)−H(ξ)| ≤ max
|ζ|≤∆1+αλ−1
(
∆1+αλ−1
)k+1
(k + 1)!
∣∣∣∣∂k+1h∂zk+1 (ζ)
∣∣∣∣ ∀ ξ ≤ ∆1+αλ−1. (III.178)
Da h auf der Kreisscheibe |ξ| < ∆λ−1 beschra¨nkt ist, gibt es eine Konstante C3 > 0,
so daß gilt ∣∣∣∣∂k+1h∂zk+1 (ζ)
∣∣∣∣ < C3(∆λ
)−(k+1)
∀ |ζ| ≤ ∆1+αλ−1. (III.179)
Daher folgt mit (III.178) jetzt
|h(ξ)−H(ξ)| . ∆α(k+1) ∀ |ξ| ≤ ∆1+αλ−1 (III.180)
und damit folgt sofort
|r(h(ξ))− r(H(ξ))| . ∆α(k+1) ∀ |ξ| ≤ ∆1+αλ−1. (III.181)
Da aber ferner nach (III.166) und (III.167) gilt
|H(ξ)−H(0)| ≤
k∑
j=2
Cj∆−jλj
(
∆1+αλ−1
)j
j!
. ∆α ∀ |ξ| ≤ ∆1+αλ−1, (III.182)
folgt weiter
|r(H(ξ))−R(H(ξ))| . |H(ξ)−H(0)|k+1 . ∆α(k+1) ∀ |ξ| ≤ ∆1+αλ−1. (III.183)
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Damit folgt nun zusammen mit (III.181)
|r(h(ξ))−R(H(ξ))| . ∆α(k+1) ∀ |ξ| ≤ ∆1+αλ−1, (III.184)
so daß mit (III.177) insgesamt folgt
max
|ξ|≤∆1+αλ−1
r(h(ξ))− min
|ξ|≤∆1+αλ−1
r(h(ξ)) & ∆α(k+2−1). (III.185)
Es sei jetzt ξ1 ein Punkt, an dem das obige Maximum, und ξ2 ein Punkt, an dem das
obige Minimum angenommen wird. Weiter sei
z1 := z + λξ1X , z2 := z + λξ2X. (III.186)
Da nach (III.154) gilt
f(B∆1+α/2(z)) ⊂ U ′ ∩D′, (III.187)
gilt insbesondere auch f(z1), f(z2) ∈ U ′ ∩D′. Aus (III.185) folgt nun
r(f(z1))− r(f(z2)) & ∆α(k+1/2). (III.188)
Andererseits gilt aber nach (III.186)∣∣z1 − z2∣∣ ≤ 2∆1+α. (III.189)
Wegen (III.187) erfu¨llen z1, z2 die Voraussetzungen von Lemma III.11, so daß folgt
r(f(z1))− r(f(z2)) . ∆ε(1+α). (III.190)
Zusammen mit (III.188) folgt daraus
∆ε(1+α) & ∆α(k+1/2). (III.191)
Da alle aufgetretenen Konstanten stets unabha¨ngig von ν waren, ist damit also gezeigt,
daß mit einer Konstanten C˜ > 0 gilt
dist(zν , ∂D)ε(1+α) > C˜ dist(zν , ∂D)α(k+1/2) ∀ ν ∈ IN. (III.192)
Dieses ist wegen dist(zν , ∂D) → 0 aber nur mo¨glich, wenn α > ε(k + 1)−1 gilt. Damit
folgt
δ >
ε
2(k + 1)k(b+ 1)
. (III.193)
Dies ist aber ein Widerspruch zur Wahl von δ in (III.149). Damit ist die Behauptung
bewiesen.
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Mit der nun bewiesenen Abscha¨tzung (III.161) folgt jetzt fu¨r alle j ≥ N
|f(γj(0))− f(γj(tj))| =
∣∣∣∣∣∣
tj∫
0
f ′(γj(t)) · γ′j(t) d t
∣∣∣∣∣∣ (III.194)
≤
tj∫
0
∣∣f ′(γj(t)) · γ′j(t) d t∣∣ (III.195)
< C2
tj∫
0
∣∣∣γ′j(t)∣∣∣
dist(γj(t), ∂D)1−δ
d t (III.196)
≤ C1C2
3lj∫
0
1
dist(γj(t), ∂D)1−δ
d t (III.197)
≤ C1C2
 lj∫
0
1
t1−δ
d t+
2lj∫
lj
1
l1−δj
d t +
3lj∫
2lj
1
(3lj − t)1−δ d t
 (III.198)
= C1C2
(
lδj
δ
+ lδj +
lδj
δ
)
(III.199)
= C1C2
(
1 +
2
δ
)
lδj . (III.200)
Damit folgt wegen δ > 0 und lim lj = 0 sofort mit C3 := C1C2
(
1 + 2δ−1
)
lim
j→∞
|f(γj(0))− f(γj(tj))| ≤ lim
j→∞
C3l
δ
j = 0. (III.201)
Andererseits gilt aber
lim
j→∞
|f(γj(0))− f(γj(tj))| ≥ r2 − r1 > 0. (III.202)
Widerspruch. Also muß clf (z0) =
{
z0
′
}
gelten.
Nach Lemma III.2 gibt es nun eine Umgebung V˜ = V˜ (z0) ⊂⊂ U , so daß gilt
clf (z) ∩ U ′ 6= ∅ ∀ z ∈ ∂D ∩ V˜ . (III.203)
Damit gibt es zu jedem Punkt z ∈ ∂D ∩ V˜ einen Punkt z′ ∈ clf (z0), so daß U ′ eine
offene Umgebung von z′ ist. Dann folgt mit den obigen Argumenten sofort clf (z) = {z′}.
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Damit ist gezeigt, daß f sich stetig auf D∪(∂D∩V˜ ) fortsetzen la¨ßt. Dann folgt aber aus
den obigen Beweisschritten direkt, daß mit einer geeigneten Konstanten C > 0 auch∣∣f(z1)− f(z2)∣∣ ≤ C ∣∣z1 − z2∣∣δ ∀ z1, z2 ∈ D ∩ V˜ (III.204)
gelten muß. Damit ist Theorem A bewiesen.
2
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Das entscheidende Kriterium ist
Scho¨nheit; fu¨r ha¨ßliche Mathematik
ist auf dieser Welt kein besta¨ndiger Platz.
Godfrey Harold Hardy
Teil IV
Holomorphe Fortsetzbarkeit
Nachdem in Teil III das Problem der lokalen stetigen Fortsetzbarkeit untersucht wor-
den ist, wird nun in diesem Teil IV mit den Methoden aus [25] und [26] die lokale
holomorphe Fortsetzbarkeit der Abbildung f unter bestimmten Voraussetzungen an
die Lokalisierbarkeit von clf und clf−1 gezeigt.
Das Hauptresultat dieses Teils ist das folgende Theorem B, wobei hier darauf hinge-
wiesen sei, daß dieses Ergebnis in einer allgemeineren Form fu¨r holomorphe Korrespon-
denzen unabha¨ngig von der vorliegenden Arbeit bereits in [40] vero¨ffentlicht worden
ist.
Theorem B Es seien D,D′ ⊂⊂ C2 zwei Gebiete und es sei f : D → D′ eine eigent-
liche holomorphe Abbildung. Weiter seien M1 ⊂ M2 ⊂ ∂D relativ offene Teilmengen
von ∂D und sei M ′1 ⊂ ∂D′ eine relativ offene Teilmenge von ∂D′, so daß gilt:
a) Es gibt eine Umgebung W = W (M2) ⊂ C2, so daß M := ∂D ∩W eine reell-
analytische Hyperfla¨che endlichen Typs ist.
b) Es gibt eine Umgebung W ′ = W ′(M ′1) ⊂ C2, so daß M ′ := ∂D′ ∩W ′ eine reell-
analytische Hyperfla¨che endlichen Typs ist.
c) Es gilt clf (M1) ⊂M ′1.
d) Fu¨r g := (f−1)|D′∩W ′ gilt clg(M ′1) ⊂M2.
Dann gibt es eine Umgebung U = U(M1) ⊂ C2, so daß sich f holomorph auf D ∪ U
fortsetzen la¨ßt.
Der Beweis von Theorem B erfolgt in mehreren Schritten: Als Vorbereitung wird das
Verhalten von Segre-Varieta¨ten unter holomorphen Korrespondenzen untersucht, da-
bei werden weitgehende Invarianzeigenschaften der Segre-Varieta¨ten nachgewiesen. An-
schließend wird gezeigt, daß sich die Abbildung f , falls sie sich schon als eigentliche
holomorphe Korrespondenz im Sinne von Definition 8.2 fortsetzen la¨ßt, sogar auch
als eigentliche holomorphe Abbildung fortsetzt. Schließlich wird im letzten Schritt die
Segre-Korrespondenz von f konstruiert, welche sich spa¨ter als der Graph der fortge-
setzten Abbildung f herausstellen wird, und es wird in mehreren Teilschritten gezeigt,
daß die Segre-Korrespondenz die Abbildung f als Korrespondenz fortsetzt.
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13 Invarianzeigenschaften von Segre-Varieta¨ten
Um die Segre-Varieta¨ten als Hilfsmittel fu¨r die Konstruktion einer holomorphen Fort-
setzung benutzen zu ko¨nnen, muß zuerst die Invarianz der Segre-Varieta¨ten unter ho-
lomorphen Abbildungen und Korrespondenzen gezeigt werden. Die Ergebnisse dieses
Abschnitts sind gu¨ltig fu¨r den allgemeinen Fall n ≥ 2. In den meisten Fa¨llen wird die
folgende Situation betrachtet, die zur Vereinfachung der Notation hier mit einem Na-
men versehen sei:
Situation 1 Es seien D,D′ ⊂ Cn zwei Gebiete und sei f : D → D′ eine eigentli-
che holomorphe Abbildung. Es sei z0 ∈ ∂D ein Randpunkt, fu¨r den es eine Umgebung
W = W (z0) gibt, so daß M := W ∩ ∂D reell-analytisch und von endlichem Typ ist.
Nach einem geeigneten biholomorphen Koordinatenwechsel sei (U1, U2) mit U2 ⊂W ein
Standardkoordinatensystem fu¨r M um z0. Ferner gebe es eine eigentliche holomorphe
Korrespondenz F auf U2, welche die Abbildung f als Korrespondenz fortsetzt. Fu¨r den
Bildpunkt 9 F̂ (z0) =: z0′ gebe es eine Umgebung W ′ =W ′(z0′), so daß M ′ :=W ′∩∂D′
reell-analytisch und von endlichem Typ ist. Nach einem geeigneten biholomorphen Ko-
ordinatenwechsel und eventueller Verkleinerung von (U1, U2) sei (U ′1, U ′2) ein Standard-
umgebungspaar fu¨r M ′ um z0′, so daß F̂ (U1) ⊂ U ′1 und F̂ (U2) ⊂ U ′2 gilt.
13.1 Invarianz von Segre-Varieta¨ten unter Korrespondenzen
Zuerst sei hier nach [25] folgende grundlegende Invarianzeigenschaft der Segre-Varieta¨ten
gezeigt, welche garantiert, daß die spa¨ter konstruierte Segre-Korrespondenz u¨berhaupt
ein Graph einer mehrwertigen holomorphen Abbildung sein kann.
Theorem IV.1 (siehe [25], Theorem 4.1) Es liege Situation 1 vor. Dann gilt
F̂ (Qw) ⊂ Q′w′ ∀ (w,w′) ∈ F ∩ (U1 × U ′1) (IV.1)
Vor dem Beweis sei zuerst kurz motiviert, warum dieses Theorem richtig sein sollte:
Dazu sei
L :=
{
(z, z′, w, w′) ∈ U2 × U ′2 × U∗1 × U ′1∗ : (z, z′) ∈ F, (w,w′) ∈ F ∗, ρ(z, w) = 0
}
(IV.2)
fu¨r ρ(z, w) := r(z, w) mit r wie in (II.39). Es reicht nun zu zeigen, daß die holomor-
phe Funktion ρ′(z′, w′) auf L verschwindet. In einer genu¨gend kleinen Umgebung V
eines Punktes a, in dem sich die Abbildung f biholomorph fortsetzen la¨ßt, gibt es eine
Darstellung
r′(f(z)) = h(z)r(z) (IV.3)
mit einer nichtverschwindenden reell-analytischen Funktion h. Nach Komplexifizierung
dieser Darstellung folgt
ρ′(f(z), f∗(w)) = h(z, w)ρ(z, w) (IV.4)
9welcher eindeutig bestimmt ist, siehe Lemma II.11
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mit f∗(w) = f(w). Es sei nun bemerkt, daß gilt
(z, f(z), w, f∗(w)) ∈ L ∀ z ∈ V,w ∈ V ∗. (IV.5)
Daher verschwindet ρ′(z′, w′) auf einer offenen nichtleeren Teilmenge der komplex-
analytischen Varieta¨t L. Ist L nun irreduzibel, folgt damit sofort die gewu¨nschte Aus-
sage ρ′|L ≡ 0.
Nach diesen Voru¨berlegungen sei nun der vollsta¨ndige Beweis des Theorems angegeben:
Beweis (von Theorem IV.1): Wie in Lemma II.12 sei Fc := F ∩
(
(U1 \D)× U ′1
)
.
Schritt 1: Es sei zuna¨chst der Fall (w,w′) ∈ Fc betrachten. Es muß gezeigt werden,
daß f(Qw ∩D) ⊂ Q′w′ ∩D′ gilt. Nahe eines Punktes a ∈ ∂D ∩U1, in dessen Umgebung
sich f biholomorph fortsetzen la¨ßt, gilt offenbar
f(swQw) ⊂ Q′f(w) ∩D′. (IV.6)
Nach Lemma II.9, Teil b) gibt es einen Punkt wδ ∈ U1\D, so daß die Verbindungsstrecke
von w nach wδ in U1 \D enthalten ist und daß Qwδ ∩D zusammenha¨ngend ist. Dann
gilt wegen (IV.6) sogar
f(Qwδ ∩D) ⊂ Q′w′δ ∩D
′ (IV.7)
fu¨r jedes10 w′δ mit (wδ, w
′
δ) ∈ Fc. Diese Relation bleibt aber fu¨r alle Punkte auf der
Verbindungsstrecke von wδ nach w erhalten, da Fc nach Lemma II.12 irreduzibel ist.
Somit gilt auch
f(Qw ∩D) ⊂ Q′w′ ∩D′. (IV.8)
Schritt 2: Als na¨chstes wird gezeigt werden, daß fu¨r je zwei Punkte in F der Form
(w,w1′) und (w,w2′) notwendig gilt
Q′
w1′ = Q
′
w2′ . (IV.9)
Fu¨r (w,w1′), (w,w2′) ∈ Fc folgt aus (IV.8) sofort Q′w1′ = Q′w2′ . Fu¨r die restlichen
Punkte (w,w1′), (w,w2′) folgt die Behauptung wieder durch analytische Fortsetzung
aufgrund der Irreduzibilita¨t von F .
Schritt 3: Es sei die mengenwertige Abbildung F̂ in der Form F̂ =
{
f1, . . . , fm
}
geschrieben und es sei wj ′ := f j(w). Es muß nun gezeigt werden, daß gilt
fk(Qw) ⊂ Q′wj ′ ∀ 1 ≤ k, j ≤ m. (IV.10)
Zuerst sei der Fall w ∈ U1 \D betrachtet. Aus Schritt 1 folgt dann
f(z) ∈ Q′
wj ′ ∀ z ∈ D ∩Qw. (IV.11)
10Fu¨r jedes wδ ∈ U1 \D gibt es immer mindestens ein w′δ ∈ U ′1 mit (wδ, w′δ) ∈ Fc, da nach Annahme
pi : Fc → (U1 \D) eigentlich und damit insbesondere surjektiv ist.
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Damit gilt insbesondere
f j(w) = wj ′ ∈ Q′f(z) ∀ z ∈ D ∩Qw (IV.12)
und zusammen mit Schritt 2 folgt weiter
wj
′ ∈ Q′fk(z) ∀ z ∈ D ∩Qw. (IV.13)
Damit gilt fk(z) ∈ Q′
wj ′ ∀ z ∈ D ∩Qw und damit ist insgesamt
fk(Qw) ⊂ Q′wj ′ ∀w ∈ U1 \D. (IV.14)
gezeigt. Durch analytische Fortsetzung folgt, daß (IV.10) fu¨r alle w ∈ U1 und alle
1 ≤ k, j ≤ m gilt. Damit ist Theorem IV.1 bewiesen.
2
13.2 Invarianz unter Inversen von Korrespondenzen
Es muß jetzt auch die Invarianz der Segre-Varita¨ten unter der inversen mehrwertigen
Abbildung Ĝ := F̂−1 : U ′ → U gezeigt werden. Dies ist im Prinzip schon in Theo-
rem IV.1 geschehen, nur kann im jetzt betrachteten Fall die fortzusetzende Abbildung
(f |U)−1 selber schon mehrwertig sein.
Das Ziel dieses Abschnitts ist der Beweis des folgenden Theorems, welches die gewu¨nsch-
ten allgemeinen Invarianzeigenschaften der Segre-Varieta¨ten zusichert:
Theorem IV.2 (siehe [25], Theorem 5.3) Es liege Situation 1 vor. Weiter sei (U˜1,
U˜2) ein weiteres Standardumgebungspaar von z0 = 0 ∈M , so daß fu¨r Ĝ := F̂−1 : U ′2 →
U2 gilt
Ĝ(U ′1) ⊂ U˜1 und Ĝ(U ′2) ⊂ U˜2. (IV.15)
Dann gilt fu¨r alle (w,w′) ∈ F ∩ (U˜1 × U ′1)
Ĝ(Q′w′) ⊂ Qw. (IV.16)
Das zentrale Hilfsmittel zum Beweis von Theorem IV.2 ist das folgende Lemma:
Lemma IV.1 Fu¨r alle (w,w′) ∈ F ′c := F ∩ (U˜1 × (U ′1 \D′)) gilt
g(sw′Q′w′) ⊂ Qw. (IV.17)
Fu¨r den Beweis dieses Lemmas werden zuna¨chst noch folgendes Hilfslemma und einige
weitere Definitionen beno¨tigt, die im Anschluß aufgefu¨hrt werden:
Lemma IV.2 Es sei E ⊂ U2 eine rein (n-1)-dimensionale komplex-analytische Menge.
Dann existiert ein Standardkoordinatensystem nahe 0 und eine offene dichte Teilmenge
E˜ ⊂ E, so daß gilt
κ(E˜) ∩ E = ∅. (IV.18)
Dabei bezeichne κ(E˜) die Menge der reflektierten Punkte von E˜ gema¨ß Definition II.6.
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Beweis: Es sei
E =
q⋃
ν=1
Eν (IV.19)
eine Zerlegung von E in irreduzible Komponenten. Aus jeder Komponente Eν sei nun
ein Punkt wν ∈ Eν ausgewa¨hlt. Durch eine beliebig kleine Deformation der gewa¨hlten
Koordinaten kann erreicht werden, daß κ(w1) 6∈ E gilt, da dimE = n − 1 ist. Nach
endlich oft wiederholter Anwendung dieses Arguments gilt
κ(wν) 6∈ E ∀ ν = 1, . . . , q. (IV.20)
Damit folgt
dim(κ(Eν) ∩ E) < n− 1 ∀ ν = 1, . . . , q (IV.21)
und somit gilt dim(κ(E) ∩ E) < n− 1.
2
Damit ko¨nnen nun, ausgehend von der Situation des Theorems IV.2, folgende Defini-
tionen gemacht werden: Es sei m bzw. m′ die Bla¨tterzahl von pi : F ∩ (U1 × U ′1)→ U1
bzw. von pi′ : F ∩(U˜1×U ′1)→ U ′1 und es sei mˆ die Bla¨tterzahl von f : D∩U1 → D′∩U ′1,
also
mˆ := #
(
f−1(w′) ∩ U˜1
)
(IV.22)
fu¨r generisches w′ ∈ D′ ∩ U ′1. Ferner seien
E :=
{
w ∈ U1 : #pi−1(w) < m
}
(IV.23)
E′ :=
{
w′ ∈ U ′1 : #pi′−1(w′) < m′
}
(IV.24)
F˜ := F \ pi′−1(E′) (IV.25)
F˜ ′c := F
′
c ∩ F. (IV.26)
Mit diesen Vorbereitungen kann jetzt Lemma IV.1 bewiesen werden:
Beweis (von Lemma IV.1): Zum Beweis des Lemmas seien folgende zwei Fa¨lle be-
trachtet:
Fall 1: Es ist z0′ 6∈ D̂.
Es sei bemerkt, daß die Verzweigungsmenge E′g, also die Menge der Punkte w′ ∈ D′,
in denen #(g(w′)) kleiner ist als im generischen Fall, enthalten ist in E′. Es seien nun
Koordinaten wie in Lemma IV.2 gewa¨hlt.
Schritt 1: Es ist zu zeigen, daß fu¨r alle (w1, w1′) ∈ F˜ ′c ein Zweig g1 von g in einer
Umgebung von z1′ := κ(w1′) existiert, so daß fu¨r z′ := κ(w′) gilt
g1
(
z′Q
′
w′
) ⊂ Qw, (IV.27)
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fu¨r alle (w,w′) ∈ F nahe (w1, w1′). Diese Behauptung ist wahr in der Na¨he jedes
Punktes (a, a′) ∈ F mit a′ ∈ M ′, wo ein Zweig g1 von g sich biholomorph fortsetzt
und a = g(a′) gilt. Es seien nun (a, a′) und (w1, w1′) mit einer Kurve in F˜ ′c ∪ {(a, a′)}
verbunden. Dieses ist mo¨glich, da F ′c nach Lemma II.12 irreduzibel und damit, als ana-
lytische Menge, wegzusammenha¨ngend ist. Durch analytische Fortsetzung folgt dann
(IV.27).
Schritt 2: Es seien nun g1, . . . , gk alle Zweige von g nahe z1′, fu¨r die gilt
gν (z′Qw′) ⊂ Qw, (IV.28)
fu¨r alle (w,w′) ⊂ F in der Na¨he von (w1, w1′). Es muß nun gezeigt werden, daß die Zahl
k nicht von der Wahl von (w1, w1′) abha¨ngt. Dazu sei ein weiterer Punkt (w2, w2′) ∈ F˜ ′c
betrachtet. Dieser wird nun verbunden mit (w1, w1′) durch eine Kurve (w(t), w′(t)),
t ∈ [0, 1] in F˜ ′c, so daß gilt
z′(t) := κ(w′(t)) 6∈ E′. (IV.29)
Dieses kann erreicht werden, da die reelle Codimension von κ(E′) in U ′2 gro¨ßer als 1 ist
und daher F˜ ′c \ pi′−1(κ(E′)) zusammenha¨ngend ist.
Es sei nun g˜ν eine analytische Fortsetzung von gν entlang z′(t). Da g˜ν wieder analytisch
ist, folgt
g˜ν
(
κ(w′)Q
′
w′
) ⊂ Qw ∀ ν = 1, . . . , k, (IV.30)
fu¨r alle (w,w′) ∈ F in einer kleinen Umgebung von (w2, w2′). Wenn k1 die Anzahl aller
Zweige von g nahe w2′ bezeichnet, die (IV.30) erfu¨llen, so gilt k1 ≥ k. Durch Vertau-
schung von (w1, w1′) und (w2, w2′) ergibt sich aber genauso k1 ≤ k. Damit folgt sofort
k1 = k und die Behauptung von Schritt 2 ist gezeigt.
Schritt 3: Abschließend muß noch k = mˆ gezeigt werden. Dazu sei k < mˆ angenom-
men. Ferner sei
E′g =
q⋃
ν=1
E
′ν
g (IV.31)
die Zerlegung von E′g in irreduzible Komponenten. Dann gibt es ein ν ∈ {1, . . . , q},
einen Punkt b′ ∈ E′νg , einen Punkt
z1
′ := κ(w1′) ∈ (U1 ∩D′) \ E′, (IV.32)
beliebig nahe bei b′ und einen Punkt w1 ∈ g(w1′), so daß gilt:
(i) Es seien mit g1, . . . , gk die Zweige von g nahe z1′ bezeichnet, welche die zu (IV.27)
analoge Relation nahe (w1, w1′) erfu¨llen. Dann geht einer dieser Zweige, ohne
Einschra¨nkung sei dies g1, durch analytische Fortsetzung entlang einer kleinen
Kurve z′(t), t ∈ [0, 1] in E′νg nahe b′ u¨ber in einen Zweig gν von g mit ν > k.
(ii) κ(b′) 6∈ E′ (nach Lemma IV.2).
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Dabei kann die Bedingung (i) erfu¨llt werden, da der Graph von g als analytische Menge
betrachtet mit dem Graph von f u¨bereinstimmt und daher irreduzibel ist.
Es sei w′(t) := κ(z′(t)) und sei ferner mit (w(t), w′(t)) die Liftung von w′(t) nach F˜ ′c
mit w(0) = w1 bezeichnet. Wegen (ii) folgt dann w(1) = w1, d.h. diese Liftung endet
an ihrem Anfangspunkt, na¨mlich bei (w1, w1′) ∈ F˜ ′c. Das ist aber ein Widerspruch zu
der Tatsache, daß der Zweig gν durch analytische Fortsetzung entlang z′(t) verschieden
von allen Zweigen g1, . . . , gk gewonnen wurde. Damit ist sowohl Lemma IV.1 als auch
Theorem IV.2 fu¨r den betrachteten Fall z0′ 6∈ D̂′ bewiesen.
Darauf aufbauend sei jetzt der zweite noch zu zeigene Fall betrachtet:
Fall 2: Es ist z0′ ∈ D̂′.
Es reicht aus, die folgende Reduktion auf den schon gezeigten Fall 1 zu zeigen: Nach
Lemma II.5 ist fu¨r z0′ ∈ D̂′ auch z0 ∈ D̂. Daher la¨ßt sich f als eigentliche holomorphe
Abbildung auf eine Umgebung U0 ⊂ U1 von 0 fortsetzen. Es sei erinnert, daß die
Koordinaten so gewa¨hlt sind, daß z0 = 0 = z0′ gilt. Die Menge U ′0 := f(U0) ist
offen und f : U0 → U ′0 ist eigentlich fu¨r eine passende Wahl von U0 und U1. Es sei
g := (f|U0)
−1 als mengenwertige Abbildung definiert. Dann folgt
g(U ′0 ∩D′) ⊂ (U0 ∩D) (IV.33)
und ebenso folgt leicht
g(U ′0 \D′) ⊂ (U0 \D). (IV.34)
Denn angenommen, es ga¨be einen Punkt z′ ∈ (U ′0\D′) so daß es ein z ∈ g(z′)∩(U0∩D)
gibt. Dann wa¨re
[f ◦ g](z′) = z′ ∈ U ′0 ∩D′, (IV.35)
was aber ein Widerspruch zur Wahl von z′ ist. Mit dieser Beobachtung ist der betrach-
tete Fall 2 auf den bereits gezeigten Fall 1 zuru¨ckgefu¨hrt. Denn nach Theorem II.6 liegt
z0
′ nun in der Holomorphiehu¨lle von U ′0 \D′, so daß sowohl das Lemma IV.1 als auch
das Theorem IV.2 sofort folgt, wenn die Rollen des Inneren und des A¨ußeren von D
bzw. D′ vertauscht werden. Damit ist Lemma IV.1 bewiesen.
2
Damit ergibt sich nun auch der gewu¨nschte Beweis von Theorem IV.2:
Beweis (von Theorem IV.2): Mit Lemma IV.1 verla¨uft der Beweis von Theorem
IV.2 vo¨llig analog zu dem Beweis von Theorem IV.1.
2
Es sei an dieser Stelle bemerkt, daß die zugrundeliegende Situation in Theorem IV.2
und in Lemma IV.1 zwar die durch Situation 1 gegebene ist, daß aber in den obigen
Beweisen nicht davon Gebrauch gemacht wird, daß, wie in Definition II.7 gefordert, die
Projektion pi : F → U eigentlich ist, d.h. die Aussagen des Theorems und des Lemmas
bleiben auch dann wahr, wenn a priori nicht bekannt ist, daß F diese Bedingung erfu¨llt.
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13.3 Fortsetzung der inversen Korrespondenz
Mit den Ergebnissen der vorherigen Abschnitte la¨ßt sich nun zeigen, daß sich in Situa-
tion 1 die inverse Korrespondenz g := f−1 als eigentliche holomorphe Korrespondenz
auf eine Umgebung von (z0, z0′) fortsetzen la¨ßt im Sinne von Definition II.10. Es gilt
das folgende Theorem:
Theorem IV.3 Es seien D,D′ ⊂ Cn Gebiete und sei f : D → D′ eine eigentliche
holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0) Randpunkte, in deren Na¨he
∂D und ∂D′ reell-analytisch und von endlichem Typ sind. Wenn sich die Abbildung
f : D → D′ als eigentliche holomorphe Korrespondenz auf eine Umgebung von z0
fortsetzen la¨ßt, dann la¨ßt sich g := f−1 als eigentliche holomorphe Korrespondenz auf
eine Umgebung von (z0, z0′) fortsetzen.
Nach Definition ist die Aussage des Theorems offenbar genau gleichbedeutend damit,
daß fu¨r geeignete Wahl von U2 und U ′2 auch die Projektion pi′ : F → U ′2 eigentlich ist.
Beweis (von Theorem IV.3): Es genu¨gt zu zeigen, daß die Menge E := F̂−1(0)
diskret ist, denn dann ko¨nnen U2 und U ′2 so gewa¨hlt werden, daß pi′ eigentlich wird.
Zuerst sei bemerkt, daß E komplex-analytisch ist. Fu¨r jeden Punkt z ∈ E∩D gilt nach
Theorem IV.1
Q′f(z) = Q
′
0. (IV.36)
Also muß E ∩D diskret sein, da f−1 fu¨r jeden Punkt z′ ∈ U ′2 nur endlich viele Punkte
entha¨lt. Es gilt aber auch
dim(E ∩ (U \D)) = 0, (IV.37)
da, wieder nach Theorem IV.1, gilt
f(Qw ∩D) ⊂ Q′0 ∩D′ ∀w ∈ E \D. (IV.38)
Schließlich muß fu¨r M := ∂D ∩U2 auch dim(E ∩M) = 0 sein, denn andernfalls mu¨ßte
wegen dim(E \M) = 0 eine ganze offene Teilmenge von E von positiver komplexer
Dimension in M enthalten sein, was aber nicht sein kann, da M von endlichem Typ
ist.
2
Zusammengefasst liefern die Beweise aus diesem Abschnitt die folgende, etwas allge-
meinere Invarianzaussage:
Theorem IV.4 Es seien D,D′ ⊂ Cn Gebiete und sei f : D → D′ eine eigentliche
holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ clf (z0) Randpunkte, in deren Na¨he
∂D und ∂D′ reell-analytisch und von endlichem Typ sind. Es lasse sich g := f−1 als
eigentliche holomorphe Korrespondenz G ⊂ U × U ′ auf eine Umgebung von (z0, z0′)
fortsetzen. Dann gilt fu¨r alle (w,w′) ∈ G
Ĝ(Q′w′ ∩ U ′) ⊂ Qw ∩ U. (IV.39)
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Dieselben Argumente wie im Beweis von Theorem IV.3 liefern nun weiter das folgende
Resultat:
Theorem IV.5 In der Situation von Theorem IV.4 la¨ßt sich die Abbildung f als eine
eigentliche holomorphe Korrespondenz F auf eine Umgebung des Punktes z0 ∈ ∂D
fortsetzen. Es kann dazu F := G (als komplex-analytische Mengen) gewa¨hlt werden.
Abschließend fu¨hren die Ergebnisse dieses Abschnitts zu der folgenden Aussage u¨ber
die Beziehung der Mannigfaltigkeiten S und S ′ der Segre-Varieta¨ten in Bild und Urbild
unter holomorphen Korrespondenzen:
Korollar IV.1 Es existiert eine eindeutig bestimmte holomorphe Abbildung ϕ : S →
S ′, so daß das folgende Diagramm kommutiert
S ϕ−−−−→ S ′
λ
x xλ′
U1
F̂−−−−→ U ′1
(IV.40)
Insbesondere ist die Abbildung ϕ nach Theorem IV.2 bijektiv.
Damit ergibt sich unmittelbar das folgende Lemma:
Lemma IV.3 In der Situation von Korollar IV.1 besteht fu¨r jeden Multiindex k =
(k1, . . . , kn−1), |k| > 0, die Menge λ′k(F̂ (z)) aus genau einer komplexen Zahl fu¨r jedes
z ∈ U1 und definiert dadurch eine holomorphe Funktion auf U1.
14 Fortsetzende Korrespondenzen sind Abbildungen
Bevor im nachfolgenden abschließenden Schritt die Fortsetzbarkeit der Abbildung f als
eigentliche holomorphe Korrespondenz gezeigt werden kann, muß zuerst nachgewiesen
werden, daß diese Fortsetzung als Korrespondenz direkt die Fortsetzbarkeit auch als
Abbildung impliziert. Diese Tatsache wird in den U¨berlegungen des nachfolgenden Ab-
schnitts direkt verwendet.
Fu¨r den Fall n = 2 wurde das entsprechende Ergebnis von K.Diederich/S.Pinchuk in
[25] gezeigt, in [26] wurde von denselben Autoren auch der allgemeine Fall n ≥ 2 durch
das folgende Theorem gelo¨st:
Theorem IV.6 ([26], Theorem 3.1) Es seien D,D ⊂⊂ Cn Gebiete und sei f : D →
D′ eine eigentliche holomorphe Abbildung. Es seien z0 ∈ ∂D und z0′ ∈ ∂D′ Randpunk-
te, fu¨r die es Umgebungen W = W (z0) und W ′ = W ′(z0′) gibt, so daß M := ∂D ∩W
und M ′ := ∂D′ ∩W ′ reell-analytische Hyperfla¨chen endlichen Typs sind. Ferner lasse
sich die Abbildung f als eine eigentliche holomorphe Korrespondenz F auf eine Um-
gebung U2 = U2(z0) ⊂ W fortsetzen, so daß F̂ (z0) = z0′ gilt. Dann la¨ßt sich f als
holomorphe Abbildung auf eine Umgebung U1 = U1(z0) ⊂ U2 fortsetzen.
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Zur Vollsta¨ndigkeit der Darstellung sei jetzt der Beweis dieses Theorems aus [26] hier
in einer an die Notationen dieser Arbeit angepaßten Form aufgefu¨hrt:
Beweis (von Theorem IV.6): Zuna¨chst seien, nach eventueller Verkleinerung von
W und W ′, Normalkoordinaten fu¨r M und M ′ gema¨ß (II.40) gewa¨hlt. Ferner sei W so
klein gewa¨hlt, daß W = U2 gilt. Es seien nun die Koordinaten so umskaliert, daß es
Polyzylinder U ⊂W und U ′ ⊂W ′ um 0 mit Radius 2 gibt, so daß
F̂ (U) ⊂ U ′ (IV.41)
gilt und weiter die folgende Bedingung erfu¨llt ist: Alle Funktionen r(z, w), rj(′z,′w),
λk(w),
∑
k λk(w)
′zk und die entsprechenden Funktionen im Bildgebiet sind holomorph
auf Polyzylindern geeigneter Dimension um 0 mit Radius 2. Insbesondere konvergieren
die Reihen ∑
|k|≥0
|λk(w)| ,
∑
|k|≥0
∣∣∣∣ ∂λk∂wn (w)
∣∣∣∣ (IV.42)
und die entsprechenden Reihen im Bildgebiet kompakt gleichma¨ßig auf U bzw. U ′.
Durch die Wahl der Normalkoordinaten gilt fu¨r alle Multiindizes k
λ′k(0) = 0 ,
∂λ′k
∂w′n
(0) = 0, (IV.43)
so daß folgt ∑
|k|≥0
∣∣λ′k(0)∣∣ = 0 , ∑
|k|≥0
∣∣∣∣ ∂λ′k∂w′n (0)
∣∣∣∣ = 0. (IV.44)
Mit diesen Bezeichnungen und Koordinaten seien nun zuna¨chst die folgenden Proposi-
tionen bewiesen:
Proposition IV.1 In der vorliegenden Situation gelten die folgenden Relationen:
a) F̂ (M ∩ U) ⊂M ′ ∩ U ′.
b) F̂ (U \D) ⊂ U ′ \D′.
c) F̂ (U ∩D) ⊂ U ′ ∩D′.
Beweis:
zu a) Es seien w ∈ M ∩ U und w′ ∈ F̂ (w) beliebig gewa¨hlt. Dann gilt nach Theorem
IV.1
Q′w′ = Q
′
f(w). (IV.45)
Da f(w) ∈M ′ gilt, folgt mit (IV.41) sofort w′ ∈M ′ ∩ U ′.
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zu b) Es sei w ∈ U \D ein beliebiger Punkt und es sei a ∈ M ∩ U ein Punkt biholo-
morpher Fortsetzbarkeit von f . Ferner sei γ(t) eine Kurve in (U \D) ∪ {a}, welche a
und w verbindet. Ist nun
F̂ (w) 3 w′ 6∈ (U ′ \D′), (IV.46)
dann gibt es einen Punkt w0 = γ(t0) ∈ U \D, so daß gilt
F̂ (w0) 3 w0′ ∈M ′ , w0′ = f(w1), (IV.47)
mit w1 ∈M . Nach Theorem IV.2 gilt dann aber Qw0 = Qw1 . Dies ist ein Widerspruch
zu w0 ∈ U \D.
zu c) Der Beweis von Teil c) folgt aus den Teilen a) und b), zusammen mit der Irre-
duzibilita¨t von F ′c. Es sei zuna¨chst der Fall
(w0, w0′) ∈ F ∩ ((U ∩D)× (U ′ \D′)) (IV.48)
betrachtet. Nach b) existiert ein Punkt
(w1, w1′) ∈ F ∩ ((U \D)× (U ′ \D′)) . (IV.49)
Dieser Punkt wird nun durch eine Kurve in F ′c mit dem Punkt (w0, w0
′) verbunden.
Auf dieser Kurve gibt es einen Punkt
(w2, w2′) ∈ F ∩ ((U ∩M)× (U ′ \D′)) . (IV.50)
Dieses widerspricht aber a). Der zweite Fall, in welchem es einen Punkt
(w0, w0′) ∈ F ∩ ((U ∩D)× (U ′ ∩M ′)) (IV.51)
geben ko¨nnte, fu¨hrt auf einem analogen Weg zum Widerspruch.
2
Proposition IV.2 Es seien mit fn, gn, F̂n, Ĝn die n-ten Komponenten der mengen-
wertigen Abbildungen f , g, F̂ , Ĝ bezeichnet. Dann gilt, nach eventueller Verkleinerung
von U und U ′:
a) Die Komponenten F̂n und Ĝn sind eindeutige Abbildungen auf U bzw. auf U ′ und
es ist fn ∈ O(U) und gn ∈ O(U ′).
b) Es gibt Funktionen h ∈ O(U) und h′ ∈ O(U ′) mit h(0) 6= 0 und h′(0) 6= 0, so daß
gilt
fn(′z, zn) = znh(z) ∀ z ∈ U und gn(′z′, z′n) = z′nh′(z′) ∀ z′ ∈ U ′. (IV.52)
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Beweis:
zu a) Nach dem Theorem u¨ber implizite Funktionen sind die Segre-Varieta¨ten Qw und
Q′w′ in den Normalkoordinaten gegeben durch Gleichungen der Form
zn = −wn +
∑
|ν|>0
bν(w) ′zν (IV.53)
z′n = −w′n +
∑
|ν|>0
b′ν(w
′)(′z′)ν .
Daher gilt
Qw1 = Qw2 ⇒ w1n = w2n sowie Q′w1′ = Q′w2′ ⇒ w1n
′ = w2n
′
. (IV.54)
Nach Theorem IV.1 heißt dies aber, daß fu¨r jedes w ∈ U , wobei U eine genu¨gend kleine
Nullumgebung ist, sowie fu¨r je zwei Punkte w1′, w2′ ∈ F̂ (w), gilt
F̂ (Qw) ⊂ Q′w1′ und F̂ (Qw) ⊂ Q′w2′ . (IV.55)
Daraus folgt aber sofort Q′
w1′ = Q
′
w2′ und daher gilt wegen (IV.54) auch w
1
n
′ = w2n
′.
Damit ist gezeigt, daß F̂n auf U eindeutig bestimmt, also eine wohldefinierte Funkti-
on ist. Insbesondere wird durch F̂n die gewu¨nschte holomorphe Fortsetzung von fn auf
U gegeben. Mit Theorem IV.2 folgen sofort die entsprechenden Aussagen fu¨r Ĝn und gn.
zu b) Wegen (IV.53) gilt
Q0 = {zn = 0} und Q′0 =
{
z′n = 0
}
. (IV.56)
Zusammen mit den Theoremen IV.1 und IV.2 folgt damit
fn(′z, zn) = 0 ⇐⇒ zn = 0 (IV.57)
gn(′z′, z′n) = 0 ⇐⇒ z′n = 0. (IV.58)
Daher muß gelten
fn(′z, zn) = zpnf˜n(
′z, zn) (IV.59)
gn(′z′, z′n) = z
′q
n g˜n(
′z′, z′n), (IV.60)
wobei p, q ∈ IN, f˜n(0) 6= 0 und g˜n(0) 6= 0 gilt. Aus f ◦ Ĝ = id ergibt sich nun
z′n = z
p
nf˜n(
′z, zn) (IV.61)
=
[
z
′q
n g˜n(
′z′, z′n)
]p
f˜n(′g(z′), gn(z′)) (IV.62)
= z
′pq
n g˜n(
′z′, z′n)
pf˜n(g(z′)). (IV.63)
Da g˜n(0) 6= 0 und f˜n(0) 6= 0, folgt pq = 1 und damit p = 1 und q = 1. Damit ist auch
b) gezeigt.
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2
Gema¨ß Proposition IV.2 kann nun ein neuerlicher biholomorpher Koordinatenwechsel
durchgefu¨hrt werden, welcher zn durch znh(z) ersetzt. Es muß dabei allerdings beachtet
werden, daß die neuen Koordinaten nun im allgemeinen keine Normalkoordinaten fu¨r
M mehr sind.
Es konvergiert nun die Reihe ∑
|k|≥0
λ′k(w
′)λ′k(ζ
′) (IV.64)
auf U ′ × U ′ und stellt dort eine holomorphe Funktion dar. Mit ζ ′ = w′ und w′ ∈ F̂ (z)
folgt nach Lemma IV.3 ∑
|k|≥0
∣∣λ′k(w′)∣∣2 ∈ Cω(U ′) (IV.65)
und ∑
|k|≥0
∣∣∣λ′k(F̂ (z))∣∣∣2 ∈ Cω(U). (IV.66)
Da M ′ als Hyperfla¨che endlichen Typs vorausgesetzt ist, folgt, daß fu¨r alle a′ ∈ U ′ die
Menge
A′a′ :=
{
(′w′, w′n) ∈ U ′ : w′n = a′n, λ′k(w′) = λ′k(a′) ∀ |k| > 0
}
(IV.67)
endlich ist. Fu¨r eine genu¨gend große feste Zahl N > 1 und fu¨r alle ε ∈ (− 1N , 0] seien
nun die folgenden Mengenfamilien eingefu¨hrt:
D′(N, ε) :=
z′ ∈ U ′ : 2Re z′n +N ∣∣z′n∣∣2 +N ∑|k|≥0
∣∣λ′k(z′)∣∣2 < ε
 (IV.68)
D(N, ε) :=
z ∈ U : 2Re zn +N |zn|2 +N ∑|k|≥0
∣∣∣λ′k (F̂ (z))∣∣∣2 < ε
 . (IV.69)
Das folgende Lemma gibt Auskunft u¨ber einige wichtige Eigenschaften dieser Hilfsmen-
gen:
Lemma IV.4 D(N, ε) und D′(N, ε) sind pseudokonvexe reell-analytische offene Men-
gen. Ferner ist jeder glatte Punkt in ∂D(N, ε) ∩ U bzw. ∂D′(N, ε) ∩ U ′ von endlichem
Typ.
Beweis: Beide Mengen sind nach Konstruktion offensichtlich offen und in den Poly-
zylindern U bzw. U ′ enthalten. Da die λ′k(w
′) holomorph sind und nach Lemma IV.3
die λ′k(F̂ (z)) ebenfalls holomorph sind, folgt unmittelbar, daß D(N, ε) und D′(N, ε)
als Subniveaumengen von plurisubharmonischen Funktionen pseudokonvex sind. Nach
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(IV.65) und (IV.66) sind D′(N, ε) und D(N, ε) ferner reell-analytisch.
Als na¨chstes sei bemerkt, daß eine definierende Funktion von D′(N, ε) geschrieben wer-
den kann als
r′N,ε(w
′, w′) := N
∣∣∣∣w′n + 1N
∣∣∣∣2 +N ∑
|k|≥0
∣∣λ′k(w′)∣∣2 − ε− 1N . (IV.70)
Wenn ∂D′(N, ε) in der Na¨he eines Punktes w0′ ∈ ∂D′(N, ε)∩U ′ glatt ist, dann ist w0′
genau dann von endlichem Typ, wenn jede holomorphe Abbildung h : ∆ → Cn mit
h(0) = w0′ und h(∆) ⊂ ∂D′(N, ε) konstant ist. Daher sei jetzt eine beliebige solche
Abbildung h gewa¨hlt. Nach (IV.70) gilt dann
N
∣∣∣∣h(ζ)n + 1N
∣∣∣∣2 +N ∑
|k|≥0
∣∣λ′k(h(ζ))∣∣2 − ε− 1N = 0 ∀ ζ ∈ ∆. (IV.71)
Daher mu¨ssen hn und λ′k ◦h konstant sein fu¨r alle k. Da fu¨r alle ζ ∈ ∆ die Menge A′h(ζ)
endlich ist, muß h selber schon konstant gewesen sein. Damit ist gezeigt, daß w0′ von
endlichem Typ ist. Auf analoge Weise kann jetzt die entsprechende Aussage fu¨r D(N, ε)
gezeigt werden.
2
Im allgemeinen gilt
D′(N, ε) \D′ 6= ∅ und D(N, ε) \D 6= ∅. (IV.72)
Es gilt aber stets die folgende wichtige Aussage:
Lemma IV.5 Wenn N > 1 genu¨gend groß gewa¨hlt ist, dann gilt fu¨r jedes ε ∈ (− 1N , 0]
a) Der nicht-glatte Teil von ∂D′(N, ε) liegt vollsta¨ndig in D′.
b) Der nicht-glatte Teil von ∂D(N, ε) liegt vollsta¨ndig in D.
Beweis:
zu a) Da ε ≤ 0 ist, folgt fu¨r w′ ∈ ∂D′(N, ε) aus (IV.70) die Abscha¨tzung
N
∣∣∣∣w′n + 1N
∣∣∣∣2 +N ∑
|k|≥0
∣∣λ′k(w′)∣∣2 ≤ 1N . (IV.73)
Da alle Terme in der obigen Ungleichung nichtnegativ sind, folgen sofort die na¨chsten
drei Abscha¨tzungen
− 2
N
≤ Rew′n ≤ 0 ,
∣∣w′n∣∣2 ≤ 4N2 , ∑|k|≥0
∣∣λ′k(w′)∣∣2 ≤ 1N2 . (IV.74)
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Da ξ′ = 0 die einzige Lo¨sung des Gleichungssystems
ξ′n = 0 λ
′
k(ξ
′) = 0, ∀ |k| > 0 (IV.75)
ist, ziehen sich D(N, ε) und D′(N, ε) fu¨r N →∞ auf den Nullpunkt zusammen. Insbe-
sondere gilt
w′ → 0 fu¨r N →∞. (IV.76)
Es sei nun ∂D′(N, ε) nicht-glatt in w′. Dann gilt ∇r′N,ε(w′, w′) = 0. Damit ist
∂r′N,ε
∂w′n
(w′, w′) = 0, (IV.77)
woraus folgt, daß gilt
1
N
+Rew′n +Re
∑
|k|≥0
∂λ′k
∂w′n
(w′)λk(w′) = 0. (IV.78)
Nach der dritten Abscha¨tzung aus (IV.74) gilt insbesondere |λ′k(w′)| ≤ 1N , so daß folgt∣∣∣∣∣∣
∑
|k|≥0
∂λ′k
∂w′n
(w′)λ′k(w′)
∣∣∣∣∣∣ ≤ 1N
∑
|k|≥0
∣∣∣∣ ∂λ′k∂w′n (w′)
∣∣∣∣ . (IV.79)
Wegen (IV.44) gibt es ein δ > 0, so daß fu¨r alle z′ mit |z′| < δ gilt
∑
|k|≥0
∣∣∣∣∂λ′k∂z′n (z′)
∣∣∣∣ < 12 , (IV.80)
insbesondere ist dieses δ unabha¨ngig von ε. Es sei insbesondere darauf hingewiesen,
daß diese Gleichma¨ßigkeit in ε ∈ (− 1N , 0] auch in allen folgenden Abscha¨tzungen gilt.
Wegen (IV.76) gilt bei genu¨gend großer Wahl von N die Abscha¨tzung (IV.80) auch fu¨r
w′. Aus (IV.80) folgt nun ∣∣∣∣∣∣
∑
|k|≥0
∂λ′k
∂w′n
(w′)λ′k(w′)
∣∣∣∣∣∣ < 12N . (IV.81)
Zusammen mit (IV.78) ergibt sich daraus∣∣Rew′n∣∣ < − 1N + 12N = − 12N . (IV.82)
Unter nochmaliger Benutzung von |λ′k(w′)| ≤ 1N folgt ferner∑
|k|≥0
λ′k(w′)
′w′k ≤ 1
N
∑
|k|≥0
′w′k (IV.83)
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und da wegen (IV.76) fu¨r genu¨gend großes N gilt∣∣∣∣∣∣
∑
|k|≥0
′w′k
∣∣∣∣∣∣ < 14 (IV.84)
folgt schließlich ∑
|k|≥0
λ′k(w′)
′w′k ≤ 1
4N
. (IV.85)
Nach Einsetzen von (IV.82) und (IV.85) in (II.43) ergibt sich schließlich
r′N,ε(w
′, w′) = (1− α′(w′, w′))
2Rew′n + ∑
|k|≥0
λ′k(w′)
′w′k
 (IV.86)
< − 1
2N
+
1
4N
(IV.87)
< 0, (IV.88)
fu¨r genu¨gend großes N und gleichma¨ßig in ε ∈ (− 1N , 0]. Folglich gilt w′ ∈ D′, womit
Behauptung a) gezeigt ist.
zu b) Es sei zuerst die folgende definierende Funktion von D(N, ε) betrachtet
rN,ε(z, z) := 2Re zn +N |zn|2 +N
∑
|k|≥0
∣∣∣λ′k (F̂ (z))∣∣∣2 − ε. (IV.89)
Weiter sei erinnert, daß die Koordinaten so gewa¨hlt worden sind, daß fn(z) = zn gilt.
Es sei nun z ∈ ∂D(N, ε) ein nicht-glatter Randpunkt. Analog zu den Abscha¨tzungen
(IV.74) in a) folgt dann hier
− 2
N
≤ Re zn ≤ 0 , |zn|2 ≤ 4
N2
,
∑
|k|≥0
∣∣∣λ′k (F̂ (z))∣∣∣2 ≤ 1N2 . (IV.90)
Da analog zu (IV.76) hier
F̂ (z)→ {0} fu¨r z → 0 (IV.91)
gilt, folgt wie in (IV.81) jetzt fu¨r genu¨gend großes N∑
|k|≥0
λ′k
(
F̂ (z)
)(
′F̂ (z)
)k
< µ(N)
1
N
(IV.92)
mit einer Funktion µ(N) → 0 fu¨r N → ∞. Weil aber ∂λ′k(F̂ (z))∂zn nicht unbedingt in 0
verschwindet, muß die zu (IV.82) analoge Abscha¨tzung hier nicht gelten. Aber es gibt
wenigstens ein c > 0, so daß fu¨r große N > 1 gilt
Re zn ≤ − c
N
. (IV.93)
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Denn, falls im Gegensatz dazu Re zn > −ν1(N) 1N mit ν1(N) → 0 fu¨r N → ∞ gelten
wu¨rde, dann folgte aus (IV.90) ∣∣∣λ′k(F̂ (z))∣∣∣ < ν2(N)N , (IV.94)
mit einem ν2(N)→ 0 fu¨r N →∞ und daher wu¨rde gelten∣∣∣∣∣∣
∑
|k|≥0
∂λ′k
∂zn
(
F̂ (z)
)
λ′k
(
F̂ (z)
)∣∣∣∣∣∣ < ν3(N)N , (IV.95)
wieder mit einem ν3(N)→ 0 fu¨r N →∞. Dies wa¨re aber offenbar ein Widerspruch zu
1
N
+Re zn +Re
∑
|k|≥0
∂λ′k
∂zn
(
F̂ (z)
)
λ′k
(
F̂ (z)
)
= 0, (IV.96)
welches in Analogie zu (IV.78) gilt. Damit muß (IV.93) wahr sein. Um nun zu zeigen,
daß z ∈ D ist, sei zuerst bemerkt, daß nach Proposition IV.1 fu¨r ein festes z ∈ U alle
Werte der mehrwertigen Funktion r′(F̂ (z), F̂ (z)) das selbe Vorzeichen haben, daß also
unter F̂ das Innere von D auf das Innere von D′ abgebildet wird und das A¨ußere auf
das A¨ußere.
Nach (II.42) folgt nun
r′
(
F̂ (z), F̂ (z)
)
=
(
1 + α′
(
F̂ (z), F̂ (z)
))2Re zn + ∑
|k|≥0
λ′k
(
F̂ (z)
)(
′F̂ (z)
)k ,
(IV.97)
mit α′(0, 0) = 0. Es sei nun N so groß gewa¨hlt, daß fu¨r µ aus (IV.92) gilt µ(N) < 2c.
Dann folgt mit (IV.92) und (IV.93) nun zusammen
r′
(
F̂ (z), F̂ (z)
)
≤ −2c
N
+
µ(N)
N
< 0. (IV.98)
Damit gilt z ∈ D und das Lemma ist bewiesen.
2
Zum abschließenden Beweis von Theorem IV.6 wird jetzt noch das folgende Lemma
beno¨tigt:
Lemma IV.6 Wenn N > 1 wie in Lemma IV.5 genu¨gend groß gewa¨hlt ist, dann la¨ßt
sich f durch eine eigentliche holomorphe Abbildung fˆ : D(N, 0)→ D′(N, 0) auf D(N, 0)
fortsetzen.
Beweis: Fu¨r ein solches N wie in Lemma IV.5 und ein ε nahe − 1N ist D(N, ε) eine
kleine Umgebung der Menge
A :=
{
z ∈ U : zn = − 1
N
, λ′k
(
F̂ (z)
)
= 0 ∀ |k| > 0
}
. (IV.99)
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Wegen (II.42) gilt fu¨r jedes z ∈ A
r′
(
F̂ (z), F̂ (z)
)
=
(
1 + α′
(
F̂ (z), F̂ (z)
))
· 2Re zn < 0. (IV.100)
Somit ist D(N, ε) ⊂ D und D′(N, ε) ⊂ D′, wenn ε ∈ (− 1N , 0] nahe bei − 1N ist. Es gilt
insbesondere f(D(N, ε)) = D′(N, ε) und f : D(N, ε) → D′(N, ε) ist eine eigentliche
holomorphe Abbildung.
Es sei nun das gro¨ßte ε ∈ (− 1N , 0] gewa¨hlt, fu¨r das sich f als eigentliche holomorphe
Abbildung fˆ : D(N, ε) → D′(N, ε) fortsetzen la¨ßt. Diese Abbildung fˆ la¨ßt sich nach
Voraussetzung dann als eigentliche holomorphe Korrespondenz auf D(N, ε)∩U durch F
fortsetzen. Damit wird fˆ aber insbesondere auch stetig auf (∂D(N, ε))∩U fortgesetzt.
Da (∂D(N, ε)) ∩ U aber glatt, pseudokonvex und von endlichem Typ ist, la¨ßt sich fˆ
nach den Theoremen II.7 und II.8 fu¨r ein ε˜ > ε als eigentliche holomorphe Abbildung
auf D(N, ε˜) fortsetzen, solange ε < 0 ist. Folglich muß ε = 0 sein und das Lemma ist
bewiesen.
2
Damit kann nun Theorem IV.6 sofort bewiesen werden: Nach Lemma IV.6 la¨ßt sich
f als eine eigentliche holomorphe Abbildung fˆ : D(N, 0) → D′(N, 0) fortsetzen. Nach
Konstruktion von D(N, ε) gilt aber 0 ∈ ∂D(N, 0). Wie im Beweis von Lemma IV.6
wird nun fˆ durch F stetig auf ∂D(N, 0) fortgesetzt und da ∂D(N, 0) nahe 0 eine glatte
reell-analytische pseudokonvexe Hyperfla¨che endlichen Typs ist, la¨ßt sich fˆ nach den
Theoremen II.7 und II.8 als eigentliche holomorphe Abbildung auf eine Umgebung von
0 fortsetzen. Damit ist der Beweis von Theorem IV.6 abgeschlossen.
2
15 Die Fortsetzung von f als Korrespondenz
In diesem abschließenden Schritt des Beweises von Theorem B wird nun die lokale Fort-
setzung der Abbildung f als holomorphe Korrespondenz konstruiert. Dazu werden die
Ergebnisse aus [25], Abschnitt 8 - 12, fu¨r die betrachtete lokale Situation formuliert.
Dieser Teil des Beweises ist der einzige, wo nur der Fall n = 2 betrachtet werden kann.
Der Grund dafu¨r ist, daß hier spezielle Eigenschaften der Randgeometrie vonM undM ′
ausgenutzt werden, welche im Fall n > 2 in der beno¨tigten Form nicht zur Verfu¨gung
stehen.
Es seien in diesem Abschnitt stets die Situation von Theorem B und die dort eingefu¨hr-
ten Notationen betrachtet.
15.1 Die lokale Segre-Korrespondenz von f
Aus den Voraussetzungen c) und d) von Theorem B ergibt sich mit Lemma III.1 direkt
das folgende Korollar:
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Korollar IV.2 Unter den Voraussetzungen von Theorem B gilt:
a) Zu jedem Punkt z0 ∈M1 und jeder Umgebung U ′ = U ′(M ′1) gibt es eine Umgebung
U = U(z0) ⊂⊂W von z0 mit U ∩ ∂D ⊂⊂M1, so daß gilt
f(U ∩D) ⊂⊂ U ′. (IV.101)
b) Analog gibt es zu jedem Punkt z0′ ∈ M ′1 und jeder Umgebung U = U(M2) eine
Umgebung U ′ = U ′(z0′) ⊂⊂W ′ von z0′ mit U ′ ∩ ∂D′ ⊂⊂M ′1, so daß gilt
f−1(U ′ ∩D′) ⊂⊂ U. (IV.102)
Die Aussagen von Korollar IV.2 lokalisieren die Abbildung f weitgehend genug, um
damit im folgenden die lokale Segre-Korrespondenz von f sinnvoll definieren zu ko¨nnen.
Definition IV.1 Es seien U = U(M2) ⊂⊂ W und U ′ = U ′(M ′1) ⊂⊂ W ′ offene
Umgebungen.
a) Fu¨r jeden Punkt z0 ∈ M1 kann nach Korollar IV.2 ein Standardumgebungspaar
(U1, U2) von z0 so klein gewa¨hlt werden, daß f(U2∩D) ⊂⊂W ′ gilt. Dann sei die
lokale Segre-Korrespondenz Vz0 von f in z0 definiert als
Vz0 :=
{
(w,w′) ∈ (U1 \D)× (U ′ \D′) : f(Qw ∩D) ⊃ sw′Q′w′
}
. (IV.103)
Desweiteren sei
Ez0 :=
{
z ∈ U2 ∩D : ∃ (w,w′) ∈ Vz0 : z ∈ Qw ∩ f−1(sw′)
}
. (IV.104)
b) Fu¨r jeden Punkt z0′ ∈ M ′1 kann nach Korollar IV.2 ein Standardumgebungspaar
(U ′1, U ′2) so klein gewa¨hlt werden, daß f−1(U ′2 ∩ D′) ⊂⊂ U gilt. Dann ist die
Inverse g := f−1 eine wohldefinierte mengenwertige Abbildung von U ′2 ∩D′ nach
U ∩D und es kann die lokale Segre-Korrespondenz von g in z0′ definiert werden
als
V ′
z0′ :=
{
(w,w′) ∈ (U \D)× (U ′1 \D′) : g
(
Q′w′ ∩D′
) ⊃ swQw} . (IV.105)
Schließlich sei noch
E′
z0′ :=
{
z′ ∈ U ′2 ∩D′ : ∃ (w,w′) ∈ V ′z0′ : z′ = f(sw)
}
. (IV.106)
Zu den obigen Definitionen seien zuerst folgende Bemerkungen angefu¨hrt:
• Diese Definition von Vz0 bzw. V ′z0′ ist eine Verallgemeinerung des klassischen Re-
flexionsprinzips in einer Vera¨nderlichen. Im Fall n = 1 ko¨nnen die Gebiete D,D′
durch einen globalen biholomorphen Koordinatenwechsel in die untere Halbebene
H− = {Im z < 0} abgebildet werden, so daß M =M ′ = {Im z = 0} gilt und sich
die Segre-Varieta¨ten zu
Qw = {w} ∀w ∈ C (IV.107)
ergeben. Damit folgt sofort
Vz ⊂
{
(w,w′) ∈ H+ ×H+ : f(w) = w′} ∀ z ∈M. (IV.108)
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• Die definierende Bedingung (IV.105) fu¨r V ′
z0′ ist a¨quivalent zu der folgenden Be-
dingung
f (swQw) ⊂ Q′w. (IV.109)
• Die Definition von V ′
z0′ in (IV.105) ist symmetrisch zu der Definition von Vz0
in (IV.103). Im folgenden wird es oftmals notwendig sein, solche symmetrischen
Situationen zu betrachten und symmetrische Behauptungen zu beweisen. Wird
nur der spezielle Fall einer biholomorphen Abbildung f : D → D′ betrachtet,
so kann der jeweilige zweite Fall immer ignoriert werden, da in dieser Situation
die Inverse f−1 wieder eine Abbildung ist und nicht wie im hier betrachteten
allgemeinen Fall nur eine Korrespondenz.
Definition IV.2 Es sei mit Σ ⊂M die Menge der Punkte von M bezeichnet, in deren
Umgebung sich f als eigentliche holomorphe Korrespondenz fortsetzen la¨ßt. Analog sei
mit Σ′ ⊂ M ′ die Menge der Punkte von M ′ bezeichnet, in deren Umgebung sich die
lokale Inverse g := f−1 als eigentliche holomorphe Korrespondenz fortsetzen la¨ßt.
Nach Theorem IV.6 la¨ßt sich f fu¨r jeden Punkt z ∈ Σ sogar als eigentliche holomorphe
Abbildung auf eine Umgebung U = U(z) fortsetzen. Damit ist die Aussage des zu
beweisenden Theorems B a¨quivalent zu der Aussage M1 ⊂ Σ. Das folgende Lemma ist
nun das zentrale Hilfsmittel zum Beweis dieser Aussage.
Lemma IV.7 Es sei z0 ∈ M1 und es sei Vz0 ⊂ (U1 \D)× (U ′ \D′) die lokale Segre-
Korrespondenz von f in z0. Es sei
Vz0 ∩
(
(U1 \D)× U ′
)
=: V̂z0 (IV.110)
eine abgeschlossene komplex-analytische rein 2-dimensionale Teilmenge von (U1 \D)×
U ′ ohne Ha¨ufungspunkte in (U1 \D)× ∂U ′. Dann ist z0 ∈ Σ.
Beweis: Da V̂z0 keine Ha¨ufungspunkte in (U1 \ D) hat, ist die Projektion pi : V̂z0 →
U1 \D eine eigentliche holomorphe Abbildung und damit eine endlich verzweigte U¨ber-
lagerung, deren Bla¨tterzahl mit m bezeichnet sei. Es gibt daher zwei Pseudopolynome
P1, P2 der Form
Pk(z, z′k) = z
′m
k + ak1(z)z
′m−1
k + · · ·+ akm(z) ∀ (z, z′k) ∈ (U1 \D)× C ∀ k ∈ {1, 2}
(IV.111)
mit holomorphen Koeffizienten akj ∈ O(U1 \D), so daß gilt
V̂z0 ⊂ F˜ :=
{
(z, z′) ∈ (U1 \D)× U ′ : P1(z, z′1) = P2(z, z′2) = 0
}
. (IV.112)
Nach Theorem II.6 gibt es nun eine Umgebung U = U(z0) ⊂ U1, so daß sich entweder
alle Funktionen aus O(U∩D) holomorph nach U fortsetzen lassen, oder alle Funktionen
aus O(U \ D) besitzen diese Eigenschaft. Im ersten Fall folgt direkt z0 ∈ Σ, so daß
ohne Einschra¨nkung angenommen werden kann, daß der zweite Fall vorliegt. Damit
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lassen sich insbesondere alle Koeffizienten akj zu holomorphen Funktionen aˆkj ∈ O(U)
fortsetzen, so daß Pˆ1, Pˆ2 mit
Pˆk(z, z′k) := z
′m
k + aˆk1(z)z
′m−1
k + · · ·+ aˆkm(z) ∀ (z, zk) ∈ U ×C ∀ k ∈ {1, 2} (IV.113)
Pseudopolynome auf U × C sind. Es sei nun
Fˆ :=
{
(z, z′) ∈ U × U ′ : Pˆ1(z, z′1) = Pˆ2(z, z′2) = 0
}
. (IV.114)
Dann gilt V̂z0 ⊂ Fˆ und Fˆ ist eine komplex-analytische Teilmenge von U × U ′, wel-
che Γf |D∩U entha¨lt. Die irreduzible Komponente F von Fˆ , die Γf |D∩U entha¨lt, liefert
schließlich eine eigentliche holomorphe Korrespondenz, welche f nach U fortsetzt. Da-
mit ist z0 ∈ Σ gezeigt.
2
Vollkommen analog ergibt sich auch die entsprechende symmetrische Aussage:
Lemma IV.8 Es sei z0
′ ∈M ′1 und es sei V ′z0′ ⊂ (U \D)× (U ′1 \D′) die lokale Segre-
Korrespondenz von f−1 in z0′. Es sei
V ′
z0
′ ∩
(
U × (U ′1 \D′)
)
=: V̂ ′
z0′ (IV.115)
eine abgeschlossene komplex-analytische rein 2-dimensionale Teilmenge von U × (U ′1 \
D′) ohne Ha¨ufungspunkte auf ∂U × (U ′1 \D′). Dann ist z0
′ ∈ Σ′.
Eine zentrale Tatsache fu¨r den Gebrauch der Segre-Korrespondenzen zur Fortsetzung
von Γf wird jetzt in den folgenden beiden Lemmata formuliert.
Lemma IV.9 Es sei Vz0 ⊂ (U1 \D)× (U ′ \D′) die lokale Segre-Korrespondenz von f
in z0 ∈M1. Ist die Menge Ez0 relativ kompakt in U2, dann gilt:
a) Vz0 ist eine abgeschlossene, komplex-analytische Teilmenge von (U1\D)×(U ′\D′).
b) Vz0 hat keine Ha¨ufungspunkte in (U1 \D)× ∂U ′.
c) Vz0 hat keine Ha¨ufungspunkte in (U1 \D)× Σ′.
Beweis:
zu a) Es sei (w0, w0′) ∈ Vz0 . Nach Lemma II.9 ist fu¨r eine genu¨gend kleine Umgebung
W0 ⊂ C4 von (w0, w0′), ein passendes Standardumgebungspaar U ′1 ⊂⊂ U ′2 mit w0′ ∈ U ′1
und jedes (w,w′) ∈W0, die Bedingung
f(Qw ∩D) ⊃ sw′Q′w′ (IV.116)
a¨quivalent zu der Bedingung
f(Qw ∩D) ⊃ w˜′Q′w′ , (IV.117)
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wobei w˜′ der eindeutig bestimmte Punkt auf Q′w′ mit w˜
′
1 =
sw01
′ sei. Offenbar entspricht
die Bedingung (IV.117) einem System holomorpher Gleichungen, so daß Vz0 als Null-
stellengebilde dieses Systems lokal komplex-analytisch ist.
Zum Beweis von a) muß nun noch gezeigt werden, daß Vz0 abgeschlossen ist in (U1 \
D)× (U ′ \D′). Dazu sei (wν , wν ′) ∈ Vz0 eine Folge, die gegen einen Punkt (w0, w0′) ∈
(U1 \ D) × (U ′ \ D′) konvergiert. Es ist jetzt zu zeigen, daß (w0, w0′) ∈ Vz0 gilt. Da
wν ′ → w0′ ∈ U ′ \ D′ strebt, konvergiert wegen der Stetigkeit der Familie der Segre-
Varieta¨ten Q′wν ′ auch
swν ′ gegen einen Punkt sw0′, fu¨r welchen nach Lemma II.10
sw0
′ ∈ D′ gelten muß. Nach Definition von Vz0 existieren nun Punkte ζν mit
ζν ∈ f−1 (swν ′) ∩Qwν , (IV.118)
so daß gilt
ζν → ζ0 ∈ f−1(sw0′) ⊂ D. (IV.119)
Aus der Stetigkeit der Familie der Segre-Varieta¨tenQwν und der Kompaktheitsannahme
u¨ber Ez0 folgt nun ζ0 ∈ Qw0 ∩ U2 und daher gilt
f(Qw0 ∩D) ⊃ sw0′Q′w0′ . (IV.120)
Daraus folgt sofort (w0, w0′) ∈ Vz0 , womit a) gezeigt ist.
zu b) Fu¨r jedes δ > 0 sei die Umgebung U ′δ von M
′
1 definiert durch
U ′δ =
{
z ∈ C2 : dist(z,M ′1) < δ
}
. (IV.121)
Es sei weiter δ := dist(∂U ′,M ′1) > 0. Nach Lemma II.10 gibt es ein δ1 > 0, so daß gilt
sw ∈ U ′δ1 ⇒ w′ ∈ U ′δ
2
. (IV.122)
Nach Lemma IV.2 kann das Umgebungspaar U1 ⊂⊂ U2 so klein gewa¨hlt werden, daß
gilt
f(U2 ∩D) ⊂ U ′δ1 ∩D′. (IV.123)
Dann ergibt sich aus der Definition von Vz0
(w,w′) ∈ Vz0 ⇒ sw′ ∈ f(U2 ∩D) (IV.124)
und nach (IV.122) und (IV.123) folgt daraus sofort
(w,w′) ∈ Vz0 ⇒ dist(w′, ∂U ′) >
δ
2
. (IV.125)
Damit ist auch b) gezeigt.
zu c) Es sei angenommen, daß es eine Folge (wν , wν ′) ∈ Vz0 gibt, die gegen einen Punkt
(w0, w0′) ∈ (U1 \D)× Σ′
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konvergiert und es sei ζν ∈ Qwν eine Folge, so daß f(ζν) = swν ′ ist. Da wν ′ → w0′ ∈ ∂D′
konvergiert, gilt nach Lemma II.10 auch
swν ′ → sw0′ = w0′ (IV.126)
und dist(ζν , ∂D)→ 0. Nach U¨bergang zu einer Teilfolge kann angenommen werden, daß
die Folge ζν gegen einen Punkt ζ0 konvergiert, fu¨r den notwendigerweise ζ0 ∈ ∂D gilt.
Die Kompaktheit von Ez0 impliziert insbesondere ζ0 ∈ U2. Daher folgt nach Theorem
IV.5, da w0′ ∈ Σ′ ist, auch ζ0 ∈ Σ und f(ζ0) = w0′. Das bedeutet, daß es nach Theorem
IV.6 Umgebungen U˜ von ζ0 und U˜ ′ von w0′ gibt, so daß f sich holomorph nach D ∪ U˜
fortsetzt und f|U˜ : U˜ → U˜ ′ eigentlich ist. Es sei nun
g˜ :=
(
f|U˜
)−1
. (IV.127)
Dann ko¨nnen Punkte zν ∈ g˜(wν ′) so gewa¨hlt werden, daß zν → ζ0 gilt. Damit gilt
notwendigerweise
f(Qzν ∩ U˜) ⊂ Q′wν ′ ∩ U ′2. (IV.128)
Daher folgt nun
Qzν = Qwν , (IV.129)
so daß aus Stetigkeitsgru¨nden gilt
Qζ0 = Qw0 . (IV.130)
Da jedoch ζ0 ∈ ∂D gilt, folgt, nach Lemma II.8 e), daß Aζ0 ⊂ ∂D gilt. Dies ist aber
ein Widerspruch zur Annahme w0 6∈ ∂D.
2
Auf analogem Wege folgt sofort die entsprechende symmetrische Aussage:
Lemma IV.10 Es sei V ′
z0′ ⊂ (U \D)× (U ′1 \D′) die lokale Segre-Korrespondenz von
f in z0
′ ∈M ′1. Ist die Menge E′z0′ relativ kompakt in U ′2, dann gilt:
a) V ′
z0′ ist eine abgeschlossene, komplex-analytische Teilmenge von (U\D)×(U ′1\D′).
b) V ′
z0′ hat keine Ha¨ufungspunkte in ∂U × (U ′1 \D′).
c) V ′
z0′ hat keine Ha¨ufungspunkte in Σ× (U ′1 \D′).
Die entscheidende Voraussetzung in den beiden vorangegangenen Lemmata ist die re-
lative Kompaktheit der Mengen Ez0 und E′z0′ . Ein einfaches geometrisches Kriterium
fu¨r die Erfu¨lltheit dieser Voraussetzung wird durch das folgende Lemma gegeben:
Lemma IV.11 Es sei z0 ∈M1 und es sei Vz0 ⊂ (U1 \D)× (U ′ \D′) die lokale Segre-
Korrespondenz von f in z0. Es gelte ferner Qz0 ∩D ∩ U2 =
{
z0
}
. Dann ist die Menge
Ez0, nach eventueller Verkleinerung von U1, relativ kompakt in U2. Insbesondere ist
dies der Fall, wenn z0 ein streng pseudokonvexer Randpunkt ist.
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Beweis: Zuerst sei bemerkt, daß nach (IV.104) immer gilt
Ez0 ⊂
⋃
w∈U1\D
Qw ∩D. (IV.131)
Es sei nun eine Umgebung U˜ = U˜(z0) ⊂⊂ U2 von z0 gewa¨hlt. Da nach Voraussetzung
Qz0 ∩D ∩ U2 =
{
z0
}
gilt, folgt fu¨r eine passende Konstante c > 0
dist
(
Qz0 ∩ (U2 \ U˜), D
)
≥ 2c. (IV.132)
Daher gilt, wenn die Umgebung U1 ⊂⊂ U˜ genu¨gend klein gewa¨hlt worden ist, auch
dist
(
Qw ∩ (U2 \ U˜), D
)
≥ c ∀w ∈ U1, (IV.133)
aufgrund der Stetigkeit der Familie der Segre-Varieta¨ten. Damit folgt⋃
w∈U1\D
Qw ∩D ⊂⊂ U˜ ⊂⊂ U2 (IV.134)
und somit ist wegen (IV.131) das Lemma bewiesen.
2
15.2 Die Struktur des Randes
Es wird nun zuna¨chst die geometrische Struktur der betrachteten Ra¨nder genauer un-
tersucht werden, um danach fu¨r die verschiedenen Klassen von Randpunkten die holo-
morphe Fortsetzbarkeit zu zeigen. Die hier vorgenommene Einteilung ist in wesentlichen
Teilen nur im Falle n = 2 mo¨glich. Alle Betrachtungen und Definitionen werden hier
nur fu¨r M durchgefu¨hrt, die jeweils analogen Aussagen gelten stets auch fu¨r M ′.
In dem betrachteten Fall n = 2 kann, nach eventueller Verkleinerung von W , ein reell-
analytisches Vektorfeld Ψ auf M mit Werten in T 10M gewa¨hlt werden, welches in
keinem Punkt von M verschwindet. Damit sei fu¨r eine beliebige reell-analytische defi-
nierende Funktion r von D auf W definiert
LM (z) := Lr(z; Ψ(z)) ∀ z ∈M. (IV.135)
Somit gilt folgende Beziehung
signLM (z) = signLr(z;X) ∀ z ∈M ∀X ∈ T 10M. (IV.136)
Damit zerfa¨llt M in genau drei Teilmengen
M =M+s ∪M−s ∪ T mit

M+s := {z ∈M : LM (z) > 0}
M−s := {z ∈M : LM (z) < 0}
T := {z ∈M : LM (z) = 0} ,
(IV.137)
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die streng pseudokonvexen Punkte M+s , die streng pseudokonkaven Punkte M
−
s und
die Nullstellenmenge T der Levi-Form LM .
Weiter wird die Menge
M+ :=
◦
M+s (IV.138)
als der pseudokonvexe Bereich von M und die Menge
M− :=
◦
M−s (IV.139)
als der pseudokonkave Bereich von M bezeichnet. Es sei ferner noch
T+ := T ∩M+ (IV.140)
als die Menge der schwach pseudokonvexen Punkte in M und
T− := T ∩M− (IV.141)
als die Menge der schwach pseudokonkaven Punkte in M bezeichnet.
Es ist bekannt, daß M− ⊂ D̂ gelten muß. Es sei aber beachtet, daß im allgemeinen
D̂ \M− 6= ∅ ist, es ko¨nnen sogar relativ offene Teilmengen von M+s in der globalen
Holomorphiehu¨lle von D liegen.
Da M eine reell-analytische Hyperfla¨che endlichen Typs ist, kann insbesondere LM
auf keiner relativ offenen Teilmenge von M identisch verschwinden. Daher ist T eine
kompakte reell-analytische Teilmenge von M der reellen Dimension ≤ 2. Es sei nun
T reg := {z ∈ T : ∇LM (z) 6= 0} . (IV.142)
Dann gibt es fu¨r jeden Punkt z ∈ T reg eine Umgebung U = U(z), so daß T reg ∩U eine
glatte Mannigfaltigkeit ist. Es sei weiter
T sing := {z ∈ T : ∇LM (z) = 0} = T \ T reg. (IV.143)
Da ∇LM reell-analytisch ist und nicht identisch auf T verschwindet, gilt insbesondere
dimIR T
sing ≤ 1. (IV.144)
Es sei nun weiter
T tr :=
{
z ∈ T reg : dimT 10z T reg = 0
}
(IV.145)
die Menge der Punkte z ∈ T reg, in denen T reg total reell ist. Da T tr eine durch reell-
analytische Gleichungen definierte Teilmenge der reell-analytischen Menge T reg ist, ist
T tr selber reell-analytisch. Fu¨r die Menge
T h :=
{
z ∈ T reg : dimT 10z T reg = 1
}
= T reg \ T tr (IV.146)
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gilt weiter
dimIR T
h ≤ 1. (IV.147)
Denn ga¨be es einen Punkt z ∈ T h mit dimIR(T h)z = 2, dann ga¨be es auch einen 1-
dimensionalen komplexen Mengenkeim Yz mit Yz ⊂ (T h)z ⊂ Mz. Da M aber nach
Voraussetzung von endlichem Typ ist, kann dieser Fall nicht auftreten.
Damit ist T tr eine endliche Familie von 2-dimensionalen irreduziblen total-reellen reell-
analytischen Mannigfaltigkeiten.
Es sei nun weiter mit oL(z) die Verschwindungsordnung der Levi-Form LM im Punkte
z ∈M bezeichnet. Dann ist die Menge
T d :=
{
z ∈ T : lim inf
T3ζ→z
oL(ζ) < oL(z)
}
(IV.148)
reell-analytisch und hat reelle Dimension ≤ 1.
Damit sei nun definiert
T2 := T tr \ T d, (IV.149)
T e := T sing ∪ T h ∪ T d, (IV.150)
T1 :=
{
z ∈ T e : dimIR,z T e = 1
}
, (IV.151)
T0 :=
{
z ∈ T e : dimIR,z T e = 0
}
, (IV.152)
sowie ferner
T+2 := T2 ∩M+ , T+1 := T1 ∩M+ , T+0 := T0 ∩M+. (IV.153)
Die bisherigen Ergebnisse dieses Abschnitts werden jetzt in dem folgenden Lemma
zusammengefaßt:
Lemma IV.12 Die Nullstellenmenge T der Leviform LM kann in der Form
T = T2 ∪˙ T1 ∪˙ T0 (IV.154)
dargestellt werden, wobei gilt:
i) T2 ist eine endliche Familie reell 2-dimensionaler irreduzibler total reeller reell-
analytischer Mannigfaltigkeiten.
ii) T1 ist eine endliche Familie irreduzibler glatter reell-analytischer Kurven.
iii) T0 besteht aus einer endlichen Anzahl von Punkten.
Insbesondere ist T1∪T0 als endliche Vereinigung von analytischen Kurven und Punkten
pluripolar.
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Fu¨r die weitere Untersuchung von zentraler Bedeutung ist die Menge
R :=M \ (M+ ∪M−), (IV.155)
welche als Border in M bezeichnet wird.
Die Border R trennt aufM den pseudokonvexen Bereich vom pseudokonkaven Bereich,
genauer gilt
M \R =M1 ∪ . . . ∪Mnm , (IV.156)
wobei Mk irreduzibel ist fu¨r jedes k = 1, . . . , nm und es gilt insbesondere
(Mk ⊂M+ ∨ Mk ⊂M−) ∀ k = 1, . . . , nm. (IV.157)
Weiter gilt offenbar R ⊂ T . Falls R 6= ∅ ist, ist R immer eine abgeschlossene semi-
analytische Teilmenge der reinen Dimension 2 in T . Es gilt insbesondere
M =M+s ∪˙M−s ∪˙ T+ ∪˙ T− ∪˙ R. (IV.158)
Es muß nun die Menge R genauer untersucht werden. Dazu sei Rreg die Menge aller
Punkte z ∈ R, fu¨r die es eine Umgebung U = U(z) gibt, so daß R ∩ U eine glatte
reell-analytische Mannigfaltigkeit der reellen Dimension 2 ist. Es sei bemerkt, daß zwar
T reg ∩R ⊂ Rreg (IV.159)
gilt, es muß hier aber im allgemeinen nicht Gleichheit gelten.
Analog zu den U¨berlegungen im vorherigen Abschnitt sei nun definiert
Rsing := R \Rreg, (IV.160)
Rtr :=
{
z ∈ Rreg : dimT 10z Rreg = 0
}
, (IV.161)
Rh :=
{
z ∈ Rreg : dimT 10z Rreg = 1
}
= Rreg \Rtr. (IV.162)
In [20] wurde gezeigt, daß es eine Teilmenge Rd ⊂ (T d ∩R) gibt, so daß fu¨r
Re := Rsing ∪Rh ∪Rd (IV.163)
gilt
R \Re ⊂ D̂. (IV.164)
Damit ergibt sich insgesamt das folgende Theorem:
Theorem IV.7 (siehe [25]) Es sei D ⊂ C2 ein Gebiet und sei z0 ∈ ∂D ein Rand-
punkt, fu¨r den es eine Umgebung W = W (z0) gibt, so daß M := ∂D ∩W eine glatte
reell-analytische Hyperfla¨che endlichen Typs ist. Dann gibt es eine biholomorph inva-
riante abgeschlossene reell-analytische Teilmenge Re ⊂ R, welche aus einer endlichen
Anzahl irreduzibler reell-analytischer Kurven und einer endlichen Menge von Punkten
besteht, so daß gilt
R \Re ⊂ D̂. (IV.165)
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15.3 Fortsetzung durch eine dichte Teilmenge
Als Ausgangspunkt fu¨r die angestrebte Fortsetzung der gegebenen Abbildung f : D →
D′ als eine eigentliche holomorphe Korrespondenz wird nun nach [25] zuna¨chst gezeigt,
daß sich f lokal biholomorph durch eine offene dichte Teilmenge vonM1 fortsetzen la¨ßt.
Theorem IV.8 Es existiert eine offene dichte Teilmenge Σˆ ⊂M1 mit der Eigenschaft,
daß es fu¨r jeden Punkt z ∈ Σˆ eine Umgebung U = U(z) gibt, so daß sich f lokal
biholomorph auf U fortsetzen la¨ßt.
Beweis: Die Menge M+s ∪M−s ⊂ M ist eine dichte Teilmenge von M . Daher genu¨gt
es, Σˆ als dichte Teilmenge von (M+s ∪M−s ) ∩M1 nachzuweisen. Da M−s ⊂ D̂ gilt, la¨ßt
sich f als eine eigentliche holomorphe Abbildung durch M−s hindurch fortsetzen. Diese
Fortsetzung ist insbesondere fast u¨berall in M−s lokal biholomorph. Daher ist nur noch
zu zeigen, daß Σˆ eine dichte Teilmenge vonM+s ∩M1 ist. Es sei dazu jetzt angenommen,
daß es einen Punkt a ∈ M+s ∩M1 mit einer relativ offenen Umgebung S ⊂ M+s ∩M1
von a gibt, so daß f sich fu¨r keinen Punkt z ∈ S biholomorph auf eine Umgebung von
z fortsetzen la¨ßt. In dieser Situation sei zuerst die folgende Aussage gezeigt:
Zwischenbehauptung: Fu¨r jedes z ∈ S gilt clf (z) ⊂ Re′ .
Nach Korollar IV.2 gilt clf (z) ⊂⊂ M ′1. Wenn clf (z) nun einen Punkt z′ ∈ D̂′ ent-
halten wu¨rde, dann wa¨re nach Lemma II.5 auch z ∈ D̂. Daher gilt clf (z) ∩ D̂′ = ∅.
Wenn nun andererseits clf (z) einen Punkt z′ ∈ M+′ entha¨lt, dann setzt sich f nach
Theorem II.5 fu¨r eine Umgebung V = V (z) stetig nach M ∩ V fort. Das Bild von
S ∩V unter dieser Fortsetzung liegt nun aber notwendigerweise in M+′ und daher la¨ßt
sich f nach Theorem II.7 und II.8 nach eventueller Verkleinerung holomorph nach V
fortsetzen. Somit gibt es aber insbesondere Punkte w ∈ S ∩ V , in denen f sich lokal
biholomorph fortsetzen la¨ßt. Dieses kann aber nach Voraussetzung nicht sein. Somit
gilt auch clf (z) ∩M+′ = ∅. Wegen M1 = (D̂′ ∪M+′ ∪ Re′) ∩M1 folgt damit sofort
clf (z) ⊂ Re′ .
Nun sei bemerkt, daß nach Theorem IV.7 die Menge Re
′
pluripolar ist. Demnach kann
eine auf C2 plurisubharmonische Funktion ϕ 6≡ −∞ mit ϕ|Re′ ≡ −∞ gewa¨hlt werden.
Die Funktion ψ := ϕ ◦ f ist plurisubharmonisch auf D und wenn D 3 z → z0 ∈ S
strebt, dann strebt ψ(z) → −∞. Da aber S ⊂ M relativ offen ist, folgt ψ ≡ −∞, so
daß ϕ auch identisch −∞ auf ganz D sein muß. Widerspruch. Also kann S nicht relativ
offen gewesen sein.
2
Es sei bemerkt, daß damit natu¨rlich auch gezeigt ist, daß Σ ⊂M1 eine dichte Teilmenge
vonM1 ist. Es muß jetzt noch die entsprechende symmetrische Aussage gezeigt werden:
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Theorem IV.9 Es gibt eine offene dichte Teilmenge Σˆ′ ⊂ M ′1 mit der Eigenschaft,
daß es fu¨r jeden Punkt z′ ∈ Σˆ′ eine Umgebung U ′ = U ′(z′) gibt, so daß sich die lokale
Inverse g := f−1 als eigentliche holomorphe Korrespondenz auf U ′ fortsetzen la¨ßt.
Beweis: Wie im vorherigen Beweis genu¨gt es zu zeigen, daß g sich als eigentliche ho-
lomorphe Korrespondenz auf eine Umgebung jedes Punktes einer offenen dichten Teil-
menge vonM+
′
s ∩M ′1 fortsetzen la¨ßt. Es sei dazu wieder angenommen, daß dieses nicht
wahr ist. Dann gibt es einen Punkt a′ ∈ M+′s ∩M ′1 und eine relativ offene Umgebung
S′ ⊂M+′s ∩M ′1 von a′, so daß sich g fu¨r jedes z′ ∈ S′ nicht als eigentliche holomorphe
Korrespondenz auf eine Umgebung von z′ fortsetzen la¨ßt. Es wird nun zuerst folgendes
gezeigt:
Zwischenbehauptung: Angenommen, fu¨r einen Punkt z1′ ∈ S′ existiert ein Punkt
z1 ∈ clg(z1′) ∩ D̂ ∩M2 oder ein Punkt z1 ∈ clg(z1′) ∩M+ ∩M2. Dann setzt sich g als
eigentliche holomorphe Korrespondenz auf eine Umgebung von (z1, z1′) im Sinne von
Definition II.10 fort.
Dazu sei bemerkt, daß z1′ ∈ clf (z1) gilt. Wenn z1 ∈ D̂ ist, dann la¨ßt sich f holomorph
auf eine Umgebung von z1 fortsetzen und nach Theorem IV.3 folgt sofort die Behaup-
tung. Wenn dagegen z1 ∈ clg(z1′) ∩M+ ist, dann la¨ßt sich f , wieder nach Theorem
II.5, stetig auf eine Umgebung von z1 fortsetzen. Das Theorem II.7 liefert dann die
C∞-Fortsetzbarkeit von f auf eine Umgebung von z1 und nach Theorem II.8 folgt dann
schließlich, daß sich f als eigentliche holomorphe Abbildung auf eine Umgebung von
z1 fortsetzen la¨ßt. Daher la¨ßt sich g, wieder nach Theorem IV.3, als eine eigentliche
holomorphe Korrespondenz auf eine Umgebung von (z1, z1′) fortsetzen. Damit ist die
Zwischenbehauptung bewiesen.
Als na¨chstes sei nun bemerkt, daß sich, wann immer sich g als eine eigentliche holomor-
phe Korrespondenz auf eine Umgebung von (z1, z1′) fortsetzen la¨ßt, die Einschra¨nkung
Γg(U ′) := Γg |{D×(U ′∩D′)} (IV.166)
fu¨r eine passende Umgebung U ′ von z1′ darstellen la¨ßt in der Form
Γg(U ′) = Γ1(U ′) ∪ Γ2(U ′), (IV.167)
wobei Γ1(U ′) und Γ2(U ′) abgeschlossene analytische Teilmengen von D× (U ′∩D′) mit
eigentlichen Projektionen auf U ∩D′ sind und wobei ferner die Menge Γ1(U) mit den
Punkten aus clg(z1
′)∩ (M+∪D̂) korrespondiert. Γ1(U ′) la¨ßt sich, nach eventueller Ver-
kleinerung von U ′, zu einer eigentlichen holomorphen Korrespondenz auf U ′ fortsetzen.
Die Menge Γ2(U ′) ist der Rest des Graphen Γg(U ′) und korrespondiert mit den Punk-
ten aus clg(z1
′)∩Re. Pra¨ziser formuliert, ist Γ2(U ′) der Graph einer als mengenwertige
Abbildung interpretierten eigentlichen holomorphen Korrespondenz g2 : U ′ ∩D′ → D
mit der Eigenschaft clg2(z
1′) ⊂ Re. Wenn nun Γ1(U ′) 6= ∅ gilt, dann erfu¨llt der Grad
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m2 von g2 die Ungleichung m2 < m, wobei mit m die Bla¨tterzahl von f bezeichnet sei.
Es sei nun angenommen, daß es einen Punkt z2′ ∈ S′ ∩ U ′ gibt, so daß
clg2(z
2′) 6⊆ Re ∩M2 (IV.168)
gilt. Dann kann die obige Prozedur erneut durchgefu¨hrt werden, wodurch von Γg2(U ′′),
mit U ′′ = U ′′(z2′), ein weiterer Rest noch niedrigeren Grades abgespalten wird. Nach
einer endlichen Anzahl solcher Schritte endet dieses Verfahren mit einem Punkt a′ ∈
S′, einer Umgebung U˜ ′ = U˜ ′(a′) und einer eigentlichen holomorphen Korrespondenz
g˜ : D′ ∩ U˜ ′ → D, so daß f ◦ g˜ = id ist und
clg˜(S′ ∩ U˜ ′) ⊂ Re ∩M2 (IV.169)
gilt. Nun sei wieder ϕ eine auf C2 plurisubharmonische Funktion, so daß ϕ|Re ≡ −∞
ist. Die Funktion
ψ(z′) := max
{
ϕ(z) : z ∈ g˜(z′)} (IV.170)
ist plurisubharmonisch auf U ′ ∩D′ und es gilt ψ(z′) → −∞, wenn z′ → z1′ ∈ S′ ∩ U˜ ′
strebt. Daher folgt ψ ≡ −∞. Widerspruch.
Dieser Widerspruch zeigt, daß es eine relativ offene Teilmenge Uˆ ⊂ S′ geben muß, so
daß gilt
clg(z′) ⊂ (M+ ∪ D̂) ∩M2 ∀ z′ ∈ Uˆ ′. (IV.171)
Daher folgt aus der Zwischenbehauptung, daß sich die Inverse g als eigentliche holo-
morphe Korrespondenz auf eine Umgebung jedes Punktes z′ ∈ Uˆ ′ fortsetzen la¨ßt. Dies
ist aber ein Widerspruch zu der Annahme u¨ber die Menge S′, womit das Theorem
bewiesen ist.
2
Da nun gezeigt ist, daß sich die betrachtete Abbildung f biholomorph durch eine of-
fene dichte Teilmenge von M1 fortsetzen la¨ßt, kann die Definition IV.1 der lokalen
Segre-Korrespondenzen Vz0 verfeinert werden. Denn nach dieser ersten Definition kann
Vz0 nutzlose Komponenten enthalten. Es sei daher Vz0 wie folgt durch eine spezielle
Zusammenhangskomponente von Vz0 ersetzt:
Definition IV.3 Es sei Vz0 ⊂ (U1 \D)× (U ′ \D′) die lokale Segre-Korrespondenz von
f in z0 ∈ M1. Es sei ein beliebiger Punkt a ∈ M1 ∩ U1 ausgewa¨hlt, in welchem sich f
biholomorph fortsetzen la¨ßt, und es sei ferner Ez0 ⊂⊂ U2 angenommen. Dann wird ab
jetzt mit Vz0 die irreduzible Komponente von Vz0 in (U1 \ D) × (U ′ \ D′), welche den
Graphen der fortgesetzten Abbildung f nahe a entha¨lt, bezeichnet.
Es sei insbesondere bemerkt, daß nach Lemma IV.9 die so neu definierte Segre-Korres-
pondenz Vz0 tatsa¨chlich wieder eine abgeschlossene komplex-analytische Varieta¨t ist.
Wie sich spa¨ter noch herausstellen wird, ist ferner Vz0 nicht von der Wahl von a
abha¨ngig.
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15.4 Fortsetzung durch alle streng pseudokonvexen Punkte
Als na¨chster Schritt im Beweis von Theorem B kann nun das folgende Lemma gezeigt
werden:
Lemma IV.13 Es ist M+s ∩M1 ⊂ Σ.
Beweis: Es sei z0 ∈M+s ∩M1 ein beliebiger Punkt. Nach Theorem IV.6 muß nur gezeigt
werden, daß sich f als eigentliche holomorphe Korrespondenz auf eine Umgebung von
z0 fortsetzen la¨ßt. Es sei Vz0 ⊂ (U1 \D)× (U ′ \D′) die lokale Segre-Korrespondenz von
f in z0. Nach den Lemmata IV.11 und IV.9 ist Vz0 dann eine abgeschlossene komplex-
analytische Untervarieta¨t der Menge (U1 \ D) × (U ′ \ D′). Es sei darauf hingewiesen,
daß mit Vz0 der in Definition IV.3 ausgezeichnete Teil der lokalen Segre-Korrespondenz
bezeichnet wird.
Es ist nun zu zeigen, daß Vz0 die Voraussetzungen von Lemma IV.7 erfu¨llt. Dazu sei
zuerst das folgende gezeigt:
Zwischenbehauptung: Vz0 hat keine Ha¨ufungspunkte in (U1\D)×(∂U ′∪(M ′\Re′)).
Nach Teil b) von Lemma IV.9 hat die Menge Vz0 keine Ha¨ufungspunkte in (U1\D)×∂U ′
und nach Teil c) dieses Lemmas hat Vz0 auch keine Ha¨ufungspunkte in der Menge
(U1 \D)× (M ′ ∩ D̂′). (IV.172)
Daher sei jetzt angenommen, daß Vz0 einen Ha¨ufungspunkt
(w0, w0′) ∈ (U1 \D)×M+′ (IV.173)
besitzt. Dann gibt es eine Folge (wk, wk ′) ∈ Vz0 mit (wk, wk ′) → (w0, w0′). Es sei
zk ∈ Qwk so gewa¨hlt, daß f(zk) = swk ′ gilt. Da swk ′ → w0′ ∈M+′ strebt, kann wegen
(IV.103), eventuell nach U¨bergang zu einer passenden Teilfolge, angenommen werden,
daß die Folge der zk gegen einen Punkt z˜ konvergiert, welcher notwendigerweise in
M ∩ U2 liegt. Nach Lemma IV.11 kann z˜ jedoch nicht auf ∂U2 liegen. Daher folgt
z˜ ∈M+s ∩ U2. Somit ist gezeigt, daß die Menge clf (z˜) einen Punkt w0′ ∈M+
′
entha¨lt.
Wieder impliziert nun Theorem II.5, daß f sich Ho¨lder-stetig auf D ∩U fu¨r eine geeig-
nete Umgebung U von z˜ fortsetzen la¨ßt. Daher folgt aus Theorem II.7, daß f sich sogar
C∞-glatt auf D ∩ U fortsetzen la¨ßt, woraus schließlich nach Theorem II.8 folgt, daß
sich f , nach eventueller Verkleinerung von U , lokal biholomorph auf U fortsetzen la¨ßt.
Wegen der Stetigkeit der Familie der Segre-Varieta¨ten folgt weiter z˜Qw0 = z˜Qz˜. Dies
ist jedoch ein Widerspruch zu Lemma II.8, Teil e). Damit ist die Zwischenbehauptung
gezeigt.
Die jetzt noch unberu¨cksichtigte Situation ist die, daß Vz0 Ha¨ufungspunkte in (U1\D)×
Re
′
besitzt. In diesem Fall ist Vz0 aber zumindest abgeschlossen und komplex-analytisch
in ((U1 \D)× U ′) \ E′, wobei
E′ := (U1 \D)×Re′ ⊂ (U1 \D)× U ′ (IV.174)
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sei. Nach Lemma IV.12 und Theorem IV.7 ist E′ aber pluripolar. Somit existiert eine
plurisubharmonische Funktion ϕ 6≡ −∞ auf (U1 \D)× U ′, so daß gilt
E′ ⊂ {(z, z′) ∈ (U1 \D)× U ′ : ϕ(z, z′) = −∞} =: E˜′. (IV.175)
Es sei nun
V˜z0 := Vz0 ∩
[((
U1 \D
)× U ′) \ E˜′] . (IV.176)
Dann ist V˜z0 eine abgeschlossene komplex-analytische Teilmenge von
(
(U1 \D)× U ′
) \
E˜′. Es gilt insbesondere dim V˜z0 = 2. Nach Theorem IV.8 gibt es nun Punkte z ∈ U1∩M ,
so daß sich die Abbildung f biholomorph auf eine Umgebung U˜ von z fortsetzen la¨ßt.
Daher ist auf (U˜ \D)×U ′ die lokale Segre-Korrespondenz Vz0 gerade der Graph einer
holomorphen Abbildung. Um dies zu sehen, sei (w,w′) ∈ Vz0 mit w ∈ U˜ \D. Ist U˜ klein
genug gewa¨hlt, so sind auch Qw ∩D und f(Qw ∩D) klein und liegen in der Na¨he von
z bzw. f(z). Daher ist auch sw′ ∈ f(Qw ∩D) nahe bei f(z). Da f(z) ∈M+s gilt, ist die
Abbildung λ′ lokal injektiv nahe f(z). Daher folgt, daß w′ eindeutig bestimmt ist und
damit gilt w′ = f(w).
Diese Betrachtungen zeigen, daß die Voraussetzungen des Lemmas II.7 erfu¨llt sind, so
daß aus diesem Lemma in der vorliegenden Situation nun folgt, daß
Vˆz0 := V˜z0 (IV.177)
eine abgeschlossene komplex-analytische, rein zweidimensionale Teilmenge von (U1 \
D) × U ′ ohne Ha¨ufungspunkte auf (U1 \D) × ∂U ′ ist. Nach Lemma IV.7 folgt damit
z0 ∈ Σ.
2
Mit vollkommen analogen Argumenten folgt sofort auch die entsprechende symmetri-
sche Aussage:
Lemma IV.14 Es ist M+
′
s ∩M ′1 ⊂ Σ′.
15.5 Fortsetzung durch die u¨brigen Randpunkte
Es bleibt noch zu zeigen, daß (T+ ∪ Re) ∩M1 ⊂ Σ gilt. Dazu sei zuerst ein weiteres
Resultat u¨ber das Verhalten der Segre-Varieta¨ten gezeigt:
Lemma IV.15 Fu¨r jeden Punkt z0 ∈ T+2 ∩M1 gilt, nach eventueller Verkleinerung
von U2,
(Qz0 ∩M1) \
{
z0
} ⊂M+s . (IV.178)
Beweis: Es sei z0 ∈ T+2 ∩ M1 ein beliebiger Punkt. Es ist zu zeigen, daß fu¨r eine
genu¨gend kleine Umgebung U = U(z0) gilt
Qz0 ∩ T+2 ∩ U =
{
z0
}
. (IV.179)
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Nach einem passenden lokalen biholomorphen Koordinatenwechsel kann angenommen
werden, daß z0 = 0 gilt und daß die total-reelle zweidimensionale Untermannigfaltigkeit
T+2 nahe z
0 gerade die reelle Ebene iIR2 ⊂ C2 ist. Daher kann eine reell-analytische
lokale definierende Funktion r von M nahe 0 in der Form
r(z) = 2x2 + (2x1)2ma(z1, y2) (IV.180)
gewa¨hlt werden, mit m > 1 und einer reell-analytischen Funktion a(z1, y2) > 0 in einer
Umgebung von 0. Die Komplexifizierung von r hat dann die Form
r(z, w) = z2 + w2 + (z1 + w1)
2m a˜(z, w), (IV.181)
mit a˜(0, 0) > 0. Daher wird Q0 lokal gegeben durch die Gleichung
z2 + z2m1 a˜(z, 0) = 0. (IV.182)
Die Einschra¨nkung dieser Gleichung auf T+2 ist
iy2 + (−1)my2m1 a˜(iy, 0) = 0. (IV.183)
Da Re a˜(iy, 0) > 0 ist, schneidet die Segre-Varieta¨t Q0 die Ebene T+2 nur im Ursprung.
2
Lemma IV.16 Es sei Vz0 ⊂ (U1 \D)× (U ′ \D′) die lokale Segre-Korrespondenz von
f in z0 ∈M1. Gilt nun, nach eventueller Verkleinerung von U2,(
(Qz0 ∩M1) \
{
z0
}) ⊂ Σ, (IV.184)
so ist Vz0 eine abgeschlossene komplex-analytische Teilmenge von (U1 \D)× (U ′ \D′)
ohne Ha¨ufungspunkte in (U1 \D)× (∂U ′ ∪ Σ′).
Beweis: Nach eventueller Verkleinerung von U2 kann angenommen werden, daß
Qz0 ∩M1 ∩ ∂U2 ⊂ Σ (IV.185)
gilt und daß es einen Radius τ1 > 0 gibt, so daß sich die Abbildung f fu¨r alle w ∈
Qz0 ∩∂U2∩D holomorph auf die Kugel um w mit Radius τ1 fortsetzen la¨ßt. Es sei nun
R′(z0) :=
{
w′ ∈ U ′ \D′ : f(Qz0 ∩D) ⊃ sw′Q′w′
}
. (IV.186)
Dann ist R′(z0) diskret in U ′ \D′, da die Abbildung λ′ endlich ist. Daher ist auch die
Menge
R(z0) :=
{
w ∈ Qz0 ∩D ∩ U2 : f(w) = sw′ fu¨r ein w′ ∈ R′(z0)
}
(IV.187)
diskret in D. Nach nochmaliger Verkleinerung von U2 und U1 kann weiter angenommen
werden, daß
R(z0) ∩ ∂U2 = ∅ (IV.188)
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gilt und daß daru¨ber hinaus ein Radius τ2 > 0 existiert, so daß fu¨r alle w ∈ U1 \D die
Menge R(w) sich nicht mit der Umgebung der Breite τ2/2 der Menge Qw ∩ D ∩ ∂U2
schneidet11. Damit ist die Voraussetzung Ez0 ⊂⊂ U2 von Lemma IV.9 hergestellt, so daß
folgt, daß Vz0 eine abgeschlossene komplex-analytische Teilmenge von (U1\D)×(U ′\D′)
ohne Ha¨ufungspunkt in (U \D)× (∂U ′ ∪ Σ′) ist. Damit ist das Lemma bewiesen.
2
Mit analogen Argumenten folgt sofort das entsprechende symmetrische Resultat:
Lemma IV.17 Es sei V ′
z0
′ ⊂ (U \D)× (U ′1 \D′) die lokale Segre-Korrespondenz von
f in z0
′ ∈M ′1. Gilt nun, nach eventueller Verkleinerung von U ′2,(
(Q′
z0′ ∩M ′1) \
{
z0
′}) ⊂ Σ′, (IV.189)
so ist V ′
z0
′ eine abgeschlossene komplex-analytische Teilmenge von (U \D)× (U ′1 \D′)
ohne Ha¨ufungspunkt in (∂U ∪ Σ)× (U ′1 \D′).
Mit diesen Hilfsmitteln kann jetzt das folgende Lemma gezeigt werden:
Lemma IV.18 Es gilt T+2 ∩M1 ⊂ Σ.
Beweis: Es sei ein beliebiger Punkt z0 ∈ T+2 ∩M2 betrachtet. Nach Lemma IV.15 gilt,
nach eventueller Verkleinerung von U2,
(Qz0 ∩M1) \
{
z0
} ⊂M+s ∩M1. (IV.190)
Nach Lemma IV.13 folgt daraus
(Qz0 ∩M1) \
{
z0
} ⊂ Σ. (IV.191)
Fu¨r den Fall clf (z0) ∩ Σ′ 6= ∅ folgt nun nach Theorem IV.5 zusammen mit Theorem
IV.6 sofort z0 ∈ Σ. Nach Theorem II.5, II.7 und II.8 bedeutet dies insbesondere, daß im
Fall clf (z0)∩M+′ 6= ∅ das Lemma direkt bewiesen ist. Da ferner auch M−′ ∩M ′1 ⊂ Σ′
gilt, ist jetzt zum Beweis des Lemmas nur noch der Fall
clf (z0) ⊂ ((T ′1 ∪ T ′0) ∩M ′1) \M−
′
(IV.192)
zu betrachten. Nach Lemma IV.12 ist die Menge T ′1∪T ′0 jedoch pluripolar, was ermo¨glicht,
wie im Beweis von Lemma IV.13 das Lemma II.7 anzuwenden, wenn folgendes gezeigt
ist:
Zwischenbehauptung: Es sei Vz0 ⊂ (U1\D)×(U ′\D′) die lokale Segre-Korrespondenz
von f in z0. Fu¨r eine passende Wahl von U1 gibt es eine nichtleere offene Menge
U˜ ⊂ U1 \ D, so daß Vz0 ∩ (U˜ × (U ′ \ D′)) eine abgeschlossene komplex-analytische
11wobei eine solche Umgebung der leeren Menge als leere Menge gesetzt wird
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Teilmenge von U˜ × U ′ ist.
Um dieses nun nachzuweisen, mu¨ssen zuerst die Umgebungen U1 ⊂⊂ U2 passend
gewa¨hlt werden. Dazu sei bemerkt, daß Qz0 eine eindimensionale komplexe Mannig-
faltigkeit und daß λ eine offene Abbildung ist. Daher ist fu¨r jedes kleine δ > 0 und
U0 :=
{
z ∈ C2 : ∣∣z − z0∣∣ < δ} die Menge
W1 :=
⋃
w∈U0
Qw (IV.193)
eine beliebig kleine Umgebung von Qz0 . Es sei jetzt mit T
+
2δ die δ/2-Umgebung von T
+
2
bezeichnet. Dann sei nun U1 so gewa¨hlt, daß U1 ∩ T+2δ ⊂ U0 gilt, aber daß es auch eine
nichtleere offene Menge
U˜ ⊂⊂ U1 \ (W1 ∪D) (IV.194)
gibt. Es folgt dann notwendigerweise
Qz ∩ U0 = ∅ ∀ z ∈ U˜ . (IV.195)
Daher gilt weiter
Qz ∩M1 ⊂M+s ∩M1 ⊂ Σ ∀ z ∈ U˜ . (IV.196)
Dieses impliziert, daß f auf Qz ∩M1 wohldefiniert ist und es gilt
f(Qz ∩M1) ⊂M+′s ∩M1 ⊂ Σ′. (IV.197)
Die Menge Vz0 ∩
(
U˜ × (U ′ \D′)
)
hat keinen Ha¨ufungspunkt in U˜ × ∂D′. Denn sonst
wu¨rden fu¨r einen Punkt
(z˜, z˜′) ∈ Vz0 ∩ (U˜ ×M ′) (IV.198)
wie in Teil c) des Beweises von Lemma IV.9 folgen, daß gilt
z˜′ ∈ f(Qz0 ∩M ′1) ⊂ Σ′. (IV.199)
Dies wa¨re aber ein Widerspruch zu Lemma IV.16, womit die Zwischenbehauptung be-
wiesen ist.
Damit kann nun Lemma II.7 angewandt werden und es folgt, daß Vz0 eine analytische
Teilmenge von (U1 \D)× U ′ ist. Da Vz0 keine Ha¨ufungspunkte in (U1 \D)× ∂U ′ hat,
folgt aus Lemma IV.7 nun sofort z0 ∈ Σ.
2
Es folgt hier wieder die folgende symmetrische Aussage zu Lemma IV.18 durch analoge
Argumente, da bereits alle symmetrischen Resultate zu den im Beweis von Lemma
IV.18 beno¨tigten Hilfsmitteln gezeigt worden sind:
Lemma IV.19 Es gilt T+
′
2 ∩M ′1 ⊂ Σ′.
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Um den Beweis von Theorem B abzuschließen, mu¨ssen jetzt noch die Punkte aus ((T1∪
T0) ∩M1) \M− betrachtet werden. Dafu¨r sei zuerst der folgende Fall betrachtet:
Lemma IV.20 Es sei z0 ∈ ((T1 ∪ T0) ∩ M1) \ M− und es gelte, nach eventueller
Verkleinerung von U2,
(Qz0 ∩M) \
{
z0
} ⊂ Σ. (IV.200)
Dann gilt z0 ∈ Σ.
Beweis: Es sei Vz0 ⊂ (U1 \D)× (U ′ \D′) die lokale Segre-Korrespondenz von f in z0.
Da bereits bekannt ist, daß
M ′1 \ (T ′1 ∪ T ′0) ⊂ Σ′ (IV.201)
gilt, folgt aus Lemma IV.16, daß Vz0 Ha¨ufungspunkte weder in (U1\D)×(M ′1\(T ′1∪T ′0))
noch in (U1 \D)× ∂U ′ besitzt. Genau wie im vorherigen Beweis erlaubt es diese Tat-
sache, wieder Lemma II.7 anzuwenden, um zu zeigen, daß Vz0 eine analytische Menge
in (U1 \D)× U ′ ist. Mit Lemma IV.7 folgt dann wieder sofort z0 ∈ Σ.
2
Jetzt verbleibt nur noch die Situation, in der fu¨r einen Punkt z0 ∈ ((T1∪T0)∩M1)\M−
gilt
(Qz0 ∩ (T1 ∪ T0) ∩M1) \
{
z0
} 6= ∅. (IV.202)
Wenn in diesem Fall Qz0∩(T1∪T0)∩M1 diskret ist, brauchen nur U1 und U2 verkleinert
zu werden, um in die Situation von Lemma IV.20 zu gelangen. Daher genu¨gt es jetzt,
das folgende zu zeigen:
Lemma IV.21 Es sei z0 ∈ ((T1∪T0)∩M1)\M− und es enthalte Qz0 ∩ (T1∪T0)∩M1
eine eindimensionale reell-analytische Menge nahe z0. Dann gilt z0 ∈ Σ.
Beweis: Wenn U1 = U1(z0) genu¨gend klein gewa¨hlt ist, dann hat jede der endlich
vielen in der Menge (T1 ∪ T0) ∩ U1 enthaltenen glatten Kurven eine Komplexifizierung
Tˆ . In diesem Fall ist die folgende Feststellung wahr:
Feststellung:Wenn fu¨r einen Punkt z ∈ (T1∪T0)∩U1 die Menge zQz∩(T1∪T0) der
Keim einer glatten reellen Kurve ist, dann gibt es eine wie oben definierte Komponente
Tˆ , so daß zTˆ = zQz gilt.
Da jedoch die Mengen Az, da M insbesondere essentiell endlich ist, diskret sind, kann
die Voraussetzung der obigen Feststellung nur fu¨r eine endliche Anzahl von Punkten z ∈
U1∩ (T1∪T0) erfu¨llt sein. Damit ist insgesamt gezeigt, daß f sich holomorph fortsetzen
la¨ßt durch alle Punkte von U1 ∩M1, mit der mo¨glichen Ausnahme von endlich vielen
Punkten. Nach einer weiteren Verkleinerung von U2 und U1 kann daher angenommen
werden, daß gilt
(Qz0 ∩M1) \
{
z0
} ⊂ Σ. (IV.203)
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Aus Lemma IV.20 folgt damit auch hier z0 ∈ Σ.
2
Mit den Lemmata IV.13, IV.18, IV.20 und IV.21 ist nun insgesamt M1 ⊂ Σ gezeigt.
Damit ist Theorem B bewiesen.
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So kann die Mathematik definiert werden
als diejenige Wissenschaft, in der wir nie-
mals das kennen, u¨ber das wir sprechen,
und niemals wissen, ob das, was wir sa-
gen, wahr ist.
Bertrand Russell
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