Automated image segmentation, which aims at automated extraction of object boundary features, plays a fundamental role in understanding image content for searching and mining in medical image archives. A challenging problem is to segment regions with boundary insufficiencies, i.e., missing edges and/or lack of texture contrast between regions of interest (ROIs) and background. To address this problem, several segmentation approaches have been proposed in the literature, with many of them providing rather promising results.
Introduction
Recent advances in a wide range of medical imaging technologies have revolutionized how we view functional and pathological events in the body and define anatomical structures in which these events take place.
X-ray, CAT, MRI, Ultrasound, nuclear medicine, among other medical imaging technologies, enable 2D or tomographic 3D images to capture in-vivo structural and functional information inside the body for diagnosis, prognosis, treatment planning and other purposes.
To achieve compatibility and to improve workflow efficiency between imaging systems and other information system in healthcare environments worldwide, the Digital Imaging and Communications in Medicine (DICOM) standard is created as a cooperative international standard for communication of biomedical diagnostic and therapeutic information in disciplines that use digital images and associated data. The DICOM standard, which includes a file format definition and a network communications protocol, is used in handling, storing, printing, and transmitting information in medical imaging. Between two entities that are capable of receiving image and patient data in DICOM format, DICOM files can be exchanged. An example DICOM file header is shown in Figure 1 (a), and raw image intensities (Figure 1(b) ) are stored following the header in the DICOM file.
DICOM also addresses the integration of information produced by various specialty applications in the patient's Electronic Health Record (EHR). It defines the network and media interchange services allowing storage and access to these DICOM objects for EHR systems. The National Electrical Manufacturers Association (NEMA) holds the copyright to the DICOM standard.
Medical images in their raw form are represented by arrays of numbers in the computer, with the numbers indicating the values of relevant physical quantities that show contrast between different types of body tissue.
Processing and analysis of medical images are useful in transforming raw images into a quantifiable symbolic form for ease of searching and mining, in extracting meaningful quantitative information to aid diagnosis, and in integrating complementary data from multiple imaging modalities.
One fundamental problem in medical image analysis is image segmentation, which identifies the boundaries of objects such as organs or abnormal regions (e.g. tumors) in images. Having the segmentation result makes it possible for shape analysis, detecting volume change, and making a precise radiation therapy treatment plan. In the literature of image processing and computer vision, various theoretical frameworks have been proposed for segmentation. Among some of the dominant mathematical models are Thresholding [51] , region growing [52] , edge detection and grouping [53] , Markov Random Fields (MRF) [54] , active contour models (or deformable models) [28] , Mumford-Shah functional based frame partition [34] , level sets [3, 31] , graph cut [24] , and mean shift [9] . Significant extensions and integrations of these frameworks [55, 56, 57, 18, 50, 47, 49] improve their efficiency, applicability and accuracy.
Despite intensive research, however, segmentation remains a challenging problem due to the diverse image content, cluttered objects, occlusion, image noise, non-uniform object texture, and other factors. Particularly, boundary insufficiencies (i.e. missing edges and/or lack of texture contrast between regions of interest (ROIs) and background) are common in medical images. In this chapter, we focus on introducing two general categories of segmentation methods-the deformable models and the learning-based classification approaches-which incorporate high-level constraints and prior knowledge to address challenges in segmentation. In Section 2, we aim at giving the reader an intuitive description of the two categories of image segmentation approaches.
We then detail on two specific medical image segmentation methods, the Metamorphs and the CRF Geometric Models, in Section 3 and Section 4, respectively. We show additional medical image segmentation results in Section 5, and conclude the chapter in Section 6.
Related Work and Further Readings

Deformable Models for segmentation
Deformable models are curves or surfaces that deform under the influence of internal (shape) smoothness and external image forces to delineate object boundary. Compared to local edge-based methods, deformable models have the advantage of estimating boundary with smooth curves or surfaces that bridge over boundary gaps.
The model evolution is usually driven by a global energy minimization process, where the internal and external energies (corresponding to the smoothness and image forces) are integrated into a model total energy, and the optimal model position/configuration is the one with the minimum total energy. When initialized far away from object boundary, however, a model can be trapped in local energy minima caused by spurious edges and/or high noise. Deformable models are divided into two main categories, the parametric and the geometric models.
Among these two classes, there are methods that use edges as image features to drive the model towards the desired boundaries, and methods that exploit region information for the model evolution.
Parametric Deformable Models
The first class of deformable models is the parametric or explicit deformable models [28, 8, 33, 48] , also known as active contours, which use parametric curves to represent the model shape. Edge-based parametric models use edges as image features, which usually makes them sensitive to noise, while region-based methods use region information to drive the curve [39, 49, 19] . A limitation of the latter methods is that they do not update the region statistics during the model evolution, and therefore local feature variations are difficult to be captured. Region updating is proposed in [13] , where active contours with particle filtering is used for vascular segmentation. The leftmost image shows the original grayscale image, while the second from left image shows the ground-truth, i.e., the actual boundaries of RV and LV, with two red closed lines; these boundaries were obtained by manual segmentation. The third (from left) image shows the image edges obtained with the Canny edge detector; the yellow closed contours superimposed on the edge image show the segmentation result of the deformable model (initialized around RV and LV), which, in this case, uses edge information as external image forces [28] . In the next image we show both the ground-truth (in red) and the estimated (in yellow) boundaries.
In the rightmost image, which shows a magnification of the ventricles, one can observe that the deformable model converges to edges that do not correspond to the actual region boundaries, which is caused by a local minimum of the model's energy.
The second example in Fig. 2(b) shows an ultra-high resolution Optical Coherence Tomography (OCT) [20] cross-sectional image of a mouse retina (panel A): the region inside the box (green dashed line) is a crosssection of a retinal tumor, which is the slightly brighter region. In this example, one can understand that the tumor boundaries are not determined by edges, as in the previous example, but by the texture contrast. Therefore, the external forces that drive the deformable model are defined by a region-based feature, namely the intensity distribution: panel B shows five instances of the model evolution, with the circle in the center of the tumor being the model initialization. Panel C shows the final solution i.e., the configuration/position where the model converges.
Geometric Models
The second class of deformable models is the geometric or implicit models [34, 36, 31] , which use the levelset based shape representation, transforming the curves into higher dimensional scalar functions, as shown in Fig. 3 : the 1D closed lines of (a) and (c) (evolving fronts) are transformed into the 2D surfaces of (b) and (d) respectively, using the scalar distance function that is mathematically defined in the following sections.
According to this representation, the evolving front corresponds to the cross section of the 2D distance function with the zero level, shown with the gray colored planes in (b) and (d). Moreover, the model interior, i.e., the region of interest can be implicitly determined by the positive values of the distance surface, as described below.
This distance-based shape representation has two main advantages: (i) the evolving interface can be described by a single function, even if it consists of more than one closed curves, (ii) the model shape is formulated with a function of the same dimensionality with the data; that is, for the case of the image segmentation (2D data), the model shape is also a 2D quantity. The latter, and in contrast to using 1D parametric curves, enables for more direct mathematical description of a deformable model.
In [34] , the optimal function is the one that best fits the image data, it is piecewise smooth and presents discontinuities across the boundaries of different regions. In [36] , a variational framework is proposed, integrating
Figure 3: Deformable model shape representation using a distance transform: the shape of the 1D closed curves of (a) and (c), that are evolving in the image domain, can be implicitly described by the 2D distance functions of (b) and (d) respectively.
boundary and region-based information in PDEs that are implemented using a level-set approach. These methods assume piecewise or Gaussian intensity distributions within each partitioned image region, which limits their ability to capture intensity inhomogeneities and complex intensity distributions. Fig. 4 illustrates an example of segmentation using a geometric deformable model [43] . The leftmost image (a) shows an en face fundus image of the human retina obtained with Spectral-Domain Optical Coherence Tomography (SDOCT) [25] ; the bright region in the center of the image is clinically called Geographic Atrophy (GA) [42] , which corresponds to the atrophy of the retinal pigment epithelium (RPE), common in dry agerelated macular degeneration. 
Edge vs. Region-based Image Features
Although the parametric and geometric deformable models differ in formulation and in implementation, both traditionally use primarily edge (or image gradient) information to derive external image forces that drive a shape-based model. In parametric models, a typical formulation [28] for the energy term deriving the external image forces is as follows:
Here C represents the parametric curve model parameterized by curve length s,Î = G σ * I is the image I after smoothing with a Gaussian kernel of standard deviation σ, and ∇Î(C) is the image gradient along the curve.
Basically by minimizing this energy term, the accumulative image gradient along the curve is maximized, which Coherence Tomography (SDOCT) [25] : the bright region in the center is clinically called Geographic Atrophy (GA) [42] , which corresponds to the atrophy of the retinal pigment epithelium (RPE), common in dry age-related macular degeneration. means that the parametric model is attracted by strong edges that correspond to pixels with local-maxima image gradient values.
In geometric models, a typical objective function [3] that drives the front propagation of a level set (distance) function is:
Here C represents the front (i.e. zero level set) curve of the evolving level set function. To minimize the objective function, the front curve deforms along its normal direction C ′′ (s), and its speed is controlled by the speed function g ∇Î . The speed function definition, g ∇Î , depends on image gradient ∇Î, and it is positive in homogeneous areas and zero at ideal edges. Hence the curve moves at a velocity proportional to its curvature in homogeneous regions and stops at strong edges.
The reliance on image gradient information in both parametric and geometric deformable models, however, makes them sensitive to noise and spurious edges so that the models often need to be initialized close to the boundary to avoid getting stuck in local minima. Geometric models, in particular, may leak through boundary gaps or generate small holes/islands. In order to address the limitations in these deformable models, and develop more robust models for boundary extraction, there have been significant efforts to integrate region information into both parametric and geometric deformable models.
Along the line of parametric models, region analysis strategies have been proposed [39, 49, 26, 6, 19 ] to augment the "snake" (active contour) models. Assuming the partition of an image into an object region and a background region, a region-based energy criterion for active contours is introduced in [39] , which includes photometric energy terms defined on the two regions. In [49] , a generalized energy function that combines aspects of snakes/balloons and region growing is proposed and the minimization of the criterion is guaranteed to converge to a local minimum. This formulation still does not address the problem of unifying shape and appearance however, because of the large difference in representation for shape and appearance. While the model shape is represented using a parametric spline curve, the region intensity statistics are captured by parameters of a Gaussian distribution. This representation difference prevents the use of gradient descent methods to update both region parameters and shape parameters in a unified optimization process, so that the two sets of parameters are estimated in separate steps in [49] and the overall energy function is minimized in an iterative way. In other hybrid segmentation frameworks [6, 26] , a region based module is used to get a rough binary mask of the object of interest. Then this rough boundary estimation serves as initialization for a deformable model, which will deform to fit edge features in the image using gradient information.
Along the line of geometric models, the integration of region and edge information [50, 40, 47, 36] has been mostly based on solving reduced cases of the minimal partition problem in the Mumford and Shah model for segmentation [34] . In the Mumford-Shah model, an optimal piecewise smooth function is pursued to approximate an observed image, such that the function varies smoothly within each region, and rapidly or discontinuously across the boundaries of different regions. The solution represents a partition of the image into several regions.
A typical formulation of the framework is as follows:
Here u 0 is the observed, possibly noisy image, and u is the pursued "optimal" piecewise smooth approximation of u 0 . Ω represents the image domain, ∇u is the gradient of u, and C are the boundary curves that approximate the edges in u 0 . One can see that the first term of the function minimizes the difference between u and u 0 , the second term pursues the smoothness within each region (i.e. outside the set C), and the third term constraints the boundary curves C to be smooth and have the shortest distance.
Although the above framework nicely incorporates gradient and region criteria into a single energy function, no practical globally-optimal solution for the function is available, most notably because of the mathematical difficulties documented e.g. in [34] . In the recent few years, progress has been made and solutions for several reduced cases of the Mumford-Shah functional have been proposed in the level set framework. One approach in [50] is able to segment images that consist of several regions, each characterizable by a given statistics such as the mean intensity and variance. Nevertheless the algorithm requires known a priori the number of segments in the image and its performance depends upon the discriminating power of the chosen set of statistics. Another approach in [40] applies a multi-phase level set representation to segmentation assuming piece-wise constant intensity within one region. It is considered as solving a classification problem because it assumes the mean intensities of all region classes are known a priori, and only the set of boundaries between regions is unknown.
In the works presented by [4, 47] , piece-wise constant and piece-wise smooth approximations of the MumfordShah functional are derived for two-phase (i.e. two regions) [4] or multiphase (i.e. multiple regions) [47] cases in a variational level set framework. The optimization of the framework is based on an iterative algorithm that approximates the region mean intensities and level-set shape in separate steps. Geodesic Active Region [36] is another method that integrates edge and region based modules in a level set framework. The algorithm consists of two stages: a modeling stage that constructs a likelihood map of edge pixels and approximates region/class statistics using Mixture-of-Gaussian components, and a segmentation stage that uses level set techniques to solve for a set of smooth curves that are attracted to edge pixels and partition regions that have the expected properties of the associated classes. In summary of the above approaches, they all solve the frame partition problem, which can be computationally expensive when dealing with busy images that contain many objects and clutter. Their assumptions of piece-wise constant, piece-wise smooth, Gaussian, or Mixture-of-Gaussian intensity distributions within regions can also limit their effectiveness in segmenting objects whose interiors have textured appearance and/or complex multi-modal intensity distributions.
Learning-based classification for segmentation
Learning-based pixel and region classification is among the popular approaches for image segmentation. This kind of methods exploit the advantages of supervised learning (training from examples) to assign probabilities of belonging to the region of interest to image sites. Graphical models are commonly used to incorporate neighborhood interactions and contextual information, and they can be characterized as either generative or discriminative. Generative models are commonly used in segmentation/recognition problems where the neighboring property is well defined among the data, and they are robust to compositionality (variations in the input features), without having to see all possibilities during training. However, generative models can be computationally intractable since they require representations of multiple interacting features or long-range dependencies. On the other hand, discriminative models, such as Support Vector Machines (SVMs) and logistic regression, infer model parameters from training data and directly calculate the class posterior given the data (mapping); they are usually very fast at making predictions, since they adjust the resulting classification boundary or function approximation accuracy, without the intermediate goal of forming a generator that models the underlying distributions during testing. However, discriminative models often need large training sets in order to make accurate predictions, and therefore they cannot be used for data with relatively high rates of ambiguities in a straightforward way. To address this problem, some approaches integrate discriminative with generative models, where the parameters of a generative approach are modeled and trained in a discriminative manner. Also, for the same purpose, discriminative methods are used in active learning frameworks, to select the most descriptive examples for labeling, in order to minimize the model's entropy without increasing the size of the training set.
Markov Random Fields (MRFs)
A representative example of learning-based region classification is the Markov Random Fields (MRFs) [16] .
According to MRFs, the image is divided into sites, either at the pixel level or at the level of patches of predetermined spatial scale (size). Each site corresponds to: (i) a hidden node, or label node, which is the desired label to be calculated for the specific site: in region segmentation, this label can be either region of interest or background, and (ii) the observation, or feature node, which corresponds to the site's feature set directly estimated from the image. where each node (usually indicated with a box) corresponds to the feature vector of each site; here, the feature vector contains a single value, which is the grayscale value of the pixel. Specifically in MRFs, the label of each site depends on (i) the corresponding observation and (ii) the labels of its neighboring sites; we illustrate these dependencies with the solid and dashed lines. The segmentation result is obtained as a global optimization problem, i.e., estimating the optimal label field, given the observations. In contrast to traditional deformable models that follow deterministic energy minimization approaches, learning-based classification methods are usually based on a probabilistic solution, i.e., they are driven by the maximization of a probability. shows the probability field for the entire image: the bright regions indicate high probability of belonging to the ROI (tumor); by thresholding these probabilities we obtain the ROI.
Conditional Random Fields (CRFs)
Intuitively, the common MRF formulation assumes that neighboring image sites should have similar labels, and this (markovian) property results to smooth probability fields. To obtain better probability smoothing, Conditional Random Fields (CRFs) were introduced in computer vision by Laffert et al. [30] . Although CRFs were first used to label sequential data, extensions of them are used for image segmentation [29, 15, 46, 45, 43, 44] . The main advantage of CRFs is that they handle the known label bias problem [30] , avoiding the conditional independence assumption among the features of neighboring sites (the labels neighboring property is driven by the corresponding features). In [29] the Discriminative Random Fields (DRFs) are presented, which allow for computationally efficient MAP inference. Also, in [15] , CRFs are used in different spatial scales to capture the dependencies between image regions of multiple sizes. A potential limitation of CRFs is that they do not provide robustness to unobserved or partially observed features, which is a common problem in most discriminative learning models.
Integration of Deformable Models with Learning-based Classification
The integration of deformable models with learning-based classification is a recently introduced framework for propagating deformable models in a probabilistic manner, by formulating the traditional energy minimization as a maximum a posteriori probability (MAP) estimation problem. The main advantages of such integration are: (i) the model evolution provides a framework for updating the region statistics in a learning-based region classification, (b) the probabilistic formulation can provide the desired robustness to data (region) ambiguities, and (c) the final solution is a locally smooth boundary around the region of interest, due to the deformable model formulation. In the survey of [33] , methods that use probabilistic formulations are described. In the work of [19] the integration of probabilistic active contours with MRFs in a graphical framework is proposed to overcome the limitations of edge-based probabilistic active contours. In [16] , a framework that tightly couples 3D MRFs with deformable models is proposed for the 3D segmentation of medical images. To exploit the superiority of CRFs compared to common first-order MRFs, a coupling framework is proposed in [46, 44] , where a CRF and an implicit deformable model are integrated in a simple graphical model. More recently, in [43, 45] the integration of geometric models with CRFs were used for medical image segmentation.
The Metamorphs Model
In this section, we describe a new class of deformable models, termed "Metamorphs", which integrates edgeand region-based image features for robust image segmentation. A Metamorphs model does not require a priori off-line learning, yet enjoys the benefit of having appearance constraints by online adaptive learning of model-interior region intensity statistics. The basic framework of applying a Metamorphs model to boundary extraction is depicted in Fig. 6 . The object of interest in this example is the corpus callosum structure in an MRI image of the brain. First, a simple-shape (e.g. circular) model is initialized inside the corpus callosum (see the blue circle in Fig. 6(a) ). Considering the model as a "disk", it has a shape and covers an area of the image which is the interior of the current model. The model then deforms toward edges as well as toward the boundary of a region that has similar intensity statistics as the model interior. Fig. 6(b) shows the edges detected using a canny edge detector; note that the edge detector with automatically-determined thresholds gives a result that has spurious edges and boundary gaps. To counter the effect of noise in edge detection, we estimate a region of interest (ROI) that has similar intensity statistics with the model interior. To find this region, we first estimate the model-interior probability density function (p.d.f.) of intensity, then a likelihood map is computed which specifies the likelihood of a pixel's intensity according to the model-interior p.d.f. Fig. 6 (c) shows the likelihood map computed based on the initial model interior; and we threshold the likelihood map to get the ROI. The evolution of the model is then derived using a gradient descent method from a unified variational framework that consists of energy terms defined on edges, the ROI boundary, and the likelihood map. Fig. 6(d) shows the model after 15 iterations of deformation. As the model deforms, the model interior and its intensity statistics change, and the new statistics lead to the update of the likelihood map and the update of the ROI boundary for the model to deform toward. This online adaptive learning process empowers the model to find the boundary of objects with non-uniform appearance more robustly. Fig. 6 (e) shows the updated likelihood map given the evolved model in Fig. 6(d) . Finally, the model converges taking a balance between the edge and region influences, and the result is shown in Fig. 6 (f). The key property of Metamorphs is that these new models have both shape and appearance, and they naturally integrate edge information with region statistics when applied to segmentation. By doing so, these new models generalize the two major classes of deformable models in the literature, namely the parametric models and the geometric models, which are traditionally shape-based, and take into account only edge or image gradient information.
The Metamorphs Shape Representation
The model's shape is embedded implicitly in a higher dimensional space of distance transforms. The Euclidean distance transform is used to embed the boundary of an evolving model as the zero level set of a higher dimensional distance function [35] . In order to facilitate notation, we consider the 2D case. . Given these definitions the following implicit shape representation for M is considered:
where D(x, M) refers to the minimum Euclidean distance between the image pixel location x = (x, y) and the model M.
Such implicit embedding makes the model shape representation a distance map "image", which greatly facilitates the integration of shape and appearance information. It also provides a feature space in which objective functions that are optimized using a gradient descent method can be conveniently used. A sufficient condition for convergence of gradient descent methods requires continuous first derivatives, and the considered implicit 
The Model's Deformations
The deformations that a Metamorphs model can undergo are defined using a space warping technique, the Free Form Deformations (FFD) [41, 12] , which is a popular approach in graphics and animation. The essence of FFD is to deform the shape of an object by manipulating a regular control lattice F overlaid on its volumetric embedding space. The deformation of the control lattice consists of displacements of all the control points in the lattice, and from these sparse displacements, a dense deformation field for every pixel in the embedding space can be acquired through interpolation using interpolating basis functions such as the Cubic B-spline functions.
One illustrative example is shown in Fig. 7 . A circular shape [ Fig. 7(1.a) ] is implicitly embedded as the zero level set of a distance function [ Fig. 7(1.b) ]. A regular control lattice is overlaid on this embedding space. When the embedding space deforms due to the deformation of the FFD control lattice as shown in Fig. 7(b) , the shape undergoes an expansion. Fig. 7(c) shows another example of free-form shape deformation given a particular FFD control lattice deformation. In Metamorphs, we consider an Incremental Free Form Deformations (IFFD) formulation using the cubic B-spline basis functions for interpolation [17] .
Compared with optical-flow type of deformation representation (i.e. pixel-wise displacements in x and y directions) commonly used in the literature, the IFFD parameterization we use allows faster model evolution and convergence, because it has significantly fewer parameters. A hierarchical multi-level implementation of IFFD [17] , which uses multi-resolution control lattices according to a coarse-to-fine strategy, can account for defor-mations of both large and small scales. The advantages of coarse-to-fine optimization have been demonstrated in deformable contour frameworks in the literature [1] . Another property of IFFD is that it imposes implicit smoothness constraints, since it guarantees C 1 continuity at control points and C 2 continuity everywhere else.
Therefore there is no need to introduce computationally-expensive regularization components on the deformed shapes. As a space warping technique, IFFD also integrates naturally with the implicit shape representation which embeds the model shape in a higher dimensional space.
The Model's Texture
To approximate the intensity distribution of the model interior, we model the distribution using a nonparametric kernel-based density estimation method, also known as the Parzen windows technique [10] , which is a popular nonparametric statistical method. Recently this technique has been applied to imaging and computer vision, most notably in modeling the varying background in video sequences [11] , and in approximating multi-modal intensity density functions of color images [9] . Here, we use this representation to approximate the intensity probability density function (p.d.f.) of the model interior.
Suppose the model is placed on an image I, the image region bounded by current model Φ M is R M , then the intensity p.d.f. of the model interior region can be represented using a Gaussian kernel-based density estimation:
where i = 0, ..., 255 denotes the pixel intensity values, V (R M ) denotes the volume of R M , y represents pixels in the region R M , and σ is a constant specifying the width of the Gaussian kernel.
One example of this nonparametric density estimation can be seen in Fig. 8 . The zero level set of the evolving models Φ M are drawn on top of the original image in Fig. 8(a) . The model interior regions R M are cropped and shown in Fig. 8(b) . Given the model interiors, their nonparametric intensity p.d.f.s P(i Φ M ) are shown in Fig. 8(c) , where the horizontal axis denotes the intensity values i = 0, ..., 255, and the vertical axis denotes the probability values P ∈ [0, 1]. Finally, over the entire image I, we evaluate the probability of every pixel's intensity, according to the model interior intensity p.d.f., and the resulting probability (or likelihood) map is shown in Fig. 8 
(d).
Using this nonparametric estimation, the intensity distribution of the model interior gets updated automatically while the model deforms to cover a new set of interior pixels; and it avoids having to estimate and keep a separate set of intensity parameters such as the mean and variance if a Gaussian or Mixture-of-Gaussian model was used. Moreover, this kernel-based estimation in Eq. 5 is a continuous function, which facilitates the computation of derivatives in a gradient-descent based optimization framework.
The Metamorphs' Dynamics
In order to fit to the boundary of an object, the motion of the model is driven by two types of energy terms derived from the image: the edge data terms E E , and the region data terms E R . So the overall energy functional E is defined by [18] :
where k is a constant balancing the contributions from the two types of terms. In this formulation, we are able to omit the model smoothness term, since this smoothness is implicit by using Free Form Deformations.
The edge term E E
The Metamorphs model is attracted to edge features with high image gradient. We encode the edge information using a "shape image" Φ, which is the un-signed distance transform of the edge map of the image. The edge map is computed using Canny Edge Detector with default parameter settings. In Fig. 9 (c), we can see the "shape image" of an example MR heart image.
Intuitively, this edge term encourages deformations that map the model boundary pixels to image locations closer to edges, so that the underlying "shape image" values are as small (or as close to zero) as possible.
During optimization, this term will deform the model along the gradient direction of the underlying "shape image" toward edges. Thus it will expand or shrink the model accordingly, serving as a two-way balloon force implicitly and making the attraction range of the model large.
One additional advantage of this edge term is that, at an edge with small gaps, this term will constrain the model to go along the "geodesic" path on the "shape image", which coincides with the smooth shortest path
connecting the two open ends of a gap. This behavior can be seen from Fig. 10 . Note that at a small gap on an edge, the edge term favors a path with the smallest accumulative distance values to the edge points.
The Region Data Term E R
An attractive aspect of the Metamorphs is that their interior intensity statistics are learned dynamically, and their deformations are influenced by forces derived from this dynamically-changing region information. This region information is very important in helping the models out of local minima, and converge to the true object boundary. In Fig. 9 , the spurious edges both inside and around the object boundary degrade the reliability of the "shape image" and the edge data term. Yet the intensity probability maps computed based on model-interior intensity statistics, as shown in Fig. 8(d) , give a consistent and clear indication on where the rough boundary of the object is. In another MR heart image shown in Fig. 11(1.a) , a large portion of the object boundary (LV endocardium) is missing during computation of the edge map using default canny edge detector settings
[ Fig. 11(1.b) ]. Relying solely on the "shape image" [ Fig. 11(1.c) ] and the edge data term, a model would have leaked through the large gap and mistakenly converged to the outer epicardium boundary. In this situation, the probability maps [ Fig. 11(2-4.d) ] computed based on model-interior intensity statistics become the key to optimal model convergence.
In our framework, we define two region data terms -a "Region Of Interest" (ROI) based balloon term E R l and a Maximum Likelihood term E Rm , so the overall region-based energy function E R is: . A threshold (typically the mean probability over the entire image domain) is applied on P I to produce a binary image P B . More specifically, those pixels that have probabilities higher than the threshold in P I are given the value 1 in P B , and all other pixels are set to the value 0 in P B . We then apply a connected component analysis algorithm based on run-length encoding and scanning [21] on P B to extract the connected component that overlaps the model. Considering this connected component as a "disk" that we want the Metamorphs model to match, it is likely that this disk has small holes due to noise and intensity inhomogeneity, as well as large holes that correspond to real "holes" inside the object. How to deal with compound objects that potentially have holes using Metamorphs is an interesting question that we will discuss briefly in Section 6. Here, we assume the regions of interest that we apply Metamorphs to segment are without interior holes. Under this assumption, the desired behavior of the model is to evolve toward the ROI border regardless of small holes in the ROI connected component. Hence we take the outer-most border of the selected connected component as the current ROI boundary. We encode this ROI boundary information by computing its "shape image", which is its un-signed distance transform [ Fig. 
12(c)].
Within the overall energy minimization framework, the ROI-based balloon term is the most effective in countering the effect of un-regularized or inhomogeneous region intensities such as that caused by speckle noise and spurious edges inside the object of interest (e.g. in Fig. 9 and Fig. 13 ). This is because the ROI term deforms the model toward the outer-most boundary of the identified ROI, disregarding all small holes inside.
Although this makes the assumption that the object to be segmented has no holes, it is a very effective measure to discard incoherent pixels and make noise and intensity inhomogeneity not to influence model convergence. Moreover, the ROI term generates adaptively changing balloon forces that expedite model convergence and improve convergence accuracy, especially when the object shape is elongated, or has salient protrusions or concavities.
The Maximum Likelihood Term E Rm The previous ROI term is efficient in deforming the model toward object boundary when the model is still far away. When the model gets close to the boundary, however, the ROI may become less reliable due to intensity changes in the boundary areas. To achieve better convergence, we design another Maximum Likelihood (ML) region-based data term that constrains the model to deform toward areas where the pixel intensity probabilities of belonging to the model-interior intensity distribution are high.
This ML term is formulated by maximizing the log-likelihood of pixel intensities in a narrow band around the model [18] . During model evolution, when the model is still far away from the object boundary, this ML term generates very little force to influence the model deformation. When the model gets close to the boundary, the ML term helps the model to converge and is particularly useful in preventing the model from leaking through large gaps (e.g. in Fig. 11 ).
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In this section, we describe Conditional Random Field-driven Geometric Model, a method that integrates deformable models with learning-based classification.
A topology independent solution is presented for segmenting regions of interest with texture patterns of any scale, using an implicit deformable model driven by Conditional Random Fields (CRFs). This model integrates region and edge information as image driven terms, whereas the probabilistic shape and internal (smoothness)
terms use representations similar to the level-set based methods. The evolution of the model is solved as a maximum a posteriori probability (MAP) estimation problem, where the target conditional probability is decomposed into the internal term and the image-driven term. For the later, we use discriminative CRFs in two scales, pixel-and patch-based, to obtain smooth probability fields based on the corresponding image features.
In this method, (i) we use the shape representation of known level-set based approaches, to achieve topology independence, (ii) we integrate edge and region information, which is being updated during the model evolution, to handle local feature variations, (iii) we avoid the problem of getting trapped in local minima, which most of the energy minimization driven models suffer from, (iv) we exploit the superiority of CRFs compared to MRFs for image segmentation, coupling a CRF-based scheme with the deformable model, and (v) we capture higher scale dependencies, using pixel-and patch-based CRFs. We use the two-scale CRF model in a tightly coupled framework with the deformable model, such that the external (image-driven) term of the deformable model eventually corresponds to the smooth probability field estimated by the CRF. We use a modified version of the discriminative CRFs presented in [29] , where the MAP inference is computationally tractable using graph min-cut algorithms.
Deformable Model Shape and Energy
In a similar way as in Metamorphs (see 3.1, eq. (4) The internal energy of the model consists of three individual terms, namely the smoothness constraint E smooth , the distance from the target shape E shape , and a partitioning energy term E part ,
The smoothness term E smooth . We define the energy term that enforces smoothness along the model boundary as,
where ε 1 and ε 2 are weighting constants, ∂R M denotes a narrow band around the model boundary, and A(R M ) denotes the area of the model interior R M . The minimization of this energy forces the model to the position with the minimum area enclosed and the maximum first-order smoothness along the model boundary; ∇Φ M is defined on ∀x ∈ Ω, and is used similarly as in the Mumford-Shah formulation [34] , i.e., determines the 1st order smoothness along the boundary.
The partitioning energy E part . The partitioning energy E part (Φ M ) [43] forces the region Φ M ≥ 0 (model interior, including the pixels on the interface) towards a connected form. It can be also seen as a term that minimizes the entropy of a set of particles, where the particles are assumed to be the connected components of Φ M ≥ 0. The minimization of this energy forces the model towards the minimum distances between the connected components (interior particles), i.e., forces different regions (curves) on the image plane to merge. The shape-based energy E shape . The role of the shape-based energy term is to force the evolving model towards a desired shape, in cases where we have a prior knowledge about the ROI in terms of its shape. This is a common approach in medical image analysis, since in many applications the goal is to segment ROIs with specific anatomic features. Introducing this term in the model energy, we combine the bottom-up approach (use image features to find a region) with a top-down methodology (use prior knowledge about the ROI to detect it in an image). This shape-based term is defined in a similar way as in [37, 5] , in terms of the distance between the model and the target shape.
The Model Dynamics
According to the CRF-driven geometric model, the goal is to find the optimal model position on the image plane, as well as the optimal probability field of all pixels/regions. Therefore, we formulate the deformable model evolution as a joint maximum a posteriori probability (MAP) estimation problem for the model position and the image label field, where Φ M is the deformable model configuration, L is the sites' (pixels or image patches) labels, i.e., L = {−1, 1}, with −1 and 1 denoting background and model interior respectively, and F is the observations set, i.e., the image features.
To solve the problem of eq. (10), we use the simple graphical model of Fig. 14 , which integrates the deformable model with learning-based classification, namely the Conditional Random Field (CRF). The posterior probability P (Φ M , L|F ) is then estimated (using the Bayes rule) as,
where P (Φ M ) is the model prior, which corresponds to the model internal energy, and P (F ) is the data prior;
is defined below as a softmax function of Φ M , and represents the uncertainty between the classification and the deformable model position; finally, P (L|F ) represents the pixel/region classification (CRF).
The data prior P (F ). In a pixel-wise probability field estimation, where sites indicate pixels and the observations are the pixel intensities, we define the data prior in terms of a gaussian distribution around the observed pixel intensity value. In a patch-wise probability field estimation, where instead of pixels we use spatially higher-scale sites, we define the data prior using directly the pixel intensity distribution inside each site.
The model prior P (Φ M
. We use the model energy definition of eq. (8) to define the model prior in terms of a Gibbs functional,
where E int (Φ M ) is calculated from the energy terms described above, and Z int is a normalization constant. The maximization of this prior forces the model towards a position with the minimum enclosed area and maximum smoothness along the boundary, with the smallest distance to the target shape, and the minimum entropy.
The likelihood P (L|Φ M ). In our framework, and according to eq. (11), we introduce the uncertainty between the classification results (object vs. background) obtained using the deformable model configuration (Φ M ) and the learning-based site labeling (label field L), at each instance of the model evolution. We represent this uncertainty with the likelihood term P (L|Φ M ), which is formulated as the softmax (sigmoid) function,
where l i = {−1, 1} is the label of the i-th pixel or region x i . This term indicates that the probability of a site belonging to the model interior rapidly increases as Φ M (x) > 0 increases, and converges to zero as
The parameter κ > 0 regulates the slope (rate) of this change, and we usually set it equal to 1. Also, if x i is a region, we consider its center to estimate this probability, since for the estimation of patch-wise probability fields we assume rectangular image patches of fixed size. In The remaining term P (L|F ) in eq. (11) is calculated using the Conditional Random Field described below.
The Collaborative CRF
We use a Conditional Random Field (CRF) formulation [43, 32] to calculate the probability field P (L|F ) that drives the deformable model evolution, according to eqs. (10) and (11) . In the collaborative formulation of this CRF, we implement interactions that enforce similar class labels ("ROI" or "background") between sites containing similar features. We also use correlative information between neighboring sites, by extracting com- 
The Classification Confidence
According to the above CRF framework, and along with the probabilities assigned to the image sites, one can also use the classification confidence, i.e., how confidently a probability is assigned to a site, for one main reason: we enforce interactions from sites classified with high confidence to neighboring sites classified with low confidence. In such probabilistic approach, "strong" classification indicates very high probability (low feature ambiguity) or very low probability (high feature ambiguity) of a site belonging to the ROI. On the other hand, high (low) confidence does not indicate low (high) ambiguity but high confidence of assigning a probability. In other words, a site that is ambiguous, i.e., its probability of belonging to the ROI is around the value 0.5, may be confidently assigned this probability. Therefore, in case of a probabilistic classification, confidence indicates the upper and lower values that a probability can take for a specific site. Fig. 17(a) illustrates the difference between the classification confidence and the class probability using a Support Vector Machine [7] . In the feature space, two classes are shown in different colors (red and blue); in each class, the sites that are strongly classified are marked with dots, while the ambiguous sites (close to the decision boundary and between the support vectors) are marked with circles. In our case, some sites from both classes are close to the decision boundary due to the noise of the feature vector, namely the pixels intensities.
According to our original CRF framework in [32, 43] , the classification confidence indicates the high and low boundaries of the class probability: in the feature space the probability interval can be represented with a circle around the site, and the confidence is the radius of the circle.
For simplicity, we can assume that the classification confidence indicates how strongly the classifier assigns labels, i.e., for a given site with unknown label l i and feature f i , it is K i = P (l i |f i ). Fig. 17 (b) illustrates this simplification.
Examples
In this section, we show some more examples of applying Metamorphs and Collaborative CRF-driven models to medical image segmentation.
To test the ability of Metamorphs in coping with objects whose interiors have a high level of speckle noise, we apply the algorithm to breast lesion segmentation in ultrasound images. Fig. 18 shows two such examples.
Because of the nature of ultrasound images, there is no clear contrast edges that separate a lesion from its surrounding normal tissue. The criterion in locating a lesion is usually that a lesion contains less speckle than its surroundings. One can see from Fig. 18 (1.c) and 18(2.c) that the likelihood map computed based on modelinterior intensity distribution captures pretty well the difference in speckle density between a lesion and its surroundings. This appearance-based region information is the key for the model to converge to the accurate boundary ( Fig. 18(e) ) despite very noisy speckle edges (Fig. 18(1.b) ) inside the lesion.
Compared with region-based segmentation methods such as region growing [23] , Markov Random Fields [2] , and graph cuts [24] , Metamorphs is similar in the grouping property, which groups pixels whose intensities follow consistent statistics so as to be less sensitive to localized image noise than edges. The main difference is that Metamorphs is an efficient model-based approach that includes implicit smoothness constraints on the model surface and thus directly generates smooth boundary, without the need for additional post-processing steps to extract boundary from pixel clusters and to smooth the boundary. Furthermore, Metamorphs is particularly good at segmenting an object that has gradually changing and nonuniform intensity or texture appearance.
In Fig. 19 , we compare the results from Markov Random Fields (MRF) with that from Metamorphs, using a synthetic example which contains an object with gradually-changing intensity from left to right ( Fig. 19(a) -(c)), and an ultrasound image with speckle noise (Fig. 19(d)-(f) ). The MRF implementation is based on the supervised Bayesian MRF image classification algorithm described in [2] . We specified the images consisting of two classes: the object class and the background class. Given a sample patch for each class ( Fig. 19(a) and Fig. 19(d) ), the algorithm computes the intensity mean and variance for each class and applies MRF to perform classification. For the synthetic image, the MRF segmentation result after 268 iterations (with final temperature value T = 0.018) is shown in Fig. 19(b) , and the result after 346 iterations (with final temperature value T = 0.019) for the breast ultrasound image is shown in Fig. 19(e) . The temperature values and number of iterations are automatically determined by the MRF algorithm. Note that we only display the main connected component of the object class from the MRF result for fair comparison with Metamorphs. One can see that the MRF segmentation did not succeed on the synthetic image because of the heavily inhomogeneous intensity.
MRF also failed on the ultrasound image since it did not separate the lesion object from part of the background that has similar statistics and it generated small holes/islands inside the object. In comparison, the Metamorphs model-based method can accurately locate the object boundaries by combining edge information, adaptive object appearance learning and model smoothness constraints; the clean boundaries found by Metamorphs can be Another way to overcome the limitations of traditional MRF-based segmentation is to exploit the superiority of the collaborative CRF in terms of providing probability fields taking into account the spatial neighboring property of the image features. Moreover, when the CRF drives a geometric model, as we describe in paragraph 4.2, we can directly update the desired region statistics and therefore we can capture local feature variations, in an online learning manner. In Fig. 20 we illustrate the segmentation result for the two ultrasound image examples described above. The model is initialized inside the lesion region and an initial probability field is estimated by the CRF, using the intensity distribution of the model interior. In each step of the model evolution, new pixels are included in the model interior and new probability fields are estimated using the updated model interior statistics, while the model's shape local smoothness is preserved by the internal energy. Note that in each iteration we solve the MAP estimation problem of eq. (10) inside a narrow band around the previous model position. After 13 iterations for example (a) and 16 iterations for (b), the model converges at the image locations where the posterior probability of eq. (11) is maximized and the next iteration results to the same solution (convergence).
Chapter Summary
In this chapter, we have introduced medical image segmentation methods, particularly deformable model based methods, machine learning based classification methods, and methods that successfully integrate models and classification for robust image content interpretation. Understanding image content and extracting useful image features are critical to medical image search and mining. The introduced automated methods can be run off-line on medical image archives to partition images into regions and to extract image features. Image features can then serve indexing mechanisms for efficient search. A challenge is to partition the images in a way that is close to segmenting real-world objects. The Metamorphs and Collaborative CRF model based methods are both efforts along this line since they integrate learned prior information with raw image observations.
In both Metamorphs and Collaborative CRF-driven model, there are smoothness constraints that smooth out or discard pixels with incoherent appearance statistics so that the segmentation is more robust in the presence of noise and intensity inhomogeneity. The assumptions, however, sometimes make difficult the segmentation of compound objects with holes. One possible solution is to keep a probabilistic mask that records which pixels inside the model have low likelihood values in the intensity probability maps. If these pixels have consistently
low likelihood values for a number of iterations and they connect to cover a relatively large area inside the model, they are likely part of a hole in the model. If a hole is detected, its interior will be excluded from computing the intensity statistics of the model and the hole boundary will not affect the model evolution.
Several types of priors such as data priors and shape priors are introduced in the frameworks. Important questions remain however, regarding whether or not to use prior or what types of prior are appropriate, given specific image segmentation and search tasks.
