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Abstract—The recent success of deep networks has significantly
advanced 3D human pose estimation from 2D images. The
diversity of capturing viewpoints and the flexibility of the human
poses, however, remain some significant challenges. In this paper,
we propose a view invariant 3D human pose estimation module
to alleviate the effects of viewpoint diversity. The framework
consists of a base network, which provides an initial estimation
of a 3D pose, a view-invariant hierarchical correction network
(VI-HC) on top of that to learn the 3D pose refinement under con-
sistent views, and a view-invariant discriminative network (VID)
to enforce high-level constraints over body configurations. In VI-
HC, the initial 3D pose inputs are automatically transformed to
consistent views for further refinements at the global body and
local body parts level, respectively. For the VID, under consistent
viewpoints, we use adversarial learning to differentiate between
estimated poses and real poses to avoid implausible 3D poses.
Experimental results demonstrate that the consistent viewpoints
can dramatically enhance the performance. Our module shows
robustness for different 3D pose base networks and achieves a
significant improvement (about 9%) over a powerful baseline on
the public 3D pose estimation benchmark Human3.6M.
Index Terms—3D pose estimation, view invariant, global, local,
correction.
I. INTRODUCTION
Estimating 3D human pose from an RGB image has been
an active research field for many years. It facilitates a wide
spectrum of applications such as human computer interaction,
action recognition, sports performance analysis, and aug-
mented reality [1]. This is still a challenging task as it should
not only overcome the barriers that exist in 2D pose estimation
such as the diversities in viewpoint, clothing, lighting and the
flexibility in body articulation, but also resolve the ambiguities
in recovering depth from a 2D projection of 3D objects. The
development of neural networks has advanced the 3D human
pose estimation [2], [3], [4], [5], [6], [7]. Generally, previous
methods are categorized into two classes: i) training an end-
to-end network to directly predict 3D pose from an image [2],
[3], [4], ii) estimating 2D pose from an image first and then
lifting the 2D pose to 3D pose [5], [8], [6], [7].
Despite the general success of the end-to-end learning
paradigm, two-step solutions which consist of a convolutional
neural network for predicting 2D joint locations from an
image and a subsequent optimization step to recover the 3D
pose also win excellent performance [4], [6], [7]. One reason
is that 2D pose estimation [9], [10], [11], [12] has gained
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significant advances and can provide plausible estimation with
high accuracy [8]. To infer a 3D pose from 2D pose input,
many approaches have been designed, e.g., by memorization
(i.e., matching) [13], [14], [8] or by regressing the 3D pose [5],
[6], [7]. Even though promising results have been achieved,
few approaches explore the challenge caused by the diversity
of viewpoints. In practical scenarios, a person can be captured
from an arbitrary viewpoint by a camera. Similarly, a person
can perform an action towards different orientations with
respect to a camera. These result in diverse viewpoints for both
the human poses. It is generally challenging for one model to
tackle poses with diverse viewpoints.
In this work, we propose a general view invariant module to
refine 3D poses generated from base networks. It alleviates the
influence of viewpoint diversity by automatically transforming
the intermediate 3D poses to a consistent view, facilitating
3D pose correction. As shown in Figure 1, we build our
framework by stacking a base 3D pose estimation network,
and a view-invariant hierarchical correction network (VI-HC),
to infer the 3D poses. To explore the global structure of the
human body and the flexible configurations of local parts,
VI-HC is constructed by a global view-invariant correction
subnetwork and a local body parts view-invariant correction
subnetwork, which efficiently refines the 3D poses by re-
moving the influence of diverse viewpoints and flexibility
of body parts. Moreover, to enforce high-level constraints
over body configurations, a simple discriminator is added
under the consistent views as a high level loss for training,
which efficiently distinguishes the plausible 3D poses from
fake 3D poses. Note that the consistent view easies both the
refinements from VI-HC and discriminative correction from
the discriminator. We validate the effectiveness of the view-
invariant module on top of two different powerful base 3D
pose estimation networks respectively. Experimental results
demonstrate our proposed module improves the performance
by about 9% and 3% on the two base networks respectively, on
the public 3D human pose estimation benchmark Human3.6M
dataset.
In summary, we make four main contributions:
• We design a simple but powerful view invariant scheme
to address the challenge of diverse viewpoints to enhance
the 3D pose estimation performance.
• Hierarchical view invariant correction subnetworks are
designed to refine the 3D poses under consistent views
with respect to the global body, and the five articulated
body parts, respectively.
• We propose the use of a simple view invariant dis-
criminator to enforce a high-level constraint over body
configurations to exclude implausible 3D poses.
• Our module consistently improves the performance and
shows robustness over different baselines.
ar
X
iv
:1
90
1.
10
84
1v
1 
 [c
s.C
V]
  3
0 J
an
 20
19
2Fig. 1. The proposed framework for view invariant (VI) 3D pose estimation. Given a set of 2D joint locations of a person, the base network (a) predicts an
initial 3D pose Sˆinit, which is then further corrected by the proposed (b) global view-invariant body correction and the (c) local view-invariant body parts
correction subnetworks (note that the Inv. Part Trans. module following Part Refine are not shown to save space) to generate refined 3D poses. Moreover,
we enforce high-level body configuration constraint during the training by adversary learning, where a view invariant discriminator is jointly trained with the
generator (e.g., our 3D pose estimator) to distinguish the ground-truth poses from the generated ones under consistent views. Through Inv. Body Trans., the
3D pose is finally inversely transformed back to the original view as the final output.
II. RELATED WORK
A. 3D Pose Estimation
Over the recent years, we have witnessed the tremendous
progress in the field of 3D pose estimation. Tekin et al.[15]
rely on an auto-encoder to learn high-dimensional latent pose
representation and regress 3D poses from 2D images. Pavlakos
et al.[4] train a convolutional neural network to predict per
voxel likelihoods for each joint in a fine discretized 3D
volumetric representation. Sun et al.[3] propose to regress the
joint locations and bone representations to exploit structure
information. Extra 2D pose datasets are usually utilized to
enhance the performance [16].
Different from those end-to-end 2D image to 3D pose
regression approaches [15], [4], [3], Martinez et al.[6] show
that a well-designed simple network for regressing 3D pose
from 2D pose can perform quite competitively. One important
reason is that the latest off-the-shelf 2D pose estimators,
e.g., CPM [10], Stacked Hourglass Network [9] can provide
2D pose estimation with high accuracy. On top of this simple
2D pose to 3D pose estimation network [6], Fang et al.[7]
propose a pose grammar to learn to refine the 3D pose using bi-
directional RNNs, which is designed to explicitly incorporate
a set of knowledge regarding human body configuration. To
exploit the temporal information for 3D human pose estima-
tion, Hossain et al.[17] incorporate a sequence-to-sequence
regression model using recurrent neural network. Pavllo et
al.[18] use dilated temporal convolutions to capture long-term
information.
However, for 3D pose estimation, it is still challenging to
handle poses of diverse viewpoints and the body parts of
high flexibility. In the task of skeleton based human action
recognition [19], some attempts for reducing the effect of
viewpoint diversity have been done. However, addressing the
viewpoint variation challenge for 3D pose estimation is still
overlooked and remains an open problem. In this work, we
design a view invariant module to enhance the 3D pose
estimation performance.
B. Adversarial Learning
Goodfellow et al.[20] propose Generative Adversarial Net-
works (GAN) to help learn efficient generative models via an
adversarial process. They simultaneously train two models: a
generative model G that captures the data distribution, and
a discriminative model D that estimates the probability that
a sample comes from the training data of G. Motivated by
this seminal work, adversarial approaches have been widely
applied in various fields [21], [22].
Some recent works [11], [12], [23] adopt adversarial learn-
ing to encourage the deep network to acquire plausible hu-
man body configurations. For 2D pose estimation, Chou et
al.[11] and Chen et al.[12] design discriminators to distinguish
groudtruth from generated ones by keypoint heatmaps, and 2D
pose, respectively. Kanazawa et al.[23] add a discriminator to
their 3D human body recovery network to determine whether
the parameters of the generated 3D mesh correspond to real
human bodies or not.
For 3D pose estimation, adding supervision on each joint
(e.g., l2 loss) is widely used for optimizing the estimator
without considering the high level human body configurations.
This inevitably generates some implausible poses. Yang et
al.[24] design a multi-source discriminator to distinguish the
predicted 3D poses from the ground-truth. Three information
sources, image, geometric descriptor, as well as the heatmaps
and depth maps are utilized for discrimination. In this work,
we use a simple view invariant discriminator with the 3D poses
of consistent views as input to distinguish the fake 3D poses
from real ones. Making distinction under consistent views can
reduce the difficultly of adversarial learning.
III. PROPOSED VIEW INVARIANT MODEL
As shown in Figure 1, our framework consists of three
modules: a base 3D pose estimation network, a view-invariant
3hierarchy refinement/correction network (VI-HC), and a view-
invariant discriminator (VID). A base 3D pose estimation
module is used to generate initial estimated 3D pose from 2D
joints locations. The proposed VI-HC refines the estimated
3D poses under consistent views with global and local trans-
formations. A view-invariant discriminator is used to enhance
the performance of the generator, i.e. our pose estimator, by
enforcing high-level constraints under consistent views during
training.
Generally, the mapping function from a 2D pose Pˆ ∈ R2×J
to 3D pose Sˆ ∈ R3×J can be formulated as:
Sˆ = f(Pˆ, θ), (1)
where θ denotes the learnable parameters of the model func-
tion f , and J denotes the number of joints. The objective of
the whole model is to estimate each 3D pose Sˆ as close to the
ground-truth 3D pose S as possible.
A. Base 3D Pose Estimation Network
Networks that can provide 3D pose estimation could be
taken as our base networks. To demonstrate the robustness of
our proposed view invariant modules, we take two powerful,
representative but simple networks as proposed by [6] and [17]
as our base networks, respectively. For the two base networks,
one is designed for individual frame 3D pose estimation while
the other is designed for a sequence of 3D pose estimation by
exploiting temporal information.
Baseline-1. This is a simple network proposed by Martinez
et al.[6] and we use it to obtain our initial 3D pose from the
2D joint locations input. Note that the 2D joint locations input
is obtained from 2D pose estimator, i.e., Hourglass. This base
network is built by stacking two fully connection blocks with
residual connection. Each block consists of several linear fully
connected layers, followed by batch normalization, a dropout
layer and a ReLU activation layer. The network encodes the
input 2D pose to high dimensional discriminative features first
and then projects these representation to 3D space to provide
an initial 3D pose Sˆinit. We represent the coordinate of the
j-th joint of Sˆinit as sˆ
j
init ∈ R3.
Baseline-2. This is a simple network proposed by Hossain
et al.[17] and we use it to obtain our initial 3D poses from
a sequence of 2D joint locations inputs. To exploiting the
temporal information across a sequence of 2D joint locations
to estimate 3D poses, a sequence-to-sequence LSTM network
with residual connections on the decoder side is designed.
B. View Invariant Hierarchical Correction
In real life, 3D human poses present great diversity in
viewpoints. Such diversity results in scattered distribution for a
joint as the examples in Figure 2 and requires a more powerful
3D pose estimation model to handle all the poses with diverse
views. To that end, we propose a view-invariant hierarchical
correction module which consists of a global body correction
stage and a local body parts correction stage as illustrated in
Figure 1 (b) and (c).
In the global body correction stage, a global transformation
module transforms the initial 3D poses that come from the
Fig. 2. Location distributions of different joints before and after trans-
formation. The distribution of head joint (with the root joint located in the
coordinate original) (a) before and (b) after global transformation. (c) After
global transformation, the distribution of the flexible joint of left wrist is still
scattered (with the left shoulder joint located in the coordinate original). (d)
After the local transformation for the left arm part, the distribution of left wrist
is more concentrated (with the left shoulder joint located in the coordinate
original).
Fig. 3. Illustration of transformation for global body correction.
base network to a consistent view, followed by a refinement
subnetwork. Similarly, in the local body parts correction stage,
we divide the body into five parts with a partition manner
similar to that of previous works [25], [26], [7]. For each part,
a local part transformation module transforms that body part
to a consistent view for further refinement.
Global body correction. In the global body correction stage,
we focus on correcting 3D poses at consistent viewpoints with
respect to the global bodies. The body transformation module
transforms body pose to a consistent view, e.g., facing towards
the camera with the upper body being upright, as illustrated
in Figure 3.
Specially, we define a plane Θ which is determined by the
locations of three joints - left/right hips and chest. The root
point which is the middle of the left and right hips is defined
as the coordinate origin. Within the network, a transformation
is performed to make the norm vector n of Θ parallel with the
4X axis and the vector from root point to chest v parallel with
the Z axis, Y axis is then parallel with (v× n). n and vector
v are used to determine the rotation angles ψX , ψY , ψZ with
respect to X,Y, Z axes. The transformed poses are facing the
camera with the upper body being upright.
The transformation of a global body in the 3D space is
formulated as:
s˜jgc = R× sˆjinit, j = 1, 2, . . . , J, (2)
where s˜jgc denotes the coordinate of the j-th joint after the
transformation, and R = RX×RY ×RZ . RX , RY , and RZ
denote the rotation matrices along the X , Y , and Z axes, with
rotation angles of ψX , ψY , ψZ , respectively. For example, RX
can be represented as:
RX =
1 0 00 cosψX sinψX
0 − sinψX cosψX
 . (3)
Note that ψX ,ψY ,ψZ are obtained from vectors n and v.
After the transformation on the initial 3D poses, global
body refinement using a fully connected linear subnetwork is
performed under such consistent view to effectively correct
the 3D poses.
Local body parts correction. Human bodies are non-rigid
and very flexible. Global body transformation can reduce the
viewpoint diversity and make the distribution of a joint more
concentrated (see Figure 2 (b) verse (a)). However, there is
still significant flexibility and viewpoint diversity for some
joints on local body parts. As illustrated in Figure 2 (c), some
flexible joints like wrist still have scattered distribution after
global body transformation.
To further reduce the viewpoint diversity with respect to
each body part and achieve view invariant, we propose local
body part transformations for five body parts, i.e., left/right
arms, left/right legs, and chest-thorax-jaw-head joint part, re-
spectively. After the local body part transformations, the views
are much more consistent and thus the location distribution
of each joint is more concentrated, as shown in Figure 2
(d) versus (c). For the kth body part, similar to the global
transformation, we take three joints to from a plane Θk and
get the norm vector nk. Then, a transformation is performed to
make the norm vector nk parallel to the X axis, and the vector
vk formed by two joints (e.g., shoulder and elbow joints for the
arm part) parallel to the Z axis. Similarly, the transformation
parameters are obtained from vectors nk and vk. Note that
for the arm part, upper arm (shoulder and elbow joints) is
taken as the sub-part to form the vector vk. For the leg part,
upper leg (hip and knee joints) is taken as the sub-part to form
the vector vk. For the chest-thorax-jaw-head joint chain part,
the connection of the chest and thorax joints is taken as the
sub-part to form the vector vk.
For each body part, a refinement subnetwork similar to that
for global body refinement is used to further correct that part
under a consistent view.
Note that after the local body parts correction, the refined
five parts are inversely transformed back based on the trans-
form parameters and combined to have a full body pose.
Similarly, based on the global transform parameters, the full
body is finally inversed transformed back to the original view
to obtain the final 3D pose as illustrated in Figure 1.
C. View Invariant Discriminator Module
We encourage our pose estimator to explore prior human
body configurations to avoid implausible 3D poses by adver-
sarial learning. Considering it is easier to learn patterns from
data of consistent viewpoints than that of diverse viewpoints,
we design a simple discriminator to distinguish generated 3D
poses from real 3D poses under consistent views.
During adversarial learning, our 3D pose estimator which is
composed of the base network and view-invariant hierarchical
correction network is taken as the generator G. The estimated
3D poses are treated as “fake” samples (label 0) while the
groudtruth 3D poses as “real” samples (label 1) to train the
discriminator. The goal of G is to generate poses with the
distribution being similar to that of the groundtruth 3D poses,
intending that the discriminator cannot differentiate between
real samples and the estimated poses.
We propose to conduct the adversarial learning using the
3D poses under consistent viewpoints rather than the original
views as illustrated in Figure 1. The more concentrated of the
pose distribution by removing viewpoint variation, the easier to
optimize the discriminator. Otherwise, the discriminator needs
to be able to distinguish fake from real samples for various
views, which is more challenging.
As the generator G, the pose estimator tries to predict poses
as real as possible to fool discriminator D by optimizing the
following additional loss:
LG =
∑
Lbce(D(G(Pˆ)), 1), (4)
where Lbce is the binary cross entropy loss. G(Pˆ) denotes
the estimated 3D pose under the consistent view (ahead the
Inv. Body Trans. as shown in Figure 1). D(·) represents the
classification score of the discriminator.
The loss for training discriminator D is
LD =
∑
Lbce((D(S), 1) + Lbce(D(G(Pˆ)), 0), (5)
where S˜ denotes the groudtruth 3D pose under consistent view,
i.e., after global body transformation.
D. Joint Learning
Our designed view invariant 3D pose estimation network is
an end-to-end network. We jointly train the network based on
the loss
L = Lpose + λLG, (6)
where Lpose is the l2 loss on the joints for both the global
body correction and local body parts correction stages, while
LG is the cross-entropy loss from the discriminator, and λ is
a hyperparameter which is experimentally determined.
5IV. EXPERIMENTS
A. Datasets
Similar to previous works [2], [3], [6], we conduct our
experiments on the popular Human3.6M dataset [27]. Hu-
man3.6M is currently the largest publicly available dataset for
3D human pose estimation. This dataset consists of 3.6 million
images where 7 professional actors perform 15 everyday
activities such as purchasing, walking and sitting down. Four
cameras are used. We also show qualitative results on the MPII
2D pose estimation dataset [28], for which the ground truth
3D is not available and the images are captured in the wild.
B. Evaluation Metrics and Protocols
To fully validate the effectiveness of our proposed method,
we use several commonly used evaluation metrics as follows.
Joint Error: the mean per joint position error (MPJPE).
Most previous 3D pose estimation works use this metric [2],
[3], [6], [15], [14], [29].
PA Joint Error: the MPJPE is calculated after aligning
the predicted 3D pose and groundtruth 3D pose via a rigid
transformation using Procrustes Analysis [30].
Bone Error: the mean per bone position error. It mea-
sures the relative joint location accuracy compared with the
groundtruth [3].
Bone Std: the bone length standard deviation. It measures
the stability of bone length [3].
We report performance of our proposed method using three
protocols.
Protocol #1: For Human3.6M, the standard Protocol #1 is
to use all four camera views of subjects S1, S5, S6, S7 and
S8 for training and the subjects S9 and S11 for testing. We
report the MPJPE in millimeters between the groundtruth and
our prediction across all joints.
Protocol #2: Under the same setting as Protocol #1, the
evaluation by PA Joint Error is referred to as Protocol #2 [6],
[7], [4].
Protocol #3: Due to limited camera views, it is easy for a
pose estimation model to overfit to the limited camera views.
To validate the generalization ability of a model, Fang et al.
[7] propose a cross-view protocol, where only 3 camera views
are used for training while the other one is for testing. We
refer to this protocol as Protocol #3.
C. Implementation Details
We implement our method using PyTorch [31]. In our base
networks, similar to [6], [7], [17], the state-of-the-art stacked
hourglass network [9], pre-trained on MPII and fine-tuned on
Human3.6M, is used to estimate 2D poses on Human3.6M.
Our refinement network VI-HC has a similar architecture
as the base network [6], where linear block and residual
connection are used. Differently, the number of neurons for
our fully connected layers are 400 and 800, respectively. For
the discriminator, we adopt a simple encoder design which is
composed of four fully connected layers. We set λ as 0.001.
The entire network is end-to-end trained with the base network
pretrained first.
Method Avg. ∆
Baseline-1 (Martinez et al. ICCV’17) 62.8 -
B+HC 61.8 -1.0
B+VI-LC 60.2 -2.6
B+VI-GC 59.8 -3.0
B+VI-HC 58.4 -4.4
B+VI-HC-D 57.8 -5.0
B+VI-HC-VID (ours) 57.1 -5.7
TABLE I
ABLATION STUDIES OF DIFFERENT COMPONENTS IN OUR DESIGN ON TOP
OF BASELINE-1 ON HUMAN3.6M UNDER PROTOCOL #1, IN TERMS OF
MPJPE (MM).
Method Avg. ∆
Baseline-1 (Martinez et al. [6] ICCV’17) 74.2 -
B+VI-HC-VID (ours) 68.9 -5.3
TABLE II
ABLATION STUDIES OF DIFFERENT COMPONENTS IN OUR DESIGN ON TOP
OF A WEAKER BASE MODEL Baseline-1 ON HUMAN3.6M UNDER
PROTOCOL #1, IN TERMS OF MPJPE (MM).
D. Ablation Studies
To demonstrate the effectiveness of each component of
our proposed model, we perform various experiments on
Human3.6M under Protocol #1 and report the MPJPE results
in Table I. Without loss of generality, we perform the ablation
study on top of Baseline-1 [6].
• Baseline-1: the baseline 3D pose estimation network [6]
which we take as our base network.
• B+HC: the Base network [6] followed by Hierarchical
Correction without view transformations.
• B+VI-GC (or B+VI-LC): the Base network followed by
View Invariant Global (or Local) Correction only.
• B+VI-HC: the Base network followed by View Invariant
Hierarchical Correction.
• B+VI-HC-D: B+VI-HC scheme with a Discriminator
during training, where the discriminator operates under
the original views.
• B+VI-HC-VID: B+VI-HC scheme with View Invariant
Discriminator. This is our final scheme. It is the same as
B+VI-HC-D except that the discriminator operates under
the transformed views rather than the original views.
• Baseline-1: a weaker baseline 3D pose estimation net-
work which uses only one fully connection block rather
than two [6].
• B+VI-HC-VID: a weaker base network Baseline-1 fol-
lowed by our proposed VI-HC and VID.
As shown in Table I, view invariant global body correction
(B+VI-GC) and view invariant local body parts correction
(B+VI-LC) reduce the MPJPE by 3.0mm and 2.6mm, respec-
tively. Combining the two level corrections achieve 4.4mm
error reduction. Moreover, the adversarial learning under con-
sistent view further decreases the error by 1.3mm, and our
final scheme achieves 5.7mm reduction.
Consistent viewpoint helps effectively refine 3D poses. To
verify that correcting the initial 3D poses under consistent
viewpoints is more effective, we also evaluate the scheme with
two stage 3D pose corrections without view transformations,
i.e., B+HC. Compared with Baseline, this scheme only reduces
6Fig. 4. Qualitative results of our proposed method on Human3.6M (first two rows) and MPII (last row). The last example in the second row is a failure case
because of the lack of appearance information.
Metric Joint Error PA Joint Error Bone Error Bone Std
Method Baseline Ours Baseline Ours Baseline Ours Baseline Ours
Knee(→ Hip) 64.6 53.9↓10.7 50.8 45.5↓5.3 63.4 57.7↓5.7 21.1 14.1↓7.0
Ankle(→ Knee) 87.6 83.4↓4.2 64.7 60.8↓3.9 83.5 76.8↓6.7 26.5 13.8↓12.7
Wrist(→ Elbow) 112.9 99.3↓13.6 81.8 74.7↓7.1 76.7 71.9↓4.8 28.9 21.6↓7.3
Elbow(→ Shoulder) 86.4 75.0↓11.4 57.1 48.8↓8.3 61.7 59.3↓2.4 19.8 16.4↓3.4
Shoulder(→ Thorax) 60.7 54.9↓5.8 35.8 30.9↓4.9 40.5 38.1↓2.4 9.2 7.6↓1.6
Avg. 68.1 62.2↓5.9 51.3 44.2↓7.1 51.6 47.5↓4.1 16.0 11.9↓4.1
TABLE III
DETAILED RESULTS FOR SOME JOINTS AND BONES FOR Baseline-1 [6] AND Ours BASED ON BASELINE-1, UNDER PROTOCOL #2 ON HUMAN3.6M.
Bone pairs U.Arm L.Arm U.Leg L.Leg Avg.
Baseline 17.2 26.2 13.1 16.1 18.2
Ours 11.3 17.2 6.8 6.9 10.6
TABLE IV
EVALUATIONS OF THE SYMMETRY OF LIMBS FOR Baseline-1 [6] AND Ours
BASED ON BASELINE-1, UNDER PROTOCOL #2 ON HUMAN3.6M.
the MPJPE by 1.0mm while the correction with view transfor-
mations reduces the MPJPE by 4.4mm. There are two main
reasons. i) Additional correction introduces more parameters
so that it becomes harder to train the model. Martinez et
al.[6] also report that deeper network dose not improve the
performance. ii) The poses are from various viewpoints. It
is not easy for a model to handle them with such high
diversity. In contrast, our model with view transformations
B+VI-HC transforms the poses to consistent views and makes
the learning easier.
B+VI-GC produces superior results to B+VI-LC. In B+VI-
LC, each type of body part has a subnetwork which only
makes use of the intra part rather than cross part information
for refinement. In contrast, B+VI-GC takes all the joints as
input for refinement. First, more context information (all the
joints) is used for the refinement in global correction B+VI-
GC than that in local part correction B+VI-LC. Second, local
corrections can only improve the local joint details relative to
the part, but have difficulty correcting the position errors of
the part as a whole, due to lack of context information. The
global errors could have larger contribution to the total error.
Fig. 5. Our method can correct the implausible pose.
Consistent viewpoint helps the discriminator. If we feed
the poses under the original views to the discriminator (B+VI-
HC-D), the adversarial learning gains 0.6mm compared with
the one not using adversarial learning (B+VI-HC). In contrast,
the gain increases to 1.3mm if we feed the poses transformed
to consistent views to the discriminator (B+VI-HC-VID). The
poses with consistent views can help better train the dis-
criminator and further improve the performance of the pose
estimator.
To validate the robustness of our view invariant design on
different base networks, we also conduct experiments on a
weaker base network, which is built using only one fully
connection block rather than two [6], referred to as, Baseline-
1. Similarly, our view invariant scheme achieves an error
reduction of 5.3mm as shown in Table II.
7Method Direct. Discuss Eating Greet Phone Photo Pose Purch. Sitting SittingD. Smoke Wait WalkD. Walk WalkT. Avg.
Zhou et al.[32] (CVPR’16) 87.4 109.3 87.1 103.2 116.2 143.3 106.9 99.8 124.5 199.2 107.4 118.1 114.2 79.4 97.7 113.0
Du et al.[33] (ECCV’16) 85.1 112.7 104.9 122.1 139.1 135.9 105.9 166.2 117.5 226.9 120.0 117.7 137.4 99.3 106.5 126.5
Park et al.[34] (ECCVW’16) 100.3 116.2 90.0 116.5 115.3 149.5 117.6 106.9 137.2 190.8 105.8 125.1 131.9 62.6 96.2 117.3
Pavlakos et al.[4] (CVPR’17) 67.4 71.9 66.7 69.1 72.0 77.0 65.0 68.3 83.7 96.5 71.7 65.8 74.9 59.1 63.2 71.9
Zhou et al.[2] (ICCV’17) 54.8 60.7 58.2 71.4 62.0 65.5 53.8 55.6 75.2 111.6 64.1 66.0 51.4 63.2 55.3 64.9
Sun et al.[3] (ICCV’17) 52.8 54.8 54.2 54.3 61.8 53.1 53.6 71.7 86.7 61.5 67.2 53.4 47.1 61.6 53.4 59.1
Fang et al.[7] (AAAI’18) 50.1 54.3 57.0 57.1 66.6 73.3 53.4 55.7 72.8 88.6 60.3 57.7 62.7 47.5 50.6 60.4
Hossain et al.[17] (ECCV’18) 48.4 50.7 57.2 55.2 63.1 72.6 53.0 51.7 66.1 80.9 59.0 57.3 62.4 46.6 49.6 58.3
Pavlakos et al.[35] (CVPR’18) (wo/ Ord) – – – – – – – – – – – – – – – 59.1
Pavlakos et al.[35]* (CVPR’18) 48.5 54.4 54.4 52.0 59.4 65.3 49.9 52.9 65.8 71.1 56.6 52.9 60.9 44.7 47.8 56.2
Yang et al.[24] (CVPR’18) 51.5 58.9 50.4 57.0 62.1 65.4 49.8 52.7 69.2 85.2 57.4 58.4 43.6 60.1 47.7 58.6
Martinez et al.[6] (ICCV’17) (Baseline-1) 51.8 56.2 58.1 59.0 69.5 78.4 55.2 58.1 74.0 94.6 62.3 59.1 65.1 49.5 52.4 62.9
Ours (with Baseline-1) 46.6 54.0 55.1 55.2 61.4 69.8 52.0 52.6 68.1 75.0 56.7 56.0 60.5 44.5 48.7 57.1
Hossain et al.[17] (ECCV’18) (Baseline-2) 48.4 50.7 57.2 55.2 63.1 72.6 53.0 51.7 66.1 80.9 59.0 57.3 62.4 46.6 49.6 58.3
Ours (with Baseline-2) 48.5 49.5 55.0 52.5 62.1 69.5 52.7 49.6 63.9 76.6 57.4 55.8 60.3 46.5 49.3 56.6
TABLE V
COMPARISONS ON HUMAN3.6M UNDER PROTOCOL #1 IN TERMS OF MPJPE (MM). THE UNDERLINED NUMBERS REPRESENT THE BETTER RESULTS
BETWEEN OURS AND THE BASELINE. NOTE THAT THE 2D INPUTS ARE OBTAINED WITH A FINE-TUNED STACKED HOURGLASS 2D POSE DETECTOR FOR
BOTH BASELINES AND OUR SCHEMES. FOR THE WORK PAVLAKOS et al.[35] MARKED BY (*), ADDITIONAL ANNOTATIONS OF THE ORDINAL DEPTH ON
THE 2D HUMAN POSE DATASETS ARE UTILIZED. PAVLAKOS et al.[35] DENOTES THE RESULTS WITHOUT USING ORDINAL DEPTH ANNOTATIONS.
Method Direct. Discuss Eating Greet Phone Photo Pose Purch. Sitting SittingD. Smoke Wait WalkD. Walk WalkT. Avg.
Zhou et al.[32] (CVPR’16) 99.7 95.8 87.9 116.8 108.3 107.3 93.5 95.3 109.1 137.5 106.0 102.2 106.5 110.4 115.2 106.7
Bogo et al.[36] (ECCV’16) 62.0 60.2 67.8 76.5 92.1 77.0 73.0 75.3 100.3 137.3 83.4 77.3 86.8 79.7 87.7 82.3
Nie et al.[29] (ICCV’17) 62.8 69.2 79.6 78.8 80.8 72.5 73.9 96.1 106.9 88.0 86.9 70.7 71.9 76.5 73.2 79.5
Moreno-Noguer[5] (CVPR’17) 66.1 61.7 84.5 73.7 65.2 67.2 60.9 67.3 103.5 74.6 92.6 69.6 71.5 78.0 73.2 74.0
Pavlakos et al.[4] (CVPR’17) – – – – – – – – – – – – – – – 51.9
Fang et al.[7] (AAAI’18) 38.2 41.7 43.7 44.9 48.5 55.3 40.2 38.2 54.5 64.4 47.2 44.3 47.3 36.7 41.7 45.7
Hossain et al.[17] (ECCV’18) 35.7 39.3 44.6 43.0 47.2 54.0 38.3 37.5 51.6 61.3 46.5 41.4 47.3 34.2 39.4 44.1
Pavlakos et al. [35]* (CVPR’18) 34.7 39.8 41.8 38.6 42.5 47.5 38.0 36.6 50.7 56.8 42.6 39.6 43.9 32.1 36.5 41.8
Yang et al.[24] (CVPR’18) 26.9 30.9 36.3 39.9 43.9 47.4 28.8 29.4 36.9 58.4 41.5 30.5 29.5 42.5 32.2 37.7
Martinez et al.[6] (ICCV’17) (Baseline-1) 39.5 43.2 46.4 47.0 51.0 56.0 41.4 40.6 56.5 69.4 49.2 45.0 49.5 38.0 43.1 47.7
Ours (with Baseline-1) 35.8 41.0 42.4 44.1 45.9 50.6 39.5 37.7 52.2 56.6 45.5 41.7 46.6 33.7 38.6 43.4
Hossain et al.[17] (ECCV’18) (Baseline-2) 35.7 39.3 44.6 43.0 47.2 54.0 38.3 37.5 51.6 61.3 46.5 41.4 47.3 34.2 39.4 44.1
Ours (with Baseline-2) 35.9 38.2 42.8 41.9 45.6 51.5 38.1 36.9 50.1 58.1 45.5 39.6 45.2 34.6 39.1 42.8
TABLE VI
COMPARISONS ON HUMAN3.6M UNDER PROTOCOL #2 IN TERMS OF MPJPE (MM) USING PA Joint Error METRIC. NOTE THAT FOR THE WORK
PAVLAKOS et al.[35] MARKED BY (*), ADDITIONAL ANNOTATIONS OF THE ORDINAL DEPTH ON THE 2D HUMAN POSE DATASETS ARE UTILIZED.
Method Direct. Discuss Eating Greet Phone Photo Pose Purch. Sitting SittingD. Smoke Wait WalkD. Walk WalkT. Avg.
Pavlakos et al.[4] (CVPR’17) 79.2 85.2 78.3 89.9 86.3 87.9 75.8 81.8 106.4 137.6 86.2 92.3 72.9 82.3 77.5 88.6
Bie et al.[29] (ICCV’17) 103.9 103.6 101.1 111.0 118.6 105.2 105.1 133.5 150.9 113.5 117.7 108.1 100.3 103.8 104.4 112.1
Zhou et al.[2] (ICCV’17) 61.4 70.7 62.2 76.9 71.0 81.2 67.3 71.6 96.7 126.1 68.1 76.7 63.3 72.1 68.9 75.6
Fang et al.[7] (AAAI’18) 57.5 57.8 81.6 68.8 75.1 85.8 61.6 70.4 95.8 106.9 68.5 70.4 73.8 58.5 59.6 72.8
Martinez et al.[6] (ICCV’17) (Baseline-1) 65.7 68.8 92.6 79.9 84.5 100.4 72.3 88.2 109.5 130.8 76.9 81.4 85.5 69.1 68.2 84.9
Ours (with Baseline-1) 56.4 60.9 69.1 70.0 72.4 84.1 60.3 71.3 82.9 89.0 67.1 70.9 74.0 66.4 65.2 70.8
TABLE VII
COMPARISONS ON HUMAN3.6M UNDER PROTOCOL #3 IN TERMS OF MPJPE (MM). SAMPLES OF THREE CAMERA VIEWS ARE USED FOR TRAINING AND
THOSE OF THE OTHER ONE ARE USED FOR TESTING.
E. Plausibility Analysis
Table III shows the performance improvement of our pro-
posed method for all joints and bones. The columns with
results of Joint Error and PA Joint Error show that for the
joints far away from the root joint (e.g., wrist, elbow), it is
more difficult to estimate, since these joints are more flexible
and have more scattered spatial distributions. Our proposed
method dramatically improves the accuracy of these joints
thanks to the hierarchical correction design, in which the view
transformations reduce the diversity of viewpoints and easy
the refinements. We have the similar observations on the bone
errors (e.g., in terms of Bone Error and Bone Std), where the
bones in four limbs have larger errors.
To evaluate the robustness of our scheme in terms of body
structure preservation, in Table IV, we present the symmetry
evaluation results of Baseline and Ours. The symmetry metric
is defined as the difference between the left and right limb
lengths. The smaller of the difference, the better of the preser-
vation of the body structure. Our method predicts plausible
3D poses with more symmetrical structures.
We show some visualization results on Human3.6M and
MPII in Figure 4. The results show that our method predicts
plausible 3D pose well. We also show our model can correct
some implausible poses thanks to the view invariant correction
and adversarial learning. Figure 5 shows that the baseline
model estimates pose with wrong body structure, while our
model provides much better prediction.
F. Comparison with the State-of-the-arts
We compare our schemes based on the two base networks
with the state-of-the-art approaches on Human3.6M.
8Table V presents the comparisons under Protocol #1. Our
proposed method achieves an MPJPE of 57.1 mm. Com-
pared with the powerful baseline networks [6] as marked by
Baseline-1 and Baseline-2, our schemes achieve about 9%
and 3% improvements and obtains gains even on all the action
classes. For some challenging actions with diverse postures
and viewpoints like sitting down, our method gains about
21% over Baseline-1. These results validate that our proposed
model is very efficient by taking the viewpoint consistency into
account. Based on Baseline-2 [17], our scheme achieves the
best performance (MPJPE 56.5 mm) among the state-of-the-
art approaches except Pavlakos et al.[35]* (CVPR’18), which
uses additional annotations of the ordinal depth on the 2D
human pose datasets. Our performance is superior to that of
Pavlakos et al.[35]* (CVPR’18) (wo/ Ord) when it does not
use these additional annotations. Note that the relative gain
on Baseline-2 is smaller than that on Baseline-1 because the
higher performance of a baseline, the harder to obtain gain
with a smaller improvement space.
Under Protocol #2, as shown in Table VI, our proposed
method performs best for all the action classes, compared
with our baseline model. The improvement is about 9% over
Baseline-1 [6] and 3% over Baseline-2. Our performance is
inferior to that of Yang et al.[24]. One possible reason is that
our base networks take off-line obtained 2D pose to estimate
the 3D pose and lose the opportunity to further exploit the
image information. Our performance is comparable to that of
the other state-of-the-art approaches.
Under Protocol #3, as shown in Table VII, our model im-
proves performance significantly, i.e., by 16%, compared with
Baseline-1 [6], and outperforms the recently published best
results. Our scheme is robust to inputs of unseen viewpoints,
since the initial poses are transformed to consistent views
within the network.
V. CONCLUSIONS
In this paper, we propose a view invariant 3D human pose
estimation framework to advance the state-of-the-art. The VI-
HC subnetwork which transforms the initial 3D poses to
consistent views is designed to efficiently correct the 3D
poses. A view invariant discriminator is introduced to impose
high-level constraints over body configurations to improve
the performance. Experimental results demonstrate that our
proposed framework improves the performance significantly
compared with the powerful baseline methods and is robust to
different baseline methods.
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