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Resumen
Considerando el sistema No lineal.
x˙ = y
y˙ = z
z˙ = −az − by − f(x)
(1)
que tiene un comportamiento oscilatorio, se demuestra en el caso que f(−x) = −f(x), que al reemplazar la
funcio´n f(x) por f(x+B sinωt), y para valores deB y ω suficientemente grande el sistema no tiene movimien-
to oscilatorio de gran amplitud. De hecho todas las soluciones tienden a una vecindad del origen tan pequen˜a
como se quiera.
Para realizar esta demostracio´n se procede de la siguiente manera:
Inicialmente se expresa la funcio´n perturbada en te´rminos de x y B sin(ωt), para proceder a calcular la funcio´n
promedio. Luego se prueba que para h(τ, x) = f(x+B sin τ)−f0(x,B), existe una funcio´n continua H(τ, x, 1ω )
tal que |H(τ, x, 1ω )| ≤ ωη(ω) donde η(ω)→ 0 cuando ω →∞ y realizando la sustitucio´n z = s+ 1ωH(t, x, 1ω ) se
demuestra que el sistema perturbado es equivalente al siguiente sistema
x˙ = y
y˙ = z +
1
ω
H(t, x,
1
ω
)
z˙ = −az − by − f0(x,B)− a− 1
ω
H(t, x, ω)− 1
ω
∂H
∂x
y
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De esta manera se prueba que para ω suficientemente grande, el sistema promediado es una buena aproxima-
cio´n del sistema perturbado. Esto es que toda solucio´n del sistema perturbado esta´ suficientemente cercana a
una solucio´n del sistema promediado.
Igualmente se prueba que existe B0 tal que B > B0, la solucio´n trivial del sistema promediado es asinto´tica-
mente estable para valores de ω suficientemente grandes.
Por u´ltimo se prueba que para B y ω suficientemente grande el sistema perturbado no tiene movimiento osci-
latorio de gran amplitud, es decir, la perturbacio´n ha aniquilado las oscilaciones de gran amplitud.
Palabras claves: Oscilaciones, soluciones perio´dicas, Sistema Perturbado, Funcio´n Promedio, Eliminacio´n de
Oscilaciones, soluciones oscilatorias.
Abstract
Considering the nonlinear system
x˙ = and
y˙ = z
z˙ = −az − by − f(x)
(2)
which it has an oscillatory behavior is demonstrated in the case that f(−x) = −f(x), that by replacing the
f(x) function f(x + B sinωt), and will -lores of B and ω large enough the system is oscillatory motion large
amplitude. In fact all solutions tend to Origin neighborhood so small as you like.
To make this demonstration we proceed as follows:
Initially disturbed function in terms of x is expressed and B sin(ωt), to proceed to calculate the average fun-
ction. Then test for h(τ, x) = f(x + B sin τ) − f0(x,B), There is a continuous function H(τ, x, 1ω ) such that
|H(τ, x, 1ω )| ≤ ωη(ω) where η(ω) → 0 when ω → ∞ and performing substitution z = s + 1ωH(t, x, 1ω ) shows
that the perturbed system is equivalent to the following system
x˙ = and
y˙ = z +
1
ω
H(t, x,
1
ω
)
z˙ = −az − by − F0(x,B)− a− 1
ω
H(t, x, ω)− 1
ω
∂H
∂x
and
Thus it is proved that for ω large enough, the averaging system is a good approximation of the system distur-
bed. This is that any solution of the perturbed system is sufficiently close to a solution of averaging system.
There is also evidence that B0 such that B > B0, the solution trivial averaging system is asymptotically stable
values of ω sufficiently large.
Finally it is proved that for B and ω enough large system has disturbed oscillatory motion large amplitude,
that is, the disturbance has destroyed the large amplitude oscillations.
Keywords: Oscillations, periodic solutions, Disturbed System Average Function Elimination of oscillations,
Oscillatory solutions.
1. Introduccio´n
En este artı´culo investigamos co´mo la introduccio´n de una funcio´n sinusoidal de suficiente amplitud y fre-
cuencia en el sistema
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x˙ = y
y˙ = z
z˙ = −az − by − f(x)
(3)
, elimina las oscilaciones grandes, y deja soluciones perio´dicas de alta frecuencia y amplitud tan pequen˜a co-
mo se quiera. De hecho conseguiremos que todas las soluciones del sistema perturbado tiendan a un entorno
del origen tan pequen˜o como se quiera, a base de aumentar la amplitud y la frecuencia de la perturbacio´n.
los resultados de Boyer[4] muestran, que la introduccio´n de una excitacio´n perio´dica en el sistema, hacı´a que
se mostraran unas soluciones perio´dicas atractoras de gran amplitud, que se preservaban al ir aumentando
la amplitud y frecuencia de esta excitacio´n, hasta que al llegar a valores suficientemente altos de estas, las
soluciones perio´dicas desaparecı´an y todas las soluciones tendı´an al origen. Una explicacio´n posible de este
feno´meno es que el sistema promediado, que definimos ma´s adelante, posee una o´rbita cerrada, atractora, que
es el lı´mite de las o´rbitas que emanan del punto fijo en el origen, formando la superficie asinto´tica inestable
del punto de reposo O. Esta superficie puede continuarse de una manera lisa ma´s alla´ de esta o´rbita perio´dica,
que serı´a u´nica y el atractor global de todas las o´rbitas que no tienden al origen O. Al aumentar la amplitud y
la frecuencia de la perturbacio´n, el sistema promediado experimenta una bifurcacio´n de Hopf en el origen, ge-
nera´ndose una o´rbita perio´dica inestable que va aumentando de amplitud hasta juntarse con la o´rbita estable,
aniquila´ndose ambas y dejando libre la superficie asinto´tica para salir de B. La idea se basa en que para altas
frecuencias de la excitacio´n el sistema perturbado dista tan poco como se quiera del sistema promediado. Des-
afortunadamente no se ha podido determinar con suficiente precisio´n las caracterı´sticas del retrato del sistema
promediado, comenzando porque ni para el sistema sin perturbar no sabemos las caracterı´sticas de unicidad
y estabilidad de la o´rbita perio´dica. Para el sistema promediado somos capaces, sin embargo, de demostrar
la estabilidad asinto´tica global de O para amplitudes y frecuencias suficientemente grandes de la perturba-
cio´n. Esto nos permite asegurar, para estos casos, que todas las o´rbitas del sistema perturbado tienden a una
vecindad de O tan pequen˜a como se quiera. El me´todo utilizado para mostrar la convergencia del sistema
perturbado al promediado esta´ inspirado en el tratamiento que hacen en Asymptotic Methods in the Theory
of Non-Linear Oscillations [3]. Observaremos que al incrementar B lo que se logra es disminuir la derivada de
la funcio´n promediada f0, con lo que para unaB suficientemente grande conseguimos la estabilidad asinto´tica
global para el sistema promediado.
Lo que se prueba al aumentar  es el acercamiento entre los campos vectoriales definidos en R3 por los siste-
mas perturbado y promediado, lo que para  suficientemente pequen˜a implicara´ que las soluciones del sistema
promediado tendera´n a un entorno tan pequen˜o como se quiera de los atractores del sistema promediado.
En particular si el origen es un atractor global del sistema promediado, las soluciones del sistema perturbado
tendera´n a un entorno tan pequen˜o como se quiera del 0.
2. Fundamentos teo´ricos
Se conocen numerosos trabajos acerca de la existencia de soluciones perio´dicas para la ecuacio´n de tercer gra-
do no auto´noma, por ejemplo J. O. Ezeilo [11], [12], [15], [16], [17], Rolf Reissig [36], [37], [38], [39] entre otros;
mientras en el caso auto´nomo encontramos poca investigacio´n sobre este tema: Rauch, L. L. [34], J. O. Ezeilo [9].
En su Tesis Doctoral C. Perello´ [30] demuestra la existencia de una solucio´n perio´dica para (??) cuando a2 > 4b,
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construyendo explı´citamente por me´todos geome´tricos elementales un toro positivamente invariante con las
o´rbitas girando alrededor del agujero.
El artı´culo de Ezeilo [9], On the Existence of Periodic Solutions of a Certain Third Order Differential Equa-
tion. Camb. Philos. 56, 1959, tiene relacio´n con la ecuacio´n diferencial
...
x + ax¨+ bx˙+ h(x) = p(t) (4)
en la cual a y b son constantes, p(t) es una funcio´n perio´dica continua en t con periodo ω. La funcio´n h(x) se
supone continua para todo x. Las hipo´tesis explı´citas en (4) se establecen, en dos casos distintos:
|h(x)| → ∞ cuando |x| → ∞ (5)
|h(x)| ≤M <∞, para todo x, (6)
bajo las cuales toda solucio´n de (4) satisface
|x(t)| ≤ D, |x˙(t)| ≤ D, |x¨(t)| ≤ D (t ≥ t0), (7)
donde t0 depende de una x escogida, y D es una constante dependiendo solamente de a, b, h y p. Estas hipo´te-
sis son en el caso (5),
(I) a > 0, b > 0,
(II) h(x)sgn(x) > 0, |x| ≥ 1,
(III) h′(x) existe y es continua para todo x, y
h′(x) ≤
{
c, ab− c ≡ δ > 0 para |x| ≥ 1
C, ab < C <∞ para |x| ≤ 1,
(IV) |p(t)| ≤ A1, |
∫ t
0
p(τ)dτ | ≤ A1, para todo t;

(H1)
O en el caso (6),
(I) a > 0, b > 0,
(II) h(x)sgn(x) ≥ m > 0, |x| ≥ 1,
(III) |p(t)| ≤ A1, |
∫ t
0
p(τ)dτ | ≤ A1, para todo t.

(H2)
A continuacio´n nos referiremos a (5) y (H1) colectivamente como las hipo´tesis (BH1) y a (6) y (H2) como
las hipo´tesis (BH2). Ezeilo demuestra la existencia de soluciones perio´dicas bajo las hipo´tesis (BH1); mientras
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que en el caso (BH2), no le fue posible construir una superficie en E3 homeomorfa a una 2-esfera unidad, tales
que todas las soluciones (4) la cruzan hacia el interior.
Pero el mismo Ezeilo en el artı´culo [14] A Property of the Phase Space Trajectories of a Third Order Nonli-
near Differential Equations, J. London Math. Soc. 37 (1962), 33-41, prueba el siguiente Teorema:
Teorema. Suponga que a > 0, b > 0 y que
(I) h(0) = 0,
h(x)
x
≥ c > 0 (x 6= 0);
(II) h′(x) existe y es continua y |h′(x)| ≤ C para todo x, donde
ab− C
2
c
> 0,
(III) |p(t)| ≤ A0 <∞ para todo t.
Entonces existe una superficie
∑
en el espacio E3, tal que todas las trayectorias la cruzan hacia el interior.
Aquı´ las hipo´tesis sobre a, b y h implican la estabilidad asinto´tica de 0.
Para nuestro trabajo de investigacio´n nos faltarı´a el caso cuando ab < c, por ello no contamos con un pun-
to de apoyo para lograr nuestro objetivo.
En nuestro caso demostramos la anulacio´n de las soluciones oscilatorias en el sistema perturbado para ω y
B suficientemente grande, para ello primero se realizo´ una parametrizacio´n de la ecuacio´n diferencial y de
esta forma se obtuvo una nueva ecuacio´n diferencial que satisface las condiciones de Routh-Hurwitz de esta-
bilidad y de esta manera se logro´ construir una Superficie Atractora. Adema´s se logro´ probar previamente que
el sistema diferencial perturbado es una buena aproximacio´n del sistema promediado para ω suficientemente
grande. Tambie´n demostramos la anulacio´n de las soluciones oscilatorias en el sistema perturbado para ω y B
suficientemente grande.
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3. Perturbacio´n de la Ecuacio´n
En esta seccio´n se investigo´ el efecto que causa al introducir una perturbacio´n sinusoidal de gran amplitud y
frecuencia, es decir se estudio´ el comportamiento de las soluciones de la ecuacio´n diferencial no lineal de tercer
grado:
d3x
dt3
+ a
d2x
dt2
+ b
dx
dt
+ f(x+B sinωt) = 0 (8)
o el Sistema Perturbado equivalente
x˙ = y
y˙ = z
z˙ = −az − by − f(x+B sinωt)
(9)
para valores de B y ω suficientemente grandes; donde f esta´ definida como en la introduccio´n, es decir f
Lipschitz, no decreciente f(0) = 0, f con derivada continua en 0 y f ′(0) = c > ab. Existe C tal que para
toda x |f(x)| < C y |f(x)||x| < C para 0 < |x| < 1 y f(−x) = −f(x)
3.1. Funcio´n Perturbada
La funcio´n perturbada f(x+B sinωt) se puede visualizar en general por medio de la Figura 1
Figura 1: Funcio´n Perturbada f(x+B sinωt) para |x| ≤ (B + 1)
En el caso particular en que
f(x) =

csign(x) si |x| > 1
cx si |x| ≤ 1
(10)
podemos ser ma´s explı´citos, en lo que sigue supondremos B > 1
1. Si x ≥ (B + 1), entonces x+B sinωt ≥ 1 y ası´ se tiene que f(x+B sinωt) = c
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Figura 2: Funcio´n Perturbada f(x+B sinωt) para |x| ≤ (B + 1)
2. Si x ≤ −(B + 1), entonces se tiene f(x+B sinωt) = −c
3. Si −(B + 1) ≤ x ≤ (B + 1)
f(x+B sinωt) = c(x+B sinωt) 0 ≤ ωt ≤ φ1
f(x+B sinωt) = c φ1 ≤ ωt ≤ pi − φ1
f(x+B sinωt) = c(x+B sinωt) pi − φ1 ≤ ωt ≤ pi + φ2
f(x+B sinωt) = −c pi + φ2 ≤ ωt ≤ 2pi − φ2
f(x+B sinωt) = c(x+B sinωt) 2pi − φ2 ≤ ωt ≤ 2pi
Donde φ1 y −φ2 son los a´ngulos ma´s pro´ximos a 0 en que x+B sin(ωt) vale c y −c respectivamente.
φ1(x) =

arcsin
(1− x
B
)
|1− x| < B
pi
2
1− x ≥ B
−pi
2
1− x ≤ −B
(11)
φ2(x) =

arcsin
(1 + x
B
)
|1 + x| < B
pi
2
1 + x ≥ B
−pi
2
1 + x ≤ −B
(12)
3.2. Funcio´n Promedio
f0(x,B) =
1
2pi
∫ 2pi
0
f(x+B sinωt)d(ωt) (13)
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Es claro que f0(x,B), para B fijado, es creciente y que |f0(x,B)| < C.
Proposicio´n 1. Para toda funcio´n f Lipschitz, no decreciente, acotada, con derivada continua en 0 y f(−x) = −f(x),
se tiene que:
a) f0(x,B) es derivable para todos los valores de x.
b) f0(0, B) = 0
c) f0(x,B) es no decreciente
d) |f0(x,B)| < C.
e) f ′0(x,B)→ 0 cuando B →∞.
f) f ′′0 (0, B) = 0 y es positiva en un intervalo (0, x1) siB es suficientemente grande. Debido a que f ′ tiende a 0 cuando
x tiende a infinito, f0(x,B) tiene algu´n punto de inflexio´n para alguna x > 0.
Demostracio´n. a) Inmediata de la definicio´n.
b) Se sigue inmediatamente de que f es una funcio´n impar.
c) Si x ≤ y entonces f(x + B sin τ) ≤ f(y + B sin τ), luego f0(x,B) ≤ f0(y,B) ası´ que f0(x,B) es no
decreciente.
d) |f0(x,B)| = 1
2pi
∣∣∣∣ ∫ 2pi
0
f(x+B sin τ) dτ
∣∣∣∣ < 12pi
∫ 2pi
0
C dτ = C.
e) Siendo f ′0(x,B) =
1
2pi
∫ 2pi
0
f ′(x+B sin(ωτ) dτ , y sabiendo que f es no decreciente y acotada, resulta que∫∞
−M f
′ → 0 cuando M →∞. Por lo tanto la contribucio´n a la integral de los valores de |x+B sin(ωτ)| >
M tambie´n tienden a 0 cuando B →∞.
Por otro lado, la medida del conjunto de las τ en el intervalo (0, 2pi) para las cuales |x + B sin(ωτ)| < M
tiende a 0. Siendo f ′ acotada en (−M,M), esto implica que f ′0(x,B) tiende a 0 cuando B →∞.
f) Siendo f ′ una funcio´n par, no negativa, y que tiende a cero cuando x tiende a infinito (f ′ existe casi
donde quiera si f es de Lipschitz), resulta que tomando B suficientemente grande podemos lograr que
la contribucio´n a la integral de f ′(x + B sin(ωt)) al incrementar x en un intervalo pequen˜o (0, x1), sea
positiva. Esto se debe a que f ′ es par, y que la contribucio´n negativa de la onda positiva de la senoide es
menor que la contribucio´n positiva de la onda negativa para los mismos valores de f ′ (correspondientes
a valores de x y −x), y esta ganancia no es compensada por la disminucio´n del valor de la integral en
los extremos de la senoide si B es suficientemente grande, ya que al tender f ′ a cero, esta diferencia la
podemos hacer arbitrariamente pequen˜a incrementando B.
Para el caso particular (10), realizando las sustituciones propias de las ecuaciones 11 en la ecuacio´n 13 e inte-
grando se tiene
f0(x,B) =

c sign(x) si |x| ≥ (B + 1)
Ψ(x) si |x| ≤ (B + 1)
(14)
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Donde Ψ(x) =
1
pi
c[x(φ1(x) + φ2(x)) +B(cosφ2(x)− cosφ1(x)) + (φ2(x)− φ1(x))]
De la ecuacio´n 14 por ca´lculos elementales se obtiene
f ′0(x,B) =

0 si |x| ≥ (B + 1)
Ψ′(x) si |x| ≤ (B + 1)
(15)
De las ecuaciones 11 y 12 se tiene que:
φ1(x) + φ2(x) =

0 si |x| ≥ (B + 1)
pi
2
+ arcsin
(1 + x
B
)
si −B − 1 < x < −B + 1
arcsin
(1− x
B
)
+ arcsin
(1 + x
B
)
si −B + 1 < x < B − 1
pi
2
+ arcsin
(1− x
B
)
si B − 1 < x < B + 1
(16)
De la ecuacio´n 16 se tiene:
φ′1(x) + φ
′
2(x) =

0 si |x| ≥ (B + 1)
1√
B2 − (1 + x)2 si −B − 1 < x < −B + 1
− 1√
B2 − (1− x)2 +
1√
B2 − (1 + x)2 si −B + 1 < x < B − 1
− 1√
B2 − (1− x)2 si B − 1 < x < B + 1
(17)
Por lo tanto de (15), (16) y (17) tenemos que:
f ′0(x,B) =
c
pi

0 si |x| ≥ (B + 1)
pi
2
+ arcsin
(1 + x
B
)
si −(B + 1) ≤ x ≤ (−B + 1)
arcsin
(1− x
B
)
+ arcsin
(1 + x
B
)
si (−B + 1) < x < (B − 1)
pi
2
+ arcsin
(1− x
B
)
si B − 1 ≤ x ≤ (B + 1)
(18)
Por lo tanto
f ′0(0, B) =
2c
pi
arcsin(
1
B
) (19)
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Luego la segunda derivada de la funcio´n Promedio viene dada por:
f ′′0 (x,B) =

0 si |x| ≥ (B + 1)
1√
B2 − (1 + x)2 si −(B + 1) ≤ x ≤ (−B + 1)
−1√
B2 − (1− x)2 +
1√
B2 − (1 + x)2 si (−B + 1) < x < (B − 1)
−1√
B2 − (1− x)2 si B − 1 ≤ x ≤ (B + 1)
(20)
La funcio´n promedio f0(x,B) es dada por (ver Figura 3)
Figura 3: Funcio´n Promedio f0(x,B)
Ası´ el Sistema Promediado queda
x˙ = y
y˙ = z
z˙ = −az − by − f0(x,B)
(21)
En la siguiente seccio´n se demuestra que las soluciones del Sistema Perturbado esta´n suficientemente cercanas
a las soluciones del Sistema Promedio para B y ω suficientemente grandes.
4. Aproximacio´n
Esta aproximacio´n nos va a permitir decir cosas sobre el comportamiento del sistema perturbado a partir de las
propiedades del sistema promediado. Efectivamente, si el sistema promediado tiene un atractor A que admite
una funcio´n de Lyapunov, entonces para ω suficientemente grande el sistema promediado tendra´ por atractor
una vecindad tan pequen˜a como se quiera de A. Tal serı´a el caso si el sistema promediado tiene una o´rbita
perio´dica asinto´ticamente estable, entonces las soluciones del sistema perturbado van a entrar todas en una
vecindad tan pequen˜a como queramos de O.
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Sea h(t, x) = −f(x + B sinωt) + f0(x,B), es una funcio´n perio´dica de periodo 2pi
ω
, acotada y promedio ce-
ro.
Sea
H(t, x, ω,B) =
∫ ωt
−∞
exp
[
− 1
ω
(ωt− τ)
]
h(τ, x) dτ (22)
Lema 1. Existe una funcio´n continua η(ω) tal que η(ω)→ 0 cuando ω →∞
entonces
|H(t, x, ω,B)| ≤ ωη(ω) (23)
Finalmente, ∣∣∣ 1
ω
∂H
∂t
− h(t, x)
∣∣∣ ≤ η(ω) (24)
Demostracio´n. Como
h0(x,B) =
1
2pi
∫ 2pi
0
h(τ, x) dτ =
1
2pi
∫ 2pi
0
(
f(x+B sin(ωτ))− f0(x,B)
)
dτ = f0(x,B)− f0(x,B) = 0
entonces existe una funcio´n decreciente ε(T ) donde ε(T )→ 0 cuando T →∞ tal que
∣∣∣T−1 ∫ t+T
t
h(τ, x) dτ
∣∣∣ ≤ ε(T )
H(t, x, ω,B) =
∫ ωt
−∞ exp
[
− 1ω (ωt− τ)
]
h(τ, x) dτ
= − ∫ 0∞ exp [− 1ω τ]h(ωt− τ, x) dτ
=
∑∞
n=0
∫ (n+1)T
nT
exp
[
− τω
]
h(ωt− τ, x) dτ
=
∑∞
n=0 e
−nTω
∫ (n+1)T
nT
exp
[
− 1ω (τ − nT )
]
h(ωt− τ, x) dτ
Luego como h es una funcio´n acotada, existe un M > 0 tal que |h| ≤M∣∣∣H(t, x, ω,B)∣∣∣ ≤ ∑∞n=0 exp [− nωT]| ∫ (n+1)TnT h(ωt− τ, x) dτ |+
+M
∑∞
n=0 exp
[
− nωT
] ∫ (n+1)T
nT
(
1− exp(− 1ω (τ − nT ))
)
dτ
∣∣∣H(t, x, ω,B)∣∣∣ ≤ Tε(T )
1− exp(−Tω )
+MT
Escojamos T en funcio´n de ω tal que ε(T ) = 1− exp(−Tω ). Dado que ε(T )→ 0 cuando T →∞. Es claro que la
solucio´n Tω de la ecuacio´n ε(T ) = 1− exp(−Tω ) satisface
Tω
ω
→ 0 cuando ω →∞
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Sea (M + 1)
Tω
ω
= η(ω)
Por lo tanto ∣∣∣H(t, x, ω,B)∣∣∣ ≤ ωη(ω)
Derivando la funcio´n H(t, x, ω,B) con respecto a t se tiene:
∂H
∂t
= −H + ωh(ωt, x)
Ası´ que
1
ω
∂H
∂t
− h(ωt, x) = − 1
ω
H
Adema´s la relacio´n 24 se sigue de la identidad∣∣∣∣ 1ω ∂∂tH(t, x, ω,B)− h(t, x)
∣∣∣∣ = 1ω
∣∣∣∣H(t, x, ω,B)∣∣∣∣
y 23.
Corolario 1. Existe una funcio´n continua η(ω) tal que η(ω)→ 0 cuando ω →∞
entonces
|∂H(t, x, ω,B)
∂x
| ≤ ωη(ω) (25)
Finalmente,
∣∣∣ 1
ω
∂
(
∂H
∂x
)
∂t
− ∂h(t, x)
∂x
∣∣∣ ≤ η(ω) (26)
Demostracio´n. De la definicio´n de H(x, t, ω,B) se tiene que:
∂H
∂x
=
∫ ωt
−∞
exp
[
− 1
ω
(ωt− τ)
] ∂
∂x
h(τ, x) dτ
Siguiendo los mismos pasos del Lema 1, se tiene el Corolario.
4.1. Equivalencia del Sistema Perturbado
Teorema 1. El Sistema Perturbado es equivalente al Sistema
x˙ = y
y˙ = z +
1
ω
H
(
t, x, ω,B
)
z˙ = −az − by − f0(x,B)− a− 1
ω
H(t, x, ω,B)− 1
ω
∂H
∂x
y
(27)
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Demostracio´n. Sea z = s+
1
ω
H(t, x, ω,B), entonces
z˙ = s˙+
1
ω
(∂H
∂t
+
∂H
∂x
x˙
)
De aquı´ se tiene
−az − by − f(x+B sin(ωt)) = s˙− 1
ω
(
H(t, x, ω,B) +
∂H
∂x
y
)
+ h(ωt, x,B)
Luego reemplazando z en funcio´n de s se tiene:
s˙ = −as− by − f0(x,B)−
[a− 1
ω
H(t, x, ω,B) +
1
ω
∂H
∂x
y
]
Ası´ que
x˙ = y
y˙ = s+
1
ω
H
(
t, x, ω,B
)
s˙ = −as− by − f0(x,B)− a− 1
ω
H(t, x, ω,B)− 1
ω
∂H
∂x
y
Por lo tanto, el Sistema Perturbado es equivalente al Sistema 27.
Teorema 2. El Sistema Perturbado tiende al promediado cuando ω →∞
Demostracio´n. Por el Corolario 1 existe una funcio´n continua η(ω) tal que η(ω)→ 0 cuando ω →∞
entonces
|∂H(t, x, ω,B)
∂x
| ≤ ωη(ω)
Como las soluciones del sistema son acotadas, se tiene que existe un D > 0 tal que |y(ω, t)| < D, por lo tanto
|∂H(t, x, ω,B)
∂x
y| ≤ Dωη(ω)
Ası´ que
l´ım
ω→∞
∂H(t, x, ω,B)
∂x
y = 0.
Por lo tanto (x(t, ω), y(t, ω), z(t, ω)) solucio´n del Sistema 27, entonces
l´ım
ω→∞(x(t, ω), y(t, ω), z(t, ω)) = (x(t), y(t), z(t))
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donde (x(t), y(t), z(t)) es solucio´n del Sistema Promediado
x˙(t) = y(t)
y˙(t) = z(t)
z˙(t) = −az − by − f0(x,B)
5. Existencia y Anulacio´n de Oscilaciones
Durante el desarrollo de este trabajo se noto´ que el sistema 3, con a2 > 4b, admite soluciones oscilatorias de
amplitud finita si f ′(0) > ab, Por otro lado si f ′(x) < ab para cualquier x, el origen es un atractor global. Cuan-
do consideramos el sistema promediado, si f(0) > ab, tendremos de la Proposicio´n 5.1 que f ′0(0, B) tendera´ a 0
de manera continua cuando B tiende a∞. En particular llegara´ un momento en que f ′0(0, B) = ab. Tendremos
que al crecer B se producira´ una bifurcacio´n de Hopf, es decir, el origen se volvera´ estable y de e´l emanara´ una
o´rbita perio´dica inestable. Para B au´n mayor tendremos que f0(x,B) < ab para toda x, por lo tanto el origen
es globalmente asinto´ticamente estable.
Lema 2. Sea x˙ = X(x) un sistema de ecuaciones diferenciales en Rn, con X diferenciable. Si el origen O es un atractor
global, entonces existe una funcio´n de Lyapunov V definida en Rn tal que V (0) = 0, V (x) → ∞ cuando |x| → ∞ y
V˙ =
(
X, gradV
)
< 0 excepto para x = 0.
Una demostracio´n se encuentra en Jack Hale [21].
Teorema 3. Dado  > 0, existen B0 y ω0 tales que si B > B0 y ω > ω0, todas las soluciones del sistema perturbado 5.2
entran en un entorno de radio  de O y permanecen en e´l al crecer el tiempo t.
Este teorema implica que en estas condiciones el sistema perturbado ya no tiene oscilaciones de gran amplitud.
Aunque la perturbacio´n induce movimiento oscilatorio de frecuencia ω, estas oscilaciones esta´n contenidas en
un entorno de radio δ de origen O si B y ω se toman suficientemente grandes.
Para la demostracio´n del teorema, requeriremos el uso de un teorema inverso de Lyapunov que damos en
la forma de Lema 2.
Demostracio´n. Consideremos el campo vectorial Y (x, t, ω) en R3 definido por el sistema perturbado. Del Teo-
rema 2, tenemos que Y (x, t, ω) tiende a X(x) uniformemente en (x, t) en todo acotado.
Tenemos que
V˙Y =
(
Y, gradV
)
=
(
X, gradV
)
+
(
Y −X, gradV
)
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Esto sera´ negativo para x > δ y para todo t, si |x− y| < (δ), de manera que
(δ) ma´x
δ<|x|<M
|gradV | < mı´n
δ<|x|<M
|V˙X
Aquı´ M representa el radio de la esfera que nos garantiza que todas las soluciones de X y de Y entran en
ella.
6. Conclusio´n
En este artı´culo se considera un sistema de ecuaciones diferenciales No lineal que tiene un comportamiento
oscilatorio, se demuestra en el caso que f(−x) = −f(x), que al reemplazar la funcio´n f(x) por f(x+B sinωt),
y para valores de B y ω suficientemente grande el sistema no tiene movimiento oscilatorio de gran amplitud y
que todas las soluciones tienden a una vecindad del origen tan pequen˜a como se quiera.
Para ello,Inicialmente se expreso´ la funcio´n perturbada en te´rminos de x y B sin(ωt), y se calculo´ la funcio´n
promedio. Luego se probo´ que para h(τ, x) = f(x+B sin τ)− f0(x,B), existe una funcio´n continua H(τ, x, 1ω )
tal que |H(τ, x, 1ω )| ≤ ωη(ω) donde η(ω)→ 0 cuando ω →∞ y realizando la sustitucio´n z = s+ 1ωH(t, x, 1ω ) se
demuestra que el sistema perturbado es equivalente al siguiente sistema
x˙ = y
y˙ = z +
1
ω
H(t, x,
1
ω
)
z˙ = −az − by − f0(x,B)− a− 1
ω
H(t, x, ω)− 1
ω
∂H
∂x
y
De esta manera se prueba que para ω suficientemente grande, el sistema promediado es una buena aproxima-
cio´n del sistema perturbado.
Igualmente se prueba que existe B0 tal que B > B0, la solucio´n trivial del sistema promediado es asinto´tica-
mente estable para valores de ω suficientemente grandes y que para B y ω suficientemente grande el sistema
perturbado no tiene movimiento oscilatorio de gran amplitud.
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