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Abstract 
Our research extends the bit-sliced signature organization by introducing a partial evaluation approach for queries. The 
partial evaluation approach minimizes the response time by using a subset of the on-bits of the query signature. A new 
signature file optimization method, Partially evaluated Bit-Sliced Signature File (P-BSSF), for multi-term query environ- 
ments using the partial evaluation approach is introduced. The analysis shows that, with 14% increase in space overhead, 
P-BSSF provides a query processing time improvement of more than 85% for multi-term query environments with respect o 
the best performance of the bit-sliced signature file (BSSF) method. Under the sequentiality assumption of disk blocks, 
P-BSSF provides a desirable response time of 1 second for a database size of one million records with a 28% space 
overhead. Due to partial evaluation, the desirable response time is guaranteed for queries with several terms. 
Keywords: Information retrieval; Signature files 
1. Introduction 
Signature files provide a space efficient fast search 
structure by searching the record signatures instead 
of searching the actual records. For simplicity, an 
instance of any kind of data will be referred to as a 
record in the rest of this paper. A record signature 
is a bit string reflecting the essence of the record 
attributes. Insertions and updates in signature files 
require less time compared to inverted files [5]. 
In signature files, each term (record attribute) is 
hashed into a bit string of length F with S bits set to 
1 (on-bit) which is called a term signature [1,8,9]. 
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Record signatures are generally obtained by superim- 
posing, i.e., bitwise ORing, the term signatures oc- 
curring in the record. In superimposed signatures 
F z=- S. These record signatures are stored in a sepa- 
rate file, called the signarure$le. 
The query evaluation with signature files is con- 
ducted in two phases. In the first phase, the signature 
file is used for eliminating the irrelevant records. In 
this phase, first the signatures of the terms occurring 
in the query are superimposed to obtain the query 
signature, and then, this query signature is compared 
with the record signatures. The records whose signa- 
tures contain at least one 0 in the positions of the 1s 
in the query signature are eliminated, i.e., they are 
irrelevant to the query. Due to the hashing operation 
used to obtain term signatures and superimposition, 
the result of the first phase may contain false drops: 
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the record signature satisfies the query although the 
actual record does not. Therefore, in the second 
phase possible false drops are resolved by accessing 
the actual records. 
Several signature file organization methods have 
been proposed to obtain fast response time [l]. Stor- 
ing a signature file in column-wise order is called 
bit-sliced signature file (BSSF) method [8]. The BSSF 
method requires retrieval of the bit slices correspond- 
ing to the 1s of the query signature. Consequently, 
most of the bit slices are eliminated for queries with 
a few bits set to 1 (on-bit) in their signatures [8]. 
This may provide further speedup in query evalua- 
tion while introducing extra processing time for in- 
sertion and updates. We will use response time, the 
time required to process the signature file, and to 
find the first qualified record during the false drop 
elimination, as a performance measure as used in [5]. 
We repeat the formulas to compute the number of 
on-bits in the query signature (query weight) and the 
expected number of false drops given in [8]. The 
false drop probability (f&,~o,,) for a r term query is 
computed as follows, 
fdWQ,, = (1 - (1 - S/F)D)W(Q)f, (1) 
W(Q),=F.(l -(1 -S/F)‘), (2) 
where D is the average number of terms per record 
and W(Q), is the query weight of a I term query [8]. 
S and F are design parameters. Previous works show 
that the false drop probability becomes minimum 
when the optimal@ condition is satisfied, i.e., half 
of the bits in a record signature are on-bits [2,8]. The 
expected number of false drops after processing 
W(Q), bit slices, FDwCQj,, is proportional to the 
number of records in the database (N) and computed 
as follows, 
FDW(Q), = N -fdW(Q); (3) 
In BSSF, especially for multi-term queries, the time 
required to complete the first phase of the query 
evaluation increases as the query weight in- 
creases [8]. 
There are previous proposals to improve the per- 
formance of BSSF. Sacks-Davis et al. [9] proposed 
using S bit slices in the first phase of the query 
evaluation of a multi-term query without providing a 
formal stopping condition. Lin and Faloutsos pro- 
posed adjusting the value of S for a specific number 
of query terms, t, such that the response time is 
minimized [5,6]. However, in a multi-term query 
environment, queries containing less than t terms 
will obtain many false drops. Also, since no stopping 
condition was defined, the queries with more than f 
terms will unnecessarily process many bit slices. 
Panagopoulos and Faloutsos defined a partial fetch 
policy with spooling the bit slices on a parallel 
machine architecture [7]. Ishikawa et al. [3] tried to 
find the optimum S value experimentally by measur- 
ing the response time for changing S values for a 
specific database instance. 
We propose a new signature file optimization 
method, Partially evaluated Bit-Sliced Signature File 
(P-BSSF), which combines optimal selection of S 
with a partial evaluation strategy in a multi-term 
query environment. The partial evaluation strategy 
uses a subset of the on-bits of a query signature and 
oversees the equal contribution of each query term to 
the query evaluation process until it reaches the 
stopping condition. During selection of the optimal S 
value, we consider the submission probabilities of 
the queries with various numbers of terms. 
2. Partial evaluation of queries in BSSF: P-BSSF 
Our objective is to obtain the minimum response 
time in a multi-term query environment. Therefore, 
we derive the query response time estimation formu- 
las first. The response time, RT(i), can be written as 
a function of i, the number of bit slices used in the 
first phase for a t term query, as follows, 
RT( i) = i . qlice + FDi . Tresolue 
whereO<igW(Q),, (4) 
where TsriCe is the time required to process a bit slice 
and Tresolve is the time required to resolve a false 
drop. In the BSSF method i equals W(Q),. 
To process a bit slice, the bit slice must be read 
and ANDed with the result of the processed bit 
slices. By assuming two bit slices will be stored in 
main memory, Tslice is computed as follows, 
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where Bsize and Wsizr are the size of a disk block 
and the size of a memory word in bytes, respectively 
and [ 1 indicates the ceiling function. Tbitoy is the 
time required to perform a bitwise AND operation 
between two memory words and store the result in 
one of the words. Read(b) incorporates the sequen- 
tiality probability, SP, to the estimation of the time 
required to read b logically consecutive disk blocks. 
SP is the probability of reading the next logically 
consecutive disk block without a seek operation. 
Reud(b)=(l+(b-l).(l-SP))-TV:,,,, 
+b.Tread, (6) 
where TsCek and Tread are average times required to 
position the disk head to the block to be accessed 
and to transfer a disk block to memory, respectively. 
The first disk block of each request always requires a 
seek operation. 
To check a record, the record pointer is obtained, 
the record is read, and the record is scanned to test 
whether it matches the query. The false drop resolu- 
tion time for one record, Tresoluer is computed as 
follows, 
+ Reud( RB) + T,,.,, , (7) 
where T,,,, is the time required to compare a record 
with the query and RB is the average number of disk 
blocks that must be accessed to read a record. In the 
above equation obtaining the record pointer can be 
explained as follows. PB record pointers, each occu- 
pying Psi_ bytes, are read into a buffer of PB . P.size 
bytes long at the database initialization stage. Since 
this is a one time cost, it is excluded from the cost 
calculations. The probability of finding a requested 
record pointer in the buffer is approximately equal to 
PB/N. For the databases with fixed length records 
or when all record pointers are stored in main mem- 
ory, PB must be equal to N, i.e., the cost of finding 
the record pointers is zero. 
To estimate the false drop probability in partial 
evaluation of the first phase, we use the on-bit 
density (op) which is the probability of a particular 
bit of a bit slice being an on-bit [4]. Total number of 
on-bits in a signature file is N. F. (1 - (1 - S/FjD). 
Since there are N. F bits in the signature file, by 
assuming the on-bits are uniformly distributed in a 
record signature and there are no interdependency 
among the records and among the terms, the on-bit 
density becomes 
op= 1 -(l-S/F)? (8) 
For partial evaluation we will use op’ instead of fdi 
provided that 0 < i < W(Q), [4]. 
To find the i value, the number of bit slices used 
in the first phase for a c term query, for the mini- 
mum response time for given S, F, D, and N 
values, we replace FD, with N. op’ in Eq. (4) and 
we take the derivative of RT(i) with respect to ‘i. 
The result is: 
dRT( i) 
- = Ty,ice + N. Trfsolue . op’ . In op. 
di 
(9) 
To find the optimum number of evaluation steps, i, 
we let Eq. (9) equal 0 and solve it for i. 
i = In ( T/ice N . Lsol”e . ( _ln op) An OP. I (10) 
If reaching the stopping condition requires more 
on-bits than the query signature contains, i.e., i > 
W(Q),, i is taken as W(Q),. The on-bits used in the 
query evaluation are selected from the query terms 
using a round robin approach (the first on-bit comes 
from the first query term, the second on-bit comes 
from the second query term, and so on>. This ensures 
that each query term contributes to the query evalua- 
tion. 
To find an intuitive explanation of the stopping 
condition, we substitute In op z op - 1 * in Eq. (9) 
and we obtain 
q/ice = N. OP’ . ( 1 - OP) . Treso,ue* (1’) 
In Eq. (111, N. opi. (1 - op) gives the expected 
number of false drops which will be eliminated if we 
process the (i + 1)st bit slice after processing i bit 
slices. At the stopping step the time required to 
process a bit slice becomes greater than or equal to 
the time required to resolve these false drops by 
accessing the actual records. 
’ Since 0 < op < 0.5 holds, by taking k = op - 1 we can apply 
the linear approximation In( k + I) ‘- k. 
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3. Minimizing the response time in P-BSSF 
The stopping condition may leave unused on-bits 
in. the query signatures. For such configurations de- 
creasing the S value while keeping the F value 
unchanged ecreases the on-bit density. Each step 
eliminates more false drops with lower on-bit den- 
sity. Consequently, the stopping condition is satisfied 
by processing less bit slices and the response time 
decreases. On the other hand, the reduced S value 
must provide enough on-bits in the query signatures 
to reach the stopping condition. 
Optimizing the signature file parameters accord- 
ing to a specific number of query terms may give 
poor performance in a multi-term query environ- 
ment. Therefore, the submission probabilities of 
queries with varying number of terms must be con- 
sidered in the optimization of signature file parame- 
ters. The expected response time in a multi-term 
query environment can be computed as follows, 
4nax 
TR= C p,.RT(S, f), (12) 
,= I 
where P, is the probability of submission of a t term 
query, and tmax is the maximum number of terms 
that can be used in a query. RT(S, ?) is the expected 
response time of a t term query expressed as a 
function of S and t as follows, 
+ infinity 
for News = 1 to IF. In 2/D] do 
NewResponseTime + Compute total query evalua- 
tion time with Eq. (12) using News 
if NewResponseTime < MinimumResponseTime 
then 
S + News 
MinimumResponseTime + NewResponseTime 
endif 
end for 
Fig. 1. Algorithm to find the optimum S value. 
where i is computed with Eq. (10) and 0 < i 
< F . (1 - (1 - S/F)‘) holds. 
The derivative of RT(S, r) with respect o S is 
very complicated. Since S must be an integer be- 
tween 1 and F. In 2/D (upper bound corresponds to 
the S value which satisfies the optimality condition), 
the domain of S is finite and very small (note that 
S +Z F). Therefore, the optimum value of S that 
gives the minimum TR can be found with a linear 
search for given F, D, and N values as illustrated in 
Fig. 1. 
4. Experimental results 
To estimate the performance of P-BSSF a simula- 
tion environment is designed. The aim of the experi- 
ments is to analyze the change in the performance of 
the proposed method as the values of important input 
parameters change. Data record statistics are ob- 
tained by inspecting the MARC records of Bilkent 
University Library collection. MARC records are 
widely used to store and distribute the bibliographic 
information about various types of materials uch as 
books, films, slides, videotapes, etc. A 33 MHz, 486 
DX personal computer with a hard disk of 360 MB 
running under DOS is used to test the performance 
of the proposed method. We prefer to use the DOS 
environment since it provides exclusive control of all 
resources. Also, controlling the sequentiality proba- 
bility is easy in the DOS environment. The values of 
the variables are determined experimentally and they 
are given in Table 1 (the UNIX case is used later). 
As an aside we also provide the total number of 
distinct terms of the database and it is 166,216. 
To compare the performance of P-BSSF and BSSF 
in multi-term query environments, three different 
query cases are considered: Uniform Distribution 
CUD), Low Weight (LW), and High Weight (HW) 
queries. P, (1 G r Q 5) values for these distributions 
are given in Table 2. 
Expected response time values of the query cases 
obtained by simulation runs for changing F values 
are plotted in Fig. 2 for SP = 1. The (percentage) 
space overhead for a given F value is defined as 
100 . F/(8 .613) where the average record length of 
the test database is 613 bytes. In P-BSSF, the differ- 
ence among the response times of the LW, UD, and 
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Table I 
Parameter values for the simulation runs and experiments (UNIX values, if different) 
t nlax 
B5i-c 
D‘ 
N 
p,,;, 
PB 
RB 
Tbirup 
T rper, 
7;,,,,, 
TM 
WS,,, 
=.5 
= 8192 
= 25.7 
= 152.850 
= 4 
= 2048 
=I 
= 0.98 
= 5.17 
= 4.5 
= 30 
=4 
(0.5) 
(2.5) 
(2.7) 
(17) 
maximum number of terms in a query 
size of a disk block (bytes) 
average number of terms in a record 
number of records 
size of a record pointer (bytes) 
number of record pointers in the record pointer buffer 
average number of disk block accesses to retrieve a record 
time required to perform bit operations between two memory words (microseconds) 
time required to read a disk block (milliseconds, ms) 
average time required to match a record with query (ms) 
time required to position the read head of disk (ms) 
size of a memory word (bytes) 
HW query cases become insignificant for space 
overheads greater than 16%. Therefore, we include 
only the UD query case in Fig. 2. 
In BSSF, S increases for increasing F since S is 
adjusted to satisfy the optimality condition for each 
F value. At lower space overheads, the query signa- 
ture contains insufficient on-bits which produces 
many false drops. Since the weight of the query 
signature increases for increasing F value, the re- 
sponse time decreases rapidly until the expected 
number of false drops is reduced to an optimum 
value. Increasing the F value after reaching the 
optimum point just increases the response time due 
to processing additional bit slices without eliminat- 
ing any false drops. Therefore, there is an optimum 
space overhead for each N value that provides mini- 
mum response time for BSSF. For smaller N values 
or higher t values minimum response time is ob- 
tained at lower space overheads. 
In P-BSSF, S is adjusted for each F value to 
obtain minimum response time. At lower space over- 
heads, the weights of the queries are insufficient to 
reduce the expected number of false drops to the 
optimum value. Therefore, both methods produce 
similar results until sufficient on-bits are obtained in 
the query signatures. For P-BSSF, unlike the BSSF 
Table 2 
P, Values for LW, UD, and HW query cases 
Query case pi p2 p3 p4 ps 
Low Weight (LW) 0.30 0.25 0.20 0.15 0.10 
Uniform Distribution&ID) 0.20 0.20 0.20 0.20 0.20 
High Weight (HWI 0.10 0.15 0.20 0.25 0.30 
method, increasing the signature size after obtaining 
sufficient on-bits in the query signature reduces op, 
that causes a decrease in the response time. For 
N= 106, SP= 1, and F= 1400 the LW, UD, and 
HW query cases obtain expected response times of 
1.02, 1.00, and 0.97 seconds, respectively. 
Higher numbers of query terms provide more 
on-bits in the query signature. Therefore, for P-BSSF, 
S can take smaller values that provide lower op 
values. Consequently, the stopping condition is 
reached by processing fewer numbers of bit slices 
and the response time of P-BSSF decreases for in- 
creasing number of query terms. This property makes 
P-BSSF a promising method for the applications 
with high number of query terms, such as image 
databases [lo]. 
Since the response time of BSSF increases for the 
F values greater than the optimum space overhead, 
the space overhead must be fixed at the optimum F 
value. We can compute the performance improve- 
ment of P-BSSF over BSSF with respect to addi- 
tional space overhead incurred by selecting a higher 
F value for P-BSSF. For example, P-BSSF provides 
a query processing time improvement of 85% over 
the BSSF method with a 14% increase in the space 
overhead with respect to BSSF for the UD query 
case. 
The simulation runs for various SP values show 
that similar performance improvements are achieved 
for smaller SP values while the response times of 
both methods increase for decreasing SP value. 
We measure the response time of the proposed 
method with real data used to obtain data record 
statistics by using zero hit queries which is the worst 
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200 400 600 800 1000 I200 I400 1600 1800 (F) Signature Size (in bits) 
8% 16% 24% 32% Space Overhead 
Fig. 2. Expected response time versus F in a multi-term query environment (SP = I). 
case. To find the first relevant record, all false drops 
must be eliminated for zero hit queries since there 
are no relevant record. To smooth the differences 
among the results of queries, a query set containing 
1000 zero hit queries is generated randomly by 
considering the occurrence probabilities of number 
of query terms (P,> for each query case. 
The expected and measured response time values 
are plotted in Fig. 3. Since the expected response 
times of the query cases are very close, we give only 
the HW case which obtains the lowest response 
times. 
The number of terms in the records of the test 
database varies. The largest record contains 166 
terms and there are 178 records containing more than 
99 terms. Although the observed and the estimated 
average on-bit density values are very close, signa- 
tures of large records have very high on-bit densities 
for small F values. These large records cause an 
increase in the observed number of false drops. 
Consequently, the observed response time is higher 
than the expected response time. For larger F values 
the on-bit densities of these large records are smaller, 
hence the difference between expected and observed 
response time values decreases considerably. 
The experiments show that obtaining a response 
time around 0.5 seconds is possible for the test 
database containing 152,850 MARC records with a 
space overhead between 24% and 32% by using a 
personal computer. We repeated the same experi- 
ments in the UNIX environment by using a Spare 
Server Model 10-5 1 (see Table 1). About 55 other 
users were running SQL processes using the library 
collection database of Bilkent University during the 
experiments. We obtained very promising response 
times in such a multi-user environment where the 
value of SP can be considered as zero. For example, 
for F = 1400 which corresponds a 28% space over- 
head, the LW, UD, and HW query cases obtain the 
response times of 0.62, 0.46, and 0.41 seconds, 
respectively. (All UNIX numbers are obtained using 
the “elapsed time” feature of the system.) 
1000 1200 1400 1600 1800 (F) Signature Size (in bits) 
20% 24% 28% 32% 36% Space Overhead 
Fig. 3. Expected and measured response time versus F (SP = 1, N = 152,850). 
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5. Conclusion 
Optimizing the signature file for a fixed number 
of query terms may give undesirable results for other 
queries containing different number of terms. In this 
study the response time is optimized by considering 
multi-term queries along with the probability of sub- 
mission of such queries applying a partial evaluation 
approach. Depending on the database and query 
statistics’ parameters, simulation results show that 
the proposed signature generation method may pro- 
vide up to 85% performance improvement over the 
Bit-Sliced Signature File method. 
The contributions of this paper are: A stopping 
condition is defined for the partial evaluation of the 
queries for bit-sliced signature storage model. Vari- 
able numbers of query terms are considered in the 
minimization of the response time with the relax- 
ation of the optimality condition. 
Our current research involves the comparison of 
the proposed method with other signature file organi- 
zation methods. Also, for the databases with varying 
record lengths, using actual numbers of terms of the 
records in the optimization of the signature file 
parameters instead of using average number of terms 
is being investigated. 
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