This paper assesses the performance of common estimators adjusting for differences in covariates, such as matching and regression, when faced with so-called common support problems. It also shows how different procedures suggested in the literature affect the properties of such estimators. Based on an Empirical Monte Carlo simulation design, a lack of common support is found to increase the root mean squared error (RMSE) of all investigated parametric and semiparametric estimators. Dropping observations that are off support usually improves their performance, although the magnitude of the improvement depends on the particular method used.
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It is a common task in applied econometrics to compare moments or distributions of random variables of two subsamples that are free of differences due to some observed variables. One example that received much attention in the recent applied literature is the evaluation of active labour market programmes (ALMP) based on very informative and large administrative data (see the meta study by Card, Kluve, and Weber, 2010 , for a comprehensive summary of this literature). Usually, the main goal in this literature is to compare expected future reemployment and earnings ('outcomes') of participants in a programme ('treatment') with non-participants.
In many cases, identification is based on a selection-on-observable identification strategy exploiting the rich data available (e.g., see Imbens, 2004 , for an overview).
Essentially, all estimation procedures used in this context are based on predicting average outcomes in one treatment state (e.g., for non-participants who are called 'non-treated' from now on) based on the distribution of exogenous variables in the other treatment state (e.g., the programme participants who are called 'treated' from now on). Apparently, in this example, if the values of the characteristics observed for the treated are not observable among the non-treated, the mean outcome for the non-treated who would have such characteristics cannot be estimated without strong assumptions. These assumptions allow some extrapolation for such values of characteristics. This is the so-called no common support problem. A related (finite sample) problem appears when there are only a few observations in some relevant part of the covariate space in the particular sample at hand. This is called the thin common support problem. Such areas of no or thin support may increase biases and variances of estimators (e.g., Kahn and Tamer, 2010, Crump, Hotz, Imbens, and Mitnik, 2009) . Surprisingly, and different from other aspects of treatment effect models, these issues have received little attention in the literature.
Here, we investigate the impact of these problems on commonly used estimators, and analyse procedures proposed to address it. Similar to Huber, Lechner, and Wunsch (2013) , we do this 2 in the context of a large-scale active labour market policy evaluation and use Empirical Monte Carlo methods. One of the contributions of this paper is to show that common support problems as well as the 'remedies' chosen matter for the results obtained (see also Busso, DiNardo, and McCrary, 2014a , Dehejia and Wahba, 1999 , Smith and Todd, 2005 . When there are support problems, they are addressed in different ways in applied studies. The most convenient way is to ignore the problem and take as given the way the specific estimators (as implemented in the software used) deal with it. If support problems are explicitly addressed, then one possibility is to change the population for which the effects are estimated to the one for which the distributions of characteristics overlap. This matters if the effects are heterogeneous.
Alternatively, one may use a parametric model to predict mean outcomes in no-support regions.
A third alternative is to give up point-identification and confine oneself to a set-identified parameter (e.g., Lechner, 2008) .
We stick to the more popular point-identified case and analyse several practical adjustment procedures proposed in the literature. For example, Rosenbaum and Rubin (1983) suggest dropping treated observations for which there are no non-treated observations with the same covariate values. However, this procedure may lead to drastic reductions in sample size if the covariate space is large or if there are (almost) continuous covariates. Thus, most procedures used in practice, and analysed in this paper, focus directly on the propensity score, i.e. the conditional probability of treatment given the values of the covariates.
There are also suggestions to address simultaneously problems of common support as well as (too) important non-treated observations. These issues are related because in regions of thin support, the predictions are based on only few observations. This potentially leads to finitesample bias and increased variance. Therefore, Imbens (2004) and Huber, Lechner, and Wunsch (2013) develop ways to address this issue, which appear to be effective in the simulation study conducted by the latter authors. Finally, Crump, Hotz, Imbens, and Mitnik (2009) suggest 3 explicitly focussing the estimation on a subsample of the data with 'strong common support' to maximise the precision of the estimators.
Recently, Busso, DiNardo, and McCrary (2014a) investigated some of those procedures. They find that some of the approaches (i.e., those by Crump, Hotz, Imbens, and Mitnik, 2009 , Dehejia and Wahba, 1999 , Ho, Imai, King, and Stuart, 2007 , and Smith and Todd, 2005 , to be explained in detail below) have the potential to reduce the bias and partly increase the efficiency of the estimators. However, their simulation study is based on rather artificial distributional assumptions, which are unlikely to be observed in reality.
To address the issue of using a realistic design in a simulation study, recently, Lechner and Wunsch (2013) , and Huber, Lechner, and Wunsch (2013) advocated using what they call an Empirical Monte Carlo Study (EMCS). The main idea is to use a large data set, which is similar to the data typically used in relevant applied work. In this large data set, considered to be the 'population' in the simulation exercise, a propensity score is estimated. Then, random samples are drawn from the subpopulation of the non-treated. For this group, the effect of treatment is known to be zero. Next, the estimated propensity score is used to assign a (pseudo-) treatment status to these non-treated. Such a procedure reflects the same selectivity observed in the population while insuring that the true effect is known (and zero) and does not require a priori specifying the joint distribution (or conditional moments) of outcomes, confounders, and treatment. 2 Our results suggest that dropping observations that are off support improves the performance of many estimators, mainly by increasing their precision. For matching estimators, this im-2 There are alternatives in the literature that share the goal of making simulation studies more relevant but do not share this feature. For example, Abadie and Imbens (2011) and Busso, DiNardo, and McCrary (2014b) propose to apply more structural empirical simulation designs. The dependence structures between the control, treatment and outcome variables are estimated with real data. Afterwards, the treatment and outcome variables are simulated using the distribution of control variables from real data and the coefficients estimated in the first step. This approach has the advantage that the size of the treatment effect can be restricted, but it requires assumptions about the distribution of the 'error terms'. 4 provement can exceed 20 standard deviations in some specifications. Even for parametric estimators, the performance improvements may be non-trivial and worth pursuing. The procedures of Dehejia and Wahba (1999) , Grzybowski et al. (2003) , and Vincent et al. (2002) appear to improve the performance of different estimators in (almost) all specifications. We suggest dropping treated observations with propensity score values above a specific threshold. Our findings suggest specifying the cut-off value at the maximum or the 99%-quantile of the propensity score in the non-treated subpopulation. This procedure might be combined with an adjustment among the non-treated. Non-treated observations with a high importance (in the matching) should be dropped in the first place. Afterwards, treated observations with propensity score values above a threshold are dropped, with the threshold value being specified in the remaining non-treated sample (two-step procedure suggested by Huber, Lechner, and Wunsch, 2013) .
The remainder of this study is organized as follows. In the next section, we introduce the econometrics framework. The underlying data and the simulation design are presented in Section 3.
The results are presented in Section 4, and conclusions are drawn in Section 5. Furthermore, we provide a discussion about the detection of support problems and possibly remedies in Online Appendix A. Some details of the data, the simulation procedures, and supplementary results are provided in Online Appendices B-H.
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Parameter of interest
Consider a setup with a binary treatment D, d ∈ {0,1} (e.g., participation in a program) and an outcome variable Y (e.g., post-programme employment or earnings). X is a K-dimensional vector of covariates with support ⊂ ℝ . 3 The goal of the empirical analysis is to obtain mean comparisons of the outcome variable in the subsamples defined by D that are free of any differences due to the covariates X. If the covariate space is sufficiently rich, such a comparison will uncover parameters that have a causal interpretation, e.g., the average treatment effect on the treated (ATET, for details, see Imbens, 2004 , or Rubin, 1974 . More specifically, the focus is on the following estimand:
In analogy to this definition, one can define similar parameters for other subpopulations as well.
Here, for simplicity, the focus is only on γ, because (i) this parameter is of interest in most evaluation studies, and (ii) because support problems appearing for most other parameters can be addressed in a symmetric way.
Assume that an i.i.d. sample of size N is available containing measurements of yi, di, and xi.
Thus, under usual regularity conditions, can be non-parametrically identified. However, when the dimension of X is high, the so-called curse of dimensionality makes reliable non-parametric estimation difficult to impossible. In this case, the balancing score property introduced by Rosenbaum and Rubin (1983) obtains practical relevance. It implies the following equality, which also holds in all subpopulations defined by X:
3 We use the convention that capital letters denote random variables, while small letters denote particular values. If small letters are subscripted with i, such values are observed in a random sample.
p(x) = P(D=1|X=x) denotes the propensity score. In most applications, the propensity score is approximated by a parametric model so that the resulting non-parametric estimation problem becomes essentially one-dimensional.
The common support assumption
Implicitly, the estimand defined above requires that for every unit with d=1, there should be a unit with the same (or a similar) value of p(x) among the group of units with d=0. Let 
Common support assumption (CS)
This assumption is automatically satisfied in the population when ( ) < 1. However, even if this assumption holds in the population, the actual sample available may still be plagued by a lack of overlap. A comprehensive summary of different ways to detect support problems as well as a description of possible identification and estimation approaches in the presence of support problems is in Online Appendix A.
Balance of propensity score distributions
Even if the common support assumption is satisfied, an imbalance in the sample propensity score distributions could still lead to regions with only few (or none) treated or non-treated 7 observations. Imbens (2004) 
Estimation
We assess the impact of support problems and their remedies on three different classes of estimators. In the following, we give a brief overview of the applied estimators. The details of the implementation can be found in Section C.4 of Online Appendix C.
The first class consists of parametric regressions. We use ordinary least squares (OLS) regressions for continuous and discrete non-binary outcome variables. For binary outcome variables, we specify parametric probit models. These estimators also 'work' without common support.
However, since parametric models are only approximations of the true model, one may suspect that their out-of-support predictions might be particularly unreliable.
The second class of estimators considered is based on inverse probability weighting (IPW) using the propensity score. The estimated propensity score is obtained from a parametric probit model. Therefore, the common support assumption is, again, not required for this estimator either. However, as before, the results outside the common support depend on the correct specification of the parametric model for the propensity score.
The third class of estimators considered are propensity score matching estimators. In particular,
we investigate the popular modified and bias adjusted propensity score radius-matching estimator suggested by Lechner, Miquel, and Wunsch (2011) .
3 Empirical Monte Carlo study Empirical Monte Carlo study
The analysis of the common support issues is based on an Empirical Monte Carlo Study (EMCS), as suggested by Huber, Lechner, and Wunsch (2013) and Lechner and Wunsch (2013) . It combines the advantages of a 'classical' Monte Carlo study with the advantages of using real data. The idea is to use a large data set, which is similar to data in the respective field of study. To obtain appropriate random samples for the Monte Carlo study, the first step consists of estimating the propensity score in the full data. This estimated model will reflect the 'true'
selectivity. Subsequently, random samples from the non-treated subpopulation are drawn. A (pseudo) treatment is assigned according to the 'true' selection model. Since there are only nontreated individuals in the samples used in the simulations, the true effect of the assigned treatment is known to be zero. The key advantages of this procedure are that the selectivity in the samples reflects the selectivity in the larger population, and that there is no need for stipulating a model on how the outcomes depend on treatment and covariates. Adding some more structure allows varying various components of the data generating process that are deemed relevant in the particular analysis. We vary the sample size (N = 500, 2,000, 8,000), the share of treated (10%, 50%, 90%), the outcome variable (earnings, months employed, employment), the degree of effect heterogeneity, the propensity score specification, and the severity of the support problem. The details of the simulation process are described in Online Appendix C. In the next section, we discuss the administrative data used for the simulation. receive any voucher are merged with all voucher recipients. We account for the treatment-based sampling scheme by using sampling weights when necessary. This type of data has been frequently used to evaluate German active labour market policies (e.g., Biewen, Fitzenberger, Osikominu, and Paul, 2014 , Lechner, Miquel, and Wunsch, 2011 , Rinne, Uhlendorff, and Zao, 2013 . It is comparable to many administrative data sets in Europe (see Lechner and Wunsch, 2013 
Control variables and common support
The choice of control variables follows Lechner and Wunsch (2013) . We consider all variables identified as important confounders in their study, i.e., baseline personal characteristics, timing of program start, regional dummies, benefit and unemployment insurance claims, pre-program outcomes, and the short-term labour market history. Individuals with high educational or occupational degrees who work as technicians, professionals, or managers are very likely to obtain a VTEC (but not necessarily a VMSW). For simulation and modelling purposes, it is useful to relate the support problems to particular variables. Thus, three interactions between occupation and educational/vocational degree are included in the propensity score probit model: (i) being a technician or having an associate profession interacted with a higher secondary schooling degree ( 1 ); (ii) being a professional or manager interacted with a higher secondary schooling degree ( 2 ); and (iii) being a professional or manager interacted with a university or college degree ( 3 ).
The three interaction terms, which are binary, are collected in the 'support variable' S:
The support variable equals one for 66% of all individuals who are awarded with VTEC, but only for 21% of all individuals who are awarded with VMSW and for 20% of those not receiving a voucher at all.
General remarks
There are results for 252 different DGPs, 46 procedures to deal with support problems, three outcomes, three estimators, and up to three different model specifications. 4 It is not possible to report (and understand!) all of these results without reducing their dimensionality. Therefore, linear regressions provide summary measures. In these regressions, the dependent variables consist of measurements of the quality of the estimators, such as the root mean squared error (RMSE), the absolute bias, and the standard errors. The independent variables reflect different features of the DGPs (treatment shares, types of effect heterogeneity, sample size, and type of voucher), of the model specifications, of the estimators, and of the various rules to tackle the support problem (see Table 1 for the list of all procedures used; a more comprehensive description is provided in Online Appendix A).
Controls for model specifications, treatment shares, and types of effect heterogeneity are interacted with each other (but not with the dummies for the different procedures to handle support problems 
Regression results for DGPs not restricting common support
The DGPs for which the treatment is based on the award of VMSW are expected not to be subject to severe support problems because of their low degree of selectivity (see Tables B.1 and B.2 in Online Appendix B). Although the award of VTEC is more selective, even in this case, the population propensity scores exceed the level of 0.9 only when the treatment share is 90%. Even then, it remains below one (see Figures B.1 Both tables show that for most procedures, the case with a reduction of the normalized RMSE (in comparison with the omitted category of dropping no observations) most likely occur in the smallest samples. Interestingly, it appears that almost all procedures either have no effect on the normalized absolute bias of the estimators (see Tables E.3 and E.5 in Online Appendix E),
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or increase it (somewhat). However, such increases are usually (over-) compensated for by a reduction in the variability of the estimators (see Tables E.4 and E.6 in Online Appendix E).
Accordingly, the performance of the estimators can be improved, even in DGPs where the support conditions are not violated in the population. This is in line with the arguments of Busso, DiNardo, and McCrary (2014a) , Crump, Hotz, Imbens, and Mitnik (2009), and Kahn and Tamer (2010) suggesting that thin support issues lead to a loss of precision. Finally, note that for the treatment award of VTEC, with a strong selection into treatment, the potential performance improvements are considerably larger than for the treatment award of VMSW. Next, the performance of the single procedures is discussed in more detail.
Dropping observations with high importance (WA) improves only the performance of IPW estimators. However, when this approach is combined with other procedures, then these (joint) procedures (beginning with W) have the potential to improve the performance of the single procedure with which it is combined. This is consistent with the findings of Huber, Lechner, and Wunsch (2013) .
The procedure of Crump, Hotz, Imbens, and Mitnik (2009) is applied in two different specifications. First, we drop all observations with a propensity score below 0.1 and above 0.9 (B1; see Online Appendix E). Second, only observations with a propensity score above 0.9 (B2) are dropped. Although B1 and B2 seem to work for the small samples, for the larger sample, they lead to biases that are large enough to dominate the RMSE.
The results for the procedure dropping treated observations with a low marginal density (C) are not encouraging either. While there appears to be some possibility of improvements on the performance of estimators if the selectivity is strong enough (Table 3) , in the case of weak selectivity (Table 2 ) the small sample performance deteriorates. For procedure C3, which is adaptive to the sample size, we find improvements in RMSE particularly for smaller sample sizes. Reduction in the standard deviations and not improvements in the biases drive this result.
Procedure D drops treated observations for which the distance to the closest one-to-one match is below , i.e., all treated observations with a propensity score difference to the closest control observation above are dropped, with ∈ {0.01; 0.001} (see Grzybowski et al., 2003 , Vincent et al., 2002 . Procedure E drops treated observations with a propensity score above a cut-off value ̅ (Dehejia and Wahba, 1999) . Generally, D and E improve the performances of the estimators equally well. Unlike most other procedures, only in very rare cases do these procedures hurt the performances of the estimators in terms of normalized RMSE. The largest improvement (originating from the standard deviations) can most often be obtained from E.
This procedure works better than D, particularly in larger samples, when ̅ is specified as being either the maximum or the value of the 99%-quantile of the propensity score in the non-treated sample. In the smallest sample, Procedure D appears to have slightly better properties than E.
In most cases, D works best with = 0.01 for parametric and matching estimators. Using D with = 0.01 or = 0.1 performs about equally well for IPW estimators. Both procedures improve somewhat when combined with W.
All procedures that aim to estimate the conditional treatment effect = 1| − 0| or 0| off support (F, G, H, I) do not perform well. In most cases, there are no performance improvements. However, if any improvements show up, then they are, with rare exceptions, smaller than for the other procedures discussed above. A noticeable exception is support procedure H, which seems to be one of the few procedures that may improve the RMSE even in the absence of support problems.
Regression results for DGPs with reductions of common support
Next, DGPs are considered for which the support with respect to S is restricted in a way that causes (serious) support problems. For this purpose, we restrict ( = 1| = 1) . In particular, we replace ( = 1| = 1) by ( = 1| = 1) ′ = 1 − , where the prime indicates the 18 restricted conditional treatment probability. If = 0, then even asymptotically, there is no common support. When 0 < < 1, there is common support in the population, but it may be thin when is small. Remember, the share of observations with = 1 is much larger for individuals awarded with VTEC than with VMSW. 5 Accordingly, the treatment award of VTEC is considerably more affected by the support reductions than the treatment award of VMSW. Noticeably, the performance of the matching estimator improves when the sample size increases, while the performance of the parametric and IPW estimator is much less affected by the sample size. This finding suggests that the matching estimator can address support problems appropriately when the sample size is increasing and thin support regions are filled. Under the strong support restrictions we simulate, the performance improvements of parametric and IPW estimators does not increase with sample size.
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As before, Procedure WA used alone only improves the performance of IPW estimators, but when combined with other procedures, such two-step procedures may improve the performance of all estimators.
Procedure B strongly reduces the normalized standard deviation of all estimators (the parametric estimators in the largest sample are an exception; see Tables F.5 and F.6 in Online Appendix F). However, as the normalized absolute bias increases (see Tables F.3 This appears only very rarely when the threshold � is specified at the highest propensity score value of the non-treated subpopulation.
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deviations than does D in these specifications. Both procedures work better when combined with W. -.739*** -.701*** -6.109*** -.495*** -.537*** -23.67*** -.518*** -.636*** -21.88*** E3 -.683*** -.704*** -6.042*** -.445*** -.533*** -23.63*** -.531*** -.661*** -21.90*** WE3 -.654*** -.689*** -6.026*** -.442*** -.534*** -23.63*** -.531*** -.661*** -21.90*** Procedures that extrapolate into lack of support region F2
1.450*** 1.261*** -3.332*** 3.017*** 2.740*** -19.27*** 2.474*** 2.169*** -19.18*** WF2
1.861*** 1.540*** -3.388*** 2.997*** 2.682*** -19.29*** 2.471*** 2.161*** -19. 17*** G2
1.499*** 1.275*** -3.888*** 2.043*** 1.800*** -21.49*** 1.167*** .898*** -20.51*** WG2 3.515*** 3.089*** -2.975*** 2.226*** 1.947*** -21.34*** 1.201*** .927*** -20.48*** H2 1.017*** .895*** -4.431*** 1.351*** 1.141*** -20.78*** 2.034*** 1.736*** -19.69*** WH2 1.005*** .803*** -4.533*** 1.334*** 1.092*** -20.79*** 2.034*** 1.732** All procedures aiming to estimate | or 0| off support (F, G, H, I) work only for matching estimators, if they work at all. However, even for matching estimators they do not outperform procedures D and E, which are much easier to implement.
In Online Appendix G, we provide a detailed description of further results.
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This paper studies the performance of different parametric and semiparametric estimators adjusting observable characteristics in no-or thin-support situations and the performance of remedies suggested in the literature. An Empirical Monte Carlo Study is used to obtain performance measures using simulation designs based on particular real data. Therefore, the many different data generating processes investigated should be close to what is encountered in empirical applications in the context of program evaluation.
Our findings suggest that almost all procedures proposed in the literature to mitigate support problems have the potential to improve the performance of the estimators investigated, in particular when support problems become severe. Although the largest improvements can be achieved for matching estimators, parametric estimators benefit as well. However, not surprisingly, some procedures are more effective than others are.
The results obtained for support problems of different severity, different estimators, specifications, and other features of the data generating process suggest that procedures based on trimming observations in the treated group with propensity scores larger than the maximum value (or the 99% quantile) of the propensity score in the non-treated group consistently outperform the other procedures considered. Furthermore, when these procedures are combined with further trimming non-treated observations that receive a 'too-large' weight, additional improvements were observed. When support problems are mild, the gains usually come from an improvement in the precision of the estimators. When support problems are strong, biases are generally reduced and precision increases. Therefore, we recommend using these methods in applied work independent of the type of estimator used.
Clearly, due to the empirical design of the Monte Carlo approach used, the results of this study should be valid for similar programme evaluation studies based on large administrative 24 databases. Furthermore, many features of the data generating processes have also been varied. 
