ABSTRACT The ultra-reliable low latency communications (uRLLC) in the fifth generation mobile communication system aims to support diverse emerging applications with strict requirements of latency and reliability. Mobile edge computing (MEC) is considered as a promising solution to reduce the latency of computation-intensive tasks leveraging powerful computing units at short distance. The state-of-art work on task offloading to MEC mainly focuses on the tradeoff between latency and energy consumption, rather than reliability. In this paper, the tradeoff between the latency and reliability in task offloading to MEC is studied. A framework is provided, where user equipment partitions a task into sub-tasks and offloads them to multiple nearby edge nodes (ENs) in sequence. In this framework, we formulate an optimization problem to jointly minimize the latency and offloading failure probability. Since the formulated problem is nonconvex, we design three algorithms based on heuristic search, reformulation linearization technique and semi-definite relaxation, respectively, and solve the problem through optimizing EN candidates selection, offloading ordering and task allocation. Compared with the previous work, the numerical simulation results show that the proposed algorithms strike a good balance between the latency and reliability in uRLLC. Among them, the Heuristic Algorithm achieves the best performance in terms of the latency and reliability with the minimal complexity.
I. INTRODUCTION
With the ever-expanding digitalization, a variety of emerging use cases, e.g., industrial control, smart factory, autonomous vehicle, and remote surgery and many others, require realtime control and steering of cyber physical systems in real or virtual environment. These appealing use cases are anticipated to bring significant technological and society impact as well as economical growth. To provide transparent teleoperation and true immersive experience, it requires the latency to be in the order of milliseconds and reliability to be even up to 10 −7 [1] . To enable enormous distruptive applications and services of these use cases, the fifth generation (5G) mobile communication system aims at providing ultrareliable low latency communications (uRLLC) [2] , which has attracted tremendous interests of researchers from both industry and academia.
To tackle the technical challenges of uRLLC and meet the critical requirements, it is imperative to have innovative technical solutions in the 5G communication system. So far, many researchers have made efforts to improve the latency and reliability at different layers of the protocol stack [3] - [9] . Most of the current work focuses on the use cases using short data packets (below Kbits level). However, the novel use cases e.g. virtual reality (VR), augmented reality (AR) and Tactile Internet, demand not only transmission of large packet but also intensive computing. For example, to prevent users from feeling dizzy and nauseous, VR system has to guarantee the latency less than the time humans start noticing lag (i.e., not more than 13 ms). It means that during this short time interval, high-resolution images with frame rate of 120 frames per second have to be transmitted in the network, and computation intensive processing tasks have to be done simultaneously, e.g. accuracy object recognition and virtual holograms modeling [10] . Therefore, it is difficult for user equipment (UE) with limited computation and storage resources to meet the requirements of such use cases.
The mobile edge computing (MEC) is recently considered to be a potential solution for uRLLC [11] , [12] . As known, cloud computing has tremendously improved the efficiency of data processing [13] , through offloading computationally intensive tasks from UE to the core cloud server with much higher computation and storage resources. However, the long distance on both geography and logic between UE and the core cloud server can result in long communication delay and large error probability in communication, especially for the applications requiring repeated interaction. To tackle this problem, MEC is used, which migrates computation task from the cloud data center to the devices at the nearby network edge (e.g. WiFi routers and gateways at home, micro data centers and Cloudlet [14] between the UE and the core cloud).
Considering dense deployment of the future network, cooperatively executing computation task with multiple edge nodes (ENs) is promising to further shorten the latency [15] . However, the channel qualities and computational capabilities vary with different ENs, and the radio frequency spectrum is limited in task offloading to MEC. The EN with high computational capability contributes to low computation latency. However, it might suffer a long communication delay due to poor communication link. Moreover, the latency and reliability cannot be satisfied simultaneously. More ENs can decrease the computation delay of the whole task, but tend to increase the risk of error probability. Therefore, it is challenging to design an efficient offloading scheme to consider both computations and communications of the task, and jointly optimize the latency and reliability in MEC. To the best of our knowledge, there is little work on the tradeoff between the latency and reliability in task offloading to MEC. When offloading computation task to multiple ENs for uRLLC, the following problems arise:
1) How to utilize the radio resources efficiently; 2) How to select the proper ENs to execute the computation task cooperatively; 3) How to decide the task allocation to each selected EN. In this paper, we consider a network scenario with one single UE and multiple available EN candidates, of which some EN candidates are selected and execute the computational intensive task cooperatively. To tackle the abovementioned problems, a framework is proposed, in which UE partitions the task into sub-tasks and offloads them to the selected ENs in sequence. In this framework, we formulate an optimization problem to jointly optimize the latency and reliability in task offloading to MEC. Since the formulated problem is nonconvex, we design a heuristic algorithm and two mathematical algorithms to relax and solve the problem. In summary, the main contributions of this paper are as follows:
• To meet the requirements of the novel use cases for uRLLC, we jointly optimize the latency and reliability in task offloading to MEC.
• To utilize the communication and computation resources efficiently, we propose to sequentially offload each subtask with the whole channel bandwidth.
• To solve the nonconvex problem, we design three algorithms based on heuristic search, reformulation linearization technique (RLT) and semi-definite relaxation (SDR), respectively. The three algorithms minimize the overall latency and offloading failure probability through optimizing the EN candidates selection, offloading ordering and task allocation.
• The numerical results show a good balance between the latency and reliability in task offloading to MEC. Moreover, the proposed algorithms will be applicable to various network configurations. The rest of this paper is organized as follows. In Section II, we review the related work. In Section III, we present the system model and formulate an optimization problem. In Section IV, three different algorithms are designed to solve the formulated problem. The simulation results are discussed and presented in Section V. Finally, we conclude our work in Section VI.
Notation: in this paper, we define the mathematical symbols following the rules as follows: the italic letter denotes a variable (e.g. λ i , r i , I ), the bold lowercase denotes a vector (e.g. λ, b), the bold uppercase and Arabic numeral denote matrix (e.g. H, A, 0 Q×1 ), and the uppercase with calligraphic font denotes a set (e.g. N , M).
II. RELATED WORK
In order to meet the requirements of uRLLC applications, some work considered the feasibility of uRLLC at the early stage [3] , [4] . Yilmaz et al. discussed the required signal noise ratio (SNR), bandwidth and antenna configurations for achieving the high-reliability and sub-millisecond latency communication in factory automation use case [3] . Shariatmadari et al. investigated the effectiveness of spatial diversity and hybrid automatic repeat request (ARQ) for uRLLC [4] . Other work focused on the improvement on different layers of the protocol stack, e.g. PHY layer [6] - [8] , Media Access Control (MAC) layer [9] and system level optimization [5] . Tang et al. developed low-complexity low-latency massive multiple-input-multiple-output detection schemes [8] . Considering various error control schemes, Serror et al. analyzed the reliability gain of a system incorporating cooperative ARQ, compared to the baseline approach of channel coding [6] , and Shariatmadari et al. studied a link adaptation optimization, considering errors in both data and feedback channels [7] . Hu et al. proposed a unified radio frame structure and MAC protocol [9] . Aiming to low-latency communications, Pocovi et al. proposed to analyze the tradeoff between queuing delay and transmission time interval size on a system level in cellular network.
To tackle computational intensive task, a number of researchers and institutions have been working on the MEC in recent years. Technical standards for the MEC are being developed by the European Telecommunications Standards Institute (ETSI) [16] . Many corporations and organizations, such as Cisco, Huawei, AT&T, are participating in this standardization process.
In the MEC, computation offloading is a key technique to enable users to leverage the computation capabilities at the network edge. Generally speaking, there are two computation task offloading models [17] : binary offloading [18] , [19] and partial offloading [20] - [22] . The binary offloading scheme decides whether a particular task should be offloaded to edge node or computed locally. Sardellitti et al. jointly optimized the radio resources and the computational resources to minimize the overall users' energy consumption using binary offloading [18] . Chen et al. proposed a game theoretic approach for the computation offloading decision among multiple users [19] . And the partial offloading scheme segments a task into a set of sub-tasks and partially offloads them to the edge. Wang et al. investigated partial offloading by jointly optimizing the computational speed, transmit power and offloading ratio [20] . Munoz et al. proposed a framework for the joint optimization of the radio and computational resource usage exploiting the tradeoff between energy consumption and latency [21] . In [22] , minimum average completion time for all the users was achieved by an offline heuristic algorithm. Compared with the binary offloading scheme, the partial offloading scheme provides more flexible offloading strategy and utilizes the parallelism among subtasks execution to reduce latency.
It is worth mentioning that a UE can only associate with one edge server in all above work. Considering dense deployment of future networks, offloading task from one UE to multiple nearby ENs is potential to improve the performances of the system. Chiu et al. pursued the ultralow latency leveraging computation resource of multiple ENs [23] . Dinh et al. observed performance gain in energy consumption and latency when multiple ENs were considered [15] . Both above-mentioned studies allocate different sub-channels to different ENs and offload the sub-tasks in parallel. However, in the parallel offloading scheme, the radio resources cannot be used efficiently, as the channel will be idle once the transmissions of sub-tasks are completed.
Furthermore, most of the previous work only focused on the latency and energy consumption. For instance, the work in [20] , [23] - [25] proposed offloading strategy to improve energy saving or latency separately, while Dinh et al. and Wang et al. optimized energy and latency jointly [15] , [26] . However, task offloading to MEC considering both latency and reliability has not been well explored. Azimi et al. studied the reliability with superposition coding over wireless fading channel, considering the map-reduce application with differentiated reliability level, and optimized the energy consumption with the constraints of the latency and reliability for task offloading to the cloud. [27] . Liu et al. also aimed to minimize the energy consumption, but modeled the constraints of the latency and reliability with users' task queue lengths according to the extreme value theory [28] .
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, the network model is introduced first, followed by the latency and reliability model. Finally, the optimization problem is formulated. The notations used throughout this paper are listed in Table 1 . 
A. NETWORK MODEL
As illustrated in Fig. 1 , we consider a MEC system consisting of a single-antenna UE and N edge nodes (ENs). ENs, denoted by a set N , are equipped with storage and computation units. Because one UE is allowed to communicate with multiple ENs, the UE can choose proper EN candidates and offload its task to the selected ENs via wireless communication links. In this paper, the case with a single UE is considered. The UE has a computationally intensive and delay sensitive task to be completed. Here, I represents the input data size of the total task, and E denotes the total required amount of CPU cycles to complete the task. The number of CPU cycles E is modeled as E = αI , where α(α > 0) depends on the computational complexity of the task [20] , [21] . The task can be divided into several subtasks and distributed to multiple ENs. In practice, how to partition a task depends on not only applications, but also latency and reliability requirements, which is worth studying further. For simplicity, the granularity in task partition has arbitrary precision, and there is no overlap between any two sub-tasks. We define the data size offloaded to the EN i as I λ i , where i ∈ N and λ i ∈ [0, 1], and define λ = [λ 1 , λ 2 , ..., λ N ] T as the task allocation vector. Instead of offloading the sub-tasks in parallel, a time-sequential task distribution is used. In this method, each sub-task will be transmitted using the whole channel bandwidth one after another. Due to the fact that output data size of each subtask is normally much smaller than the input one, the latency and failure probability caused by downlink transmission are neglected [19] , [26] . 
B. LATENCY AND RELIABILITY MODEL
The data rate (in bits per second) from UE to the EN i is denoted as r i , which is assumed to be estimated in advance according to channel state information provided by ENs. When offloading sub-task of I λ i bits to the EN i, the size of the transmitted data will be βI λ i , where β(β ≥ 1) represents a ratio of the transmitted data size to the original task data size due to transmission overhead [21] . Hence, the total delay for completing the sub-task at EN i is expressed as
Because each EN computes different sub-tasks simultaneously, the total delay for completing the whole task will depend on the latency of the last EN completing its sub-task. Therefore, the total latency is given by
In this paper, only the transmission reliability is considered, which is defined as the offloading failure probability. Due to multipath fading and shadowing effect, wireless channel fluctuations lead to possible task offloading failures. Therefore, the modulation and coding scheme (MCS) is dynamically adjusted according to different channel qualities to keep the block error rate (BLER) constant. We denote η as the target BLER of the MCS, and ψ i as the transport block (TB) size for offloading sub-task to EN i. The error probability of each offloading link is
Then, the offloading failure probability is shown as
Note that the P f depends on the number of the TBs used by each EN. For the same sub-task, the EN with higher data rate requires less number of TBs to transmit the sub-task, which means higher reliability. In other word, regardless of the latency, offloading the whole task to the EN with the best channel quality will obtain the highest reliability.
C. PROBLEM FORMULATION
For uRLLC-based scenarios, latency and reliability cannot be considered separately. However, it is challenging to achieve minimal latency and maximal reliability simultaneously, according to (2) and (4). On one hand, enhancing reliability requires high quality of connections, but the ENs with high channel quality are not always equipped with high computing rate servers to reduce the total latency T . On the other hand, fewer participating ENs tend to have better reliability, but lead to higher latency. Therefore, the tradeoff between latency and reliability has to be addressed. The joint cost function is defined as
which allows objectives with different orders of magnitude having similar significance [29] . Substituting (1)- (4) into (5), we have
The optimization problem is formulated as
The constraints (7a) and (7b) guarantee that the whole task is offloaded to the ENs and there is no overlap between any two sub-tasks. Due to the fact that the order of the transmission for each sub-task affects on the total latency T , P1 is a nonconvex problem.
IV. OPTIMIZATION OF TASK OFFLOADING
In this section, three optimization approaches are designed to solve the formulated problem P1.
A. HEURISTIC ALGORITHM
In this subsection, the Heuristic Algorithm is proposed to achieve a suboptimal solution to the nonconvex problem P1.
The key idea is that, varying the number of the selected ENs from 1 to N , the case obtaining the minimum cost will be the optimal offloading decision. For each case, the optimal cost can be obtained by the three procedures: EN candidates selection, offloading ordering and task allocation.
1) EN CANDIDATES SELECTION
The quality of transmission links and computation capabilities vary from the EN candidates, so not all the EN candidates fit undertaking the task execution. The EN with good channel quality and high computing rate tends to be selected first. Hence, for selecting m ENs (1 ≤ m ≤ N ) from N candidates, we take both link quality and computing rate into account, and define the weight of EN i for candidates selection as
which means the total latency when the whole task is offloaded to EN i. Then, the EN candidates with the lowest m weight values will be selected to execute the task cooperatively. We define the set of the selected ENs as M(|M| = m and M ⊆ N ). As a result, for ∀i ∈ M, we have λ i > 0, otherwise, λ i = 0.
2) OFFLOADING ORDERING
For the time-sequential offloading scheme, the order of transmitting sub-tasks has an impact on the cost. And we will decide the transmission order based on the additional communication overhead introduced by the computation offloading [20] . When sub-tasks are offloaded in sequence, the communication overhead for the i-th selected EN consists of two parts. One is from the sub-task transmission, which is determined by the data rate r i itself. The other is resulted from the waiting time D . This means the overhead will be accumulated and increase gradually, when the sub-tasks are offloaded one by one. Moreover, the EN with higher data rate tends to achieve a lower error probability. Therefore, in order to reduce the offloading failure probability and the impact of the accumulation on waiting time, UE transmits the sub-tasks first to the ENs with higher data rate.
3) TASK ALLOCATION
The ENs in the set M are sorted by the descending of the corresponding data rates. Then, the task will be partitioned and assigned to the m ENs for minimizing the cost. Intuitively, minimizing the maximum of a set of variables is to equalize those variables. Therefore, the allocation strategy is to equally balance the cost at each selected EN. Specifically, the cost function (5) can be rewritten as In order to equalize the cost among the m ENs, we have
where P f = 0, and the subscripts of λ denote the transmission order of the corresponding ENs. Since the P f on both sides of the each equation in (10) can be reduced, the minimum cost is achieved when all the selected ENs complete assigned sub-tasks simultaneously, which is illustrated in Fig. 2 .
Based on the set of equations (10), for the given m selected ENs, the optimal task allocation decision can be derived as:
where
More ENs can contribute to shorten the computation delay of the whole task, but lead to a risk of higher offloading failure. Therefore, we have to find the optimal number of the selected ENs by traversing m from 1 to N . The one that minimizes the cost is the optimal number of the selected ENs. And the corresponding task allocation strategy is the optimal decision. The Heuristic Algorithm is summarized in Algorithm 1. The worst case complexity of this algorithm is O N 3 .
B. RLT-BASED RELAXATION
In this subsection, we design a RLT-based algorithm to solve P1, which orders all the EN candidates first, following the offloading ordering scheme in Section IV-A, and then jointly optimizes the EN candidates selection and task allocation. select m ENs with the least weights and generate a set M; 7: sort ENs in M by descending order of corresponding r i (i ∈ M); 8: calculate λ i for all i ∈ M according to (11); 9: set λ i = 0 for all i / ∈ M, obtain vector λ 10:
substitute vector λ into (6), calculate in current iteration; 11: if < * then 12: * ← ; 13: λ * ← λ;
14:
end if 15 : end for Output: * , λ * .
We simplify the original optimization problem to a nonconvex quadratic programming (QP) problem. Based on [30] , we generate the quadratic implied constraints, and subsequently linearize these constraints so that the problem is solved as a Linear Programming (LP).
Due to the same monotonicity, the failure probability P f (λ) in P1 can be replaced by N i=1 βI λ i /ψ i . The resulting simplified problem is a non-convex quadratic programming (QP). Defining a new variable t with additional constraint max i∈N {D i (λ)} ≤ t, P1 is transformed into the QP problem P2 as follows:
where the subscript index i of variables in P2 represents the transmission order to the EN.
Denoting x = λ t , P2 can be vectorized as:
0
where x i is the i-th element of vector x,
, and Q = N + 1. The constraints (13a)-(13c) are equivalent to the constraints (12a)-(12c), respectively.
For brevity, we format the constraints in P3 as the polynomials with the same structure as follows:
where a i denotes the i-th row in matrix A. The constraints in P3 consist of (3N + 1) polynomials. In the k-th polynomial, U k denotes the constant, and u k denotes the column vector with (N +1) elements. For instance, in the polynomial −a i x ≥ 0, U k = 0 and u k = a T i . Subsequently, we consider all possible pairwise products of the formatted constraints in (14) and generate the quadratic constraints as
To linearize the problem, all the quadratic terms in (15) are replaced by:
where x i and x j represent elements in column vector x, and y ij is referred as RLT variable (such as y i(N +1) = x i x N +1 = λ i t). And the number of RLT variables is Q(Q + 1)/2. Using both x and the RLT variables as the variables in the optimization problem, RLT linear program P4 is shown as:
P4 can be solved in Matlab with the convex optimization tool CVX [31] . The solution of P4 is a column vector with the length of Q(Q + 3)/2. Extracting the first N elements of the resulting vector, a task allocation strategŷ λ = λ 1 ,λ 2 , . . . ,λ N T is obtained. If the sum of all elements inλ is 1, it will be the optimal solution λ * of P1 as well. Otherwise, in order to meet constraint (7a), each element inλ will be normalized. In this way, we obtain the optimal solution λ * . We summarize the RLT-based Algorithm in Algorithm 2. The complexity of this algorithm is
where K is the bit length of the input [15] , [32] . 
Algorithm 2 RLT-Based Algorithm

C. SEMI-DEFINITE RELAXATION
In this subsection, an alternative approach to solve P3 is proposed. Similar to the RLT-based Algorithm, the offloading ordering strategy here follows the scheme in Section IV-A. The EN candidates selection and task allocation will be optimized jointly after the offloading ordering. The key idea is to homogenize P3 as a homogeneous quadratic constrained quadratic programming (QCQP). Then a relaxed convex problem is obtained by dropping the rank-one constraint.
To homogenize P3, we define a new variable Z = x 1 [x T 1], which is rank-one symmetric positive semidefinite matrix [33] . Note that the (Q+1, Q+1)-th element in matrix Z is equal to one, i.e. z Q+1,Q+1 = 1. Thus, the equivalent formulation of P3 is obtained as:
.
The constraints (18a)-(18c) are equivalent to the constraints (13a)-(13c), respectively. We notice that the objective function and constraints (18a)-(18c) in P5 are all convex, but (18d) is non-convex, which is the only reason leading to the non-convexity of P5. Therefore, to relax this problem to a convex one, we drop the constraint (18d). Then an semi-definite relaxation (SDR) of P5 is obtained, which can be solved by the convex programming solver [31] [33] .
IfẐ is of rank-one matrix, then it is exactly the solution of P5. We extract the first (Q − 1) elements from the diagonal ofẐ, and calculate their square roots, respectively, which are then constructed as the optimal task allocation vector λ * . Otherwise, if the rank ofẐ is larger than one, it is necessary to convertẐ to a feasible solution Z * of P5.
Based on [33] , we use the randomization way to construct an approximate solution of P5. The upper-left Q × Q sub-matrix ofẐ is extracted and written as Z S . Then, a random column vector ξ following Gaussian distribution with zero mean and covariance Z S is generated, i.e. ξ ∼ N 0 Q×1 , Z S . However, the random sample ξ is not always feasible for the constraints in P5. Thus, according to (18a) and (12a), we rescale the sample ξ withξ
where A S denotes the left (Q − 1) × (Q − 1) sub-matrix of A, ξ S is the vector consisting of the first (Q − 1) elements of the ξ , and ξ Q is the Q-th element on ξ . For meeting (18c), we extract the first (Q − 1) sub-vectorξ After that, we subsequently use the idea of Algorithm 2 to satisfy the constraint (18b). If sum of all the elements inλ is 1, it will be the optimal solution candidateλ C of P1. Otherwise, each element inλ is normalized to obtain the optimal solution candidateλ C .
In order to achieve an effective approximation, we repeat generating random samples L times, and obtain ξ l ,ξ l ,ξ
following the above steps of approximation, respectively. Among the resulting candidatesλ C l , the one that minimizes the objective value of P1 is the final optimal solution λ * . Here we use l to denote the index of variables on l-th repetition. We summarize the SDR-based Algorithm in Algorithm 3. The worst case complexity of this algorithm is Algorithm 3 SDR-Based Algorithm Input: I , α, β, η, N , r i , f i , ∀i ∈ N ; 1: sort EN candidates by descending order of corresponding r i (i ∈ N ); 2: solve P5 to obtainẐ; 3: if Rank(Ẑ) = 1 then 4: extract the first (Q − 1) elements from the diagonal of Z; 5: calculate square roots of extracted diagonal elements in the previous step; 6: construct λ * using the square roots; 7: else 8: extract the upper-left Q × Q sub-matrix Z S ofẐ; 9: for l = 1 to L do 10: generate Gaussian sample
extract the first (Q − 1) elements ofξ l to obtain subvectorξ end if 19: end for 20: determine λ * by finding out the minimum (λ
+LN , where > 0 is the solution accuracy [33] .
V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we present the simulation results to study the performance of the proposed algorithms. The configurations of the transmission links are based on the LTE system [34] . The channel bandwidth is 20 MHz with 100 resource blocks (RBs). For simplifying the problem, the received SNR at each EN is obtained by a uniform distribution, ranging from 0 dB to 30 dB. At different SNRs, UE dynamically adjusts the MCS to guarantee that the BLER does not exceed 10 −7 . The SNR-MCS mapping is achieved by the link abstraction model proposed by [35] . Various MCSs are considered combining different modulations (QPSK, 16QAM, 64QAM) and varying coding rates ranging from 1/9 to 9/10 [36] . Based on the results of the SNR-MCS mapping, the size of the TB on each link is calculated. The CPU computing rate f i of EN ranges from 4 × 10 9 cycles/s to 10 × 10 9 cycles/s [15] . The α is set as 1900/8 cycles/bit to represent a computational intensive task [37] . The default task size is set as 1 Mbits (e.g. a VR-video frame of 4K resolution is 4096×2160 pixels with 24 bit/pixel, using a compression ratio of 300:1 [10] ). The number of the random samples L in SDR-based Algorithm is set as 100. The parameter µ in sigmoid function is set as 10. We summarize the default simulation parameters in Table 2 , unless mentioned otherwise. The numerical results in this section are based on an average value over 5000 Monte Carlo simulations.
The Heuristic Algorithm, RLT-based Algorithm and SDRbased Algorithm are compared with three baseline methods, including (i) Cooperative Task Computing (CTC) Algorithm [23] : sub-tasks are offloaded to multiple ENs in parallel; (ii) Offload-to-One scheme: the whole task is offloaded to the EN with the lowest weight w i among the candidates; (iii) Offload-to-All scheme: all the EN candidates participate in the task execution. Additionally, in CTC, the RBs of channel are allocated to the selected ENs according to their data rates per RB (the higher data rate is, the fewer RBs are assigned), while the task is assigned based on the computing rates of ENs (the higher computing rate is, the larger task data size is assigned).
A. THE NUMBER OF THE SELECTED EDGE NODES
Fixing the total number of the EN candidates to 15, Fig. 3 depicts the the statistical distributions on the the optimal number of the selected ENs in the three proposed algorithms over 5000 Monte Carlo simulations and the corresponding box plot of the cost. The red, green and blue box plot represent the Heuristic Algorithm, RLT-based Algorithm and SDR-based Algorithm, respectively. The median value of the SDR-based Algorithm is larger than that in the other two algorithms. The variation of the number of the selected ENs in the SDR-based Algorithm is the largest as well. Compared with the Heuristic Algorithm, the RLT-based Algorithm has the similar median value, but a smaller span of the number of the selected ENs.
The curve in Fig. 3 shows the cost of the Heuristic Algorithm versus different number of the selected ENs. 1 The cost decreases first and reaches the minimum when the number of selected ENs is 6. After that, the cost increases with the number of the selected ENs rising. The trend of the cost can be explained by the Fig. 4 , which illustrates the tradeoff between latency and reliability of task offloading to MEC using the Heuristic Algorithm. As the number of the selected ENs increases, the latency curve and the offloading failure probability curve have the opposite trends. The latency decreases rapidly, while the failure probability increases. Therefore, a tradeoff between the latency and reliability should be made, which is achieved when the cost is minimal. The corresponding number of the selected ENs is optimal for the Heuristic Algorithm. Fig. 5 shows the performance of different algorithms versus the total number of the EN candidates. In Fig. 5a , the proposed time-sequential offloading algorithms all achieve lower latency than the CTC Algorithm. Specifically, the performances of the Heuristic Algorithm and RLT-based Algorithm are similar, and approach the Offload-to-All scheme which has the lowest latency. The SDR-based algorithm has the highest latency among the three proposed algorithms. In Fig. 5b , the offloading failure probabilities of the three proposed algorithms are close, which are all smaller than that of the Offload-to-All scheme but higher than that of the Offload-to-One scheme. The CTC Algorithm shows the worst performance on the reliability, as it tends to assign more RBs to the EN of lower data rate.
B. THE NUMBER OF THE TOTAL EDGE NODE CANDIDATES
According to the performance on latency and reliability, the optimal cost of the algorithms is shown in Fig. 5c . The Heuristic Algorithm has the best performance on cost. The cost of the RLT-based Algorithm approaches that of the Heuristic Algorithm, and is slightly lower than that of the Offload-to-All scheme. The cost of the SDR-based Algorithm is between the Offload-to-All scheme and Offload-toOne scheme. The cost of the CTC Algorithm is far higher than other algorithms due to the poor performance on the reliability.
It is worth mentioning that, compared with the single EN offloading (the case that N = 1), the proposed multi-ENs and time-sequential offloading algorithms achieve approximate 70.8% and 39.4% reduction on the latency (from 68.96 ms to 20.09 ms) and offloading failure probability (from 3.3×10 −6 to 2.0 × 10 −6 ) according to the curves in Fig. 5a and 5b, respectively. The performance is envisioned to have further improvement when the 5G New Radio is available.
Furthermore, in Fig. 5b , we compare the variations on the average number of the selected ENs versus the number of the total EN candidates to further illustrate the performances of the proposed algorithms as shown in Fig. 5 . For the Heuristic Algorithm, the number of the selected ENs grows with the number of the candidates increasing first, then becomes steady gradually. The RLT-based Algorithm tends to use more ENs when the number of the EN candidates is small, but selects similar number of ENs as Heuristic Algorithm after the number of the candidates is more than 9. Regarding the SDR-based Algorithm, the average number of the selected ENs varies linearly with the number of the candidates rising, which fails to converge to the best number of the selected ENs.
C. IMPACT OF OFFLOADING ORDERING
The strategy of the offloading ordering significantly affects the total cost of the computation offloading. Fig. 7 investigates the impact of the offloading ordering strategy on the cost of the algorithms. The proposed algorithms are compared with i) Heuristic/RSRO: the heuristic scheme with randomized ENs selection and offloading order; ii) RLT-based/RO: the RLT-based scheme with randomized offloading order; iii) SDR-based/RO: the SDR-based scheme with randomized offloading order; iv) Offload-to-All scheme; v) Offload-toAll/RO: the Offload-to-All scheme with randomized offloading order. All the parameters settings here are the same with that in Fig. 5 . From Fig. 7 , it can be observed that offloading ordering strategy brings significant impacts on performances of Heuristic Algorithm, RLT-based Algorithm and Offloadto-All scheme. The cost of the randomly ordered heuristic, RLT-based and Offload-to-All schemes nearly triples that of the schemes ordered by data rates. However, the offloading order has almost no effect on the performance of the SDR-based Algorithm. In SDR-based Algorithm, we generate Gaussian samples ξ for L repeats and obtain the optimal solution with the one that minimizes P1. As a result, randomization for achieving effective approximation offsets the indeterminacy brought by randomized offloading order. It is useful for ensuring the performance of the task offloading when the estimation of the channel qualities is lacking or incorrect. Fig. 8 illustrates the performances of algorithms with different task data sizes (ranging from 0.1 Mbits to 100 Mbits). The number of the total EN candidates is set as 15. Obviously, the latency, offloading failure probability and cost all rise with the increment of task data size.
D. THE SIZE OF THE TOTAL TASK
In Fig. 8a , the three proposed algorithms perform better than the CTC algorithm. Specifically, the SDR-based algorithm has the longest latency among the proposed algorithms. The latency of the Heuristic Algorithm and RLTbased Algorithm is similar and approaches the latency of the Offload-to-All scheme.
In Fig. 8b , the CTC Algorithm shows the worst offloading failure probability. The performances of the other algorithms are extremely close, especially when the data size is larger than 10 1/2 Mbits.
As a result, in Fig. 8c , the CTC Algorithm shows the worst performance of the cost and the Heuristic Algorithm and the RLT-based Algorithm outperform the others. The cost of the SDR-based Algorithm is lower than the Offload-toOne scheme. Moreover, with the data size increasing, the cost of the Offload-to-All scheme approaches the best two algorithms gradually, which means that the UE tends to select more EN candidates to achieve the optimal cost for processing the task with larger data size.
E. COMPUTATIONAL COMPLEXITY OF THE TASK
In Fig. 9 , we investigate the impact of the computational complexity of the task on the cost. Here, the number of the total EN candidates is 15, and the task data size is 1 Mbits. The computational complexity of the task means the number of the CPU cycles required by executing one-bit task data, which is represented by the coefficient α. The cost of the different algorithms is compared when α is 330/8, 1300/8, 1900/8, 5900/8 and 8900/8 cycles/bit [37] , respectively. With the increment of α, the longer computation time is required for computing the task of the given data size. As shown in Fig. 9 , the Heuristic Algorithm has the best performance over different computational complexity. The cost of the RLT-based Algorithm is slightly higher than that of the Heuristic Algorithm. The SDR-based Algorithm shows the higher cost, compared with above two algorithms. As the increment of the task computational complexity, the variations of the cost in the proposed algorithms are all relatively stable, but the cost of the CTC Algorithm increases dramatically. The CTC Algorithm also performs worst among these algorithms.
F. RATIO OF COMPUTATION LATENCY TO TRANSMISSION LATENCY
The channel qualities and computation capabilities of ENs determine the transmission and computation latency in the total latency of task offloading. The computation latency will be the performance bottleneck of the task offloading to MEC, when it is much longer than the transmission time, and vice versa. Therefore, we define a variable ζ to denote the ratio of VOLUME 6, 2018 FIGURE 10. Performance gain versus ratio of computation latency to transmission latency for task of given data size in terms of (a) latency gain (b) cost gain.
the computation latency to the transmission latency. Fig. 10 investigates the impacts of the ζ on the performances of the Heuristic Algorithm and CTC Algorithm. Here, we show the variations of the latency gain G T and cost gain G over different ζ . G T is defined as the ratio of the latency reduction by the Heuristic Algorithm to the latency of the CTC Algorithm. Similarly, we define G with the same way. When the gain is bigger than 0, the performance of the Heuristic Algorithm is better than that of the CTC Algorithm, and vice versa. The computing rate f i of all the EN candidates are set as 10 × 10 9 cycles/s. The data rate r i follows a uniform distribution ranging from ζβf i α (1−σ ) to ζβf i α (1+σ ), where σ controls the span of the data rate. Other parameters follow the default settings. The gains of the RLT-based Algorithm and SDR-based Algorithm are not shown due to the similar trends as the gain of the Heuristic Algorithm.
The CTC Algorithm makes the task allocation decision based on the computing rates of the ENs only, which leads to the performance advantage on latency in the scenarios that computation latency dominates. Therefore, as shown in Fig. 10 , the Heuristic Algorithm saves about 20% of the latency compared with the CTC Algorithm when ζ is smaller than 4. Once ζ exceeds 4, G T decreases rapidly. However, the cost gain of the Heuristic Algorithm is always more than 74% compared with the CTC Algorithm. This is because that the Heuristic algorithm tradeoffs the latency performance for the optimal cost of computation offloading when ζ > 4, which means the proposed algorithms will applicable for diverse network scenarios.
VI. CONCLUSION
In this paper, we consider the scenario that sequentially offloads task from a single UE to multiple ENs for uRLLC. In order to balance the latency and reliability of the task offloading to MEC, we design the Heuristic Algorithm, RLT-based Algorithm and SDR-based Algorithm to solve the problem through optimizing the EN candidates selection, offloading ordering and task allocation. Compared with state-of-art work, the numerical simulation results demonstrate that the proposed algorithms can achieve the optimal cost of the computation offloading over diverse network scenarios. Among these three algorithms, the Heuristic Algorithm achieves the best performance. The RLT-based Algorithm has the similar performance as the Heuristic Algorithm but has higher complexity. The SDR-based Algorithm can be used in the scenarios where the estimation of channel quality is lacking or incorrect, as its performance is independent of the offloading ordering.
