An approach to intermittent systems based on renewal processes is reviewed. The Waiting Times (WTs) between events are the main variables of interest in intermittent systems. A crucial role is played by the class of critical events, characterized by Non-Poisson statistics and non-exponential WT distribution. A particular important case is given by WT distributions with power tail. Critical events play a crucial role in the behavior of a property known as Renewal Aging. Focusing on the role of critical events, the relation between superstatistics and non-homogeneous Poisson processes is discussed, and the role of Renewal Aging is illustrated by comparing a Non-Poisson model with a Poisson one, both of them modulated by a periodic forcing. It is shown that the analysis of Renewal Aging is sensitive to the presence of critical events and that this property can be exploited to detect Non-Poisson statistics in a time series. As a consequence, it is claimed that, apart from the characterization of superstatistical features such as the distribution of the intensive parameter or the separation of the time scales, the Renewal Aging property can give some effort to better determine the role of Non-Poisson critical events in intermittent systems.
fast dynamical component of the system. The central idea of superstatistics is that these Boltzmann-like factors are weighted by the probability distribution of an intensive parameter β (e.g., inverse temperature in a thermal bath, etc...) [1, 4, 5] . The intensive parameter fluctuates over large spatio-temporal scales, thus introducing space-time inhomogeneities [6] ("spatial cells" or "time slices"). The crucial assumption about the time scale separation implies that the fast component relaxes almost immediately to a local equilibrium condition associated with a given value of the slowly fluctuating intensive parameter. This allows to derive a simple formula for the effective statistical dis-tribution of the system's variable :
where (β) is the distribution of the intensive parameter β and ( |β) the equilibrium distribution of for a given β. This expression was firstly used by Beck [1] to derive the Tsallis statistics from the slow modulation of a standard Brownian motion, under the assumption of having a Gamma distribution for the inverse temperature. In the original idea of Beck and coworkers superstatistics is thought to be a slow modulation affecting the dynamics of fast variables such as the velocity of a particle and/or the energy of a physical system, but the same approach can be easily extended to the case of other variables.
In intermittent systems the fundamental variable is the Waiting Time (WT), defined as the time interval between two successive intermittent events. Intermittent systems are characterized by the random occurrence of events such as the spikes corresponding to neuron firings [7, 8] , fluorescence intermittency in single molecules [9] [10] [11] or in nano-crystals such as Blinking Quantum Dots (BQDs) [12] [13] [14] . Point stochastic processes and, in particular, renewal processes [15] , focusing on the characterization of random time sequences, represent a natural candidate for the description of intermittent systems. As a possible model for modulated intermittent systems, the idea of superstatistics was already used in the context of renewal processes [16, 17] . In this case, the slowly fluctuating intensive parameter was the rate of event production or age-specific failure rate ( ) [15, 18] , which will be introduced in Section 2.1. As it will explained in Section 3, the formulation of superstatistics for renewal processes is equivalent to a (slow) modulation of the rate ( ) of a Poisson process, also known as Non-Homogeneous Poisson Process (NHPP) [18] . Following this approach, the authors of Refs. [16, 17] studied a NHPP with a completely random modulation of the Poisson rate, finding that the slow modulation limit, corresponding to superstatistics, leads to a situation in which the original renewal property of the unperturbed system is partially lost. This is not surprising, because the rate modulation introduces some kind of memory in the system. Standard correlation analysis is not always able to detect this form of memory associated with the hidden rate dynamics, which is not directly observed. A counter-example is given in Ref. [16] . In fact, the WTs generated by a NHPP with random rate modulation are found to be uncorrelated, even if some persistence (i.e., memory) is introduced in the rate evolution. For this reason, another approach was developed starting from the aging properties of renewal processes, from now on referred to as Renewal Aging. From the analysis of the model introduced in Ref. [16] it was found that Renewal Aging analysis is able to detect the memory associated with the rate evolution, in the form of a non-renewal behavior of the WT statistical distributions. Renewal Aging was exploited to perform statistical analysis of artificial WT sequences [11, 16, 17, 19] and of experimental WT sequences extracted from BQD fluorescence data [13, 14] and atmospheric data [20] . The central aspect of Renewal Aging is related to the simultaneous presence of critical events and secondary events (or pseudo-events).
The first kind of events is essentially generated by a renewal process with Non-Poisson statistics and, then, nonexponential Probability Density Function (PDF) of WTs (WT-PDF). Conversely, the pseudo-events are generated by a Poisson process, homogeneous or non-homogeneous in time, i.e., a stochastic process with local Poisson statistics and local exponential WT-PDF, possibly with a rate changing in time. The Renewal Aging is sensitive to the presence of critical and secondary events, and this can be exploited to estimate the number of critical events or, in other words, the ratio between critical (Non-Poisson) and secondary (Poisson) events. In this paper it is shown that, when dealing with intermittent systems, the analysis of the superstatistical features should be completed by the analysis of the renewal properties of the system and, in particular, of the ratio between critical and secondary events. This could be obtained by performing an evaluation of the "amount of Renewal Aging".
To illustrate this point, the analysis of Renewal Aging is applied to artificial WT sequences generated by the periodic rate modulation of a Non-Poisson model and the results are compared with those obtained from the same analysis perfomed on a NHPP with similar characteristics. Both models are modulated by the same kind of deterministic and periodic modulation. The NHPP is used as a sort of "reference" model, as it does not generate any critical events, but only secondary events, even if with a time modulation of the (Poisson) rate.
The paper is organized as follows. In Section 2 the timehomogeneous renewal process is introduced. In particular, in Section 2.1 the rate associated with a renewal process is defined and the Pareto's WT-PDF is introduced, whereas in Section 2.2 the Aged distributions are defined and the aging algorithm for the statistical analysis of a WT sequence is described. In Section 3 the modulation of a renewal process is explained and the relation with superstatistics is discussed. The Poisson and the Non-Poisson models are also introduced in Sections 3.1 and 3.2, respectively, and in Section 3.3 the numerical algorithm used to generate the artificial WT sequences is illustrated. In Section 4 some results on the analysis of Renewal Aging performed on the artificial WT sequences are briefly sketched. In particular, the results for the Poisson and Non-Poisson models are compared. Finally, in Section 5 some conclusions are drawn.
Renewal processes and analysis of renewal aging

Time-homogeneous renewal processes
A point process is defined as a series of events occurring randomly in time. Such a process is described by a sequence of increasing random times: { }, = 1 2 , +1 > . The time instant 1 = 0 is the time of the first event occurrence. Denoting the WTs by τ = +1 − , = 1 2 , the process is defined to be an ordinary renewal process if the WTs τ are independent and identically distributed random variables [15] . Note that an ordinary renewal process is also a time-homogeneous or stationary process, because the WT-PDF does not depend on the index , the absolute time t or the event occurrence time . Under the renewal assumption, the occurrence of an event is associated with a mechanism determining the basic property of erasing memory of the past. An ordinary renewal process is uniquely defined by the statistical distribution of WTs or, equivalently, by the local rate of event production or age-specific failure rate ( ). Roughly speaking, the local rate ( ) is the expected number of events per time unit in a neighborhood of the time . More rigorously, following Cox [15] and assuming that the last event occurred at , the local rate ( ) is the (conditional) probability density that an event occurs in an infinitesimal time interval [ + ∆ ], given that no events occurred in the time interval [ ] ( > ):
Substituting the definition of WT, τ = +1 − , and using the properties of conditional probabilities, it results:
from which, imposing the renewal assumption, it is possible to prove the following expression for the rate ( ):
being ψ(τ) the WT-PDF and:
the associated Survival Probability Function (WT-SPF), i.e., the probability that the WT τ = +1 − is larger than τ. Clearly, it results: ψ( ) = − Ψ( )/ . It is worth noting that, in Eq. (4), the renewal condition is given by the dependence on through the time-shift " − " and by the independence of ψ(τ) (and Ψ(τ)) from the index and the absolute time . Once the rate function ( ) is known, the WT-SPF is simply derived by solving Eq. (4) with respect to Ψ( ) and imposing, at time , the condition Ψ( − ) = Ψ(0) = 1:
The event rate associated to a Poisson process is costant in time: ( ) = 0 [15] and the associated WT-PDF is an exponential function. Consequently, a natural way to realize a Non-Poisson process, and the relative nonexponential WT distribution, is based on the assumption that the rate ( ) of event production changes in time, but according to the form given in Eq. (4). In particular, the renewal mechanism or memory erasing, associated with the occurrence of an event, is included by means of the timeshift " − ". This time-shift causes the rate ( ) to restart from the initial value after the occurrence of an event. Note that the critical (Non-Poisson) events are always associated to an explicit dependence from the time-shift " − ". The system dynamics, i.e. the rate time evolution, in the time interval between two events [ +1 ] is statistically independent from the dynamics in different inter-event time intervals [ +1 ] ( = ), but it is highly correlated inside each single time interval between two successive events. Then, the overall effect is an alternance between time intervals of strong correlation and time instants corresponding to the occurrence of random events and to the sudden decay of the correlation itself. The process described by Eq. (4) is here referred to as time-homogeneous renewal process. The particular case of a rate that is constant in time is a time-homogeneous Poisson process and, consequently, the secondary (Poisson) events are associated to the independence from the time-shift " − ". An interesting case of Non-Poisson statistics is given by a WT distribution with a power-law tail. The simplest prototype of this behavior is the Pareto's law:
In this case the event rate is given by:
where
and
The parameter 0 has the physical meaning of the rate value immediately after the occurrence of an event, whereas T = 1/ 1 determines the decay time of the rate function. To underline its Non-Poisson character, the renewal process described by Pareto's law, Eq. (7), is referred to as Homogeneous Non-Poisson Process (HNPP). However, the Poisson process is a limiting case, defined by 1 = 0, of the HNPP, corresponding to the limit: µ → ∞, T → ∞.
Renewal Aging
Qualitatively, the aging properties of a renewal process can be explained in the following way. Assuming that the observed system is prepared at the initial time 0 = 0, and that the observation starting time occurs at a later time = , then the statistical distribution of the first WT after the aging time , named aged or residual WT, is usually different from the distribution of the WTs following the first one. In general, these two WT distributions are the same only when = 0. This important property is related to the time evolution of the event rate ( ) between two consecutive events. In fact, if > 0, the observer evaluates a kind of aged rate˜ ( ) = ( + ).
For a Poisson process the event rate is constant in time and the aging time has no effect, meaning that the WT distribution (PDF or SPF) is independent from . As a consequence, the time-homogeneous Poisson process is the only one in which the WT distribution doesn't change with . Conversely, for renewal processes with non-exponential WT distribution, i.e., Non-Poisson renewal processes, the WT distribution is affected by the aging time . Starting from this simple observation, the authors of Refs. [21] [22] [23] found general asymptotic results for the Aged WT distribution of a Non-Poisson renewal process with inverse power-law WT distributions. Further, a general analytical expression for the Aged WT distribution was found [22, 23] . However, this expression is written in terms of infinite series and integrals and only the Laplace transform admits a closed analytical form; hence it is not suitable for a practical application in the estimation of aged WT distributions, especially when dealing with real data.
Nevertheless, this behavior of the Aged WT distribution can be exploited to investigate the correlation or memory structure of an experimental WT sequence or, in some sense, its amount of Renewal Aging. The basic idea is to compare, for a range of values, the aged distribution of the original WT sequence and the aged distribution of a WT sequence satisfying the renewal condition and having the same young or brand new WT distribution ( = 0). The aged distributions are computed from the aged WT sequences. These ones are derived from the young WT sequence by using an aging algorithm, which is a direct application of the definition of aging. Note that the aging property is derived as a statistical quantity associated with an ensemble of WT sequences. If such ensemble is directly available from the experimental data, the aging definition can be applied in a straightforward way. However, only a single WT sequence is usually available. As shown in Fig. 1 , it is possible to build up an ensemble of sequences from the single experimental WT sequence. Note that, following this approach, some care must be taken in the interpretation of the results as, in general, the sequences in the ensemble are not statistically independent. In Fig. 1 it is also sketched the application of the aging algorithm to the single WT sequence. The experimental WT sequence is the first on the top of the figure and it is labelled with 1. The sequence labelled with 2 is obtained by removing the time interval between 1 and 2 , corresponding to the first WT τ 1 . By iteration, the sequence labelled with +1 is derived by taking off the n-th WT τ . Then, the aged or residual WTs τ 1 , τ 2 ,..., τ ... are computed by superposing a time window of lenght to the ensemble of sequences. Note that this is equivalent to a moving time window of lenght that is not shifted at each time step or sampling time, but it is moved from event to event. More specifically, given the series of event occurrence times { } = 1 2 , associated with the WT sequence τ = +1 − , the aging algorithm works as follows:
• Given the aging time , represented by the doublearrow at the top of Fig. 1 , a time window of lenght is moved along the time series, jumping from event to event.
• Considering as starting time of the window the event time , then the first event ( > ) occurring after the end of the time window is found: −1 < + < (see the n-th sequence in Fig. 1 ).
• The aged (or residual) WT is computed: τ = τ ( ) = − ( + ), and added to the sequence of aged WTs: {τ ( )} = 1 2 .
Then, the analysis of Renewal Aging is performed in the following way:
• The young or brand new histogram (WT-PDF) and the WT-SPF are computed for the original WT sequence : ψ(τ), Ψ(τ).
• For given , the aging algorithm is applied to the original WT sequence, obtaining the real sequence of aged WTs: τ R ( ) , where the prime R stands for "Real".
• A renewal sequence of WTs, τ S , is obtained from the original one by applying a random shuffling to the original (real) sequence of WTs. The prime S stands for "Shuffled".
• The renewal sequence of aged WTs is obtained by applying the aging algorithm to the renewal sequence derived at the previous point: τ S ( ) .
• The WT distributions are computed for the two aged WT sequences, getting the Aged Real WT-PDF and WT-SPF, ψ The just described method for the analysis of Renewal Aging is essentially the same proposed and applied in the Refs. [11, 13, 14, 16, 17] , apart from the evaluation of ψ R (τ ) and Ψ S (τ ), which was done by using and approximated analytical formula [22, 23] . In fact, the random shuffling, used here for the first time, is more accurate from a numerical point of view and has also the advantage of allowing to use a much larger range of the aging time with respect to the analytical formula, whose applicability is essentially limited by the maximum observed value of WTs. The interpretation of the results derived from the Renewal Aging analysis are related to the following important considerations and results [13, 14, 16, 17] 
Superstatistics and nonhomogeneous renewal processes
The idea of superstatistics is here applied to intermittent systems with Poisson or Non-Poisson statistics of the events. The authors of Refs. [16, 17] compared a timehomogeneous renewal process with Pareto WT-PDF, Eq. (7), with a non-homogeneous Poisson process reproducing the same effective Pareto WT-PDF. This last model is an example of system with modulation of an intensive parameter, the event rate, that is in agreement with superstatistics in the slow modulation range. The variable of interest is the WT between two events of a Poisson system and the Poisson event rate is allowed to change in time with a random prescription, giving an expression for the WT-PDF similar to Eq. (1):
where now β is given by the Poisson rate and ψ(τ| ) = exp(− τ) is the (conditional) exponential WT-PDF associated with the Poisson rate . In the slow modulation limit (superstatistics) the amount of Renewal Aging was found to be zero, and this was argued to be related to the presence of a large amount of secondary (Poisson) events with respect to the critical (Non-Poisson) events [14] . In the fast modulation range, superstatistics is no more valid and the analysis of Renewal Aging shows a result in agreement with that of a renewal system. This is again related to the critical events, which are hidden in the dynamics of the rate evolution. These critical events are hidden, because the event rate is not directly observed. These important findings are well established only when the rate is a pure random fluctuation, whereas the case of a deterministic or mixed random/deterministic rate evolution is not yet well understood. However, some investigations on the deterministic case are being carried on [11, 19] . In particular, an effective Stretched Exponential WT-PDF can emerge from a quasi-periodic and almost deterministic modulation of a Poisson rate [11] and it has been found that, in some range of parameters, even a harmonic modulation can determine an effective Stretched Exponential WT-PDF [19] . Further, it was found that even an almost deterministic modulation containing a weak random component determine a greater amount of Renewal Aging with respect to a NHPP with a totally deterministic harmonic modulation of the rate. In analogy with the case of a pure random fluctuation of the rate, the authors of Ref. [19] argued that this could be again related to the critical events hidden in the rate dynamics. Critical events can appear also in the observed system, i.e., in the variables of interest that are directly measured from the experimental apparatus. As a consequence, if the system could be observed in an unperturbed condition, that is, without any modulation of the parameters, and assuming the system to be renewal, the Real Aging Ψ R (τ ) should coincide with the Renewal Aging Ψ S (τ ). Further, in the case of Non-Poisson critical events, both Real and Renewal Aging should be different from Ψ(τ). However, note that the experimental observation is often possible only in association with an external perturbation, which acts as a probe. Here we investigate the presence of critical events in the observed system by comparing two different renewal models under the effect of a periodic modulation of the event rate ( ). The rate evolution is exactly deterministic and, then, without any critical events. The first model is a Non-Homogeneous Poisson Process, generating only secondary events (or pseudo-events), the second one is a Non-Homogeneous Non-Poisson Process, derived from the renewal model with Pareto WT-PDF, Eqs. (7) and (8), thus generating critical (Non-Poisson) events. This is obtained by inserting a time dependence in the parameters 0 and 1 of the Pareto's rate, Eq. (8).
The Poisson model
This model is a simplified version [24] of a two-state stochastic model for stochastic resonance [25] proposed by Mc Namara and Wiesenfeld [26] . In the simplified model only the WT sequence is considered, resulting in a NonHomogeneous Poisson Process [18] , which, as already said, is a Poisson process with an event rate changing in time. In particular, following Mc Namara and Wiesenfeld [26] , the rate time modulation is given by:
being 0 the unperturbed Poisson rate, the intensity of the periodic modulation and ν = ω/2π its frequency. The modulation period is T ν = 1/ν. T = 1/ 0 corresponds to the average unperturbed WT. The parameters driving the Poisson model are essentially two: the modulation intensity and an dimensionless parameter defined as the ratio between the modulation pe-riod and the average unperturbed WT:
The range R > 1 defines the slow modulation regime and, in this case, R is an estimate of the number of WTs in a time period T ν . Conversely, the range R < 1 corresponds to fast modulation and the quantity 1/R becomes an estimate of the number of time periods in the average WT. However, there is no abrupt transition from slow to fast modulation, but there is a large intermediate range of R where the system changes in a smooth way from one limiting behavior to the other one.
The Non-Poisson model
The time dependence of the rate given in Eq. (4) and, for Pareto's law, in Eq. (8) is defined by the time-shift " − ", which can be rewritten as a "renewal time" function:
This is an indicator of the event occurrence: it is zero when an event occurs and it increases linearly in time up to the next event, after which it restarts from zero again. As said before, this introduces the renewal condition in the rate evolution associated with a particular realization 1 , 2 ,..., ,... This is evident by considering that ∆ ( ) is the time measured from the last event. It is important to note that the time dependence of ∆ ( ) is not the sign of a modulation, but it is an internal mechanism. The modulation of the dynamics can be introduced through the two parameters 0 and 1 in Eq. (8) . Consequently, the system can be perturbed or modulated by introducing a time dependence in 0 and 1 :
where φ 0 ( ) and φ 1 ( ) are purely random, purely deterministic or mixed random/deterministic functions. In this formulation, the renewal character of the rate function ( ) is again included in ∆ , which is affected by the occurrence of an event, while the functions φ 0 ( ) and φ 1 ( ), describing the effect of external forcing or modulation, are not affected by the events generated by the dynamics. This process is here referred to as Non-Homogeneous NonPoisson Process (NHNPP). The simplest generalization of the NHPP defined by the rate ( ), Eq. (12), is probably given by the following expression:
Here φ 0 ( ) = exp( cos ω ) and φ 1 ( ) = 1. It is worthwhile noting that, as remarked in Ref. [27] , this is equivalent to perturb the power index µ. The NHPP is easily recovered by putting 1 = 0 in Eq. (16), then obtaining again Eq. (12) . However, the NHPP is not only a particular case of the more general NHNPP. On the contrary, it is substantially different from the physical point of view, as the dependence from the renewal time function ∆ disappears, then determining a transition from a system generating critical (Non-Poisson) events to one generating secondary (Poisson) events. This is a central point for the analysis of Renewal Aging, because critical events determine an increase in the amount of Renewal Aging, whereas secondary events are associated to a decrease. The Non-Poisson model is driven by three dimensionless parameters: the intensity , the (unperturbed) power index µ and the ratio between the modulation period and an internal time scale of the system. Limiting to the case µ > 2, it is possible to compute the average WT from Eq. (7), given by:
Then, in analogy with the Poisson model, the third dimensionless parameter is defined again by the ratio between the modulation period and the average WT:
where T ν = 1/ν = 2π/ω as in the Poisson case. Note that another time scale exists, given by 1/ 1 , associated with the decay of the rate between two successive events, but the information about this time scale is already contained in R and µ. Fast and slow modulation ranges are again defined from the value of R and, in particular, by R < 1 and R > 1, respectively.
Numerical algorithm
A numerical algorithm, discrete in time, was used to generate the sequences of random times { } corresponding to the rate ( ) given by Eq. (15) In the implementation of a numerical scheme, the time step cannot be infinitesimal, but it is necessarily a finite quantity. In order to get a good approximation of the continuous-time model described by the rate given in Eq. (15), the time step must be chosen in such a way that (a) = ( · + ) 1 for whatever value of = · + larger than and (b) has to be much smaller than all the relevant time scales. The resulting stochastic process, discrete in time, can be interpreted as a two-state random process and the quantity as the probability of getting a jump at the discrete time . The occurrence of an event corresponds to a jump between the two states and the residence time in each state defines the WT. Note that, if is not very small, the two-state random process, discrete in time, is not a good approximation of the original model given in Eq. (15), even if < 1 (e.g., ∼ 0 5). This is true also when condition 
implying that the internal time scales T = 1/ 0 and 1/ 1 are much larger than the time-step . In the Poisson model, Eq. (12), the second condition is automatically fulfilled, being 1 = 0. The two conditions of Eq. (19) are the only ones required in the unperturbed case (φ 0 = φ 1 = 1), but they must be completed with other ones involving the time scales of the modulation, included in the functions φ 0 ( ) and φ 1 ( ) of Eq. (15) . In the case of the periodic modulation of the rate given in Eqs. (12) and (16) , the additional condition is related to the modulation period:
The practical implementation of the numerical algorithm is as follows. First of all, being condition (a) satisfied, the interval I = [0 1] can be divided into two portions, one ranging from 0 to , called interval P , and one from to 1, called interval Q . Let us assume that an event occurred at time . Then, in order to find the next time +1 , we must follow the following iterative procedure:
, then a jump occurs and it results +1 = + or, equivalently, τ +1 = .
If it is in the interval Q 0 (ξ 0 > 0 = ( ) ), then it is known that +1 > + and the next step ( ≥ 1) must be carried out;
• ≥ 1: it is known from the previous step − 1 that +1 > + · . Then, a random number ξ , uniform in [0 1], must be drawn and compared with:
as given by the Cox definition, Eq. (2). As before, if ξ is in P (ξ ≤ ), then +1 = +( +1)· and τ +1 = ( + 1) · , otherwise, it is in Q (ξ > ), and the iteration must be repeated for + 1, given the known condition:
+1 > + ( + 1) · ;
Note that the iteration stops when the condition ξ ≤ is satisfied for the first time. The resulting computed time +1 is an approximated value with maximum error . If we consider the unperturbed rate, Eq. (8), with 1 = 0, we get the Poisson case, ( ) = 0 , which is approximated by a two-state random process with a constant jump probability: = 0 = 0 ( = 1). Then, as known, the exponential WT-PDF with decay rate 0 is recovered.
Analysis of Renewal Aging on artificial sequences
The numerical algorithm described in the previous Section 3.3 was used to generate artificial WT sequences for the Poisson and for the Non-Poisson model. Then, the analysis of Renewal Aging has been performed on these artificial WT sequences using the method described in Section 2. Figs. 2a and 3a) . However, it is easy to note that the general pattern of the WTPDFs (ψ, ψ R and ψ S ) in the Poisson model gives a similar exponential decay (Fig. 2a) , which is a reminiscence of the unperturbed Poisson statistics. On the contrary, in Fig. 3a (Real and Renewal Aging,) which is significantly different from the decay of ψ. Passing from the WT-PDF to the WT-SPF, the amplitude of oscillations is highly reduced by the integration required in Eq. (5), which acts as a sort of "histogram's smoothing". As a consequence, the comparison of the WT-SPFs is much more clear with respect to the WT-PDFs. In fact, from the comparison of Figs. 2b and 3b it is evident that both models retain the properties of the original, unperturbed renewal models. The NHPP (Fig. 2b) In Fig. 4 an example of slow modulation is reported. The Poisson model (Fig. 4b) shows again a zero amount of Renewal Aging (Ψ
, but it is interesting to note that the WT-PDFs are non-exponential, a feature that is related to an effective superposition of many independent exponential WT-PDFs. This is the range of superstatistics, which, as already found in Refs. [16, 17] , is confirmed to be in agreement with a condition of zero amount of Renewal Aging. As in the fast modulation case, the NonPoisson model (Fig. 4a) . In this condition the system is said to have a partial amount of Renewal Aging. This confirms that the Renewal Aging analysis is able to detect the critical events generated by the system also in the presence of a time modulation, but in the range of small the quantification of the amount of renewal aging is not well established. This is mainly due to the presence of other effects, such as the non-stationarity, and this seems to be a more important effect in the range of relatively small .
The dependence of the Aged distributions on the aging time is a central point. In fact, going from fast to slow modulation, it is necessary to use larger values of in order to detect clear differences between the two models. This means that, going towards the slow modulation range, even the Non-Poisson model tends to lose its renewal character, then confirming the result of Refs. [16, 17] . In other words, the range of displaying a zero Renewal Aging becomes larger and larger as R increases.
Conclusions
An approach to intermittent systems based on the theory of renewal processes [15] has been illustrated and the relation with superstatistics has been discussed. In the context of renewal theory, the role of critical (Non-Poisson) events and of secondary (Poisson) events or pseudo-events has been explained. Critical and secondary events introduce different forms of memory in a time series.
The analysis of Renewal Aging has been shown to be a possible candidate for the evaluation of the number of critical events in a WT sequence, and it can be used to characterize the amount of memory, associated with renewal events, in a time series. It is important to note that the memory generated by renewal events is not always detected by a standard correlation analysis. As discussed by the authors of Refs. [16, 17] , this situation can arise in the context of complex systems and superstatistics.
In order to illustrate the capability of Renewal Aging analysis to detect the presence of critical events in the observed variable even when the system is modulated, the method has been applied to compare a Non-Poisson model with a Poisson one, both of them under the effect of a periodic rate modulation. The Poisson model is used as a sort of reference model. The substantial difference between the two models is given by the critical events generated by the Non-Poisson model, which are completely absent in the Poisson model. The authors of Ref. [28] introduced a methodology to derive a superstatistical description from a given experimental time series. In this methodology, an equivalent superstatistical model is found by estimating the probability distribution of the intensive parameter and the model is validated by checking the separation of the time scales, which is a crucial assumption of superstatistics. In the case of intermittent systems, this methodology cannot discriminate between critical (Non-Poisson) and secondary (Poisson) events. An additional condition that should be satisfied in order to assume superstatistics as a reliable working hypothesis is that described in Fig. 4b , where a non-exponential WT distribution is associated with the Real Aging Ψ R superposed to the brand new distribution Ψ(τ). Finally, it is worth noting that an exact quantification of the amount of memory from the Renewal Aging analysis is still an open problem, as the aging algorithm and, consequently, the Aged WT distributions are sensitive not only to the presence of critical and secondary events, but also to other effects such as non-stationary trends. This is a crucial aspect for a reliable application of the Renewal Aging property to time series analysis and it will be the subject of future investigations.
