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We study theoretically and numerically the entanglement entropy of the d-dimensional free
fermions whose one body Hamiltonian is the Anderson model. Using basic facts of the exponential
Anderson localization, we show first that the disorder averaged entanglement entropy 〈SΛ〉 of the
d dimension cube Λ of side length l admits the area law scaling 〈SΛ〉 ∼ l
(d−1), l ≫ 1 even in the
gapless case, thereby manifesting the area law in the mean for our model. For d = 1 and l ≫ 1
we obtain then asymptotic bounds for the entanglement entropy of typical realizations of disorder
and use them to show that the entanglement entropy is not selfaveraging, i.e., has non vanishing
random fluctuations even if l ≫ 1.
PACS numbers: 03.65.Ud, 03.67.Mn, 05.30.-d
Entanglement is a basic ingredient of quantum de-
scription having a great potential for applications1.
An important quantifier of entanglement is the von
Neumann entropy. In the bipartite setting, where the
system is the union of a subsystem and its environ-
ment of the characteristic lengths l and L, the entropy
of the reduced density matrix of the subsystem (en-
tanglement or block entropy) may have an unusual
asymptotic behavior as a function of l, 1 ≪ l ≪ L,
if the whole system is in its ground state. Namely, it
was shown in a number of works that the entangle-
ment entropy is proportional to the surface area ld−1
of the subsystem but not to its volume ld. The lat-
ter (extensive) length scaling is standard in quantum
statistical mechanics for non-zero temperature (ther-
mal entanglement, while the former was found first
in cosmology and then in other fields and is known
as the area law. Moreover, the area law is not al-
ways valid, e.g., at quantum critical points of sev-
eral one-dimensional (1d) translation invariant quan-
tum spin chains, where the entropy is proportional to
log l, l ≫ 1. It is also believed and found for simple
translation invariant models that a multidimensional
analog of the above divergence is ld−1 log l2,3.
More generally, the area law scaling ld−1 is to be
valid for quantum systems with finite range interac-
tion and a spectrum gap, while for gapless systems
other scalings are possible, ld−1 log l in particular,
which is closely related to the existence of a quantum
phase transition in the corresponding system2. This
is, however, not simple to prove, even in the trans-
lation invariant case, since the spectrum of many-
body quantum systems is rather complex and is known
mostly for 1d exactly solvable models. On the other
hand, there is a simpler model having the both
types of spectrum and the both scalings. These are
the quasi-free fermions described by the Hamiltonian
quadratic in the creation and annihilation operators.
For this Hamiltonian with finite range and translation
invariant coefficients the large-l scaling of the entan-
glement entropy for any d ≥ 1 was established first
via the upper and lower bounds and certain conjec-
tures on the subleading term in the Szego¨ theorem for
Toeplitz determinants3 and then rigorously4.
All the above concerns the translation invariant sys-
tems. Following a standard paradigm of condensed
matter theory, it is natural to consider a disordered
version of the model replacing the translation invari-
ant coefficients of the fermionic Hamiltonian by ran-
dom coefficients, which are translation invariant in the
mean and have fast decaying spatial correlations5.
The analysis of quadratic fermionic forms reduces to
that of a certain one body Hamiltonian. Thus, in the
case of random coefficients we obtain a problem of the
theory of one body disordered systems, which, how-
ever, proves to be quite non-trivial in general. In this
situation and to demonstrate the role of disorder in
the asymptotic behavior of the entanglement entropy
without involving too much technicalities it is natu-
ral to use a simple but non-trivial setting and to ask
simpler questions, e.g., on upper and lower bounds for
the disorder averaged entanglement entropy implying
its scaling (see3 for analogous approach in the trans-
lation invariant case), the same for the entanglement
entropy of typical realizations of disorder and/or on
the selfaveraging property of the entropy. Recall that
a number of important characteristics of disordered
system (free energy, magnetization, density of states,
conductivity, etc.) possess this property, i.e., become
nonrandom in the macroscopic limit5. This allows one
to deal only with the disorder averaged characteristics,
but not with the whole their probability distributions.
We will show in this paper that for the free fermions
in the random external field: (i) for any d ≥ 1 the
averaged entanglement entropy possesses the area law
scaling ld−1; (ii) for d = 1 the same in true for all
typical realizations of disorder; (iii) the entropy is not
selfaveraging for d = 1.
Model. We consider the system of N lattice spinless
fermions with the parity conserving Hamiltonian
H =
N∑
j,k=1
Ajkc
+
j ck, (1)
2where c+j , cj , j = 1, . . . , N are the Fermi operators
and A = {Ajk} is a hermitian N ×N matrix.
By using the Bogolyubov transformation it is easy
to find that if K = {< c+j ck >G}Nj,k=1 where < ... >G
is the ”Gibbs” averaging with the ”density” matrix
ρ = e−H/Z, Z = Tr e−H/Z, (2)
then
K = (1 + eA)−1, A = − logK(1−K)−1, (3)
S = −Tr ρ log2ρ = tr h(K), (4)
h(x) = −x log2 x− (1− x) log2(1− x), (5)
where Tr and tr denote the trace in the 2N -
dimensional space of N fermions and in the N -
dimensional one body configuration space respec-
tively.
We choose A = (H−µ)/T where H = H0+V is the
Anderson model, in which H0 = a ∆, a is the hopping
parameter, ∆ is the discrete Laplacian, V = {Vj}j∈Ω
is the random potential, µ is the Fermi energy and T
is the temperature. Then (3) implies
P = {Pjk}j,k∈Ω = K |T=0 = θ(µ−H), (6)
where θ is the Heaviside function. Thus, P is the or-
thogonal projection on the ground state of the whole
system, the Slater determinant on the first n eigen-
states of H , where n/|Ω| = N(µ) and N(µ) is the
integrated density of states of H . Hence the entropy
(4) of the whole system is zero.
Consider now a subsystem of fermions in a sub-
cube Λ of Ω, the latter can be the whole Zd. We
assume that Λ is centered at the origin and of side
length l = 2m + 1. Note that the setting is not
unambiguous for indistinguishable particles and we
use its natural version known as the entanglement of
modes7. Then the corresponding reduced density ma-
trix is ρΛ = e
−HΛ/ZΛ, where HΛ is the entanglement
Hamiltonian2 given by (1) with A = − logPΛ(1 −
PΛ)
−1 and (see (6) and (4)))
SΛ = −Tr ρΛlog2ρΛ = tr h(PΛ), PΛ = {Pjk}j,k∈Λ.
(7)
The area law scaling for the disorder averaged en-
tanglement entropy. We will show now that if the
spectrum of H below µ is localized, then the disorder
average 〈SΛ〉 scales as ld−1 for l ≫ 1. To this end we
present an upper and a lower bounds for 〈SΛ〉, which
are asymptotically proportional to ld−1.
We start from bounds for h of (4)2:
ϕ(x) ≤ h(x) ≤
√
ϕ(x), ϕ(x) = 4x(1− x). (8)
The bounds and (7) imply
LΛ ≤ SΛ ≤ UΛ, LΛ = 4 trΓΛ (9)
UΛ = 2 tr
√
ΓΛ, ΓΛ = KΛ(1Λ −KΛ).
Use the equality
∑
k∈Zd |Pjk |2 = Pjj valid for any or-
thogonal projection to write
LΛ = 4
∑
j∈Λ
∑
k∈Λ
|Pjk|2, (10)
where Λ the exterior of Λ.
Note that in the 1d translation invariant case Pjk =
sinκ(j− k)/pi(j− k) where κ is the Fermi momentum
and (13) yields LΛ ≃ 4pi−2 log l, l ≫ 1. This is a
simple example of the log-scaling in the translation
invariant case. A more involved argument leads to
the lower bound ∼ ld−1 log l for any d ≥ 13 and to the
corresponding asymptotic formula4.
Assume that the potential is independent and iden-
tically distributed (i.i.d.) in different points. Then
〈|Pjk|2〉 = Πj−k, where Πj = Π−j and is symmetric
in the coordinates (j1, ..., jd), and (10) implies
〈LΛ〉 = 4
∑
j∈Λ
∑
k∈Λ
Πj−k. (11)
It is easy to find that Πj−k is the integral over
∆ × ∆, ∆ = (−∞, µ), of the current-current corre-
lator 〈(δ(H − E1))jk(δ(H − E2))jk〉 determining the
a.c. conductivity of free disordered fermions9.
We will use now a basic rigorous result of the lo-
calization of states of the d-dimensional Anderson
model, according to which if the probability distribu-
tion of i.i.d. random potential is smooth enough and
either µ is close enough to the bottom of the spec-
trum or the hopping parameter is small enough, then
〈|Pjk|〉 ≤ Ce−γ|j−k| for some C < ∞ and γ > 0 (see,
e.g.10). This and the inequality |Pjk| ≤ 1 valid for any
orthogonal projection imply
Πj ≤ Ce−γ|j|. (12)
The sum over k in (11) consists of 2d − 1 sums such
that
(
d
δ
)
, δ = 1, ..., d of them have the coordinates
ka1 , ..., kαδ outside the interval [−m,m] and the rest
inside the interval. Since the summands of (11) are
non-negative, 〈LΛ〉 is bounded below by the sums with
δ = 1 (in fact, the leading term of 〈LΛ〉 for l ≫ 1) and
then (12) yields that up to exponential small in l terms
〈LΛ〉 ≥ 4d
∑
j∈Λ
∑
|k1|>m
Π
(1)
|j1−k1|
≃ c−ld−1, (13)
c− = 8d
∑
t≥1
tΠ
(1)
t , Π
(1)
t =
∑
j2,...,jd∈Zd−1
Πt,j2,...,jd .,
We write here and below al ≃ bl if bl is the leading
term of al for l≫ l.
For the upper bound UΛ of (9) we will use the in-
equality Trf(M) ≤ ∑nj=1 f(Mjj) valid for any n× n
hermitianM and a concave f . The inequality is a ver-
sion of the Peierls variation principle8 with the only
difference is that it is usually formulated for convex f ,
e−x in particular, thus with the opposite inequality.
3Use the inequality with M = ΓΛ of (9) and f(x) =√
x to obtain (cf. (10))
UΛ ≤ 2
∑
j∈Λ
(∑
k∈Λ
|Pjk|2
)1/2
(14)
and then the Schwarz inequality 〈ξ1/2〉 ≤ 〈ξ〉1/2 and
(12) (cf. (11))
〈UΛ〉 ≤
∑
j∈Λ
(∑
k∈Λ
Πk−j
)1/2
<∞. (15)
Since Πjk ≥ 0, the sum over k = (k1, k2,..., kd) ∈ Λ
is not less than (2d − 1) times the sum over |k1| >
l and (k2, ..., kd) ∈ Zd−1. This and the elementary
inequality
√
a+ b ≤ √a+√b yield up to exponential
small in l terms (cf. (13))
〈UΛ〉 . c+ld−1, c+ = 4(2d − 1)
∞∑
j=0
( ∞∑
k=1
Π
(1)
k+j
)1/2
.
(16)
Note that c± of (13) and (16) are finite view of (12).
This and (9) prove the validity of the area law scaling
〈SΛ〉 ∼ ld−1 for the averaged entanglement entropy of
free disordered fermions. For similar results on disor-
dered oscillators see12.
Bounds for the 1d entanglement entropy on typical
realizations of disorder. We will write Ll and Ul for
LΛ and UΛ and Λ = [−m,m] and l = 2m + 1. We
have
Ll = 4
∑
|j|≤m
∑
|k|>m
|Pjk|2 = L+l + L−l , (17)
L+l = 4
∑
|j|≤m
∑
k>m
|Pjk|2, L−l = 4
∑
|j|≤m
∑
k<−m
|Pjk|2,
thus,
L±l = L±l +R±l , L±l = 4
∓∞∑
j=±m
±∞∑
k=±(m+1)
|Pjk|2,
R±l = 4
∓∞∑
j=∓(m+1)
±∞∑
k=±(m+1)
|Pjk|2, (18)
According to (12), 〈R±l 〉 ≤ C1e−γ1l where C1 < ∞
and γ1 > 0. This, the Tchebyshev inequality and
the Borel-Cantelli lemma11 imply that R+l vanishes
with probability 1 as l → ∞, i.e., L+l ≃ L+l , l ≫ 1
with probability 1. Introduce the shift operator T :
(TV )j = Vj+1. Writing the Anderson Hamiltonian as
H(V ) to make explicit its dependence on V , we find
that Hjk(T
aV ) = Hj+a,k+a(V ). This and (6) imply
the same for {Pjk}j,k∈Z, thus L+m(V ) = L+0 (T lV ).
The terms of the series in (18) for L+0 are nonnegative
random functions, thus the series is convergent with
probability 1 if the series of its averages is convergent.
This is again guarantied by (12). Thus, L+0 of (18) is
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FIG. 1. The probability distributions pU (x) and pL(x) of
the lower (19) and upper (20) bounds obtained from nu-
merical data on 15000 realizations of disorder. The hop-
ping parameter a of the Anderson model is 1/10, the po-
tential is uniformly distributed over [-1,1], µ = −0.25, the
system size L = 30000 and the subsystem size l = 1500.
well defined and we have L+l ≃ L+0 (TmV ), l≫ 1 with
probability 1. Likewise L−l ≃ L−0 (T−mV ), l ≫ 1 and
Ll ≃ L+0 (TmV ) + L−0 (T−mV ), l≫ 1. (19)
with the same probability.
A similar argument yields (cf. (19))
Ul . U+0 (TmV ) + U−0 (T−mV ), l≫ 1,
U±0 (V ) = 23/2
∓∞∑
j=0
( ±∞∑
k=±1
|Pk,j |2
)1/2
. (20)
Figure 1 presents our numerical results on the proba-
bility distributions pL(x) and pU (x) of the lower (19)
and upper (20) bounds, the latter is with the opti-
mal exponent log2 instead of 1/2 (see Remark (i) be-
low). It is important that pL and pU are non-zero on
the practically the same intervals. This implies that
the entanglement entropy Sl depends nontrivially on
the realizations of disorder even if l ≫ 1, i.e., Sl is
not selfaveraging. Indeed, if it were selfaveraging, i.e.,
Sl ≃ S, l ≫ 1 for a non-random S, then the whole
interval where the probability density pU of the upper
bound (20) is non-zero would lie on the right of S,
while the whole interval where the probability density
pL of the lower bound (19) is not zero would lie on the
left of S. Thus, these two probability densities would
not overlap.
Besides, it follows from the analysis of numerically
obtained probability distributions of Ul and Ll with
growing l that they become independent of l (satu-
rate) for l ≫ 1. This can be explained as follows.
Since the random potential is independent in differ-
ent points, the first two terms of the r.h.s. of (19)
and (20) has to be also statistically independent for
4l ≫ 1, and since the potential is translation and re-
flection symmetric in the mean, the probability dis-
tributions of these terms are independent of m and
identical. Hence, for l ≫ 1 the probability distribu-
tions pL and pU of (19) and (20) are the convolutions
of l-independent probability distributions of L±0 and
U±0 and this was also checked numerically.
It worth mentioning that our numerical results do
not allow us to conclude that the probability distri-
bution of the entanglement entropy Sl, l ≫ 1 is con-
centrated on a finite interval, hence that the random
function Sl is bounded by a non-random constant for
l ≫ 1 on the typical realizations of disorder. In fact,
this seems unlikely, hence one has to expect that for
every typical realization the random function Sl as-
sumes arbitrary large values Sln on an infinite and
depending on realization sequence of values ln of l.
However, these would be just rather rare peaks of ran-
domly fluctuating entanglement entropy (7) but not
its ”regular” asymptotics.
Remarks. (i) The bound
√
ϕ in (8) can be re-
placed by a tighter one ϕα, α = log 2. (ii) Anal-
ogous results are valid for the Re´nyi entropy Rα =
(1 − α)−1Tr log2 ραΛ reducing to the von Neumann
entropy (7) for α = 1. (iii) The above results are
based on (12) manifesting the localization for the cor-
responding one-body problem. It follows from13 that
an analogous bound holds for 1d Schrodinger oper-
ator with certain incommensurate potentials. Thus,
the entanglement entropy of 1d free fermions in the
corresponding external fields is also bounded. (iv) We
have discussed the area law for the Fermi energy ly-
ing in the localized spectrum of the Anderson model.
The case, where the Fermi energy is in a gap is much
simpler. Here an analog of (12) can be obtained by
writing (6) as the contour integral of the exponentially
decaying Green’s function. (v) One can ask on the
asymptotics of the entanglement entropy for non-zero
temperature (thermal entanglement). In this case the
leading term of the entropy is proportional to ld with
a non-random coefficient and there are certain ran-
dom or incommensurate subleading terms of various
scaling (a stochastic analog of Szego¨ theorem14).
Conclusion. We have shown that for the free
fermions in the random external field the averaged
entanglement entropy of the d ≥ 1 dimension cube of
side length l is bounded from above and from below
by c±l
d−1. The result suggests the validity of the area
law ”in the mean” even in the gapless case for disor-
dered free fermions. This has to be compared with
the results for the translation invariant case, where
the entropy scales as ld−1 log l 2, and with those of a
series of works (see6 for a review) in which, by using a
strong disorder version of the real space renormaliza-
tion group, it was found that the averaged entropy at
critical points of certain disordered spin chains scales
as in the non-random case, although with a different
prefactor of log l. This could be an indication of the
difference of the origin of the area law for disordered
spin chains and disordered free fermions where there
is no interaction and a non-trivial entanglement is due
to a pure ”kinematic” effect of Fermi statistics, hence
simple formulas (3) – (5).
We have also obtained bounds for the d = 1 en-
tanglement entropy of all typical realizations of dis-
order. The bounds do not imply in general that the
entropy of typical realizations is bounded for l ≫ 1
”uniformly” in realizations, i.e., by a non-random con-
stant. However, we show numerically that the bounds
have a non-trivial l-independent for l≫ 1 and overlap-
ping probability distributions (see Fig. 1) manifesting
that the entanglement entropy is not selfaveraging,
i.e., has non vanishing random fluctuations for l≫ 1.
Our results can be viewed as an indication of an
important role of disorder in the entanglement in
extended systems, similarly to its role in condensed
matter (Anderson localization) and phase transitions
(rounding effects). This seems to be especially inter-
esting in the dimension 1, where the Anderson local-
ization is the case for arbitrary small disorder and all
energies5. The results can also be used in the elabo-
ration of the DMRG method (see2,7 for reviews) for
disordered systems (finite-size effects, possible regu-
larization tools, etc.)
1 R. Horodecki, et al, Rev. Mod. Phys. 81, 865 (2009).
2 L. Amico, et al., Rev. Mod. Phys. 80, 217 (2008); J.
Eisert, et al, ibid. 82, 277 (2010); P. Calabrese, et al.
J. Phys. A: Math. Theor. 42 (2009) 500301 (6pp);
3 D. Gioev, I. Klich, Phys. Rev. Lett. 96 100503 (2006);
M. M. Wolf, ibid. 96, 010404 (2006); T. Barthel, et al.,
Phys. Rev. A 74, 022329 (2006).
4 H. Leschke, et al., Phys. Rev. Lett. 112, 160403 (2014)
5 I. M. Lifshitz, et al., Introduction to the Theory of Dis-
ordered Systems, Wiley, NY, 1988.
6 G. Refael, J. E. Moore, J. Phys. A: Math. Theor. 42,
504010 (2009).
7 M.-C. Banuls, et al., Phys. Rev. A 76, 022311 (2007); I.
Peschel, V. Eisler, J. Phys. A: Math. Theor. 42, 504003
(2009).
8 D. Ruelle, Statistical Mechanics: Rigorous Results,
Benjamin, Reading, 1977.
9 W. Kirsch, et al., J. Phys. A: Math. Gen. 36, 12157
(2003).
10 M. Aizenman, Rev. Mod. Phys. 6, 1163 (1994); M.
Aizenman, G. Graf, J. Phys. A 31, 6783 (1998); G.
Stolz, arXiv:1104.2317.
11 W. Feller, An Introduction to Probability Theory and
Its Applications, vol. 1, Wiley, NY, 1968.
12 B. Nachtergaele, et al., J. Math. Phys. 54, 042110
(2013).
13 S. Jitomirskaya, H. Kruger, Commun. Math. Phys.
322, 877 (2013); L. Pastur, A. Figotin, ibid. 95, 95
(1984).
14 W. Kirsch, L. Pastur, (to be published).
