We document the forecasting gains achieved by incorporating measures of signed, finite, and infinite jumps in forecasting the volatility of equity prices, using highfrequency data from 2000 to 2016. We consider the SPY and 20 stocks that vary by sector, volume and degree of jump activity. We use extended HAR-RV models, and consider different frequencies (5, 60, and 300 seconds), forecast horizons (1, 5, 22, and 66 days) and the use of standard and robust-to-noise volatility and threshold bipower variation measures. Incorporating signed finite and infinite jumps generates significantly better real-time forecasts than the HAR-RV model, although no single extended model dominates. In general, standard volatility measures at the 300 second frequency generate the smallest real-time mean squared forecast errors. Finally, the forecasts from simple model averages generally outperform forecasts from the single best model.
Introduction
Modeling and forecasting asset return volatility is central to asset pricing, portfolio optimization and risk management. As volatility is an unobservable variable, its estimation is a challenge for both researchers and practitioners. Popular approaches to modeling and forecasting volatility include the (G)ARCH family of models proposed by Engle (1982) and Bollerslev (1986) , as well as stochastic volatility (SV) models originally proposed by Taylor (1986) . However, these models fail to capture certain stylized facts, including the long-memory aspect of volatility.
The introduction and use of high-frequency data provided a framework for directly measuring and capturing the main stylized facts of volatility. This enables us to calculate a non-parametric measure of volatility, realized volatility or RV, given as the sum of the intra-day squared returns. Early adoption of RV in modeling and forecasting was featured in the work of Andersen and Bollerslev (1998) , Andersen, Bollerslev, Diebold, and Labys (2001, 2003) ; Andersen, Bollerslev, and Lange (1999) ; Andersen, Bollerslev, and Meddahi (2005) , Shephard (2002a, 2002b) , and Meddahi (2002) inter alios.
In these early studies, the implicit or explicit assumption was that the underlying asset return process was best described by a continuous, diffusion process which cannot generate the fat tails observed in the distribution of returns. For that reason, the literature has advocated the use of jump diffusion processes to explain the behavior of stocks returns (see Chernov, Gallant, Ghysels, & Tauchen, 2003; Christoffersen, Jacobs, Ornthanalai, & Wang, 2008; Duan, Ritchken, & Sun, 2006; Eraker, Johannes, & Polson, 2003 , among others). Recent developments using threshold and multi-power variation estimators dissect the components of realized variance into its continuous and jump parts (see, for instance, Aït-Sahalia, 2004; O. E. Barndorff-Nielsen & Shephard, 2002a , 2004 Corsi, Pirino, & Reno, 2010; Mancini, 2001 Mancini, , 2009 ). These estimators were further utilized to build daily and intra-daily jump tests that are capable of detecting significant jumps (see Andersen, Bollerslev, & Dobrev, 2007; Huang & Tauchen, 2005) . Moreover, the work of Aït-Sahalia and Jacod (2012) provide a unified framework that allows the finer characterizations of jumps into finite and infinite activity components.
As a consequence of these developments, the literature has explored the use of jumps to forecast RV. These studies have generally employed a Heterogeneous Autoregressive (HAR) framework, as proposed by Müller et al. (1997) , and subsequently popularized by Corsi (2009) as the HAR-RV. For instance, Andersen, Bollerslev, and Diebold (2007) introduce the HAR-RV-J and HAR-RV-CJ specifications that extend the HAR-RV model using a daily measure of the jump component, and lagged values of the continuous and discontinuous components. Whilst jumps based on the bipower variation (BPV) of O. E. Barndorff-Nielsen and Shephard (2004) improve the out-of-sample performance, the threshold bipower variation (TBPV) of Corsi et al. (2010) generates the largest outof-sample forecasting gains. The reason is that TBPV is a more robust estimator of the integrated variance than the BPV, which tends to be upwardly biased.
Further developments were subsequently made using signed jumps. O. BarndorffNielsen, Kinnebrock, and Shephard (2010) propose the estimation of realized semivariances, which are constructed as the sum of the squares of the positive and negative returns in a fixed interval of time. The difference between the two semivariances is the so-called signed jumps, which are only present when the distribution of returns is asymmetric.
Several studies have considered the use of jumps and signed jumps to forecast realized volatility. (See, for instance, Andersen, Bollerslev, & Diebold, 2007; Busch, Christensen, & Nielsen, 2011; Corsi et al., 2010; Duong & Swanson, 2015; Forsberg & Ghysels, 2007; Ghysels & Sohn, 2009; Giot & Laurent, 2007; Martens, Van Dijk, & De Pooter, 2009; Patton & Sheppard, 2015; Prokopczuk, Symeonidis, & Wese Simen, 2016; Sévi, 2014 , and references therein.).
Whether we consider jumps or signed jumps, the literature generally provides mixed evidence regarding their value added in forecasting. There are two strands here. The first reports gains in forecasting from incorporating jumps. Andersen, Bollerslev, and Diebold (2007) find that separating the jump component from volatility improves out-of-sample volatility forecasts, and that jumps are closely related to macroeconomic news. Corsi et al. (2010) show that the use of a threshold bipower estimator to obtain the jump component leads to greater out-of-sample performance. Patton and Sheppard (2015) argue that volatility is strongly related to the volatility of past negative returns, and report that negative jumps produce better out-of-sample performance. Duong and Swanson (2015) study the importance of large and small jumps using higher-order power variations, and find that small jumps are more important for forecasting volatility than large jumps.
In contrast to these positive findings, many researchers report that jumps do not significantly improve volatility forecasts. For instance, Forsberg and Ghysels (2007) , Giot and Laurent (2007) , Martens et al. (2009) , Busch et al. (2011) , Sévi (2014) , and Prokopczuk et al. (2016) consider the use of both total and signed jumps to forecast future volatility. Their results suggest that the inclusion of jumps produces a better fitting in-sample model, but does not generate any significant out-of-sample forecasting gains.
This paper contributes to the literature in a number of ways. First, we address the general question of whether incorporating information on jumps significantly improves forecasts of the volatility of stock prices. We then study the gains in forecasting performance obtained by dissecting jumps by activity (finite/infinite) and by sign (positive/negative). Finite jumps are generally linked to macroeconomic announcements and so almost certainly play an important role, whereas infinite jumps may or may not be relevant to financial decision making and asset allocation. To the best of our knowledge only Duong and Swanson (2015) have attempted to use jump components in the form of large and small jumps using higher-order power variations. Here, we have two reservations. First, as shown by Ghysels and Sohn (2009) , this class of models works best with volatility measures which are not based on squared returns, even though these measures are ones researchers and practitioners care about the most. Second, a drawback in disentangling jumps using higher-order power variation is the choice of the power value. High power values can generate inaccurate estimates. 1 Aït-Sahalia and Jacod (2014) show that, when using power values (p) below(above) 2, the limit of the power variation converges to the continuous(jump) component, while for p = 2, we obtain the RV estimator. In the absence of a clear choice for p, the user must arbitrarily select a value of p > 2. For values of p close to 2, say p = 2.5, the jump component will retain some Brownian increments and infinite jumps. Finite jumps are isolated when the value of p is sufficiently large, say p ≥ 4. However, this method exaggerates big jumps and when they are used to predict volatility using linear regression, We isolate and dissect jumps by their level of activity and sign using recent theoretical advances in the areas of jump testing and the characterization of continuous time processes with jumps. We use the so-called ABD test in Andersen, Bollerslev, and Dobrev (2007) , to test for jumps in the asset returns process. The idea underlying this method is to normalize the intra-day returns and then evaluate the normalized returns using theŠidàk approach. A day is further classified as a jump day if at least one of the intra-day returns exceeds theŠidàk based threshold.
2,3 Additionally, we use the SFA test in Aït-Sahalia and Jacod (2011) , to determine whether a day is driven mainly by finite or infinite activity jumps. 4 The SFA test has a null of finite activity. Hence, when the null is rejected, we do not know whether the rejection is driven by the presence of finite jumps and/or Brownian motion increments. To address this issue, we combine the ABD and SFA tests, thereby identifying days with infinite jumps (when both tests are rejected) and days with finite jumps (when only the ABD test is rejected). To obtain signed jumps, we intersect the ABD and SFA test with an indicator function for the sign of the jumps.
It is well established in the literature that the characterization of jumps varies by sampling frequency. At higher frequencies, say 5 seconds, infinite jumps are more abundant than at lower frequencies, say 300 seconds. However, the presence of market microstructure at higher frequencies may cast doubt on this characterization since we do not observe the true price. Instead, we observe a contaminated price, so making the realized volatility a very noisy estimator (see Bandi & Russell, 2006; Zhang, Mykland, & Aït-Sahalia, 2005) . In order to correctly capture the characterization of jumps at higher frequencies, we use the work of Jacod, Li, Mykland, Podolskij, and Vetter (2009) and Christensen, Oomen, and Podolskij (2014) to estimate noise-robust estimators of the future volatility is either over or under-estimated depending on the sign of the coefficient.
2 For other examples of work in this area see Aït-Sahalia and Jacod (2009b) , O. E. Barndorff-Nielsen and Shephard (2006) , Jiang and Oomen (2008) , Huang and Tauchen (2005) . For a survey of jump tests, see Dumitru and Urga (2012) and the references therein. 3 We choose the ABD test after testing the power of several jump tests under an alpha stable DGP that allows for infinite jumps (alpha-stable process).
4 Using individual stocks, Aït-Sahalia and Jacod (2012 Jacod ( , 2014 show that the degree of jump activity at higher-frequencies is in the range of [ 1.4, 1.6 ], which implies the existence of both finite and infinite jumps activity. quadratic and integrated variation. We introduce two methodological innovations. First, we modify the ABD test to obtain a version that is noise-robust. Second, we use a two-time scale realized semivariance, which is a modification of the work of Zhang et al. (2005) .
Our application uses high-frequency, TickData data from 2000 to 2016. We forecast the volatility of the SPY and 20 stocks, which vary by sector and volume, using extended HAR-RV models. We consider different frequencies (5, 60, and 300 seconds), forecast horizons (1, 5, 22, and 66 days) and the use of noise-robust measures. We find evidence that jumps characterize the structure of both SPY and the 20 individual stocks under examination.
Our results suggest improvements in performance, in both in-and out-of-sample, when jumps are used as additional predictors in the extended HAR-RV models. We focus on the mean squared prediction error (MSPE) results from real time, pseudo out-of-sample forecasts using rolling window regressions. The classification of jumps by activity shows that infinite jumps are relatively more important at shorter horizons, whereas finite jumps are superior at longer horizons. We find little difference in jump asymmetry. Incorporating signed finite and infinite jumps generates significantly better real-time forecasts than the HAR-RV model, although no single extended model dominates.
The use of noise-robust estimators substantially improves the out-of-sample performance of our extended HAR-RV models, especially at very high frequencies. The gains are greater for the individual stocks than for SPY. However, the greatest gains in real-time forecast performance are generally found using returns sampled at 300 seconds intervals, rather than at 5 or 60 second intervals. At the 300 second frequency, the forecasting performance of standard and noise-robust measures is similar. In line with Ghysels and Sinko (2011), robust-to-noise measures only improve the forecasting performance at higher frequencies when market micro-structure noise is important.
Finally, since no single model dominates in terms of forecasting performance, we show that simple model averaging generally results in economically significant out-of-sample forecasting performance. These gains are documented using both the SPY and individual stocks across horizons. The gains are greatest using returns sampled every 300 seconds.
We assess the predictive accuracy of the model averaging using the pair-wise DM test of Diebold and Mariano (2002) . The results show that the model averaging produces significantly smaller MSPEs, even at long horizons of 66 days / three months.
The remainder of the paper is as follows: Section 2 introduces the theoretical background. Section 3 describes the estimation of jumps and their decomposition. Robustto-noise volatility measures are also discussed. Section 4 highlights the forecasting framework, and sets out the forecasting models and forecast evaluation criteria. The data used in this study are described in Section 5, where the incidence of various types of jumps are detailed. The real-time forecasting results are discussed in Section 6, where the gains from adding the different types of jumps to extended HAR-RV models are documented. A range of model averaging results are presented in Section 7. Finally, Section 8 summarizes the paper and presents out conclusions.
Theoretical Background
Let X be an Itô-semimartingale defined on some filtered probability space (Ω, F, (F t ) t≥0 , P), with the following representation
where a is a locally bounded and predictable drift term, σ is the spot volatility, being both adapted and càdlàg. In the current context, X t is the log of the price of an equity or an equity index. Additionally, W is a standard Brownian motion and J t is a pure jump process given by J 
where µ is a Poisson random measure with compensator ν, and > 0 is an arbitrary number. N t is a Poisson process with constant intensity λ, jumping at times denoted by (τ l ) l=1,...,Nt , and where each γ l denotes the size of the jump occurring at τ l . All γ l are i.i.d. and independent from N t . For more details on Itô-semi-martingale processes, see Aït-Sahalia and Jacod (2014) and the references therein.
Since volatility is a latent variable, realized measures are often employed to give consistent estimates of the quadratic variation (QV) of the process on a fixed interval [0, T ], using high-frequency data. The quadratic variation of the price process is defined as
where ∆ s X := X s − X s− = 0, if and only if X jumps at time s. 0<s≤t (∆ s X) 2 is the total number of discontinuities on the interval [0, t]. A widely used realized measure is the realized volatility (RV), which converges in probability to the quadratic variation as ∆ n → 0. The RV is defined as
where · is the integer part. The log-returns are defined as ∆ Corsi et al. (2010) . The TBPV, which is robust to jumps in both the stochastic limit and the asymptotic distribution, is defined as follows
where
2 ϑ = 3, and V t is an auxiliary estimator of σ 2 .
O. Barndorff-Nielsen et al. (2010) introduce the realized semivariance (RSV) estimator. The RSV captures the variation of only positive or negative returns and is defined as
O. Barndorff-Nielsen et al. (2010) show that the difference of the two semivariances is equal to the signed jumps, obtained by subtracting the positive and negative semivariances; i.e. the halves integrated variations canceled out.
3 Realized Jumps
Jump test statistics
To identify days with significant jumps, we employ the intra-day jump test proposed by Andersen, Bollerslev, and Dobrev (2007) , and select the highest intra-daily value of the test within a day. If this value is greater than the cut-off, we classify the day as a jump day. The jump test is defined as
where Φ −1 (·) is the inverse of the standard normal cumulative distribution function,
∆n is theŠidàk approach, and α is the significance level. The indicator for a day with a significant jumps is estimated as follows
Infinite/Finite Jump Test
To identify whether the days with significant jumps are mainly driven by infinite or finite activity, we employ the SF A t test proposed by Aït-Sahalia and Jacod (2011). The SF A t test statistic, with k = 2, and p = 4 is defined as 
where 
For more details and settings, see Aït-Sahalia and Jacod (2011). The null hypothesis is that jumps are finite. The indicator
identify days with finite/infinite activity jumps. Φ −1 (·) is the standard normal quantile, and α is the significance level.
Jumps Classification and Identification
The partitioning of variation due to continuous and jump components can be done by taking the difference between measures of realized volatility and integrated variation.
Andersen, Bollerslev, and Diebold (2007) use this approach to construct measures of the variation of daily jump and continuous component. In this paper, we follow their method to disentangle the jump from the diffusive component, where we extend this methodology to construct measures for infinite and finite jumps. Following Andersen, Bollerslev, and Diebold (2007) we disentangle the jump and continuous component as follows
The intersection of the ABD and the SFA tests enable jumps to be classified by activity.
Infinite jumps are obtained when both tests reject their null of no jumps and finite activity of jumps, respectively. When only the ABD test rejects its null, we classify this jump as a finite jump. This new jump classification is outlined as follows
We classify a jump day as an infinite jump day when the ABD and SFA test respectively reject the nulls of no jumps and finite activity jumps. In the same fashion, we classify a day as finite activity jump day when the ABD test identifies a jump and the SFA test fails to reject its null of finite activity jumps. O. Barndorff-Nielsen et al. (2010) show that by taking the difference between the positive and negative semivariance it is possible to obtain the so-called signed jumps,
Using the intersection of the ABD and SF tests along with an indicator function highlighting the sign of the signed jumps provide a further classification of jump by activity and sign as follows
Contribution of Jumps to Quadratic Variation
Following Aït-Sahalia and Jacod (2012), we estimate the relative contribution of jumps to the quadratic variation (Q) as follows
those measures, we may obtain a better understanding of the contribution of jumps to quadratic variation, as well as the composition of these jumps in terms of level of activity and sign. For instance, our prior is that infinite jumps are more important at higher frequencies than at lower frequencies. In addition, using these measures, we can also see if the level of activity and sign of the jumps matter in modeling and forecasting volatility.
Market Microstructure Noise
We now examine how the market micro-structure distorts the estimation of realized volatility measures, and hence the identification of jumps. From Table 4 , we know that the contribution of jumps varies across frequencies, and as ∆ n → 0 the level of market micro-structure noise increases. As a result, standard realized volatility measures tend to be biased upward, distorting the jump test statistics.
5 Robust-to-noise volatility measures should be used instead. We assume that the observed prices are contaminated by additive, micro structure noise
where X t is the process described in equation (1) Christensen et al. (2014) propose pre-averaging the returns and using the following robust-to-noise estimators for the realized variance and the bi power variation in this case.
is a bias-correction to remove a leftover effect of noise that is not eliminated by the pre-averaging estimator. The unknown noise variance ω 2 can be approximated using either the Bandi and Russell (2006) estimatorω
In this paper we use the latter procedure.
The pre-averaging returns are estimated as follows
5 Since E[|∆ Hansen & Lunde, 2006; Huang & Tauchen, 2005 , for more details). 6 We also tried the threshold bipower variation measure proposed by Christensen, Hounyo, and Podolskij (2018) but the differences were negligible. 7 We try θ = {1/3, 1} following Christensen et al. (2014) .
where g = (x ∧ 1 − x), and ∆
For estimating the up and downside volatilities in a noise-robust framework, we modify the two-time scale realized variance of Zhang et al. (2005) to obtain the two-time scale realized semivariance as follows.
Proposition 1 (Robust semivariances). Assume that the true log-price process is contaminated by an additive noise, so that we only observe a log-price as in (21); then the two-time scale realized semivariances are described as
where N k represents the number of observations after using the scale k. k = cM 2/3 , and c is the bandwidth stated as in Zhang et al. (2005) . Table 1 presents the finite sample performance exercise using the simulation design with finite jumps described in appendix B. The entries in Table 1 are MSEs. The results indicate that the realized semivariance is very sensitive to market micro-structure noise, resulting in large MSEs even when the level of noise-to-signal ratio is moderate. On the other hand, the performance of the two-scale realized semivariance is excellent when the noise-to-signal ratio is moderate, even though the performance deteriorates a little when both the frequency and noise-to-signal level are higher.
Robust-to-Noise Jump Test Statistics
The ABD test in Andersen, Bollerslev, and Dobrev (2007) can be modified to give a test that is robust to the presence of additive market microstructure noise. This is done by replacing raw returns by pre-averaged returns, and using the pre-averaged bipower variation without the bias correction. The bias correction is not required since the remaining noise from the pre-averaged returns and pre-averaged bipower variation cancel out.
Proposition 2 (Robust ABD test). Assume that the observed log-price process is (21);
then using robust measures of volatility and pre-averaged returns we obtain the following daily-jump test statistics
Finally, we employ the methodology outlined in Section 3.3 to decompose the noiserobust RV into its continuous and discontinuous components, and dissect the jump component by activity (finite/infinite) and sign (positive/negative). Table 2 shows the results of a small Monte Carlo exercise that explores the size and power of the two versions of the ABD test under finite and infinite jumps, with a moderate and higher level of noise-to-signal ratio. Our simulation design is described in Appendix B. As expected the size and power of the noise-robust ABD test is much closer to the theoretical values when the magnitude of noise is greater, i.e. at higher frequencies.
At lower frequencies the ABD test provides more accurate size and power. When testing for infinite jumps in the presence of moderate noise levels, the power of both tests is good, but the power of the standard ABD test is badly affected by noise-to-signal levels.
The basic HAR-RV in Corsi (2009) models current and future RV as a linear function of lagged values of the RV at the daily, weekly and monthly levels. Our forecasting models extend the HAR-RV models by including finite and infinite jumps and signed jumps. Andersen, Bollerslev, and Diebold (2007) and Corsi et al. (2010) originally added jumps to the HAR-RV model. Our baseline HAR-RV model is
aggregates information between {t + 1, t + h} in order to present the coefficients values at the same scale with daily measures.
h is an integer specifying the forecasting horizon. Our benchmark HAR-RV takes the original specification proposed by Corsi (2009) where future RV depends only on its lagged values. We extend the HAR-RV framework using a family of nine different HAR models.
Total Jumps Models:
Finite Jumps Models:
Infinite Jumps Models:
The continuous and jump components in the models were estimated as in equation (14).
We respectively estimate finite and infinite jumps as in equation (16) and (15), while the estimation of signed jump activity follows from equation (18). We also have an additional nine models where all the right-hand volatility measures are the noise-robust measures discussed in Section 3.5.
Forecast Evaluation
Our primary interest is in the performance of real-time, pseudo out-of-sample forecasts. We consider horizons h = 1, 5, , 22, and 66, corresponding to one day, one week, one month, and one quarter ahead. We also use rolling window regressions of size 1000, or approximately four years, to estimate the models.
The out-of-sample performance is evaluated using the mean squared prediction error (MSPE) loss function and the out-of-sample R 2 . The MSPE has been shown to be robust to noise in the proxy for volatility in Patton (2011) .
where RV s and RV s are respectively the estimated and forecasted RV t,t+h for the pseudo out-of-sample period. S = T − RW refers to the total number of out-of-sample observations and RW is the rolling window size. Additionally, we carry out pair-wise DM test, (see Diebold & Mariano, 2002) , which have a null of equal predictive ability based on the MSPE loss criterion. We use robust HAC standard errors for the DM tests. The Model Confidence Set (MCS) procedure of Hansen, Lunde, and Nason (2011) is used to identify the subset of models that significantly outperform the others. We denote by M the set of all the HAR models. We define
t,t+h ) as the difference in the loss of model i and model j. We use a quadratic loss function as L.
Finally, we construct the average loss difference,d h,i,j , and define the test statistics as
The MCS test statistics are given by T M = max i,j∈M |t h i,j | and have the null hypothesis, H 0 that all models have the same expected loss. The alternative hypotheses is that there is some model i with a MSPE that is greater than the MSPE's of all the other models j ∈ M\i. When the null is rejected the worst performing model is eliminated, and this process is iterated until no further model can be eliminated. The surviving models denoted by M M CS are retained with a confidence level α = 0.05. We implement the MCS via a block bootstrap using a block length of 10 days and 5000 bootstrap replications. were chosen based on their jump activity index, allowing for different levels of both finite and infinite jumps. The data source is TickData database. We employ the previous tick interpolation for aggregating down the data to the required sampling frequency. 9 Table 3 reports the descriptive statistics and average volume of the stocks under examination.
This table highlights the heterogeneous composition of our dataset, with great variation in the trading volume, yet still active enough to avoid higher levels of price staleness, and different levels of volatility which ensures a great variety of jump activity across our stocks.
As this paper studies the role of the different types of jumps and the effect of market micro-structure noise in forecasting realized volatility, we sample our data every 5, 60, and 300 seconds. The choice of 300 seconds is standard in high-frequency finance studies, and is motivated by the trade-off between bias and variance (see Aït-Sahalia, Mykland, & Zhang, 2005; Bandi & Russell, 2006; Zhang et al., 2005 , for a more detailed discussion). Table 4 reports the contribution of different types of jumps to the quadratic variation across frequencies estimated as in equation (19). The contribution of total jumps decreases as the sampling interval increases, i.e. from 5 to 300 seconds. This means that aggregating the data reduces the identification of jumps, since longer intervals of time make the data look more continuous. This is why the continuous component in the SPY increases from 56% to 85% as the sampling interval increases from 5 to 300 seconds. At higher frequencies, most jumps in SPY are infinite activity jumps. For the 20 individual stocks, the share of infinite jumps is somewhat higher. The contribution of infinite jumps decreases in line with the total jumps as the sampling interval increases, suggesting that data aggregation reduces the estimated contribution of infinite jumps faster than that of finite jumps. This result is expected since, at longer sampling intervals, the small variations that characterize infinite jumps are closer to Brownian increments (or completely disappear). 6 Empirical Findings 6.1 RV Prediction: SPY and Individual Stocks Table 6 -9 presents the in-sample coefficients, as well as the in-and out-of-sample R 2 , of the baseline HAR-RV and extended HAR-RV models for SPY for four forecast horizons -h = 1 (day), h = 5 (week), h = 22 (month), h = 66 (three months) using returns sampled every 300 seconds. The baseline HAR-RV is presented in Table 6 , while the HAR-CJ (jumps), HAR-CFJ (finite jumps), and the HAR-CIJ (infinite jumps) models are presented in the subsequent tables. The significance of the coefficients is evaluated using Newey-West HAC robust standard errors, allowing for serial correlation of up to order 5 (h = 1), 10 (h = 5), 44 (h = 22), and 132 (h = 66), since the random error term in the models is serially correlated at least up to order h − 1. We follow Andersen et al.
(1999) and Patton and Sheppard (2015) and estimate R 2 (oos) as 1 minus the ratio of the out-of-sample models-based MSPE to the out-of-sample MSPE from a forecast including only a constant. Table 6 reports the baseline HAR-RV estimates, which are all significant at even h = 66, confirming the existence of highly persistent volatility dependence. The magnitude of the daily and weekly coefficients decrease as we lengthen the forecast horizon.
The magnitude of the monthly coefficient changes little with the horizons, although its relatively importance increases at longer horizons. Tables 7 (jumps) and 8 (finite jumps), even though the estimates increase with the forecast horizons. However, in the specification using infinite jumps (Table 9) , the estimated coefficients on the monthly continuous component is highly significant and quite large for all horizons.
If the level of activity of the jumps does not matter when forecasting volatility, then we should expect that β J = β F J = β IJ . We easily reject this restriction for β J = β IJ .
Looking at signed jumps, we also reject the hypothesis that β J = β J + = β J − at the 5% for all horizons. This means that dissecting jumps by their nature and sign do help to predict future volatility. Of course, we ideally need to show that the real-time, pseudo out-of-sample results from HAR type models with finite and infinite jumps, and/or signed and unsigned jumps generate significantly better out-of-sample forecasts using a standard loss function such as the MSPE.
Negative/positive jumps usually increase/decrease the level of future volatility, whereas unsigned total jumps also reduce the estimation of future volatility. These results are line with those of Andersen, Bollerslev, and Diebold (2007) and Patton and Sheppard (2015) .
Turning to the nature of jumps we find that infinite jumps increase the level of future volatility, whereas finite jumps act like unsigned jumps reducing the value of the expected future volatility. The daily jump component is potentially important in predicting future volatility when total and positive jumps are used. On the other hand, the weekly and monthly jump components are more important for positive and negative jumps, respectively. Infinite jump estimates are usually insignificant, except for the daily negative and weekly positive infinite jumps which are significant across horizons.
The in-sample R-squared, R 2 (in) , suggests that incorporating jumps as predictors results in a better fit for our models outperforming the baseline HAR-RV across the four horizons we have examined. The out-of-sample R-squared, R 2 (oos) , shows that all models based on finite and total jumps outperform the baseline model across horizons, whereas specifications based on infinite jumps outperform the HAR-RV for 1-and 5-day ahead predictions. Taking the nature of jumps results, the R 2 (oos) indicates that specifications based on total and finite jumps perform better at longer horizons. For instance, the
HAR-CFJ
+ has an increment of 11.89% and 3.82% in terms of R 2 (oos) for h = 5 and h = 22, respectively. Infinite jump specifications perform best at shorter horizons only.
For instance, adding infinite jumps at h = 1 and h = 5 result in an improvement in the R 2 (oos) of 16% and 5%, whilst at h = 22 the R 2 (oos) reduces by 8%, suggesting that the information power of infinite jumps is only important at shorter horizons. Infinite jumps contribute very little to the QV(%) at lower frequencies, yet its information is very rich.
However, the use of moving averages to construct the measures for h > 1 presumably reduces the importance of infinite jumps at longer horizons.
Rolling Regression Forecast Results
Tables 10 and 11 report the relative MSPE and the Model Confidence Set (MCS) for SPY and our selection of 20 stocks. Average results for all the 20 stocks are tabulated in Table 11 . The results are based on real-time, pseudo out-of-sample rolling regression forecast using a 1000 day window. We use the Diebold and Mariano (DM, 2002) test to identify extended HAR jump models with significantly lower MSPE's than the benchmark HAR-RV models. We identify the set of retained models -models with MSPE's that are not significantly higher than the MSPE of other retained models -using the Model Confidence Set (MCS) procedure of Hansen et al. (2011) .
The bottom row of the two tables are the MSPEs for the baseline HAR-RV model using standard or raw volatility measures. The remaining MSPE entries are relative MSPEs, i.e. the ratio of the proposed models to the MSPE of the benchmark model. Values below one generate better forecasts than baseline HAR-RV, and vice versa for values above one.
The entries in the top panel are based on forecasts using standard volatility measures as explanatory variables; the bottom panel entries using robust-to-noise volatility measures. Table 10 are the MCS rankings while entries in Table 11 are the number of times (out of 20 stocks) each extended HAR model is retained in the MCS.
The MCS entries in
Taking the SPY results (Table 10 ) first, the starred MSPE entries and the bold MCS rank entries indicate that many of the extended HAR models with jumps forecast as well as, or better, than the baseline HAR-RV models. Based on the DM and MCS tests, the MSPEs of these models are similar or lower than the MSPEs of the baseline models.
Infinite jumps are more persistent than finite jumps at high frequencies than at low frequencies, and tend to only improve the one-day ahead out-of-sample forecasts.
Comparing the results from Panel A and B, we find that on average the MSPE's of the noise-robust based forecasts are about 1/12 th smaller than the standard forecasts at the 5 and 60 second frequencies. As expected, models using 5 and 60 second raw volatility measures are usually excluded for the MCS at longer horizons, confirming the importance of accounting for micro-structure noise at higher frequencies (Ghysels and
Sinko (2011)). Nevertheless, the MSPE numbers for the baseline HAR-RV model in the final row of Table 10 suggest that models using 300-second volatility measures tend to forecast better than models using 5 or 60-second returns, irrespective of whether standard or robust-to-noise volatility measures are used.
Turning now to Table 11 , recall that the MSPE entries are averages across the 20 stocks, while the MCS entries are counts of the number of times (out of 20 stocks) each baseline HAR-RV or extended HAR model with jumps is retained in the MCS. The relative MSPE entries are more clustered around one than in Table 10 . 11 In addition, many of the MCS entries, including entries for the baseline HAR-RV models, are close to or equal to 20. Thus, the improvement in the forecasting performance of extended models with jumps is less obvious for the 20 stocks, than it is for the SPY index.
At the 5 and 60-second frequencies, the MCS procedure tends to exclude more models using standard than noise-robust volatility measures, again confirming the results that the latter work best at finer frequencies. We also find evidence that infinite jumps based on noise-robust estimators are more important for forecasting long-horizon volatility at higher frequencies.
Nevertheless, consistent with the results for SPY, we show that forecasts using 300 second volatility measures are generally better than the forecast using 5 or 60 second measures, and that the relative MSPEs of the raw volatility measures tend to be somewhat lower than the relative MSPEs of the robust-to-noise measures. Since no single extended HAR model with jumps dominates the others, and given that the gains obtained are small at the aggregate level, we now examine whether or not model averaging does generate forecasting gains.
The Gains from Model Averaging
So far we have shown that a variety of HAR type volatility models that account for the nature and sign of jumps generate significant improvements in forecasting performance.
11 The entries are also less dispersed, in part because we are reporting averages.
However, there is little to choose when it comes to selecting the best approach, since no specification consistently outperforms the other models across horizons and frequencies.
This section employs four simple approaches to assigning model averaging weights.
We experimented using more complicated averaging procedures, but the results were similar to those we present below. equal weights. In the first three cases, the weights are recalculated every time a new set of rolling window forecasts are generated, and we prune the set of models under consideration by only averaging models which are retained in the Model Confidence Set.
Weight Formula Models

Min. Prediction Error Variance w
h t = argmin w w Σ h t w s.t. ι w = 1 MCS Inverse MSPE w h t,i = (M SP E h t,i ) −1 i∈M J (M SP E h t,i ) −1 MCS Inverse Rank w h t,i = (Rank h t,i ) −1 i∈M J (Rank h t,i ) −1 MCS Equal Weights w h i,t = 1 N
All
Note: Σ h t is the estimated, rolling window variance-covariance matrix of the set of MCS retained horizon h volatility forecasting models at time t. ι is a vector of ones representing each retained model. M SP E h t,i and Rank h t,i are the rolling window MSPEs and MCS Ranks for the MCS retained horizon h forecasting model at time t. Finally, N represents all the jump specifications used in this study. The largest MSPE reductions are generally found at the one-week horizons, followed by the one-month horizon. We present model averaging results for SPY using 60 and 300 second returns. The SPY model averaging forecasts using 300 second returns dominate the forecasts using 60 second returns, generating lower MSPEs. The mode averaging forecasts using 300 second SPY returns also dominate the unreported model averaging Overall, pruning dominated models and the use of inverse MSPE weights or inverse MSPE ranks for model averaging work quite well.
Conclusion
We examine the gains in forecasting the volatility of equity prices by decomposing jumps by activity (finite/infinite) and by sign (positive/negative) using high-frequency data for SPY and 20 individual stocks, which vary sector and volume. Our key findings are as follows. Quadratic variation contains a significant jump component, even at the 300-second frequency. The contribution of infinite jumps is greater than that of finite jumps at low frequencies. However, at the 300-second frequency, the jumps are mainly finite jumps.
Extending the HAR-RV style models with a variety of jump measures helps to predict future volatility, generating significant in-and out-of-sample improvements for both SPY and the 20 individual stocks. We find that noise-robust estimators substantially improve the estimation of future volatility at higher frequencies. However, since the level of market micro-structure declines as the sampling interval increases, the forecasting advantage of the noise-robust jump volatility also declines.
The real time, pseudo out-of-sample forecasting results using a rolling window suggest that the lowest MSPE forecasts are obtained using the returns sampled every 300 seconds, as opposed to every 5 or 60 seconds. This result holds for the horizons examined -one day, one week, one month and three months-irrespective of whether robust-to-noise volatility measures were, or were not, used. In terms of MSPEs, there is little to choose between standard or robust-to-noise measure at this frequency.
Finally, since no single forecasting model dominates, we investigated whether various model averaging procedures generated further real-time forecasting gains. We report results for simple model averaging procedures, since the forecasting performance of more complicated model averaging procedures were similar. In some cases, we pruned the set of models using the model confidence set procedure of Hansen et al. (2011) to eliminate dominated models. We find that simple model averaging procedures generally result in significant gains in forecasting performance vis-a-vis the single best forecasting model, which in turn outperforms our HAR-RV baseline. For example, model averaged results using equal weights, or the rather ad hoc, normalized inverse MSPE weights in Bates and Granger (1969) We follow Jing et al. (2012) and estimate the jump activity index as follows,
where U ( , φ, g) .4) where c = a p + pa p−1 (b − a)/2 and the following conditions must be satisfied: 0 < φ < φ , ∈ (0, 1/2), 0 < a < b. We set = 1/5, φ = 2φ, p = 6, a = 6/5, b = 7/5. This 
B Simulation Design
Our simulation is based on the Heston model augmented with finite and infinite jumps as follows,
where E[dW t , dB t ] = ρdt, and L t is either a finite activity compound Poisson process or an infinite activity Cauchy process (a β-stable process with β = 1).
We take κ = 5, η ν = 1/16, ρ = −0.5 following Aït-Sahalia and Jacod (2011). The compound Poisson process has intensity λ, and jumps that are uniformly distributed on
. We set m = 0.7 and λ = 0.5 such that there is on average one jump every two days. When jumps are of finite activity we set θ L = 1, while for infinite jumps we set θ L = 0.5. We follow O. E. Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008) and simulate the market micro-structure as follows
This design enables the variance of the noise to be constant throughout the day, though changing from day to day. This noise is then added to the X t,i price process to obtain the time series of actual high-frequency simulate prices Y t,i = X t,i +u t,i . ξ is the noise-to-signal ratio used to simulate the market micro-structure noise.
Finally, we simulate T = 50 days, consisting of 6.5 hours of trading per second, i.e., n = 23400. We then sample the data every 5, 60, and 300 seconds. We use 3000
replications providing a total of 150,000 days, and the jump tests are evaluated at the 5% level. Note: The table reports the finite sample mean squared errors of the realized semivariances and two-scale realized semivariances in the simulation exercise described in Appendix B with finite activity compound Poisson jumps. ξ represents the noise-to-signal ratio used to simulate the market microstructure noise. Note: This table report the empirical size and power of the ABD test of Andersen, Bollerslev, and Dobrev (2007) and our modified version that is noise-robust. The theoretical size is α = 0.05, and the Monte Carlo settings and models are described in Appendix B. ξ represents the noise-to-signal ratio used to simulate the market micro-structure noise. Note: The table reports the contribution of the different jump measures to the total quadratic variation (QV) across frequencies for SPY and the average of all the stocks using 5 second, 60 second and 300 second returns. The results for the individual stocks were estimated using 300 second returns.βIJA is the estimated Blumenthal-Getoor index of jump activity (Appendix A). Note: The table reports the OLS coefficient estimates and in-and out-of-sample R-squared for HAR-RV forecasting regressions for SPY RV at the daily (h = 1), weekly (h = 5), monthly (h = 22) and quarterly (h = 66) horizons. The RV measures are calculated using 300 second returns. The significant of the coefficients are based on Newey-West HAC standard errors, allowing for serial correlation up to order 5 (h = 1), 10 (h = 5), 44 (h = 22), and 132 (h = 66), respectively. The superscripts * , * * , and * * * indicate that the coefficient is statistically significant at the 10%, 5% or 1% level respectively. The out-of-sample R-squared, R 2 oos , is calculated as one minus the ratio of the out-of-sample model-based MSPE to the out-of-sample MSPE from a forecast that includes only a constant. Note: See Notes to Table 6 . Bold in-sample and out-of-sample R-squared entries indicate that the fit of the proposed models is better than that of the baseline HAR-RV model in Table 6 . The indicates that the MSPE of the model is significantly lower than the MSPE of the benchmark HAR-RV model in Table 6 . Note: See Notes to Table 6 . Bold in-sample and out-of-sample R-squared entries indicate that the fit of the proposed models is better than that of the baseline HAR-RV model in Table 6 . The indicates that the MSPE of the model is significantly lower than the MSPE of the benchmark HAR-RV model in Table 6 . Note: See Notes to Table 6 . Bold in-sample and out-of-sample R-squared entries indicate that the fit of the proposed models is better than that of the baseline HAR-RV model in Table 6 . The indicates that the MSPE of the model is significantly lower than the MSPE of the benchmark HAR-RV model in Table 6 . The table reports the relative MSPE, the ratio of MSPE of the model indicated in the first column to the MSPE of the baseline HAR-RV, in both cases using standard volatility measures as opposed to robust-to-noise measures. The best models refers to the min MSPE model from the set of jump models presented in Section 4. The superscript * identifies models with significantly lower MSPEs than the benchmark HAR-RV. The bold entries highlight models where the MSPE of the model average is lower than the MSPEs of both the HAR-RV benchmark and the best model. The starred bold entries (superscript * * ) identify models whose MSPEs are significantly lower than the MSPEs of both the benchmark HAR-RV and the best extended HAR model. Note: The figure graphs the autocorrelation of the realized variance and its elements. The autocorrelations at the 5 and 300 second frequencies were estimated using noise-robust and raw estimators, respectively.
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