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Abstract
This article is a presentation of a report read at an international con-
ference dedicated to the memory of Professor B.Yu. Sternin in Moscow on
November 6-09, 2018. The Hochschild homology and cohomology group
can be described in terms of the homology and cohomology of the classi-
fying space of the groupoid of the adjoint action of the group under the
suitable assumption of the finiteness of the supports of cohomology groups.
The difference between homology and cohomology leads to a correction of
the results in the book by D. J. Benson [1],[2].
1 Introduction
This talk is motivated by comparing the results of our last work, Arutyunov
A.A., Mishchenko A.S.,(2018), [3], (the full text is presented in the journal
”Matematicheskij sbornik” [4]) and also works by Arutyunov, A.A., Mishchenko,
A.S., Shtern, A.I., (2016), [5], [6], in which a description of the algebra of exterior
derivations of the group algebra R[G] of a finitely representable discrete group
G is presented in terms of the Cayley complex of the groupoid G of the adjoint
action of the group G , with the results of Burghelea (1985) [7] and Benson
(1995, 1991) [1], [2], which describe the Hochschild homology and cohomology
of the group algebra R[G] in terms of the classifying spaces BC〈x〉 centralizers
C〈x〉 of conjugate classes 〈x〉 of groups G .
The space of external derivations has a description in the form of one-
dimensional Hochschild cohomology of the same group algebra (see the book
by R. Pierce (1986) [8], the definition ”a”, p. 248). Therefore, a natural ques-
tion arises: is it possible to describe all Hochschild cohomology of group algebra
in terms of geometric constructions on the groupoid of the adjoint action of a
group by analogy with the external derivations of group algebra?
In the book of Benson (1991, 1995) [2], [1] just contains the calculation of
the Hochschild homology and cohomology of the group algebra C[G] in terms
of centralizers of classes of conjugate elements in the group G . In particular,
there is a theorem (Volume 2, p.76)
∗This work was supported by the Russian Foundation for Basic Research (Grant No 18-
01-00398)
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Theorem 1 (2.11.2) The additive structure of the Hochschild homology and
cohomology of the group algebra RG is given by the formulas
1. HHn(RG) ∼=
⊕
g∈GG
Hn(CG(g), R) ,
2. HHn(RG) ∼=
⊕
g∈GG
Hn(CG(g), R) .
This statement contradicts our statement (Arutyunov A.A., Mishchenko
A.S.,(2018),[4],Corollary 1), in which the one-dimensional Hochschild cohomol-
ogy is described as the sum of one-dimensional cohomology with finite supports
of the classifying centralizers of classes of conjugate elements of the group G,
while Benson’s book deals on ordinary cohomology of the same spaces.
This is due to the fact that in the Benson’s book the definition of Hochschild
cohomology is artificially modified and drawn to the duality of Hochschild ho-
mology. Namely, the Hochschild cohomology of the group algebra RG Benson
means not cohomology HHn(RG;RG), in which the algebra RG itself serves
as coefficients, as is customary in most of the works devoted to the Hochschild
cohomology (see for example, the works [10], [9], [11]). In order to reduce the
entire description of the Hochschild cohomology to the Hochschild homology
without relative to the use of Hochschild cohomology in specific problems, but
only for the sake of duality of Hochschild homology and cohomology the dual
bimodule (RG)∗ = Hom (RG,R) is used. In other words, HHn(RG) denotes
the group HHn(RG) = HHn(RG, (RG)∗), while under Hochschild homology
the standard definition of HHn(RG) = HHn(RG,RG) is understood.
However, in Benson’s book, the proof of the Theorem 2.11.2 relies on dubious
equality (on the same page):
R∆(G) ⇑
G×G↓∆(G)∼=
∏
g∈GG
R∆(CG(g)) ⇑
∆(G), (1)
which, without any arguments, refers to Theorem 3.3.4 Mackey on the decom-
position of arbitrary modules over group algebras ([1], p. 61).
The above formula (1) cannot be satisfied for finite (noncommutative groups)
from dimensional considerations. Indeed, the left-hand side of the formula has
the dimension
dim
(
R∆(G) ⇑
G×G↓∆(G)
)
= (#G)2.
Each right-hand factor has a dimension
dim
(
R∆(CG(g)) ⇑
∆(G)
)
= #G.
In total, the classes of conjugate elements for noncommutative groups are strictly
less than the cardinality of the group.
#GG < #G.
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This means that the dimension of the right-hand side is calculated as
dim

 ∏
g∈GG
R∆(CG(g)) ⇑
∆(G)

 = #GG ·#G < (#G)2.
So we have the inequality
dim
(
R∆(G) ⇑
G×G↓∆(G)
)
> dim

 ∏
g∈GG
R∆(CG(g)) ⇑
∆(G)

 .
Note that in the original theorem of Burghelea (1985) [7] only half of the
theorem from Benson’s book is stated. Namely, here is written:
Theorem 2 (I, Burghelea, p.361) 1) HH∗(R[G]) =
∑
xˆ∈〈G〉
H∗(BGx;R).
At about the same time another book by Weibel (1997) [12] was published,
in which (Corollary 9.7.5) the Burghelea theorem on calculating the Hochschild
homology of the group algebra in terms of centralizers of classes of conjugate
elements was formulated. The calculation of the Hochschild cohomology, which
are given in the book of Benson, is prudently omitted.
We suggest a uniform way of describing both the Hochschild homology and
cohomology of the group algebra C[G] in terms of the classifying space BG
of the groupoid G of the adjoint action of the group G . In these terms, the
Hochschild homology of the group algebra C[G] coincides with the homology of
the classifying space BG . The Hochschild cohomology can also be identified
with the invariants of the classifying space BG of the groupoid G , namely, with
the cohomology of this space, but with some finiteness conditions for cochains
on BG .
2 Hochschild Cohomology
2.1 Derivations
Consider the Banach algebra A and a A –bimodule E . A linear mapping
D : A−→E
is called a derivation (or differentiation) if, for any elements a, b ∈ A , the so-
called Leibniz identity (with respect to the two-sided action of the algebra A on
the bimodule E )
D(ab) = D(a)b + aD(b), a, b ∈ A.
holds (see Definition 1.8.1 in the Dales paper (2000) [?]).
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The space Der (A, E) of all derivations from A to E has the subspace of
inner derivations Int (A, E) ⊂ Der (A, E) , defined by the adjoint representa-
tions
adx(a)
def
= xa− ax, x ∈ E, a ∈ A.
The quotient spaceOut (A, E) = Der (A, E)/Int (A, E) is called the space
of outer derivations; this space can be interpreted using the one-dimensional
Hochschild cohomology of the algebra A with coefficients in the bimodule E :
HH1(A;E) ≈ Out (A, E),
We have proved that the algebra of outer derivationsOut (C[G]) = Der (C[G])/Int (C[G])
of the algebra C[G] is isomorphic to the one-dimensional cohomology of the Cay-
ley complex K(G) of the groupoid G with finite supports:
HH1(C[G]) ≈ Out (C[G]) ≈ H1f (K(G);R).
2.2 Hochschild cohomology
So we want to express the Hochschild cohomology HHk(C[G]) in the terms of
geometric properties of the groupoid G .
Let Λ be a group algebra of the group G , Λ = C[G] . The Hochschild
cochain complex consists of Ck(Λ) spaces of multilinear mappings
f : Λ× Λ× · · · × Λ︸ ︷︷ ︸
k
−→Λ.
Any such mapping is completely given by the formula:
f(g1, g2, . . . , gk) =
∑
h∈G
fhg1,g2,...,gkh, f
h
g1,g2,...,gk
∈ R,
for g1, g2, . . . , gk ∈ G , moreover, the matrix satisfies the condition
∥∥fhg1,g2,...,gk∥∥
satisfies the finiteness condition:
(F) For any set of items g1, g2, . . . , gk ∈ G the set of indexes h ∈ G , for which
xhg 6= 0 is finite:
{h ∈ G : fhg1,g2,...,gk 6= 0} < +∞.
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In fact, if x = (x1, x2, . . . , xk) ∈ Λ× Λ× · · · × Λ︸ ︷︷ ︸
k
is arbitrary element, xj ∈ Λ
, and xj =
∑
gj∈G
λjgj · gj, then
f(x) = f(x1, x2, . . . , xk) =
= f
(( ∑
g1∈G
λ1g1 · g1
)
,
( ∑
g2∈G
λ2g2 · g2
)
, · · · ,
( ∑
gk∈G
λkgk · gk
))
=
=
∑
g1,g2,...,gk∈G
λ1g1λ
2
g2
· · ·λkgkf(g1, g2, . . . , gk) =
=
∑
g1,g2,...,gk,h∈G
λ1g1λ
2
g2
· · ·λkgkf
h
g1,g2,...,gk
h.
The finiteness condition (F) of the matrix
∥∥fhg1,g2,...,gk∥∥ guarantees the finite
sums in the formulas .
The Hochschild cochain complex
0−→C0(Λ)
∂0−→C1(Λ)
∂1−→C2(Λ)
∂2−→· · ·
∂k−1
−→Ck(Λ)
∂k−→Ck+1(Λ)
∂k+1
−→ · · ·
is defined by the formula for f ∈ Ck(Λ) , ∂k(f) ∈ C
k+1(Λ) :
∂k(f)(g1, g2, . . . , gk+1) =
= g1f(g2, . . . , gk+1)− f(g1g2, g3, . . . , gk+1) + f(g1, g2g3, g4 . . . , gk+1)+
+ · · ·+ (−1)jf(g1, g2, . . . , gjgj+1, gj+2, . . . , gk+1) + · · ·+
+(−1)kf(g1, g2, . . . , gkgk+1) + (−1)
k+1f(g1, g2, . . . , gk)gk+1 =
= g1f(g2, . . . , gk+1)+
+
k∑
j=1
(−1)jf(g1, . . . , gj−1, gjgj+1, gj+2, . . . , gk+1)+
+(−1)k+1f(g1, g2, . . . , gk)gk+1.
Every k -dimensional simplex σ of the classifying space BG of the groupoid
G is a sequence of morphisms
σ : (a0
gk
−→a1
gk−1
−→ · · ·
gk−j+1
−→ aj
gk−j
−→aj+1
gk−j−1
−→ · · ·
g1
−→ak) ,
and
aj+1 = gk−jajg
−1
k−j ,
in particular
ak = (g1g2 . . . gk)a0(g1g2 . . . gk)
−1.
Well, then k - dimensional cochains T ∈ Ck(BG) on BG are such functions
T on simplices σ that are given by their values T (σ):
T (σ) = T a0g1,g2,...,gk .
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It turns out cochain complex:
0−→C0(BG)
δ0−→C1(BG)
δ1−→· · ·
δk−1
−→Ck(BG)
δk−→Ck+1(BG)
δk+1
−→ · · ·
Now we will construct a mapping of cochain complexes:
0 // C0(C[G])
∂0 //
T0

C1(C[G])
∂1 //
T1

· · ·
0 // C0(BG)
δ0 // C1(BG)
δ1 // · · ·
· · ·
∂k−1
// Ck(C[G])
∂k //
Tk

Ck+1(C[G])
∂k+1
//
Tk+1

· · ·
· · ·
δk−1
// Ck(BG)
δk // Ck+1(BG)
δk+1
// · · ·
(2)
The maps Tk are constructed by the formula: if f ∈ C
k(A),
f : C[G]× C[G]× · · · × C[G]︸ ︷︷ ︸
k
−→C[G],
f(g1, g2, . . . , gk) =
∑
h∈G
fhg1,g2,...,gkh,
and the simplex σ has the form
σ = (a0
gk
−→a1
gk−1
−→ · · ·
gk−j+1
−→ aj
gk−j
−→aj+1
gk−j−1
−→ · · ·
g1
−→ak) ,
such that
aj+1 = gk−jajg
−1
k−j ,
then
Tk(f)(σ) = f
h
g1,g2,...,gk
,
where
h = (g1g2 . . . gk)a0 = ak(g1g2 . . . gk).
Theorem 3 The diagram (2) above is commutative and induces the isomor-
phism in cohomology under some condition of finiteness.
Tk : HH
k(C[G], C[G])−→Hkf (BG).
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Proof.
Let f ∈ Ck(Λ) be an arbitrary element. In according with definition the
element f is a polylinear function
f : Λ⊗ Λ⊗ · · · ⊗ Λ︸ ︷︷ ︸
k
−→Λ,
that is defined by the formula for arbitrary arguments u1, u2, . . . , uk ∈ Λ,
uj =
∑
gj∈G
λ
gj
j · gj :
f(u1 ⊗ u2 ⊗ · · · ⊗ uk) =
= f
( ∑
g1∈G
λg11 · g1 ⊗
∑
g2∈G
λg22 · g2 ⊗ · · · ⊗
∑
gk∈G
λgkk · gk
)
=
=
∑
(g1⊗g2⊗···⊗gk)
λg11 λ
g2
2 · · ·λ
gk
k f(g1 ⊗ g2 ⊗ · · · ⊗ gk)
We need to establish the identity
Tk+1∂k(f) ≡ δkTk(f)
for any function
f = f(g1, g2, . . . , gk) =
∑
h∈G
fhg1g2...gk · h.
Identity checking needs on every simplex
σ = (a0
gk+1
−→a1
gk
−→· · ·
gk−j+1
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1) .
2.2.1 The left hand part:
Tk+1∂k(f)(σ) = (∂k(f))
h
g1,g2,...,gk+1
,
where
h = (g1g2 · · · gk+1)a0 = ak+1(g1g2 · · · gk+1).
Further,
∂k(f)(g1, g2, . . . , gk+1) =
∑
h∈G
(∂k(f))
h
g1,g2,...,gk+1
· h,
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∂k(f)(g1, g2, . . . , gk+1) =
= g1f(g2, . . . , gk+1)− f(g1g2, . . . , gk+1)+
+f(g1, g2g3, . . . , gk+1)− f(g1, g2, g3g4, . . . , gk+1) + · · ·
+(−1)kf(g1, g2, g3g4, . . . , gkgk+1) + (−1)
k+1f(g1, g2, g3g4, . . . , gk)gk+1 =
=
∑
h∈G
(
g1hf
h
g2,...,gk+1
− fh(g1g2, . . . , gk+1)h+
+fh(g1, g2g3, . . . , gk+1)h− f
h(g1, g2, g3g4, . . . , gk+1)h+ · · ·
+ (−1)kfh(g1, g2, g3g4, . . . , gkgk+1)h+ (−1)
k+1fh(g1, g2, g3g4, . . . , gk)hgk+1
)
=
=
∑
h∈G
(
hf
g
−1
1
h
g2,...,gk+1 − f
h
g1g2,...,gk+1
h+
+fhg1,g2g3,...,gk+1h− f
h
g1,g2,g3g4,...,gk+1
h+ · · ·
+ (−1)kfhg1,g2,g3g4,...,gkgk+1h+ (−1)
k+1f
hg
−1
k+1
g1,g2,g3g4,...,gkh
)
=
=
∑
h∈G
(
f
g
−1
1
h
g2,...,gk+1 − f
h
g1g2,...,gk+1
+
+fhg1,g2g3,...,gk+1 − f
h
g1,g2,g3g4,...,gk+1
+ · · ·
+ (−1)kfhg1,g2,g3g4,...,gkgk+1 + (−1)
k+1f
hg
−1
k+1
g1,g2,g3g4,...,gk
)
h =
=
∑
h∈G
(∂k(f))
h
g1,g2,...,gk+1
h.
Hence
Tk+1∂k(f)(σ) = (∂k(f))
h
g1,g2,...,gk+1
=
= f
g
−1
1
h
g2,...,gk+1 − f
h
g1g2,...,gk+1
+
+fhg1,g2g3,...,gk+1 − f
h
g1,g2,g3g4,...,gk+1
+ · · ·
+(−1)kfhg1,g2,g3g4,...,gkgk+1 + (−1)
k+1f
hg
−1
k+1
g1,g2,g3,g4,...,gk ,
where
h = (g1g2 · · · gk+1)a0 = ak+1(g1g2 · · · gk+1).
2.2.2 Right hand part:
δkTk(f)(σ) =
k+1∑
j=0
(−1)jTk(f)(djσ) =
= fh
′
g1,g2,...,gk
+
k∑
j=1
(−1)jfhg1,...,gk−j+1gk−j+2,...,gk,gk+1+
+(−1)k+1fh
′′
g2,g3,...,gk+1
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where
h = (g1g2 . . . gk+1)a0 = ak+1(g1g2 . . . gk+1),
hg−1k+1 = h
′ = (g1g2 . . . gk)a1 = ak+1(g2 . . . gk+1),
g−11 h = h
′′ = (g2 . . . gk+1)a0 = ak(g2 . . . gk+1)
This means that
Tk+1∂k(f) ≡ (−1)
k+1δkTk(f)
2.3 Hochschild Homology
In contrast to the cohomology, the Hochschild homology is constructed using
the Hochschild chain complex (see definition Benson (1991) [2], p. 74)
0←−C0(Λ)
d1←−C1(Λ)
d2←−C2(Λ)
d3←−· · ·
dk←−Ck(Λ)
dk+1
←−Ck+1(Λ)
dk+2
←− · · ·
Here
C0(Λ) = Λ,
C1(Λ) = Λ⊗ Λ,
C2(Λ) = Λ⊗ Λ⊗ Λ,
...
Ck(Λ) = Λ⊗ Λ⊗ · · · ⊗ Λ︸ ︷︷ ︸
k+1
.
...
And
d1(g0 ⊗ g1) = g0g1 − g1g0,
g0 ⊗ g1 ∈ C1(Λ),
d2(g0 ⊗ g1 ⊗ g2) = g0g1 ⊗ g2 − g0 ⊗ g1g2 + g2g0 ⊗ g1,
g0 ⊗ g1 ⊗ g2 ∈ C2(Λ),
...
dk(g0 ⊗ g1 ⊗ · · · ⊗ gk) = g0g1 ⊗ · · · ⊗ gk−
−g0 ⊗ g1g2 ⊗ · · · ⊗ gk + · · ·+
+(−1)k−1g0 ⊗ g1 ⊗ g2 ⊗ · · · ⊗ gk−1gk+
+(−1)kgkg0 ⊗ g1 ⊗ · · · ⊗ gk−1,
g0 ⊗ g1 ⊗ · · · ⊗ gk ∈ Ck(Λ),
...
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2.3.1 The chain complex of classifying space of the groupoid G
The groupoid chain complex G
0←−C0(BG)
δ1←−C1(BG)
δ2←− · · ·
δk←−Ck(BG)
δk+1
←−Ck+1(BG)
δk+2
←− · · ·
is induced by linear combinations of simplices
σ = (a0
gk+1
−→a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1) ∈ Ck+1(BG)
such that
gk−j+1aj = aj+1gk−j+1,
where
δk+1(σ) = δk+1 (a0
gk+1
−→a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1) =
= (a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1)−
− (a0
gkgk+1
−→ a2
gk−1
−→ · · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1) + · · ·+
+(−1)j (a0
gk+1
−→a1
gk
−→· · ·
gk−j+3
−→ aj−1
gk−j+1gk−j+2
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1) + · · ·+
+(−1)k+1 (a0
gk+1
−→a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g2
−→ak)
.
By analogy with cohomology, we construct a map of chain complexes
0 C0(Λ)oo
S0

C1(Λ)
d1oo
S1

· · ·
d2oo
0 // C0(BG) C1(BG)
δ1
oo · · ·
δ2
oo
· · · Ck(Λ)
dkoo
Sk

Ck+1(Λ)
dk+1
oo
Sk+1

· · ·
dk+2
oo
· · · Ck(BG)
δk
oo Ck+1(BG)
δk+1
oo · · ·
δk+2
oo
(3)
Let g0 ⊗ g1 ⊗ g2 ⊗ · · · ⊗ gk ∈ Ck(Λ) . Put
Sk(g0 ⊗ g1 ⊗ g2 ⊗ · · · ⊗ gk) =
= (a0
gk
−→a1
gk−1
−→ · · ·
gk−j+1
−→ aj
gk−j
−→aj+1
gk−j−1
−→ · · ·
g1
−→ak) ,
where
a0 = g0g1 . . . gk.
In particular, if g0 ∈ C0(Λ) , then S0(g0) = g0 ∈ C0(BG) . If g0 ⊗ g1 ∈ C1(Λ) ,
then
S1(g0 ⊗ g1) = (a0
g1
−→a1) ∈ C1(BG), a0 = g0g1, a1 = g1g0.
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Theorem 4 The diagram (3) above is commutative and generates the isomor-
phism in homologies:
Sk : HHk(C[G])−→Hk(BG).
Proof. Let g0 ⊗ g1 ⊗ · · · ⊗ gk+1 ∈ Ck+1(Λ). We should check
Skdk+1(g0 ⊗ g1 ⊗ · · · ⊗ gk+1) = δk+1Sk+1(g0 ⊗ g1 ⊗ · · · ⊗ gk+1).
2.3.2 The left hand part:
Skdk+1(g0 ⊗ g1 ⊗ · · · ⊗ gk+1) = Sk (g0g1 ⊗ · · · ⊗ gk+1)−
−Sk (g0 ⊗ g1g2 ⊗ · · · ⊗ gk+1) + · · ·+
+(−1)kSk (g0 ⊗ g1 ⊗ g2 ⊗ · · · ⊗ gkgk+1)+
+Sk
(
(−1)k+1gk+1g0 ⊗ g1 ⊗ · · · ⊗ gk
)
,
or
Skdk+1(g0 ⊗ g1 ⊗ · · · ⊗ gk+1) =
= Sk (g0g1 ⊗ · · · ⊗ gk+1)−
−Sk (g0 ⊗ g1g2 ⊗ · · · ⊗ gk+1) + · · ·+
+(−1)kSk (g0 ⊗ g1 ⊗ g2 ⊗ · · · ⊗ gkgk+1)+
+(−1)k+1Sk (gk+1g0 ⊗ g1 ⊗ · · · ⊗ gk) =
= (a0
gk+1
−→a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g2
−→ak)−
{Here a0 = (g0g1g2g3 · · · gk+1)}
− (a0
gk+1
−→a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1g2
−→ak)+
{Here a0 = (g0g1g2g3 · · · gk+1)}
+ · · ·+
+(−1)k (a0
gkgk+1
−→ a1
gk−1
−→ · · ·
gk−j+1
−→ aj
gk−j
−→aj+1
gk−j−1
−→ · · ·
g1
−→ak)+
{Here a0 = (g0g1g2g3 · · · gk+1)}
+(−1)k+1 (a0
gk
−→a1
gk−1
−→ · · ·
gk−j+1
−→ aj
gk−j
−→aj+1
gk−j−1
−→ · · ·
g1
−→ak) .
{Here a0 = gk+1g0(g1g2g3 · · · gk)} .
Sk(g0 ⊗ g1 ⊗ g2 ⊗ · · · ⊗ gk) =
= (a0
gk
−→a1
gk−1
−→ · · ·
gk−j+1
−→ aj
gk−j
−→aj+1
gk−j−1
−→ · · ·
g1
−→ak) ,
a0 = (g0g1g2 . . . gk).
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2.3.3 The right hand part:
δk+1Sk+1(g0 ⊗ g1 ⊗ · · · ⊗ gk+1) =
= δk+1 (a0
gk+1
−→a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1)
where
a0 = (g0g1g2 . . . gk+1).
Hence
δk+1Sk+1(g0 ⊗ g1 ⊗ · · · ⊗ gk+1) =
= δk+1 (a0
gk+1
−→a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1) =
= (a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1)−
− (a0
gkgk+1
−→ a2
gk−1
−→ · · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1) + · · ·+
+(−1)j (a0
gk+1
−→a1
gk
−→· · ·
gk−j+3
−→ aj−1
gk−j+1gk−j+2
−→ aj+1
gk−j
−→ · · ·
g1
−→ak+1) + · · ·+
+(−1)k+1 (a0
gk+1
−→a1
gk
−→· · ·
gk−j+2
−→ aj
gk−j+1
−→ aj+1
gk−j
−→ · · ·
g2
−→ak)
.
The left hand side coincides with the right hand side.
3 Classifying space BG of the groupoid G.
3.1 Right action: Classifying space BrG of groupoid rG
The groupoid rG is defined as Obj (rG) ≈ G , Mor (a, b) = {x : ax =
b}, a, b ∈ G .
Theorem 5 Classifying space of groupoid BrG is contractible:
pik(BrG) = 0, k ≥ 0.
3.2 Trivial action: Classifying space BG of group G
The group G is the category with single object and Mor (G) ≈ G .
Theorem 6 Classifying space of group BG is the Eilenberg-Maclane complex:
BG ∼ K(G, 1) :
BG ≈ (BrG)/G.
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3.3 Adjoint action:Classifying space of groupoid BG
Theorem 7 Classifying space of groupoid BG is didjoint union
BG ≈
∐
〈g〉∈〈G〉
BG〈g〉
BG〈g〉 ≈ (BrG)/C(〈g〉) ∼ K(C(〈g〉), 1)
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