ABSTRACT. We prove q-variation estimates, q > 2, on ℓ p spaces for averages along primes (with 1 < p < ∞) and polynomials (with |1/p − 1/2| < 1/2(d + 1), where d is the degree of the polynomial). This improves the pointwise ergodic theorems for these averages in the corresponding ranges of L p spaces.
INTRODUCTION
Variation and oscillation estimates for convolution operators associated to polynomials and primes have been pioneered by Bourgain in order to prove the corresponding pointwise ergodic theorems [Bou88c; Bou88a; Bou89] . For the ordinary Cesàro averages the full range of expected variation estimates has been obtained by Jones, Kaufman, Rosenblatt, and Wierdl [JKRW98] and for averages along scalar polynomials variation estimates on ℓ 2 ( ) have been obtained by Krause [Kra14a] . Here we prove the corresponding estimates for averages along primes on ℓ p ( ) and along vector-valued polynomials on ℓ p ( d ) for p in certain open ranges. See §2 for the definition of the variation norms q and the relation . 
Then for any p with
and any q > 2 we have
. Theorem 1.3 is not likely to be optimal as far as the restriction on p is concerned, and in fact we believe that it should extend to 1 < p < ∞. Interpolation shows that the set of pairs (1/p, 1/q) for which this result holds is convex, see e.g. [Kra14a, §7] . In view of the maximal inequality (see [MT14, Theorem D] or [Bou89, (7.1)] for the linearly dependent case), corresponding to 1 < p < ∞ and q = ∞, this yields parital results (with a smaller range of q's) towards extending the range of allowed p's.
The proofs of Theorems 1.1 and 1.3 follow the lines of Bourgain's article [Bou89] but use the more recent variational estimates for convolutions [JSW08] and trigonometric polynomials [NOT10] in order to obtain an appropriate multi-frequency variational inequality on L 2 ( d ). Multi-frequency L p estimates are obtained in two different ways. The first way consinsts in interpolation between multi-frequency L 2 estimates and single-frequency L p estimates. This approach does not rely on algebraic relations between the distinguished frequencies, but does not yield optimal estimates in our cases. The second way is more specific to our algebraic setting and goes back at least to Wierdl [Wie88] , although the lack of an easy endpoint at p = ∞ (as for the maximal inequality) necessitates the use of a more recent transfer technique from [MSW02] . The multi-frequency variational estimates are applied to certain Fourier multipliers that approximate K N in a sufficiently strong sense. The construction of these multipliers is due to Bourgain [Bou88b; Bou88a] . We include concise proofs of their properties established in [Bou88a] and [Wie88] . By Calderón's transference principle [Cal68, Theorem 1] Theorems 1.1 and 1.3 imply the following analogous statements for measure-preserving -actions on σ-finite measure spaces. Corollary 1.6 applies in particular in the case X = , T j = T a j , T : → the shift. We find it convenient to exclude this non-homogeneous situation from Theorem 1.3 because the homogeneous setup offers a more direct link to the dilation-invariant results from [JSW08] .
I thank Mariusz Mirek for pointing out an error in an earlier revision of this text.
VARIATION OF EXPONENTIAL SUMS
In this section we revisit the proof of [NOT10, Lemma 3.2] in order to obtain variation estimates for exponential sums on d , d ≥ 1, with varying coefficients, and also in order to make explicit the dependence of the implied constants on all parameters. We also simplify the proof slightly by constructing the functions ρ(n, ·) in a single step and ensuring that they determine nested partitions. We begin with a short summary of the relevant definitions.
Definition 2.1. Let I be a totally ordered set and (c t ) t∈I be a I-sequence in a normed space. We denote
(1) by λ (c), λ > 0, the greedy jump counting function, that is, the supremum over the lengths J of sequences t 0 < t 1 < · · · < t J such that |c t j − c t j−1 | > λ for all j = 1, . . . , J, (2) by N λ (c), λ > 0, the lazy jump counting function, that is, the supremum over the lengths J of sequences
, q > 0, the homogeneous q-variation norm, that is, the supremum of c t j+1 − c t j ℓ q j over all strictly increasing sequences t 1 < · · · < t J , and (4) the inhomogeneous q-variation norm by
We will sometimes write λ,t , q t , q t∈I , etc., in order to emphasize the relevant variable and˜ q (X ) in order to emphasize the normed space in which the sequence (c t ) takes values. It is clear that both λ and N λ are monotonically decreasing in λ and
Moreover, we can pass between variation and jump estimates using the identities
Note that the inhomogeneous variation norm is controlled by the homogeneous variation norm and the value of the sequence at any given point t. Estimates at a fixed t will be easy in many of our variation inequalities, allowing us to concentrate on the homogeneous variation norm.
A recurring theme will be splitting the variation into a "long" and a "short" part with respect to an increasing sequence Z = {. . . , N 1 , N 2 , . . . } in I. The long variation of a sequence (c t ) with respect to Z is simply c t ˜ q t∈Z . The short variation with respect to Z is defined by
It is well-known that the full homogeneous variation is controlled by the long and the short variation, namely
To see this, consider any sequence t 1 < · · · < t J as in the definition of the homogeneous variation norm. For every j we have
, then we split the corresponding difference c t j − c t j+1 accordingly, otherwise we have
can be written as the sum of three sequences, one of which corresponds to differences between N j 's and the others to differences within intervals [N j , N j+1 ]. Taking the supremum over all increasing sequences of t j 's we obtain the claim.
Lemma 2.5.
where the implied constant depends only on the implied constant in the hypothesis and the dimension d.
Here and later C a denotes an unspecified positive constant, depending on auxiliary parameter(s) a, whose value may vary from line to line. We say that A is dominated by B, in symbols A a B, if A ≤ C a B. The parameters a can be partially or fully omitted if they are clear from the context. 
We use almost-orthogonality of the phases e(ξ k · y) in L 2 (w). More precisely, by partial integration we obtain
Since the last expression is symmetric in k and l, it is bounded by
Since the last sum over l is finite, we obtain the claim. as long as the bounds do not depend on T . We may assume that the minimal jump size min t<T c t − c t+1 > λ > 0, otherwise one can remove some of the terms from the sequence (c t ). We construct a sequence of increasingly coarse partitions of {1, . . . , T } into blocks with bounded ∞-variation and jumps between blocks in such a way that both the upper bounds on the ∞-variation and the lower bounds on the jumps increase exponentially. To this end we define inductively a sequence of functions ρ(n, ·) : {1, . . . , T } → {1, . . . , T }. We begin with
Suppose that ρ(n, ·) has been defined for some n and define ρ(n + 1, t) by induction on t starting with ρ(n + 1, 1) = 1 by
It is easy to see that ρ(n, t) is monotonically increasing in t and monotonically decreasing in n. Moreover, for all n and t we have
The implication (2.9) can be easily seen by the contrapositive and a case distinction in the definition of ρ(n + 1, t). Note that (2.7) implies ρ(n, t) = 1 for all t if n is sufficiently large. Write
By subadditivity of the homogeneous variation norm we have
For each n we estimate the corresponding summand. Observe that the lower bound on the jump size in (2.7) implies that the sequence ρ(n, ·) makes at most 2 n λ jumps, before places J n ⊂ {1, . . . , T }, say. Note that J n+1 ⊂ J n by (2.9). Hence the variation norm in the summand collapses to the subsequence
On that subsequence we estimate the˜ q norm by the ℓ q norm, thereby obtaining the following bound for the n-th summand:
The first way to proceed from here is to estimate the ℓ q norm by the ℓ 2 norm and to change the order of integration. Then we can apply (2.8) and Lemma 2.5, and we obtain for (2.10) the bound
The second way to proceed is to use the Cauchy-Schwarz inequality for the summation in l, which gives for (2.10) the estimate
and there is no dependence on y, so we obtain the bound
Combining these estimates we obtain
Using monotonicity of the jump counting function we obtain the claim.
Corollary 2.11 (cf. [NOT10, Lemma 3.2]).
In the situation of Lemma 2.6, for 2 < r < q, we have
where the implied constant is absolute.
we obtain
and the conclusion follows by Lemma 2.6.
FOURIER MULTIPLIERS ON d
The main result of this section, Proposition 3.9, is a multiple-frequency variation inequality on L 2 ( d ) with a good (logarithmic) dependence of the bounds on the number of frequencies involved in it. We begin by recalling several variation inequalities due to Jones, Seeger, and Wright, limiting ourselves to the minimal level of generality required in our applications. The first is a special case of [JSW08, Lemma 2.1], which goes back to Bourgain's argument from [Bou89, §3].
Lemma 3.1. Let (X , µ) be a measure space and
for every 1 < r < ∞ and every characteristic function f = χ A of a finite measure subset A ⊂ X . Then for every q > 2 and 1 < p < ∞ we have
Let us point out how the various qualitative assumptions are used in the proof of [JSW08, Lemma 2.1]. By the qualitative assumption of pointwise continuity almost everywhere the problem reduces to countable index sets I ⊂ , and in particular the jump counting functions and the pointwise variation norms become measurable functions on X . This in turn allows one to use monotone convergence to reduce the problem to finite sets I. The proof proceeds by establishing restricted strong type estimates, which are then interpolated to the requested strong type estimates. However, these are a priori obtained for simple functions (finite linear combinations of characteristic functions), and the qualitative assumption of L p continuity of the individual operators is needed to pass to the full L p space.
3.1. A variation inequality for a single frequency. We will apply Lemma 3.1 in the setting of convolution operators. Let σ t be the measure on d defined by
The following result is stated in a remark following [JSW08, Theorem 1.5].
Theorem 3.5. For any 1 < p < ∞ we have
Corollary 3.6. For any 1 < p < ∞ and any s > 2 we have 
where the implied constant does not depend on G and s.
Proof. The case |G| = 1 is given by Corollary 3.6. In the general case for any finite sequence t 1 < · · · < t J and x ∈ we have
by the Minkowski inequality and the assumption s > 2. Taking the supremum over all increasing finite sequences we obtain
Integrating this we obtain
By the Minkowski inequality and the assumption p ≥ 2 this is bounded by
Using the case |G| = 1 we obtain the conclusion.
A variation inequality for several frequencies.
A central observation is that Corollaries 2.11 and 3.7 can be used to show a multi-frequency variation inequality in the same manner as in [Bou89, Lemma 4.13].
be functions with
Proof. When the variation norm on the left-hand side of (3.10) is replaced by evaluation at t = 1, say, the L 2 bound follows from the Plancherel identity. Hence it suffices to show (3.10) with the homogeneous variation norm˜ q . It suffices to consider N > 100 and q < 4, say. As in the proof of Corollary 3.7 we may restrict t in (3.10) to the rationals, and by monotone convergence it suffices to consider a finite subset T of the rationals as long as the bounds are independent of this set.
Let B T be the best constant for which the restricted version of (3.10) on t ∈ T holds. It is finite because we can estimate the˜ q norm by the ℓ 2 norm, thereby bounding the left-hand side of (3.10) by
using the Minkowski, the Young convolution, and the Hölder inequality. We now use Bourgain's averaging trick. Let R u f (x) = f (x + u). By the frequency support assumption on f l and the Bernstein inequality we have
where norm we obtain the bound
for the first summand. The fact that the translation operator R commutes with convolution and a change of variable in the double integral in x and u show that this equals
By Corollary 2.11 for any 2 < r < q this is bounded by
By Corollary 3.7 this is bounded by
Choosing r such that r − 2 = (q − 2)(log N ) −1 this gives the bound
Hence we have obtained
and the conclusion follows. 
where S( θ ) are arbitrary constants and
. An important observation is that any two distinct members of s are separated at least by 2 −2s−2 , so the terms of the sum defining L s,t are disjointly supported. Write (3.12)
In our applications this quantity will decrease with s sufficiently rapidly to offset the relatively fast growth of the size of the set of frequencies s , thus making the next result useful at least for p not too far from 2.
Theorem 3.13. For any 1 < p < ∞, any q > 2, and any δ > 0 we have
Proof. We have
with f θ = S( θ )η 10 s * (e(− θ ·) f ). By the Plancherel identity we have
whereas by the Young convolution inequality we have
Using (3.15) and Proposition 3.9 we obtain
for any δ > 0, where the implied constant does not depend on s. This is the conclusion for p = 2. In view of (3.17) and by interpolation it suffices to establish the conclusion with | s | 
q,p f θ L p given by Corollary 3.6 and the easy estimate at t = 1. 
FOURIER MULTIPLIERS ON
(ξ) := l∈ d m(qξ − l) for ξ ∈ ( / ) d .
Then m q per acts as a Fourier multiplier from
ℓ p ( d , B 1 ) to ℓ p ( d , B 2 ) with norm m q per ℓ p ( d ,B 1 )→ℓ p ( d ,B 2 ) d m L p ( d ,B 1 )→L p ( d ,B 2 ) .
The implied constant does not depend on p, q, B 1 , and B 2 .
This allows us to transfer Theorem 3.13 to the following statement on sequence spaces.
Proposition 4.2. Let 1 < p < ∞, q > 2, and δ > 0 be arbitrary. Then
where L s,t is defined by (3.11) as a function on
More precisely, note that the convolution on the left-hand side is, pointwise, a continuous function of t, so we may restrict attention to rational t. By monotone convergence it suffices to consider a finite set T of t's as long as we obtain an estimate that does not depend on that set. We apply Theorem 4.1 with B 1 = , B 2 = ( T , q t∈T ), and q = 1.
Long variation.
In this section we estimate the long variation for convolutions with kernels that admit favorable approximation in terms of If p = 2 assume in addition
Then for every q > 2 we have
Proof. We have (4.9)
The first sum in (4.9) is bounded by
by Proposition 4.2 and (4.7). Note that this estimate also holds for some 1 < p 0 < ∞ which is farther away from 2 than p and implies in particular
Since for our kernels also
where θ > 0 is obtained from the condition 1/p = (1 − θ )/p 0 + θ /2. Interpolation is not needed if p = 2, and the condition (4.8) is consequently not used in that case. The last term is summable in N by (4.6). This, and Minkowski's inequality, allows us to estimate the second term in (4.9).
4.3. Short variation. Since we will be able to handle the long variation on fairly dense subsets of , namely (4.10)
, we can afford estimating the short variation in a very simplistic manner.
Lemma 4.11. Let 1 < p < ∞, 1 < q ≤ ∞, let Z = {N 1 , N 2 , . . . } ⊂ be an increasing sequence, and suppose (4.12)
where
In view of the monotonicity of the variation norms it suffices to consider q ≤ p. By the definition of the short variation norm, the monotonicity of variation norms, and two applications of the Minkowski inequality we have (4.13)
By the Young convolution inequality this is bounded by
By the hypothesis (4.12) this is f ℓ p .
Corollary 4.14. Let 1 < p < ∞ and suppose that for some Z ⊂ the conditions (4.6), (4.7), and (4.12) hold. If p = 2 assume in addition (4.8). Then for every q > 2 we have with respect to Z. The conclusion follows from the pointwise bound (2.4).
PRIMES
In this section we recall several estimates from [Bou88a, §4] and [Wie88] , partially following the exposition in [MT13] , and prove Threorem 1.1. 
for every q ≤ (log N ) A and r ∈ A q .
Approximation of the kernel.
Lemma 5.5. Let A > 0, 0 < ε < 1, and α = a/q + β, where q
where C(A) is the constant from the Siegel-Walfisz theorem.
Proof. We write the von Mangoldt function as the increment of the weighted prime counting function
(ψ(n; q, r) − ψ(n − 1; q, r)).
The terms with r ∈ A q are non-zero only for those n that are powers of the primes that divide q, and there are at most q log N such n's. Therefore
With M = ⌈N 1−ε ⌉ both error terms can be absorbed into the error term of the conclusion. Now consider the sum over n in the main term. By partial summation it equals
ψ(n; q, r)(e(nβ) − e((n + 1)β).
We use Theorem 5.4 to split this into a main term and the error term. The main term equals
by partial summation. Summing up the contributions of these terms to (5.6) we obtain 1 N r∈A q e(ra/q) 1
by the Ramanujan sum identity (5.1). It remains to estimate the error term produced by application of Theorem 5.4 to (5.7). It equals
The contribution of this term to (5.6) can therefore be estimated by
Lemma 5.8. Let K N be given by (1.2) and let L N be given by (4.4) with d = 1 and
Then for every B > 0 we have
Proof. Let A be sufficiently large (A = 3B + 8 will do) and assume without loss of generality that N is sufficiently large depending on A. Let α ∈ [0, 1]. By Dirichlet's approximation theorem there exists a reduced fraction a/q such that
Let s 0 be such that a/q ∈ s 0 and let β = α − a/q. For each s = s 0 there is at most one a s /q s ∈ s that contributes to the sum defining L s,N (α), and 
Using (5.10) in the first term and (5.2) in the second term we see that this is (log N )
Major arcs. Suppose that q ≤ ( log N ) A . The estimate (5.12) shows that |α − θ | > 4 −s 0 /2 for all θ ∈ s 0 \ {a/q} (provided that N is large enough), so the corresponding terms in L s 0 ,N vanish at α, and we obtain
Further,
Finally,
Combining these estimates with Lemma 5.5 we obtain the desired bound at α. Minor arcs. Suppose now q > (
On the other hand, by Theorem 5.3 we have
Proof of Theorem 1.1 for
. It suffices to verify the conditions of Corollary 4.14 with d = 1. We consider Z = Z ε as in (4.10) with a sufficiently small ε to be chosen shortly. We have
This gives the bound As an aside we note that the required improvement of Proposition 3.9 can be obtained for p > 2 by proving a version of Corollary 3.6 for Hilbert space-valued functions, which seems to be possible using the methods in [JSW08] , and applying it together with Rubio de Francia's Littlewood-Paley inequality for arbitrary intervals [RdF85] to obtain the necessary endpoint estimates for p near ∞.
However, this approach does not extend to p < 2, and, in any case, a much simpler argument due to Wierdl [Wie88] works for our purposes. As pointed out in [MT13] , there is a gap on p. 331 in [Wie88] : the proof of the estimate for (**) gives q p instead of q. It is easy to work around that gap since the discrepancy between q and q p can be absorbed into the estimates that follow for p near 1 and interpolation with the easy endpoint at p = ∞ allows one to handle large values of p. The situation for variational estimates is different due to lack of such an easy endpoint. Fortunately, the gap referred to above can also be closed completely using Theorem 4.1.
Lemma 5.13. For q ∈ and Q
As usually, it suffices to consider a finite set T of t's as long as the bound does not depend on T . The estimate follows from the single-frequency estimate in Corollary 3.6 using Theorem 4.1 with B 1 = , B 2 = ( T , r t∈T ), q = q, and p = p.
Corollary 5.14. Let
for any ε > 0.
Proof. Recall [HW08, Theorem 266] the Möbius inversion formula
. Proof. We have
It is applied with
By Corollary 5.14 with d = 1 and (5.2) this is bounded by
Proof of Theorem 1.1 for 1 < p < ∞. 
POLYNOMIALS
In this section we summarize the approximation of the kernel (1.4) in terms of objects introduced in §4 and prove Theorem 1.3.
We denote by δ > 0 a small quantity that depends only on d. This symbol's value may change between its uses. Also, the implied constant in the notation may depend on d; all other dependencies will be noted explicitly. 6.1. Estimates for trigonometric sums. Both the minor and the major arc estimates in this section rely on the following estimate for complete exponential sums, which is due to Hua. 
The major arcs used in the estimate for
where ν = 1/ max(d, 12). On the minor arcs we have the following estimate. 
where q = lcm(q 1 , . . . , q d ) and β is as in (6.2).
Proof. For n = qs + r, 1 ≤ s ≤ ⌊N /q⌋, 1 ≤ r ≤ q, it follows from the assumptions that
Hence the average in the definition of K N ( α) can be approximated by a product of averages over s and r, namely 
We will show (6.6) by descending induction on j. Suppose that (6.6) is known for all j > k, we have to show (6.6) with j = k. If 
provided that the implied constant in the notation was chosen sufficiently small. The van der Corput estimate [Ste93, §VIII.1.2, Proposition 2] then implies the desired conclusion (note that the van der Corput estimate is applicable also for k = 1 since φ ′′ changes sign at most d times).
Proposition 6.7 (cf. [Bou89, Lemma 6.14]). Let L N be given by (4.4) with
, where q is the least common denominator of θ .
and let K N be given by (1.4). Then
Proof. We may assume N > 10000, say. Suppose first α ∈ M N . Let θ j = a j /q j and β j = α j − θ j be as in (6.2). By Lemma 6.4 we have
Let s 0 be such that θ ∈ s 0 and let s 1 be the integer such that
Since |β j | ≤ N − j+ν ≤ N −4ν /100 ≤ 10 −s 0 /100, the first term vanishes. We estimate the third term using Lemma 6.1 and the second term using (6.6) and the observation that for θ ′ ∈ s , s ≤ s 1 , we have for some j since otherwise we would have α ∈ M N . In view of (6.6) this implies
and, since the first summand above consists of approximately log N terms, we are done. 
Proof of Theorem 1.3 for

S(a/q)
where the coefficients S are given by (6.8). Suppose q ≤ 5Q, r > 2, 1 < p < ∞. and this is summable provided |1/2 − 1/p| < 1/2(d + 1).
The remaining ingredients of the proof apply unchanged.
