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1. EINLEITUNG 
Die permanenten Norlund-Matrizen (N, p,) mit nicht-negativen pn bilden 
nach einem Ergebnis von Goffman und Huneke [3] mit dem symmetrischen 
Produkt als Multiplikation und der strikten Inklusion (der Wirkfelder) als 
Ordnungsrelation eine geordnete abelsche Gruppe. U.a. zeigten die Autoren, 
dab in dieser Halbgruppe die Kette der Cesaro-Matrizen C, (0 < N ( co) 
nicht maximal ist: sie 1aDt sich sowohl verfeinern als such verlangern. 
Allgemeiner zeigten sie, da8 es zu jeder gegebenen Kette ein Element in der 
Halbgruppe gibt, das entweder oberhalb aller Kettenelemente liegt oder mit 
keinem der Ketteneiemente vergleichbar ist. Die Frage, ob stets ein oberhalb 
liegendes Element existiert, blieb offen. 
Da es sich bei diesen Untersuchungen urn nicht-negative permanente, also 
total-permanente Matrizen handelt, liegt es nahe, statt der gewohnlichen 
Inklusion die Totalinklusion als Ordnungsrelation heranzuziehen; sie 
ermiiglicht iiberdies eine schlrfere Differenzierung der Matrizen, da sie den 
Kernvergleich der Transformationen bedeutet: siehe Lorentz und Robinson 
[7, Theorem 31. Beziiglich dieser Relation erweist sich nun die Cesaro-Kette 
als maximal. 
Urn das Verhaltnis beider Ordnungsrelationen zueinander weiter zu 
verdeutlichen, konstruieren wir Ketten, die beziiglich beider Relationen 
maximal sind, aber such Ketten, die maximal bezuglich der Totalinklusion 
sind, deren Glieder beziiglich der gewiihnlichen lnklusion jedoch nicht 
unterscheidbar sind. Zugleich werden einige in [3] aufgeworfene Fragen, 
darunter die oben formulierte, beantwortet. 
2. BEZEICHNUNGEN UND HILFSMITTEL 
Zu gegebener Folge p =- ( pu , p1 ,...I mit P, = p. +- ... $ pn # 0 
(n = 0, I,...) ist die Norlund-Matrix N, = (N, p,) eine untere Dreiecksmatrix 
45 
Copyright 8 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
f540/1311-4 
46 WOLFGANG BEEKMANN 
mit den Elementen 
a,,, 1711 !<I ’ p,, fbr 0 -.I k y _ II. a ,, ,, -0 fur k .,a II. 
Mit .,I;” bezeichnen wir die total-permanenten NiirlunddMatrizen, das sind 
die permanenten nicht-negativen unter ihnen (siehe [6]), also 
.‘I {(N,p,,): p,, 0, pn : 0 tt7 I). I>,~ o(P,) fur II f XI;. 
Auf Grund der letzten Bedingung konvergiert die zu N,, !- 1” assoziierte 
Potenzreihe 
zu .A/ gehoren insbesondere die Cesirro-Matrizen C, (N, /I,~‘) mit 
PI1” :: (lL‘f-l) bzw. p”(z) = (I ~-~ z) ‘. 
Neben dem gewohnlichen Matrixprodukt betrachtet man fur N,, , N, t- ..+ .* 
das symmetrische Produkt N,, * N,, mm N, . das durch 
definiert ist. Die Folge r : {r,,{ ist also die Faltung der Folgen 11 und (7. und 
fur die assoziierten Reihen gilt r(z) = J)(Z) q(z). Speziell ist C,, ,? : C, -c C,, 
und N, * I N,, , wo I = C,, die Einheitsmatrix ist. 
Man zeigt leicht (vgl. [4, S. 65]), daB mit N,, . N,, such N,, * N, in .,+‘I lie&t. 
Da die Faltung assoziativ und kommutativ ist. bildet (.N+~. c) eine abelsche 
Halbgruppe mit Einselement. 
Wir schreiben N, 2 N,, bzw. N, 3 N,, bzw. IV,, t.s. N,, bzw. N,, s.t.s. N,, , 
wenn N,, starker bzw. strikt starker bzw. total-starker bzw. strikt total-starker 
als N, ist. Aquivalenz von N,, mit N,, (d.h. N,, 7 N,, und N,, 2 NJ wird durch 
N, - N,, ausgedrtickt. Z.B. gilt fur die “Zweier-Matrix” Z, . d.i. die durch 
die Folge {N, I - t, 0, O,...: erzeugte Norlund-Matrix (siehe [I I, Seite 1261). 
jedoch ist Z,, ,/ / fcr y -.‘- 1 . Dagegen sind total-aquivalente Nlirlund- 
Matrizen aus . ti* i notwendig identisch [2, Theorem 31. Tm einzelnen gilt fur 
die Einschliebung von Norlund-Matrizen (siehe [4, Theoreme 19 und 211. 
[2, Theoreme I und 31). 
LEMMA 1. Seien N,, . N,, in .A“’ : ,fiir dir nssoziierten Potenzreihen sei 
q(z)jp(z) k(z) -= C k,z” und p(z)‘q(z) = I(z) -= C 1,~~~ gesetzt. Dam gilt 
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(i) N, 2 N, o C,“=, 1 k,-,P, i -= O(Qn) und k, = o(Q,J fiir n - cu, 
(ii) N, B N, -+Clk,I < ~wdCl~,l < ~0, 
(iii) N, t.s. N, o N, 2 N, und k, 2 0 (n -2 0), 
(iv) N, s.t.s. N, G N, s.t. N, und N, f N,. 
Durch “t.s.” ist also eine Ordnungsrelation auf JY+ gegeben. Die Aussage 
(iii) l%Rt sich noch etwas verschgrfen. 
LEMMA 2. Unter den Voraussetzungen van Lemma 1 gilt sogar 
N, t.s. N, <a li,, 2 0 (n 2 I). 
Beweis. Seien alle k, 2 0 (k,, z y”,ip, ist stets positiv). Dann hat die 
Vermittlungsmatrix C = N,,N,;’ m= (c,,,,) nicht-negative Elemente; denn es ist 
C,” = k,m,P,/Qll fiir 0 22 v i II, cn,> 0 fiir v :- II. Wir zeigen, da13 C 
permanent ist: Da die Matrizen N, und N,, die Zeilensummen 1 besitzen, gilt 
dies such fiir N;l und fiir C. Wegen ( ny 2 0 erfiillt C daher such die Zeilen- 
normbedingung. Aus N, ~ CN,) folgt ferner 
Es ist also c,, =-= O(q,JQll) = o(I) fiir n ---, co und festes v, da N, als 
permanent vorausgesetzt ist. Nach dem Satz von Toeplitz ist folglich C 
permanent, und wegen cn, > 0 total-permanent, so daR N, t.s. N, folgt. 
Im folgenden Korollar treten die riickwGts genommenen Differenzen einer 
Folge {qTL} auf; sie sind fiir natiirliches a rekursiv definiert durch 
dabei ist gegebenfalls qmv = 0 (v = I, 2,...) zu setzen. Man erhslt leicht die 
Darstellungen 
mit (i) = 1 und (:J = h(X - I) ... (h - nz + I)(m!)-l fiir nz :m- 1, 2,... . Diese 
Darstellung (1) wird im Fall nicht-natiirlicher Ordnungen a := 01 als 
Definition verwendet. 
KOROLLAR 2.1 (vgl. [5, Seite 971, [9, Corollary I]). Fiir a > 0 und (N, qn) 
E .A”+ gilt 
(N, qJ t.s. C, o O”q, 2 0 fiir n =I I, 2,... . 
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Beweis. Es ist 
q(z)/p”(z) = q(z)(l ~- z)’ = f C’yq,Z”. 
n-0 
Als einfache Anwendung des Korollars erhalt man mit CLpnH = (7’tBI;h ~‘) 
sofort: C, t.s. C, c- /3 ‘;- 01. 
Da die Differenzen gebrochener Ordnung vielfach nicht einfach in die Hand 
zu bekommen sind, sei noch ein weiteres Kriterium angefiigt. Es stellt eine 
leichte Verschgrfung von [9, Theorem I] dar (im Fall I e-1 #Y i 2) und 
ergibt im Fall 0 < :I < 1 gerade [9, Corollary 31: 
KOROLLAR 2.2. Es sei cl = a + 15 (0 :Z 0 ganz, 0 < S ;C; 1) utxi 
(N, qn) t J+. Ferner gelte 
(n -1 1) vaq,,, 2 (n -I- 8) Y’Jq,L ,f‘ir ti 1, 2 ,... _ (21 
Behauptung. Lx :s ql/qo , V”q, -1 0 (n =z I, 2 ,...) .t- (N, qJ t.s. c, 
Beweis. “3”. Wir setzen 
yy = (-r,u ‘-s -l vaq, ( i v ,
und bemerken, da13 wir auf Grund der Voraussetzungen 
0 < Yo = 40 < (cl1 - %lo)/S = Yl und yy r yy+l (v 2 1) 
haben. Zu zeigen ist Pq, 2 0. (Zur Beweismethode vgl. [I]). Aus q(z)/p(z) = 
q(z)( 1 - z)~ = q(z)( I - z)“( 1 - z)” ersieht man 
vaq, = “to V”q, . (-I)“-” !, ” .j. 
Fiir n := 1, 2,... ergibt sich hieraus 
qn = f wL = i (yv - yv-1) H, + ro~o , 
“=O u=l 
wobei 
/7, = (-1)” (,“I (, ” ,I und H, = h, f l~~+~ -I- *.. + h,, 
gesetzt. Aus 11, 5 0 fiir 0 5 v < n folgt nun H, 2 Ho = 0 (0 (L v 5 n) und 
damit C”q, 2 0. 
KETTEN VON NijRLUND-MATRIZEN 49 
“e:“. Aus (N, qn) t.s. C, folgt (N, qn) t.s. C, wegen 01 > a. Korollar 2.1 
ergibt C”q, 2 0 fur II = 1, 2,... ; ’ auDerdem ist notwendig 0 5 V&q1 , d.h. 
0 5 cl1 -- q, . (In diesem Beweisteil wird also die Zusatzvoraussetzung (2) 
nicht verwendet.) 
Neben Lemma 2 mit den Korollaren 2.1 und 2.2 verwenden wir das 
folgende Einschliel3ungskriterium. 
LEMMA 3. (N, p,) und (N, q,J seien in Jr’: (N, p,) erfiille 
Pn > 0 und Pn+JPn 2 pn/pn-1 (n === 1,2 ,... >. (3) 
Bellauptlmg. (i) [4, Theorem 231. qn/qTL-l 2 pn/pnPl (n ;;lr n,) 2 N, 2 N, , 
(ii) ([9, IO]) qn/qnPl 2 p,/p,,-, (n 2 1) 3 N, t.s. N, ; 
Auch ohne Erfilltsein van (3) gilt 
(iii) qn ,> 0, C qTL == ~3, pTL = o(q,) =- N, g N, . 
BeH,eis (iii). Wegen Q, := q,, -f- ... -/- qn + co ist die Matrix (Ai, qn) mit 
den Elementen a,, = q,,./& (0 5 k 5 n), CI,~~~ = 0 (k > n) permanent, so 
daB die Folge 
PnlQn = QL’ i ql;WqJ 
,, =o 
gegen 0 konvergiert. Aus N, 2 N, wiirde wegen Lemma I(i) aber 
! ,oQn I < i I ,n-,Q, I = O(P,), also Q, = O(P,) 
“-0 
folgen. 
Die Bedingung (3) wird insbesondere von den Folgen { pnaj (0 < u 5 I), 
erfiillt. 
3. JV'- ALS GEORDNETE HALBCRUPPE 
Analog zum Ergebnis von Goffman-Hunneke [3, Theorem l] ergibt sich 
mit “s.t.s.” als Ordnungsrelation anstelle von r) 
SAT2 1. Mit * als Multiplikation und s.t.s. als Ordnung ist JY+ eine 
geordnete abelsche Halbgruppe, d.h. es gilt insbesondere jiir aIle N, , N, , 
N, E A’-+: 
(i) N, s.t.s. N,, N, s.t.s. N, * N, s.t.s. N, , 
(ii) N, s.t.s. N, * N, * N, s.t.s. N, *N, . 
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Beweis. (i) folgt unmittelbar aus der Definition. Zum Beweis von (ii) 
beniitzen wir Lemma 2. Danach sind in 
9(2)/p(;) = k(z) = 1 k,? 
alle k, > 0 und k(z) ;:: k,, (sonst ware N,, = NJ. Andererseits ist 
(9 * r)(z)/@ * r)(z) = q(z)r(z)/p(z)r(z) = k(z) = c k,zT’. 
Lemma 2 ergibt N,,, t.s. IV,,, , und wegen k(z) m+ k, sind diese beiden 
Matrizen nicht identisch, so dal.3 mit Lemma l(iv) die Behauptung folgt. 
4. DIE KETTE DER CES~RO-MATRIZEN 
Da die Totalinklusion einen feineren Vergleich auf .l+/~. erlaubt als die 
einfache Inklusion, lassen sich andere Ergebnisse von [3] nicht Ubertragen. 
So wurde in [3] gezeigt, dal3 es zu jedem festen [I 12 0 ein Kontinuum von 
Matrizen N, E ~lr-im gibt mit 
CZI-E 1 .v, 1 c, fiir alle E 1 0; 
die Beispiele sind 
2 mit 91LR -L -__ log 2 6 N, = (N, qnS) -< C, n -t- 2 t log@ + 2) 1 
’ 0 -(, 6 :‘; 1. 
Ferner gibt es (siehe [4, Seite 1091 [5]) Niirlund-Matrizen, die st&ker sind 
als alle C, (R 2 0), z.B. (N, exp nlj”) und (N, cash n1/2). Beziiglich der Total- 
inklusion ist die C,-Kette jedoch maximal. Dazu zeigen wir zungchst 
(vgl. hierzu such die Bemerkung [5, Seite 971) 
KATZ 2. Sei (IV, p,) t No+. Dunn gibt es eirz a0 mit 0 2 01” 5 pl/po derart, 
daJ die Beziehung 
(N PA t.s. G 
aber nicht,fiir 01 > mu ecftillt ist. 
(4) 
Beweis. Nach Korollar 2.1 gilt (4) genau dann, wenn V”p, 2 0 fiir alle 
n = 1, 2,... erfiillt ist. Bei festem IZ ist O”p, ein Polynom hiichstens n-ten 
Grades in a. Mit Z, bezeichnen wir das grGDte abgeschlossene Interval1 der 
Form [0, fin] mit 0 2 /!In 5 -(m co, in welchem dasPolynom Vap, nicht-negativ 
ist. (Wegen Vp, = prr I 0 liegt 0 in jedem I, .) Fiir n = 1 erhalt man aus 
V”p, =- p1 ~ ap,, gerade I, = [0, pJpo]. Der Durchschnitt aller I, (n 2 1) ist 
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abgeschlossen und hat die Form [0, a,,]. Nach Konstruktion hat dieses z,, die 
behaupteten Eigenschaften. 
K~R~LLAR 4.1. Es gibt keine Niirlunrl-Matrix, die total-stiirker ah alle 
C, ( )i ... 0) ist. 
KOR~LLAR 4.2. (19, Theorem 31, [2, Theorem 41). 
Man zeigt namlich-etwa durch Betrauchtung der 2. Ableitung der 
Funktion cash -, dab V cosh(n)r’” 1;. 0 fiir II = 2, 3,... gilt; d.h. die I,! des 
Beweises von Satz 2 enthalten fur II 2 2 das lntervall [0, 21; folglich ist 
1, ~~ [0, cash I] gleich dem Durchschnitt aller Iii (II ‘; I). 
Wie im vorigen Beispiel zeigt man I,, 2 [0, 21 fiir II : 3, 4.... ; da 
II [O. e] II [0, 21 gilt, ist a,) die kleinere der Nullstellen von 
iibrigens lafit sich mittels Lemma 2 leicht zeigen, daB (N. P(~“~‘.‘) und 
(N, cash ~‘1”) total-unvergleichbar sind. Es ist dem Autor nicht bekannt, ob 
die beiden Matrizen im gewohnlichen Sinne vergleichbar sind. 
SATZ 3. Die C,-Kette l2iJt sic/l (im Sinne r/es Totalwrgleicf~s) rlicht 
cecfeinern, genauer: Fiir,festes u gilt 
(i) C,,~, t.s. N, t.s. C,fiir alle E ,b 0 (n 2 0) * N, =- C,, 
(ii) C, t.s. N, t.s. C,,_, fiir al/e 0 c: c 5 01 -‘- N, =m CL, 
BeH’cis. (i) Aus Lemma 2 folgt, daR die Koeffizienten k,b(E) in 
samtlich nicht-negativ sind. Die k,(c) sind Polynome in E; folglich konvergiert 
kn(t) fur E --f 0 gegen einen nicht-negativen Grenzwert k,, ; diese k,L sind die 
Koeffizienten in 
P”(z>/P(~ = 1 k,zn. 
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Lemma 2 liefert C, t.s. N, und Lemma l(iv) nun C, = N, . Analog, oder 
explizit mit Korollar 2. I, zeigt man (ii). 
Da13 die Voraussetzungen i Satz 3 nicht wesentlich abgeschwacht werden 
k&men, zeigen die oben erwlhnten Beispiele (N, 4,“): Fur (Y 2 0, 0 g 6 < 
6’ 2 1 gilt nicht nur 
G,, 3 (N, 41:) * G ICN, 4:) * c, 3 G fur alle .5 2 0, 
sondern, wie man dem Beweis in [3] entnimmt, such 
(N, qn8) * c, t.s. (N, q:) F c, t.s. c, . 
Im Hinblick auf (ii) van Satz 3 bringen wir erganzend Beispiele von 
Norlund-Matrizen, die strikt zwischen C, und CT’,-, liegen, und beantworten 
damit eine in [3] gestellte Frage. 
SATZ 4. Fiir 2, 6 2 0 sei r,“,,” :_- (” y,-‘)(log 2/10&z + 2))6 gesetzt. Dam 
gilt fiir 0 < 6 < 6’ und 0 -r: Q: ;A 1: 
(i) (N, r$“) E .Mi-, 
(ii) C, 3 (N, YE’“) 3 (N, r;,“) 3 CmpFfiir alle E nzit 0 < E 5 a, 
(iii) C, t.s. (N, rl”,,“) t.s. (N, r;y6’), 
(iv) 1st /3 :- 1, so jblgt uus (ii) unli (iii): 
C,, 3 (N, r>“) + C,-, 3 (N, rk,“) t: Co-, 3 C,+ fur alle 0 < E -=: /3, 
urzd 
C,j ts. (N, r”,‘“) v Cod, t.s. (N, r”,‘“‘) T C,+, t.s. Co-, 
Beweis. Wir verwenden Lemma 3. Fur r,, =:: r;,” gilt r,+l/r, gz r,/rnml 
(n = 1,2,...), da x -t E - l/x und log x/log(x + 1) mit x wachsen. Ferner 
ersieht man aus r, == O(n”-l(log M)-“), dafi r, beschrsnkt und It, = 
r. -+ ... A- rn unbeschrankt ist; insbesondere rgibt sich r, = o(R,) und 
damit (i). 
Fur 0 < S < S’ folgt nun aus den Uogleichungen 
izi-(X-1 log(n~l) 8 
pn”jp;ul = (n + 3 - I)//? ;,> - ,2 ( lW(f~ + 2) 1 
die fiir II : 1, 2, 3 ,... gelten, 
C, t.s. (N, t-2”) t.s. (N, rz”‘). 
KETTEN VON N6RLUND-hlATRIZEN 53 
Ferner hat r>“‘jr,l,” = @(log )z)~‘-~) == o(l) zur Folge, da13 die aufgeftihrten 
Matrizen nicht aquivalent sein kdnnen, d. h. 
C, = (N, rz”) 3 (N, I$“) 3 (N, rff’). 
SchlieBlich betrachten wir die Ungleichung rn/r,l-l 2 y;~‘~p:~; sie ist erfullt 
genau dann, wenn 
,/(n + a - 1) 2 1 - (log@ + l),‘log(n -t 2)y 
gilt. Dies ist fur alle geniigend groBen II der Fall, da die rechte Seite abge- 
schatzt werden kann durch S/(n + 1) log(n + 1) = o((n + I)-‘). Es folgt 
(N, rz-‘) 2 C,_, fur 0 < E < 01, und wegen rE.‘/pfp’ -: O((log n)--“) = o(l) 
konnen diese Matrizen nicht lquivalent sein. Damit sind (ii) and (iii) bewiesen, 
(iv) folgt nun sofort aus Satz 1 bzw. seinem Analogon [3, Theorem 11. 
5. BEISPIELE MAXIMALER KETTEN 
Die Unterschiede, die beim gewohnlichen und totalen Vergleich auftreten, 
sollen noch an einigen Beispielen eriautert werden. Dabei wird zugleich eine 
(negative) Antwort auf die Fragen (i) und (iv) in [3] gegeben. Wir beschranken 
uns darauf, Ketten aus sehr einfachen “Primteilern” aufzubauen. 
LEMMA 4. Sei N, E A”+ und N, == Z, ;k N, mit 0 < 5 < 1. L)am gilt: 
(ii) N, s.t.s. N, , 
(ii) N, t.s. N, t.s. N, * N, = N, oder IV, := N,, . 
Zusatz. Entsprechendes gilt im Fall 0 < u: < +, wenn “s.t.s.” und “t.s.” 
durch “3” bzw. “2” ersetzt wird (siehe z.B. [S]). 
Die Matrix Z, ist also eine Art Primteiler von N, . 
Beweis. Aus Z, s.t.s. I ergibt sich mit Satz 1 sofort (i). Es werde 
N, t.s. N, t.s. N, angenommen. Die Quotienten der entsprechenden asso- 
ziierten Potenzreihen, also 
dz>N) = C w” und 
haben dann nicht-negative Koeffizienten (Lemma 2) und erfiillen 




und somit: pI1 - CT,, 0 (IZ 2) und pr’r, 0. im Fall pr 0 crhalt man 
N, : N, ; im Fall pr ;./m 0 ist CT, L- 0 und daher N,. = N,, . 
Das Prinzip von Lemma 4 beniitzend, lassen sich Ketten konstruieren, die 
sich nicht verfeinern lassen: 
Darunter gibt es solche, die sich such nicht verlangern lassen, also maximal 
sind. 
SAT2 5. 
(i) Es sei ~1~ . C+ . . . . (0 d.. Y, _.. A) eine gegebene FolCyc. die cittett 
Hiiufhgspwtk t I. /. A hesitzt. Dunn ist die Kette (5) tmsittta! beziigliclt 3 
(Lttd such beziigliclt s.t .s., siehe (ii)). 
(ii) Es set’ :Y, , :k2 ,... (0 <. ‘\; c I ) cit~e gegebme Foige ttzif C ( I - :Y;) = m. 
Dam ist die Kette (5) tt~axinzal beziiglich s.t.s. . 
Bettwkutzg. Sind im Fall (ii) alle ‘II, : 4. so sind die Glieder der Kette (5) 
sogar alle konvergenzgleich. 
BPlWiS. (i) Sei (N, p,,) Z,; 3 Z,,; + ..’ 1- Z,,22 : dann ist die assoziierte 
Potenreihe 
ein Polynom, also P,L m= 17” ‘.. i- pI1 p(I) I fur n :; l?I. Fur 
(N, 9n) E .I+“’ folgt daher aus (N, y,,) 2 (N, p,) mit Lemma l(i) fund den dort 
verwendeten Bezeichnungen) 
Da C Q# fur z ; --: I konvergiert, gilt dasselbe fur 1 /i,,~?~. Das bedeutet: 
9(2)/p(z) ist holomorph im offenen Einheitskreis; 9(z) hat alle Nullstellen von 
~(2) (mit ihren Vielfachheiten), namlich I,,/( Y,‘ .- I). die im Einheitskreis 
liegen. Haufen sich diese im lnnern des Einheitskreises, was nach Voraus- 
setzung der Fall ist, so verschwindet q(z) identisch. Dies widerspricht jedoch 
der Voraussetzung (N, 9,) E .A’ I-. 
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(ii) Behalten wir die Bezeichnungen von Beweisteil (i) bei, so ergibt sich 
aus der Annahme (N, qn) t.s. (N, p,), da13 alle k, nicht-negativ sind. Ins- 
besondere ist 
0 2 k, = (q/p)‘(O) = q’(WAO) - dO)~‘KW(O) 
und folglich (wegen p(O) = p. > 0) 
Die Ausrechnung der logarithmischen Ableitung ergibt 
?!i 
P’(O)lP(O) = c (1 - ‘%Y% >2 (1 - 4. IL=1 ,L -1 
Man erhglt also 
Diese Beziehung kann nicht fir alle nz erfiilit sein, da C (1 - ol,) divergiert. 
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