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Abstract
Schur’s Q-functions with reduced variables are discussed by employing a combinatorics of
strict partitions. They are called reduced Q-functions. We give a description of the linear
relations among reduced Q-functions.
§0 Introduction
Q-functions were introduced by Schur in his study of projective representations of
symmetric groups. They are symmetric functions and, if we express them in terms of the
power sum symmetric functions, each coefficient essentially gives the spin character of the
symmetric group.
This note deals with the “r-reduced” Q-functions which are defined by putting pjr = 0
for j = 1, 3, 5, . . . in the power sum expression. When r = p is a prime number, they
play a role in p-modular projective representations of symmetric groups.
In a previous work [NY] we showed that r-reduced Q-functions are weight vectors of
the basic representation of the affine Lie algebra A
(2)
2t (r = 2t + 1) and chose a proper
basis for each weight space.
To be more precise, let αi (resp. α
∨
i ) (0 ≤ i ≤ t) be the simple roots (resp. coroots)
of the affine Lie algebra A
(2)
2t and δ = 2
∑t−1
i=0 αi + αt be the fundamental imaginary root.
The irreducible representation with highest weight Λ0 is called the basic representation,
where Λ0(α
∨
i ) = δi0. The set of weights is described by
P = {WΛ0 − nδ ; n ∈ N},
where W is the Weyl group. This basic representation can be realized on the polynomial
ring C[tj ; j ≥ 1, odd and j 6≡ 0 (mod r)]. In this realization each r-reduced Q-function
turns out to be a weight vector. We answered in [NY] the question to which weight the
given r-reduced Q-function belongs, by using a combinatorics of strict partitions, i.e., bar
cores and bar quotients.
By virtue of the above result we further investigate the r-reduced Q-functions them-
selves. The result in this note is an explicit description of the linear relations satisfied
by r-reduced Q-functions. We remark that such a description has been obtained for
“r-reduced Schur functions” [ANY1,2].
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§1 Combinatorics of strict partitions
We first present a collection of definitions and results concerning strict partitions and
Schur’s Q-functions, mainly referring to the new book of Macdonald [M].
The set of all partitions of n is denoted by Pn and the set of all partitions by P. A
partition λ = (λ1, . . . , λl) is said to be strict if λ1 > λ2 > · · · > λl > 0. The set of all
strict partitions of n is denoted by SPn and the set of all strict partitions by SP.
To each element λ ∈ SP we can associate the shifted diagram S(λ), which is obtained
from the usual Young diagram of λ by shifting the i-th row (i− 1)-positions to the right.
The j-th square in the i-th row will be called the (i, j)-square. For i, j and k with k ≥ i,
we define an (i, j)k-bar of λ as the set of squares (a, b) ∈ S(λ) satisfying (1) if k > i, then
a = i or k, (2) if k = i, then a = i, b ≥ j and j − 1 6= λa′ for a
′ ≥ i + 1. The length of
a bar is a number of squares it contains. A bar of length r will be often called an r-bar.
Throughout this note we always assume that r is an odd number.
A strict partition is an r-bar core if it contains no r-bars. Given a strict partition
λ we obtain another strict partition by removing an r-bar and rearranging the rows in
descending order. By repeating this process as often as possible we shall end up with an
r-bar core λc, which is called the r-bar core of λ.
For 0 ≤ i ≤ r − 1 we define sequences
X i(λ) = {x ∈ N;λk = rx+ i for some k}.
The r-bar quotient λq = (λ0, λ1, . . . , λt) (t = (r − 1)/2)is a (t + 1)-tuple of partitions
given by λ0 = X0(λ) and λi = (X i(λ)|Xr−i(λ)) (1 ≤ i ≤ t) in Frobenius notation. Note
that λ0 is a strict partition. We remark that any r-bar core and r-bar quotient uniquely
determines a strict partition [O]. In view of this one-to-one correspondence we often write
(λc, λq) instead of λ, e.g., Q(λc,λq)(x), etc.
We introduce r-bar sign for strict partitions. Let H¯ be the (i, j)k-bar of length r in
2
λ ∈ SP. The leglength of H¯ is defined by
b(H¯) =
{
λk +#{a;λi > λa > λk} if k > i
#{a;λi > λa > λi − r} if k = i.
If the strict partition µ is obtained from λ by removing r-bars H1, H2, . . . , Hq successively,
then the r-bar sign of λ relative to µ is defined by
δr¯(λ, µ) =
q∏
m=1
(−1)b(H¯m).
We set δr¯(λ) = δr¯(λ, λ
c) and call it the r-bar sign of λ. We should remark that δr¯(λ, µ)
does not depend on the choice of r-bars being removed in going from λ to µ [MO].
Let ΛQ denote the graded Q-algebra of symmetric functions in countably many inde-
pendent variables x = (x1, x2, . . .). Among various bases of ΛQ, we just mention here
that the Schur functions sλ(x) (λ ∈ P ) are convenient for our point of view. Let ΓQ be
the subalgebra of ΛQ generated by 1, p1, p3, p5, . . .;
ΓQ = Q[p1, p3, p5, . . .],
where pj = x
j
1 + x
j
2 + · · · is the j-th power sum.
Schur’s Q-functions Qλ(x) (λ ∈ P) are defined by specializing to t = −1 in the Hall-
Littlewood symmetric functions Qλ(x; t). This specialization implies that Qλ(x) = 0
unless λ ∈ SP . It is known that {Qλ(x);λ ∈ SP} gives a basis of ΓQ. When µ =
σλ = (λσ(1), . . . , λσ(l)) (σ ∈ Sl) is a derangement of a strict partition λ, then we define
Qµ(x) = sgn(µ)Qλ(x), where we have put sgn(µ) = sgn(σ).
The Q-functions are related to the power sums via the character values of the sym-
metric group. An explicit expression is given as follows. Let ζλ(π) (λ ∈ SPn) be the
value of the irreducible projective character ζλ of the symmetric group Sn at the class
π = (1π13π35π5 · · ·) and set zπ =
∏
j≥1 πj !j
πj . Then we have
Qλ(x) =
∑
π
2[(ℓ(λ)+ℓ(π)+1)/2]z−1π ζλ(π)p
π1
1 p
π3
3 p
π5
5 · · · ,
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where the summation runs over all odd partitions π = (1π13π35π5 · · ·) of size n, and ℓ(λ)
denotes the length of the partition λ.
The following formula is of importance for our purpose.
Theorem 1.1. Let j ≥ 1 be odd and λ = (λ1, . . . , λl) ∈ SP. Then
pjQλ(x) =
1
2
(j−1)/2∑
i=1
(−1)iQ(λ;j−i,i)(x) +
1
2
Q(λ;j)(x) +
l∑
i=1
Qλ+jǫi(x),
where (λ; j − i, i) = (λ1, . . . , λl, j − i, i), (λ; j) = (λ1, . . . , λl, j) and ǫi = (δik)1≤k≤l.
This is a direct consequence of [J, Theorem 2.4] by looking at the correspondence between
removal of strips/double strips and that of j-bars.
§2 Reduced Q-functions and their linear relations
Let Γ
(r)
Q = Q[ pj ; j ≥ 1, odd and j 6≡ 0 (mod r)] and define the r-reduced Q-functions
by
Q
(r)
λ (x) = Qλ(x)|pr=p3r=p5r=···=0 ∈ Γ
(r)
Q .
Proposition 2.1. Let λ be a strict partition and λq = (λ0, . . . , λt) (t = (r− 1)/2) be the
r-bar quotient of λ. Then the set {Q
(r)
λ (x);λ
0 = ∅} gives a basis of Γ
(r)
Q .
To prove this proposition we need the following lemma.
Lemma 2.2. Let V be an infinite dimensional Q-vector space with basis {vλ;λ ∈ SP}
and define vσλ = sgn(σ)vλ for permutations σ; vλ = 0 if λ 6∈ SP.
(1) If we set
V1 := V
/∑
λ∈SP
Q

 ∑
j≥1,odd

1
2
(j−1)/2∑
i=1
(−1)iv(λ;j−i,i) +
1
2
v(λ;j) +
ℓ(λ)∑
i=1
vλ+jǫi



 ,
then V1 ∼= Q.
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(2) If we set
Vr := V
/∑
λ∈SP
Q

 ∑
j≥1,odd

1
2
(rj−1)/2∑
i=1
(−1)iv(λ;rj−i,i) +
1
2
v(λ;rj) +
ℓ(λ)∑
i=1
vλ+rjǫi



 ,
then Vr ∼= Γ
(r)
Q .
Proof. (1) There is a canonical linear surjection γ from ΓQ to V1 which maps Qλ(x)
to vλ for λ ∈ SP. The kernel of γ coincides with the maximal ideal I = (p1, p3, p5, . . .)
because of Theorem 1.1. Since the algebra ΓQ/I is isomorphic to Q, so is V1.
(2) Consider a linear surjection γ(r) : ΓQ −→ Vr defined by γ
(r)(Qλ(x)) = vλ for λ ∈ SP.
If we set I(r) = (pr, p2r, p3r, . . .), then, by Theorem 1.1, we see that γ
(r)(I(r)) = 0 and
can define a linear surjection γ¯(r) : ΓQ/I
(r) −→ Vr. On the other hand we can define
a linear surjection η : Vr −→ Γ
(r)
Q by η(vλ) = Q
(r)
λ (x) for λ ∈ SP . The composition
η ◦ γ¯(r) : ΓQ/I
(r) −→ Γ
(r)
Q gives a linear isomorphism. Hence η is a linear isomorphism as
desired. 
Proof of Proposition 2.1. We give a proof only for the case r = 3 in order to avoid
the too complicated notation. The general case can be shown in a same fashion.
First we shall see that the set {Q
(3)
λ ;λ
0 = ∅} spans Γ
(3)
Q . We introduce a filtration
on Γ
(3)
Q by FnΓ
(3)
Q =
∑
λ;|λ0|≤n
QQ
(3)
(λc ,λ0,λ1)(x) and the associated graded module F (Γ
(3)
Q ) :=
⊕
n≥0
FnΓ
(3)
Q /Fn−1Γ
(3)
Q , where F−1Γ
(3)
Q = {0}. For any positive odd integer j the 3-reduced
Q-functions Q
(3)
λ (x) satisfy
0 =
1
2
(3j−1)/2∑
i=1
Q
(3)
(λ;3j−i,i)(x) +
1
2
Q
(3)
(λ;3j)(x) +
ℓ(λ)∑
i=1
Q
(3)
λ+3jǫi
(x)
=
1
2
(j−1)/2∑
i=1
Q
(3)
(λc,(λ0;j−i,i),λ1)(x) +
1
2
Q
(3)
(λc,(λ0;j),λ1)(x) +
ℓ(λ0)∑
i=1
Q
(3)
(λc,λ0+jǫi,λ1)
(x)
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+
1
2
∑
i 6≡0 (mod 3)
Q
(3)
(λc,λ0,(λ;3j−i,i)1) +
ℓ(λ1)∑
i=1
Q
(3)
(λc,λ0,λ1+jǫi)
(x).
If we write Q
(3)
λ (x) = Q
(3)
λ (x) + Fn−1Γ
(3)
Q for |λ
0| = n, then we see that in F (Γ
(3)
Q )
ℓ(λ0)∑
i=1
Q
(3)
(λc,λ0+jǫi,λ1)
(x) +
1
2
Q
(3)
(λc,(λ0;j),λ1)(x) +
1
2
(j−1)/2∑
i=1
Q
(3)
(λc,(λ0;j−i,i),λ1)(x) = 0.
By applying Lemma 2.2 (1) it turns out that
∑
λ0∈SP
QQ
(3)
(λc,λ0,λ1)(x) = QQ
(3)
(λc,∅,λ1)(x). This
proves that {Q
(3)
λ (x);λ
0 = ∅} spans Γ
(3)
Q .
By looking at the one-to-one correspondence between the strict partitions and the
tuples of r-cores and r-quotients, we see that the number of those strict partitions λ ∈ SPn
such that λ0 = ∅ coincides with the dimension of the subspace of homogeneous polynomials
of degree n in Γ
(r)
Q , where we count deg pj = j. This completes the proof. 
We shall state the linear relations satisfied by the r-reduced Q-functions. To this end,
we define two types of Littlewood-Richardson-like coefficients f νλ1···λt (λ1, . . . , λt, ν ∈ SP)
and hνλµ (λ ∈ SP, µ, ν ∈ P), respectively by
Pλ1(x) · · ·Pλt(x) =
∑
ν∈SP
f νλ1···λtPν(x),
Pλ(x)sµ(x) =
∑
ν∈P
hνλµsν(x),
where we set Pλ(x) = 2
−ℓ(λ)Qλ(x) for λ ∈ SP . Note that f
ν
λ1···λt
and hνλµ are non-negative
integers.
Theorem 2.3. Let λ be a strict partition, λc and λq = (λ0, λ1, . . . , λt) be its r-bar core
and r-bar quotient, respectively. Then
Q
(r)
λ (x) = 2
[(ℓ(λ)+ℓ(λ0))/2](−1)|λ
0|δr¯(λ)
∑
µ,ν1,...,νt
2−[ℓ(µ)/2]δr¯(µ)f
λ0
ν1···νt
hµ
1
ν1λ1
· · ·hµ
t
νtλt
Q(r)µ (x),
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where summation runs over the strict partitions ν1, . . . , νt and µ such that |µ| = |λ|,
µc = λc and µ0 = ∅.
Proof. Again we give a proof only for the case r = 3. For the general case we should
notice the following identity :
Qν(x
(1), x(2), . . . , x(t)) =
∑
λ1,...,λt
f νλ1···λtQλ1(x
(1))Qλ2(x
(2)) · · ·Qλt(x
(t)),
where summation runs over the strict partitions λ1, . . . , λt. Here (x
(1), x(2), . . . , x(t)) are t
sets of variables and Qν(x
(1), . . . , x(t)) denotes the Q-function in the set of variables
(x
(1)
1 , x
(1)
2 , . . . , x
(2)
1 , x
(2)
2 , . . . , x
(t)
1 , x
(t)
2 , . . .).
Set
Fλ(x) = sgn(λ)2
[(ℓ(λ)+ℓ(λ0))/2](−1)|λ
0|δ3¯(λ)
∑
µ
2−[ℓ(µ)/2]δ3¯(µ)h
µ1
λ0λ1Q
(3)
µ (x).
We shall prove that
(3j−1)/2∑
i=1
(−1)iF(λ;3j−i,i)(x) +
1
2
F(λ;3j)(x) +
ℓ(λ)∑
i=1
Fλ+3jǫi(x) = 0
for any positive odd integer j. For our purpose it is enough to show that the coefficient
of Q(3)µ (x) vanishes for each µ ∈ SP. Since corollary in [MO, (3.8)] leads to
δ3¯(λ˜, λ)
=


sgn(λ˜)sgn(λ˜k) for λ˜ = λ+ 3jǫi ( k = 0, 1, i = 1, . . . , ℓ(λ))
sgn(λ˜)sgn(λ˜0) for λ˜ = (λ; 3j) and (λ; 3j − 3j′, 3j′)
(
j′ ≥ j−1
2
)
(−1)isgn(λ˜)sgn(λ˜1) for λ˜ = (λ; 3j − i, i)
(
i ≥ 3j−1
2
, i 6≡ 0(mod r)
)
,
our equation reads
1
2
∑
i<j/2
22(−1)isgn((λ0; j − i, i))(−1)jhµ
1
(λ0;j−i,i)λ1
7
+
1
2
∑
i 6≡0 (mod 3)
2 sgn((λ; 3j − i, i)1)hµ
1
λ0(λ;3j−i,i)1 +
1
2
sgn((λ0; j))2(−1)jhµ
1
(λ0;j)λ1
+
∑
i
sgn((λ+ 3jǫi)
0)(−1)jhµ
1
(λ+3jǫi)0λ1
+
∑
i
sgn((λ+ 3jǫi)
1)hµ
1
λ0(λ+3jǫi)1
= 0.
Multiplying both sides by sµ1(x) and taking a summation over µ
1, we see that the equation
reduces to
(−1)j

12
∑
i<j/2
(−1)iQ(λ0;j−i,i)(x)sλ1(x) +
1
2
Q(λ0;j)(x)sλ1(x) +
∑
i
Qλ0+jǫi(x)sλ1(x)


+


∑
i
Qλ0(x)sλ1+jǫi(x) +
∑
i<j/2
i 6≡0 (mod 3)
Qλ0(x)s(λ,3j−i,i)1(x)

 = 0.
Note that there is a one-to-one correspondence between the 3j-bars in λ and the j-bars
in λq = (λ0, λ1) (a j-bar in λq means a j-bar in λ0 or a j-hook in λ1). Hence we have
−(pjQλ0(x))sλ1(x) +Qλ0(x)(pjsλ1(x)) = 0.
By Lemma 2.2 (3) there exists a linear isomorphism sending Fλ(x) to Q
(3)
λ (x) and it
turns out to be the identity since Q
(3)
λ (x) equals Fλ(x) for the basis given in Proposition
2.1. 
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