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RÉSUMÉ
Ces dernières années, l’intelligence artificielle a connu une évolution rapide grâce à de nouvelles 
approches comme, par exemple, la logique floue. Les systèmes flous sont en effet, venus combler 
des niches importantes dans plusieurs applications de contrôle et de décision. Malgré ses succès, 
la logique floue a toutefois rapidement atteint ses limites du fait qu’on n’ait pas tenu compte de 
l’effet du contexte. Dans un contexte particulier, l’homme a, en effet, la capacité d’utiliser 
adéquatement des représentations floues. Dans le cas d’un système flou, si le contexte change, ce 
dernier ne peut pas s’adapter puisqu’il a été conçu dans certaines conditions particulières. Ce 
problème, maintes fois soulevé, a pourtant été très peu abordé dans les recherches. Le présent 
travail a permis d'identifier les raisons de cette indifférence dans le domaine du raisonnement 
flou. Compte tenu de ses implications complexes au niveau cognitif, plusieurs domaines ont été 
abordés, entre autres, ceux de la linguistique, de la psychologie cognitive, de l’intelligence 
artificielle, de la théorie des connaissances et des théories de mémorisation. Ces études 
interdisciplinaires ont contribué à déduire les lignes essentielles d’une modélisation de l’effet 
contextuel. La proposition est une structure cognitive désignée sous l’acronyme SFC dont les 
mécanismes simulent le raisonnement humain envers la dépendance contextuelle. L’approche est 
structuraliste du fait qu’elle inclut des modules internes comportant différentes fonctionnalités et 
responsabilités. Ces modules interagissent hiérarchiquement dans le traitement de l’information 
floue sous l’efiet du contexte. En ce qui concerne les représentations des connaissances, 
l’approche englobe l’ensemble de l’information : les connaissances à traiter doivent contenir 
implicitement ou explicitement l’information provenant du contexte. L’effet du contexte 
constitue donc, en lui-même, une information à traiter et à mémoriser. De ce point de vue, les 
connaissances sont intégrées à leur contexte. L’exemple de la conduite automatique d’une voiture 
vient valider la structure SFC. Une structure simplifiée appelée SFC-R a récemment été 
proposée; outre de pouvoir être utilisée dans les systèmes flous à grande échelle, cette dernière 
peut également servir à réduire la dimension des bases des règles à grande échelle et à intégrer 
efficacemment l’information, même discrète, dans une base floue.
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ABSTRACT
MODELING OF CONTEXTUAL DEPENDENCY OF FUZZY CONŒPTS :
THE SFC STRUCTURE
During the last years, artificial intelligence evolved rapidly by the introduction of some 
innovative approaches and théories such as fuzzy logic. Fuzzy Systems have filled some 
important niches in several applications of control, décision, etc.. Despite these successes, fuzzy 
logic has confronted rapidly its limitations by the lack of processing the effect of context. Human 
is capable to décidé adequately fuzzy représentations in particular contexts. Nevertheless a fuzzy 
system, once conceived by an expert, is non-adaptable to conditions that change under the effect 
of context. This problem has been addressed by several researchers; however, very few have 
touched it. In this research, it has been fîrst identified the reasons of such an indifférence in fiizzy 
reasoning. By complex implications at the cognitive level, several areas such as linguistics, 
cognitive psychology, artificial intelligence, the theory of knowledge and of memory and 
mémorisation have been studied. These interdisciplinary studies helped to deduce essentials of 
such a model of contextual effect. Consequently, a cognitive structure named SFC is proposed. 
This structure contains internai mechanisms simulating human reasoning under contextual 
dependence. Proposed appioach is structuralist by the fact of including internai modules, each 
one having différent functionality and responsibilities. These modules interact hierarchically to 
process fiizzy information under the effect of context. As of representing knowledge, the 
approach assumes integrity at the level of information: knowledge to process has to contain, 
implicitly or explicitly, the information of context. Consequently, the effect of context is itself an 
information to process and to mémorisé. Under this viewpoint, knowledge is integrated to its 
context. The SFC structure is validated by an automatic conduct example of a car. Finally, a 
simplified structure named SFC-R that can be used in large-scale fuzzy Systems is proposed. This 
structure is not only useful to reduce dimension in large scale rule bases, but also to integrate, in a 
very efficient manner, the discreet information in fiizzy rule bases.
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LEXIQUE
Catégorie vague : catégorie conceptuelle où l’appartenance de certains éléments à la catégorie ne 
peut pas être expliquée au moyen de la théorie des ensembles classiques, mais plutôt par 
une appartenance graduelle.
Connexionnisme : approche interdisciplinaire qui consiste en une modélisation du comportement 
et des réactions humaines imitant les neurones biologiques au moyen des réseaux 
neuronaux artificiels.
Contextualiser : rendre relatif au contexte. Dans la base des règles floues, fragmenter la base par 
certains identificateurs. Chaque identificateur représente une partie de la base de règle et 
seulement cette partie est évoquée quand on stimule son identificateur.
Contrôle flou : application de contrôle où les principes de la logique floue sont utilisés. Cette 
application utilise un système flou.
Coupe alpha : l’ensemble des éléments qui appartiennent à un ensemble flou au moins au degré 
alpha.
Degré d ’appartenance : expression numérique démontrant la possibilité que l’objet en question 
puisse être défini par le concept vague, flou.
Espace sémantique : espace imaginaire où les concepts représentent des points de l’espace.
Extension : exemplification réelle d’un concept.
FAM : une matrice dont les rangées et les colonnes représentent les étiquettes de deux entrées et 
dont les cellules représentent les étiquettes de la sortie. Elle constitue une autre façon de 
représenter une base de règle.
Intension : explication, le sens d’un concept.
linguistique computatiomtelle : sous-domaine de la linguistique qui étudie les effets du contexte 
dans l’analyse syntaxique du texte au moyen des méthodes computationnelles 
(computational linguistics, en anglais*).
Logique floue : logique basée sur la théorie des ensembles flous.
ix
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Modificateur linguistique : composante de la langue naturelle qui affecte le sens d’une autre 
composante linguistique (Hedge, en anglais*). Dans le contexte de la logique floue, les 
modificateurs comme ‘très’, ‘plus ou moins’, ‘peu’, etc., affectent le sens des termes flous 
(non les variables floues). (Ex. : très jeune, plus ou moins vieux)
Pragmatique : discipline de linguistique qui recherche la relation et les systématiques existant 
entre le texte et le contexte, une théorie des actions de communication qui étudie le 
comment du sens de base relié au contexte actuel et aux attentes de l’écouteur.
Règle sémantique : règle indépendante d’une langue spécifique pour associer un sens à chaque 
terme linguistique (valeur linguistique dans la logique floue).
Règle syntaxique : règle implicite et inhérente d’une langue pour créer les valeurs linguistiques 
d’une variable linguistique.
Structuralisme : approche de la psychologie cognitive croyant à l’existence d’une structuration 
fonctionnelle au niveau physio-neuronal dans le cerveau humain.
Système flou : système où les principes de la logique floue sont utilisés. Il consiste en quatre 
modules de base; la fuzzification (entrée au système), la base de règles (les 
connaissances), le moteur d’inférence (décider la réaction par rapport aux connaissances, 
le processus stimulé par l’existence d’une entrée), la défuzzification (sortie du système).
Valeur linguistique : valeur de type linguistique que peut prendre une variable linguistique. (Ex. : 
jeune, adulte, vieux pour la variable linguistique âge). Parfois on utilise ‘terme 
linguistique’ au lieu de ‘valeur linguistique’.
Variable linguistique : variable qui prend des valeurs de type linguistique au lieu de numérique 
(Ex. : âge).
Vocabulaire de l’Intelligence Artificielle, le Bulletin de Terminologie #184 du Ministre des Approvisionnements et Services Canada. 1988.
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ACRONYMES
BAM : Bi-directional Associative Memories
BC : Base de Connaissances
BD : Base de Données
BR : Base de Règles
CFS : Conceptual Fuzzy Sets
FAM : Fuzzy Associative Memory
IA : Intelligence Artificielle
MIMO : Multiple Input Multiple Output (en parlant d’un système flou)
MISO : Multiple Input Single Output (en parlant d’un système flou)
RNA ou RN : Réseaux de Neurones Artificiels ou Réseaux Neuronaux 
SE : Système Expert
SFC : Structure Cognitive pour le Flou Contextuel
SFC-R : Structure Cognitive pour le Flou Contextuel-R. la version simplifiée de SFC
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'Toute logique traditionnelle suppose habituellem ent que 
des sym boles précis sont em ployés. E lle n ’est pas donc 
applicable à cette rie terrestre, m ais seulem ent à  une 
existence céleste im aginée ’
B ektxand R u sse ll, 
‘V agueness’, 1923
CHAPITRE 1 
INTRODUCTION
Le problème de la dépendance contextuelle est commun à plusieurs domaines scientifiques. La 
psychologie expérimentale observe l’effet du contexte dans l’évaluation des échelles 
psychophysiques [17], [SI]. La linguistique pragmatique examine les actions du discours dans 
des contextes particuliers [113], [164]. La psychologie cognitive analyse l’effet du contexte sur 
les connaissances [37]. Le traitement de la parole étudie l’effet de bruit de différents contextes 
rendant ardue la distinction des mots. Enfin, la linguistique computationnelle observe les effets 
du contexte dans l’analyse syntaxique du texte [33].
Dès son introduction dans la communauté scientifique, la théorie des ensembles flous a attiré 
l’attention et a suscité des réactions controversées : peu d’enthousiasme, du scepticisme, voire 
même de l’hostilité [85]. En dépit de ces réactions du milieu académique, la logique floue a 
ouvert de grands champs d’application dans des problèmes complexes de contrôle et de génie des 
systèmes. Puisqu’il n’est pas nécessaire de modéliser mathématiquement le comportement du 
système en question, cette théorie est venue combler une niche importante dans le contrôle non 
linéaire. Une fois que les relations de comportement ont été établies par un expert, un système 
basé sur la logique floue devient très performant dans un environnement complexe.
Toutefois, l’une des faiblesses des systèmes flous réside dans leur dépendance d’un expert pour 
concevoir les paramètres du système: les fonctions d’appartenance, la forme, le degré de 
granulation, la raideur, etc... L’expert, doté de capacités supérieures à la machine, conçoit cette 
dernière avec une sensibilité aux conditions de l’environnement. Ces conditions, rassemblées 
sous la notion de contexte, sont évaluées beaucoup plus adéquatement par l’expert que par la 
machine. Cette recherche répond donc au besoin d’une approche tenant compte de l’effet du 
contexte se rapprochant le plus possible du raisonnement de l’expert.
l
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Dans cette thèse, les dimensions différentes de la dépendance contextuelle ont été unifiées afin de 
satisfaire à l’objectif d’une structure floue sous l’effet du contexte, où les connaissances ne 
constituent pas des caractéristiques statiques mais, au contraire, dynamiques. Le but est de mieux 
simuler le comportement d’un expert envers le contexte changeant L’objectif n’est nullement 
d’obtenir une intégration des stratégies contextuelles (comme le comportement intelligent basé 
sur la relation entre la tâche et l’action chez les automates mobiles) mais plutôt une intelligence 
cognitive en raisonnement
L’architecture proposée s’inspire principalement des définitions et des résultats de la psychologie 
cognitive. L’architecture s’appelle SFC (Structure Cognitive pour le Flou Contextuel) et consiste 
en une structure cognitive et hiérarchique capable d’intégrer l’effet du contexte dans un système 
flou.
La structure de la thèse est la suivante :
Au chapitre 2, les différents aspects de l’imperfection des connaissances sont rapidement abordés 
ainsi que les méthodes pour les traiter comme, par exemple, la logique floue (section 2.1). La 
définition de la théorie des ensembles flous est également approfondie dans le but d’en déduire sa 
façon de modéliser les concepts (section 2.2). Le concept de contexte est ensuite introduit. Le 
contexte dans la linguistique et la psycholinguistique, dans la psychologie et la psychologie 
cognitive et finalement, dans les sciences du comportement et de la théorie de décision est 
analysé (section 2.3). La section 2.4 est consacrée à la relation entre la logique floue et le 
contexte. Les définitions de base de la logique floue ainsi que les modificateurs linguistiques sont 
analysés afin d’expliquer la question du contexte. Les résultats de certaines études de la 
psychologie expérimentale sont cités pour démontrer l’effet empirique du contexte sur les 
concepts flous. La fin de la section aborde la question suivante : ‘le contexte est-il un composant 
cognitif?’.
Le chapitre 3 comporte l’étude du connexionnisme, approche récente de la psychologie et de 
l’intelligence artificielle. On y trouve l’étude d’une proposition connexionniste récente 
concernant le problème du contexte ainsi qu’une discussion sur cette approche en particulier et le 
connexionnisme en général.
Le chapitre 4 présente la proposition de la nouvelle structure appelée SFC où l’effet du contexte 
est pris en compte. Cette structure contient des modules cognitifs ayant des responsabilités 
propres et des fonctionnements différents. Les modules forment une hiérarchie fonctionnelle et 
interagissent entre eux par des canaux de transmission de l’information. Chaque module est 
expliqué en détail (section 4.1). La proposition est validée d’abord empiriquement par un 
exemple de conduite automatique où est démontré le changement de comportement sous l’effet 
du contexte (section 4.2). La section 4.3 rassemble des discussions entourant une justification 
théorique de la proposition et une comparaison de la SFC avec d’autres approches.
2
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Le chapitre 5 propose une deuxième structure, nommée SFC-R, qui est une version dérivée mais 
simplifiée de SFC. La performance de l’inférence d’un système flou se trouve affectée par le 
volume de la base de règles. Ceci peut devenir problématique dans le cas d’une base à 
nombreuses règles. La structure proposée comporte une procédure assez puissante pour être 
capable d’optimiser l’inférence d’un tel système flou, en diminuant le volume de la base de règles 
sans éliminer une seule règle. Le chapitre inclut un exemple et une section de discussion destinée 
à la comparer aux approches déjà proposées.
3
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CHAPITRE 2
L ’IMPRÉCISION DU FLOU ET SA DÉPENDANCE AU CONTEXTE
L’imprécision dans les connaissances joue un rôle important dans la vie quotidienne de l’homme. 
Et même si on la considère comme une imperfection à éliminer et que son omniprésence ne crée 
pas de difficultés à l’homme pour communiquer et se comporter, certaines questions demeurent, 
comme celles des raisons de la présence de cette imperfection et pourquoi ne peut-on pas 
l’éliminer complètement ? Même si elles ne constituent pas le sujet de cette thèse, ces questions 
seront quand même brièvement décrites afin de situer la logique floue. À la section 2.1, un 
sommaire des imperfections des connaissances a été constitué telles que la probabilité, la 
probabilité partielle, l’ambiguïté, le vague etc... On en donne des descriptions très générales et 
les méthodes pour les modéliser.
Dans ce chapitre, deux notions sont analysées. La première est la logique floue abordée à la 
section 2.2. Afin d’en donner au lecteur un aperçu suffisant, des exemples simples viennent 
supporter les notions de base. La section 2.3 présente l’étude d’une deuxième notion, celle du 
contexte afin de définir ce qu’il est. Il paraissait important d’aborder des domaines reliés comme 
la linguistique et la psychologie afin d’obtenir une synthèse suffisante sur le concept de contexte. 
La section 2.4 établit la relation entre les concepts de la logique floue et du contexte. Certaines 
recherches sont citées dans le domaine de la psychologie prouvant une interaction évidente entre 
le concept flou et son contexte. La section 2.5 tente de répondre à certaines questions sur le sens 
(le sens d’après la logique floue, section 2.2), la catégorisation (les catégories vagues, section 
2.4.1) et leurs relations avec la logique floue et le contexte. La section 2.5.1 porte principalement 
sur le sens et la section suivante présente une étude de la catégorisation des concepts et de sa 
relation au contexte.
2.1 Imperfection des connaissances
Par leur nature, les systèmes mécaniques modélisables par des lois de la mécanique, de 
l’électromagnétisme, de la thermodynamique etc., sont quantitativement très précis [80], [185], 
[189] et déterministes (au sens de la modélisation mathématique) [180]. Ces systèmes constituent 
une approche scientifique où la compréhension d’un phénomène est reliée à l’analyse purement 
quantitative. Les systèmes humains sont différents de ces systèmes physiques de par leur 
imprécision puisqu’en effet, les jugements, la perception, les émotions jouent un rôle important
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[50], [185], [197]. Ainsi, l’interaction de l’homme avec son environnement est basée le plus 
souvent sur l’information qualitative dont le fonctionnement et le comportement l’aident à 
résoudre certains problèmes complexes d’une manière relativement facile et comparativement 
efficace.
L’imprécision des systèmes humains décrit dans le langage naturel est due à l’imperfection des 
connaissances que l’humain reçoit (l’observation) du monde extérieur [80]. L’imperfection 
conduit à un doute sur la valeur d’une variable, sur une décision à prendre ou sur une conclusion 
à tirer pour le système en question.
Les sources de l'incertitude peuvent être l’état stochastique Oc cas de l’imparfait intrinsèque où 
une valeur typique et unique n’existe pas), les connaissances incomplètes (l’ignorance du total, le 
regard limité sur un système à cause de sa complexité) ou les erreurs d’acquisition (les 
observations intrinsèquement imparfaites, les erreurs quantitatives dans l’échantillonnage ou la 
mesure) [21], [151]. Certains ont même ajouté l’imprécision conceptuelle, le vague lexical [44] et 
l’inexactitude linguistique [199]. Malgré la multitude de définitions, celles-ci peuvent être 
regroupées dans la catégorie des imperfections des connaissances, quantifiables de différentes 
façons qui dépendent, en réalité, de la représentation choisie des connaissances.
L’ambiguïté est une incertitude linguistique. Elle introduit le caractère de ce qui est ambigu dont 
la pluralité de sens ne permet pas une interprétation sans équivoque. L’une des causes de 
l’ambiguïté est la structure syntaxique du langage (par exemple, black bird house signifie-t-il 
black ‘bird house’ -  la couleur de la cage -, ou ‘black bird’ house -  la couleur de l’oiseau- ? 
[194]). Une deuxième cause est l’ambiguïté lexicale, l’existence des termes à sens multiples et à 
syntaxe unique comme dans l’exemple du mot 'forfait' (Le prix fixé et l’action de se retirer d’un 
jeu ou d’une affaire). Il est possible d’éliminer l’ambiguïté par l’ajout de détails ou de précisions 
à l’explication. Par exemple, l’ambiguïté de ‘black bird house’ peut être évitée par l’accent de la 
conversation (dépendance de la clarification de la conversation). Une bonne ponctuation peut 
également aider à l’éliminer (dépendance de la clarification de la syntaxe). Certains exemples 
d’ambiguïté sont intrinsèques à une langue et sont éliminés lorsqu’ils sont traduits dans d’autres 
langues (dépendance de la langue).
La probabilité (appelée parfois la probabilité objective [167]) traite l’incertitude de type aléatoire 
(stochastique) introduite par le hasard. L’incertitude du hasard est clarifiée par le passage du 
temps ou l’arrivée des événements. La probabilité est donc reliée à la fréquence de l’occurrence 
de l’événement. Les méthodes de la statistique la décrivent bien. Le succès des méthodes 
probabilistes dans certaines applications (par exemple, dans l’IA, Prospecter, MYCIN [160]) ne 
justifie cependant pas son usage universel dans le traitement de l’incertitude. Elle est adéquate 
dans certains problèmes et inadéquate dans d’autres [21].
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L’incomplétude dans les connaissances constitue une autre forme d’incertitude. Cette dernière 
peut être causée par l’imprécision dans les observations appelée parfois probabilité logique [167]. 
L’approche de la théorie de l’évidence est la méthode de quantification [21]. Un autre cas 
d’incomplétude est la complétude partielle des connaissances quantifiée par la fonction de 
croyance de Shafer [44]. À cause de ses aspects subjectifs, Wallsten appelle ce type d’incertitude 
la probabilité subjective [167]. Ces différents aspects de l’incertitude sont représentés 
quantitativement par la probabilité ou par des interprétations plus ou moins probabilistes comme 
la fonction de croyance de Shafer [21], [160].
Le vague qui constitue une autre forme d’incertitude est le caractère de ce qui a des contours ou 
des limites manquant de précision, de netteté. Bertrand Russel a été le premier à en avoir discuté 
dans l’ancien paradoxe de l’homme chauve [194];
“Au début, l ’homme n’était pas chauve. Puis il a perdu ses cheveux un par un, à la fin, il était chauve.
Donc on dit qu’il devrait y avoir un cheveu dont la perte a converti l’homme en chauve. Ceci est bien 
sûr absurde. En vérité le concept de chauve est vague. Des hommes sont certainement chauves, 
d ’autres non, tandis qu ‘au milieu de ceux-ci, il existe des hommes pour lesquels ce n’est pas vrai d’en 
parler comme chauve ou non. ”
Tandis que Russel discute philosophiquement l’existence du vague, Black est le premier à en 
donner des définitions plus concrètes [60], [194], [199].
“Pour chaque catégorie vague, il y a une région de bordure de telle sorte que l'appartenance des 
objets à cette région est douteuse, tandis que celle des objets en dehors de celle-ci est totale. "
L’aspect important du vague est qu’il est descriptif pour une catégorie donnée. Certains objets 
appartiennent à cette catégorie; d’autres en sont carrément exclus. Pour certains objets, le fait 
d’être dans ou en dehors d’une catégorie est difficile à exprimer. On parlera plutôt d’une 
appartenance partielle ou graduelle [194]. Certains ajoutent aussi la notion de subjectivité comme 
étant un aspect important du vague [128].
Pourquoi le vague existe-t-il ? À quoi sert-il à l’homme ? Certains soutiennent qu’il est 
totalement linguistique, qu’il est une imprécision reliée au langage [21], [136]. D’autres, comme 
Wallsten et Zwick, prétendent que le vague est totalement intrinsèque au langage naturel [167], 
[199]. Cette assertion est raisonnable, en tenant compte de la nature descriptive du vague sur les 
classes conceptuelles [44], [136]. Goguen affirme que la capacité de l’homme de s’exprimer par 
le vague lui permet de mieux définir les objets du monde extérieur. La raison qu’il donne est 
discutable, à savoir que tous les objets du monde extérieur sont vagues [60]. Toujours dans la 
même discussion, Sowa prétend que le monde extérieur est un continuum tandis que les concepts 
linguistiques sont discrets. Le vague aide à s’exprimer d’une manière imprécise à cause de 
l’existence d’un paradoxe universel entre la réalité externe et sa projection mentale chez l’homme 
[149]. D’après Wallsten, le vague est un état d’esprit selon l’information disponible et il est
6
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
parfois nécessairement présent [167]. En résumé, on peut conclure que l’homme se sert du vague 
au niveaux cognitif et linguistique pour définir les concepts ou/et les objets du monde extérieur.
En ce qui concerne la représentation quantitative, la logique floue est introduite pour la modéliser 
[21], [44], [80]. À part quelques dérivées combinant certains aspects de la logique floue et de la 
probabilité partielle comme les ensembles vagues [57], la logique floue est largement acceptée 
comme un outil adéquat et suffisant pour modéliser le vague.
2.2 La Logique Floue
À partir des années 60, une nouvelle théorie mathématique reliée à la théorie des ensembles s’est 
développée, celle de la théorie des ensembles flous. Formant une théorie des ensembles dont la 
théorie des ensembles classiques ne constitue qu’un cas particulier, cette théorie a vécu ses 
premiers développements dans les articles pionniers de Zadeh [183], [186], [187], [188]. Ce 
dernier a décrit la particularité de cette théorie comme étant un outil servant à représenter les 
systèmes humains [185]. La nécessité d’une telle théorie est née des faibles résultats obtenus lors 
de l’application aux systèmes humains, des théories mathématiques de la science moderne 
définies par ou basées sur les lois de la mécanique, de la physique, de la chimie et de 
l’électromagnétisme. La différence la plus importante qui existe entre les systèmes déterministes 
et les systèmes humains est le choix du quantitatif ou du qualitatif pour définir et comprendre le 
monde extérieur. Les systèmes humains sont rarement caractérisés quantitativement; ils sont 
plutôt représentés qualitativement par l’usage des termes linguistiques (non mathématiques) 
permettant un certain degré d’imprécision, les rendant moins spécifiques que les termes 
numériques.
Avant de passer aux définitions, une clarification s’impose relative à une confusion existant 
parfois entre la probabilité et la logique floue. Bien que leur traitement de l’incertitude soit bien 
distinct en concept ou en approche, certains prétendent que la logique floue ne constitue qu’un 
cas particulier de la probabilité. Afin de bien établir leur différence, le fameux exemple de deux 
bouteilles remplies d’un liquide inconnu est assez explicite [16]. Si on dit d’un liquide qu’il est 
buvable à 91% au sens de la probabilité, il existe un risque de 9% qu’il s’agisse d’un poison. Au 
sens de la théorie floue, on démontre la qualité du liquide, à savoir sa qualité d’être buvable ; le 
risque qu’il puisse être un poison n’est pas la question.
Un ensemble flou est défini ainsi : Soit U , l’espace des points avec un élément générique y. 
L’ensemble flou A dans U est caractérisé par une fonction d’appartenance nA(y) qui associe à 
chaque point dans U un nombre réel dans l’intervalle [0,1]. La valeur de fiA(y) représente le degré 
d’appartenance de y à A. Le degré ‘0’ signifie la non-appartenance, le degré ‘1’, l’appartenance 
totale. Toute valeur dans l’intervalle autre que ‘0’ et ‘1’, signifie une appartenance graduelle, 
partielle (voir l’annexe 1 pour une introduction plus détaillée à la logique floue).
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Par exemple; soit [0,100], l’intervalle de l’univers U , de 0 à 100 ans. On peut définir les 
ensembles flous ‘jeune’, ‘adulte' et ‘vieux’ d’un même univers par les fonctions suivantes :
Figure 2.1 Les fonctions d’appartenance de *jeune’, ‘adulte’ et ‘vieux’
On veut signifier qu’à chaque valeur y de U, on associe une valeur numérique appelée le degré 
d’appartenance de l’intervalle [0,1]. /y n’est pas une division mais montre l’appartenance à ce 
point spécifique y. Il faut noter qu’un même y peut comporter le degré d’appartenance à deux 
ensembles flous différents définis dans un même univers.
Une variable linguistique est une variable pouvant comporter des instances linguistiques 
analogues aux instances numériques d’une variable mathématique. Donc, une variable 
linguistique X  aura des instances (valeurs, termes, étiquettes) linguistiques x générées par une 
certaine règle syntaxique G.
• X  est le nom de la variable linguistique, par exemple Âge
• G est la règle syntaxique pour générer les instances de X  ;
jeune
adulte =
vieux
20 40 60 80 100
Années
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• T(X) est l’ensemble des termes de la variable linguistique X  ; T(Âge) = { jeune, adulte,
vieux }
Ce qui signifie que la variable linguistique Âge peut être instanciée par jeune, par adulte ou par 
vieux. On définit une relation N(x,y), de T  vers U, x  e  T, y e U de telle sorte que le degré 
d’appartenance p d & x k y (0 < p <  1) soit donné par :
M *,y) = m o (y ) (2.1)
(x) est la relation floue d e T k U  (figure 2.2). Af(x) est un sous-ensemble flou dans U, étant le sens 
(ou la description) flou(e) du terme x de T. Une variable linguistique X  peut être caractérisée par 
un quintuple (X, T(X), U, G, M) [186], [187], [188].
m
L’univers U  des objets
7(X) : sous-ensemble 
de Q
M(x) : sous-ensemble flou 
de U
L’univers quelconque Q des 
termes
Figure 2.2 La relation N  de T vers U
Pour mieux expliquer ces relations complexes décrites dans la figure 2.2, un exemple de la 
variable linguistique Âge sera élaboré.
• Soit l’univers des termes Q = {petit, grand, chaud, froid, jeune, adulte, vieux, long, court,
etc...},
• La variable linguistique X  est Âge,
• La règle syntaxique G de Q vers T générera un sous-ensemble de Q, qui est T[Âgé) -
{jeune, adulte, vieux},
• L’univers U est un intervalle de valeurs entières, [0,100],
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• La relation N  de T  vers U générera un sous-ensemble de U qui peut aussi être donné
comme suit (voir la figure 2.1):
■ pn(jeime,y) = = 1/0 +..+ 0,7/20 + ..+  0/50
■ ^adu lte ,y ) -  fiM{aduite)(y) = 0/20 +..+ 1/50 + ..+  0/100
■ pluvieux,y) = piM(yieux)(y) = 0/50 +..+ 0,7/75 + ..+  1/100
À cette étape, il semble important de revenir sur un aspect important de l’univers U . Deux sortes 
de catégorisation sont possibles pour les éléments de l’univers, soit les éléments naturellement 
ordonnés et les objets élémentaires. Dans l’exemple de la variable linguistique Âge, l’univers est 
naturellement ordonné (de 0 à 100 ans). Quand cet ordre naturel n’existe pas, certains comme 
Dubois et Prade, relient le succès de la modélisation floue à l’exclusion de ce type de données 
[44]. Par contre, il est toujours possible de définir les ensembles flous dans ce type d’univers [2], 
[186]. On peut donner l’exemple de Belle = 0.6/Julie + 0.8/Jeanne + 0.6/Laila. La définition floue 
établit une catégorisation de beauté entre ces trois modèles féminins ; il serait irraisonnable de 
prétendre à l’existence d’un ordre naturel entre elles. Ce type de catégorisation par la logique 
floue est utilisé dans plusieurs exemples. Dans un tel cas, il est essentiel et suffisant de 
reconnaître le caractère différent de l’univers en question, qu’il soit complexe ou élémentaire.
Certains points importants restent à élaborer :
• L’univers en question est divisé en trois parties de telle sorte que certains éléments
appartiennent sans doute à l’ensemble flou M(x), d ’autres n’y appartiennent pas et certains
y appartiendront graduellement.
• M  est la règle sémantique pour associer à chaque x  de T(X), son sens M(x), un sous- 
ensemble de U.
• Dans la littérature, on utilise x  au lieu de M(x) (jeune, au lieu de M(jeunej). Il ne faut
pourtant pas négliger leur différence.
• L’ensemble des termes Q est le domaine de la relation G qui génère T(X). Le nom de la
variable linguistique est l’appellation de la catégorie pour les termes T(X). D n’est pas
évident s’il se trouve inclus dans l’univers Q . Ce mécanisme est plutôt linguistique et/ou
cognitif.
• piN(x,y) peut ne pas être défini pour tous x e T, y  e  U . Dans certains cas, on doit parler
d’une relation non définie au lieu d’une appartenance nulle. Par exemple, le terme jaloux
ne devra pas évoquer une appartenance nulle pour l’objet ‘chaise’. Dans un cas semblable,
il vaut mieux parler de l’impossibilité d’établir une telle relation d’appartenance.
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• D’après Zadeh, dans l’introduction de l’un de ses communiqués, la distinction entre le
terme x  et son sens M(x) est introduite par le contexte [186].
Cette dernière proposition constitue le sujet de cette thèse ; il s’agit de trouver le mécanisme 
adéquat qui pourra contrôler cette différentiation affectée par le contexte. Toutefois, avant 
d’analyser plus en détail cette relation entre le terme et son sens, dans les prochaines sections le 
contexte doit d’abord être défini.
13 Ou’est-ce que le contexte?
Le contexte est l’ensemble des circonstances qui entourent un ou des événements. Cependant, 
cette définition très générale est insuffisante pour expliquer la multitude d’aspects qu’on peut 
relier à la notion de contexte et à ses effets particuliers. Par exemple, le contexte n’est pas 
seulement physique et externe, il peut aussi être conceptuel et interne [37], [106]. Il se trouve 
dans la communication, le langage naturel, le discours, le comportement, la décision, la 
perception, le raisonnement, bref, il est omniprésent dans une multitude d’aspects humains [137], 
[144], [158]. C’est la raison pour laquelle Tiberghien définit le contexte comme un concept 
extrêmement général [3], [159]. Quand il doit prendre une décision, l’homme s’adapte aux effets 
du contexte. Cette complexité d’interaction de ses habiletés rend très difficile l’obtention d’une 
taxonomie assez claire du concept du contexte et de ses effets [37].
Afin de mieux saisir le contexte, il est important d’étudier la notion de contexte dans les 
différents champs reliés comme par exemple, la linguistique, la psychologie et la science du 
comportement.
2.3.1 Le contexte dans la linguistique et la psycholinguistique
Le contexte est-il purement linguistique [13] ? Peut-on lui trouver des aspects 
psycholinguistiques ou pragmatiques [23], [58], [141] ? Pour ne pas entrer dans un débat 
extérieur au sujet de cette thèse, seulement certains aspects importants du contexte dans ces 
domaines sont mentionnés.
Plusieurs définissent la progression d’un texte ou d’un dialogue comme étant le contexte actuel 
du texte [13], [126], [179], nommé par d’autres le contexte sémantique [159]. Certains prétendent 
qu’il introduit une confusion entre la progression du texte et celle des énoncés qui se trouvent 
dans le texte [13]. La progression du texte, appelée le cotexte (ou le contexte local), est la partie 
du texte qui précède l’idée actuelle. L’analyse du cotexte est importante pour le parsage, 
traitement automatique du texte. Toutefois, la succession dans les énoncés constitue un contexte 
appelé situationnel [137]. Le contexte situationnel est traité par la linguistique pragmatique qui 
étudie, en particulier, les motivations et les actes de dialogue [15], [113], [164]. Le contexte 
situationnel est aussi parfois appelé la référence anaphorique ( ‘anaphora' ; la référence
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postérieure, ‘cataphora’; la référence antérieure et enfin, ‘exaphora’; la référence externe) [125], 
[128], [149]. Ce type de référence peut être rendu par les déictiques du langage naturel. Les 
déictiques sont des composantes du langage naturel qui font référence à d’autres endroits, temps, 
situations dans la narration ou le dialogue. Par exemple, dans le dialogue suivant : Q y a du
vent ! -  Ici ? -  Non, ici !’, le même déictique ‘ici’ a la charge de désigner deux informations -  
locations - différentes [46].
Le point le plus important des contextes situationnels concerne leur compatibilité. Dans un 
discours, la cohérence de la communication et de la perception des interlocuteurs dépend de 
l’existence d’un contexte unique. Les indicateurs référentiels ou autres détails du dialogue 
devront donner assez d’informations sur le contexte dans lequel l’événement se déroule. C’est ce 
qui détermine la pertinence de la situation communicative, la pertinence situationnelle ou encore 
la cohérence du contexte de domaine [13], [127], [164]. On peut donc conclure que ces 
références associées au dialogue mettent en oeuvre un processus de contextualisation de la 
situation [36].
Le développement de la linguistique pragmatique et les études récentes ont radicalement 
transformé le point de vue sur le contexte, lequel était vu comme un limiteur de la performance 
de l’expression humaine. Actuellement, on allègue que le contexte est en réalité un produit 
naturel et très efficace du langage naturel. Il n’est plus considéré comme un limiteur mais plutôt 
comme une composante dynamique qui apporte une vivacité et une pluralité au processus du 
langage naturel [46], [191], [193]. Sous l’effet du contexte, une expression dite dénotative (le 
code d’usage de n’importe quel langage) sera traitée et transformée en une expression 
connotative qui prendra un sens particulier dans un contexte particulier [119]. Donc, si les 
constituants contextuels sont modifiés, le sens connotatif sera également changé [58], [61], [126], 
[164].
Le point important à retenir est que l’information linguistique est traitée par un processus interne, 
lequel fournit le sens adéquat de cette information dans le contexte dans lequel elle se trouve, n 
est raisonnable de conclure à l’existence d’un niveau cognitif au moment où ce processus de 
traitement se déroule.
2.3.2 Le contexte dans la psychologie et la psychologie cognitive
Dans la psychologie expérimentale, on analyse l’effet du contexte pour trouver des échelles 
psychophysiques contextuellement invariantes [17], [106], [122]. Bimbaum propose que la 
variabilité induite par le contexte puisse servir de base à l’estimation des valeurs stables des 
échelles de stimuli. L’utilité en est que dans une situation expérimentale, il est possible d’obtenir 
les caractéristiques invariantes et indépendantes du contexte [51].
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Dans la psychologie cognitive, on étudie les aspects reliés aux connaissances. Certains exemples 
peuvent également toucher la pragmatique linguistique. Certains reconnaissent que la ligne de 
séparation entre ces domaines n’est pas très précise [37], [149]. Dans les explications, l’aspect 
cognitif est renforcé afin de démontrer l’aspect du contexte relié aux connaissances.
Dans un exemple où on veut décrire l’environnement d’un aveugle, les descriptions varieront 
selon l’intention induite dans la question. Dans une scène où on veut le montrer en train de se 
déplacer, on peut inclure des détails de la rue, le bâton, etc.. Cependant, la mention du bâton peut 
être considérée comme superflue dans une autre description qui n’en parlera donc pas. Dans ce 
cas, l’accent sur le bâton devient inutile et non nécessaire [46]. Le contexte est donc relié à 
l’intention de ce qu’on veut expliquer. Concernant l’intention, le contexte change ses 
constituants, ce que l’on appelle la sélectivité du contexte [15], ou encore la mutation de l’effet 
contextuel relié à l’intention ou au but [46]. D’après Baddeley, ce type de contexte est interactif, 
en ce sens qu’il interagit avec le sujet pour en déduire les constituants nécessaires [159]. 
Winogard l’appelle l’aspect discriminant du contexte [158].
Dans la phrase suivante : ‘Nixon est un meurtrier et il ne l'est pas /’, la proposition est clairement 
contradictoire si l’on néglige l’effet du contexte. Toutefois, en tenant compte du contexte 
particulier à chaque partie séparée par la conjonction ‘et’, on peut fournir une explication. La 
première partie se trouve en effet dans le contexte de la guerre du Viêt-nam alors que Nixon était 
président des États-Unis et qu’il avait décidé d’y envoyer des troupes militaires. On en déduit 
donc, en critiquant le vague politique progressif de cette époque dans la société américaine, que 
cette décision avait indirectement entraîné la mort de 250,000 personnes. Si l’on reconnaît ce 
mouvement politique, on peut alors qualifier Nixon de meurtrier. La deuxième partie de la phrase 
se trouve dans le contexte d’association sémantique du mot meurtrier. Au sens réel du mot, donc 
dans le contexte d’une évaluation légale d’une criminalité, Nixon n’est pas réellement un 
meurtrier [97], [136]. Q faut mentionner la structure métalinguistique de la phrase, son sens étant 
implicitement caché et sa forme étant explicitement contradictoire. Du point de vue de la 
linguistique pragmatique, le discours nécessitera plus de détails afin de créer la cohérence de la 
communication [33].
Cette proposition sur le jugement de la criminalité de Nixon est certainement plus vraisemblable 
pour un Américain ou un Vietnamien que pour quiconque n’ayant pas été directement impliqué 
dans le conflit. Ceci prouve l’importance de la construction de connaissances communes et 
dominantes dans une société, afin de rendre la consistance des références reliées à des contextes 
particuliers. Wittgenstein souligne l’importance de cette cohérence en donnant l’exemple suivant: 
‘Si le lion pouvait parler, on ne pourrait pas le comprendre’ [137]. L’existence d’une syntaxe et 
d’une sémantique communes n’est donc pas suffisante pour créer la cohérence rationnelle de la 
conversation. Pour ce faire, il faut partager les mêmes formes de vie et les mêmes réalités 
sociales [106]. Ceci constitue l’aspect cognitif du contexte, à savoir que les connaissances de 
caractère commun dans une société forment le contexte social (ou psycho-social).
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233 Le contexte dans la théorie de décision des sciences du comportement
La théorie classique de choix est basée sur la maximisation unidimensionnelle (basée sur un seul 
critère) du critère de décision [146], [163], [190]. Dans un contexte spécifique comportant 
plusieurs alternatives parmi lesquelles le sujet doit faire un choix, cette théorie suppose que 
chacune des alternatives a une valeur subjective et une valeur d’utilité [88]. Il est donc facile pour 
le sujet de faire un choix au moyen de la maximisation des valeurs [146]. La principale 
conséquence de cette approche est que la préférence entre les alternatives est indépendante du 
contexte.
En revanche, il apparaît de plus en plus évident que les sujets qui décident n’ont pas un ordre de 
préférences global [88]. Ils utilisent le contexte pour déterminer l’option la plus attrayante [163]. 
Le contexte actuel consiste en la distribution des alternatives dans un ensemble. Dans leurs 
études, Simonson et Tversky ont manipulé l’ensemble des alternatives afin de pouvoir déduire 
des conclusions sur le comportement de la décision du choix [146]. Le choix de la stratégie de 
décision peut changer l’évaluation des alternatives. Ce n’est pas seulement la manipulation de 
l’ensemble des références qui peut enclencher une autre stratégie du choix, mais aussi la 
préférence induite de la tâche qui peut être la cause de la réévaluation [176].
Conséquemment, la décision découle d’un processus complexe lié au fait qu’une simple fonction 
de la maximisation des valeurs n’est pas suffisante pour la modéliser [190], [192]. L’évaluation 
des caractéristiques comparatives des alternatives rend la tâche de choisir plus compliquée [146]. 
Un tel processus n’est pas engagé dans le but de simplifier les choses mais plutôt dans celui 
d’obtenir le meilleur choix. En revanche, au niveau cognitif, la difficulté de la comparaison 
complexe diminue avec le choix d’utiliser des comparaisons qualitatives au lieu des 
comparaisons quantitatives [176].
En résumé, cette section est une tentative de comprendre le contexte sous différents aspects. La 
section suivante comprend l’analyse de la relation entre le concept flou et son contexte afin de 
saisir les détails de cette interaction particulièrement complexe.
2.4 Relation entre cnncent flou et contexte
La définition de base de la logique floue ne mentionne pas l’effet du contexte [47], [183], [185]. 
Cette absence ne cause pas de problèmes en ce qui concerne les systèmes flous quand on travaille 
théoriquement ou empiriquement sur des cas isolés dans un contexte stable prédéterminé, sauf 
qu’elle enlève la possibilité d’obtenir une théorie plus adéquate dans le traitement des 
connaissances floues [45], [193]. Par ailleurs, cette absence du contexte défavorise le 
développement d’applications futures et innovatrices [45], [47].
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À la section 2.4.1, on retrouve la description de base retouchée de la logique floue pour la 
relation N. L'ensemble d'arrivée M(x) par N  sur U n’est pas statique ; son changement dépendant 
du contexte est donc démontré. À la section 2.4.2, les définitions des modificateurs linguistiques 
utilisés dans la logique floue sont répertoriées. H est important de souligner que les modificateurs 
représentés par les opérateurs mathématiques nécessitent une étude de leur dépendance 
contextuelle. La section 2.4.3 présente une analyse des relations entre le contexte et le concept 
flou touchant particulièrement certaines études expérimentales de la psychologie et de la 
psychologie cognitive. Enfin, à la section 2.4.4, se trouve une étude de la subjectivité des 
concepts flous ainsi que les mesures proposées pour la comparaison des fonctions 
d’appartenance. La même section comporte également une analyse des propositions pour créer 
subjectivement ces fonctions d’appartenance dans un contexte isolé. Ceci est important pour 
élaborer la conception des fonctions d’appartenance de différents contextes.
2.4.1 Contexte et définition floue
Le fait que la modélisation de l’effet du contexte ne soit pas acheminée se trouve confirmé par 
Zadeh qui, dès ses premiers articles, établissait la différence entre la valeur linguistique x, donc 
entre l’objet abstrait et M(x), l’objet concret [183], [186] (voir la section 2.2). La distinction entre 
l’élément générique x  et son sens défini sur U, M(x) est induite par le contexte. Comme le travail 
ne s’effectue que sur des cas statiques, c’est-à-dire isolés, cette différence n’est pas prise en 
compte et x  est généralement utilisé au lieu de M(x) pour faciliter la notation. Par exemple, si x 
représente le mot chien et M(x) le sens défini dans le monde réel de cet objet abstrait, pour définir 
la différence entre x  et M(x), Korzybski exprime : ‘Le mot chien ne mord pas !’ [82].
L’univers U  des objets
T(X) : sous- 
ensemble de Q
M(x) : les sous-ensembles flous 
de U  affects par les Q
Figure 2.3 La relation N  de T pour les M(x) affectés par les contextes Q
Dans la figure 2.3, il est évident que x  demeure statique. Pourtant, M(x) est dynamique sous 
l’effet du changement du contexte. Le terme linguistique est donc stable alors que sa 
représentation floue (son sens, d’après Zadeh [183], [186]) change. On peut dire que la projection
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de T(x) sur U change sous l’effet du contexte. La représentation de ce changement de M(x) dans 
la figure 2.3 est vue comme un décalage.
Il faut pourtant mentionner que ce changement n’est que symbolique et qu’il n’est pas 
uniquement l’ajout ou le retrait de certains éléments au sens classique des ensembles. Une autre 
relation R au sens des ensembles classiques peut toujours être définie de T(x) vers U  ayant 
comme projection un autre sous-ensemble S(x). Dans ce cas, le sous-ensemble S(x) sera inclus 
dans le sous-ensemble M(x) : c’est la façon de voir la théorie des ensembles classiques comme un 
cas particulier de la théorie des ensembles flous et aussi comme un changement dans le degré 
d’appartenance ou d’autres effets. La projection de T(x) sur une zone quelconque M(x) dans U, 
peut varier d’un individu à l’autre. Les concepts, au sens syntaxique, sont en réalité les mêmes (le 
caractère dénotatif, [119], [152]) sauf que leurs projections sont différentes à cause de la 
subjectivité individuelle (le caractère connotatif, [119], [152]) qui est une autre raison de la 
variation dans les projections. Ceci constitue un caractère important de la relation N  entre T(x) et 
U élaborée à la section 2.4.3.
Le concept de la contextualisation défini par Dahl [36] consiste à rechercher le sens M(x) de x  
dans un contexte particulier. L’exemplification dans différents environnements peut amener à 
conclure à des sens M(x) différents, sauf que l’on n’obtient ainsi, que des représentations 
dépendantes du contexte. Si l’exemplification était négligée, T(x) deviendrait un ensemble de 
concepts sans définitions. Dahl appelle ce cas la décontextualisation.
•4)
& 0.5
4)
Q
10 20 500 30 40
°c
Figure 2.4 La vérité de la proposition P dans différents contextes.
Dans l’exemple de la figure 2.4, la contextualisation affectant la valeur de vérité d’une 
proposition floue est démontrée. Soit la proposition P ; ‘Il fait chaud’. Le contexte Ci est non 
défini. On suppose que le sujet utilisera un contexte générique et intuitif propre à ses 
connaissances. Une fonction d’appartenance pour la variable linguistique 1 chaud’ peut donc être 
définie dans l’intervalle [22 °C, 38 °C]. Dans un contexte géographique C2 comme Alaska, on 
définit la fonction d’appartenance dans l’intervalle [5 °C, 22 °C]. Dans un autre contexte
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géographique Cj comme Jamaïque,, on définit la fonction d’appartenance dans l’intervalle [30 
°C, 48 °C]. Soit le degré environnemental actuel x, 30 °C. Si l’on évalue la valeur de la 
proposition d’une façon numérique, il est clair que la proposition provoque des stimuli dans la 
fonction d’appartenance de Ci, mais non dans les deux autres, bien qu’elles définissent le même 
concept dans des contextes différents. L’effet du contexte démontre donc clairement la perte 
totale de l’appartenance aux concepts dans des conditions extrêmes.
2.4.2 Les modificateurs linguistiques
Afin de démontrer la capacité de la logique floue de modéliser certaines composantes du langage 
naturel (autres que les termes vagues), Zadeh a analysé les modificateurs linguistiques affectant 
les termes vagues. Le but était de clairement étayer sa théorie des ensembles flous en démontrant 
qu’il est possible de l’utiliser pour modéliser plusieurs composantes du langage naturel [184],
[185], [189]. 11 a défini plusieurs opérateurs sur les ensembles flous tels que la concentration, la 
dilatation, l’intensification et la normalisation. Dans cette section, seul l’opérateur le plus simple, 
la concentration, sera étudié afin de ne pas diverger du sujet (pour plus de détails sur les 
modificateurs en général, voir l’Annexe 1). Dans la définition qui se trouve plus bas, A est la 
variable linguistique floue.
CON : concentrer la fonction d’appartenance :
COJV(x) = ^ ( x )  (2.2)
Les modificateurs simples ont déjà été analysés [19], [20], [52], [72], [73], [97], [138]. Le 
modificateur ‘Very’ est celui qui a été le plus étudié [27], [104], [120]. D’après la définition de 
Zadeh, Very a été modélisé via CON, la fonction d’appartenance à la puissance de 2 
(VERY (A) s  CON {A) ). Les études empiriques et les propositions de Lakoff prouvent pourtant 
que ce modificateur produit un décalage (décaler la fonction d’appartenance parallèlement à l’axe 
des abscisses) à l’addition de l’effet simple de ‘Very’ de Zadeh, au lieu de concentrer (rendre la 
fonction d’appartenance moins floue, plus précise, plus abrupte, voir figure 2.5) [97].
La conclusion de Cerrito et coll. est contraire à celle de Lakoff. Ils ont étudié le modificateur 
‘Very’ lors d’une recherche expérimentale dans un contexte de lourdeur des poids [27]. Ils sont 
parvenus à la conclusion que l’opérateur CON de Zadeh était supérieur à l’opérateur de Lakoff, 
pour modéliser le modificateur ‘Very’. Chameau et Coll. sont arrivés à la même conclusion [28], 
à savoir la dépendance des exemples au contexte actuel. Le choix de l’effet de ‘Very’ n’est pas 
unique. Chaque exemple peut en effet demander une modélisation particulière [138]. En outre, 
quand on ajoute un antonyme au contexte, il se peut qu’interviennent des changements partiels 
dans les échelles de l’univers. L’échelle de ‘jeune -  vieux’ ne sera pas identique à l’échelle de 
‘jeune - adulte -  vieux’. Le modificateur ‘Very’ n’affectera pas ces termes linguistiques de la 
même manière. Par ailleurs, dans un contexte limité, par exemple, celui d’un professeur à qui on
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demande d’évaluer ses étudiants en utilisant seulement les critères ‘good" et ‘Very good, il 
n’utilisera jamais l’opérateur CON de Zadeh, ni celui de Lakoff. n  partagera l’univers en deux 
parties, donc en deux fonctions séparées et il évaluera graduellement ses étudiants [128]. Ces 
exemples démontrent la possibilité d’exclure les opérateurs de Zadeh et de Lakoff dans certains 
contextes ; l’univers (le contexte) est le stimuli primaire pour décider de l’effet des modificateurs 
sur les termes vagues.
1
Very A  de Zadeh
0.5
Vitry A  de Lakoff
0
20 40 60 1000 80
Âge
Figure 2.5 La comparaison des opérateurs pour le modificateur 'Very'
Bien que les propositions soient tentatives, on peut dire que la conséquence en est que les 
modificateurs linguistiques sont modélisés par certains opérateurs mathématiques. La 
modélisation explicite n’empêche pas l’effet contextuel. Il vaut mieux tenir compte de la 
possibilité de la dépendance contextuelle même des modificateurs, leur modélisation n’étant pas 
universelle au sens d’un énoncé mathématique, mais plutôt flexible et capable de s’adapter sous 
l’effet du contexte.
2.4.3 Concept flou et contexte dans les études expérimentales
Les analyses menées par Kochen et Dreyfus [43], [86] et par Kato et coll.[81] pour l’étude 
expérimentale de l’effet du contexte sur les fonctions d’appartenance (plutôt les jugements 
subjectifs) ont entraîné des conclusions surprenantes. En premier lieu, dans la première étude, à 
partir de deux concepts flous, la température et la distance dont les univers étaient fixés dans 
l’intervalle [2, 400] miles pour la distance et dans l’intervalle [10, 85] degrés Fahrenheit pour la 
température, on a demandé à des sujets participants d’évaluer ces termes dans certaines phrases 
définies dans différents contextes, par exemple, ‘x degré est froid pour y’ et ‘r miles est une 
distance longue pour z’, x  étant la température, y, la place ou le mois, t la distance en miles et 
finalement z, les actions. De plus, y  et z étant des contextes différents incluant les contextes 
illogiques et les non-contextes (zéro contexte). Ils se sont servis de six valeurs discrètes pour 
chacun des univers de la température et de la distance. Les valeurs moyennes des réponses
18
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
provenant de ces sujets ont été utilisées pour dessiner les courbes d’évaluation. Les conclusions 
qu’ils en ont déduites sont les suivantes :
• La température est un concept moins flou que la distance.
• Les contextes ont changé explicitement la raideur de la pente des courbes.
• Pour la température, peu de contextes ont augmenté la raideur des courbes pour le zéro
contexte.
• Pour la distance, les contextes appropriés ont augmenté la raideur des courbes pour le zéro
contexte.
• Pour la distance et la température, les jugements sont plus précis dans le zéro contexte que
le contexte illogique.
• Pour la distance, la courbe de zéro contexte ressemblait plutôt à la courbe du contexte de
‘visiter la grand-mère’. Pour la température, la courbe du zéro contexte ressemblait plutôt
à la courbe du contexte ‘confort’.
• Dans les conditions extrêmes, le flou augmente par rapport aux conditions ordinaires. Les
étiquettes floues de ces conditions extrêmes sont généralement indépendantes du contexte.
• Le degré de consistance dans les réponses est supérieur quand les sujets ont donné des
réponses verbales imprécises que quand on leur a demandé d’utiliser des réponses
numériques.
Le concept de température est moins vague, moins flou, puisqu’il a été interprété par la plupart 
des sujets dans le contexte du climat. Bien que le climat soit référentiel par rapport à la région où 
l’on vit qui est de nature géographique, ce concept semble plus intuitif, plus facile à juger. 
L’explication de Simon est assez éclairante sur ce phénomène, à savoir que par le raisonnement 
intuitif, on arrive plus rapidement à une solution, même si on ne peut pas donner les détails du 
raisonnement menant à cette conclusion £145]. Donc, la température (le climat) est interprétée par 
plusieurs dans leur propre contexte du climat.
Deux contextes (janvier et Miami) ont donné des courbes moins floues que le zéro contexte. Le 
zéro contexte est l’inexistence explicite du contexte et non un contexte général neutre ou un 
contexte indépendant quelconque [157]. Ce type de contexte est dû à une croyance de la 
linguistique qui veut que le sens soit en réalité stable mais que ses variations se reproduisent par 
l’existence de différents contextes. Janvier est utilisé au sens d’un intervalle de temps plutôt 
qualitatif où un refroidissement climatique est attendu par rapport aux mois passés. Il n’est pas le 
mot qui réfère à une segmentation linéaire d’une échelle de temps appelée année. L’usage du 
premier terme est discutable et négociable, tandis que le deuxième ne devient qu’une déclaration
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descriptive et quantitative des 31 premiers jours de l’année. Il est clair que le concept de janvier 
est largement connu chez les sujets du fait qu’ils ont construit des courbes moins floues. 
Parallèlement, le contexte Miami est largement connu d’eux compte tenu du fait qu’ils sont tous 
natifs du Michigan. D est à souligner que les résultats de la même expérience menée dans le 
contexte de la Chine ont été plus flous.
Janvier (et Miami pour ces sujets) est un concept que tous apprennent dès leur enfance. Le 
concept et ‘ce qu’il signifie’ sont connus explicitement, puisqu’ils font partie de leur vie 
quotidienne. C’est la raison pour laquelle il leur est facile de juger janvier et de créer des courbes 
d’appartenance plus abruptes. Comme les connaissances sont moins vagues, on sait de façon 
certaine ce que représente le concept. La Chine (ou une quelconque région) est un lieu 
géographique que l’on n’a pas sous les yeux quotidiennement II se peut qu’on ait une idée 
générale du concept sauf qu’on ne pourra jamais avoir la certitude de sa véracité comme on peut 
l’avoir du concept de l’endroit dans lequel on vit. II est en effet plus aisé de distinguer les 
connaissances dont on se sert plus fréquemment (le concept de la température) de celles rarement 
utilisées (ce qu’on sait de la Chine). D est clair que le deuxième concept nécessite un effort plus 
grand que le premier, si on veut déduire de l’information reliée à ces connaissances. D’après 
Simon, il s’agit d’un raisonnement de type logique [145]. En résumé, il faut souligner l’existence 
de différences dans les connaissances chez les sujets. De plus, l’exécution d’inférences et de 
déductions en ce qui concerne les informations contextuelles constitue un aspect cognitif du 
raisonnement humain.
Dans la recherche de Kato et coll., les sujets ont utilisé certaines fonctions d’appartenance pour 
évaluer le bruit. La conséquence, telle que l’ont constaté Kato et coll., est que le comportement 
dans l’évaluation changeait non seulement par un décalage des fonctions d’appartenance, mais 
aussi par une modification de leur forme. Leur conclusion est que l’effet contextuel est beaucoup 
plus complexe qu’un simple décalage des fonctions d’appartenance [81].
Un autre aspect consiste dans le choix d’une zone d’imprécision que fait un sujet en particulier et 
l’homme en général dans des cas où sa confiance dans la vérité des connaissances est amoindrie. 
Ce n’est pas uniquement l’incertitude de la connaissance partielle ou l’ignorance partielle qui 
rend les choses imprécises, c’est également la tendance dans un processus de négociation à 
définir plus précisément les imprécisions. La conséquence de cette tendance à négocier est la 
préférence de l’usage du verbal au lieu du numérique [118]. Cette tendance est étudiée par 
plusieurs [55], [136], [137], [196]. À ce titre, on a relevé la suggestion suivante tirée de ‘National 
Research Council Goveming Board Committee on the Assessment ofRisk’ [199]:
la responsabilité importante de ne pas employer des nombres, qui transporte 
l'impression de précision, quand la compréhension de rapports est certes moins 
assurée. Ainsi, tandis que l ’évaluation quantitative de risque facilite la comparaison, 
telle comparaison peut être illusoire ou trompeuse si l'emploi de nombres précis est 
injustifié. ’
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2.4.4 La subjectivité des fonctions d’appartenance
Quand on parle de la préférence de l’usage du verbal chez l’homme, il est impossible de ne pas 
parler de la subjectivité de ses expressions, définitions, descriptions, entre autres, dans la 
définition des fonctions d’appartenance. L’allocation des fonctions d’appartenance dans une 
situation particulière a déjà été étudiée par plusieurs, dont Chameau et Santamarina [28], Choi 
[31], Hersh et Caramazza [70], [71], Mac-Vicar Whelan [104], Norvich et Turksen [116], [161], 
Ragade [123], Wallsten [167] etc. La dépendance contextuelle des concepts flous n’est pas 
toujours uniquement reliée à l’environnement physique, elle l’est aussi aux personnes qui les 
décrivent. Or, pour que le sujet puisse évaluer la situation d’une façon mécanique, il faut que le 
processus cognitif humain soit objectif. L’évaluation humaine comporte un aspect de subjectivité. 
Schmucker élabore cet aspect en donnant l’exemple de la conception d'un système. H prétend que 
les définitions sont des décisions biaisées du concepteur [138].
Pendant le processus d’allocation des fonctions d’appartenance, ces dernières peuvent comporter 
des variantes reliées aux différences individuelles entre les sujets [55]. Pourtant, certains 
chercheurs prétendent qu’il existe nécessairement un noyau invariant, qui est la source de 
l’objectivité de ces fonctions d’appartenance. Turksen prétend que la subjectivité de la logique 
floue est normative [161]. Il s’est intéressé à mesurer la stochasticité (au sens de son objectivité) 
du flou par les méthodes empiriques de la théorie de mesure [116].
Par l’existence descriptive des relations mathématiques entre les termes linguistiques d’un même 
spectre (exemple : ‘pas très chaud’, 1pas chaud", "plus ou moins chaud", "chaud", "très chaud" ; 
particulièrement les modificateurs linguistiques), Kuzmin suggère une opération de 
transformation paramétrique totalement linéaire, pour régénérer les termes d’une variable 
linguistique [96]. Dans ce processus, l’existence d’une fonction d’appartenance comme la source, 
constitue une condition de nécessité. Les autres fonctions, supposées linéairement corrélées à la 
source, sont régénérées au moyen du calcul de certains paramètres. En réalité, il s’agit d’une 
simple opération de décalage sur l’échelle de l’univers en question. À part le problème 
d’existence d’une corrélation linéaire entre les termes de l’univers, la création de la fonction 
d’appartenance de la source restera toujours un problème controversé. En particulier, la 
transformation de Kuzmin qui ne sera utile que pour replacer la manipulation humaine dans la 
conception automatique des fonctions d’appartenance.
Choi et Oh affirment que les fonctions d’appartenance déterminées subjectivement comportent 
certains problèmes. Ils donnent l’exemple de "froid". Le concept flou "froid" change de sens 
dépendant du climat, de la région, du temps, etc. Qs suggèrent que ces fonctions doivent être 
ajustées par des conditions objectives et les corrigent statistiquement [31]. Leur proposition 
constitue une sorte d’ajustement pour les fonctions d’appartenance déjà créées et qui ont des 
défauts comme ceux d’être non normalisées. Leur point de vue de la subjectivité est
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complètement différent; ils la perçoivent en effet comme étant la source d’un défaut dans les 
fonctions d’appartenance.
Dans cette section, la subjectivité est la même que celle que l’on retrouve dans les études sur 
l’existence de différences entre les points de vue [179]. Ces différences existant par rapport à la 
création des fonctions d’appartenance, l’on s’est intéressé aux raisons et aux mécanismes internes 
qui sont à la source de ce type de subjectivité. D’après Wallsten, le sens varie systématiquement 
chez les individus et est dépendant du contexte [167]. L’effet du contexte provient de la 
subjectivité de l’évaluation Qa perception et la réaction) de la situation. Une étude menée par 
Russel a permis de constater que la perception affectait les réponses des sujets. Les sujets 
devaient évaluer certaines questions relatives à la taille de certains individus. Or, leurs réponses 
ont clairement démontré que la taille même de celui qui évaluait, affectait ses réponses [130].
L’obtention empirique des fonctions d’appartenance est un processus de collecte d’information 
subjective, lequel est une évaluation des différents points de vue des sujets. L’opération est 
limitée par un groupe de sujets auxquels on demande de juger des valeurs linguistiques Qes 
étiquettes) dans un univers défini [44]. Par exemple, dans l’une de leurs études, Hersh et 
Caramazza évaluent la probabilité des choix de certains concepts par les sujets [70]. Cette 
méthode, appelée la graduation binaire, consiste à compiler les réponses ‘Oui’ et ‘Non’ et à 
trouver la fraction de réponses affirmatives par rapport à la totalité des réponses, devenant ainsi le 
degré d’appartenance [116], [161]. Cette méthode est critiquée par Wallsten qui la qualifie de 
fausse au niveau conceptuel du fait qu’on a demandé aux sujets d’effectuer des évaluations 
probabilistes et qu’il s’avère difficile de rendre identiques ce degré probabiliste et le degré 
d’appartenance [28], [167].
Une méthode également répandue est celle de la graduation ordinaire. On demande aux sujets 
d’évaluer les stimuli sur une échelle continue entre deux extremums {'dans le concept 
définitivement’ et ‘non pas dans le concept’) [28], [147]. Wallsten utilise une autre méthode dans 
ses études. Elle consiste à demander aux sujets d’effectuer une évaluation comparative d’une 
qualité appartenant à deux concepts choisis. Malgré la restriction causée par la présence d’une 
seule paire d’objets à comparer qui peut biaiser cette méthode, les résultats ont permis à Wallsten 
d’affirmer qu’il existe des différences reconnaissables entre les évaluations [167]. Et enfin, la 
méthode d’évaluation par intervalle que Chameau et Santamarina ont utilisée dans une recherche 
a permis d’apporter des conclusions plus justifiables du fait que les sujets éprouvaient plus de 
confort lorsqu’ils évaluaient les concepts par les intervalles au lieu des points numériques fixes. 
Les mêmes auteurs affirment que l’usage de cette méthode enlève la possibilité d’observer les 
différences individuelles car elle nécessite en effet des opérations d’agrégation arithmétique [28].
Essentiellement, malgré la multitude des méthodes servant à la collecte d’information sur les 
fonctions d’appartenance, la subjectivité affecte les descriptions. Ceci suscite une autre question : 
la subjectivité dans ces informations a-t-elle des caractéristiques cognitives ?
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23  Contexte, un composant cognitif ?
Dans le dernier paragraphe de la section 2.2 et à la section 2.4.1 se trouve l’analyse de la 
différenciation entre le terme x  et son sens M(x) lequel se trouvait affecté par le contexte. On a 
tenté de répondre à certaines questions comme : Que veut-on exprimer par le sens M(x) ? Qu’est 
donc le sens ? Comment attribue-t-on un terme, un codage linguistique à un objet du monde 
extérieur ? À la section 2.1, on a parlé des catégories vagues. Dans les explications sur la logique 
floue, la variable linguistique X  a été utilisée pour désigner la catégorie qui avait été définie en 
relation avec les concepts.
Les définitions et les exemples donnés sur le contexte montrent que les implications qu’il a sont 
plutôt reliées aux connaissances. Le contexte affecte le processus du comportement dans un 
environnement particulier ou le discours sous des conditions particulières. Il est raisonnable de 
conclure que l’effet du contexte est déjà connu par celui qui s’en sert pour ajuster son 
comportement ou son dialogue. Le contexte non connu est trivial et neutre. L’information retenue 
par l’homme est traitée à l’interne pour l’adapter au contexte actuel. De ce fait, on accepte que 
l’effet du contexte ait une caractéristique cognitive [152], [154], [191], [192], [193] et il est 
raisonnable de prétendre que ses effets constituent eux-mêmes des connaissances (ou une partie 
des connaissances) [125].
Sous cet éclairage, il est important d’analyser en détail le sens, le concept, la catégorie (des 
représentations internes), les représentations et leurs quantifications et/ou représentations. La 
section 2.5.1 rassemble un sommaire des approches contemporaines sur le sens et sur sa 
représentation. Toutes les approches n’y sont cependant pas mentionnées ; en effet, les approches 
sans l’effet de contexte ont été laissées de côté comme les actions primitives de Schank [135] ou 
les graphes conceptuels de Sowa [149]. (Ces représentations font preuve de formalisme, leur 
représentation des connaissances étant basée sur la logique ; elles sont plutôt reliées à la forme et 
aux mécanismes de représentation qu’à leur contenu [175]). Pour résumer, seules apparaissent les 
approches où l’effet de contexte est décrit implicitement ou explicitement. La catégorisation est 
étudiée à la section 2.5.2 dans l’objectif de clarifier les comportements qui constituent des aspects 
importants de la théorie de la catégorisation. L’étude de la catégorisation est elle-même 
importante car dans ses articles, Zadeh parle de catégorisation au moyen de la logique floue
[186], [187], [188]). En outre, on dit de la logique floue qu’elle est la quantification des 
catégories vagues (voir la section 2.2).
2.5.1 Le sens et les concepts
Dans les efforts pour quantifier le sens, Mosier est un pionnier avec la modélisation qu’il a 
proposée en 1941; ‘ M = x  + /  + C.’ M est le sens du mot; x  est la composante constante; I  est la 
composante variante dépendante de l’individu, et finalement C est la composante variante 
dépendante du contexte. Malgré l’inefficacité de l’hypothèse, l’ajout d’une composante du
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contexte était quand même innovateur par rapport à ses contemporains [70]. Avec l’idée d’un 
espace imaginaire de sens dans lequel un concept n’est qu’un point, Osgood a proposé une 
modélisation multidimensionnelle qu’il a appelée l’Espace Sémantique [70], [119]. Celle-ci 
contient des axes majeurs et mineurs qui constituent les bases de l’espace, lesquelles donneront 
ses coordonnées à un concept dans l’espace. Quant au contexte, il est implicite au modèle. Une 
autre étude plus récente, menée par Halff et coll., est basée sur les mêmes principes d’un espace 
de sens évalué sur un intervalle destiné à intégrer les variances reliées à l’effet du contexte et aux 
différences individuelles [66]. Les modèles basés sur les échelles de sens sont critiqués par 
plusieurs du fait qu’ils comportent une notion de linéarité basée sur une représentation 
cartésienne [70]. Ces approches ont pourtant amené des concepts révolutionnaires aux études de 
classification statistique (Semantic Differential, qui sert de base aux enquêtes de collecte de 
l’information statistique) [115], [177], [178]. Quant à l’approche de Mosier, Pawlak s’en sert 
dans sa théorie de ‘Rough Sets' dans laquelle il définit un concept par un couple (noyau, 
enveloppe). Le noyau, invariant, étant la description cohérente d’un concept et l’enveloppe, 
variante, étant la description complète du concept [93]. L’invariance du noyau continue toujours 
d’être critiquée par plusieurs, du fait qu’un concept n’est qu’une image (ou projection) cognitive 
largement subjective [139], [175]. La consistance entre les descriptions d’un concept peut être 
obtenue par la négociation sociale et non par l’existence d’une composante invariante d’un 
concept [192], [193].
Un autre modèle, celui de Roth et Shoben, est basé partiellement sur l’espace sémantique statique 
d’Osgood. On y traite de la représentation typique de la catégorie d’un concept. Le contexte fait 
changer la représentation typique. Pour contourner les inconvénients d’une mesure métrique de la 
ressemblance des catégories, on propose une notion de pertinence. Toutefois, cette notion peut 
créer un point dans l’espace sémantique sans exemplaire réel car, il peut en effet référer à un 
concept abstrait qui constitue la représentation la plus convenable du concept. Cette approche 
n’ayant cependant été validée ni empiriquement, ni théoriquement, est devenue caduque [128]. 
Par ailleurs, les mesures de distance au sens euclidien dans un quelconque univers sémantique, 
sans égard au fait qu’elles soient naturelles ou non naturelles, ont stimulé des méthodes de 
classification et d’indexation dans les bases de données [69], [128], [132], [182].
Jusqu’ici, le survol de ces quelques données historiques sur certaines modélisations de sens ont 
permis d’identifier leurs faiblesses. Certains modèles contemporains de sens reflètent mieux les 
relations complexes entre le terme, le sens et leur signification réelle, l’objet. Parmi ces modèles 
récents, ont été retenus pour les étudier, le triangle de Ogden et Richards (figure 2.6, la partie 
gauche) et le triangle de Zhuang (figure 2.6, la partie droite).
Un concept est une représentation cognitive [139] et peut être la représentation d’un objet concret 
du monde extérieur. Le mot est le symbole d’un concept. L’objet représenté est une 
exemplification du concept [53]. Ce postulat de sens a été codé par Ogden et Richards sous un 
triangle de sens [68], [149]. Dans la figure 2.6, à gauche, le symbole est la représentation
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syntaxique et le mot, celle du sens. L’intension est le sens qui s’applique à l’extension qui est la 
représentation physique de l’objet. La connexion directe du symbole à l’objet n’existe pas [83], 
[149]. Les intensions sont vraies par définition. Le raisonnement sur les intensions dépend de la 
logique. Pourtant, les extensions qui peuvent être falsifiées par l’événement sont des faits 
observables. Les deux coins inférieurs du triangle peuvent être absents. Par exemple, la licorne de 
la mythologie existe au niveau conceptuel et syntaxique. Pourtant, son extension réelle n’existe 
pas. L’absence du symbole est rare; ainsi on peut donner l’exemple de la création des choses 
qu’on ne sait pas comment appeler. L’inexistence de l’intension pourtant est impossible ; sans 
elle, le modèle cognitif serait incapable de fonctionner. Dans le triangle de sens (figure 2.6, à 
gauche toujours), on peut examiner les définitions de base de la logique floue (voir sections 2.2 et 
2.4.1). Le symbole est le terme x, l’intension est le sens de x, M(x), au niveau conceptuel, et 
l’extension est M(x) au niveau de concrétisation, d’exemplification (afin de créer une instance). 
Takagi et coll. sont d’accord pour affirmer que l’étiquette floue est le nom du concept et que la 
figure de l’ensemble flou définit les objets représentatifs du concept [152].
Concept (Bitension) Concept
A avoir les
symboliser s'appliquera caractéristiques appartenance
/  \  /  \
Symbole Objet bitension Extension
(Extension)
Figure 2.6 Les triangles de sens selon Ogden et Richards (gauche) et selon Zhuang (droite)
Le triangle de sens selon Zhuang (figure 2.6, à droite) comporte des différences si on le compare 
au précédent [24], [196]. Q prétend que les mathématiciens s’intéressent à la représentation de 
l’extension des concepts, c’est-à-dire à la modélisation par la logique floue. Pourtant, le domaine 
de l’intelligence artificielle s’intéresse à la représentation symbolique des intensions. Dans son 
triangle, on peut toujours comparer et définir les notions de la logique floue. Le concept est le 
terme x, l’extension est le sens de x, M(x). En revanche, ce triangle ignore la relation entre 
l’extension et l’intension. L’objet chien et le concept chien ont une relation d’appartenance. La 
réponse reste difficile à trouver à la question de savoir comment il serait possible de définir le 
degré d’appartenance sans relation directe avec l’intension. On peut affirmer que la relation entre 
le concept et l’objet est déclarative au sens qu’elle n’a pas de lien avec l’intension et qu’elle 
définit une relation syntaxique entre l’objet et une certaine combinaison phonémique. Cette 
vision de sens fait implicitement référence aux critiques envers la logique floue, à savoir la
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relation universelle d’appartenance sans l’effet de contexte. C’est pourquoi la modélisation du 
sens par le triangle de Ogden et Richards est considérée plus complète [68]. Cependant, la 
représentation de Zhuang est utile pour la génération des termes dépendant de conditions 
différentes. Par exemple, l’univers de l’âge peut être un intervalle de [0,..,100] dans un facteur 
d’espace et masculin ou féminin dans un autre. Ces facteurs définissent différents aspects de 
l’espace sémantique. L’approche est forte au sens de la création des termes relatifs aux univers, 
mais restreinte au sens de la définition stricte des univers [24], [78], [196].
2.5.2 La catégorisation contextuelle des concepts
Une catégorie regroupe des objets ayant des caractéristiques communes. La catégorisation est une 
opération par laquelle un objet est identifié comme membre d’une catégorie particulière [139]. 
Au niveau cognitif, la catégorisation est une passerelle entre la perception et la cogniüon. Après 
que le système perceptif ait acquis de l’information sur une entité dans un environnement, le 
système cognitif place l’entité dans une catégorie [11], [12]. Ces catégories sont des 
représentations constituant les structures du système cognitif qui signifient les entités perçues. Le 
concept est donc la représentation mentale d’une catégorie [139]. (Contrairement au vaste 
consensus qu’on retrouve dans la terminologie, Van Loocke utilise le concept comme la catégorie 
sans justification [165]. Le concept et la catégorie sont pourtant deux entités distinctes).
La première modélisation de la catégorisation est la catégorisation classique par une classification 
discrète. D’après la théorie de la catégorisation classique, une catégorie est définie par un 
ensemble de propriétés descriptives suffisantes et nécessaires pour définir l’appartenance de 
l’objet à une catégorie [12], [165]. Lakoff mentionne qu’on prétend souvent que des catégories 
définies par certaines propriétés communes existent dans le monde objectif : c’est la vision 
ontologique sur la catégorisation [11]. De ce fait, on accepte que le concept qui représente une 
catégorie soit limité par le sens des descripteurs de la catégorie [11], [12]. Pour cette catégorie en 
particulier, les gens utiliseront un concept identique ou très semblable. De plus, une catégorie 
sera statique chez un individu dans n’importe quelles conditions ; la définition et les descripteurs 
de la catégorie ne seront jamais changés.
Cette approche classique est critiquée par plusieurs [11], [15], [95], [165]. Entre autres, Barsalou 
nie particulièrement la notion de la stabilité conceptuelle pour une catégorie [10]. Il est évident 
que la catégorisation classique s’effectue par la satisfaction de certaines conditions (définitions) 
discrètes (au sens d’être bien définies et précises) comme les définitions mathématiques. Par 
exemple, la définition d’un rectangle est définitivement précise ; elle ne peut pas être changée en 
fonction de la personne, de l’endroit ou du temps. De plus, la catégorisation cognitive humaine 
n’est pas restrictive au sens d’avoir des frontières bien définies. L’exemple que donne 
Wittgenstein avec les jeux en est une bonne illustration [15], [67]. H est quasi impossible de 
catégoriser les jeux (jeu d’enfant, jeu de soccer etc.) par des conditions discrètes. Ce que 
Wittgenstein propose pour la catégorisation est la ressemblance de famille [67]. La catégorisation
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s’effectue par des critères flous (au sens de ne pas être très net; le sens réel du mot flou est utilisé 
sans référence à la logique floue). La ressemblance évaluée par ce type de catégorisation forme 
certains groupes de famille conceptuels. D’après Desclés, la ressemblance de famille de 
Wittgenstein constitue le premier exemplaire d’une approche de prototypes [40].
Dans la catégorisation par prototype, les objets représentent les catégories par certains éléments 
prototypes. Ce sont les prototypes qui ont une plus grande fréquence d’apparition dans la 
catégorie (dans la catégorie des oiseaux, le moineau est plus prototype que l’autruche). La 
catégorisation par le prototype est celle qui est la plus analysée et la plus controversée. Certains 
sont contre le modèle de prototype par études empiriques [22] même si les études de Rosch, 
pionnières dans ce domaine, illustrent assez bien l’efficacité de ce modèle de catégorisation [13], 
[15].
Le regroupement par prototypicalité est une structure graduelle [15], [95]. Les bordures des 
catégories ne sont jamais exactes du fait de cette notion de gradualité. Certains, comme Le Ny, 
Desclés et Sowa, nient que la catégorie graduelle soit représentée par la logique floue. D'après 
Sowa, la logique floue étend l'incertitude à toutes les étapes du raisonnement En ce qui concerne 
la théorie des prototypes, il soutient que les jugements se font dans un état d'incertitude et qu’une 
fois la classification établie, le raisonnement se fait par la logique discrète [149]. Par contre, en se 
basant sur l’étude de la notion du vague à la section 2.1, il est raisonnable de prétendre qu’une 
catégorie vague comporte des éléments soit typiques, soit atypiques, soit flous. Ce sont ces 
derniers éléments qui définissent une gradation d’appartenance à la catégorie à laquelle ils sont 
reliés [80].
Quel que soit le cadre des études sur la catégorisation, l’idée de l’existence d’une définition 
universelle et précise pour des catégories naturelles est contestée [13]. Au contraire, on parle 
plutôt de l’importance du rôle de l’expérience individuelle dans la formation des catégories. 
Barsalou suggère que l’instabilité de la représentation des catégories est évidente et donne 
plusieurs exemples de l’environnement humain [11]. Q cite la proposition d’Anderson selon 
laquelle les concepts, de par leur nature, ne sont pas des entités totalement stables [4]. Barsalou et 
Kurcz proposent de se détacher d’une vision dans laquelle les concepts sont indépendants du 
contexte pour en adopter une vision dans laquelle la dépendance contextuelle est définie et basée 
sur la subjectivité de l’expérience individuelle [11], [12], [95]. Bouchon-Meunier prétend qu’il 
n’est pas possible de définir a priori les catégories indépendantes d’une tâche particulière ou d’un 
contexte [19]. Toutes ces affirmations convergent vers la même conclusion, à savoir que la 
stabilité conceptuelle d’une catégorie est irrationnelle.
Structurellement, il existe différents types de catégories en ce qui concerne l’expansion verticale 
et horizontale des catégories [15]. La structure conceptuelle hiérarchique contient des catégories à 
haut niveau et des sous-catégories à bas niveau. Les catégories peuvent se différencier de par leur 
dimension. L’étude de Casey montre que la dimension n’a pas une corrélation directe avec le
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traitement de l’information, n  soutient que c’est la structure qui joue un rôle plus important dans 
un traitement plus court [26]. Il affirme que la dimension n’est pas corrélative à la capacité de 
donner des exemplifications. II donne l’exemple des instances des mois données par des sujets, 
qui sont quantitativement supérieures aux instances de la catégorie ‘Oiseau’. Pourtant, il confond 
les deux types de catégories, la catégorie des mois étant bien limitée par sa description. Elle ne 
contient en effet que douze éléments alors que celle des oiseaux n’est pas limitée (quasi 
illimitée). Elle peut être élargie par l’ajout d’un autre type d’oiseaux nouvellement découvert II 
faut faire la distinction entre les catégories naturelles et les catégories mesurables. Les catégories 
naturelles sont plutôt flexibles et instables alors que les catégories mesurables sont au contraire 
limitées par leur définition. À titre d’exemple, l’univers servant à qualifier une échelle de 
température est continu (ou quasi continu au sens d’exemplification à grande échelle) et ordonné 
naturellement (Faneny le nomme univers mesurable [52]). L’univers discret, comme l’exemple 
de ‘Beautiful' , est différent du premier. Il est segmenté et n’est pas ordonné naturellement.
Quant à la relation entre la catégorie et le contexte, l’étude de Barsalou et Medin est assez 
significative. Les catégories utilisées par les sujets varient non seulement d’un sujet à l’autre, 
mais également chez un même sujet [11]. Cette instabilité existe à la fois entre les groupes, à 
l’intérieur des groupes et entre les individus. Elle est interprétée comme un effet du contexte qui 
peut être de trois ordres : linguistique, le point de vue, et la catégorisation ad hoc [51]. Une même 
catégorie est représentée par des informations différentes selon les contextes (ordre linguistique). 
Le point de vue est la subjectivité concernant les individus. La catégorisation ad hoc est un 
processus d’allocation dynamique d’une catégorie reliée à un contexte particulier [10].
2.6. Sommaire
La définition de la logique floue ne mentionne pas l’effet du contexte. Or, cette absence enlève la 
possibilité d’obtenir une théorie plus adéquate pour le traitement des connaissances floues et de 
développer des applications plus ambitieuses.
En premier lieu, la définition de base de la logique floue a été reformulée. Cette définition plus 
complète était nécessaire pour démontrer que la complexité de l’effet du contexte permet à la 
quantification floue des concepts de s’effectuer dans les cas isolés (non contextuels). Un exemple 
vient démontrer l’effet du contexte dans la valeur de vérité d’une proposition floue. On fournit 
d’abord une description des modificateurs linguistiques et on cite ensuite le modificateur Very qui 
est l’un des modificateurs les plus analysés de la littérature scientifique consacrée au sujet. On 
termine enfin en expliquant la dépendance contextuelle des modificateurs.
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CHAPITRE 3
CONNEXIONNISME
Ces dernières années, une nouvelle approche interdisciplinaire a commencé à attirer l’attention de 
la communauté scientifique. Stimulée par les résultats des recherches dans le domaine de la 
psychologie cognitive et de l’intelligence artificielle (RN surtout), cette approche appelée 
‘connexionnisme’ tente de modeler certains aspects du comportement humain au moyen de 
réseaux neuronaux.
Quel peut être l’apport du connexionnisme à une étude de contexte ? En partant de la notion 
connexionniste de mémorisation associative des concepts, il serait possible de mémoriser 
l’information contextuelle. Une étude sur ce sujet a été récemment proposée [76]. C’est pour 
cette raison qu’une partie de la présente recherche a été consacrée à l’analyse des ‘pour’ et des 
‘contre’ d’une telle approche en mettant en relief ses points forts et ses limites, surtout sur les 
mémoires associatives bidirectionnelles BAM, telles que l’approche connexionniste proposée les 
utilise comme outil d’association et de mémorisation. Dans le but d’aider le lecteur à suivre le 
détail de l’analyse, une description générale des BAM est donnée à la section 3.3. La section 3.4 
comporte une compilation des résultats de la recherche sur le comportement des BAM. Les 
observations obtenues sur les capacités de BAM ont mené à la conclusion que la limitation des 
mémoires associatives continues est importante. La section 3.5 présente une discussion sur les 
résultats obtenus, le connexionnisme (également d’un point de vue philosophique) et ses 
orientations futures ainsi que cette recherche. Cette section permet de comprendre les raisons qui 
ont motivé le changement d’orientation de cette recherche.
3.1 Connexionnisme
Le connexionnisme est une approche interdisciplinaire provenant surtout de l’intelligence 
artificielle et de la psychologie cognitive. Il consiste en une modélisation du comportement et des 
réactions humaines imitant les neurones biologiques [67] au moyen des réseaux parallèles (RN). 
Ces modèles connexionnistes deviennent de plus en plus populaires grâce à leur capacité de 
modéliser la catégorisation au niveau cognitif (par exemple, l’apprentissage et la reconnaissance 
de forme [4], [166]), et d’être naturellement cohérents avec la structure neurophysiologique du 
cerveau [12]. Le modèle connexionniste offre des outils mécaniques capables d’interpréter et de
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formuler l’exécution des capacités cognitives [139]. Dans un réseau connexionniste, on dit des 
connaissances qu’elles sont représentées par la structure et par l’état d’activation du réseau [110].
Le connexionnisme est au coeur de débats scientifiques, en particulier chez les symbolistes [15]. 
L’approche connexionniste est basée sur une structure RN qui ne représente pas une structure 
cognitive réelle. On trouve discutable le fait de modéliser les comportements en ajustant les 
pondérations continues des entrées. L’approche symbolique cible les combinaisons discrètes des 
caractéristiques d’une manière beaucoup plus évidente [143]. Les connexionnistes dénoncent le 
symbolisme qui limite les concepts dans les représentations enfermées par un ensemble de 
primitives. Ils prétendent que les systèmes connexionnistes démontrent, au contraire, qu’une telle 
limitation n’existe pas [175]. On peut conclure, qu’actuellement, il est difficile de substituer le 
connexionnisme au symbolisme.
Qu’entend-on par connexionnisme ? Consiste-t-il en un usage efficace de computation similaire 
au cerveau (point de vue d’un outil) ? Ou est-il une modélisation neurophysiologique1 (point de 
vue de modélisation physiologique) ? Les avis sont partagés ; certains connexionnistes 
soutiennent la première vision [142] et d’autres la deuxième [67]. Cette dualité semble provenir 
de la vision des réseaux neuronaux plutôt que du connexionnisme lui-même. Sur ce point, Haraad 
apporte une précision, à savoir que le symbolisme peut aussi se servir de computation ; le 
connexionnisme, en revanche, est une représentation non symbolique réalisée au moyen des 
réseaux neuronaux [67].
Le principal objectif de cette thèse n’est cependant pas de définir ce qu’est le connexionnisme 
mais plutôt d’évaluer le connexionnisme en général et la possibilité de l’utiliser comme moyen de 
modéliser l’effet contextuel sur les concepts flous. Cette évaluation sera effectuée sur une 
approche connexionniste déjà proposée et les mémoires associatives bidirectionnelles (BAM).
3.2 Une approche connexionniste pour le flou contextuel ; PF.S
Les ensembles flous conceptuels CFS (Conceptual Fuzzy Sets) ne sont pas considérés comme une 
nouvelle théorie mais plutôt comme une combinaison de la théorie des ensembles flous et de la 
théorie des réseaux neuronaux [76], [152], [153], [154], [155]. Dans la structure de CFS, le 
raisonnement se fait par des réseaux de neurones [76], [154] et les ensembles flous servent à leur 
apprentissage de la pondération synaptique ; les mémoires bidirectionnelles associatives (les 
BAM) sont utilisées comme le type de réseaux. Le choix d’utiliser les BAM dépend 
essentiellement de certaines de leurs caractéristiques supérieures à celles des autres réseaux. Pour 
clarifier la structure de CFS, on se servira de l'exemple qui se trouve dans l’un des communiqués 
des auteurs [152]:
1 Pour les détails, voir l’introduction de M. A. Arbib, dans ’Braùi Theory and Neural Networks', 199S, MIT Press.
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Soit deux ensembles flous définis par deux variables linguistiques 'gros'et ‘long’. L'univers 
inclut quatre personnes afin de pouvoir donner un sens concret à ces deux étiquettes floues, soient 
Dan, George, Mark, Paul. Les fonctions d'appartenance sont :
gros = 0.4/Dan + 0.9/George + 0.3/Mark + 0.0/Paul
long = 0.0/Dan + 0.0/George + 0.3/Mark + 0.9/Paul
On construit donc un petit réseau de deux couches, la couche d'entrée ayant deux nœuds et celle 
de sortie en ayant quatre. On traite ensuite l'apprentissage et on obtient la matrice des 
pondérations W. Une fois cette étape terminée, les BAM vont mémoriser leurs pondérations 
synaptiques internes [153]. Quand on utilise un vecteur d'entrée déjà connu, les BAM vont réagir 
et, après la résonance, se stabiliser à un vecteur de sortie. Donc, la question posée par le vecteur 
d'entrée (par exemple qui est gros ?) doit recevoir sa réponse par le vecteur de sortie.
Par ailleurs, les auteurs chargent leur CFS d’une autre responsabilité plus complexe qui est la 
sauvegarde de l'information du contexte. Ils partent du fait que si on parvient à sauvegarder 
l'information associative, pourquoi ne pourrait-on pas sauvegarder l'information de contexte qui 
est une sorte d'information associative [152] ? L'information contextuelle est encodée et 
mémorisée dans leur structure. Si on prend le même exemple, en ajoutant deux nœuds qui 
représenteront les contextes ‘japonais’ et ‘américain’ ; quand on évoquera la structure de CFS 
par une entrée comme 'gros américain', on obtiendra la réponse à la question ‘qui est gros dans 
le contexte américain ? ’.
Au niveau conceptuel, la structure de CFS est une approche innovatrice en ce qui concerne les 
propositions de Wittgenstein [76], [153], [155], qui préconise que le sens d’un concept soit 
représenté par l’ensemble de ses utilisations. De ce fait, un concept est représenté par une 
distribution des autres concepts déjà formalisés. Bien qu’elle ne soit pas explicitement affirmée, 
l’approche de la structure de CFS est considérée comme une approche connexionniste.
Cependant, la structure de CFS manque de validation explicite. Par ailleurs, elle est basée sur un 
réseau ayant déjà certains problèmes connus. Cette structure constitue-t-elle réellement une 
méthode adéquate pour simuler l’effet contextuel ? Peut-on se servir des BAM malgré leurs 
faiblesses ? Quelles sont ces faiblesses ? C’est à ces questions que l’on tâchera de répondre dans 
les sections suivantes.
3.3 Les mémoires associatives bidirectionnelles (BAM)
Les mémoires associatives bidirectionnelles sont un type particulier de réseaux neuronaux. Elles 
sont hétéro-associatives et peuvent être adressées par leurs contenus [89], [90]. Les BAM sont 
utilisées pour simuler l'association cognitive entre les concepts reliés. Leurs champs
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d’application sont l'adressage cellulaire des mémoires, la mémorisation de l’information 
fragmentée dans les connaissances associées, pour en citer quelques-uns [91], [198].
Les BAM sont composées de deux couches de nœuds, l'une étant la couche d'entrée, et l'autre, 
celle de la sortie (figure 3.1). Le lien interne des nœuds représente le degré d'association de la 
relation existant entre les concepts. Comme dans plusieurs cas de réseaux neuronaux, les couples 
d'entrée-sortie sont utilisés pour entraîner ces mémoires.
Entrée» j
Figure 3.1 La structure générale des BAM
La figure 3.2 illustre la modélisation générique d'un nœud dont on se sert dans les structures 
complexes des réseaux neuronaux.
Nœud : l’unité de 
traitement de 
neurone
ai
az
Pondérations
multiplicatifs
Figure 3.2 Le modèle mathématique d’un neurone
On définit les vecteurs d'entrée et de sortie comme ce qui suit;
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â p =[a, a2 ... am]T 
*>=[*, b2 ... b „ f
(3.1)
(âl,bl),(Sl , b2)....(5 p, b p) , étant des couples d'entrée - sortie au nombre quelconque p  (p >1).
Bien qu'on ait tendance à définir les couches d'entrée et de sortie d'une façon unanime, le flux de 
l'information dicte laquelle est la couche d’entrée et laquelle, celle de sortie. La matrice W dans 
la direction du vecteur à  vers le vecteur b est définie comme suit ;
W = £  5 ‘Â,t (3.2)
i=i
W  est la matrice de pondération qui règle les associations internes entre les couches d'entrée et 
de sortie. Dans la littérature, on rencontre d'autres définitions comme la matrice de corrélation, la 
matrice d(es)'association(s), la matrice de cooccurrence, la matrice de relation, la matrice des 
coefficients, la matrice de connexion. Si on procède dans le sens inverse de W , on obtient 
V  =  W T. La symétrie des pondérations est totalement naturelle : l'association entre deux concepts 
ne varie pas par le sens du flux. L’ activation de ce modèle se poursuit d’après la formule 
suivante;
* = < « f > {ii{) (3.3)
i=i
O(jc) est appelé la fonction d'activation (ou la fonction de seuil). Bien que sa définition varie 
d’un modèle à l’autre, sa modélisation générique est la fonction de signe. La méthode 
d'apprentissage est la méthodologie de Hebb [198]. Une association entre les concepts est sujette 
au conditionnement (stimuli sous forme d’entrée-sortie) et au renforcement (stimuli répétitif) 
pendant l’expérimentation [6], [149]. Cette connexion associative est plastique et change d'une 
façon proportionnelle à la corrélation d'activité entre les connexions présynaptiques et 
postsynaptiques [94]. Toutefois, l'apprentissage dynamique (activation et apprentissage au même 
instant) n'est pas permis dans plusieurs cas de BAM. Aucun changement dans les valeurs des 
coefficients n'est permis après la période d'apprentissage.
Durant le rappel, les BAM réagissent comme une passerelle de résonance. Un stimulus d’entrée à 
l'instance T  est présenté à la structure et obtenu à la sortie. Ce stimulus obtenu à la sortie est 
ensuite redirigé vers la structure. Ce processus itératif se poursuit jusqu'à l'obtention d'une forme 
de stabilité totale. Cette recherche itérative d'équilibre s'appelle l'état de résonance adaptative.
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b l =®(WT.5l) 
5 2=<t>(W À1) (3-4)
£'=<&(WTÀ f )
Dans le cas de rétractation parfaite, a 1 devrait être égal à S f . La fonction du seuil est une 
fonction qui contrôle et restreint le flux d'information à la sortie du nœud. Cette fonction de signe 
n'est pas dérivable aux alentours de ‘0’ : elle est fragmentée au sens de la dérivation. C’est à cet 
aspect de la fonction de signe que l’on doit d’avoir appelé ce type de seuillage, le seuillage 
abrupt.
Ces définitions sont données pour les BAM binaires2. Dans les cas bipolaires, le vecteur d'entrée 
sera représenté par x au lieu de S.  Celui de sortie sera représenté par ÿ au lieu de b,  en 
respectant la convention plus ou moins commune 3. On suggère fortement l'usage des BAM 
bipolaires au lieu de la version binaire, à cause de la caractéristique particulière de ‘0’ [91] qui est 
un point fixe se comportant comme un inhibiteur. Les réseaux sont affectés par un biais non 
intentionnel. La substitution de ‘0’ par ‘-1’ pondère les bornes de l’intervalle [198].
En dernier lieu, la continuité est la base des structures connexionnistes comme les CFS. Les 
BAM à valeur continue devraient être plus pertinentes dans une telle structure, n est clair qu’on 
attend de ces BAM que leur comportement global soit différent. Ces attentes sont-elles réalistes ? 
Une structure basée sur les BAM à valeur continue pourrait-elle mémoriser de telles associations 
contextuelles ? Malgré toutes les imitations importantes des BAM discrètes, cette version à 
valeur continue pourrait-elle surpasser l’autre ? La section suivante recherche notamment des 
réponses à ces questions.
3.4 L’étude du comportement des BAM continues
Les BAM continues ont des caractéristiques différentes en ce qui concerne les fonctions de seuil, 
les vecteurs d’entiée/sortie. Avant de présenter l’étude du comportement des BAM continues, ces 
caractéristiques importantes seront donc étudiées.
Dans le cas des BAM continues, on utilise une fonction de seuil différente. Celle-ci devrait être 
dérivée aux alentours de ‘0’ (équation 3.5). Bien qu’on obtienne la même réponse de la fonction 
du signe aux extremums, les alentours de ‘0’ forment un seuillage plus modéré (plus doux, peut-
2 Binaire est utilisé dans ce document au sens de discret Pour définir si les bornes sont (0,1) ou (-1,1), on utilise le mot 
‘unipolaire’ (0,1) ou ‘bipolaire’ (-1,1).
3 Dans ce document, on utilise ( 5  ,b  ) pour définir les cas unipolaires, et ( x , y  ) pour les cas bipolaires. Par contre cet usage ne 
mentionne pas si les vecteurs sont binaires ou continuels, il faut donc les mentionner explicitement.
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on dire). Cette fonction du seuil n'aura pas le même comportement abrupt de la version discrète. 
Un état instable n’est non plus attendu aux alentours de ‘0’.
(3.5)
+(x)
-10 -5 0 5 10
Figure 3.3 Réponse du seuil par rapport à différents X
Le coefficient X, strictement positif est proportionnel au gain du neurone, en déterminant 
l'escarpement de la fonction continue <D(x) aux alentours de ‘x = 0 \  Bien que la positivité stricte 
ne soit pas une obligation, ‘ X=0’ rend la fonction de transfert totalement plate. Quand à ‘ A<0\ la 
polarité du seuil commutera à son inverse, puisque cette fonction est symétrique en considérant le 
centre des axes. Les valeurs aux extremums, ‘ X +<» ’ et ‘ X —► -o o  ’ vont certainement 
transformer la fonction d'activation continue 4>(jc) à une simple fonction de signe. Les X 
extrêmes amènent l'état de discontinuité à cette nouvelle fonction de seuil. La continuité et la 
dérivabilité vont donc se perdre.
La fonction continue de seuil a une dépendance au coefficient X (figure 3.3). Ce coefficient est 
un cofacteur dans le processus de rappel des BAM et n'a jamais été examiné d'une façon 
scientifique. Même dans les communiqués utilisant ce type de seuil, la valeur de X est toujours 
restée implicite à la recherche et, une valeur quelconque aux alentours de ‘ X =0.5’ a généralement 
été choisie. On estime que le coefficient X est un simple coefficient n'affectant pas le processus 
des BAM. Par contre, d’après la figure 3.4, il semble impossible de négliger cet effet (La figure
3.4 est ia version à 3D de la figure 3.3). Dans cette figure, la fonction <b(x)4 est clairement 
limitée dans l'intervalle [-1, +1]. Par ailleurs, les régions de transition nécessitent une 
clarification, car la transition douce de ‘-1’ à ‘+1’ (ou l'inverse) se déroule dans ces régions. La 
pente devient de plus en plus abrupte, dépendant des changements de X.
4 Cetie fonction ne dépend que de x comme variable. X est un coefficient, pas une variable. Cependant, dans cette recherche du
comportement des BAM à valeur continue, on force X comme une variable. Donc, 4>(x) peut être donnée comme <t>(x. À) en 
soulignant ce cas spécial.
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Figure 3.4. Diagramme à 3D de x,A,0(x,A)
Pour mieux démontrer la dépendance de la fonction du seuil aux variations de A, on prend la 
première dérivée de cette fonction par rapport à A ;
\ -5 -10
Figure 3.5 La dérivée de la fonction du seuil par rapport à A
Dans la figure 3.5, la saturation de <t>'(jc) est évidente aux alentours des extremum. Le 
diagramme est symétrique par rapport à ‘x = 0’ et ‘<ï > '(jc)  = 0’. La droite abrupte tranchant 
l'espace est :
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L û n ^ o ^ 'U )  = | (3.7)
Pour procéder à l’étude du comportement des BAM continues, on construit un réseau associatif à 
quatre nœuds d’entiée et à deux nœuds de sortie. Six couples de vecteurs ont été utilisés pour 
l’apprentissage du réseau. Après cette étape, on invoque le réseau par une entrée quelconque et 
on examine les réponses. Cette étude consiste à observer le changement du comportement, en 
modifiant la valeur de X. On fixe un intervalle de valeurs pour X. On utilise un intervalle donné 
comme [-X,+X]. Bien que X soit symétrique, un intervalle incluant les valeurs négatives peut 
aider à observer le comportement précis des BAM. Pour chaque valeur de X augmentée, étape 
par étape, on évoque le réseau par le même stimulus. On attend ensuite la fin de la résonance du 
réseau. Quand le réseau converge vers une valeur stable, on note les conclusions ainsi que le 
nombre d’itérations totales pendant cette convergence. La figure 3.6 illustre la courbe de ce 
comportement.
Le comportement est assez particulier. À certaines valeurs de X (dans l’exemple, X -  - 1.3 et X 
-  + 1.3), le réseau exécute de façon excessive des itérations (dans l’exemple, 153, élevé par 
rapport aux autres). Ce que l’on observe clairement est la symétrie par rapport à l’axe vertical 
passant par ‘0’ (la droite de lx  = 0’). L’anomalie est évidente, mais la courbe n’est pas suffisante 
pour déterminer la cause probable de ces réverbérations excessives. Pour cette raison, on examine 
aussi la fonction d’énergie du réseau associatif. La fonction d’énergie pour un couple (x, y) 
d’entrée/sortie est donnée par la fonction suivante [91] :
E = -x.W.y7 (3.8)
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Figure 3.6 X versus le nombre d’itérations
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La courbe de la fonction d’énergie montre les variations de la fonction d’énergie. En général, 
cette fonction forme ce que l’on appelle une surface d’énergie. Sur cette surface, se trouvent des 
niches moins profondes (des minima locaux) ou des niches plus profondes (des minima globaux). 
Pendant la résonance, la valeur actuelle de cette fonction décrit si le réseau va se stabiliser dans 
un minimum local ou un minimum global. Ces niches sont des attracteurs pour la fonction 
d’énergie. Plus elles sont profondes, plus elles deviennent attractives [91].
E  4r
X
Figure 3.7 Fonction d’énergie versus X
La courbe de la fonction d’énergie du même exemple est illustrée dans la figure 3.7. Q existe une 
niche définissant un minimum global (En réalité il existe deux niches symétriquement dispersées 
aux extremums de la courbe. On observe que celle qui se trouve à l’extrême gauche est positive à 
cause de la définition de la fonction d’énergie). Quand on examine cette figure, on s’aperçoit que 
la fonction d’énergie ne change pas de valeur dans un intervalle particulier mais qu’elle demeure 
à ‘0’. Ce qu’il faut remarquer est que cet intervalle est l’intervalle donné par [ ( X -  - 1.3), ( X = 
+ 1.3)]
En somme, le réseau exécute des itérations excessives pour deux valeurs bien spécifiques de X ; 
(-Xs) et (+X s). et également sur la surface d’énergie pour les X dans l’intervalle [ -Xs, +AS]. 
L’étude de ces aspects importants et d’autres aspects reliés de ces réseaux continus (voir à 
l’appendice 1 d’autres exemples présentant des caractéristiques similaires), Eksioglu et coll. ont 
observé ce qui suit [48]:
• Le coefficient X est structurel. Il est corrélatif au processus d’apprentissage des RN. Une
fois l’apprentissage terminé, ce X particulier ne varie jamais. On l’appelle le Xs
structurel. L’intervalle formé par ce coefficient est appelé l’intervalle structurel.
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• Le coefficient X affecte le comportement du réseau. Si, pour le coefficient X, on choisit 
une valeur entre l’intervalle structurel [-Xs, +AS], le réseau est attiré par l’attracteur 
universel *0’ et la fonction d’énergie ne change plus. Le réseau converge vers un état 
stable ‘0’. Ce point devient un inhibiteur universel. La performance du réseau diminue 
énormément du fait de ne plus répondre convenablement aux stimulis. Ce qui est très 
important de souligner est que si on choisit le coefficient X dans l’intervalle structurel 
sans tenir compte de l’existence de ce défaut structurel, on risque de créer un réseau 
‘dummy’.
• Si pour le coefficient X, on prend la valeur structurelle, le nombre d’itérations augmente 
de façon excessive (de 4,000% jusqu’à 10,000%) avant de converger vers un état stable. 
Donc, si on choisit la bonne valeur structurelle pour ce coefficient, on risque d’avoir un 
réseau qui oscille de façon excessive avant de répondre à un stimuli particulier. 
Contrairement aux autres RN, les BAM dépendent de la convergence de leur résonance 
pour donner des réponses adéquates.
• Si pour le coefficient X on choisit une valeur en dehors de l’intervalle structurel [-X%, 
+X5], le réseau tend à se comporter comme un réseau binaire et discret. Dans ce cas, on 
perd toutes les caractéristiques des BAM à valeur continue.
• Toutefois, l’étude n’a pas permis d’établir une méthodologie bien définie qui aurait 
permis de trouver les valeurs adéquates de X. À cette étape, on suggère d’utiliser une 
méthode heuristique qui permet de trouver le coefficient structuel et de choisir une valeur 
un peu plus grande, sans causer la saturation et la perte des caractéristiques continues.
À part ces conclusions innovatrices et originales en ce qui concerne les BAM continues, il existe 
d’autres limitations importantes des BAM binaires et continues :
• Le rappel est problématique. La convergence vers une solution étant garantie, il y en a 
cependant aucun cas où elle converge vers la sortie désirée [91]. Il existe plusieurs 
méthodes pouvant servir à l’amélioration du rappel des BAM. Pour le seuil des nœuds, 
Zhenjiang en favorise certaines pendant l’apprentissage et l’exécution [204] sans jamais 
cependant expliquer les raisons conceptuelles de ce choix. L’utilité d’usage d’une 
fonction continue du seuil pour un réseau associatif discret apparaît comme un mélange 
expérimental. Cet exemple unique n’étant pas suffisant pour en faire une généralisation 
empirique, la méthode nécessite d’être mieux élaborée. D’autres méthodes existent pour 
le codage de l’information dans les BAM [170], [173]. Wang et coll. ont proposé, entre 
autres, la méthode de l’apprentissage multiple. Dans un ensemble de vecteurs pour 
l’apprentissage, les plus importants obtiennent des pondérations différentes, lesquelles 
montrent le nombre d’itérations que le vecteur en question exécutera [172]. La méthode 
augmente la probabilité du rappel du vecteur en question au risque de la perte des autres.
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L’usage des vecteurs orthogonaux améliore nettement le pourcentage du rappel des 
vecteurs [171], [91], [198]. Toutefois, le choix des vecteurs devient une question cruciale. 
Par ailleurs, la notion d’orthogonalité qui sert à l’évaluation des vecteurs rend l’utilité de 
ces méthodes très limitée.
• La capacité de mémorisation des BAM est limitée [84], [198]. D’après Kosko, le nombre 
total p  des couples d’entiée/sortie que l’on peut mémoriser, est plus petit que le minimum 
des dimensions du vecteur d’entrée m et du vecteur de sortie n ( p <  min (m, n) ) [91]. Une 
autre façon de calculer est donnée comme : p < (min (m, n))m  [101]. Toutefois, il est 
évident qu’une telle contrainte dans la mémorisation de l’information constitue une 
limitation importante et décourageante.
• La mémorisation des BAM est problématique. Pour le rappel parfait, elle nécessite des 
vecteurs orthogonaux à rentrée. D est normal qu'un vecteur proche d’un vecteur 
orthogonal stimule une sortie proche de la sortie de ce vecteur orthogonal. Par contre, le 
réseau mémorise aussi les inverses de ces vecteurs orthogonaux, ce qui constitue un effet 
secondaire de l’apprentissage. Cette mémorisation cause des centres d'attraction dans la 
structure de BAM. Par conséquent, le réseau risque d’émettre des sorties tout à fait 
inattendues [171], [198].
Somme toute, les BAM, qu’elles soient binaires ou continues, comportent plusieurs limitations 
qui affectent leur performance. Une structure connexionniste basée sur les BAM ne pourra pas 
fonctionner adéquatement sans résoudre ces problèmes. Bien qu’elles soient utilisées dans les 
structures connexionnistes afin de mémoriser les associations intraconceptuelles, elles nécessitent 
d’autres études et recherches afin d’améliorer leurs aspects faibles, ce qui est également le cas 
des autres types de mémoires associatives (en autres, la SDM [79] ; bien que la SDM n’ait pas été 
retenue comme outil connexionniste dans cette étude, sa méthode de mémorisation a inspiré l’une 
des méthodes de mémorisation -  celle de la mémorisation matricielle - de la structure proposée 
dans le chapitre 4). C’est après que ces améliorations 5 auront été apportées que l’on sera en 
mesure de les utiliser dans des structures connexionnistes plus adéquates.
En ce qui a trait à cette étude, on dévie d’une orientation connexionniste vers une approche plus 
structuraliste. Les raisons sont décrites à la section suivante.
3.5 Discussion su r le connexionnisme
Cette section présente une compilation de certaines critiques pertinentes de l’approche 
connexionniste. Le débat se situe plutôt au niveau philosophique. Les critiques ne renient pas en
5 Le codage dispersé dans les mémoires associatives fait l’objet de plusieurs études récentes dans ce domaine [54], [107], [112], 
[140]. Malgré les améliorations apportées, la capacité de sauvegarde et certains autres problèmes ne sont pas encore résolus [84].
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totalité l’approche connexionniste. Elles préconisent au contraire, qu’on doit plutôt l’examiner en 
détail afin de l’améliorer et de la renforcer. Dans le cas des BAM, leur étude doit être poursuivie 
pour dépasser leurs limitations. Par ailleurs, on doit également s’intéresser à d’autres modèles de 
RN afin d’élaborer l’approche connexionniste. Plusieurs avenues sont donc ouvertes à ces 
champs de recherche.
En outre, ce débat soulève un autre aspect des connaissances, celui de l’importance de la 
structuration cognitive. En soulignant les faiblesses de l’approche connexionniste, les critiques 
ont contribué à orienter cette étude vers une approche plus structuraliste de l’effet contextuel dans 
la logique floue.
Ce sont surtout les symbolistes qui se sont attaqués au connexionnisme. On dit du 
connexionnisme qu’il est incapable d’intégrer la sémantique symboliste [154]. Or, les réseaux 
connexionnistes se disent capables de fonctionner au niveau sous-symbolique et sous-linguistique 
si on les compare aux réseaux sémantiques [175]. Les représentations des connaissances ne sont 
pas évidentes dans un réseau de ce type [142]. Il n’est pas possible d’avoir accès aux structures 
d’information mémorisées dans les pondérations [175]. Malgré leur flexibilité, les systèmes 
connexionnistes manquent d’habileté de représentation [77]. D’après Cussins, ce qui est retenu 
dans une structure connexionniste est un contenu non conceptuel, contrairement au contenu 
conceptuel des systèmes symbolistes [175].
On mentionne souvent l’absence d’une structure cognitive dans l’approche connexionniste. Way 
soutient qu’il est nécessaire d’avoir un niveau cognitif de plus haut degré dans ce type de 
structure connexionniste [175]. De son côté, Sharkey déclare que les entrées ne peuvent pas être 
équivalentes aux entrées des neurones, mais qu’elles devraient signifier des stimuli pré-traités a 
priori (ce qui est le cas dans les CFS). À part les exemples particuliers des couples 
d’entrées/sorties, la structure connexionniste nécessite une sorte de restructuration [142]. Pour 
leur part, Fodor et Pylyshyn critiquent le connexionnisme en prétendant que l’esprit /  le cerveau 
n’est pas connexionniste au niveau cognitif [14], [53]. L’étude d’Oden, quant à elle, tout en 
n’étant ni une comparaison ni une critique du connexionnisme, conclut qu’une représentation 
adéquate des connaissances nécessite d’abord des modèles cognitifs [118]. En ce qui concerne les 
études de Crossland et coll., elles ont démontré l’importance de la structuration cognitive en 
mentionnant la vitesse avec laquelle elle peut résoudre les problèmes complexes [35]. Malgré les 
nombreux avantages de l’approche connexionniste, cela n’a pas empêché Andy Clark, lui-même 
partisan du camp connexionniste, de mentionner le problème de l’échelle comparativement 
limitée des systèmes connexionnistes [32].
En réalité, -la structuration cognitive semble constituer l’idée principale de cette discussion 
comparative. Le résultat obtenu de ces comparaisons est une structure cognitive contenant des 
mécanismes internes et simulant certaines fonctionnalités cognitives, ce qui a contribué à orienter
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cette recherche vers la proposition d’une structuration cognitive adéquate capable de simuler 
l’effet du contexte.
3.6 Som m aire
Le connexionnisme est une nouvelle approche qui tente de modeler le comportement humain au 
moyen de réseaux parallèles. Il est basé sur la mémorisation des associations intraconceptuelles. 
Un modèle a été récemment proposé sur l’effet contextuel dans la logique floue. Partant de ce 
modèle, les réseaux associatifs BAM ont été analysés. Les résultats de cette étude ont révélé des 
conséquences très novatrices en ce qui concerne les caractéristiques de ces mémoires 
associatives. Ces mémoires comportent cependant des limitations majeures qui nécessitent de 
nouvelles études afin qu’il devienne possible de les utiliser comme des médiums de simulation de 
l’effet contextuel. De toute façon, les modèles connexionnistes doivent être améliorés afin qu’ils 
puissent servir à résoudre le problème abordé dans cette thèse. Les critiques scientifiques du 
connexionnisme ont été récemment citées, et ces débats ont mis en relief les aspects importants à 
retenir dans la proposition de modeler l’effet contextuel.
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CHAPITRE 4
STRUCTURE COGNITIVE DU FLOU CONTEXTUEL
Les chapitres précédents ont présenté la logique floue comme une représentation quantitative de 
la notion du vague. Cette représentation est basée sur la stabilité des descriptions des concepts et 
ne tient pas compte des dépendances contextuelles même si l’effet du contexte est omniprésent 
dans tous les aspects de la vie humaine. Par ailleurs, en tenant compte du fait que de nombreuses 
études empiriques de la psychologie cognitive ont clairement démontré la dépendance 
contextuelle des concepts flous, une nouvelle représentation comportant la notion de contexte et 
de son effet sur les connaissances devenait essentielle.
Cette recherche propose une structure qui vient combler cette importante lacune. Le présent 
chapitre propose en effet, une structure de modélisation du flou contextuel. Appelée SFC 
(Structure Cognitive du Flou Contextuel), cette structure est basée principalement sur les résultats 
de recherches indépendantes les unes des autres de la psychologie cognitive. D’une part, on 
propose une vision de l’ensemble des composantes de la connaissance composée en grande partie 
par l’information du contexte. D’autre part, le modèle défend l’existence d’une structure 
cognitive au niveau de la physiologie neuronale, laquelle va à rencontre d’une vision 
connexionniste pure. Et enfin, le flux de l’information aux différents niveaux de cette structure 
est basé sur différents algorithmes de décision synthétisés à l’intérieur de plusieurs stratégies 
complexes du raisonnement humain.
La section 4.1 donne la description générale de la structure SFC et les sous-sections en décrivent 
les caractéristiques générales ainsi que le détail des modules internes qui la composent. La 
section 4.2 présente une validation de la structure et la section 4.3, une discussion générale sur la 
structure ainsi que des comparaisons avec d’autres approches existantes.
4.1 La Structure Cognitive du Flou Contextuel ; la SFC
La SFC (figure 4.1) est une structure qui modélise l’effet du contexte sur les concepts de la 
logique floue [49]. Elle mémorise les connaissances floues affectées par l’effet du contexte. La 
SFC est une architecture flexible et dynamique qui s’adapte facilement.
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Elle comporte des modules internes organisés hiérarchiquement. L’ensemble de la structure est 
constitué par le regroupement des entités de chaque niveau (transmission, mémorisation, 
décision). Dans le modèle, chaque module a des responsabilités et des fonctionnalités qui lui sont 
propres. C’est la distribution des tâches et des responsabilités qui amène une hiérarchisation 
interne des modules. Au total, la SFC comporte cinq modules internes (figure 4.1) :
• Les couches contextuelles de l’information : c’est la structure à niveaux multiples, simulant la
mémoire sémantique et la mémoire épisodique de la SFC. Ce module se comporte comme
une mémoire à long terme et sert à mémoriser l’information contextuelle.
• Le module de sélection du contexte : c’est le module dans lequel l’information de l’existence
du contexte est évaluée. Cette information est mémorisée dans un index pour identifier et
pointer les couches contextuelles.
• Le module d’agrégation : le module dans lequel l’inférence de la SFC s’effectue. L’inférence
s’obtient par certains algorithmes.
• Le module d’entrée de l’information : ce module est le prototype d’une mémoire à court
terme. Il réagit comme une passerelle entre le monde extérieur et la structure SFC.
• Le module de sortie de l’information : il est similaire au module d’entrée de l’information.
Comme le précédent, ce module constitue la mémoire à court terme de SFC.
À part ces modules, il existe différents canaux pour la transmission de l’information entre les 
modules concernés :
• Le canal du paramètre (le côté du module de l’entrée): le canal fait partie du module d’entrée
de l’information. Cette configuration particulière transmet l’information de l’existence du
contexte.
• Le canal du paramètre (le côté du module de la sortie): dans une modélisation simple et non
cascadée, l’information de ce canal peut ne pas être utilisée, comme c’est le cas par défaut.
Cependant, si on utilise la structure SFC en cascade avec d’autres structures SFC ou autres
que SFC, l’information de ce canal deviendra utile.
• Le canal bidirectionnel d’information: c’est le moyen d’échanger des informations entre les
modules de sélection et d’agrégation. C’est ce canal qui assure la coordination des stratégies
entre les deux modules.
4.1.1 Module des couches contextuelles
C’est le module de mémoire du système dans lequel l’information est sauvegardée. 
Fonctionnellement, c’est la mémoire à long terme de la SFC. Le module est constitué de couches
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de mémoire, chacune représentant un contexte différent. Par exemple, la ilinK couche contient 
l’information floue du i,èrae contexte, mémorisée dans cette couche contextuelle. L’information du 
contexte est utilisée comme pointeur de la couche contextuelle appropriée. Malgré le fait que 
l’information du contexte ne soit pas mémorisée dans la couche elle-même, l’inséparabilité des 
connaissances et de leur information contextuelle est évidente. Ce principe respecte clairement 
les propositions de Rieger [125] et de Marks [108], à savoir que les connaissances ne sont jamais 
obtenues en dehors d’un certain contexte et, que chaque information contient de l’information 
contextuelle, soit explicite, soit implicite.
Dans ce contexte particulier, chaque couche contextuelle (la partie porteuse de l’information 
[39]) constitue une base pour la mémorisation de la même information. On peut donc appeler 
chaque couche la mémoire descriptive ou la mémoire sémantique de la SFC. La structure de 
mémoire à multiples couches représente la mémoire épisodique de la SFC. La dépendance 
sémantique de l’information sur les contextes forme, en réalité, le caractère épisodique des 
connaissances floues [37]. Par exemple, la valeur linguistique (l’étiquette floue) ‘chaud” a une 
fonction d’appartenance particulière, représentée différemment dans chaque couche contextuelle. 
Cette information est obtenue par l’expérience, qui est principalement épisodique. (L’épisodicité 
est la distinctivité de chaque événement dans le temps; elle ne représente pas le caractère 
séquentiel de ces événements).
Quant au processus de mémorisation de l’information, il est plutôt un problème d’ordre technique 
qui n’affecte pas la performance de la structure SFC. Le choix du type de mémorisation peut être 
restreint par des applications spécifiques. Quelques exemples sont cités :
• Mémorisation matricielle : c’est d’abord fragmenter l’univers en question en le décomposant
en des intervalles équivalents. On forme une matrice à dimension ‘mxn’, m étant le nombre 
de fragmentations de l’univers et n, la cardinalité de l’ensemble flou, donc le nombre total des 
termes linguistiques de la variable linguistique floue (figure 4.2).
• Mémorisation paramétrique : c’est mémoriser les paramètres des fonctions d’appartenance au
lieu d’utiliser une matrice relationnelle.
• Mémorisation relationnelle : si on a des paramètres relatifs aux informations floues déjà
mémorisées, il suffit de sauvegarder ce rapport entre les paramètres. Par exemple, si on a déjà
des fonctions définissant le climat et qu’on veut en sauvegarder une exemplification, il suffit
de mémoriser le coefficient de la transformation qui dans ce cas est linéaire.
Dans l’exemple de mémorisation matricielle, l’univers est exemplifié à chaque 2 °C. Chaque 
ligne de la matrice représente une valeur linguistique (cold, warm, hot, respectivement) de la 
variable linguistique 1 Climat'. Chaque cellule de la matrice représente la valeur de la fonction 
d’appartenance. Dans le cas de l’inférence locale (décider laquelle des valeurs de la fonction
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d’appartenance pour une température spécifique; min, max ou autres...), on devra ajouter une 
autre ligne pour mémoriser cette information.
lo f
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Figure 4.2 Exemple de mémorisation matricielle
4.1.2 Module de sélection du contexte
C’est le module où on décide et sélectionne le contexte approprié. Le choix se fait en présence de 
l’information de contexte à l’entrée. Dans le cas où cette information serait inexistante, le module 
évoque le module d’agrégation pour en déduire le meilleur contexte.
Canal bidirectionel
Entrée
Mécanisme d‘inférence
Base d'indice des couches 
contextuelles
Sortie : les couches contextuelles
Figure 4.3 Le module de sélection du contexte
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Fonctionnellement, l'information à l’entrée du module est traitée par un mécanisme d’inférence. 
Ce mécanisme utilise une base d’index contenant les informations à propos des couches 
contextuelles telles que le nombre total de ces couches, leur signe particulier dans le métalangage 
utilisé, ainsi que leur adresse. La base d’index est constituée par les informations de chaque 
couche contextuelle (équation 4.1).
Base d'indice
CoucheÇl) => C, : {cléx, indexx} 
Couche( 2) o  C2 : {clé2, index2}
Couche{m) => Cm : {clém, indexn }
(4.1)
La dimension m est le nombre total des couches contextuelles dans la base d’indices. La 
couche(i) est composée d’un mot clé signifiant le contexte en question et son indice dans la base 
d’index sous le format suivant {clé(i), index(i)}. C/ signifie le i<me contexte où toutes les 
informations reliées se trouvent dans la icroe couche contextuelle.
Le module se met en fonction dès qu’on obtient de l’information à l’entrée. La logique de son 
fonctionnement est donnée dans le diagramme suivant (figure 4.4). L’algorithme évalue trois 
comportements possibles : le cas de l’existence d’un contexte déjà connu, celui de l’existence 
d’un contexte non connu et, enfin, le cas de l’inexistence d’un contexte.
Le cas de l’existence d’un contexte déjà connu est la procédure d’un traitement simple des 
informations contextuelles déjà mémorisées dans la SFC. L’information du contexte explicite 
devient une clé pour accomplir des transitions entre les contextes [63]. L’entrée du module 
transmet l’information du contexte. Le mécanisme consulte la base d’indices pour vérifier 
l’existence de ce contexte. Si la réponse est affirmative, le contexte sera évoqué. Par l’activation 
de la couche contextuelle reliée, les données seront traitées par rapport aux informations de ce 
contexte et de cette couche contextuelle. Puisqu’il n’est pas nécessaire d’exécuter une agrégation, 
aucun stimulus n’est envoyé au module d’agrégation.
Le cas de l’existence d’un contexte non connu exige l’apprentissage. Dans ce cas, la dimension 
des couches contextuelles augmente et le mécanisme doit en ajouter un en demandant les 
informations nécessaires. C’est un apprentissage supervisé et l’interaction de l’usager ou du 
concepteur sera nécessaire. L’information de la base d’indices des contextes sera mise à jour afin 
de rendre connu, un contexte inconnu.
Le cas de l’absence d’un contexte nécessite l’interaction avec le module d’agrégation. C’est le 
cas d’une décision plus appropriée sous la contrainte de conditions courantes. Les données à 
l’entrée sont évaluées en les comparant dans différents contextes permettant ainsi de prendre la 
décision appropriée. Les détails de ce traitement sont fournis dans l’explication du module 
d’agrégation. Dans ce cas, le module de sélection demeure inactif, sauf pour la sélection de la 
couche contextuelle inférée par le module d’agrégation.
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Figure 4.4 Algorithme du module de sélection du contexte 
4.13 Module d’agrégation
C’est le module qui décide du contexte actuel à la suite d’un processus d’inférence. Le module 
sera actif seulement suite à la demande du module de sélection du contexte, incapable de décider 
du contexte approprié par manque de l’information contextuelle explicite à l’entrée. Dans ce cas, 
le module est responsable de trouver la meilleure solution possible.
Dans ce module, on intègre trois stratégies de calculs d’agrégation: la sélection par défaut, 
l’algorithme de meilleur appariement et la superimposition pondérée des couches contextuelles 
(figure 4.5).
La sélection par défaut est une simple stratégie de sélection de la couche contextuelle définie 
ultérieurement comme la couche par défaut. Malgré le manque de justification théorique du choix 
de défaut dans cette stratégie, les concepteurs du système flou pourront facilement décider 
laquelle sera la plus importante. Un autre usage d’une sélection par défaut se trouve dans la 
résolution du conflit qui peut se dérouler pendant l’algorithme de meilleur appariement.
L’algorithme de meilleur appariement est une variation de la notion de fonction d’utilité. Le but 
est de trouver le maximum absolu. Dans ce sens, l’algorithme sert en effet à trouver la fonction 
d’appartenance ayant la valeur maximum. Le processus se répète pour chaque contexte et permet 
de déduire l’appartenance maximum. L’algorithme est le suivant :
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Soit (/., (i = 1 , ro), les univers pour les entrées du système SFC. m est la dimension du vecteur 
d’entrée. Chaque univers est composé d’un certain nombre n de termes linguistiques (les
étiquettes floues, la fragmentation des univers). Soit F-,j , ( / =! >  n), le f  terme linguistique
dans l’univers Ui . Soit Cfc, (fc = 1 , p ), les couches contextuelles où l’information contextuelle
sera mémorisée. Dans le cas de k > 1, F.jt signifiera la j  étiquette F. dans le i univers Ui et 
dans son k lèmc contexte Ck .
L’algorithme sert à trouver l’évocation maximale de l’entrée avec l’un des termes linguistiques 
dans un contexte quelconque. Pour chaque variable linguistique, l’univers est défini séparément. 
Donc, l’algorithme devra être effectué séparément pour chaque variable (au nombre de m ). La 
réponse du système pour l’entrée i sera,
rnax {naxtayt (*,)}£> (*,) et FiJt (4.2)
Q existe quatre cas possibles (équation 4.3); l’agrégation totale par l’équivalence numérique (cas 
1), l’agrégation totale par la non équivalence numérique (cas 2), l’agrégation contradictoire par 
l’équivalence numérique (cas 3), et enfin, l’agrégation contradictoire par la non équivalence 
numérique (cas 4). Pour des raisons de simplification, on suppose d’abord qu’il existe une seule 
entrée, donc un seul univers (i=l), et que l’on évalue deux couches contextuelles.
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cas 1. Fjk= Fjk., mFà ( x )  = HFjt. (x)
cas 2. Fjk = Fjk., / /r  (x) *  M (x)
'  '  (4.3)
cas 3. Fjk * Frk. , n Fjt (x) = p Ffr (x)
cas 4. Fyt « Frk-, /rfjt (x) *  (x)
Le premier cas veut dire que, dans les deux couches contextuelles, l’entrée x a évoqué la même 
fonction d’appartenance F; , avec la même valeur d’appartenance. Par exemple, l’étiquette floue 
"chaud évoquée dans les deux contextes avec les mêmes valeurs d’appartenance ‘0.9’. Ceci ne 
devrait pas constituer un problème dans le cas d’unidimensionnalité de l’entrée. Sinon, un autre 
univers obtiendrait le privilège de sélectionner la couche contextuelle.
Le deuxième cas est un résultat attendu d’une fonction simple de maximisation. La fonction avec 
la valeur la plus grande est simplement choisie (par exemple, "chaud,0,9’, dans le premier 
contexte et, ‘ chaud,Q,T dans le deuxième, le premier étant l’étiquette floue et le deuxième, la 
valeur d’appartenance).
Le troisième cas signifie que dans deux contextes différents, deux étiquettes floues sont évoquées 
dont les valeurs d’appartenance sont identiques (par exemple, "chaud,0,9', dans le premier 
contexte et, "très chaud;0,9', dans le deuxième). Une simple fonction de maximisation est 
insuffisante pour résoudre ce conflit. Q est cependant possible d’éliminer le conflit en référant au 
contexte par défaut.
Le quatrième cas est également contradictoire dans le sens que les étiquettes floues et les valeurs 
d’appartenance sont largement différentes. Cependant, la simple maximisation est capable de 
résoudre ce problème en choisissant la fonction ayant la valeur la plus grande.
L’algorithme de meilleur appariement nécessite une entrée afin d’évoquer les fonctions des 
couches contextuelles; il peut être utilisé uniquement pour les entrées. Si la sortie est également 
dépendante du contexte, il devra y avoir une inférence passive : la couche contextuelle inférée par 
les entrées sera privilégiée afin de trouver la valeur actuelle de la fonction de sortie.
La dernière stratégie est la superimposition des couches contextuelles. La stratégie est basée sur 
les principes de la notion des critères à multiples choix [100] et de la notion de la moyenne 
statistique. À chaque couche contextuelle, une pondération est attribuée par le concepteur. Une 
superimposition pondérée de chaque fonction d’appartenance est exécutée en tenant compte des 
couches contextuelles. Ainsi, la contribution de chaque couche, en s’accumulant, permet d’arriver 
à une conclusion.
Dans l’équation, p est le nombre total des couches contextuelles, les A, sont les pondérations des 
couches contextuelles et les Fm sont les fonctions d’appartenance (au nombre m) dans chaque 
couche contextuelle. Le total des pondérations est borné à 1, permettant ainsi de les appeler les
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coefficients de Lagrange. Le concept étant la formation d’une couche contextuelle 
statistiquement moyenne, biaisée vers la(es) couche(s) privilégiée(s).
pour toute Fm, w n (4.4)
É 4 -/«i
1
Malgré le fait que cette dernière stratégie soit basée sur certaines notions mathématiques déjà 
prouvées, une justification empirique de la méthode reste à valider lors d’études futures, cette 
stratégie n’étant pas validée dans les exemples de la section 4.2.
4.1.4 Modules d’entrée et de sortie
Le module d’entrée de l’information est constitué d’une simple interface entre l’externe et la 
structure SFC. D est composé d’un canal de transmission de l’information qui dirige les deux 
constituantes de cette information vers les modules appropriés :
•  Les données déclaratives : ce sont les informations floues (un ou des ensembles flous ou un 
singleton) qui seront traitées par le module des couches contextuelles.
• L’information du contexte : celle-ci sera transmise au module de sélection du contexte. 
L’existence d’un contexte particulier ou la non-existence affectera les stratégies de sélection 
du module responsable.
Le module de sortie fonctionne de la même manière que celui de l’entrée. Dans le cas d’un 
apprentissage, le module ne fournira aucune donnée déclarative. Dans le cas d’une inférence, la 
sortie fournira le résultat inféré et, dans le cas de l’existence explicite d’un contexte, cette 
information sera transmise directement à la sortie. Cette caractéristique peut être utile dans une 
architecture cascadée des structures SFC ou de structures différentes.
Le transfert de l’information à l’interne ou à l’exteme nécessite que l’on respecte une convention 
d’un certain métalangage, donc un protocole qui dépend fortement du choix de l’environnement 
informatique ou de l’application. Selon l’installation de la structure SFC dans un système 
complexe, le protocole de communication entre le module d’entrée et celui de sortie peut être 
différent.
4.1.5 Caractéristiques générales
La structure SFC est une structure qui modèle l’effet du contexte sur les concepts de la logique 
floue. Bien que la structure repose sur des approches générales de l’information et des 
connaissances, la recherche est concentrée sur la logique floue.
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• Comme dans plusieurs modèles cognitifs, la structure SFC est composée de modules
particuliers ayant différentes fonctionnalités et responsabilités. Des modules complémentaires
peuvent être ajoutés à la structure, à la suite d’études subséquentes sur le système cognitif
humain et qui pourraient nécessiter une structuration plus adéquate.
• Hiérarchie : la hiérarchie est une structure dans laquelle les entités de chaque niveau sont
regroupées pour constituer une entité globale [9]. La hiérarchisation amène un branchage
horizontal et vertical [9], [102]. Au niveau horizontal, un système est plus tolérant aux défauts
qu’au niveau vertical. L’interdépendance des modules internes augmente sensiblement au
niveau vertical [105]. De ce fait, une hiérarchisation conceptuelle existe dans la structure
SFC. La structure qualifie certains modules comme étant des modules de plus haute priorité.
Ces modules sont plus intelligents (au sens de la charge de responsabilité, comparativement
aux autres [41], [42]. Au niveau cognitif, la hiérarchisation est primordiale, car d’après
Newell, l’architecture cognitive humaine est faite de multiples couches de systèmes [114].
• La SFC est une architecture flexible et ouverte. Ses connaissances peuvent être facilement
augmentées par l’ajout de l’information (apprentissage). La structure s’adapte à l’arrivée de
nouvelles informations en ajustant ses pointeurs internes conçus dans certains modules. Cette
adaptation est cependant un peu différente de l’adaptation au sens classique [169] : 
l’adaptation effectuée n’est pas une stratégie de réduction de la quantité d’erreurs dans une
certaine tâche, elle est plutôt un ajustement des paramètres d’un système pour qu’il puisse
s’adapter à la nouvelle condition contextuelle.
• Stratégie modifiable : les stratégies de certains modules peuvent être modifiées si une
application spécifique l’exige, ou simplement, une meilleure stratégie peut être substituée à la
stratégie actuelle.
• Fonctionnement commutatif : le fonctionnement de la structure est commutatif ; le
raisonnement et l’apprentissage. Par défaut, la structure raisonne selon les circonstances de
son environnement ; elle commute de statut et accomplit l’apprentissage supervisé pour
enrichir sa base de connaissances en apprenant l’information nouvellement rencontrée.
Cependant la stratégie actuelle n’effectue pas un apprentissage dynamique. La structure,
comme dans plusieurs exemples de RNA, apprend par la manipulation d’un expert ou d’un
concepteur.
Sous ses aspects généraux, la structure proposée est flexible et dynamique et son architecture 
ouverte permet la sauvegarde des connaissances floues. Elle est également générique en ce qui 
concerne le type de connaissances. L’information quelconque non floue peut être traitée dans la 
structure avec des modifications mineures, surtout en ce qui concerne la sauvegarde de 
l’information. Cependant, la recherche et l’étude sont limitées à l’applicabilité de la structure aux 
connaissances floues.
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4.2 Validation de la structure SFC
4.2.1 Cas d’un contexte donné
Pour valider la structure SFC, on utilisera l’exemple des convois d’automobiles intelligentes. Le 
but des convois est d’améliorer la vitesse moyenne sur les autoroutes et de diminuer les 
accidents. Chaque convoi est fonné d’un groupe d’automobiles liées électroniquement. Le 
meneur du convoi contrôle les instructions liées au trajet. Un convoi peut exécuter quatre 
manoeuvres : fusion, division, changement de vitesse et changement de voie [92]. Le système de 
contrôle dans un convoi d’automobiles intelligentes est très complexe et nécessite plusieurs sous- 
systèmes pour gérer différentes tâches. Un de ces systèmes est le contrôleur des freins. Le 
diagramme d’un tel système [92] est illustré à la figure 4.6.
Changement dans le 
signal de l’actuateur 
des freins ; ùb.
Figure 4.6 Diagramme du contrôleur flou des freins
La différence de vitesse est la différence entre la vitesse de l’automobile en question et celle de 
l’automobile précédente. La différence de distance entre deux automobiles est donnée par la 
différence entre la distance désirée (définie par le leader du convoi) et la distance actuelle. Ces 
deux variables sont les entrées du système de contrôleur des freins. La sortie est le changement 
dans le signal contrôlant l’activateur des freins. À la figure 4.7, les fonctions des membres des 
variables d’entrée et de sortie ainsi que la surface de contrôle sont données.
Pour la variable ‘Diff_Distance\ il existe cinq étiquettes floues (ZE: Zéro, SP: Small Positive, 
MP: Medium Positive, LP: Large Positive, EP: Extrême Positive; l’échelle est donnée en pieds), 
signifiant toutes des valeurs positives. Une distance négative veut dire qu’on est éloigné de la 
voiture précédente. Ceci devient la tâche du système d’accélérateur d’éliminer cette distance 
négative. Donc, cette partie de l’univers n’est pas définie pour le système de contrôle des freins. 
Pour la variable ‘Diff_Vitesse’, il existe également cinq étiquettes floues (EN: Extrême Négative, 
LN: Large Négative, MN: Medium Négative, SN: Small Négative, ZE: Zéro; l’échelle est donnée 
en pieds/seconde) qui signifient toutes des valeurs négatives. Une valeur négative dans la 
différence entre la vitesse de la voiture précédente et celle de la voiture actuelle veut dire que l’on 
s’approche de la précédente. Cette situation relève de la responsabilité du contrôleur des freins. 
En revanche, une valeur positive de cette différence signifie que l’on s’éloigne de la voiture 
précédente et que c’est le système accélérateur qui s’en charge. La dernière variable,
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‘actionneur_freins ’ contient six étiquettes floues (ZE: Zéro, SM: Small, MS: Medium Small, ME: 
Medium, ML: Medium Large, LG: Large; l’échelle étant relative au changement de niveau de 
l’actionneur des freins) qui représentent le changement dans le signal transmis à l’actionneur des 
freins. La base de règles de ce système flou se trouve sous la forme d'un tableau de FAM 
(TABLEAU 4.1).
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Figure 4.7 Le contrôleur flou des freins
TABLEAU 4.1 FAM DU SYSTÈME DÉFINISSANT LES RÈGLES IF-THEN
Diff_Vitesse
ZE SN MN LN EN
ZE
O
ees SP(/s
2
«j
Q
MP
LP
EP
ZE ZE ZE SM MS
ZE ZE SM MS ME
ZE SM MS ME ML
SM MS ME ML LG
MS ME ML LG LG
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Le modèle est incomplet en ce qui concerne les effets contextuels. Les fonctions d’appartenance 
des variables floues dans le modèle sont probablement définies pour une chaussée sèche et un 
trajet droit. En effet, le système est incapable d’évaluer et de s’adapter aux changements des 
conditions routières. En raison des caractéristiques et/ou de la précision de la conduite, 
l’évaluation du contexte est très importante. Se trouve-t-on sur une chaussée sèche ou glissante ? 
Ou encore enneigée ? Ou bien glacée ? Pour chaque condition différente, que l’on appellera le 
contexte routier, le freinage sera différent On ne peut freiner sur une chaussée glissante ou 
enneigée de la même manière que sur une chaussée sèche. Donc, la force appliquée aux freins est 
fonction du contexte. Les fonctions définies ne sont donc pas suffisantes pour répondre à toutes 
les conditions. Pour ces raisons, le système de contrôle des freins doit être enrichi par les 
paramètres des conditions contextuelles.
En se basant sur cet exemple, le comportement de ce système sera simulé dans différents 
contextes et les changements survenus dans les surfaces de contrôle seront examinés. À cette fin, 
on va d’abord rendre explicites les paramètres des conditions routières (dans l’exemple original, 
on se trouve sur une chaussée sèche, un contexte implicite). Toutes les variables peuvent être une 
fonction du contexte. Mais, dans la validation de SFC, on n’utilisera que la force appliquée aux 
freins comme la variable dépendante du contexte. Donc la variable ‘ actionneur_freins ’ est celle 
qui sera contextualisée. On définit deux contextes différents : Chaussée sèche (C;), Chaussée 
mouillée (Ç2). Le module de sélection du contexte mémorise la présence de ces deux contextes 
différents : {(Contexte 1, S),(Contexte 2, M)}. Une fois le module complété, il reste à mémoriser 
les informations de chaque contexte dans les couches contextuelles (figure 4.8).
SM MS ME ML
Contai Sdector Module
05
SM MS ME ML LG
Figure 4.8 La variable ‘actionneur Jreins’ mémorisée contextuellement dans la SFC
Les ensembles flous, pour le premier contexte, sont tirés de l’étude originale et ont été normalisés 
à cause des contraintes de l’environnement de simulation. Les ensembles flous du deuxième 
contexte sont pour les conditions routières mouillées et sont créés heuristiquement. Partant du fait
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que, sur une route mouillée, il est dangereux de perdre le contrôle des roues en les bloquant par 
un freinage excessif. Une collision contrôlée est préférable à une collision brutale. Pour cette fin, 
la fonction à l’extrême droite a été chevauchée par l’avant-demière pour une activation plus 
souple. Les surfaces de contrôle de ces deux contextes se trouvent à la figure 4.9.
Les différences qui résultent de cette contextualisation sont clairement identifiables dans la 
figure. Les surfaces démontrent des différences assez remarquables qui prouvent l’utilité d’un tel 
processus. L’une des conclusions importantes est que le système diminue le signal d’activation 
des freins dans les conditions extrêmes. Ce comportement est similaire à celui d’un système anti­
blocage que l’on retrouve dans plusieurs automobiles. Le principe est qu’une collision contrôlée 
est préférable à une collision brutale [49].
Figure 4.9 Les surfaces de contrôle pour le 1er (gauche) et le 2lème (droite) contexte
4.2.2 Cas d’un contexte implicite
Le cas d’un contexte implicite est celui où l’information du contexte n’est pas donnée. Dans un 
tel cas, le raisonnement humain évalue la situation par un jugement basé sur son sens commun 
(bon sens) et ses connaissances individuelles. H s’agit d’un effort de concrétisation d’un contexte 
déjà connu. D’après l’étude de Dreyfus et coll., le contexte premièrement traité est un contexte 
connu très profondément [43]. Ce type de contexte devient de l’information intuitive. Donc, le 
système cognitif le rappelle plus vite. Ce raisonnement est simulé dans la structure SFC par la 
stratégie de la sélection par défaut qui est intégrée dans le module de l’agrégation. Pendant le 
processus de conception des couches contextuelles, l’une d’entre elles est choisie comme 
contexte par défaut. Dans le cas de l’inexistence d’un contexte, le module d’agrégation pointera 
vers le contexte par défaut. Il est donc important lors de la conception d’effectuer le bon choix du 
contexte car, par la suite, ce sera celui qui sera utilisé comme contexte courant.
Une autre stratégie pour simuler l’effort de concrétisation d’un contexte est l’algorithme de 
meilleur appariement. Ceci se base sur la recherche de la valeur maximale d’appartenance dans
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un contexte déjà mémorisé. Afin de valider cette stratégie, l’exemple précédent est utilisé (section 
4.2.1). Pourtant, la variable Distance_Diff est cette fois-ci contextualisée, car la stratégie est 
dirigée par l’entrée et elle n’est pas applicable pour une variable de sortie. Pour simplifier 
toujours, seulement deux contextes ont été choisis.
TABLEAU 4.2 MATRICE DES VALEURS POUR LE CONTEXTE Cl
0 1.0000 0.0000
0.5 0.9167 0.0833
1 0.8333 0.1687
1.5 0.7500 04500
2.5 0.5833 0.4167
3 0.5000 0.5000
3.5 0.4167 0.5833
4 0.3333 0.6667
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
1.0000
0.9167
0.8333
0.7500
0.5633
0,5000
0.5833
0.6867
5 0.1667 0.8333 0,0000 0.0000 0.0000 0.8333 SP
5.5 0.0833 0.9167 0.0000 0.0000 0,0000 0.9167 SP
6 0.0000 1.0000 0.0000 0.0000 0.0000 1.0000 SP
6.5 0.0000 0.9167 0.0833 0.0000 0.0000 0.9167 SP
7.5 0.0000 0.7500
8 0.0000 0.6667
8,5 0.0000 0,5833
9 0.0000 05000
10 0.0000 0.3333
10.5 0.0000 0.2500
11 0.0000 0.1667
11.5 0.0000 0.0633
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
12.5 0.0000 0.0000 0.9167 0.0833 0,0000 0.9167 MP
13 0.0000 0.0000 0.6333 0.1667 0.0000 0.8333 MP
13.5 0.0000 0.0000 0.7500 0.2500 0.0000 0.7500 MP
14 0.0000 0.0000 0.6667 0.3333 0,0000 0.6687 MP
0.7500
0.6887
0.5833
0.5000
0.6867
0.7S00
0.B333
0.9167
SP
SP
SP
SP
MP
MP
MP
0.0000 
0.0000 
0.0000 0.0000
y>55EggEg«!«E
17.5 0.0000
18 0.0000
18.5 0,0000
19 0.0000
wsssm0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.5000 0.5000
0.4167 0,5833
0.3333 0.6667
02500 0.7500
0.0633 0.9167
0.0000 1.0000
0.0000 0.9167
0.0000 0.8333
0.0000 
0.0000 
0.0000 
0.0000
0.0000 
0.0000 
0.0833 
0.1667
...^ Geasæ-
0.0000
0.0000
0.0000
0.0000
0.0000
0.00000.0000
0.0000
0.6667 Q.3333
0.5833 0.4167
0.5000 0.5000
0.4167 0,5833
0.0000 0.0000 0.0000 0.2500 0.7500 0.7500
0.0000 0.0000 0.0000 0.1667 0.8333 0.8333
0.0000 0.0000 0.0000 0.0833 0.9167 0.9167
0.0000 0.0000 0.0000 0.0000 1.0000 1.0000
0.0000
0.00000.00000.0000
53B3PBPV:
0.0000
0.0000
0.00000.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.00000.0000
1.0000
1.0000
1.0000
1.0000
27.5 0.0000 0.0000 0.0000 0.0000 1,0000 1.0000 EP
28 0.0000 0.0000 0.0000 0.0000 1.0000 1.0000 EP
28,5 0.0000 0.0000 0.0000 0.0000 1.0000 1.0000 EP
29 0.0000 0.0000 0.0000 0,0000 1,0000 1.0000 EP
29.5 0.0000 0.0000 0.0000 0.0000 1,0000 1.0000 EP
30 0.0000 0.0000 0.0000 0.0000 1.0000 1.0000 EP
0.5000
0.5833
0.6667
0.7500
0.9167 
1.0000 
0.9167 
0.8333
0.6667
0.5833
0.5000
0.5833
MP
LP 
LP 
LP
ITsWKs&
LP 
LP 
LP 
LP
LP
LP
LP
EP
.SSÉLrfïS
1.0000
1.0000
1.0000
1.0000
EP
EP
EP
EP
EP
EP
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TABLEAU 4.3 MATRICE DES VALEURS POUR LE CONTEXTE C2
ÇÜM
C*»4
CM*
âfiâ
0 1.0000 0.0000 0.0000 0.0000 0.0000
0.5 0.9167 0.0833 0.0000 0.0000 0.0000
1 0.6333 0.1667 0.0000 0.0000 0.0000
1.5 0.7500 0.5500 0.0000 0.0000 0.0000
2.5 0.5833 1.0000
3 0.5000 1.0000
3.5 0.4187 1.0000
4 0.3333 0.6667
0.0000
0.0000
0.0000
0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0,0000 0.0000
0.1087 0.4000
0.0033 0.30000.0000 0,10000.0000 0.0000
0.2000
06500
0.3000
0.3333
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
1.0000
0.9187
0.8333
0.7500
roancf.'PI
1.0000
1.0000
1.0000
0.8867
*0.4000 
0.3000 
0.3000 
0.3333
7.5 0.0000
a 0.0000
8.5 0.0000
9 0.0000
10 0.0000
10.5 0.0000
11 0.0000
11.5 0.0000
12.5 0.0000
13 0.0000
13.5 0.0000
14 0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.7000
0.7500
06000
06000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000 0.5000
0.0000 0.4000
0.0000 0.3000
0.0000 06000
0.0000
0.0000
0.0000
0.1000
0.0000
0.0000
0.0000
0.0000
sS^SSB
0.0000
0.0000
0.0000
0.0000
15 0.0000 0.0000 0.5000 06000 0.0000 0.5000 MP
15.5 0.0000 0.0000 0.1000 0.7000 0.0000 0.7000 LP
16 0.0000 0.0000 0.1000 0.9000 0.0000 0.9000 LP
16.5 0.0000 0.0000 0.1000 1.0000 0.0000 1.0000 LP
17.5 
18
18.5 
19
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.01 
0.0000 0.0000 
0.0000
0,7000
06000
0.3000
0.1000
0.0000
0.0000
0.0833
0.1867
20 0.0000 0,0000
20.5 0.0000 0.0000
21 0.0000 0.0000
21.5 0.0000 0.0000
m esa g r "TdûSSoŒ
22.5 0.0000 0.0000
23 0.0000 0.0000
23.5 0.0000 0.0000
24 0.0000 0.0000
0.0000
0.0000
0.0000
0.0000
TflcÙOQQB
0.00000.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
25 0.0000 0.0000
25.5 0.0000 0.0000
26 0.0000 0.0000
26.5 0.0000 0,0000
27.5 0.0000 0.0000
28 0.0000 0.0000
28,5 0.0000 0.0000
29 0.0000 0.0000
29.5 0.0000 0,0000
30 0.0000 0.0000
0.0000
0.00000.00000,0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.00000.0000
0.0000
0.3333 
0,4167 
0.5000 
0,5833
-<smsrz*.
0.7500 
0.8333 
0.9167 
1.0000 
m m  
1.0000 
1.0000 
1.0000 
1.0000
0.0000 1.0000 1.0000 EP
0.0000 1.0000 1.0000 EP
0.0000 1.0000 1.0000 EP
0.0000 1.0000 1.0000 EP
0.0000 1.0000 1.0000 EP
0.0000 1.0000 1.0000 EP
0.7000
0.7500
0.8000
0.9000
ï.0000
1.0000
0.8333
0.7000
0.5000
0.4000
0.3000
06000
MP
0.7000 
0.5000 
0.3000 
0.1667
"03 
0.3333 
0.4167 
0.5000 
0.5833
0.7500 
0.8333 
0.9167 
1.0000
1.0000 
1.0000 
1.0000 
1.0000
Le tableau 4.2 donne, sous forme de matrice, les valeurs de chaque étiquette floue (cinq au total) 
pour le premier contexte. Les suffixes 1 représentent le premier contexte. L’univers est fragmenté 
par une cadence d’échantillonnage de 0.5 pied, donnant soixante-un cas à évaluer. Pour chaque 
cas, on trouve le maximum des fonctions d’appartenance. La dernière colonne montre l’étiquette 
floue évoquée. Dans le cas d’équivalence des valeurs des fonctions d’appartenance, l’étiquette 
précédente sera choisie d’après le principe de sélection par défaut. Le tableau 4.3 donne les
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valeurs des fonctions d'appartenance dans le deuxième contexte. Les valeurs du premier contexte 
sont modifiées heuristiquement pour former celles du deuxième contexte.
TABLEAU 4.4 MATRICE DES INFÉRENCES POUR CHAQUE CAS
Cas | Valeur | Contexte Étiquette Cas | Valeur | Contexte Etiquette
Cas 1 1.0000 Cl ZE Cas 31 0.5000 C1 MP
Cas 2 0.9167 C1 ZE Cas 32 0.7000 C2 LP
Cas 3 0,8333 C1 ZE Cas 33 0.9000 C2 LP
Cas4 0.7500 Cl ZE Cas 34 1.0000 C2 LP
Cas 5 0.8780 C2 SP Cas 35 0.9000 C2 LP
Cas 6 1.0000 C2 SP Cas 36 0.9167 C1 LP
Cas 7 1.0000 C2 SP Cas 37 1.0000 C1 LP
Cas8 1,0000 C2 SP Cas 38 0.9167 C1 LP
Cas 9 0.6667 C1 SP Cas 39 0.8333 C1 LP
Cas 10 0.7500 Cl SP Cas 40 0.7500 C1 LP
Cas 11 0.8333 C1 SP Cas 41 0,6667 C1 LP
Cas 12 0.9167 C1 SP Cas 42 0,5833 C1 LP
Cas 13 1.0000 C1 SP Cas 43 0,5000 C1 LP
Cas 14 0,9167 Cl SP Cas 44 0,5833 C1 EP
Cas 15 0.8333 C1 SP Cas 45 0,6667 C1 EP
Cas 16 0.7500 C1 SP Cas 46 0,7500 C1 EP
Cas 17 0.7500 C2 MP Cas 47 0,8333 C1 EP
Cas 18 0.8000 C2 MP Cas 48 0,9167 C1 EP
Cas 19 0.9000 C2 MP Cas 49 1,0000 C1 EP
Cas 20 1.0000 C2 MP Cas 50 1,0000 C1 EP
Cas 21 1,0000 C2 MP Cas 51 1,0000 C1 EP
Cas 22 1.0000 C2 MP Cas 52 1,0000 C1 EP
Cas 23 0.8333 Cl MP Cas 53 1,0000 Cl EP
Cas 24 0,9167 Cl MP Cas 54 1,0000 C1 EP
Cas 25 1,0000 C1 MP Cas 55 1,0000 C1 EP
Cas 26 0,9167 Cl MP Cas 56 1,0000 C1 EP
Cas 27 0,8333 Cl MP Cas 57 1,0000 C1 EP
Cas 28 0,7500 C1 MP Cas 58 1,0000 C1 EP
Cas 29 0,6667 Cl MP Cas 59 1,0000 C1 EP
Cas 30 0,5833 Cl MP Cas 60 1,0000 C1 EP
Cas 61 1,0000 C1 EP
Le tableau 4.4 montre le résultat de l’inférence de maximisation pour chaque cas. La colonne 
appelée ‘Valeur’ représente la valeur inférée de la fonction d ’appartenance. La colonne suivante, 
appelée ‘Contexte’, montre dans quel contexte cette valeur a été obtenue. La dernière colonne 
montre l’étiquette inférée.
TABLEAU 4.5 COMPARAISON DES CAS INFÉRÉS ET COURANTS
C1 90% 16%
C2 10% 84%
Finalement, on suppose que le manque de l’information contextuelle est dû à un 
malfonctionnement des senseurs. Donc, le système va (et doit) inférer une meilleure solution. Le 
tableau 4.5 montre les pourcentages de succès de l’inférence. Si, le contexte actuel était le 
premier contexte, dans 90 % des cas inférés, l’étiquette inférée serait la même que l’étiquette du
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premier contexte. De même, dans 84 % des cas, on obtient des étiquettes identiques au contexte 
courant, qui est le deuxième contexte. Ce rapport, quand même assez élevé, démontre le succès 
de l’algorithme choisi.
4-3 Discussion
Malgré sa simplicité structurelle, la SFC est basée sur plusieurs concepts importants de la 
psychologie cognitive, de la théorie de l’information et de la théorie de mémorisation. Cette 
section est consacrée à une courte synthèse de ces notions afin de préciser et de clarifier les 
fondements de la SFC. Ces notions seront examinées sous trois aspects.
4.3.1 Aspect de l’intégrité des connaissances
Les connaissances sont des pièces d’information dans un contexte particulier. Rieger affirme que 
les connaissances ne s’obtiennent jamais en dehors d’un certain contexte. Pendant le processus 
d’apprentissage de l’information dans un contexte particulier, l’information et le contexte 
deviennent inséparables [125].
D’après Marks, il existe deux approches cognitives pour le contexte : la première est l’approche 
réductionniste. Le contexte est l’ensemble des composantes qui couvrent un certain noyau de 
l’information. Cette approche a des implications qui ont déjà été étudiées par la linguistique, en 
ce qui concerne les approches du sens. On prétend que l’information universelle constitue le 
noyau de l’information. Les pièces d’information formant le contexte couvrent ce noyau pour en 
former sa version contextuelle. La deuxième est l’approche de l’intégralité des connaissances. Le 
contexte est un ensemble de composantes inséparables de l’information. Bien qu’on puisse 
exécuter des réductions ou des simplifications, il restera toujours quelques contextes dans 
l’information [108].
*
Figure 4.10 Interaction entre l’information et le contexte
D’après Tiberghien, l’interaction de l’information avec le contexte se poursuit comme suit (figure 
4.10): les deux facteurs réagissent si puissamment qu’il devient impossible de les distinguer après 
le processus A. A est ici un processus hypothétique de traitement de l’information. X  est 
l’information focale et z est l’information contextuelle [159].
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Somme toute, la structure de SFC est une approche d’intégralité cognitive en ce qui concerne 
l’information et son contexte. Toute information est reliée d’abord à son contexte actuel. Le 
contexte devient inséparable de l’information qu’il affecte.
43.2 Aspect de mémorisation
Il existe différents modèles de mémoire dans la littérature, comme la mémoire à long terme [94], 
[131], la mémoire à court terme [56], [65] (mémoire d’où les réactions non complexes 
proviennent), la mémoire de travail [12] (mémoire orientée vers l’exécution cognitive), la 
mémoire transitoire [5], et la mémoire à moyen terme [121] (mémoire démontrant les connexions 
intercouches des RN). En parlant de la mémoire humaine, à part les trois premières, il s’en trouve 
d’autres comme la mémoire sémantique (appelée parfois la mémoire sémiotique [38]), la 
mémoire épisodique et la mémoire procédurale [15].
Dans le cas de la SFC, trois types de mémoire sont importants : la mémoire à long terme, la 
mémoire sémantique et la mémoire épisodique. Fonctionnellement, ces deux dernières font partie 
de la mémoire à long terme de la SFC (H existe des modèles de mémoire à court terme dans 
lesquels ces types de mémoires fonctionnelles sont ajoutés [117], mais ceci n’est généralement 
pas accepté dans la littérature). La nécessité provient des caractéristiques différentes des 
connaissances à sauvegarder dans la mémoire à long terme [56]. Comme Newell l’affirme, il est 
impossible de coder tous les types de connaissances dans un seul type de mémoire [114].
Il est évident qu’une structure modélisant l’effet du contexte sur les connaissances floues 
nécessitera l’existence d’une mémoire à long terme. Dans ce sens, le module des couches 
contextuelles constitue la mémoire à long terme de la SFC. En revanche, la nécessité d’une 
structuration plus élaborée devient également claire à cause des caractéristiques des 
connaissances particulières que l’on veut mémoriser dans la SFC.
La mémoire sémantique est plutôt descriptive. L’information conceptuelle et les définitions de 
type dictionnaire [149] sont sauvegardées. En réalité, la mémorisation des connaissances floues 
est un processus de sauvegarde de l’information descriptive. Par conséquent, une couche 
contextuelle dans le module de mémoire constitue la mémoire sémantique de la SFC.
La mémoire épisodique sert à la sauvegarde de l’information temporelle et/ou séquentielle. Dans 
cette mémoire, l’information constitue l’expérience personnelle. La structure à multiples couches 
forme donc la mémoire épisodique; chaque couche représentant l’information provenant de 
l’expérience personnelle à un temps donné.
4.3.3 Aspect cognitif
Structurellement, SFC est une structure à couches multiples. De ce fait, elle comporte des 
similarités avec la structure à couches multiples de Satur et coll. [133]. En effet, leur notion de 
couches multiples segmente le raisonnement relié à la modélisation des tâches. La structure SFC
62
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
est cependant différente pour la mémorisation des connaissances en utilisant une structure à 
couches multiples, alors que Satur et coll. ont utilisé Fuzzy Cognitive Maps de Kosko ([91]) qui 
est une représentation très limitée des connaissances (l’approche des FCM n’étant qu’une 
représentation de causalité dans les connaissances).
Les modules sont organisés hiérarchiquement, car leur fonctionnalité diffère de l’un à l’autre. 
Certains modules sont dépendants de l’intervention des autres. Les modules sont organisés d’une 
façon fonctionnelle. De ce fait, la structure est totalement cohérente avec les autres modèles 
classiques comme ACT d’Anderson [6] et SOAR de Newell [114]. Elle est cependant différente 
de ces structures par la représentation et l’intégration de l’information du contexte. En outre, la 
structure SFC n’est pas reliée à la performance de la résolution des problèmes ni des tâches.
Grant propose une modularité de l’information en fonction du contexte. Selon l’évolution du 
contexte, l’information change d’aspect. La modularité contextuelle de Grant est également 
valable pour la stratégie de résolution des problèmes et des tâches. Ses modules se retrouvent 
dans chaque problème différent qui devient alors un nouveau contexte [63], [64]. Bien que cette 
proposition de Grant soit conforme aux suggestions de Wittgenstein, à savoir qu’un concept est 
représenté par la totalité de son usage [76], [153], il mentionne toutefois qu’il est difficile de 
valider empiriquement sa proposition, à savoir que les connaissances sont divisées en cellules ou 
en modules qui se regroupent sous l’effet d’un contexte particulier [64]. La modularité 
contextuelle de Grant néglige l’aspect fonctionnel interne des modules. Dans sa proposition, la 
relation entre les modules est en effet fonctionnelle et affectée par la dépendance contextuelle 
[63]. À F interne des modules de l’information, le contexte semble n’avoir aucun effet. Le modèle 
de Grant est un exemple de modélisation cognitive dynamique. Le dynamisme provient de 
l’existence d’une approche cognitive, celle de la fonctionnalité [150]. Comme exemple du 
dynamisme modulaire de l’information, Carlson a, pour sa part, observé des modèles dynamiques 
pour la gestion de la stratégie [25]. Quant à Goto et coll., ils ont proposé un modèle dynamique 
capable d’évaluer les scénarios du comportement général [62]. Cependant, ce type de 
modélisation n’est valable que pour la structuration fonctionnelle des tâches et des problèmes à 
résoudre.
Quant à Belardinelli, ce dernier divise l’approche cognitive en deux sous-disciplines majeures : le 
structuralisme et le fonctionnalisme [14]. Bien que les lignes séparatrices soient floues, au plan 
technique, le fonctionnalisme est basé sur l’utilisation des réseaux de neurones, sans 
conceptualisation structurelle et le structuralisme, sur l’existence de modules cognitifs organisés 
hiérarchiquement. Vue sous cet angle, l’approche de la structure SFC est certainement 
structuraliste.
En psychologie, l’approche du contextualisme est une théorie de relativité [74]. Les observations 
et les expériences se superposent en couches, au moyen des composantes invariantes. De ce point 
de vue, SFC est une approche entièrement contextualiste. Le contexte questionné par cette
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approche n’est pas un problème mathématique (par exemple, la logique) comme chez Gebhart et 
Kruse [59], mais plutôt un problème cognitif.
n  existe deux points de vue en ce qui concerne le développement cognitif [156]. Le premier est 
basé sur l’existence de certains mécanismes internes chez l’homme. Les capacités cognitives sont 
donc intrinsèques. Le deuxième point de vue s’appuie principalement sur l’expérience interactive 
humaine [6], [109]. McClelland et Plunkett mentionnent qu’il est difficile de rejeter totalement 
l’une des deux approches [109]. Takayanagi souligne l’existence des mécanismes cohérents à ces 
deux approches [156]. La structure SFC est conforme à la proposition de Takayanagi. Les deux 
approches sont en effet simulées dans la structure. Certains mécanismes sont utilisés pour le 
contrôle cognitif interne. En outre, l’expérience est simulée par l’apprentissage. Toutefois, 
l’expérience interactive ne reflète pas uniquement l’apprentissage des connaissances, elle tient 
compte également de l’apprentissage des mécanismes internes comme la déduction, etc. Ainsi 
quand la structure SFC acquiert des informations, elle ne fait pas l’apprentissage de mécanismes 
internes puisque dès sa création, ceux-ci font partie d’elle. On peut donc conclure que la structure 
SFC est plus près de la première approche du développement cognitif humain.
4.4 Sommaire
L’intégration de l’effet de contexte à l’information floue nécessite une structuration hiérarchique 
de traitement. La structure de SFC peut répondre à ce besoin. Elle comporte plusieurs 
caractéristiques basées sur des approches psychocognitives comme l’intégration de l’information 
actuelle à l’information contextuelle et le structuralisme au sens de l’existence de modules 
cognitifs ; le structuralisme étant primordial dans la conception d’architectures cognitives 
satisfaisant aux contraintes du comportement humain.
La structure de SFC est composée de modules ayant chacun des responsabilités différentes. Elle 
est flexible, ouverte, modulaire et ses modules sont interdépendants. Un module de couche 
contextuelle simule la mémoire à long terme incluant simultanément les connaissances et 
l’information de contexte : la mémoire sémantique et épisodique. Le module de contexte est un 
simple module d’index servant à retenir l’information des contextes. Le module d’agrégation est 
une sorte de raisonnement qui élabore l’information en provenance de la mémoire à long terme. 
Les modules de l’entrée et de la sortie sont des interfaces à l’extérieur de la structure SFC.
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CHAPITRE 5
DÉRIVÉE DE LA SFC POUR OPTIMISER L’INFÉRENCE FLOUE
Les systèmes flous utilisés dans les applications sont un type contemporain des systèmes experts. 
De la même manière que les systèmes classiques, les systèmes flous souffrent de la grandeur de 
la base des règles (BR) [92]. Cependant, certains algorithmes d'inférence des systèmes experts 
classiques permettent de réduire le volume des inférences dans une grande BR [124], [181]. Ce 
type de traitement est important pour la réduction du temps de réaction du système et de la 
complexité de l’inférence [162].
Un expert humain peut réagir efficacement pendant le contrôle d’un système sans avoir à chaque 
fois à utiliser toutes les règles. Il peut en effet contextualiser la base, ce qui lui permettra de 
sélectionner les règles appropriées au cas qui l’occupe. Cette optimisation est nécessaire à cause 
des capacités limitées de l’homme de mémoriser une grande quantité de règles [8]. Dans le cas 
des machines, même si la mémorisation ne constitue pas une contrainte importante, l’efficacité 
des inférences demeure toutefois une caractéristique souhaitable permettant une plus grande 
optimisation des systèmes experts. Par contre, les mêmes types d'algorithmes d’optimisation ne 
peuvent pas être utilisés dans les systèmes flous. En effet, pour chaque règle et en tout temps, 
l'inférence floue s'effectue dans l’ensemble de la BR [92]. Dans la plupart des applications, le 
volume modeste de la BR ne cause pas de problèmes majeurs aux inférences. En revanche, elle 
peut devenir problématique quand le volume de la BR est plus important.
Dans les applications à venir, les variables que les systèmes flous auront à manipuler, 
augmenteront certainement en quantité. Par conséquent, une augmentation exponentielle dans le 
nombre de règles devient évidente [92]. Pour cette raison, il apparaît important d ’élaborer des 
méthodes et des algorithmes efficaces qui permettront de réduire le nombre de règles et 
d’optimiser la réaction du système flou.
Ce chapitre comporte la description d'une proposition répondant à cet objectif. La méthode est 
basée principalement sur la structure de SFC laquelle a été modifiée afin d'obtenir une structure 
dérivée entièrement consacrée à l’optimisation des inférences dans une BR. La formulation de la 
question se trouve à la section S. 1 et l’approche proposée ainsi que le détail de la structure SCF- 
R, à la section 5.2. La proposition est soutenue par un exemple se trouvant à la section 5.3. La 
section 5.4 comporte une comparaison de la structure avec d’autres approches existantes.
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S.l Le problème : l’explosion exponentielle des règles dans une BR
La conception d’un système flou demande en premier lieu, que le nombre d’entrées nécessaires à 
un contrôle adéquat soit défini. Cette étape est la première qui ait une incidence sur la dimension 
de la BR du système flou. Ensuite, pour chaque entrée et pour la sortie (dans l’hypothèse d’un 
système MISO; Multiple Input Single Output), les étiquettes floues (les valeurs linguistiques) 
doivent également être définies. La quantité de ces étiquettes détermine la fragmentation de 
chaque univers. L’augmentation de cette fragmentation améliore la granulation de l’univers et 
donc la précision du système. Cependant, en pratique, cette amélioration est limitée : l'étiquetage 
de l'univers suggère de ne pas dépasser une limite de 7 (±2) au total [121]. Suivant la 
détermination de ces valeurs, le volume de la BR peut être défini ;
R: IF^ isF , ANDx2isF 2 AND...xnisF„ THENyisG 
*,e{F,
* € f c }" => {f; }* =
•••»
^  € {fJ ' - ^  j f j ' - = F.V.F/-}
y s  {s Y  = .{ ï  }” = { s ',G 2,.Æ-}
Ici, ‘n’ est la dimension des antécédents des règles (la partie IF), que l’on appellera la dimension 
horizontale de la BR; les ‘p,’ (i = l,2,...,/t) sont les dimensions des univers appropriés (que l’on 
appellera la dimension verticale des antécédents), donc le nombre d’étiquettes de chaque univers; 
les ‘F,-’ (/ = l,2,...,n) représentent le nom générique de l’étiquette floue. En ce qui concerne la 
sortie, ‘m’ est la dimension de l’univers de la sortie et ‘G’ forme l’étiquette générique de la sortie. 
Par conséquent, une base de règles pour contrôler un tel système, nécessitera un nombre dan de 
règles équivalant à
dBR=Pi*P2* ... * Pn (5.1)
Pour un système à deux entrées seulement, la première pourvue de cinq étiquettes, et la deuxième 
de quatre, par exemple, daR est égal à 20. Un système à cinq entrées (p; = 4, p2 -  9, pj = 5,p4 = 7, 
ps= 3) nécessitera 3,780 règles. Si on exige des dimensions égales pour chaque antécédent (p/ = 
P2 = -  Pn = k ), on obtient une dimension k à la puissance n (daR = k" ). Si on augmente la 
dimension horizontale fia valeur n) de la base par l’ajout d’une autre entrée, (ou l’ajout d’une 
autre dimension au vecteur d’entrée) ayant le même nombre d’étiquettes floues, on obtient kn+I 
([daR = k" * k = k"+I). Ce fait s’appelle l’explosion exponentielle de la dimension des antécédents 
[34], [92].
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Le problème d’un tel système réside d’abord dans sa conception. Il devient difficile de bien 
maîtriser les variables d’entrée et de sortie lorsque la dimension augmente. Par exemple, il peut 
s’y trouver des cas laissés vides (ceux où la conséquence, la partie THEN de la règle n’est pas 
donnée), où la stabilité du système sera mise en péril. Par ailleurs, la réponse en temps réel peut 
être affectée. Le concepteur doit toujours tenir compte de ces restrictions. Ceci constitue une 
limitation à la conception des applications floues plus complexes. C’est pourquoi la conception, 
la validation et la vérification de la consistance d’une base de règles floues nécessitent des 
approches intelligentes pour réduire le nombre total des règles qui la constitue. Il faut trouver des 
façons de réduire le nombre total des règles utilisées dans l’inférence sans perdre la résolution 
fine du système [162].
La section suivante propose une telle structure, laquelle est une version modifiée et réduite de la 
SFC proposée au chapitre précédent. Cette nouvelle structure appelée SFC-R (SFC Réduite), dont 
l’accent porte sur le module des couches contextuelles, ne contient pas tous les modules de la 
version originale.
5.2 La structure SFC-R
Module de sélection 
du contexte
IF...THEN...
IF...THEN...
4>
••eo
Figure 5.1 La Structure SFC-R
Pour résoudre le problème de l’explosion du nombre de règles que comporte un système à grande 
échelle, la structure SFC a été modifiée et simplifiée afin de contribuer à diminuer et/ou à 
éliminer certains traitements dans l’inférence floue. Dans la structure SFC-R, les couches de 
connaissances sont définies comme des couches contextuelles. La SFC-R est en réalité une 
version simplifiée de la SFC et est utilisée pour la décomposition réductrice de la base de règles 
d’un système flou. La décomposition de SFC-R est une réduction de la dimension du vecteur
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d’entrée. On choisit l’une des dimensions de ce vecteur qu’on suppose être le contexte courant du 
système. Chaque étiquette floue devient un contexte particulier dans lequel le reste du système 
réagit de la même manière. Au moment de l’inférence pour le raisonnement, cette structure 
poursuit une inférence sélective. Seul, le contexte approprié est activé faisant en sorte que c’est 
l’information de ce contexte qui sera traitée, diminuant ainsi le temps de traitement de 
l’inférence. La contextualisation peut se faire par une entrée, la plus ‘non floue’. D’une manière 
heuristique, la fonction la moins floue veut dire la fonction dont la forme ressemble le plus à une 
fonction discrète (fonction de fenêtre, fonction en forme de rectangle ou de carré).
Dans le cas d’une variable non floue, la décomposition se fait facilement Chaque étiquette de 
cette variable devient l’index de sélection des couches contextuelles. Par exemple, une 
composante non floue ayant 3 étiquettes représentées par des fonctions rectangulaires est une 
candidate idéale à la décomposition. Ces trois étiquettes deviendront les index des couches 
contextuelles. Le cas d’une variable floue n’est non plus problématique mais il nécessite une 
stratégie de sélection plus élaborée. Dans un univers, une entrée ne peut évoquer simultanément 
que q étiquettes floues. Dans la plupart des cas, q étant égal à deux, seulement deux couches 
seront activées au lieu de tous les contextes. Pour résoudre le conflit provoqué par l’évocation 
simultanée de deux contextes, une stratégie de sélection doit être utilisée. L’une des possibilités 
consiste à sélectionner la couche contextuelle ayant la plus grande valeur d’appartenance.
Soit la BR donnée par la règle générique suivante ;
R(') : IF xi is Fypl AND ... AND x„ is F„pn THEN y is G1
l signifie ici la dimension totale de la BR, les pi (i=l,..,n) signifient les dimensions verticales de 
chaque étiquette floue (il ne faut pas oublier que / = p l * p2 *..* pn). On doit d’abord choisir laièlDG
variable qui sera contextualisée. Par exemple, on prend la n variable et on forme la structure 
SFC-R par cette variable linguistique. Chaque plate-forme contextuelle représente l’une des 
valeurs linguistiques de la variable linguistique.
C(;) : R(') : IF jc, is Fypl AND ... AND x„.i is F ^ " '1 THEN y is G1
C(2) : R(') : IF jci is Fypl AND ... AND is F„.ipn'y THEN y is G1
C D  : RÔ : IF x, is Fip/ AND... AND xn., is F„.,pn / THEN y is G1
En éliminant la n'4"* variable, on construit les plates-formes contextuelles, CW) à C(P") . Dans cette 
structure, le module de sélection du contexte décidera quelle couche contextuelle sera activée 
pour une inférence convenable afin de contrôler le système.
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La structure SFC-R permet d’obtenir une diminution de la dimension horizontale des règles 
floues en donnant à la variable exclue les caractéristiques de l’index des contextes. En outre, il est 
possible d’augmenter la granulation des univers et d’utiliser un nombre important d’entrées et de 
sorties sans être limité par la performance du système flou. On peut également lui ajouter une 
(des) variable(s) non floue(s), ouvrant ainsi la voie à de nouveaux champs d’applications. Ainsi, 
la possibilité d’intégrer des variables qui ne sont pas naturellement ordonnées (conditions 
routières; sèche, mouillée, enneigée) s’en trouve-t-elle élargie. La modélisation floue de ces 
variables devient vraiment problématique dans les applications de la logique floue. Il est 
également possible d’intégrer/fusionner les deux approches de base de connaissances : l’approche 
floue et l’approche classique (par exemple, la possibilité d’utiliser des variables discrètes comme 
des index de contexte et donc de former un arbre de décision semi-discret, semi-flou).
En ce qui concerne les inconvénients, l’entrée est restreinte à être singleton même si en pratique, 
la plupart des entrées utilisées dans un système flou sont des singletons. Cependant, cet 
inconvénient ne devrait pas causer trop de problèmes au concepteur. Un deuxième inconvénient, 
en parlant de la contextualisation d’une variable floue, réside dans l’obligation de définir et 
d’utiliser une stratégie de sélection des couches contextuelles. Par défaut, on utilise l’opérateur 
min. Dans les deux systèmes, original et réduit, la contribution de cette variable ne s’effectue pas 
de la même manière et il se peut qu’une perte de précision se produise dans le comportement 
global du système.
5 3  Validation
Pour valider la structure SFC-R, on utilisera l’exemple d’un système de contrôle de conduite 
automatique d’une voiture, l’objectif étant de contextualiser les règles ad hoc de la conduite. Le 
système comporte trois entrées et une seule sortie. Les entrées sont formées par les variables 
Pente, Courbe et Con_Rt . L’information propre à ces entrées provient des senseurs dont les 
détails techniques ne sont pas donnés. La sortie est un signal relatif pour le système 
d’accélération de la conduite automatique : l’accélération ou la décélération s’effectue en 
fonction de l’information obtenue de la sortie.
La première entrée représentée par la variable Pente (figure S.2) consiste en cinq fonctions 
d’appartenance : { BF-, PP-, NOP, PP+, BF+ }, BF- signifiant pente négative importante 
(descente); PP-, peu de pente négative (descente); NOP, pas de pente; PP+, peu de pente positive 
(montée); BF+, pente positive importante (montée). L’univers est limité à l’intervalle [-45°,45°], 
signifiant l’angle existant entre la route et l’horizontale universelle.
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Figure 5.2 L’univers et les fonctions d’appartenance pour la variable Pente
La deuxième entrée représentée par la variable Courbe (figure 5.3) signifie le degré de l’angle 
existant entre la normale de la route et la normale du virage et elle consiste en trois fonctions 
d’appartenance: { CN, CR, CD }, CN signifiant la courbe négligeable; CR, la courbe 
raisonnable; CD, la courbe dangereuse (CD). Cet angle peut varier de 0° à 90° .
CN CR CD1
'J
10 30 40 50  50 70 30 90
Figure 5.3 L’univers et les fonctions d’appartenance pour la variable Courbe
La troisième entrée représentée par la variable Cont_Rt (figure 5.4) signifie les conditions 
routières et consiste en quatre fonctions d’appartenance : {Sec, Mouillé, Glacé, Enneigé}.
Sec Mcnilte
0.5 ■
0 0.2 0.3 0.40.1 0.5 0.6 0.7 0.8 0.9 1
Figure 5.4 L’univers et les fonctions d’appartenance pour la variable ContJRt
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Enfin, la sortie représentée par la variable Sig_Vitesse (figure 5.5) signifie un signal relatif à 
envoyer au système d'accélération. La variable consiste en neuf fonctions d’appartenance : {TTL, 
TL, L, PTL, M, PTV, V, TV, TTV}, TTL signifiant Très très lent), TL(Très lent), L (Lent), PTL 
(Pas très lent), M (Moyen), PTV (Pas très vite), V (Vite), TV (Très Vite), TTV (Très très vite).
PTVTU PTV TV TV
0.5
0 0.4 0.5 0.6 0.90.2 0.3 0.7 0.8 10.1
Figure 5.5 L’univers et les fonctions d’appartenance pour la variable Sig_Vitesse
Le tableau 5.1 donne les règles de la base reliées à la conduite de la voiture. Les connaissances 
utilisées sont des connaissances procédurales (IF-THEN) créées d’une manière heuristique basée 
sur des expériences personnelles. Par conséquent, ces connaissances peuvent varier d’un individu 
à l’autre.
TABLEAU 5.1 BASE DE RÈGLES DU SYSTÈME FLOU.
If (Pente is BF-) and (Courbe is CN) and (C onjtt is Sec) then (Sig_Vitesse is TV)
If (Fente is PP-) and (Combe is CN) and (C onjtt is Sec) tben (Sig_Vitesse is TTV)
If (Fente is NOP) and (Courbe is CN) and (C onjtt is Sec) then (Sig_Vitesse is TTV)
If (Fente is PPf) and (Courte is CN) and (C onjtt is Sec) tben (Sig_Vhesse is TTV)
If (Pente is BFf) and (Courte isCN) and (C onjtt is Sec) then (Sig_Vitesse is TV)
If (Fente is BF-) and (Courte is CR) and (C onjtt is Sec) then (Si(_Vitesse is V)
If (Fente is PP-) and (Courte is CR) and (C onjtt is Sec) then (Sig_Vitesse is TV)
If (Pente is NOP) and (Courte is CR) and (C onjtt is Sec) then (Sig_Vitesse is TV)
If (Fente is PFf) and (Courte is CR) and (C onjtt is Sec) then (Sig_Vitesse is TV)
If (Fente is BFf ) and (Courte is CR) and (C onjtt is Sec) then (Sig.Vitesse is V)
If (Fente is BF-) and (Courte is CD) and (C onjtt is Sec) then (Sig.Vitesse is M)
If (Fente is PP-) and (Courte is CD) and (C onjtt is Sec) then (Sig_Vitesse is PTV)
If (Fente is NOP) and (Courte is CD) and (COnJlt is Sec) then (Sig_Vitesse is V)
If (Fente is PPf) and (Courte is CD) and (C onjtt is Sec) then (Sig_Vitesse is PTV)
If (Pente is BFf) and (Courte is CD) and (C onjtt is Sec) then (Sif_Vitesse is M)
If (Fente is BF-) and (Courte is CN) and (C onjtt is Mouille) then (Sig_Vitesse is PTV)
If (Fente is FF-) and (Courte is CN) and (C onjtt is Mouille) then (Sig.Vitesse is V)
If (Fente is NOP) and (Coiobe is CN) and (C onjtt is Mouille) then (Si*_Vitesse is TTV)
If (Pente is PPf) and (Courte is CN) and (C onjtt is Mouille) then (SifcVitesse is V)
If (Fente is BFf) and (Courte is CN) and (C onjtt is Mouille) then (Sig_Vitesse ù PTV)
If (Fente is BF-) and (Courte is CR) and (C onjtt is Mouille) tben (Sig. Vitesse is M)
If (Fente is PP-) and (Courte is CR) and (C onjtt is Mouille) then (Sig_Vitesse is PTV)
If (Fente is NOP) and (Courte is CR) and (C bnjtl is Mouille) then (Sig_Vitesse is PTV)
If (Pente is PPf) and (Courte is CR) and (C onjtt is Mouille) then (Sig_Vitesse is PTV)
If (Fente is BFf) and (Courte is CR) and (C onjtt is Mouille) then (Sig_Vitesse is L) (1 )
If (Fente is BF-) and (Courte is CD) and (C onjtt is Mouille) then (Sig_Vitesse is PTL) (1)
If (Fente is PP-) and (Courte is CD) and (C onjtt is Mouille) then (Sig_Vitesse is PTV) (I )
If (Fente is NOP) and (Courte is CD) and (C onjtt is Mouille) then (Sif-Vitesse is PTV) ( I )
If (Pente is PPf) and (Courte is CD) and (C onjtt is Mouille) then (Sig.Vitesse is M) (I )
If (Pente is BFf) and (Courte is CD) and (C onjtt is Mouille) then (Sig.Vitesse is M) (1 )
If (Fente is BF-) and (Courte is CN) and (C onjtt is Glace) then (Sig_Vitesse is TL)
If (Fente is PP-) and (Courte is CN) and (C onjtt is Glace) then (Sig_Vitesse is L)
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If (Pente is NOP) and (Combe is CN) and (ConJU is Glace) tben (Sif_Vitesse is L)
If (Pente is PP+) and (Courbe is CN) and (ConJU is Glace) tben (Sig_Vitesse is TL)
If (Pente is BF*) and (Courbe is CN) and (ConJU is Glace) tben (Sia_Vitesse is TTL)
If (Pente isBF) and (Combe isCR) and (ConJU is Glace) tben (Sif_Vitesse is TL)
If (Fente is PP-) and (Combe is CR) and (ConJU is Glace) then (Sia_Vitesse is TL)
If (Pente is NOP) and (Combe is CR) and (Conjlt is Glace) tben (Sit_Vitesse is L)
If (Pente is PP+) and (Courbe is CR) and (Conjtt is Glace) tben (Sia_Vitesse is TTL)
If (Pente is BFf ) and (Combe is CR) and (Coojtt is Glace) then (SifJVitesse is TTL)
If (FeneisBF) and (Combe is CD) and (ConJU is Glace) then (Sif_Vitesse is TTL)
If(PeoeisPP-) and (Combe is CD) and (ConJU is Glace) then (Sii_Vitesæ is TTL)
If (Pente is NOP) and (Combe is CD) and (Conjtt is Glace) then (SifJVitesse is TL)
If (Pente is PPf) and (Combe is CD) and (Conjtt is Glace) then (Sif_Viaesse is TTL)
If (Peine is BF*) and (Combe is CD) and (Coojlt is Glace) then (Sif_Viiesie is TTL)
If (Pente is BF-) and (Combe is CN) and (Conjtt is Enneiae) then (Sif_Vitesse il PTL)
If (Fente is PP-) and (Combe is CN) and (Coojlt is Enneiie) then (Sif_Vitesse is M)
If (Peine is NOP) and (Combe is CN) and (Conjlt is Enneige) then (SifJVitesse is M)
If (Pente is PPf) and (Combe is CN) and (Conjtt is Enneiae) then (Sif_Vitesse is PTL)
If (Pense is BFf) and (Combe is CN) and (Conjtt is Enneiae) then (Sif_Vitesse is L)
If (Pente is BF) and (Combe is CR) and (COnJtt is Enneiae) then (Sif_Vitesse is L)
If (Pente is PP-) and (Combe is CR) and (Conjtt is Enneiae) then (Sif_Vitesse is PTL)
If (Pente is NOP) and (Combe is CR) and (Conjtt is Enneiae) then (Sif_Viteise is PTL)
If (Pente is PPf) and (Combe is CR) and (Conjlt is Enneiae) then (Sif_Vitesse is L)
If (Pente is BFf) and (Combe is CR) and (COnJtt is Enneiae) then (Sif_Vitesse is TL)
If (Pente is BF) and (Combe is CD) and (ConJU is Enneiae) then (Sif_Vitesse is TL)
If (Pente is PP.) and (Combe is CD) and (ConJU is Enneiae) then (Sif_Vitesse is L)
If (Pente is NOP) and (Combe is CD) and (ConJU is Enneiae) then (Sif_Vitesse is L)
If (Fente is PPf ) and (Combe is CD) and (ConJU is Enneiae) then (Sif_Vitesse is TL)
If (Pente is BFf) and (COmbe is CD) and (ConJU is Enneiae) then (Sif_Viiesse is TTL)
Le nombre de règles dans cette base est de soixante (4br = pi * P2 * P3 -  5 * 3 * 4  = 60). La figure 
5.6 illustre la surface de contrôle de ce système. On utilise seulement deux entrées pour former la 
surface de contrôle (C onjtt étant égal à une valeur fixe, 0.5).
Courbe Pente
Figure 5.6 La surface de contrôle du système 
Si on effectue la contextualisation au moyen de SFC_R, la procédure suivante sera adoptée ; 
On choisit la variable la moins floue afin de décomposer plus facilement le système flou. La 
variable linguistique Cont_Rt est la moins floue. Comment parvient-on à définir ce caractère ?
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Malgré qu’il soit difficile de définir une méthode mathématique, le choix devient facile s’il est 
basé sur l’heuristique. Une fonction est moins floue si sa forme ressemble à un rectangle ou à un 
carré (donc une fonction représentant un ensemble classique) et que les chevauchements aux 
intersections sont négligeables. Dans l’exemple, cette variable satisfait ces conditions et constitue 
donc une bonne candidate à être contextualisée et manipulée comme variable de contexte. En 
outre, les variables naturellement non ordonnées sont les meilleures candidates pour ce processus, 
ce qui est également le cas pour cette variable. On définit cette variable comme la variable de 
contexte. La variable de contexte dans cet exemple devient la condition routière;
Ci : Sec, C2 : Mouillé, Çj : Glacé, C4 '■ Enneigé 
On définit la nouvelle structure réduite dont la variable choisie se trouve exclue (figure 5.7).
Module de décision 
de contexte
Cf. Soc
Cf. Glacé
Figure 5.7 La structure réduite du système de conduite automatique
Dans les figures suivantes (5.8,5.9, 5.10, 5.11), on peut observer quatre surfaces de contrôle pour 
chaque contexte.
Courbe
Figure 5.8 Le comportement du système dans le contexte Sec
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Courbe 40 ”  Pente
Figure 5.9 Le comportement du système dans le contexte Mouillé
Courbe
Figure 5.10 Le comportement du système dans le contexte Glacé
Courbe
Figure 5.11 Le comportement du système dans le contexte Enneigé
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Que permet d’obtenir une telle approche ? D’abord, une diminution du nombre total des règles 
que l’on doit consulter pendant l’inférence. Dans l’exemple donné, au lieu d’avoir à chaque fois 
soixante règles à consulter, on n’en a que quinze. En réalité, il n’est pas question d’éliminer 
certaines règles de la base mais plutôt de les regrouper contextuellement de sorte qu’on puisse les 
consulter uniquement quand le contexte l’exige ; le rapport de diminution du volume étant relié 
au nombre total des étiquettes de la variable contextualisée. Dans l’exemple, ce rapport est de 
4:1. Dans une base assez volumineuse, ce rapport deviendra très satisfaisant (par exemple, ISO 
règles au lieu de 600).
En ce qui concerne les inconvénients, une opération d’index doit être ajoutée à l’inférence. Le 
système doit d ’abord choisir le contexte afin de référer à ses connaissances procédurales. Par 
ailleurs, la contextualisation n’est pas possible pour chaque base ; elle dépend de la forme des 
fonctions d’appartenance.
Un autre inconvénient réside dans la perte des régions de transition entre les fonctions 
d’appartenance pendant la contextualisation, n  peut y avoir des cas où cette élimination entraîne 
des effets secondaires comme par exemple, des changements importants pour la sortie.
5.4 Discussion
La structure SFC-R est une version réduite de la structure SFC. À part les caractéristiques non 
héritées de SFC, il existe une différence majeure entre les deux en ce qui concerne le type de 
mémorisation de la mémoire à long terme. On parle de l’existence de trois types de mémoire à 
long terme : la mémoire sémantique, la mémoire épisodique et la mémoire procédurale [149]. 
Ainsi, la mémorisation de SFC utilise la mémoire sémantique et la mémoire épisodique alors que 
la SFC-R utilise la mémoire procédurale au lieu de la mémoire sémantique. La raison en est que 
dans la SFC-R, ce sont les procédures de type IF-THEN qui sont mémorisées sur une couche 
contextuelle et non la description sémantique des concepts flous.
Dans la littérature, il existe plusieurs méthodes d’optimisation des inférences, soit par 
l’élimination des règles, soit par l’utilisation des algorithmes. Par exemple, le Look-Up Table 
d’Abdelnour et coll. qui élimine les règles répétitives dans une BR en utilisant une FAM à trois 
dimensions [1] ; ou encore, la méthode de Song et coll. qui, au moyen d’une FAM, tente 
d’éliminer une fonction d’appartenance relativement peu importante pouvant être représentée par 
une fonction voisine [148]; ou encore la méthode de Hung et Benito qui utilise la table de 
Kamaugh pour diminuer le nombre total des règles [75]; ou encore la méthode d’évaluation 
logique des règles [129]; ou encore la méthode de Bosc et Pivert qui utilise une hiérarchisation 
des règles au moyen des coefficients [18]; ou encore celle de Chen utilisant des degrés de 
confiance pour chaque règle [30]; ou celle de Koczy et Hirota qui utilise la coupe alpha (une
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limite qui découpe la fonction d’appartenance horizontalement) comme le coefficient de 
confiance [87].
Contrairement aux autres approches, la SFC-R est conçue pour des BR à grande échelle, com m e 
l’approche de Combs [34]. Un processus d’optimisation des inférences peut ne pas être très 
significatif pour des BR modestes, du fait que l’inférence, ayant un caractère plutôt parallèle, peut 
être exécutée avec du matériel spécifique existant sur le marché [92], [99]. Par contre, une 
optimisation peut être significative quand la dimension de la BR augmente (ceci est valable pour 
tous les systèmes à base de règles [134], et non seulement pour les systèmes flous). En la 
comparant à l’approche de Combs, la SFC-R est moins exigeante en ce qui concerne les 
conditions initiales (comme la fragmentation équivalente des univers des entrées, la monotonie 
exigée des fonctions d'entrées [7], [174]).
g^Sflmmaire
Pendant la conception d’un système flou, un des problèmes rencontrés est l ’explosion 
exponentielle du nombre des règles IF-THEN de la base de règles. L’ajout d’entrées au système 
courant amène une charge importante au processus d’inférence en augmentant la dimension de la 
base.
Une version simplifiée de la SFC, la SFC-R est proposée pour résoudre ce problème. La méthode 
est basée sur la restructuration de la base en utilisant un des antécédents comme pointeur d’index. 
De cette manière, l’inférence s’effectue dans une base réduite. L’amélioration acheminée par 
l’utilisation de la SFC-R se fait en fonction du nombre de fonctions d’appartenance existant dans 
l’univers de l’antécédent choisi.
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CONCLUSION
La notion de contexte constitue un aspect important des connaissances floues. La dépendance 
contextuelle affecte en effet, l'interprétation de ces connaissances. L'hypothèse de départ 
consistait à démontrer que l’absence de modélisation du contexte empêche la création 
d’applications nouvelles dans le domaine de la logique floue.
De façon générale, l’analyse du problème a permis de constater que l’étude de l’effet du contexte 
est multidisciplinaire. Cet aspect a entraîné la nécessité de consulter plusieurs disciplines 
scientifiques, entre autres, la psychologie cognitive, la linguistique, la pragmatique, la théorie de 
l’information etc... La synthèse de ces recherches interdisciplinaires a servi à identifier les aspects 
importants de la notion du contexte, ce qui a permis de proposer un modèle complet du flou 
contextuel.
De toute évidence, les connaissances dans un contexte particulier sont des connaissances 
intégrées à ce contexte; ce dernier faisant partie des connaissances qu’il attribue. Le contexte est 
donc une composante inséparable des connaissances floues. En effet, les connaissances et le 
contexte sont indissociables : on obtient une connaissance dans un certain contexte. La même 
information dans un contexte différent devient une nouvelle connaissance dans un nouveau 
contexte.
De même, il apparaît évident que la dépendance contextuelle possède un caractère épisodique. 
C’est l’expérience qui apprend qu’une connaissance est interprétée différemment selon le 
contexte dans lequel elle se trouve. Sans l’effet épisodique, ces différences ne seraient pas 
mémorisées.
La structure SFC est la conséquence de cette position puisqu'elle est une structure cognitive qui 
modélise l’effet contextuel sur les connaissances floues. Il n’y a aucun doute que la structure 
proposée comble une niche importante dans la conception des applications mobiles qui, 
actuellement, ne tiennent pas assez compte des changements du contexte.
La structure proposée est structurelle, plusieurs études de la psychologie cognitive ayant insisté 
sur la nécessité de l’existence des structures cognitives chez l’homme. Elle est composée de 
modules internes qui modélisent un comportement cognitif propre. L’un des plus importants de 
ces modules est constitué par la structure des couches contextuelles dans lesquelles l’information 
reliée aux connaissances et au contexte est mémorisée. Chaque couche contextuelle signifie un 
contexte dans lequel les connaissances sont mémorisées. Ces couches constituent la mémoire à 
long terme de la structure SFC. En la comparant aux autres mémoires proposées dans la
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littérature, la mémoire de SFC intègre deux mémoires dans une même structure. Chaque couche 
contextuelle constitue la mémoire sémantique dans laquelle l’information descriptive est 
sauvegardée. Les niveaux des couches constituent la mémoire épisodique, puisque les mêmes 
connaissances sous différentes conditions de contexte y sont mémorisées.
Un dérivé à fonctionnalité réduite relié à l’approche de la structure SFC est également proposé. 
Cette nouvelle version appelée SFC-R est applicable aux systèmes flous dans le but de réduire la 
dimension de la base de règles et d’optimiser ainsi l’inférence totale du système.
Compte tenu des limites de la recherche, certains sujets reliés n’ont pas été abordés. Par exemple, 
la structure SFC pourrait être renforcée par un apprentissage non supervisé lors de recherches 
futures reliées à ces propositions. Actuellement, l’apprentissage est contrôlé par le concepteur ou 
l’utilisateur. On s’aperçoit en effet, du raffinement des connaissances d’un expert sur le processus 
de contrôle si on compare les deux types d’apprentissage [103]. De ce fait, l’apprentissage 
automatique pourrait faire l’objet d’une recherche quant à son intégration à la structure SFC. 
L’intégration des réseaux neuronaux plus robustes que les mémoires associatives constitue un 
nouveau champ à étudier en profondeur.
Le module d’agrégation comporte trois types d’algorithme dont deux sont mis en oeuvre. 
Cependant, une étude empirique du dernier algorithme, la superimposition des couches 
contextuelles pourrait être menée dans le but d’améliorer le comportement de ce module.
Dans le même module, la résolution du conflit est basée sur la sélection de la couche contextuelle 
par défaut. Dans le domaine des systèmes experts (ainsi que des systèmes experts flous, 
[29],[168]), certaines stratégies de résolution du conflit sont déjà proposées. Dans les recherches 
futures, il serait intéressant d’intégrer une stratégie adaptée à la SFC, comme par exemple, celle 
d’attribuer des valeurs linguistiques ou des valeurs numériques de confiance aux couches 
contextuelles.
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ANNEXE 1
LA LOGIQUE FLOUE
L’objectif de cette section est de donner au lecteur un aperçu de la logique floue, des 
modificateurs linguistiques et du système flou. Cette partie n’a pas été intégrée à la thèse pour la 
raison suivante : en tentant d’expliquer la base de la logique floue, on se serait trop éloigné du 
sujet. Par ailleurs, le traitement à part de cette section a permis de fournir les exemples illustrant 
les explications, ce qui aurait été difficile à inclure dans le texte même de la thèse.
1. Définitions
La logique floue est un système mathématique basé sur une logique à multiples variables. En ce 
sens, la logique floue est différente de la logique classique : le monde ne consiste pas uniquement 
en ‘0’ et *1’, il contient également toutes les valeurs entre ces deux bornes.
D’où vient la nécessité d’un tel système ? Si l’on examine le paradoxe de l’homme chauve, il est 
difficile de définir un état dans lequel cet homme se dit tout d’un coup chauve à la suite d’un état 
dans lequel il ne l’était pas réellement. Les outils de la logique classique restent incapables de 
résoudre les problèmes que l’on peut facilement rencontrer dans la vie quotidienne. Ce que la 
logique classique rend est un monde en noir et blanc, négligeant tous les tons de gris se trouvant 
entre ces deux extrêmes. La logique floue donne la capacité de représenter les tons de gris.
vieuxjeune
40 60
Années
adulte»
vieux
0.5
adulte
o 80 10020 6040
Années
Figure A l.l La comparaison des ensembles classiques et flous
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Dans l’exemple de la fragmentation de l’univers des années, on a trois ensembles classiques : 
jeune, adulte et vieux étant bien séparés l’un de l’autre (figure A l.l). Au sens des ensembles 
classiques, cette situation n’est pas irrationnelle. Est-il juste de dire que l’ensemble des jeunes est 
bien séparé de l’ensemble des adultes par un point défini, par exemple 30 ans ? Existe-t-il 
réellement une séparation abrupte entre ces ensembles ? Ainsi, est-il raisonnable de dire que 
l’individu qui a 29 ans est jeune et que celui qui a 30 ans est déjà adulte ? 0 serait sans doute plus 
raisonnable de dire que l’individu de 29 ans est jeune, mais qu’on peut aussi l’appeler adulte à un 
certain degré. Ces régions de transition devraient donc être interprétées d’une autre manière afin 
de ne pas altérer la réalité. La logique floue permet d’interpréter ces régions de transition.
Le format de représentation de l’appartenance aux ensembles que l’on utilise plus bas est la 
représentation utilisée dans la théorie des ensembles flous. On montre d’abord un ensemble 
classique (la première ligne) et puis un ensemble flou (la deuxième ligne) pour faciliter la 
comparaison. Dans les nombres d’appartenance, le nombre du bas représente l’âge, donc 
l’élément de l’univers qui démontrera son appartenance à l’ensemble. Le nombre du haut 
représente l’appartenance de cet élément.
• ensemble classique : jeune = 1/0 + 1/1 + 1/2 + 1/3 +......1/29 + 0/30 +0/31 +..... +0/100
• ensemble flou : jeune -  1/0 + 1/1 + 1/2 + 1/3 +.....0.8/29 + 0.6/30 + 0.4/31 +.....+0/100
Le terme jeune forme un ensemble flou composé de tous les éléments de l’univers ayant chacun 
une appartenance différente. Pour fin de simplification, l’appartenance ‘0’ n’est pas démontrée en 
général. Les valeurs d’appartenance peuvent être présentées par une fonction que l’on appelle la 
fonction d’appartenance démontrée par Mjeuneix). Le terme jeune est la valeur linguistique de la 
variable linguistique Âge. Une variable linguistique est une variable de la logique floue qui prend 
des valeurs linguistiques au lieu de valeurs numériques. Par exemple, Âge est une variable 
linguistique qui peut avoir des valeurs comme jeune, adulte ou vieux. En parlant de la valeur 
linguistique, le terme linguistique ou l’étiquette floue sont également utilisés. L’univers pour la 
variable linguistique Âge est l’intervalle [0,100]. n reste à identifier les trois fonctions que l’on 
appelle les fonctions d’appartenance. Dans l’équation A l.l, on donne seulement la fonction 
d’appartenance pour la valeur linguistique jeune.
termes vagues, ü a défini plusieurs opérateurs sur les ensembles flous tels que la concentration, la 
dilatation, l’intensification, la normalisation [184].
Pjeune(“ ) =  M (Je u n e ) (Al.l)
2. M odificateurs L inguistiques
Zadeh a étudié certains éléments du langage naturel, comme les modificateurs affectant les
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Concentrator. concentrer la fonction d’appartenance.
CON(x) = U2a(x)
Dilator : dilater la fonction d’appartenance.
(A 1.2)
□LA
DIL(x) = i ï 2(x) (Al.3)
Complex intensificator : concentrer la fonction d’appartenance par un effet ressemblant à la lettre 
S.
CTA
CI (x) =
[ l - 2 [ l - / /A(x)]2, 
Normalizer : normaliser les valeurs.
0 < fJA(x) < 0.5 
0.5 < / / a (x )< 1
(A 1.4)
NORM (A) = p A(x)l Supfj (x) (Al.5)
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On se sert des modificateurs simples pour étudier provisoirement les effets des modificateurs 
complexes sur les concepts naturels. Pour les modificateurs complexes comme Sort_of, il existe 
une combinaison d’autres modificateurs simples. Pour définir Sort_of, on utilise les opérateurs 
[184].
VERY(A) s  CON(A) (A1.6)
Sort_of(A) s  NORM[-,CON\A) n  DIL(A)] ( A U )
Et en utilisant les modificateurs eux-mêmes,
Sort_of(A) — NORM[more _or _less(A)but _not _very _very(A)] (A1.8)
L’exemple suivant aidera à concrétiser le fonctionnement de ces modificateurs linguistiques. Soit 
A, la variable linguistique Beautiful. A est défini dans l’univers de trois femmes, comme ce qui 
suit;
A = 0.6/Julie + 0.8/Jeanne + 0.6/Laila
On définit que Jeanne est une bonne candidate pour représenter le terme flou Beautiful, 
puisqu’elle a la plus grande appartenance à la catégorie Beautiful. Par les opérateurs, on obtient;
DIL (A) = 0.77/Julie + 0.9/Jeanne + 0.77/Laila
CON (A) = 0.36/Julie + 0.64/Jeanne + 0.36/Laila
NORM (A) = 0.75/Julie + l/Jeanne + 0.75/Laila
Very Beautiful = 0.36/Julie + 0.64/Jeanne + 0.36/Laila
Sort_of Beautiful = l/Julie + 0.76/Jeanne + 1/Laila
Ce qui signifie que Jeanne est toujours la plus belle puisqu’elle a le plus grand degré 
d’appartenance au concept modifié Very Beautiful. Son appartenance à cette catégorie est 
cependant devenue un peu moindre. Dans cet exemple, les autres femmes ne sont pas ‘très 
belles’. Mais elles deviennent des candidates idéales pour la catégorie Sort_of Beautiful, alors que 
Jeanne n’en fait plus partie.
Malgré l’existence d’un certain mécanisme de parallélisme au niveau cognitif (associer du 
parallélisme entre les objets pour mieux les mémoriser), la modélisation des modificateurs par 
ces opérateurs mathématiques est tout à fait tentative, comme l’affirme Zadeh [184]. Leur 
acceptation à grande échelle (validité universelle) n’est jamais confirmée et leur modélisation ne
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constitue qu’un processus de fixation d’une approximation malgré la variété de sens que Very 
peut assumer dans différents contextes.
Pour conclure, une remarque sur les modificateurs complexes s’impose. Ce type de modificateurs 
est en effet rarement analysé en détail, étant difficile à modéliser empiriquement. De plus, selon 
Lakoff, les modificateurs complexes commencent à perdre leur sens naturel [97]. De ce fait, on 
peut discuter du degré d’appartenance de Jeanne par rapport au sous-ensemble flou Sort_of 
Beautiful, de l’exemple : Jeanne est Beautiful et elle est en même temps - presque - Sort_of 
Beautiful. La complexité comporte donc le risque de s’éloigner de l’intuition naturelle du 
langage. Bien que la modélisation des modificateurs complexes puisse être simulée d’une façon 
raisonnablement effective mais non naturelle, cette approche devient une métareprésentation d’un 
langage formel non naturel. À part les modélisations réalisées par Zadeh, une algèbre de 
modificateurs linguistiques a été créée par Ho et Wechler [72], [73]. Leur conclusion [73] est 
suffisante pour souligner l’exagération d’une utilisation excessive d’une algèbre de ce type bien 
qu’ils croient à l’existence d’une évolution dans le langage naturel (qui est absolument 
raisonnable). Ils prétendent qu’une évolution vers un niveau de capacité cognitif où l’on trouve 
trois ou quatre modificateurs en cascade pourrait être justifiable. Les résultats de leur approche 
apportent plusieurs parallélismes à la grammaire transformationnelle de Chomsky [124], [149]. 
Dans son étude de la linguistique syntaxique, Chomsky avait proposé cette grammaire sous la 
prémisse qu’il existe une compétence idéale du langage, différente de la compétence actuelle 
linguistique [124], [181].
3. Système Flou
Fuzzification D éfuzzification
B ase de règles
M oteu r 
d ’inférence flou
Figure A 1.2 Système flou
Un système flou comporte quatre modules importants dont les descriptions et les fonctionnalités 
sont différentes : l’entrée qui traite le processus de fuzzification, la sortie qui traite la 
défuzzification, la base de règles et le système d’inférence (figure A1.2). Ces modules réagissent 
d’une façon indépendante (sauf le module du moteur d’inférence) pour produire le bon
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fonctionnement du système flou. Les dimensions des couches d’entrée et de sortie délimitent la 
grandeur de la base de règles [98], [111], [169]. L’entrée x du système est définie dans l’univers 
U qui est inclus dans K1 (A 1.9). La sortie y  est définie dans l’univers V inclut dans R (A l.10).
x e U ,  U <zRn (A1.9)
y e V ,  V c z R  (A1.10)
U est l’univers de discours pour l’entrée x. V est l’univers de discours pour la sortie y. 
L’unidimensionalité de la sortie n’est qu’une simplification du système. Une sortie à dimensions 
multiples peut toujours être conçue. Le cas multidimensionnel à l’entrée est générique. Quand les 
dimensions des univers de l’entrée et de sortie augmentent, le nombre de règles dans la base de 
règles augmente proportionnellement (comme cas général, d’une manière exponentielle, [92]).
Il transforme un point précis x en un ensemble flou A. Cette opération comporte deux choix. Le 
premier est le cas où l’ensemble flou A est un singleton flou. Le support de cet ensemble dans 
l’univers U contient seulement x ;
//A(x') = l, pour x  = x
Ma(•*') = 0, pour x ' * x (A l.11)
La fuzzification ‘singleton’ est celle qui est la plus fréquemment utilisée dans la littérature. Le 
deuxième choix est l’utilisation d’un ensemble flou A dont le maximum est obtenu quand x’= x . 
Par exemple, A est une fonction triangulaire ou gaussienne. On privilégie ce choix si on sait qu’il 
y a du bruit dans x [91].
L a défiizwffeartftn ■
Il sert à déduire une réponse non floue pour pouvoir l’utiliser dans un système quelconque. Il 
existe plusieurs méthodes de défuzzification dans la littérature. Les trois les plus utilisées sont les 
suivantes :
La méthode de maximum : ce n’est qu’une simple opération de maximisation dans laquelle on 
choisit la valeur maximum atteinte à la sortie.
La méthode de la moyenne des maximums (MOM) : c’est l’opération de la moyenne 
arithmétique des valeurs maximums obtenues à la sortie de chaque fonction d’appartenance.
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La méthode du centre des surfaces (COA), dite méthode du centroïde : c’est la méthode du calcul 
du centre de gravité de la sortie. Les fonctions obtenues à la sortie sont utilisées pour le calcul de 
cette gravité. Cette méthode est la plus largement utilisée en pratique [98], [99].
La base de règles :
La base de règles est une collection de règles floues de type IF-THEN. La partie IF peut contenir 
plusieurs variables que l’on appelle les antécédents de la règle.
R(/) : IFXj estF^ AND ... AND xn est Fn 1 : THEN y est G 1 (A l.12)
Z= l,2,...,m,
x = ( x i , e Uety  e  V sont les entrées et la sortie du système. Et F/ (i = 1,2,...,n) et G 1 sont 
les étiquettes floues représentant les ensembles flous: le nom d’un ensemble flou s’appelle 
l’étiquette de cet ensemble.
Dans le cas où on a ‘y € V c R 1” ', qui veut dire qu’on a plusieurs sorties contrôlées, on préfère 
diminuer la dimension jusqu’à une seule variable à la sortie, en augmentant le nombre de règles 
dans la base, par la décomposition en équivalence logique. Donc, une règle à multiples sorties ;
R(/) : IFx. est F .; AND ... AND x est F 1 :i l  n n
THEN y, est G, *, y2 est g /  , . . . ,  ym est g J  
se décomposera en une série de règles (au nombre ‘m’);
R(/1) : DFx est F. 1 AND ... AND x est F * : THEN y. est G. 1i l  n n • ' i l
R(/2):IF x  estF.* AND... ANDx estF 1 : THEN y. est G, 1i l  n n J 2 2
R(/m) : IFx. e stF / AND ... ANDx est F„ * : THEN y estGi l  n n •' m m
Ceci est la décomposition d’un système à plusieurs entrées -  plusieurs sorties (MIMO) en un 
groupe de systèmes à plusieurs entrées -  une seule sortie (MISO) [98], [99]. De même que la 
décomposition de MIMO à MISO, on peut décomposer les multiples antécédents d’une règle. On 
obtient alors plusieurs règles simples qui vont juxtaposer leur effet sur la même sortie.
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L’inférence :
Ce module est la partie où l’on traite l’information à l’entrée au moyen de règles R(° (/ = 
l,2,...,m) qui se trouvent dans la base de règles. Chaque règle floue IF-THEN définit une 
implication floue qui est un ensemble flou dans le produit cartésien Uj x C/2 x..x Un \ V \
R(0 = F*, x F 2 x  x F*n - » G '  (A l.13)
Si on suppose que
F*i x F<2  x  x Fin=A et G' = B, alors;
R(0 : A —
Le mode de raisonnement peut être basé sur le modus ponens généralisé (GMP) ou le modus 
tollens généralisé (GMT). Le GMP est un processus dirigé par les données. Le GMT est utilisé en 
chaînage arrière. Ces deux modes de raisonnement sont généralisés pour la logique floue. Par 
exemple, le GMP se lit comme suit ;
x  est A’
Si x  est A, alors y est B
Conclusion ; y est 5 '
Donc l’inférence est définie comme ce qui suit ;
B ’= A ’ 0  R (GMP) (Al. 14)
A '=  R ° f i ’ (GMT) (A l.15)
A’ et B ’ sont des ensembles flous et R est l’implication (la relation) floue. L’opérateur 0 est 
appelé l’opérateur compositionnel de ‘sup-star’ dans le cas de GMP et ‘inf-star1 dans le cas de 
GMT. L’opérateur 'star' consiste en plusieurs opérateurs différents comme min, produit
algébrique, produit borné,...(dans le cas de GMP) ou max, somme algébrique, somme
disjointe,...(dans le cas de GMT). L’opérateur min est celui le plus utilisé. La composition ‘sup- 
star’ peut être donnée comme suit;
Soit R et S deux relations floues définies dans U x V et V x W. La composition R 0 S est une 
relation floue donnée par
R 0 S = {[(«,w), supv(j*r(u,v)* /r/v.w)) ], usU, v<=V, weW) (A l. 16)
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APPENDICE 1
COMPORTEMENT DES BAM CONTINUES
Les figures suivantes ont été ajoutées afin de démontrer le comportement typique des BAM 
continues en fonction du coefficient X. Dans les huit exemples, les figures de gauche montrent le 
nombre d’itérations par rapport à X. Pour l’étude de la symétrie, le coefficient X a été choisi dans 
un intervalle [-b, +b], b étant une valeur quelconque suffisamment grande. Dans les exemples, 
l’intervalle était en général [-10,+10].
Les figures de droite illustrent le comportement de la fonction d’énergie par rapport à X, pour 
chaque cas donné à gauche. Ce qu’il est important de retenir est qu’il existe toujours une zone de 
transition où aucun changement n’est observable. Cette zone est définie par la valeur structurelle 
de X, que l’on peut trouver empiriquement chaque fois qu’un réseau BAM termine son 
apprentissage.
MO
120
100
-K
5C-
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APPENDICE 2
QUELQUES NOTES SUR L’ENVIRONNEMENT INFORMATIQUE
Toutes les recherches (évaluations, tests, etc.) effectuées dans cette thèse sont écrites pour 
l’environnement informatique de Matlab. Les systèmes d’exploitation sont Windows NT 4.0 et 
SunUnix System V. La version 4.21 à 16 bits de Matlab a été utilisée pour l’ensemble de la 
recherche et la version 5.1 à 32 bits, uniquement vers la fin, à cause de délais imposés par la 
soumission de cette nouvelle version sur le marché. Il faut avouer que l’exécution d’un logiciel 
préemptif (qui ne laisse pas le contrôle de l’exécution au système d’exploitation) comme Matlab 
4.21 sous Windows 95, peut causer des problèmes comme la perte de contrôle du processus 
quand Matlab exécute plusieurs instructions d’itérations. Il est fortement conseillé d’utiliser un 
système d’exploitation puissant, comme Windows NT ou UNIX.
Matlab constitue un outil important et très efficace pour les recherches scientifiques, même s’il 
comporte certains points faibles structurels dont on doit tenir compte. Q devient en effet très lent 
quand on exécute des itérations. Malgré sa puissance et sa rapidité pour plusieurs opérations 
mathématiques (vectorielles et matricielles), les processus itératifs deviennent littéralement des 
cauchemars pour le noyau de Matlab. Dans la documentation de Matlab, on suggère fortement de 
ne pas utiliser des itérations à grand nombre. Cependant cette limitation cause des problèmes 
durant l’apprentissage d’un réseau de neurones si on veut utiliser Matlab comme environnement 
de développement. Pour cette raison, on a utilisé le langage C dans l’étude de certains 
comportements complexes des réseaux de neurones artificiels. L’absence d’opérations 
matricielles à trois dimensions ou plus exactement, l’impossibilité de créer des matrices à trois 
dimensions (ou à dimension n > 3 ) constitue un autre point faible de Matlab entraînant un grand 
nombre de restrictions si on veut évaluer, par exemple, la tendance des pondérations dynamiques 
ou la convergence d’un réseau. Particulièrement, dans la recherche de la tendance des BAM, cette 
impossibilité a été, à plusieurs reprises, très contraignante et on a dû créer des alternatives 
malheureusement non raffinées. Par ailleurs, un autre point faible réside dans l’impossibilité 
d’adressage dynamique des variables et des structures mixtes. Le problème de l’absence de la 
troisième dimension a été éliminé dans la nouvelle version, cependant, les scripts de Matlab pour 
la recherche de la tendance des BAM ont été effectués avant la sortie de cette version.
Matlab constitue, malgré ces inconvénients, un outil très puissant pour les recherches 
scientifiques, en tenant compte de ses avantages et de ses limitations.
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