In this series of three papers, we generalize the derivation of dual photons and monopoles by Polyakov, and Banks, Myerson and Kogut, to obtain gluon-monopole representations of SU(2) lattice gauge theory. The papers take three different representations as their starting points: the representation as a BF Yang-Mills theory, the spin foam representation and the plaquette representation. The subsequent derivations are based on semiclassical weak-coupling expansions.
Introduction
The analysis of QCD and its low-energy physics is one of the major challenges of present-day theoretical physics (for a review, see e.g. [1] ). The main difficulty lies in the fact that many of the relevant phenomena happen at distance scales where the effective coupling is large and perturbative techniques cease to be applicable. Thus, it becomes necessary to devise non-perturbative methods that can predict the effective physics at these scales.
So far lattice simulations are the most successful tool in this regime: they provide a wealth of data, and become more and more accurate as computation power increases. The drawback is that the data in itself do not explain the underlying physical mechanisms. Therefore, it is also essential to have analytic derivations that produce models of confinement, chiral symmetry breaking and other phenomena, and can be compared with the lattice data.
In the third paper, our result is obtained by extending an earlier work by Borisenko, Voloshin and Faber [33] . In that case, the analogy with the photon-monopole representation is most direct, and it suggests a possible way to generalize Polyakov's derivation of confinement to pure SU(2) gauge theory. In order to do so, we need to make a heuristic assumption on the monopole self-energy. Based on that, we can repeat Polyakov's arguments and arrive at a non-vanishing string tension for the Wilson loop in the representation j = 1/2.
In this paper, we start from the BF Yang-Mills representation in d dimensions, where d ≥ 2. By this we mean that we cast the SU(2) lattice gauge theory in a form that can be regarded as a lattice version of BF Yang-Mills theory [34] . Due to the compactness of SU (2) , the lengths |B| of the B-field are restricted to discrete half-integer values. By applying the Poisson summation formula, we can trade this discreteness for a continuous variable and a discrete monopole variable. After making a semiclassical expansion in the connection, we obtain a constraint that is analogous to the abelian Gauss constraint. Solving the constraint yields the dual gluon degrees of freedom.
In all three papers, the derivations involve semiclassical weak-coupling expansions. It remains to be checked if these semiclassical methods lead to reliable approximations, as in Polyakov's work for U(1) and d = 3, or if there occur problems due to higher-order corrections.
The paper is organized as follows: in sec. 2, we review the derivation of the photonmonopole representation along the lines of Banks et al. In sec. 3, we set the conventions for SU(2) lattice gauge theory and briefly review its representations. Section 4 describes the rewriting as a lattice BF Yang-Mills theory. The main result is presented in section 5, where we derive the representation in terms of dual gluons and monopole-like excitations. In the final section, we summarize what we found, and compare the results of all three papers.
Notation and conventions
κ denotes a d-dimensional hypercubic lattice of side length L with periodic boundary conditions. The lattice constant is a. Depending on the context, we use abstract or index notation to denote oriented cells of κ: in the abstract notation, vertices, edges, faces and cubes are written as v, e, f and c respectively. In the index notation, we write x, (xµ), (xµν), (xµνρ) etc. Correspondingly, we have two notations for chains. Since the lattice is finite, we can identify chains and cochains. As usual, ∂, d and * designate the boundary, coboundary and Hodge dual operator respectively. Forward and backward derivative are defined by
whereμ is the unit vector in the µ-direction. The lattice Laplacian reads
For a given unit vector u =μ and a 1-chain J xµ , we define
Color indices are denoted by a, b, c, . . . We employ units in which = c = 1 and a = 1. For some quantities, the a-dependence is indicated explicitly.
2 U(1) lattice gauge theory U(1) lattice gauge theory can be cast in a number of equivalent representations: they differ in their configuration variable(s), and can be transformed among each other by using three types of mathematical manipulations (see Fig. 1 The original definition is that in terms of the gauge potential-or angle variable-θ. An expansion of the action into gauge-invariant basis functions (a.k.a. characters) leads to a firstorder formulation, where both angle and charge variables are present. The charge variables are described by a 2-chain l on the lattice, or equivalently, by a (d − 2)-chain n on the dual lattice κ * . Integration over the connection yields a sum over charges n that is constrained by the Bianchi identity dn = 0. This is the abelian counterpart of the spin foam representation in SU(2) [35] , so one might call it a charge foam representation. When we solve the constraint we arrive at a Z gauge theory on κ * whose gauge potential is a (d − 3)-form k. By going through analogous steps, now starting from the Z gauge theory, we can close the circle and arrive again at the original U(1) lattice gauge theory. On this circle, the charge foam representation is the dual counterpart of the so-called plaquette representation [], in which the variable is the field strength ω, subject to the Bianchi constraint dω = 0. There is a seventh, very important representation that lies outside of this circular scheme and can be derived by applying the Poisson summation formula to the Z gauge theory: the representation in terms of dual photons and monopoles. It was first obtained by Polyakov using semiclassical expansions [6, 7] , and then derived exactly by Banks, Myerson & Kogut [8] . The photon-monopole representation allows for an analytic computation of the static potential between charges, and provides a direct explanation for confined and deconfined phases of the theory. For suitable values of the dimension and coupling, the monopoles condense between the charges and thereby create a confining potential between them. This is a realization of the dual Meissner effect [36, 37] .
In this section, we review the derivation of the photon-monopole representation for dimension d = 3. There are essentially two pathways for this transformation:
(A) via the charge foam representation (along the right side of Fig. 1), (B) via the plaquette representation (along the left side of Fig. 1 ).
In both cases the transformation involves two parts:
1. solving the Bianchi constraint or expanding the constraint delta in basis functions, 2. applying the Poisson summation formula, so that the discrete variable is replaced by a continuous and a discrete variable.
If one follows path A one can interchange the order of the two steps: one can solve the Bianchi constraint first and then use the Poisson summation formula, or vice versa, and either way the result is the same. This will be somewhat different when we attempt the generalization to SU (2) . In this article (paper I) and in paper II, we will try to generalize strategy A to SU (2) : in that context, we do not know how to solve the constraint while having discrete variables, so we will be forced to apply the Poisson summation formula first and then solve the constraint. This leads to a certain disadvantage in the final result, because the analogy to U(1) will be less direct.
The situation is better in paper III, where we use a non-abelian generalization of strategy B that was proposed by Borisenko, Voloshin and Faber [33] : there we are able to replace the Bianchi constraint first and apply the Poisson summation formula afterwards. As a result, the formulas will stand in very close analogy to the photon-monopole representation of U(1). We will discuss these issues of order in more detail at the end of this paper.
In this section, we review the derivation for U(1) along pathway A. To facilitate the comparison with what we do later in this and the second paper, we will employ the Poisson summation formula first and solve the constraint afterwards. A mathematically rigorous proof is given in Guth's paper [10] . We also recommend the review in ref. [38] . The derivation of type B can be found in section 3.1 of ref. [33] .
Let κ be the hypercubic lattice of dimension d = 3. In the original formulation, the expectation value of a Wilson loop C of charge q ∈ Z is defined by a path integral over the connection θ:
W C denotes the holonomy along C in the fundemental representation. The trace of W C in the representation q produces the second term in the exponent, with the current defined by
S xµν is the plaquette action and depends on the field strength
Field-independent constants are omitted, when they drop out in expectation values. The expansion into characters is most easily done if we use the Villain (or heat kernel) action (for details, see [39] ). In that case, the expansion yields
Here, the inverse temperature β is related to the gauge coupling via
After integrating over the connection we obtain
a sum over 2-chains l that is constrained by the condition * d * l = ∂l = J. The spin foam representation is the analogue of (9) for non-abelian gauge groups. By applying the Poisson summation formula we trade the discrete sum over charges by an integral and a sum over integer-valued 2-chains m:
This leads us to
The constraint ∂b = J
has the general solution
where ϕ is a 0-chain on κ * and b a particular inhomogeneous solution. In index notation, the solution reads
The particular solution can be obtained from any oriented surface S that is bounded by C:
Alternatively, we can fix it by the formula
Note that b xµν is integer-valued, since J xµ is.
Using (14), we turn the constrained sum over b into an unconstrained sum over ϕ:
In the path integral over ϕ zero momentum modes are excluded: otherwise we would have an overcounting, since ϕ and ϕ + c give the same b-field. The term 2πi b m can be discarded, because b is integer-valued. Under the sum we have
or more abstractly
Since m enters only via * dm, we can replace the sum over 2-chains m on κ by a sum over integer-valued 0-chains on κ * , which we call again m. We also set
Thus we obtain
Next we factor off the Coulomb interaction between the currents: this can be done by making the change of variables
and using the identity
The result is
This is the representation in terms of dual photons and monopoles: ϕ plays the role of the photons and the m's describe monopole charges. ϕ has 1 degree of freedom per point, corresponding to the 1 physical degree of freedom of a photon in dimension 3. It is referred to as a dual photon field, since it originates from the gauge potential of the Z gauge theory, which is dual to the original U(1) gauge theory. The dual photons mediate three types of interactions: the Coulomb interaction between the currents which we already factored off, a Coulomb interaction between the monopoles, and a current-monopole interaction. This can be seen explicitly if we perform the Gaussian integration over ϕ. It gives the so-called Coulomb gas representation:
xy J yµ (25) Note that this does not mean that there exist magnetic charges in U(1) lattice gauge theory and that the Bianchi identity is violated. By construction, the lattice version of the Bianchi identity is always satisfied and in that sense monopoles do not exist in the theory. What the derivation shows is rather that one can compute expectation values as if the system was a gas of dual photons and monopoles.
SU(2) lattice Yang-Mills theory
In this section, we set our conventions for SU(2) lattice Yang-Mills theory, and briefly describe the present knowledge about its representations. For the properties of the lattice κ, see the end of the introduction. We assume that d ≥ 2.
The partition function of d-dimensional SU(2) lattice gauge theory is defined by a path integral over SU(2)-valued edge (or link) variables U xµ :
The plaquette (or face) action S xµν depends on the holonomy (27) around the plaquette. As in the previous section, we will use the heat kernel action [39] : let us write group elements as exponentiations of Lie algebra elements, i.e.
where σ a , a = 1, 2, 3, are the Pauli matrices and |θ xµ |, |ω xµν | < 2π. Then, the heat kernel action is given by
The coupling factor β is related to the gauge coupling g via Similarly as for U(1), the SU(2) lattice gauge theory can be cast into equivalent representations that involve different degrees of freedom. We presently know of three such representations (see Fig. 2 ): a first-order representation, which can be viewed as a lattice version of BF Yang-Mills theory, the spin foam representation and the plaquette representation. The first two representations exist in any dimension d ≥ 2, while the latter has been only constructed in 3 dimensions so far. The plaquette representation is obtained by taking the holonomies W xµν around faces as the basic variables, subject to a non-abelian counterpart of the Bianchi constraint [40, 41, 33] . The first-order representation results from an expansion of plaquette actions into characters and has two sets of variables: the original edge variables U xµ , and spin assignments j xµν to plaquettes. As in the abelian case, we can perform an exact integration over the edge variables: it yields a sum over so-called spin foams-configurations that consist of assignments of spins j xµν and intertwiners I xµ to plaquettes and edges respectively 3 [44, 45, 35, 46] . Spin foams are subject to constraints which may be regarded as non-abelian generalizations of the Bianchi constraint dn = 0 (see Fig. 1 ). It is not clear if the diagram of Fig. 2 can be extended to a full "duality" circle as for U(1): the non-abelian analogues of the remaining U(1) representations are not known, nor if such analogues exist at all. Most importantly, we do not have an equivalent for the photonmonopole representation in which confinement could be derived analytically for SU(2) (or other non-abelian gauge groups). In the three papers of this series we approach this problem from three angles: we use semiclassical expansions to derive gluon-monopole representations from the BF Yang-Mills representation, from the spin foam representation, and from the plaquette representation.
SU(2) lattice Yang-Mills theory as a lattice BF Yang-Mills theory
In the present paper, we start from a representation of lattice gauge theory that we call the BF Yang-Mills representation. At the classical level, BF Yang-Mills theory is a certain deformation of BF theory and equivalent to Yang-Mills theory. It has been demonstrated that BFYM and YM theory are equivalent at the quantum level, when quantized perturbatively in the continuum [34, 47, 48, 49] .
With the help of the Kirillov trace formula, we can relate these theories also non-perturbatively on the lattice. To our knowledge, this has not been pointed out in the literature so far, so we explain it in this section.
We want to consider the low-coupling regime, that is, β ≫ 1. After expanding the plaquette actions into characters, the partition function (26) takes the following form:
This is the non-abelian analogue of the first-order representation (7) . By using the Kirillov trace formula [50] , we can rewrite (31) in such a way that it appears like a BF Yang-Mills theory on a lattice. According to the Kirillov trace formula, the character is equal to an integral over unit vectors n in R 3 :
Since β is large, spins are only weakly damped in (31) . Therefore, spins are typically large, and we make the approximations
We also omit any field-independent factors that would drop out in expectation values. Thus, we get
Observe that this is the SU(2) analogue of equation (7) for U(1). We can think of the sum over j's and integrals over n's as an integral over vectors
in su(2) whose length is restricted to half-integer values. The path integral becomes
In the exponent repeated indices are summed over. A gauge transformation λ on the connection implies a rotation of the Lie algebra element ω xµν and can be compensated by a corresponding rotation of b xµν :
R 1 stands for the adjoint representation. Therefore, in the representation (36), we can view gauge symmetry as a symmetry that involves both the connection and the b-field. If we define the dual form
the action takes the form
In the naive continuum limit, we have
and the action approaches
a discrete version of the continuum action of BF Yang-Mills theory. This shows that in the representation (36) the lattice Yang-Mills theory can be viewed as a lattice version of BF Yang-Mills theory, where the lengths of the B's are restricted to be discrete. The discreteness of lengths arises from the discrete set of character functions, and that is, in turn, a consequence of the compactness of SU (2) . So altogether the compactness of SU(2) manifests itself in two ways in (36) : the compact range of the group variables U xµ , and the discrete lengths of the b xµν -variables.
Let us now introduce a source. Consider a Wilson loop C in the representation j. We choose an arbitrary starting point x 0 in the Wilson loop and order the edges of κ that coincide with it, following the orientation of the loop: e 1 = (x 1 , µ 1 ) , . . . , e n = (x n , µ n ). The holonomy around C is given by
where s i = 1 if e i goes in the direction of C and otherwise s i = −1. The expectation value of the Wilson loop is
As in eq. (28), we express holonomies in terms of Lie algebra elements:
i θ a i σ a /2 , and
By going through the same steps that led to (49), we obtain
Gauge-equivalent configurations are related by
Representation as dual gluons and monopole-like excitations
In the abelian case confinement is an effect of the compact group topology and cannot be derived within a purely perturbative scheme. For SU(2) a central question is therefore the following: how can we perform an analytic computation of the quark potential that takes proper account of the compactness of the gauge group? In the derivation of the photon-monopole representation by Banks et al. the group variables are integrated out. After this, the compactness of U(1) resides in the discreteness of the charge variables l. By application of the Poisson summation formula, the discreteness is traded in for monopole degrees of freedom.
In this paper, we want to do something similar: in the lattice BF Yang-Mills theory, the compactness of the gauge group is reflected by the compact range of the group variables and the discrete lengths of the b-vectors. One possibility would be to integrate out the group variables as for U(1)-leading to the spin foam representation-and then to attempt a computation. This avenue is pursued in the companion paper II.
Here, we take the following strategy: we decompactify the connection variables θ xµ , expand the action to linear order and integrate over θ xµ . By decompactifying the connection we lose one of the two ways in which the compactness of SU(2) enters in the path integral. We do not lose the discreteness of b, however, and hope that this can preserve the relevant effects of the compactness. As in the case of U(1), we exchange the discreteness for additional, monopole-like degrees of freedom.
The integration over θ xµ leads to a constraint in the path integral. We do not know how to solve this constraint as long as the b-variables have discrete lengths. For this reason, we have to apply the Poisson summation formula before performing the integration: that way b is replaced by two new variables-a b-variable with continuous values and a discrete monopole variable. For the continuous b, the constraint can be solved and gives rise to the dual gluon degrees of freedom.
This fixes the structure of the derivation: 
Poisson summation formula
A short calculation shows that we can apply the Poisson summation formula in a similar fashion as in the abelian case: 
With this the path integral (45) becomes
In the term containing m xµν , the repeated indices µ and ν are only summed over the pairs µ < ν.
Semiclassical approximation
In the case of U(1) the integration over the connection variables leads to a simple constraint. For SU(2) the connection can be also integrated out exactly, but the resulting constraint is complicated. Here, we will integrate only after expanding in the connection to linear order, and that will give us a simple constraint of the abelian type. (There is another argument that would lead to the same: a stationary phase approximation
where A ′ and B ′ are the stationary points of the BF + source part of the action.) In the following, it is always understood that we apply the same manipulations in Z, although we don't write that explicitly. For the expansion, we use a BCH formula for n-fold products of group variables [51] . If we write holonomies as in eq. (44), the BCH formula implies that
Here, Ω i is a Lie algebra element whose first terms read
+ . . .
Further terms are given by higher order commutators. We also have to expand the factors in front of the exponential, namely
By combining (51) and (55) we get
Let us define the source current
After collecting all factors and expanding in θ xµ , we get the exponent
We keep only the linear part, decompactify θ xµ and integrate over it. Thus, we obtain the constraint
The path integral becomes
From here on we proceed similarly as for U (1): the general solution to the constraint is
or in index notation
ϕ is an R 3 -valued (d − 3)-chain on κ * and b is a particular solution of the inhomogeneous equation. We fix the latter as
Three dimensions
In dimension d = 3 equation (63) reads
Up to a constant, ϕ is determined by b and b. We replace the constrained integral over b-fields by an unconstrained integral over ϕ:
For notational convenience we switched from 2-chains b and m to 1-chains on κ * , i.e.
Similarly as in section 2, we factor off the Coulomb interaction between the currents. By a change of variables
we obtain
Four dimensions
In d = 4 equation (63) takes the form
We can consider ϕ xµ as a gauge potential for a dual field strength
ϕ xµ is not uniquely determined by b xµν and b xµν . To remove that ambiguity, we impose a gauge condition, say, the axial gauge
Then, we go from the constrained path integral to an unconstrained path-integral over the gauge-fixed gauge potential:
The Roman index i takes the values 2, 3, 4. In the last term of the exponent the indices µ and ν are only summed over pairs µ < ν. Again, we factor off the Coulomb potential: this time we use that for u =1
and get
Dual gluons and monopole-like excitations
We propose (70) and (76) as a non-abelian generalization of the photon-monopole representation (24) at weak coupling. Recall that the field ϕ in (24) is interpreted as a dual photon field that mediates the interaction between currents, between currents and monopoles, and among monopoles themselves. The term "dual" refers to the fact that it originates from the gauge potential of the Z gauge theory, which is dual to the original U(1) gauge theory. Similarly, we interpret the field ϕ in (70) and (76) as a dual gluon field:
• ϕ mediates the Coulomb interaction
The latter agrees roughly 4 with the tree-level result of standard perturbation theory: there one would have [52, 53] 
• ϕ has 3 degrees of freedom per point, which agrees with the fact that in 3 dimensions we have 1 physical degree of freedom per gluon and altogether 3 gluons for SU(2).
The m xµν -variables are the analogues of the m xµν 's in eq. (11) . We refer to these degrees of freedom as monopole-like excitations. The analogy with U (1) is not complete, however, since we cannot go from 2-chains m xµν to 0-chains m x , as we did for U(1). We will discuss this further in the final section.
Summary and discussion

Summary of results
In this paper, we have derived a gluon-monopole representation for SU(2) lattice gauge theory in dimension d ≥ 2. We propose it as a generalization of the photon-monopole representation of Polyakov [6, 7] and Banks et al. [8] .
We started by rewriting the SU(2) lattice Yang-Mills theory as a BF Yang-Mills theory on the lattice. Then, we transformed the expectation value of a Wilson loop in several steps to a path integral over a dual gluon field and monopole-like variables. This was done by using the Poisson summation formula, a semiclassical expansion and by solving an abelianized Gauss constraint.
The gluon-monopole action reproduces roughly the tree-level Coulomb interaction one would get from a purely perturbative treatment. It includes also a coupling between monopoles, dual gluons and current, which can be seen as a non-perturbative contribution. The coupling is similar to that for U(1), but nonlinear.
In the two other papers of this series, we arrive at similar representations by starting from the 3-dimensional spin foam representation and the 3-dimensional plaquette representation respectively. We will now discuss the results from all three papers and compare them with each other.
Discussion of paper I, II and III
Let us list the path integrals of the gluon-monopole representation from paper I, II and III for 3 dimensions 5 . For comparison, we also include the photon-monopole representation: U(1) lattice gauge theory:
BF Yang-Mills representation:
Spin foam representation:
Plaquette representation:
5 Only paper I dealt with general dimension d ≥ 2. The explicit formula for d = 4 is given in equation (76).
In each case, we have a path integral over an R 3 -valued scalar field ϕ which plays the role of the dual gluons. There are furthermore discrete sums over monopole variables which are given by integer-valued 0-chains m x , 1-chains m xµ , or 2-chainsm xµν , depending on the formula 6 . There is also an integral over a unit vector n in R 3 . The 1-chain C describes the location of the Wilson loop and j is its spin. For (I) and (III), we use the definitions J
and b
while in (II) we have the same with j + 1/2 replaced by j. Both the current J and b depend on n. For the definition of (u · ∇) −1 , see sec. 1.
What are the differences in these results, and what are their respective advantages and disadvantages?
The derivation from the BF Yang-Mills representation has the advantage that it applies to any dimension d ≥ 2. Since it involves a decompactification, one might be worried that it wipes out all non-perturbative information about the group topology. This does not seem to be the case, however, since the result is quite similar to (II) which arose from the spin foam representation: there the connection was not decompactified at all and integrated out exactly. That we did not lose too much can be explained as follows. In the lattice BF YangMills theory the compactness is encoded in two ways: in the compact range of the group variables, and in the discrete lengths of the B-vectors. By decompactifiying we lost one piece of information, but the discreteness of the B-field was preserved.
When deriving the gluon-monopole representation from spin foams, we had to use a number of heuristic arguments to account for the effect of the Wilson loop. The Wilson loop enters through 9j-symbols in the amplitude, and for the 9j-symbols we do not have any asymptotic formulas so far. For a more precise derivation, we would need to know how the 9j-symbols behave when all spins are large except the one from the Wilson loop. Perhaps one could obtain this by similar techniques as in the case of 6j-and 10j-symbols [54, 55, 56] .
When comparing the representations (I) and (III) with (II), we note a peculiar difference in the source current: in (I) and (III) it has the length j + 1/2 in su(2)≃ R 3 , while we get a length j in paper II. As a result, we have a Coulomb interaction
for (I) and (III), compared to
in (II). Obviously, the first formula gives the wrong offset for the j-dependence: it creates a potential for j = 0 when there should not be any. The mismatch can be explained as follows: in both paper I and III, the current enters through the Kirillov trace formula for spin j, and then we use semiclassical integrations over connection and field strength variables respectively. If we set j to zero from the start and never use the Kirillov formula, both calculations give the right Coulomb energy-namely zero. The error arises when we apply the Kirillov formula, integrate semiclassically, and set j = 0 in the end. Then, the calculation is not precise enough to reproduce the zero effect of the trace. In paper II, on the other hand, the link variables were integrated out exactly, and j = 0 yields V JJ = 0, as it should.
Another peculiar difference appears when we compare the monopole coupling in all four representations: consider the coupling term of U(1),
and the one from (III),
and (I):
Between U(1) and (III) the only difference is the appearance of the modulus for the R 3 -valued quantities. The structure is different for (I), where the derivative resides within the modulus and the monopole variable is a 1-chain, not a 0-chain. We already alluded to this on page 5: in the derivation of the representation (I), we have to apply the Poisson formula before solving the constraint, and not afterwards. As a result, the monopole variables appear as 1-chains. In the abelian case, the ordering does not matter, as we can go from 1-chains to 0-chains by "pulling" the derivative onto the monopole variable:
The second term on the left drops out, since b xµ is integer-valued. The modulus in (I) prevents us from carrying out the same step in the non-abelian case. For these reasons, the representation (III) bears the most direct analogy with the photonmonopole representation. Based on this analogy, we proposed a way to generalize Polyakov's derivation of confinement to the non-abelian case. For that, we needed an additional, heuristic assumption on the self-energy of the monopoles. It has to be checked if this is correct, and if the derivation of the string tension can be completed. Since it applies to weak coupling, it is very different from the method of Karabali, Kim and Nair, which requires strong coupling [25, 26, 27] . The weak-coupling approach of Orland assumes an anisotropic coupling [28, 29, 30] .
Monopole-based scenarios of confinement have been criticized on the ground that they do not predict the observed Casimir scaling and N -ality dependence of the string tension [1, 57] . Can our gluon-monopole representation improve the situation and capture these genuinely non-abelian features?
According to the dilute gas and saddle point approximation in paper III, the problem could persist: we considered simple solutions, where the saddle point equation reduces to an equation for the length of the field vector. This equation is the same as the nonlinear Debye equation for U (1) . This suggests that the string tension is proportional to the representation, as in the abelian case [58] , and that color screening does not appear. The argument is not conclusive, however, since it included a heuristic step (the assumption on the monopole selfenergy).
We also expect that improved derivations will produce additional features in the gluonmonopole representation that are not visible at this stage. This is indicated by the derivation from the spin foam representation: it is the representation in which the strong-coupling expansion is performed, and in that limit color screening is very simple to understand. How does it carry over to the weak-coupling phase? We pointed out in paper II that our analysis yields additional solutions: they include the well-known tubelike diagrams that screen color at strong coupling. So far we have discarded these solutions for simplicity, but we suspect that they are the source of color screening at weak coupling.
Casimir scaling is another property that is evident when we look at spin foam sums at strong coupling. According to lattice simulations, this behaviour persists in the weak-coupling regime. If Casimir scaling gets lost in our approximations, it would be interesting to see how exactly that happens, and how one could improve the model, so that Casimir scaling is preserved.
Let us finally discuss the domain of validity of our results: at what distance scales and in which dimensions do they apply?
In all three derivations, we used new types of semiclassical expansions to extract information on non-trivial field configurations and their non-perturbative effects. It has to be checked if these methods can be reliably applied at large quark distances, or if there occur problems due to higher-order corrections. How does the situation of 3d SU(2) compare to that of 3d U(1), where semiclassical techniques work well [6, 7] ?
We needed the expansions, since we could not solve the complicated non-abelian constraints. After the expansion, the constraints take an abelian form and can be solved as for U(1). To go beyond this, one would need new ideas: for example, a method to solve the constraints exactly. In the case of spin foams, this would mean that one has to solve the coupling conditions for neighbouring spins.
With regard to dimensions, we can say the following: the derivation from the BF YangMills representation was formulated for general dimension d ≥ 2. As discussed above, the action in (I) is not as "analogous" to U(1) as the one in representation (III). As a result, we do not know so far, if and how the area law can be derived from (I).
Presently, the plaquette representation has been only defined explicitly for dimension d = 3.
As such the spin foam representation is known for any dimension d ≥ 2. In our derivation, we dealt only with d = 3, since there the amplitudes are simplest. In order to extend this to 4 dimensions, one would have to develop the asymptotic analysis of higher-valent nj-symbols that appear in that context. Where we used the relation between Yang-Mills and 3d gravity before, we would then employ the relation between Yang-Mills and 4d BF theory.
We hope to clarify these issues in future work.
