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ABSTRACT 
 
Nanocrystalline metallic materials have the potential to exhibit outstanding performance 
which leads to their usage in challenging applications such as coatings and biomedical 
implant devices. To optimize the performance of nanocrystalline metallic materials according 
to the desired applications, it is important to have a decent understanding of the structure, 
processing and properties of these materials.  
Various efforts have been made to correlate microstructure and properties of 
nanocrystalline metallic materials. Based on these research activities, it is noticed that 
microstructure and defects (e.g., dislocations and grain boundaries) play a key role in the 
behavior of these materials. Therefore, it is of great importance to establish methods to 
quantitatively study microstructures, defects and their interactions in nanocrystalline metallic 
materials. 
Since the mechanisms controlling the properties of nanocrystalline metallic materials 
occur at a very small length scale, it is fairly difficult to study them. Unfortunately, most of 
the characterization techniques used to explore these materials do not have the high enough 
spatial resolution required for the characterization of these materials. For instance, by 
applying complex profile-fitting algorithms to X-ray diffraction patterns, it is possible to get 
an estimation of the average grain size and the average dislocation density within a relatively 
large area. However, these average values are not enough for developing meticulous 
phenomenological models which are able to correlate microstructure and properties of 
nanocrystalline metallic materials. As another example, electron backscatter diffraction 
technique also cannot be used widely in the characterization of these materials due to 
xi 
 
 
problems such as relative poor spatial resolution (which is ~90 nm) and the degradation of 
Kikuchi diffraction patterns in severely deformed nano-size grain metallic materials.  
In this study, ASTAR

/precession electron diffraction is introduced as a relatively new 
orientation microscopy technique to characterize defects (e.g., geometrically necessary 
dislocations and grain boundaries) in challenging nanocrystalline metallic materials. The 
capability of this characterization technique to quantitatively determine the dislocation 
density distributions of geometrically necessary dislocations in severely deformed metallic 
materials is assessed. Based on the developed method, it is possible to determine the 
distributions and accumulations of dislocations with respect to the nearest grain boundaries 
and triple junctions. Also, the competency of this technique to study the grain boundary 
character distributions of nanocrystalline metallic materials is presented.  
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1 CHAPTER 1                                                                         
INTRODUCTION AND PROBLEM STATEMENT 
 
1.1. Motivation 
Polycrystalline materials containing grains in the nanometer length scale are called 
nanocrystalline materials. These materials have the potentials to exhibit exceptional mechanical 
and physical properties [1]. This fact leads to their usage in different applications such as 
coatings, soft magnets, etc. 
The astonishingly fast rate that new nanocrystalline materials are appearing indicates the 
importance of a better understanding of the structure of these materials. Different approaches 
have been followed to make a correlation between the structure of nanocrystalline materials and 
their performance. For instance, the microstructure-sensitive design method is used to optimize 
the performance of materials based on their structure [2]. These microstructure-based approaches 
emphasize the importance of exploring the role of microstructure and defects (e.g., grain 
boundaries and dislocations) and their interactions on the properties and performance of 
nanocrystalline materials. For instance, it is underlined that studying the strength of 
nanocrystalline materials requires a good understanding of both dislocations and grain 
boundaries acting simultaneously [3].  
To highlight the importance of grain boundaries in material design and performance, it is 
claimed that by excluding the single crystal research, the balance of the research conducted in 
metallurgy is related to interfacial properties (i.e., grain boundary and interphase boundary 
properties) [4, 5]. As the average grain size reduces to the nanometer length scale, the total grain 
boundary length (or area) per unit area (or volume) increases and the role of grain boundaries in 
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the performance of nanocrystalline materials becomes more considerable. Dislocations, as 
another type of defect, also remarkably affect the performance of nanocrystalline materials. For 
example, severely deformed metallic materials exhibit substantially high yield strength values 
without any dramatic ductility reduction. Defects, e.g. dislocations, considerably improve the 
yield strength of these materials by Taylor hardening [6, 7]. Therefore, in comparison to large 
grain materials, the effect of grain boundaries and their interactions with defects (e.g., 
dislocations) on the mechanical properties of nano-size grain materials changes from 
contributing to dominating.  
Since the governing mechanisms occur at a very small length scale in nanocrystalline 
materials, it is very difficult to predict the material behavior and propose methods to improve the 
performance of these materials. Most of the characterization techniques do not have the high 
spatial resolution (e.g., few nanometers) required for studying nanocrystalline materials. Usually, 
the results provided by these techniques are the average value of a feature over a relatively large 
area which cannot be very useful for the investigation of the microstructure-property relationship 
of nanocrystalline materials.For instance, the dislocation density as well as the grain size can be 
determined by applying complex profile-fitting algorithms to X-ray diffraction patterns [8, 9]. 
Unfortunately, the calculated results are limited by the average descriptor, and it is impossible to 
use them to correlate the defect (e.g., dislocation) structures with the microstructure evolutions. 
As another example, electron backscatter diffraction has been used as an orientation microscopy 
technique which enables studying the defects and microstructure evolutions with a higher 
resolution in comparison to the X-ray diffraction method. However, the spatial resolution of this 
technique (which is ~30 nm along the tilt axis [10] and ~90 nm perpendicular to the tilt axis [11]) 
is relatively poor for the characterization of nanocrystalline materials.  
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A new orientation microscopy technique called ASTAR

/precession electron diffraction, 
ASTAR

/PED, is introduced in this study as an alternative characterization technique to study 
defects (e.g., geometrically necessary dislocations and grain boundaries) in challenging 
nanocrystalline materials thanks to its remarkably high spatial resolution (2-5 nm [12, 13]).  
1.2. Contribution of Dissertation 
This dissertation is dedicated to the following goals: 
1) Introducing ASTAR/precession electron diffraction as a relatively new transmission 
electron microscope-based orientation microscopy technique to study challenging and 
historically difficult to characterize metallic materials (e.g., severely deformed ultrafine 
grained materials and nanotwins) 
2) Establishing methods to quantitatively study defects (e.g., dislocations and grain 
boundaries) and their distributions with respect to the microstructure and its morphology. 
To achieve this goal, the applications of the ASTAR

/precession electron diffraction 
technique to determine the dislocation density distributions in severely deformed metallic 
materials and the grain boundary character distributions in nano-size grain polycrystalline 
materials are discussed. 
1.3. Dissertation Overview 
This dissertation includes seven chapters. A brief discussion on the motivation of the current 
research and the associated goals is made in chapter 1. In chapter 2, a brief literature review is 
given about orientation microscopy and its fundamentals, importance of dislocation density 
calculations and nanotwin characterization. Also, the significance of studying the grain boundary 
character distributions is highlighted. Chapter 3 covers the experimental and computational 
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techniques used in this study. In the experimental part, sample preparations, some subjects 
related to the ASTAR

/precession electron diffraction technique and other characterization 
techniques used in this study are discussed. In the computational part of chapter 3, the method 
used to calculate the dislocation density distributions as well as the approach followed to 
determine the grain boundary character distributions are mentioned. New horizons in 
characterizations by using the ASTAR

/precession electron diffraction technique are introduced 
in chapter 4. The characterization of the near-surface nanocrystalline microstructure of UNSM 
treated Ti-6Al-4V as well the characterization of nanotwins in a severely deformed Inconel 718 
sample by ASTAR

/precession electron diffraction technique are pointed out as two challenging 
characterization examples. In chapter 5, the development and application of a novel precession 
electron diffraction technique to quantify and map deformation structures in highly deformed 
materials are discussed. Initially, raw data which can be obtained from the ASTAR

/PED 
technique is presented. Subsequently, dislocation density distribution maps and their correlations 
are mentioned. Finally, the challenges and the limitations of the mentioned method are discussed. 
Chapter 6 is allocated to the determination of the five parameter grain boundary character 
distribution of alpha zirconium using the ASTAR

/PED technique. This chapter begins with 
presenting the acquired raw data. Based on the mentioned data, the grain boundary character 
distribution of alpha zirconium is studied. Eventually, the application of the results presented in 
this chapter is discussed beyond the grain boundary engineering perspective. In chapter 7, future 
research activities on the angular resolution of the ASTAR

/PED technique, dislocation density 
analyses considering all the nine components of Nyes tensor and more accurate characterization 
of grain boundaries are suggested. 
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2 CHAPTER 2                                                                             
BACKGROUND AND LITERATURE REVIEW 
 
In this chapter, a literature review of the relevant topics which are discussed in this study is 
presented in seven sections. Since the characterization technique (i.e., ASTAR

/precession 
electron diffraction) used in this study is an orientation microscopy technique, section one is 
dedicated to the fundamentals of orientation descriptors. A review of different orientation 
microscopy techniques is provided in section two. Orientation microscopy using the 
ASTAR

/precession electron diffraction technique is discussed in section three. After covering 
different aspects of orientation microscopy, the importance and applications of dislocation 
density calculations as well as common methods used to quantify the dislocation density are 
reviewed in section four. In section five, a discussion is made about the significance of nanotwin 
characterization and the different methods used to characterize nanotwins. A similar approach is 
followed for the grain boundary character distribution analyses in section six. Finally, a brief 
review is given for the physical metallurgy of titanium, nickel-based superalloys and zirconium 
in section seven. 
2.1. Fundamentals of Orientation Descriptors 
 Rotation (orientation) matrix 2.1.1.
Two sets of coordinate systems should be defined in order to specify an orientation of a 
crystal. Notably, the term orientation used in this context refers to the orientation of a full crystal 
which has three dimensions. The first coordinate system is related to the whole studied material 
and the second coordinate system is related to the crystal. The sample coordinate (SC) and the 
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crystal coordinate (CC) systems are Cartesian coordinate systems, preferably right-handed set, 
and are chosen arbitrarily as shown in Fig. 2.1.    
 
Figure 2.1. The relationship between the crystal coordinate system (i.e., 100, 010 and 001) of a 
cubic unit cell (presented in green color) and its corresponding specimen coordinate system (i.e., 
X, Y and Z) is shown. The cosines of the angles (i.e., 1, 1 and 1) make the first row of the 
orientation matrix (adapted from ref. [14]). 
Generally, for simplicity, the crystal coordinate system is set based on the crystal symmetry. 
For instance, in the case of a cubic crystal structure, an orthogonal frame with [100] , [010]  and 
[001]  axes is considered as the crystal frame. In the less symmetric crystal structures, e.g. 
hexagonal close packed (hcp) and trigonal, an orthogonal frame should be associated with the 
crystal axes, Fig. 2.2(a). In the case of hcp crystal structure, different orthogonal frames can be 
considered. For instance, two of the commonly used orthogonal frames which follow the SC-CC 
relationships presented in Eq. 2.1 and 2.2 are depicted in Fig. 2.2(b,c).  
 
RD || [2110]
ND || [0001]
 2.1 
 
TD || [2110]
ND || [0001]
 2.2 
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Figure 2.2. (a) The hcp crystal structure and (b,c) frequently used SC-CC overlaps for the hcp 
crystal structure are presented. 
Based on the relationship between the sample coordinate system and the crystal coordinate 
system, an orientation can be expressed as the position of the crystal coordinate system with 
respect to the sample coordinate system, Eq. 2.3, 
where CC is the crystal coordinate system, g is the rotation matrix and CS is the sample 
coordinate system. Therefore, the rotation matrix can be defined as the rotation required 
coinciding the crystal coordinate system with the sample reference coordinate system. Since the 
size of CC and CS matrices are 3*1 (Eq. 2.3), the size of the rotation matrix is 3*3. The cosines of 
the angles between the three axes of the sample coordinate system (i.e., X, Y and Z) and the first 
axis of the crystal coordinate system (i.e., [100]) make the first row of the rotation matrix (Eq. 
 C SC C g  2.3 
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2.3). The second and the third rows are made similarly by calculating the cosines of the [010] 
and [001] with the axes of the sample coordinate system, respectively.  
 
1 1 1
2 2 2
3 3 3
cos cos cos
cos cos cos
cos cos cos
  
  
  
 
 
 
  
g  2.4 
The other descriptors of the orientation can be calculated mathematically from the rotation 
matrix. The relationship between these descriptors and the rotation matrix is shown in Fig. 2.3.  
 
Figure 2.3. Frequently used orientation descriptors which can be calculated from the rotation 
matrix are presented (adapted from ref. [14]). 
It is noteworthy to mention that depending on the number of symmetries associated with the 
crystal and specimen, it is possible to assign more than one rotation matrix to coincide the crystal 
coordinate system with the sample coordinate system. For instance, the number of symmetry 
elements of the cubic and hexagonal crystal structures is 24 and 12, respectively. In other words, 
the orientation of the hcp crystal structure shown in Fig. 2.2(a), can be represented in 12 
symmetrically equivalent ways by 12 different rotation matrices. The rotational symmetry 
elements for the hcp crystal structure are tabulated in Table 2.1. 
The statistical sample symmetry is related directly to the symmetry of the preceding 
deformation. In general, the sample symmetry reflects the lowest symmetry deformation that was 
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imposed on a material. For instance, rolling is a plane strain deformation with orthorhombic 
symmetry, wire drawing as well as uniaxial compression are axisymmetric deformation with 
cylindrical symmetry and torsion is a simple shear with monoclinic symmetry.  
Table 2.1 Rotation symmetries associated with the hcp crystal structure (adapted from ref. [15]) 
1 0 0
I= 0 1 0
0 0 1
 
 
 
  
 
6
1 / 2 3 / 2 0
C = 3 / 2 1 / 2 0
0 0 1
z
 
 
 
 
  
 3
1 / 2 3 / 2 0
C = 3 / 2 1 / 2 0
0 0 1
z
  
 
 
 
  
 
2
1 0 0
C = 0 1 0
0 0 1
z
 
 
 
  
 6
1 / 2 3 / 2 0
C = 3 / 2 1 / 2 0
0 0 1
z
 
 
 
 
  
 3
1 / 2 3 / 2 0
C = 3 / 2 1 / 2 0
0 0 1
z
 
 
  
 
  
 
21
1 0 0
C = 0 1 0
0 0 1

 
 
 
  
 22
1 / 2 3 / 2 0
C = 3 / 2 1 / 2 0
0 0 1

 
 
 
 
  
 23
1 / 2 3 / 2 0
C = 3 / 2 1 / 2 0
0 0 1

 
 
 
 
  
 
21
1 0 0
C = 0 1 0
0 0 1

 
 
 
  
 22
1 / 2 3 / 2 0
C = 3 / 2 1 / 2 0
0 0 1

 
 
  
 
  
 23
1 / 2 3 / 2 0
C = 3 / 2 1 / 2 0
0 0 1

  
 
 
 
  
 
 Pole figure and inverse pole figure 2.1.2.
The normal direction to a crystal plane can be represented as a point on the unit reference 
sphere which surrounds the crystal, Fig. 2.4. The crystallographic orientation of the crystal 
presented in this figure can be shown with respect to an external frame based on the values of  
and  angles. Remarkably, the complete orientation of the crystal cannot be specified only by 
one pole due to the fact that the crystal can be rotated about the crystal normal direction while 
the position of the pole is fixed (i.e.,  and  angles do not change if the crystal is rotated about 
[001] direction). In general, depending on the symmetry of the crystal structure, two to three 
different poles are required to determine the exact orientation of a crystal/lattice. Pole figure 
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plots which are the derivatives of stereographic projections are used frequently in orientation 
microscopy analyses. A pole figure indicates the position of a pole (a perpendicular direction to a 
lattice plane) with respect to the sample reference frame. In other words, the reference coordinate 
system of a pole figure is the sample reference frame. An example of plotting a pole figure plot 
of (100) poles for a cubic crystal is shown in Fig. 2.5(a,b). The  angle in Fig. 2.5(b) represents 
the azimuth of the pole and the  angle is the rotation of the pole about the polar axis. In practice, 
the spatial arrangements of the  and  angles are set based on the external reference frame 
which is the sample coordinate system. As an example, in a rolled sample, the sheet normal 
direction is considered to be the north pole of the sphere (i.e., =0° for the normal direction). 
Similarly, the rotation angle  is set to zero for the reference direction (or the rolling direction) 
[14].  
In contrast to a pole figure, it is possible to show the sample directions with respect to the 
crystal coordinate system. This type of plot is called an inverse pole figure (IPF). An example of 
an IPF plot associated with a cubic crystal structure is depicted in Fig. 2.6. In the pole figure plot 
shown in Fig. 2.6(a), all the symmetrically equivalent poles are presented. The inverse pole 
figure of the same orientation is depicted in the unit triangle, Fig. 2.6(b). In this plot, the normal 
direction of the sample is plotted with respect to the crystal axes. The main feature of the unit 
triangle is showing one point per orientation in the plot. As stated previously, in the case of a 
cubic crystal structure, each orientation has 24 symmetrically equivalent orientations. Twelve of 
these orientations are located in the north hemisphere and the rest are located in the south 
hemisphere. 
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Figure 2.4. The orientation of (001) plane in a cubic system is shown. The position of (001) pole 
with respect to an external frame can be found by  and  angles (adapted from ref. [14]).   
 
Figure 2.5. (a) Representation of {100} poles of a cubic crystal in a unit sphere and (b) {100} 
pole figure are depicted (adapted from ref. [14]). 
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Figure 2.6. The pole figure of a cubic crystal structure and (b) the inverse pole figure are 
presented. 
 Euler angles 2.1.3.
Euler angles are specific types of rotations used in orientation microscopy to transform the 
sample coordinate system to the crystal coordinate system. Among different conventions used 
for the Euler angles (e.g. Roe and Kocks), Bunge convention is used commonly. The notations of 
the Bunge Euler angles are 1,, 2. Based on the Bunge Euler angles, three rotations are 
applied in the following sequence [16]: 
1. Transforming the rolling direction (RD) to RD and the transverse direction (TD) into 
TD by 1 rotation about the normal direction (ND) 
2. Rotating about RD 
3. Rotating2 about ND (notably, ND rotated out of axis in step two. Therefore, in step 
three, the rotation should be operated about ND.) 
To shed more light on this subject, all the rotation steps are presented in Fig. 2.7 and Fig. 
2.8. In Fig. 2.7(a), the sample coordinate system is presented. Applying 1 rotation along the 
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normal direction is presented in Fig. 2.7(b). The subsequent  rotation along RD and the final 2 
rotation along ND are presented in Fig. 2.8(a) and Fig. 2.8(b), respectively.  
 
Figure 2.7. (a) The sample frame and (b) rotation along ND according to the Bunge Euler angle 
convention are presented.   
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Figure 2.8. Schematics of the rotations according to the Bunge convention (a) along RD and (b) 
along ND are presented. 
Mathematically, these rotations can be represented as matrices which are expressed in Eq. 
2.5, Eq. 2.6 and Eq. 2.7. The rotation matrix g can be correlated to the three Bunge Euler angles 
by the multiplications of these three matrices in order, Eq. 2.8.  
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As expected, all the Bunge Euler angles are periodic with period 2. Moreover, since there 
is a glide plane in the Euler space, a reflection in the plane = exists. Also, a simultaneous 
displacement exists through in 1 and 2[14]. Therefore, the domains of the three Bunge Euler 
angles are defined according to Eq. 2.9, Eq. 2.10 and Eq. 2.11. 
Notably, the range of the Bunge Euler angle domains is affected by the sample and crystal 
symmetries. The domain of the first Bunge Euler angle (i.e.,1) is affected by the sample 
symmetries. For instance, in the case in which the sample has no symmetry (also called triclinic 
symmetry), the domain of 1 angle is defined in the range pointed out in Eq. 2.9. However, in the 
rolled sample in which two mirrors can be considered in the rolling and transverse directions 
(i.e., orthonormal sample symmetry), the domain of the 1 angle is defined according to Eq. 2.12.  
 10 φ 360     2.9 
 0 φ 180     2.10 
 20 φ 360     2.11 
 10 φ 90     2.12 
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Crystal symmetries affect the range of  and 2 angles. Generally speaking, an n-fold 
symmetry axis limits the 2 domain within 0° and 360°/n. The existence of mirror planes or an 
additional two-fold symmetry reduces the domain from 180° to 90°.  
 Angle/axis of rotation and misorientation 2.1.4.
It is pointed out in section 2.1.3 that by three consecutive rotations, it is possible to coincide 
the crystal coordinate system with the sample coordinate system. Another way of achieving this 
overlapping of the mentioned coordinate systems is applying a rotation angle along a specific 
rotation axis. As shown in Fig. 2.9, it is possible to overlap the coordinate system x1y1z1 to 
coordinate system x2y2z2 by rotating the first coordinate system along the rotation axis for a 
specific rotation angle. This combination is called an angle/axis pair. In a case of overlapping a 
sample coordinate system (sample frame) to a crystal coordinate system (crystal frame), the 
mentioned pair is called an angle/axis of rotation while if the overlapping is between two crystal 
coordinate systems, the pair is called an angle/axis of misorientation. The misorientation between 
two crystals (orientations) can be calculated according to Eq. 2.13, 
where g is the rotation matrix. The angle and axis of misorientation can be determined readily 
following Eq. 2.14 and Eq. 2.15, respectively. 
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Figure 2.9. A single rotation along the presented rotation axis is required to overlap the x1y1z1 
coordinate system on the x2y2z2 coordinate system (adapted from ref. [14]).  
An angle/axis of rotation does not provide very useful physical information about the 
orientation relationship between a crystal frame and a sample frame. In contrast, the angle/axis of 
misorientation is used widely to study the grain boundaries and crystallographic analyses 
between adjacent grains/phases. 
 The Rodrigues space 2.1.5.
Another way of presenting an orientation/misorientation is a 3D vector. Direction and 
magnitude are two important features of a vector. As mentioned previously, an 
orientation/misorientation can be presented by a rotation angle along a specific rotation axis. 
Therefore, it is possible to consider the direction of a vector as the rotation axis and the 
magnitude of the vector as the rotation angle. This special vector is named the Rodrigues vector 
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(R). R vector combines the axis and angle of rotation/misorientation into a single mathematical 
identity as presented in Eq. 2.16, 
where  is the angle of rotation/misorientation and r is the axis of rotation/misorientation. Since 
the three components of the R vector lie in a Cartesian coordinate system, each 
orientation/misorientation can be presented in a 3D space called Rodrigues-Frank (RF) space. 
The main advantage of the RF space is the representation of an orientation/misorientation in a 
straight line geometry which makes the visualization of an orientation/misorientation easier. 
Lines presenting the orientations/misorientations in the RF space are called geodesic lines. 
Shifting the origin of the RF space does not change these straight lines [17]. Also, the 
distribution of the random orientations is almost uniform in the RF space.  
 Fundamental zone 2.1.6.
As stated in section 2.1.1, crystals have different types of symmetries (e.g., 12 symmetry 
elements for an hcp crystal). The complete RF space of orientation contains all the symmetrically 
equivalent orientations of each orientation (e.g., 12 different representations of the same crystal 
orientation in the complete RF space). Since it is easier to work with one presentation for each 
crystal orientation, generally the representation with the smallest rotation angle is chosen. 
Therefore, all the points (end points of the R vectors) are surrounded by a polyhedron called the 
fundamental zone of the RF space. Hence, by applying symmetries to an orientation located 
outside of the fundamental zone, it is possible to find the symmetrically equivalent point inside 
the fundamental zone. The shape of the complete orientation space (considering no symmetry 
element), the fundamental zone of orientation associated with the hcp crystal structure and the 
fundamental zone of misorientation associated with the hcp/hcp are presented in Fig. 2.10. For 
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the sake of completeness, the fundamental zone of the cubic crystal system has six octagonal 
faces perpendicular to the four-fold axes and eight triangular faces perpendicular to the three-
fold axes. It occupies 1/48 of the total space and the distance of the origin from the main face is 
tan (/8). Similarly, the fundamental zone of the hexagonal crystal system has two dodecagonal 
faces perpendicular to the six-fold axis and twelve square faces perpendicular to the diad axes. It 
occupies 1/12 of the total space and the distance of the origin from the main face is tan (/4) 
[18].   
 
Figure 2.10. The complete orientation space (triclinic orientation fundamental zone), hcp 
orientation fundamental zone and the hcp/hcp misorientation fundamental zone are presented in 
gray, blue and green colors, respectively. 
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2.2. Orientation Microscopy Techniques 
 Micro-Kossel technique 2.2.1.
X-ray diffraction at the crystal lattice due to the interaction of an electron beam with a 
sample makes the basis of the Micro-Kossel technique. This technique has been used to 
determine the local orientation in scanning electron microscopes (SEM) [19, 20]. X-radiation is 
reflected at the lattice planes associated with the sample following Braggs law. Since these 
planes are irradiated from all directions, cone-shaped planes with a half apex angle 90°- are 
formed by the reflected x-rays. These cones are called Kossel cones, Fig. 2.11.  
 
Figure 2.11. The schematic of Kossel pattern formation in reflection condition is presented 
(adapted from ref. [14]). 
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The wavelength of the x-rays formed in this technique is remarkably large. As presented in 
Fig. 2.12, the large wavelength results in curvy projection lines due to satisfying a large interval 
of Bragg angles (e.g., 0° to 90°). 
 
Figure 2.12. A Kossel pattern of titanium is shown (Courtesy of F. Friedel). 
The spatial resolution of this technique is ~10 m in reflection [20] and ~20 m in 
transmission [21] which limits its application to the characterization of coarse grains. Also, the 
signal-to-noise ratio of Kossel patterns is considerably large which makes their analyses difficult. 
Due to these limitations, the application of this technique is limited to the characterization of 
unknown crystal structures [22] and the quantification of internal stresses [23]. 
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 Kikuchi diffraction pattern 2.2.2.
Selected area channeling (SAC) and electron backscatter diffraction (EBSD) in SEM as well 
as convergent beam electron diffraction (CBED) in TEM are the frequently used electron 
diffraction techniques which are based on Kikuchi diffraction patterns [24-26].  
2.2.2.1 Formation of Kikuchi patterns  
The interaction of an electron beam with a sample scatters the beam diffusely in all 
directions. For each set of lattice planes, it is expected that some electrons are arriving at the 
Bragg angle (B) and undergo elastic scattering. Therefore, as a result of the interaction of an 
electron beam with different lattice planes, reinforced strong diffracted beams form, Fig. 2.13. 
 
Figure 2.13. Scattered electrons which satisfy the Bragg angle condition are diffracted (adapted 
from ref. [27]). 
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Since the diffraction at the Bragg angle condition is occurring in all directions, the diffracted 
radiation forms a surface of a cone (called Kossel cone). Considering the source of electrons 
which are scattering to be located between the lattice planes, the formation of two radiation 
cones is expected, Fig. 2.14.  
 
Figure 2.14. A schematic of Kikuchi pattern formation in TEM is presented. The diffracted 
electrons form Kossel cones at point P located at the hkl planes (adapted from ref. [27]).   
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These cones extend around the perpendicular direction of the reflecting atomic planes with 
90°-B. Since the electron wavelength is small, the Bragg angles are also small according to Eq. 
2.17, 
where  is the electron wavelength and d is the distance between two hkl planes. Therefore, the 
cones are almost flat and their projection on a screen is expected to form conic sections which 
resemble pairs of straight, parallel lines. These parallel lines are called Kikuchi lines and the 
distance between the two lines of each pair (band) represents the angular distance of 2B. 
Therefore, each band has a specific width which can be assigned to a specific crystallographic 
plane. Also, the intersection of these bands forms a zone axis, Fig. 2.15. A Kikuchi pattern 
reflects symmetries existing in a crystal structure through representing all the angular 
relationships between different diffracting planes of the crystal. Noteworthy, the Kikuchi pattern 
formation shown in Fig. 2.14 belongs to the TEM diffraction condition. Kikuchi pattern 
formation in SEM is depicted in Fig. 2.16. The Kikuchi lines formed in TEM are sharper than 
SEM.  
 
Figure 2.15. The intersection of several bands forms a zone axis. The zone axis is surrounded by 
a red circle is this figure. 
 hkl Bλ 2d sin(θ )  2.17 
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Figure 2.16. The schematic of Kikuchi pattern formation in SEM is presented (adapted from ref. 
[14]). 
Depending on where the detector is installed in a SEM instrument, the sample can be either 
tilted for 70° from the horizontal line or it can be at a zero tilt condition [28]. The former is 
generally called electron backscatter diffraction (EBSD) [29-31] and the latter is called 
transmission Kikuchi diffraction (TKD) or transmission EBSD (t-EBSD) [32-34].   
At the end, it should be noted that in the case of selected area channeling (SAC) in which the 
incident beam is rocking at the sample site, the band formation mechanism is slightly different 
from the one pointed out in this section. In the SAC case, the band formation mechanism is 
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called pseudo-Kikuchi bands. However, bands formed in the SAC method provide the same 
geometry and crystallographic information which can be derived from Kikuchi patterns. 
2.2.2.2 Qualitative information extracted from Kikuchi patterns 
Important information can be extracted by visual evaluations of the Kikuchi patterns. For 
instance, the location of grain boundaries as well as lattice strain can be assessed qualitatively as 
follows: 
Grain boundary/interface detection: 
Grain boundaries can be detected by comparing the quality of the acquired diffraction 
patterns at different locations of a sample. The Kikuchi patterns at the grain boundaries are less 
sharp in comparison to an area located inside the grains. The main reason for the reduction of the 
diffraction pattern quality can be assigned to the overlap of diffraction patterns formed from both 
sides of the grain boundary due to the fact that the interaction volume of the incident electron 
beam partially penetrates to the two grains located adjacent to each grain boundary side. The 
reduction of the sharpness of the diffraction pattern close to the grain boundary is shown nicely 
in Fig. 2.17 for an iron bicrystal sample using the EBSD technique [11].  
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Figure 2.17. Recorded Kikuchi patterns associated with different distances from the grain 
boundary in an iron bicrystal are presented. The acquired diffraction patterns are sharper in areas 
located far from the grain boundaries (e.g., cases 1 and 8) in comparison with case 4 which is 
located adjacent to the grain boundary [11]. 
Qualitative elastic strain determination: 
The lattice of a crystal is distorted by the presence of elastic strain. The elastic strain 
degrades the quality of the acquired diffraction patterns. This degradation is considerable in the 
cases in which crystals are bent [35]. The reduction in the quality of a bent crystal in comparison 
to an unstrained crystal is shown in Fig. 2.18. The degradation is due to the slight deviation from 
the Bragg angle along the length of the planes which results in less sharp recorded Kikuchi 
diffraction patterns [36]. Notably, in the cases in which the strain does not make any bending 
(e.g., uniaxial strain along a principle direction of a unit cell), the width of some diffraction 
bands as well as the location of some zone axes change [37]. 
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Figure 2.18. Bending a crystal reduces the quality of the recorded diffraction patterns. The 
schematics of (a) an unstrained crystal and its associated Kikuchi diffraction pattern and (b) a 
bent crystal and its Kikuchi diffraction pattern are presented [35]. 
2.2.2.3 Quantitative information extracted from Kikuchi patterns 
In addition to the qualitative assessment of the Kikuchi patterns, it is possible to extract 
quantitative information such as evaluations of the stored energy due to the presence of residual 
elastic strain, crystal orientation determination and elastic strain measurements.   
Evaluations of the stored energy due to the presence of residual elastic strain:  
Since the presence of elastic strain gradient distorts the crystal lattice, the sharpness of the 
Kikuchi bands degrades [38]. The sharpness variation of the Kikuchi bands is the basis of image 
quality map formation in EBSD. Based on the mentioned relationship between the elastic strain 
gradient and the relative difference of the image quality values, it is possible to make a 
correlation between the stored energy due to the presence of residual strain and image quality 
values [39]. The relative stored energy can be determined from the image quality values 
following Eq. 2.18,  
where H is the relative stored energy for a point in arbitrary units, IQ is the image quality value 
for that point, IQmax is the maximum value of the image quality for all the studied points and f as 
well as K factors are constants which determine the lower and upper limits of the stored energy 
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f IQ
 2.18 
29 
 
 
distribution. An example of the stored energy distribution is given in Fig. 2.19 for a 60% cold-
rolled commercially pure titanium alloy [39].  
 
Figure 2.19. The stored energy distribution for a largely deformed commercially pure titanium 
alloy obtained by EBSD is presented [39].  
Crystal orientation determination:  
To determine the crystal orientation, the acquired Kikuchi patterns are post processed in two 
steps. Initially, the Kikuchi pattern is indexed (i.e., determination of the crystallographic indices 
of the poles and bands) and then the relative positions of the poles and bands are determined with 
respect to the sample reference frame. In order to index a recorded Kikuchi pattern image, 
primarily, some image processing algorithms are applied to increase the possibility of detecting 
Kikuchi bands. These image processing algorithms are applied to subtract the background of the 
recorded diffraction pattern and improve the contrast of the acquired image. For instance, Burns 
algorithm (which is used to detect straight lines) [40] has been used to distinguish edges of the 
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Kikuchi bands from the local intensity gradient [31]. However, these days depending on the 
software used for indexing the Kikuchi patterns, a wide range of image processing algorithms are 
used to distinguish Kikuchi bands from the rest of the recorded image. To accelerate the indexing 
procedure and also improve the signal to noise ratio by a local integration of the pixel intensities, 
the size of the recorded image is reduced. In the next step, Hough transformation is applied to the 
images [30, 41]. In this type of transformation, each point with the coordinate of xi and yi in the 
image is transformed to a sinusoidal curve in Hough space which is an accumulation space. This 
transformation is done according to Eq. 2.19, 
where  and  are axes of the Hough space and they vary from –R to R and 0° to 180°, 
respectively. Notably, to reduce the shading effect in the Hough transformed image, only a circle 
with the diameter of 2R is selected from the square-shape recorded diffraction pattern. An 
example of applying Hough transformation to a line is shown in Fig. 2.20. Points selected on the 
line presented in Fig. 2.20(a) are converted to sinusoidal curves in the Hough space, Fig. 2.20(b). 
All these curves intersect at a specific point which represents the straight line shown in Fig. 
2.20(a). As mentioned previously, some image processing algorithms are applied to gray scale 
recorded Kikuchi pattern images to distinguish points located at the edges of the Kikuchi bands. 
Considering the intensity of the points improves the line detection by the Hough transform 
method.  
The next step is finding peaks in the Hough transformed image. The detected peaks 
represent the edges of the Kikuchi bands in a recorded diffraction image. The angles between the 
detected lines are measured. These angles are compared with the interplanar angles of the studied 
material which can be made from X-ray powder diffraction results as well as kinematical 
 i iρ=x cos(θ)+y sin(θ)  2.19 
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Figure 2.20.  (a) A straight line and (b) the corresponding Hough transformed curves of the 
points shown in (a) are presented (adapted from ref. [14]). 
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calculations based on the space group symmetry and the locations of atoms in a unit cell [42]. 
One of the methods to match the detected angles with the calculated values is the triplet method. 
In this method, a set of three bands are selected and the angles made between these bands are 
compared with the calculated values [43]. Each triplet set may satisfy more than one orientation 
solution. To find the best solution for each triplet, all the solutions receive votes. The solution 
which obtains the highest number of votes is considered as the most probable solution for the 
recorded diffraction pattern image. Some parameters are defined to assess the quality of 
indexing. For instance, confidence index (CI) [44] which represents the difference between the 
first and second solutions with the highest number of votes is used frequently. This parameter is 
calculated according to Eq. 2.20, 
where V
1
 and V
2 
are the first and second solutions and t is the number of triplets which can be 
calculated from the number of bands (i.e., n) following Eq. 2.21, 
Another criterion which can be used to differentiate solutions is called fit parameter. This 
parameter indicates the average angular deviation of the detected Kikuchi bands in the recorded 
image with respect to the reconstructed bands generated from the orientation solutions [45]. 
Notably, increasing the number of triplets improves the reliability of the indexing procedure. The 
complete indexing procedure is shown nicely in Fig. 2.21. 
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Figure 2.21. A schematic of the crystal orientation determination from a recorded diffraction 
pattern image is presented (adapted from ref. [46]). 
The spatial resolution of the EBSD technique installed on a scanning electron microscope 
operating by a field emission gun is ~30 nm along the tilt axis [10] and ~90 nm perpendicular to 
the tilt axis [11]. This spatial resolution belongs to the EBSD detector configuration in which the 
sample is required to be tilted to 70° from the horizontal line. Noteworthy, the spatial resolution 
changes as a function of deformation, the atomic number of a studied material, etc. As an 
example, the spatial resolution of light atomic density materials (e.g., magnesium) is low. 
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Recently, a new configuration has been used for orientation microscopy using SEM. In this 
configuration, the EBSD detector is located under the sample at the zero tilt condition. This new 
technique is called transmission EBSD (t-EBSD) [33]. Clearly, in contrast to the EBSD 
technique, an electron transparent sample is required in the t-EBSD technique. The spatial 
resolution of t-EBSD is claimed to be 10 nm [34]. The spatial resolution of the EBSD technique 
was improved to 10 nm by reducing the accelerating voltage to 7.5 keV. However, the signal-to-
noise ratio dramatically reduces due to the reduction in the accelerating voltage. Also, this 
method cannot be applied readily to the current EBSD equipment and the standard set-up [47]. 
The probability of success for this type of experiment highly depends on the phosphor screen. A 
potential breakthrough to fix these problems is the direct detection of the electron backscatter 
diffraction patterns by a complementary metal-oxide-semiconductor sensor. Using this sensor 
provides sharper bands in the acquired diffraction pattern images, a considerable improvement in 
the signal-to-noise ratio and a high spatial resolution. Also, the angular resolution may improve 
by using this sensor at the beam energy values below which conventional indirect detectors are 
not functional [48]. Notably, the angular resolution of EBSD systems in which Hough transform 
and a look-up table of interplanar angles are used for indexing is ~0.5° [49] to ~2° [50]. The 
sensitivity of the relative misorientation for 2° angular resolution is ~0.5° [51]. However, 
analyses of the Kikuchi patterns using image correlation methods improve the sensitivity of the 
lattice misorientation determination up to 0.006° [52]. This type of Kikuchi pattern analysis 
provides the basis of the high resolution electron backscatter diffraction (HR-EBSD) technique. 
In this technique, infinitesimal small deformation theory is used to calculate the lattice rotations 
and elastic strain from the small shifts in the Kikuchi pattern images [53]. As stated previously, 
the lattice plane spacing as well as the angle between different planes vary as a function of the 
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elastic strain changes. The Kikuchi patterns shift as a result of this elastic strain variation. Also, 
for the sake of completeness, notable improvements in the angular resolution of SEM-based 
EBSD orientation datasets have been reported using other computational methods. In other 
words, these methods apply different ways of noise reduction in the orientation datasets and 
improvements in smoothing the inverse pole figure maps while preserving the boundaries [54, 
55]. One of the methods of improving the angular resolution is using quaternion averaging which 
averages the misorientation between two data points. For instance, the Kuwahara filter [54] 
allows for a pixel (one orientation set) to adopt the average orientation of a region surrounding 
the pixel. Notably, this method of improving the angular resolution of SEM-based orientation 
studies was not suggested to be used for severely deformed materials in which large 
misorientation gradients exist [54]. A large misorientation gradient between two neighboring 
pixels cannot be avoided due to the fact that the spatial resolution of EBSD is ~90 nm [11].  
Elastic strain measurements:  
In the HR-EBSD technique, the displacement gradient tensor is extracted from the cross 
correlation of two or more diffraction pattern images. One of the diffraction patterns is 
considered as the reference and the others are called the test patterns. Initially, the images are 
transformed to the Fourier domain by a two-dimension fast Fourier transform (FFT). The 
transformed images are filtered to reduce the low frequency background gradients and high 
frequency noise. The normalized cross correlation is calculated for the reference diffraction 
pattern and the test patterns, Fig. 2.22. 
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Figure 2.22. Shifts in x and y directions of the test pattern with respect to the reference pattern 
are calculated using a cross correlation function [53]. 
Based on the location of the cross correlation peak, it is possible to determine the required 
shifts in x and y directions to make the maximum match between the reference pattern and each 
test diffraction pattern. The relationship between the displacement gradient tensor and the 
calculated diffraction pattern shifts can be shown as follow.  
The displacement gradient tensor which indicates the small strain and rotations between two 
crystals can be described according to Eq. 2.22, 
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where I is the identity matrix, xi and ui are a direction in the crystal and a displacement in the i
th
 
direction, respectively. This tensor shows a relationship between an arbitrary direction (r) in a 
reference crystal with respect to the deformed crystal (i.e., r direction). It is remarkable to note 
that since the diffraction patterns are recorded on a phosphor screen, shifts are measured as a 
projection of Q which is perpendicular to r, Fig. 2.23, and results in the use of the vector q 
according to Eq. 2.23,  
where  is an unknown scalar. 
 
Figure 2.23. Zone axis shifts between a strained crystal (green) and a reference frame (blue) are 
shown (adapted from ref. [53, 56]). 
By measuring the shifts at four different locations of a diffraction pattern, eight components 
of the displacement gradient tensor can be calculated according to Eq. 2.24 and Eq. 2.25. Doing 
 λ { (λ 1) }q Q r = rA I     2.23 
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some mathematical calculations, it is possible to show a relationship between the displacement 
gradient tensor and diffraction shifts (i.e., Q) at a specific location of the reference sample (i.e., 
r) according to Eq. 2.26 and Eq. 2.27. The lattice rotation and elastic strain values are calculated 
from anti-symmetric and symmetric components of the displacement gradient tensor [53].   
 
2.3. Orientation Microscopy Using ASTAR/Precession Electron Diffraction 
(ASTAR

/PED) Method 
Orientation mapping using a transmission electron microscope (TEM) has been done using 
different techniques such as conical dark field scanning imaging and transmitted Kikuchi line 
pattern recognition [14]. However, the limitations of these techniques hinder their wide 
applications in orientation microscopy. For instance, transmitted Kikuchi line pattern recognition 
is highly sensitive to the thickness of the foil and to the density of crystal defects. Dark field 
scanning imaging is also limited due to the facts that this technique is very time consuming and 
the dynamical diffraction phenomenon considerably affects the acquired results [57]. Precession 
assisted crystal orientation mapping (PACOM) – commercially, ASTAR – is an emerging 
orientation microscopy technique using TEM [58]. In this technique, the step size can be as small 
as 2-5 nm [12, 13] due to the ~1 nm diameter of the direct beam of TEM [59]. The spatial 
 
2 23 3 31 1 1
1 3 2 3 3 1 2 1 3 1 1 3
1 3 2 3 1 2
u u uu u u
r r r r r r r r r q r q
x x x x x x
     
       
      
 2.24 
 
2 23 3 32 2 2
2 3 1 3 3 1 2 2 3 2 2 3
2 3 1 3 1 2
u u uu u u
r r r r r r r r r q r q
x x x x x x
     
       
      
 2.25 
 
2
3 3 31 1 1 1 2 1
1 2 3 1
1 3 2 3 3 1 3 2
u u uu u u r r r
r r r Q
x x x x r x r x
     
      
      
 2.26 
 
2
3 3 32 2 2 1 2 2
2 1 3 2
2 3 1 3 3 1 3 2
u u uu u u r r r
r r r Q
x x x x r x r x
     
      
      
 2.27 
39 
 
 
resolution of this technique depends on the focused beam size and the scanning step size. The 
beam size is affected by the condenser aperture as well as the precession angle which broadens 
the beam due to the spherical aberration of TEM for nonaxial trajectories [13]. An example of 
the beam broadening curve for a field emission gun type of a 200 keV TEM and a condenser 
aperture size of 10 m is shown in Fig. 2.24. Interestingly, in a case in which the direct beam is 
not precessed, the intensities of the excited reflections are not correlated to the square of the 
structure factor. However, increasing the precession angle reduces the deviation at the expense of 
the spatial resolution (due to beam broadening) [60].  
 
Figure 2.24. Beam broadening as a function of precession angle is shown. The vertical axis is the 
beam diameter and the horizontal axis is the precession angle. (a), (b) and (c) represent the 
projections of the beam on the TEM fluorescent screen [13].  
The terminology of ASTAR

/PED is selected for the technique used in the current study. 
The first term (i.e., ASTAR

) represents the technology (i.e., hardware and software package) 
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used to scan the sample by rastering the direct beam. The second term (i.e., PED) is related to the 
coils which precess the direct beam from the optic axis. It is important to mention that D-
STEM/PED [61], PACOM [13], IFPOM [62] and ACOM-TEM [63] are alternative 
terminologies used for the ASTAR

/PED technique in the literature. 
Precessing the direct beam of TEM forms a cone. The pivot point of this cone is located on 
the foil. A hollow-circle array of diffraction spots is generated when the incident beam exits the 
foil. Applying a counter precession signal at the back focal plane of the objective lens makes a 
pseudo-static diffraction image [64]. Precessing the direct beam changes the diffraction condition 
from the dynamical diffraction condition to a quasi-kinematical diffraction condition [65, 66] by 
integrating the intensity of the diffraction spots over a large interval of the deviation parameter 
[57]. In the dynamical condition, the diffraction patterns suffer from a high level of background 
intensity with respect to the diffraction spots, due to the presence of forbidden reflections, double 
diffractions or channeling, integration of the direct and diffracted beams as well as multiple 
diffraction events. In the quasi-kinematical condition, the diffraction events are integrated, 
forbidden reflections are eliminated, 180° rotation problem is solved [60] and the background 
intensity level is far smaller than the intensity of the diffraction spots. Also, precessing the direct 
beam improves the accuracy of indexing due to the fact that rocking the Ewald sphere in the 
reciprocal space (which is equivalent to precessing the direct beam in the real space) results in 
cutting higher order Laue zones in addition to the zero order Laue zone [67]. 
The effect of precessing the electron beam on improving the quality of the recorded 
diffraction pattern images is presented in Fig. 2.25. Diffraction patterns associated with a single 
grain within a thin film of a commercially pure titanium alloy and oriented close to a major zone 
axis were acquired without precessing the incident beam, Fig. 2.25(a), and with precessing the 
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direct beam, Fig. 2.25(b). A similar approach was followed for a grain oriented far from a major 
zone axis, Fig. 2.25(c,d). 
 
Figure 2.25. The contribution of precessing the electron beam on sharpening the recorded 
diffraction pattern images is presented. (a) The diffraction pattern of a crystal oriented close to 
2110  zone axis when the electron beam is not precessed (“PED off” condition) and (b) the same 
situation as “a” with precessing the direct beam for 1.3° are shown. (c) The diffraction pattern of 
a crystal oriented far from 0001 zone axis in a PED off condition and (d) the same situation as 
“c” with PED on condition are depicted [68]. 
The schematic of the theory of precession electron diffraction is presented in Fig. 2.26(a-e). 
While the deviation from the ideal Bragg condition and the precession angles are small, these 
angles are far larger in Fig. 2.26(a-e) for the visualization purposes. As shown in Fig. 2.26(a), the 
beam is taken off-axis (precessed about the optic axis) for about 0.5°-3.0° using the upper 
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deflection (beam tilt) coils. The upper pole piece converges the tilted beam to a focused probe at 
the specimen. In the diffraction mode, the results of the interaction of the precessed beam with 
the thin foil are the precessed direct beam which passed the sample and the diffracted beams 
(only one of the diffracted beams is shown in Fig. 2.26(a)). To make the diffraction pattern 
focused, the lower deflection (beam tilt) coils are used to descan the post-specimen precession. 
The intersection of the Ewald sphere with the reciprocal lattice is shown in Fig. 2.26(b). The red 
circle is where the Ewald sphere intersects with the lattice plane while the black circle 
circumscribes the points that might be visible due to the presence of the rel-rods (reciprocal 
lattice rods). The projection of the center of the Ewald sphere is shown by Oc (g=000 is the direct 
or transmitted beam). Since the direct beam is precessed (Oc is presented as a circle and no 
longer as a point) and the Ewald sphere is rocked, Fig. 2.26(c-e), the intersection of the Ewald 
sphere with the lattice (red circles, Fig. 2.26(c)), especially both its orientation and size will 
change while remaining fixed to the direct beam. In contrast, the region of diffracted intensities 
which are the result of the interaction of the Ewald sphere with the rel-rods has a series of 
overlapping circles, Fig. 2.26(d). The side view of the rocking along the optic axis is shown in 
Fig. 2.26(e) [12]. Examples of spot diffraction patterns formed by the ASTAR

/PED technique 
are presented in Fig. 2.27(a-c).   
To compare the EBSD technique with the ASTAR

/PED technique, it should be noted that 
the scanned area in the ASTAR

/PED technique cannot be larger than 15 m*15 m [13] while 
in the EBSD technique far larger areas can be scanned. Image acquisition speed in 
ASTAR

/PED is about 50 to 200 images per second while the image acquisition speed in EBSD 
is about 1 to 25 images per second [69]. The indexing of the recorded diffraction pattern images 
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is offline and online for ASTAR

/PED and EBSD techniques, respectively. Also, in terms of the 
angular  
 
Figure 2.26. Schematics of the precession electron diffraction method are presented with angles 
which are exaggerated for the visualization purposes. (a) Ray diagram, (b) the original 
intersection (red circle) of the Ewald sphere with the reciprocal lattice and slice through 
reciprocal lattice rods (gray circle) without precession (Oc is the projection of the center of the 
Ewald sphere), (c) the intersection of the Ewald sphere with the lattice in the rocked condition 
(precessing the direct beam) where Oc is the projection of the precessing center of the Ewald 
sphere, (d) the slide through reciprocal lattice as the beam precesses and (e) side view of the 
rocking of the Ewald sphere (precessed beam) where Oc is the precessing center of the Ewald 
sphere are presented [12]. 
 
Figure 2.27. Three examples of the recorded diffraction patterns of an ultrafine grained titanium 
specimen using NanoMEGAS system are shown [12]. 
44 
 
 
resolution (or the accuracy of indexing), the angular resolution of the ASTAR

/PED technique 
(which is 0.8° [13] or 0.3° [70]) is around the angular resolution of the Hough-based EBSD 
technique [10, 49] and far larger than the angular resolution of the HR-EBSD technique [71]. 
Another area in which EBSD should be compared with ASTAR

/PED is in their capability to 
characterize severely deformed materials. As stated previously, Kikuchi patterns are very 
sensitive to deformation [35]. Therefore, EBSD cannot be used for the characterization of 
severely deformed materials. Interestingly, this fact was considered as an advantage to determine 
the volume fractions of recrystallized areas in which dislocation density is fairly low [72]. Quite 
the contrary, spot diffraction patterns are less sensitive to deformation and they do not degrade 
considerably at large plastic deformations [13]. The intensity of the spot diffraction patterns is 
affected by increasing the dislocation density. However, the location of the spot diffraction 
patterns does not change significantly. As a result, ASTAR

/PED can be used to study the 
deformation of severely deformed materials [73].    
ASTAR

/PED has been used extensively in the characterization of various materials [13]. 
Examples of the applications of this method are as follow: 
1. In-situ and ex-situ studies of the deformation mechanism and texture evolutions have 
been investigated on different elements and alloys such as palladium [74], pure iron [75], 
high-power sputter-deposited copper [76] and nanolamellar Cu/Nb composites [59].  
2. Grain growth in copper interconnects as a function of pattern size [77] and the stress 
localization of copper lines [78] have been studied. 
3. The precession electron diffraction technique has been used to assess the structure factor 
values based on the intensities of the recorded spot diffraction patterns [79]. Since the 
diffraction condition is quasi-kinematical, the intensity of the diffraction spots is 
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distributed more accurately. Therefore, this technique can be used to determine the 
structure factor values with a reasonable accuracy. 
4. Confirmation of the theory which claims that the domino-cascade process is operative at 
the nanoscale level by presenting phase maps in which particles are either lithiated or 
delihiated [80] was done using this orientation microscopy technique. This result was 
achieved through distinguishing LiFePO4 and FePO4 phases at the nanometer scale while 
the difference of their lattice constants was less than 5%.  
5. Abnormalities in grain growth of solid solution of Cu(Ni) thin films were studied by the 
quantification of the motion of different grain boundaries [81]. 
2.4. Dislocation Density Distributions for Geometrically Necessary Dislocations 
 Importance of dislocation density determination  2.4.1.
The interaction of defects, for instance dislocations, with the corresponding microstructures 
considerably affects the properties of materials. As an example, the progress of microstructural 
evolution phenomena such as recovery or recrystallization is controlled as a function of the 
energy of the stored dislocations [82]. It is highly desirable to quantitatively and in a meaningful 
manner correlate the defect structure with the microstructure. The information which can be 
derived from this correlation can be used to predict different properties such as fatigue and full 
elastic/plastic tensile response of metallic materials. It can be concluded that the rigorous 
characterization of a material requires an analysis of the defect network and its configuration in 
addition to the microstructure and its morphology.  
Imaging dislocations has been done using different techniques such as transmission electron 
microscopy [83, 84] as well as scanning electron microscopy [85, 86]. Kernel average 
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misorientation [87] and weight Burgers vector analyses [88] are examples of the efforts that have 
been done to quantify the dislocation density in different materials. In the weighted Burgers 
vector, the summation of the density of each type of dislocation multiplied by the Burgers vector 
is considered as the total dislocation density. In general, these studies are limited to materials 
which have been subjected to small deformations. The dislocation density in these materials is 
expected to be at low to intermediate levels. However, the characterization of materials subjected 
to a severe plastic deformation is challenging. For instance, EBSD based dislocation density 
studies are limited to intermediate deformation levels (e.g., 15% strain) due to the degradation of 
Kikuchi patterns in materials with high dislocation densities [35].  
Ultrafine grained (UFG) materials, as an example of severely deformed materials, have 
received considerable attention [89-92] due to the outstanding mechanical properties such as 
yield strength. As stated previously, the considerable improvement in the yield strength can be 
attributed to the huge increment of the dislocation density which promotes the Taylor hardening 
[6, 7] without any significant reduction in ductility.  
In brief, geometrically necessary dislocations (GNDs) are a special type of dislocation which 
are associated with a lattice rotation. The schematic of the formation of GNDs during a single 
slip on a slip system is depicted in Fig. 2.28. Remarkably, depending on the window size (or a 
certain scale) used to study dislocations, the number of dislocations which can be seen varies. 
The effect of window size on the number of detectable dislocations is shown in Fig. 2.29. 
Increasing the window size results in the reduction of detectable dislocations due to the 
cancellation of dislocations with opposite Burgers vectors. Also, depending on the window size, 
every dislocation can be considered as a geometrically necessary dislocation [6, 93]. To explain 
more, GNDs align themselves to accommodate the lattice curvature while statistically stored 
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dislocations (SSDs) move and glide to relax the stress during the deformation [94]. It is of great 
interest to resolve the nature of dislocations as discrete entities as well as aggregate populations 
within a material to interpret phenomena such as Taylor hardening and plastic deformation under 
various cyclic, static and thermal loads [95]. As an example, work hardening in homogeneously 
deformed single crystals can be attributed to SSDs, while GNDs have a considerable contribution 
in the work hardening of heterogeneously deformed polycrystalline materials after a particular 
amount of deformation at which the density of GNDs exceeds the density of SSDs. 
 
Figure 2.28. The schematic of formation and accumulation of geometrically necessary edge 
dislocations is illustrated [96]. 
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Figure 2.29. The number of detectable dislocations is a function of window size through which 
dislocations are studied. 
 Calculations of the dislocation density 2.4.2.
Different approaches have been followed to estimate the minimum density of GNDs from 
the orientation maps acquired by the EBSD technique. For instance, a rough estimation of the 
density of GNDs from simple twist and tilt boundaries can be calculated according to Eq. 2.28, 
where tilt=1, twist=1, and  is the local misorientation value, b is the Burgers vector (0.295 nm 
for a  type dislocations in an alpha phase titanium) and L is the scanning step size [90, 97]. The 
same equation can be used for ASTAR

/PED acquired orientation datasets to calculate the 
dislocation density in a given cross section of the foil. 
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Although this simplified form of dislocation density calculation is attractive, it has inherent 
limitations due to the exclusion of the Nyes tensor. The lower bound of the dislocation density 
can be estimated more accurately using the method proposed by Pantleon [98] in which 
infinitesimal lattice rotation components are derived from finite lattice rotations; misorientation 
between a Bunge Euler set and its neighbors [99]. Following this method, five components of 
The Nyes tensor can be calculated from the local lattice curvatures. An important assumption in 
this method is considering the elastic strain to be zero. However, it is shown that considering the 
elastic strain in addition to the rotation does not affect the accuracy of the results dramatically 
[100]. Generally, as the average spacing between the dislocations decreases (which is equivalent 
to the increase of dislocation density), the elastic strain becomes important. If the dislocation 
density is large enough, the elastic strain can be treated in different ways. An average spacing of 
10 nm between any two dislocations results in a dislocation density of 10
16
 m
-2
. Similarly, an 
average spacing of 5 nm between any two dislocations results in a dislocation density of 4*10
16
 
m
-2
. In the case of screw dislocations, these values correspond to the elastic strain of 0.23% and 
0.46%, respectively. These two values have been considered as an average and a high dislocation 
density in this study. Such a small degree of elastic strain was confirmed by XRD results where 
the lattice parameters match the lattice parameters of the undeformed alpha titanium to a level of 
better than 0.2%. Therefore, it can be assumed that the elastic strain tensor is zero. This 
assumption has been shown to be valid in severely deformed metallic materials [101].      
The assumption of zero elastic strain results in considering the elastic distortion tensor to be 
equivalent to the lattice rotation tensor. As a result, the local lattice rotation can be calculated 
from the disorientation (smallest misorientation) between two adjacent pixels (orientation sets) 
according to Eq. 2.29,  
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where q is the disorientation between two adjacent points. As stated previously, since crystal 
structures have series of symmetries, the same orientation can be represented by different Bunge 
Euler angle sets in the Euler space. Therefore, in order to find the smallest misorientation 
between two orientation sets, crystal symmetry elements must be applied to both orientation sets 
to find the equivalent sets which make the smallest misorientation value. The disorientation 
between two orientation sets is determined according to Eq. 2.30, Eq. 2.31 and Eq. 2.32, 
where CiX, gX and  represent crystal symmetry (i=1 to 12 in the case of hcp crystal structure), 
orientation matrix for the orientation set X and the disorientation angle of all the misorientation 
matrices (g and g). 
The lattice curvature components can be calculated from the distortion values following Eq. 
2.33, 
where k and l are from 1 to 3, referring to the principal distortions. After the calculation of the 
lattice curvature, the local lattice rotation is determined from an adjacent pair of nearest 
neighbors of a pixel (orientation set). Unfortunately, all the components of the Nye tensor cannot 
be calculated from a 2D projection of a 3D volume. Only six of the lattice curvatures can be 
calculated from the local orientation measurements on planar surfaces. Five components of the 
dislocation density and one difference between two other components can be calculated from 
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these six lattice curvature components [98]. The five Nye tensor components which can be 
calculated and the four missing components are given in Eq. 2.34 and Eq. 2.35, respectively. 
The lower bound of the GND density can be calculated from the summation of the calculated 
Nyes tensor components according to Eq. 2.36. 
 Application of the dislocation density calculation method in different materials 2.4.3.
Dislocation content of a macrozone in hot rolled Ti-6Al-4V alloy [86], GND density 
distribution near the head of a blocked slip band [99] as well as evolutions of the dislocation 
density distribution in copper during tensile deformation [102] and its accumulation near grain 
boundaries [103] can be named as some of the examples of applying the mentioned method to 
quantitatively study the dislocation density and its distributions. 
Studying the dislocation content of a macrozone in a hot-rolled Ti-6Al-4V sample revealed 
that the GND content in the macrozone is almost twice that of the GND content in the non-
macrozone region. Also, the population of a  type dislocations was ten times higher than the 
population of c a  type GNDs. These dislocations formed a cellular structure in the macrozone 
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region [86]. The dislocation density evolutions as a function of thermally and mechanically 
induced strains were studied close to the carbide inclusions in a nickel-based superalloy [104]. 
Considerable thermal elastic strains were observed in the nickel matrix close to the carbide 
particles. The magnitude of the strain was estimated to be around 0.001. The GND density close 
to the carbide particles increased. Also, mechanical deformation was applied by loading along 
<100> which made 100 MPa to 200 MPa stress fluctuations across two groups of parallel linear 
features corresponding to the linear steps [104]. GND density of 10
14
 m
-2
 was observed along the 
linear slip steps. The strain gradient formed by the carbide particles was accommodated by the 
increased GND density in the surrounding nickel matrix with GND contents increasing with the 
magnitude of the locally applied strain.  
The interaction of a grain boundary and a blocked slip band was studied in a deformed 
titanium sample [99]. In a studied grain, the types of the active dislocations and their reactions 
were determined. The dislocation density distributions of six types of GNDs are shown in Fig. 
2.30. According to the maps shown in this figure, it can be said that most of the dislocations 
located inside the lower grain below the slip band are positive 2<a >  edge type. The population 
of dislocations remarkably reduces as the distance from the grain boundary increases. Also, the 
density of dislocations with 2<a >  Burgers vector is considerable. 
The evolution of dislocation density during deformation in a copper sample was probed 
[102]. Samples were deformed for 0%, 6%, 10%, 22.5% and 40%. It was noticed that the GND 
density increased according to Ashbys theory of work hardening. Although lower dislocation 
densities spread through the materials, it was noticed that higher GND densities accumulate close 
to the triple junctions and grain boundaries. Also, at strains lower than 6%, the grain average 
GND density was smaller in larger grains.  
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Investigation of the role of dislocation density on the radiation hardening resistance of 
nanostructured tungsten-rhenium showed that the higher dislocation density results in a higher 
resistance against radiation-induced hardening in the rolled sheet sample in comparison to the 
annealed one in which the average grain size is about 50 times larger [105]. 
 
Figure 2.30. (a) Dislocation density distributions of <a>  type screw and edge dislocations on 
prism planes and (b) schematic of the projection of <a>  type slip systems as well as the applied 
stress condition in x1x3 plane are shown [99].  
2.5. Nanotwins 
 Importance of nanotwin characterization 2.5.1.
Metallic materials are best described by a predominance of extremely fine (i.e., nanoscaled) 
features exhibiting outstanding mechanical properties such as fatigue resistivity and yield 
strength. Unfortunately, these materials suffer from low tensile ductility [106]. As an example, 
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optimization of contrary mechanical properties such as yield strength and ductility can be 
achieved by introducing a large volume of nanotwins which form in low to intermediate stacking 
fault energy metals such as nickel and copper [107]. The optimization of the opposite mechanical 
properties can be achieved due to brittle to ductile failure mode transition through reducing the 
distance between twins to less than 15 nm [108] without significantly affecting other physical 
properties [109]. It is shown that in a case in which the distance between the nanotwins is larger 
than 150 nm, the hardness value follows the Hall-Petch equation (i.e., the hardness value follows 
d
-1/2
 dependence) according to Eq. 2.37, 
where y,0, ky and d are the final yield strength after the deformation, the initial yield strength, 
Hall-Petch constant which is material dependent and the average grain size, respectively. 
However, the hardness values do not follow the Hall-Petch equation in a case in which the 
distance between nanotwins is smaller (e.g., d<100 nm). In this case, the hardness value is 
proportional to d
-1
.This deviation can be justified based on the interactions between nanotwins 
and dislocations surrounding them [110]. Interestingly, depending on the thickness of the 
nanotwins in the submicron grained fcc metals, the Hall-Petch effect represents two opposite 
trends [111]. A normal Hall-Petch strengthening relation is valid for the nanotwins whose width 
is larger than 15 nm. However, inverse Hall-Petch relation (i.e., grain boundary softening) is the 
controlling phenomenon for the smaller nanotwins leading to softening. The loss of nanotwin 
boundary coherency due to the interaction of the twins with dislocations can be considered as the 
main reason for the deviations from the normal Hall-Petch relationship. Additionally, while 
dislocations moving parallel to the nanotwins can pass the twin boundaries easily, the other 
dislocations are blocked strongly [112]. Also, the transition of the rate controlling mechanism 
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from intra-twin to twin-boundary-mediated processes happens through reducing the twin 
lamellar thickness [113]. It can be concluded from the above discussion that designing materials 
with better mechanical properties requires a good understanding of the orientation, width and 
distance of nanotwins as well as the determination of types and configurations of dislocations in 
a relatively large area (i.e., around tens of m2). 
Since the density of grain boundaries is remarkable in nano-size grain boundaries, they play 
a vital role in deformation, specifically in twining [114], intergranular slip as well as in the 
interaction of grain boundaries with nanotwins. As an example, in nano-grained materials, grain 
boundary sliding results in nanocrack nucleation in the stress field of grain boundary and 1D 
rotational defects (i.e., disclinations [115]) [116]. For the materials with bcc and fcc crystal 
structures, the most important parameters which affect the nucleation of a crack from a nanotwin 
which is arrested at a grain boundary are the external stress, the width of the nanotwin and the 
angle between the grain boundary plane and the nanotwin [114]. Moreover, the grain boundary 
misorientation determines whether a nanotwin is allowed geometrically to pass through the 
neighbor grain by crossing the grain boundary [114]. A model has been developed to justify the 
formation of nanotwins induced by grain boundaries during deformation. In this model [117], the 
vital role of the dislocation configuration close to the grain boundaries and triple junctions is 
highlighted.   
 Characterization of nanotwins     2.5.2.
As mentioned previously, the spatial resolution of EBSD is 20-30 nm for slightly deformed 
materials [10] and greater than 100 nm for severely deformed materials [11, 59]. Also, it was 
mentioned that the spatial resolution is ~30 nm along the tilt axis and ~90 nm perpendicular to 
the tilt axis [11]. Therefore, this technique cannot be used to characterize nanotwin lamella 
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smaller than 100 nm [118-120]. Recently, a novel characterization approach of nanotwins based 
on the combination of ion channeling imaging and EBSD has been suggested [121]. In this 
approach, the location of nanotwins is detected by an ion channeling imaging method. The 
orientation of the nanotwins is determined based on the post processing of the EBSD results. 
Unfortunately, this method is limited mainly due to the previously mentioned disabilities of 
EBSD in the characterization of severely deformed metallic materials (e.g., degradation of 
Kikuchi patterns at large strains) [35]. 
Transmission electron microscopy methods have been used to characterize defects and 
structures of nanomaterials [122]. However, these methods are both complex and limited to the 
analysis of a very small area. An automated orientation microscopy technique by TEM was 
developed in which the orientation of crystals is determined based on a series of acquired dark 
field images [123]. Similarly, nanotwins were characterized by an automated Kossel-Kikuchi 
line based method [124]. It is clear that these two methods are not applicable to highly deformed 
metallic materials. In another effort, an automated TEM-based orientation microscopy technique 
was developed to determine the orientation of fine features by recording and indexing spot and 
Kikuchi diffraction patterns [125]. Regrettably, this method is only applicable to imaging 
conditions and samples in which kinematical theory of electron diffraction is valid.   
2.6. Grain Boundary Character Distributions 
 Importance of grain boundary plane studies 2.6.1.
A grain boundary engineering (GBE) approach has been used extensively to promote certain 
material properties through controlling the population of special types of grain boundaries [126]. 
As an example, the intergranular stress corrosion cracking can be reduced in nickel-based alloys 
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by increasing the fraction of low coincidence site lattice ( CSL) boundaries where is the 
reciprocal of the number fraction of coincident sites [127]. In order to interpret the GBE 
mechanism, a complete knowledge of the grain boundary structure is needed [128]. However, the 
three misorientation parameters used to distinguish special boundaries (CSL boundary types) are 
not enough to determine the coincidence degree in the grain boundary plane [129]. In addition, it 
is shown that the interpretation of some phenomena requires a good understanding of the 
distribution of the grain boundary plane in addition to the grain boundary misorientation. 
Examples of these phenomena are:  
1. Intergranular stress corrosion [130],  
2. Far lower energy of the coherent twin (i.e., 3 boundary with a {111} boundary plane) in 
comparison with an incoherent twin (i.e., 3 boundary on a {112} boundary plane) 
[131],  
3. Stored elastic strain [129].  
Therefore, in addition to the misorientation between two sides of a grain boundary, the grain 
boundary plane distribution must be studied in order to characterize grain boundaries more 
accurately and propose more appropriate GBE processes based on the properties of interest 
[130]. 
 Analyses of the grain boundary character distributions 2.6.2.
The study of grain boundaries can be categorized into three distinct groups which are 
1)  Investigation of the atomic bondings and determination of the chemical composition of the 
grain boundaries [132], 
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2) Consideration of the microscopic boundary features (e.g., the required translations between 
two adjacent grains form a grain boundary) [133], 
3) Determination of the macroscopic grain boundary parameters (e.g., misorientation between 
both sides of a grain boundary) [134]. 
It is possible to determine the grain boundary character distributions based on a stereological 
approach from the orientation of the areas where grain boundaries intersect the plane of 
observation [135]. According to this approach, grain boundaries are classified by five 
characteristic parameters. Two of these parameters determine the inclination of a grain boundary 
plane normal (i.e., n). The inclination of the grain boundary plane normal in the crystal 
coordinate system is parameterized using two angles in the spherical coordinate system (i.e.,  
and ). As shown in Fig. 2.31(a), the two angles are parametrized by cos( and in the range of 
0 to 1 and 0 to 2, respectively [136]. The other three parameters determine the lattice 
misorientation, g, between the two adjacent crystals across a grain boundary. The 
misorientation space is parametrized using Bunge Euler angles with a particular discretization 
size (e.g. 15°). As shown in Fig. 2.31(b), the misorientation space is parametrized by 1, cos() 
and 2 in the range of 0 to /2, 0 to 1 and 0 to /2, respectively [136]. As stated, the mentioned 
approach of studying grain boundaries is based on the discretization of the boundary space to 
equal volume bins or cells. Notably, a new method has been proposed to study grain boundaries 
which is based on classifying grain boundaries according to their distance from specific points in 
the boundary space [137].   
The grain boundary character distribution (GBCD) is a method to show the distribution 
(of boundaries with the boundary normal of n and the misorientation of g (i.e., (g,n)). 
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GBCD values are presented in the unit of multiples of a random distribution (MRD). According 
to this unit, distribution values smaller than one represent frequencies of occurrence less than 
expected in a random distribution.  
 
Figure 2.31. The parameterization of (g,n) into (a) two parameters for the boundary plane 
orientation and (b) three parameters for the grain boundary misorientation is presented [135]. 
One of the parameters which represents the inclination of the boundary plane and the three 
misorientation parameters can be determined from an orientation map of a planar section. The 
other required parameter for the determination of the boundary plane inclination can be 
determined through stereological analyses considering the fact that a group of possible boundary 
planes must be located in the zone of the grain boundary trace. Notably, a grain boundary trace is 
defined as a line segment of a real grain boundary which is connecting two triple points [128]. A 
great circle which is normal to the line segment on a stereographic projection can be drawn from 
all of these planes. Although the probability of a random grain boundary plane being included in 
the potential grain boundary planes existing between two neighboring grains is less than one, the 
probability that each boundary plane set contains the real boundary plane is exactly one [138]. 
The average estimation of (n) can be determined by considering a huge number of similar 
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misorientations. The real boundary plane makes a relatively larger contribution to the group of 
possible boundary planes [139]. The number of required grain boundaries for the stereological 
analysis is a function of crystal symmetry and the angular resolution chosen for the 
determination of the five characters of the grain boundaries. As an example, to study the grain 
boundary character distribution of a material with a cubic crystal structure and the misorientation 
resolution of 10°, more than 50,000 grain boundary traces should be provided [140]. The number 
of required grain boundary traces increases for the lower crystal symmetries (e.g., more than 
200,000 for the hcp crystal structure). The stereological approach to determine the grain 
boundary plane distributions from a 2D orientation dataset is shown in Fig. 2.32.    
 
Figure 2.32. (a) The schematic of the determination of the grain boundary plane distribution 
from a 2D orientation dataset by a stereology approach, (b) the zone axis of the potential 
boundary plane candidates for a grain boundary, (c-e) the transformation of boundary segment 
trace into a stereogram in the crystal frame, (c) one grain boundary, (d) two grain boundaries and 
(e) three boundaries are presented (adapted from ref. [139]).   
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It is remarkable to note that GBCD studies which are following stereological approaches are 
based on an important assumption that the sample has a random orientation texture. Also, it is 
noted that the performance of the current GBCD approach is not affected considerably if at least 
60% of the studied grains are oriented randomly [138].  
 Applications of the GBCD method to characterize grain boundaries in different 2.6.3.
materials 
The evolution of the five-parameter grain boundary character distributions in  brass as a 
function of iterative thermomechanical processing revealed that there is a considerable tendency 
for boundaries to terminate on {111} planes [131]. The termination of boundaries on {111} 
planes as well as the high incidence of coherent twins results in a high concentration of 
asymmetric tilt boundaries oriented along <110> axis of misorientation. The iterative 
thermomechanical processing leads to increasing the population of boundaries terminated on 
{111} planes and the coherent twins. Also, the number of triple junctions made up of three 
random boundaries reduced. 
The GBCD approach has been used to determine the grain boundary character distributions 
in different materials such as Al [140], MgAl2O4 [141], MgO [136], SrTiO3 [142], TiO2 [143] 
and Fe-1%Si [144]. Based on the results of these investigations, it was noticed that the grain 
boundary planes are distributed anisotropically where low index and low energy habit planes are 
more favorable. Also, there is an inverse correlation between the population of a grain boundary 
plane and its grain boundary energy for materials with a random orientation distribution. The 
correlation between the grain boundary area and its energy was studied in nickel [145]. In this 
study, the grain boundary area was determined based on the GBCD method and the relative 
energy of the grain boundaries was determined using the geometries of interfaces at the triple 
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lines as a function of grain boundary plane and its misorientation. It was mentioned that the 
energy of the grain boundaries terminated by {111} planes is lower than the other grain 
boundaries. Also, the energy of the 9 tilt boundaries is relatively low.   
Comparing the calculated and measured grain boundary energies in nickel showed that there 
is a strong correlation between the experimental and computational results for the 3 and 9 
grain boundaries [146]. However, for the rest of coincident site lattice grain boundaries, little 
correlation between the computations and experiments was observed. Based on the results of this 
study, it was concluded that the grain boundary population can be used to estimate the 
experimental system size required to empirically determine the energy of a system with a desired 
accuracy.    
Grain boundary character distribution studies of metallic materials with hcp crystal 
structures are limited. It is shown that the population of basal grain boundary planes of  
titanium is less prevalent in comparison to the prismatic grain boundary planes [147]. It is 
confirmed that the populations of the 180°-tilt and 180°-twist grain boundaries are more than the 
random condition. GBCD approach was also used to study the effect of low temperature 
annealing on the five parameter grain boundary distributions in  titanium alloys [148]. It was 
pointed out that the grain boundary distribution was influenced remarkably based on the beta to 
alpha phase transformation in which the bcc crystal structure changes to the hcp crystal structure. 
The annealing treatment varied the intensity of the grain boundary plane distribution of special 
boundaries. For instance, while the population of 11 (84.4°/ <2110> ) boundaries increased after 
the annealing treatment (Fig. 2.33) the population of13b boundaries (57.4°/ <2110> ) reduced 
(Fig. 2.34). 
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Figure 2.33. The distributions of grain boundary planes for 11b (84.4°/ <2110> ) in a Ti6Al4V 
(all in weight percent) sample (a) before annealing and (b) after annealing are presented [148].  
 
Figure 2.34. The distributions of grain boundary plane for 13b (57.4°/ <2110> ) (a) before 
annealing and (b) after annealing are presented [148].  
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The investigation of the distribution of invariant crystallographic martensitic planes in a / 
titanium alloy showed that there is a strong texture associated with the prismatic planes. It was 
noticed that the populations of the intervariant boundaries associated with 63.26°/[10553]  and 
60°/[1120]  which terminate on (4,1,3,0)  and (1,0,1,1)  are the highest.  
Most of the GBCD studies have been conducted on cubic materials and are associated with 
micron-size grains. GBCD of nanocrystalline materials has been studied rarely. In the few 
studies related to the GBCD of nanocrystalline metallic materials, it was noticed that there is a 
good consistency between the GBCD results of materials with the average grain size of the 
micron scale and nanocrystalline materials. As an example, a strong (111) peak associated with 
60°/[111] was reported for nanocrystalline copper films [149]. This observation is consistent 
with a similar study on a copper sample with a far larger grain size [150]. This type of similarity 
between the nanocrystalline and microcrystalline tungsten has been reported as well [151].  
Different techniques have been employed to prepare the orientation datasets used for GBCD 
analysis. For instance, 2D orientation datasets have been prepared by the EBSD technique [131]. 
The combination of focused ion beam and EBSD were used to prepare 3D orientation datasets 
for materials with the average grain size larger than a few microns [152]. Since the preparation 
of a 3D dataset by the combination of focused ion beam and EBSD is very time consuming, Xe 
plasma focused ion beam has been used to prepare larger 3D orientation datasets in a 
considerably shorter time [147]. In the case of nanocrystalline materials, 2D orientation datasets 
have been prepared by the ASTAR/PED orientation microscopy technique [149, 151].    
The following important notes can be concluded from the grain boundary character 
distribution studies in the literature: 
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1. The distribution of the grain boundary plane is anisotropic 
2. Low energy and low index habit planes are more favorable 
3. The grain boundary character distribution (i.e.,(g,n)) is inversely proportional to the 
grain boundary energy (i.e., (g,n)) for randomly oriented polycrystalline materials 
[153]   
2.7. Physical Metallurgy 
 Titanium 2.7.1.
Low density (4.5 g/cm
3
), high corrosion resistivity, high yield strength (1000 MPa) and the 
elastic modulus of 115 GPa at room temperature are the main reasons that titanium and its alloys 
are used frequently in different applications such as aircraft and bio-implants. Also, due to the 
high melting point of titanium (1670 °C), this element can be used in aerospace applications in 
which the final material is operational at the elevated temperatures such as gas turbine aero-
engine compressors. Unfortunately, the high price of titanium and its alloys limits its usage 
[154]. A brief introduction of pure titanium, commercially pure titanium alloys and / titanium 
alloys is given in this section.  
2.7.1.1 Pure titanium 
The crystal structure and the stable phase of pure titanium at room temperature are 
hexagonal close packed (hcp, a=0.295 nm and c=0.468 nm) and  phase, respectively. The c/a 
ratio in pure alpha titanium is 1.587 which is smaller than the ideal ratio of 1.633 for the hcp 
crystal structure. An allotropic phase transformation happens in pure titanium at 882 °C in which 
a hexagonal close packed structure at lower temperatures changes to a body centered cubic (bcc, 
a=0.332 nm at 900 °C) crystal structure ( phase) at higher temperatures.  
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Depending upon the cooling rate and composition, the transformation of  titanium to  
titanium can happen either by a martensitic phase transformation process or by a diffusion-
controlled nucleation and growth process. The crystallographic relationship between the alpha 
and beta phases follows the Burgers orientation relationship [155] according to Eq. 2.38 and Eq. 
2.39.  
Notably, the Burgers orientation relationship is valid for both martensitic as well as 
nucleation/growth processes. Based on this orientation relationship, there are twelve 
symmetrically equivalent ways to transform a beta phase orientation to an alpha phase 
orientation [15].   
The temperature at which the  phase transforms to the  phase is called the beta transus 
temperature (T). Notably, the phase transformation temperature is a function of the purity of the 
material. Depending on increasing or decreasing the beta transus temperature, the alloying 
elements in titanium alloys are classified as alpha and beta stabilizer elements, respectively. 
Aluminum, oxygen, nitrogen and carbon can be named as main alpha stabilizers. The beta 
stabilizer elements are categorized as beta isomorphous elements (such as vanadium, niobium 
and molybdenum) and beta eutectoid elements (such as iron, silicon and chromium). Notably, 
elements such as zirconium slightly reduce the beta transus temperature at low concentrations 
and slightly increase the transition temperature at higher concentrations [156]. The schematic of 
the variation of the beta transus temperature as a function of alloying elements is shown in Fig. 
2.35. 
 β α(110)  || (0002)  2.38 
 β α[111]  || [1120]  2.39 
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Figure 2.35. The schematic of the role of alloying elements on the phase diagram of titanium 
alloys is presented (adapted from ref. [154]). 
The deformation modes in titanium and its alloys can be categorized as twinning and slip. 
The main slip directions in alpha titanium are <2110> . The Burgers vectors which exist along 
these directions are called a  type. The slip planes of a  type Burgers vector are {0002}, {1010} 
and {1011} . Depending on the slip direction, c  and c a  types of Burgers vectors can be 
observed in alpha titanium which are oriented along [0001] and <1123> , respectively [157]. The 
frequently observed twinning modes in pure titanium are {1122} , {1012}  and {1121} . 
Twinning plays a key role in low temperature plastic deformations in which dislocations with a 
basal vector are not mobile. The justification of the role of twining in a low temperature 
deformation is based on the Von Mises criterion which requires a homogenous plastic 
deformation with at least five independent slip systems. In a case in which less than five 
independent slip systems are activated, twining can accommodate the deformation partially 
[158].     
68 
 
 
Titanium alloys are classified into three groups based on their position in a pseudo binary 
section of the  isomorphous phase diagram, Fig. 2.36. These three groups of alloys are called , 
/ and  alloys.  
 
Figure 2.36. The schematic of a pseudo binary section in a  isomorphous phase diagram is 
depicted (adapted from ref. [154]). 
2.7.1.2 Commercially pure (CP) titanium and alpha titanium alloys 
The crystal structure of these types of titanium alloys is hexagonal close packed. Depending 
on the alloying elements and their concentrations in the alloy, commercially pure titanium alloys 
and alpha titanium alloys are categorized. As an example, the oxygen and iron contents of the 
four different grades of commercially pure titanium alloys are presented in Table 2.2. The 
alloying elements in these alloys can be substitutional (e.g., iron) and interstitial (e.g., oxygen). 
Clearly, the alpha stabilizer elements (e.g., oxygen and aluminum) have a good solubility in 
these alloys and the beta stabilizer elements (such as iron and vanadium) have a limited 
solubility in the mentioned alloys.  
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Table 2.2 Chemical composition of the alloying elements in four grades of commercially pure 
titanium alloys [154] 
Grade number 
Maximum oxygen content 
(weight percent) 
Maximum iron content     
(weight percent) 
0.2 (Mpa) 
1 0.18 0.20 170 
2 0.25 0.30 275 
3 0.35 0.30 380 
4 0.40 0.50 480 
Superior corrosion resistivity in comparison with stainless steel, excellent durability, 
weldability as well as good fabricability are the most important characteristics of commercially 
pure titanium alloys. The primary applications of the CP titanium alloys are in heat exchangers 
and manufacturing petrochemical processing equipment [159]. In the applications in which a 
higher yield strength is required, alpha titanium alloys are used as an alternative to CP titanium 
alloys. For instance, in the material selection step of manufacturing pressure vessels, mechanical 
properties are considered as important as corrosion resistant properties. Therefore, alpha titanium 
alloys are more favorable in comparison with CP titanium alloys.    
The main reasons for applying thermomechanical processing to CP and alpha titanium 
alloys are changing the texture and the grain size of the samples. A frequently used 
thermomechanical processing route applied to CP titanium and alpha titanium alloys is depicted 
in Fig. 2.37. In this thermomechanical processing route, initially, the sample (slab) is 
homogenized to make sure that the solute atoms are dispersed uniformly over the entire sample. 
In the next step, the sample is rolled. Since the mentioned alloys have a low work hardening 
effect, it is common to anneal and recrystallize them to enhance their ductility. The 
microstructure of these alloys is expected to be alpha grains in which the  phase is dispersed. It 
is not surprising to mention that the existence of iron in these alloys and its rejection from the 
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alpha phase due to its small solubility in the alpha phase result in the formation of a small 
amount of the beta phase. 
 
Figure 2.37. The schematic of a common thermomechanical processing route applied to CP 
titanium and alpha/beta titanium alloys is presented (adapted from ref. [154]). 
2.7.1.3 Alpha/beta titanium alloys 
In addition to varying the texture and grain size of the samples, the main reason for applying 
thermomechanical processing in / titanium alloys is changing the microstructure of the 
material. 
Depending on the temperature at which thermomechanical processing is applied, two 
different types ofalloys are expected in / titanium alloys [160]. These two types are named  
processed and + processed alloys. Beta processed alloys are those in which the 
thermomechanical processing is applied above the beta transus temperature while in the + 
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processed alloys, the thermomechanical processing is applied bellow the beta transus 
temperature.  
In the  processed alloys, Widmanstatten lath-like precipitates of the alpha phase form in a 
matrix of the beta phase. In the case in which the cooling rate is fast enough, alpha precipitates 
are not morphologically parallel to each other and the microstructure is called basketweave, Fig. 
2.38 (a). Also, fine secondary alpha platelets can form in the beta phase during the annealing 
heat treatment. However, for the lower cooling rates, the alpha laths form morphologically 
parallel to the beta ribs and the microstructure is called colony, Fig. 2.38(b). In the case of 
alpha/beta processed alloys, a combination of equiaxed (globular) alpha precipitates dispersed in 
a transformed beta matrix forms, Fig. 2.38(c). All in one, a wide range of microstructures from 
fully lamellar to equiaxed and bi-model (duplex) microstructures can be achieved as a function 
of applying different thermomechanical processing routes. The Burgers orientation relationship 
is only valid for the lamellar microstructure. In other words, the specific orientation relationship 
is only valid between the alpha lath and the beta rib microstructures and there is no specific 
crystallographic relationship between the beta phase surrounding an equiaxed alpha particle.  
    
Figure 2.38. Micrographs of (a) basketweave microstructure, (b) colony microstructure and (c) 
equiaxed alpha precipitates in a transformed beta matrix are presented (micrograph “b” belongs 
to ref. [161]). 
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The effect of microstructure and chemical composition on the yield strength of Ti-6Al-4V 
alloy (which is an / titanium alloy) was investigated by an integration of artificial neural 
networks and genetic algorithms [161, 162]. The results of this integration are in close agreement 
with the reported values by Williams et al. [163]. It is shown that the solid solution strengthening 
has a considerably larger contribution to the yield strength in comparison with the interfacial 
strengthening, Hall-Petch strengthening, beta phase constraint or the presence of basketweave 
microstructure. Also, it is mentioned that the contribution of the alpha phase in strengthening is 
higher than the beta phase. The contribution of substitutional alloying elements (e.g., aluminum, 
iron and vanadium) as well as the interstitial alloying elements (e.g., oxygen) on the solid 
solution strengthening determined by neural networks and genetic algorithms is depicted in Fig. 
2.39. The effect of microstructural features such as mean equiaxed alpha size, volume fraction of 
equiaxed alpha, total volume fraction of the alpha phase and lath thickness on the yield strength 
is presented in Fig. 2.40. Clearly, the contribution of the microstructural features on hardening is 
far smaller than the composition.  
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Figure 2.39. Virtual dependencies of yield strength as a function of the concentration of (a) 
aluminum, (b) iron, (c) oxygen and (d) vanadium determined by neural networks (NN) and 
genetic algorithms (GA) are presented [162]. 
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Figure 2.40. Virtual dependencies of yield strength as a function of (a) mean equiaxed alpha size, 
(b) volume fraction of equiaxed alpha, (c) volume fraction of total alpha and (d) lath thickness 
determined by neural networks and genetic algorithm are shown [162]. 
 Nickel-based superalloys 2.7.2.
Nickel-based superalloys have been used widely in power generation turbines and aerospace 
applications thanks to their exceptional corrosion resistance, high temperature strength and 
toughness [164]. For instance, around 50% of the total weight of an aircraft engine is made up of 
nickel-based superalloys.  
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The crystal structure of nickel is face centered cubic. In order to prepare nickel-based 
superalloys, five to ten elements are added to pure nickel. Some of these alloying elements are 
Cr, Co, Mo, W, Ta, etc. and the total weight of these alloying elements is usually less than forty 
weight percent. The composition of some frequently used superalloys is presented in Table 2.3. 
Table 2.3 Composition of the major components of some nickel-based superalloys (wt. %, bal. 
Ni) 
 Cr Co Mo W Al Ti 
Rene 80 14 9.5 4 4 3 5 
C1023 15.5 10 8.5 - 4.2 3.6 
IN 100 12.4 18.4 3.2 - 4.9 4.3 
One of the most common binary bases for the nickel-based superalloys is the nickel-
aluminum system. By increasing the aluminum content in the  nickel phase, a new phase called 
 precipitates. The nominal composition of this phase is Ni3Al with the ordered intermetallic 
structure of L12. This phase plays a key role in the strengthening of the nickel-based superalloys. 
The mentioned two phases form the major part of the nickel-based superalloy microstructures. 
The precipitation and growth rate of the  phase are a function of the cooling rate through the 
solvus temperature. For example, cooling rates larger than 40 K/min lead to the formation of a 
uniform distribution of fine  precipitates. However, reducing the cooling rate results in the 
precipitation of the  phase with different sizes (e.g., >500 nm and <50 nm). A typical 
microstructure of a nickel superalloy is presented in Fig. 2.41. Generally, the addition of alloying 
elements such as Mo, W, Nb and Re stabilizes the  phase while Ti, Nb and Ta stabilize the  
phase. The addition of iron to nickel results in the formation of Ni-Fe superalloys. One of the 
most common example of this alloy is Inconel 718. 
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Figure 2.41. A general microstructure of a nickel-based superalloy is shown [165].  
 Zirconium 2.7.3.
Zirconium is used mainly in the nuclear power industry. Similar to pure titanium, zirconium 
has two stable phases. The alpha phase (with the hcp crystal structure, a=0.323 nm and c=0.514 
nm) is stable from room temperature up to 1139 K. At this temperature, zirconium undergoes a 
phase transformation in which the alpha phase varies to the beta phase with the bcc crystal 
structure (a=0.360 nm). The enthalpy of phase transformation is 4.103 kJ/mol [166]. The c/a 
ratio in pure alpha zirconium is 1.592 which is smaller than the ideal ratio of 1.633 for the hcp 
crystal structure. Some characteristics of titanium and zirconium are compared in Table 2.4. 
In contrast to titanium, the addition of other elements to zirconium is not quite amenable. 
The main reason for this fact can be assigned to the considerably large size of zirconium atoms 
(which is 0.16 nm). As a result, except for a few elements (such as oxygen and titanium), the 
solubility of the elements in alpha zirconium is expected to be very limited [167]. The solubility 
of the alloying elements in beta zirconium is greater in comparison to the alpha phase. However, 
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retaining the beta phase at room temperature is very difficult [168]. The typical equilibrium 
phase diagrams which are expected in zirconium systems are alpha/beta isomorphous, beta 
eutectoid and alpha stabilized. Also, instead of the beta isomorphous phase diagram which is 
observed in titanium by the addition of beta stabilizer elements, in zirconium systems either beta 
eutectoid or beta monotectoid equilibrium phase diagrams are observed [167]. The most 
commercially important zirconium alloys are zircaloys. The predominant constituent of these 
alloys is alpha zirconium with a limited amount of beta stabilizing elements.    
Table 2.4 Comparing titanium and zirconium characteristics [167] 
 Ti Zr 
Atomic number 22 40 
Number of naturally occurring isotopes 5 5 
Atomic weight 47.9 91.22 
Electronic ground state configuration [Ar] 3d
2
 4s
2
 [Kr] 4d
2
 5s
2
 
Density at 298 K (kg/m
3
) 4510 6510 
Melting temperature (K) 1941 2128 
Boiling temperature (K) 3533 4650 
Enthalpy of fusion (kJ/mol) 16.7 18.8 
Electronegativity 1.5 1.4 
Metal radius (nm) 0.147 0.16 
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3 CHAPTER 3                                                                         
EXPERIMENTAL AND COMPUTATIONAL METHODS 
 
3.1. Experimental Methods 
 Sample preparations 3.1.1.
3.1.1.1 Ultrafine grained commercially pure titanium alloy 
An ultrafine grained commercially pure titanium alloy (grade 4) with the approximate 
composition of Ti-0.5Fe-0.4O (all in weight percent) and the beta transus temperature of 950 °C 
[154] was prepared by applying severe plastic deformation using an equal channel angular 
pressing method. A small sample was cut from the bulk alloy by an Allied TechCut 5

 high 
speed saw with 0.015 thick diamond wafering blade. A MultiPrep system (Allied High Tech, 
Rancho Dominguez, CA) was used to polish the sample. To prepare a conventional TEM 
specimen, the sample was polished using 400-, 600- and 1200-grit SiC abrasive papers for about 
10 minutes for each grit to reach a 100 m thickness. Subsequently, the sample was dimpled 
using a Gatan Dimple Grinder

 Model 656 with a 3 m diamond paste up to the time that the 
thickness of the center of the foil reached 20 m. Subsequently, a Gatan DuoMill Model 600 
was used for further milling. The two ion mills of the instrument were operated at 6 keV and 10° 
incident angle with respect to the rotating sample stage. The final milling was done using a 
Fischione 1010

 Ion Mill to make a small hole at the center of the thin foil. This instrument has 
two adjustable Hollow Anode Discharger ion sources (Fig. 3.1) with a milling angle range of 0° 
to 30°. The ion source can be operated at the current range of 3 mA to 8 mA and the extractor 
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voltage of 0.5 keV to 6 keV. To improve the quality of the final sample, the energy as well as the 
milling angle of the Fischinone Nanomill

 reduced gradually during the final milling. Operating 
at the focused low energy (50-2000 V) argon beam (10-12 mm beam size), it is possible to mill a 
sample with the minimum contamination. 
 
Figure 3.1. A schematic of a Hollow Anode Discharge (HAD) ion source is shown (adapted from 
ref. [169]). 
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3.1.1.2 Severely deformed Inconel 617 
An Inconel 617 sample with the composition of Ni-22Cr-12Co-9Mo-1.2Al (all in weight 
percent) was rolled at room temperature to 60% reduction in the thickness and supplied for 
analysis. The sample was annealed for one hour at 400 °C. A conventional TEM sample was 
prepared according to the procedure mentioned in section 3.1.1.1. 
3.1.1.3 Zirconium thin film 
Fused silica substrates with the dimensions of 3 mm*3 mm*6.3 mm were cleaned in an 
ultrasonic bath of acetone for 15 minutes. The substrates were also rinsed in isopropanol for 10 
minutes. Finally, each substrate was blown off with dry nitrogen for two minutes. The substrates 
were loaded into a PVD Products sputter deposition machine in sputter down configuration. The 
substrates were held vertically on a rotatable platen, exposing only the 3 mm*3 mm portion of 
the fused silica. Before introducing 20 standard cubic centimeters per minute of argon gas 
controlled by a mass flow controller, the machine was pumped down to 10
-5
 Pa. The pressure in 
the system at 0.66 Pa was controlled by a closed-loop pressure control system, which utilizes a 
stepper motor controlled gate valve in conjunction with a capacitance manometer. A shuttered 
PVD Products 5-cm magnetron loaded with a 6.3 mm thick zirconium target, held 127 mm away 
from the substrates, was subsequently turned on with 150 W of DC power. After conditioning 
the target for five minutes, and with the substrates rotating to increase uniformity among them, 
the shutter was opened for 435 seconds, to deposit 130 nm of zirconium on the fused silica 
substrates at room temperature. The deposition length was determined by measuring the 
sputtering rate in a previous setup run using a profilometer to specify the step-height, and thus 
thickness, of a masked silicon wafer.  
81 
 
 
Sample preparations for TEM studies were carried out using an FEI DualBeam (FIB/SEM) 
Nova 200NanoLab with a field emission gun source. The microscope has a gas injection system 
for depositing platinum, gallium ion beam source for milling and an Omniprobe Autoprobe

 
nanomanipulator for lifting out foils. Initially, one micron below the bottom side of the 
zirconium coat was trenched using the rectangular pattern at the voltage of 30 keV and the 
current of 3 nA, Fig. 3.2(a), at the tilted stage of 52°. The trenching was continued up to the time 
that a cube with the height of 1 m, the width of 6 m and the length of 10 m of the substrate 
material was removed. Notably, in this figure, the electron and ion columns are designated with 
SEM and FIB notations, respectively. The electron column enables the user to look at the sample 
and the ion column is used to trench the material and deposit platinum. Subsequently, the stage 
was tilted back to the horizontal condition and the Omniprobe was inserted. Using platinum 
sputtering, the Omniprobe was mounted to the free corner of the zirconium coat, Fig. 3.2(b), at 
the accelerating voltage of 30 keV and the current of 0.5 nA. In the next step, the other two sides 
of the coat, which are shown with the yellow lines in Fig. 3.2(b), were trenched, and the sample 
was lifted out and mounted on a copper grid. The foil was then milled according to the following 
steps: 
1. Only the side which had an interface with the fused silica substrate was milled at the 
tilted stage of 52° up to the time that the thickness of the foil reached to 500 nm. This 
step of milling was done at 30 keV and 1 nA using the rectangular pattern. 
2. The same side was milled at 53° up to the time that the face of the foil was hardly visible. 
This step of milling was done at 30 keV and 0.5 nA using the rectangular pattern. 
3. The other side of the sample (which did not have any interface with the fused silica 
substrate) was milled for two passes at 5 keV and 0.2 nA using the cleaning cross-section 
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pattern at 58°. This step was done to make sure that the other side of the sample was flat 
enough.  
4. Finally, the sample was rotated again to the previous side and it was milled at 5 keV and 
0.2 nA using cleaning cross-section pattern at 58° up to the time that the thin foil was 
electron transparent. 
 
Figure 3.2. The schematics of (a) trenching the bottom of the zirconium coat and (b) lifting out 
of a foil are presented. 
Noteworthy, since the foils are prepared for further characterization using the 
ASTAR

/PED technique, their thickness should be as fine as possible (generally <150 nm). 
ASTAR

/PED results are dramatically poor for thick foils due to the overlapping of grains 
through the incident beam [13]. 
3.1.1.4 Molybdenum trioxide-MoO3) 
A specimen of Molybdenum trioxide-MoO3) crystal which was grown on a carbon film 
and supported by a 400 square mesh copper grid was selected for the rotation-calibration 
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experiment. The crystal structure of Molybdenum trioxide is pseudo-orthorhombic with the 
lattice constants of a=0.397, b=1.385 nm and c=0.370 nm [170]. The growth direction of -
MoO3 is [001].     
3.1.1.5 Surface treated / titanium alloy 
The surface of a bulk / titanium alloy with the composition of Ti-6Al-4V (all in weight 
percent) was severely deformed by ultrasonic nanocrystal surface modification (UNSM) 
technique at the University of Cincinnati. The UNSM technique induces grain refinement to the 
surface of materials by applying severe plastic deformation. This safe, cost effective and simple 
surface treatment technique provides a relatively uniform surface after completing the surface 
treatment. The uniform surface treatment can be achieved by applying a proper static load [171]. 
The driving force for the plastic deformation is applied by ultrasonic vibrations which are 
applied by a piezoelectric transducer. The load is transferred to the material by a tungsten carbide 
ball. In the current study, the surface treatment was done using a LM-520 UNSM system. An 
ultrasonic transducer was used to strike the surface of the bulk sample at a high frequency 
ranging from 10 kHz to 30 kHz [172]. The load of the transducer was transferred to the surface 
of the sample by a tungsten carbide ball with the approximate size of 2.38 mm. The applied load 
for the surface treatment was 60 N and the peening frequency was 20 kHz. The penetration depth 
of the ball into the bulk sample was set to 20 m. The scan speed for rastering the surface of the 
sample was 2000 mm/min. The distance between the neighboring paths was set to 70 m.  
 ASTAR/ precession electron diffraction 3.1.2.
The orientation microscopy scans were done using the ASTAR

/PED (NanoMEGAS, 
Belgium) hardware and software package installed on an FEI Tecnai G2 F20 S-Twin FEG 
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scanning/transmission electron microscope. The accelerating voltage of the TEM instrument was 
200 keV. The spot size of 9 which is equivalent to ~1 nm beam diameter was used in each 
orientation microscopy scan [59] and the camera length was set to 71 mm. In the current study, 
this set up is called the standard condition for the orientation microscopy using the 
ASTAR

/PED technique. Acquiring high fidelity orientation microscopy results requires 
attention to three steps which are aligning the direct beam of the TEM instrument, operating the 
NanoMEGAS system and optimizing the parameters involved in the indexing process of the 
recorded diffraction patterns. These steps are explained as follow.   
3.1.2.1 Aligning the direct beam 
To begin with, the switch button of the precession power was turned to the ON condition, 
Fig. 3.3(a), and also the power button of the box was switched to the ON condition, Fig. 3.3(b). 
The gun lens of 7 and the extrusion voltage of 4400 V were set. The C2 aperture of 50 m was 
selected. The magnification in the bright field mode was adjusted to 13,500 X. The gun tilt was 
optimized in order to get the brightest and the most rounded projection of the direct beam on the 
viewing screen. The gun shift was corrected using the spot size of nine and three. The condenser 
stigmation was modified at the magnification of 440 kX. Beam pivot point in both x and y 
directions were fixed, and the rotation center was done at 440 kX. The eucentric height of the 
sample was found by minimizing the motion of the sample projection during the wobbling of the 
TEM stage to make sure that the sample is in the focus condition. After being done with the 
initial alignment, it is important to fix the beam pivot point in x and y directions and also the 
rotation center again at the magnification of 13,500 X.   
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Figure 3.3. Some parts of the hardware of the ASTAR/PED technique are presented. (a) The 
precession power switch and (b) the electronic box which communicates with the hardware of 
TEM microscope are shown. 
3.1.2.2 Operating the ASTAR/PED system 
The ASTAR

/PED system has three software packages which are the TEM diffraction 
pattern acquisition package, the DigiStar control package and the Index package called ACOM 
(Automated Crystal Orientation Mapping). The first two software packages are used during the 
diffraction pattern acquisition while the third one is used when the diffraction pattern images are 
being indexed. In contrast to the current EBSD systems, indexing the diffraction pattern images 
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is done offline. The diffraction pattern acquisition package as well as the DigiStar software are 
explained in the current section, and the Index software is discussed in section 3.1.2.3.  
After aligning the direct beam, the converged direct beam was precessed about the optic axis 
at an angle of 1.3°. The diffraction pattern images were collected using an external high frame 
rate camera (Stingray F-046, Allied Vision Technologies) with the exposure time of 50 ms. From 
the exposure time and the precession frequency (100 Hz), it is possible to determine the 
precession averaging. This parameter is analogous to the frame averaging for the electron 
backscattered diffraction studies [12]. The spot diffraction patterns were recorded as 8-bit gray 
scale images. In this study, the precession averaging was six precessed cycles per exposure. The 
diffraction patterns were recorded as 144*144-pixel images at the camera length of 71 mm.  
The following steps were done carefully to make the beam ready for a scan. 
1. The best saved alignment belonging to the previous scans was loaded. Then, the align 
mode was clicked, Fig. 3.4. ‘Descan on/off’ and ‘Beam Scan on/off’ were checked during 
all of the process. Subsequently, in the alignment tab, the ‘Beam Pivot Point’ was 
pressed, Fig. 3.5(a). 
2. Stingray camera was set similar to the condition shown in Fig. 3.6, and then the image 
mode was changed to the diffraction mode.  
3. While the precession is off in the DigiStar software, in the scanning control tab of the 
diffraction pattern acquisition software, see Fig. 3.7(b), an area of 500 nm*500 nm with 
the step size of 20 nm was defined. The ‘show’ button was pressed and then the motion 
of the direct beam was minimized using the diffraction focus knob on the TEM 
instrument. Subsequently, the ‘show’ oval was unchecked and the diffraction mode was 
87 
 
 
changed to the image mode on the TEM instrument. Beam pivot points, beam shift as 
well as the rotation center were fixed again.  
4. In the DigiStar control software, the precession angle oval was activated and the 
precession angle was set to 1.3°, Fig. 3.4.  
5. While the TEM instrument was in the image mode and the exposure time was set to 1-4 
ms, Fig. 3.7(c), precession function was repeatedly activated and deactivated. Meanwhile, 
by clicking the ‘Beam Pivot Point’, see Fig. 3.5(a), and using amplitude X (knob 3, see 
Fig. 3.8), amplitude Y (knob 4), phase1 (knob 5) and phase 2 (knob 6), a stable fine beam 
was achieved. The difference between the condition in which the precession was ON and 
the condition in which the precession was OFF was minimized. Also, due to the 
capability of the ASTAR

/PED technique to compensate the voltage curves of the lower 
beam deflection coils in both x and y directions, it is possible to reduce the beam 
broadening effect (which is the result of spherical aberrations for a precessed beam) and 
improve the spatial resolution. This capability is shown nicely in Fig. 3.9 [13].      
6. The area and the step size of interest were set in the TEM diffraction pattern acquisition 
software.  
7. The sample was moved under the direct beam in the image mode. The diffraction focus 
as well as the eucentric height were checked again.  
8. After switching to the diffraction mode and activating the ‘Descan Align’ tab of the 
DigiStar Control software, Fig. 3.5(b), the difference between the beam diameters 
associated with precession ON and precession OFF conditions was minimized. 
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9. The ‘Image Pivot Point’ tab of the DigiStar Control software, Fig. 3.5(c), was activated. 
The difference between the contrast of the edges in precession ON condition and 
precession OFF condition was minimized. 
10. The beam was spread in the image mode and the exposure time was increased to 200 ms, 
Fig. 3.7(c), and step five was followed.  
11. The ‘Start scan’ button, Fig. 3.7(a), was pressed to conduct a small scan. The recorded 
diffraction pattern images were indexed in order to make sure that all the parameters were 
set in a good way.    
The spot diffraction pattern images were recorded in a file with ‘blo’ extension. This file is 
called a block file. 
 
Figure 3.4. The precession tab view of DigiStar control software is shown. 
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Figure 3.5. (a) Beam pivot point, (b) descan align and (c) image pivot point tabs of DigiStar 
software are shown. 
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Figure 3.6. The schematic of recording spot diffraction patterns which are generated by a 
precessed electron beam is presented.     
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Figure 3.7. (a) Source tab, (b) scanning control tab and (c) AVT contrast tab of TEM diffraction 
pattern acquisition software are shown. 
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Figure 3.8. The electronic box which is used to precess and align the electron beam is presented.  
 
Figure 3.9. The applications of instrument-dependent compensation curves to reduce the beam 
broadening effect in a precessed beam for (a) a large beam size due to spherical aberrations, (b) a 
distorted beam, (c) a fixed beam, (d) compensation curves along x and y directions and (e) a 
reduced beam size are presented [13].    
3.1.2.3 Indexing the acquired diffraction patterns 
Indexing a block file (which contains all the acquired spot diffraction pattern images) 
includes some critical steps. These steps considerably affect the accuracy of the Bunge Euler 
angle orientation set assigned to each recorded diffraction pattern image. The process of indexing 
a block file is explained in this section briefly. 
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Initially, the simulated diffraction patterns were made using the diffraction pattern generator 
software. The crystallographic inputs of the mentioned software are the space group number, 
lattice constants as well as the Wyckoff positions of the studied material, Fig. 3.10(a). Other 
inputs of the software are related to the TEM instrument operating conditions; i.e., the 
accelerating voltage, precession angle, etc. Depending on the required accuracy of indexing; i.e., 
number of steps to cover the orientation space, the software generates a series of diffraction 
pattern templates. Notably, each template represents two rotation angles of each Bunge Euler 
angle set; i.e., and 2, Fig. 3.10(b). The extension of the simulated diffraction file is bnq. The 
simulated diffraction banks were loaded to the ACOM software, Fig. 3.11(a). The block file was 
also opened in the ACOM software, Fig. 3.11(b). Each block file contains a virtual bright field 
image. A virtual bright field image which represents the intensity fluctuation of the not diffracted 
beam was made artificially by integrating the beam intensity within a virtual aperture placed on 
the same locations in all the recorded images [13]. This image can be used to recognize the 
scanned area on the sample. Also, since this image is generated from a precessed beam, the 
intensity variation of the image is less sensitive to the diffraction contrast and curvature effects 
[13]. As a result, the observation of grains and stacking faults is easier [173]. This image is 
shown in Fig. 3.11(b). It can be said that each pixel of the virtual bright field image represents 
one recorded spot diffraction pattern with the size of 144*144 pixels. To adjust the other 
parameters involved in indexing a block file, a diffraction pattern is selected randomly from the 
virtual bright field image. The spot diffraction pattern was shifted in a way that the center of the 
direct beam was located at the center of the diffraction pattern image; i.e., location (72,72). This 
action was accomplished by using the centering tab of the ACOM software, Fig. 3.12(a). To 
center the direct beam, it is assumed that the spot with the highest intensity is the direct beam. 
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Notably, since the diffraction patterns were recorded as 8-bit gray scale images, the maximum 
intensity of the direct beam is expected to be close to 255. Image processing techniques were 
applied to increase the detection possibility of diffraction spots from the background (such as 
noise threshold, Fig. 3.12(b)) as well as to reduce the image distortion of each recorded 
diffraction pattern image. Notably, the acquired images were distorted due to the fact that they 
were recorded from a tilted viewing screen, Fig. 3.6. Also, the Stingray camera was not fully 
parallel to the tilted viewing screen. This fact increased the distortion of the images. Six different 
algorithms were applied to reduce the distortion of the recorded spot diffraction pattern images. 
These six algorithms are shown in Fig. 3.13. To explain how these image distortion methods are 
working, shearing of a 2D image is explained.   
 In a shear transformation of an image, a pair in [p q] coordinate can be mapped to [x y] 
coordinate according to Eq. 3.1 and Eq. 3.2,  
where A is a constant. Shearing is a special type of affine transformation and it can be presented 
according to Eq. 3.3 [174]. 
Also, commonly used image sharpening algorithms are used in ACOM software to increase 
the ratio between the intensity of the spot diffraction patterns and the background and make the 
spot detection more accurately.  
 x=p+A×q  3.1 
 y=q  3.2 
 
1 0 0
[x y 1]=[u v 1] A 1 0
0 0 1
 
 
 
  
 3.3 
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Figure 3.10. Diffraction pattern generator software is used to simulate diffraction pattern 
templates. (a) The cell structure editor interface and (b) the diffraction pattern generator interface 
are presented. 
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Figure 3.11. The interfaces of (a) the diffraction pattern template manager and (b) block file 
indexer are presented.  
 
97 
 
 
 
Figure 3.12.  (a) Centering tab and (b) picture tab of the ACOM software are shown. 
 
 
98 
 
 
 
Figure 3.13. The distortion of the acquired spot diffraction pattern images is fixed using six 
different algorithms (the ‘cameraman’ image is the courtesy of MathWork Inc, Massachusetts, 
USA). 
Correlation index, reliability index and the calculated camera length value are the 
parameters which can be used to assess the quality of the image processing procedure. The first 
parameter, correlation index, is similar to the image quality index in TSL OIM

 software. This 
index determines the degree of matching between a simulated diffraction pattern template and a 
recorded spot diffraction pattern image. Correlation index is calculated according to Eq. 3.4, 
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where P(x,y) is the intensity function of the recorded diffraction pattern images and Ti(x,y) 
function represents template i. Considering the intensity of the spot diffraction pattern in Eq. 3.4 
can improve the detection of small misorientation (or improve the angular resolution) due to the 
fact that the intensity of the spot diffraction patterns is a function of their deviation from the 
exact Bragg condition (i.e., the excitation error) [70].  
Reliability index is the second parameter which is used to assess the quality of the image 
processing procedure for a block file. This parameter is similar to the confidence index in EBSD. 
Reliability index can be calculated according to Eq. 3.5, 
where Q1 and Q2 are the correlation indices for the first and second selected best solutions, 
respectively. A better matching between the simulated and acquired diffraction patterns can be 
provided by adjusting the image processing parameters in a way that the values of the correlation 
and reliability indices increase [70].  
Since the camera length was set to 71 mm during the diffraction pattern acquisition, the 
deviation of the calculated camera length value from the experimental value can be a good 
indication of the validity of the image processing procedure applied to the recorded diffraction 
pattern images. The distance of the detected diffraction spots from the direct beam in the 
recorded images can be correlated to the camera length according to Eq. 3.6, 
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where R is the distance of the diffraction spots from the direct beam in terms of pixel, CL is the 
camera length in centimeter,  is the electron wavelength which is 0.0025 nm for the 
accelerating voltage of 200 keV [27]) and d is the interplanar spacing in nanometers. Based on 
the ASTAR

 hardware setting, a calibration factor with the value of 172 pixels was used in Eq. 
3.6 to make the correlation between the camera length and the distance of spot diffraction 
patterns from the direct beam. To evaluate the quality of the image processing procedure, a series 
of camera length values (e.g., 3 cm to 11 cm with the step size of 0.1 cm) were chosen to 
determine the camera length value for which the correlation index is the highest. As mentioned, a 
small deviation of the calculated value from 71 mm is expected for a good image processing 
procedure. 
To explain in brief the procedure followed to index a diffraction pattern (based on the 
personal understanding of the author from the ASTAR

/PED technique), a schematic of the 
indexing procedure is shown in Fig. 3.14 and Fig. 3.15. Indexing a diffraction pattern image, i.e., 
assigning a Bunge Euler angle set (i.e., 1, , 2) to each recorded spot diffraction pattern (e.g., 
Fig. 3.14(a)), starts with the previously mentioned image processing method used to differentiate 
the diffracted spots from the noise (background) as shown in Fig. 3.14(b). The processed image 
was converted from the Cartesian coordinate system to the polar coordinate system, Fig. 3.14(c). 
The center of the diffraction image in the Cartesian coordinate system (i.e., pixel number 70 in 
both x and y directions in a 140*140 pixel-wide image) is considered as the origin of the polar 
coordinate system. In the polar image, the direct beam is presented by a horizontal line with a 
few pixel radius (i.e., r=0 to r=2 or r=3). The polar image is integrated over the angle to make a 
spectrum from the polar image, Fig. 3.14(d). In the spectrum plot, the direct beam is represented 
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by the highest intensity peak. As expected, the intensity of this peak should be close to 255 for 
the 8-bit grayscale recorded images. The other peaks belong to the diffraction spots. The next  
 
Figure 3.14. Steps of indexing spot diffraction patterns are presented. (a) Recording a diffraction 
pattern image, (b) detecting the diffraction spots, (c) converting the recorded image to a polar 
image and (d) integrating the polar image over the angle to make the spectrum are presented. 
step in indexing a diffraction pattern image is finding the most matched template with the 
acquired image. This procedure is done initially by matching all the templates with the spectrum 
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at the calculated camera length value, Fig. 3.15. The matching of different templates with the 
recorded diffraction pattern image is done in a similar way mentioned for the calculation of the 
real camera length value. As mentioned previously, each template represents two Bunge Euler 
angles (i.e.,, 2). It can be said that by matching the templates with the recorded diffraction 
pattern images, it is possible to nominate some pairs of Bunge Euler angle sets as the most 
matched template with the recorded pattern. The first Bunge Euler angle (i.e., 1) is determined 
by the rotation of the simulated diffraction pattern images from 0° to 360° about the normal 
direction of the image plane and cross-correlating the diffraction pattern image with the 
simulated diffraction pattern images according to Eq. 3.4. The indexing of a diffraction pattern 
image is completed when1,  and 2 are determined.           
 
Figure 3.15. Matching the spectrum of a recorded spot diffraction pattern image with a 
diffraction template of beta titanium (bcc crystal structure) is presented. 
3.1.2.4 Determining the absolute orientation of grains  
The absolute orientation of grains is required for the grain boundary character distribution 
analyses. Therefore, it is necessary to determine the sample reference frame with respect to the 
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obtained orientation. The reference frame calibration was accomplished by following three 
consecutive steps: 
1) Conducting rotation-calibration experiment [27] to find the rotation between an image 
and its diffraction pattern image   
2) Resolving the 180° ambiguity problem 
3) Aligning the TSL OIM reference frame to the ASTAR reference frame 
The procedure of absolute orientation determination is as follows. The rotation-calibration 
experiment was done using a crystal of -MoO3 (orthorhombic crystal structure) which grows 
along [001] direction. Initially, a bright field image was recorded using a Gatan CCD camera at a 
magnification of 13,500 X which is the same magnification used for the data acquisition of the  
zirconium. A diffraction pattern at the camera length of 71 mm was recorded as well. The 
rotation angle between the bright field image along the [001] direction and the diffraction pattern 
was measured to be 29.1°, Fig. 3.16(a). Considering the 180° ambiguity problem, it is not clear 
whether the necessary rotation is 29.1° or 209.1° (i.e., ° or 180°+°). To resolve the 180° 
ambiguity problem, the rotation required to overlap a randomly selected feature in a bright field 
image and the same feature in the underfocused diffraction pattern image was determined, Fig. 
3.16(b). The 180° ambiguity is present because the measured rotation angle is 246.6° which is 
larger than 180°. Therefore, a rotation of 209.1° (i.e., 180°+29.1°) must be considered for the 
rotation-calibration step. This rotation was applied to 1 of each Bunge Euler angle set.  
In the final step, the reference frame calibration should be done. As depicted in Fig. 3.17, 
while the scan frame of TSL OIM and ASTAR are the same, a 90° rotation along the normal 
direction is required to align the Euler frame of TSL OIM with respect to the Euler frame of 
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ASTAR. As a result, the acquired orientation datasets were rotated +90° counter-clockwise 
active rotation along the normal direction to coincide the two reference frames [59].  
 
Figure 3.16. The red arrow shows the growth direction (i.e., [001]) of MoO3 in the bright field 
image and the green arrow represents the same direction in the diffraction pattern image. (b) The 
directions of a randomly selected feature in the bright field image and the same feature in the 
underfocused diffraction pattern image are displayed.    
 
Figure 3.17. (a) ASTAR and TSL OIM scan frames, (b) TSL OIM Euler frame and (c) 
ASTAR

 Euler frame are presented. 
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 Other techniques used in this study 3.1.3.
3.1.3.1 X-ray diffraction  
A PROTO Laboratory X-ray diffraction system was used at the University of Cincinnati to 
measure the residual stress along two orthogonal directions on the UNSM treated Ti-6Al-4V 
samples following the sin
2 method. Lattice strain measurement was accomplished by Cu K1 
radiation with the wavelength of 1.5412 Å for the {2133} peak (the Bragg angle is equal to 142˚) 
associated with the  phase titanium with a 2 mm aperture. The residual stresses were 
determined by setting the plane specific X-ray constant to 2.83*10
-6
 MPa
-1
. Electropolishing 
method was used to remove layers with a predetermined thickness from the UNSM treated 
samples. Also, to quantify the plastic deformation induced by the UNSM surface treatment, full 
width at half maximum values of X-ray peaks were measured [175].  
3.1.3.2 Fatigue experiment 
A MTS Bionix servo-hydraulic fatigue machine was used at the University of Cincinnati to 
conduct the three-point bending fatigue experiment. Sine function loading pattern with the stress 
ratio of 0.1 was chosen. The frequency and span were set to 5 Hz and 30 mm, respectively. Bulk 
samples were cut by a wire electric discharge machining system to prepare 50 mm*10 mm*1.6 
mm samples. After applying the UNSM surface treatment, samples were tested for two million 
cycles or until failure at different stress amplitudes.  
3.1.3.3 Hardness experiment 
A CSM nanoindentation machine was used to measure the hardness values of the UNSM 
surface treated samples. The amount of load and loading/unloading rate were set to 100 mN and 
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200 mN/min, respectively. Five hardness measurements were recorded at each depth of the 
UNSM surface treated samples.    
3.2. Computational Methods 
All the codes written for the dislocation density analyses and some of the GBCD plots in the 
current study were developed in MATLAB

 which has been integrated with the quantitative 
texture analysis MATLAB

 toolbox (MTEX 4.0) [176] running on an eight core XEON, 2.4 
GHz, Dell Precision T3600.  
 Dislocation density distributions  3.2.1.
In reality, the equation mentioned previously for the calculation of the lower bound of the 
dislocation density from Nyes tensor components (i.e., Eq. 2.35) only considers a limited 
number of lattice curvatures. Therefore, in a case such as hcp crystal structure in which multiple 
slip systems (e.g., both <a> -type and <c+a> -type dislocations) are activated, the mentioned 
equation is not working properly. An alternative approach which can be followed to overcome 
this problem is the minimization of the total dislocation line energy [99, 102].  
Two methods (called L1 and L2) are currently available to minimize the line energy of 
dislocations [177, 178]. In L2 method, the dislocation density tensor is calculated according to 
Eq. 3.7, 
where b
i
 and z
i
 are the Burgers vector of dislocation i and the slip plane normal direction, 
respectively. The summation is over all of the dislocations and i represents the scalar 
dislocation density for dislocation i. Minimization of the total dislocation content is done by the 
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minimization of the nine dislocation types which arise from the nine components of the Nyes 
tensor. Unfortunately, this method is limited only to nine types of the dislocations which can be 
involved potentially to the lattice curvature [177]. 
In this study, the L1 method was used to determine the configuration of dislocations which 
results in the smallest dislocation (line) energy. According to this method, the total line energy is 
defined as a function designated by F. Minimization of F leads to finding the most probable 
configuration of dislocations. This function is the summation of the energy of all the possible 
pure edge and screw dislocation configurations. In this method, dislocations are considered as 
either pure edge or pure screw dislocations and it is assumed that there is no mixed dislocation in 
the studied material. For instance, in the case of fcc crystal structure, there are twelve pure edge 
and six pure screw dislocations [96] and in the case of hcp crystal structure, there are nine pure 
screw dislocations and twenty four pure edge dislocations [179]. F function is minimized based 
on the simplex minimization algorithm [180] by applying three constraints as well as considering 
the fact that the energy of a pure screw dislocation is proportional to b
2
 where b is the Burgers 
vector and the energy of a pure edge dislocation is proportional to b
2
/(1-) where  is the 
Poissons ratio. The three constraints which should be applied are: 
1. The dislocation density assigned to each dislocation type is either positive or zero 
2. Since the Burgers vector is assumed to be positive, for each individual dislocation type, 
two different directions are considered for each Burgers vector. Summation of their 
absolute values should be reported as the dislocation density assigned to each specific 
dislocation type. Based on this constraint, the total number of pure edge and pure screw 
dislocation types in fcc and hcp crystal structures are 36 [102] and 66 [179], respectively.   
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3. The presence of the lattice curvature should be assigned to the existence of pure screw 
and edge dislocations according to Eq. 3.8, 
 
where b is the Burgers vector, l is the dislocation line and i is the dislocation density for 
dislocation i and the last column elements are the local lattice curvatures. Notably, x and 
y in bxly represent sample coordinate axes. 
 Grain boundary character distributions 3.2.2.
The grain boundary character distribution is determined by studying a huge number of grain 
boundaries and filling the partitioned Euler space (for the three misorientation angles) and the 
spherical angles (for the two parameters specifying the axis of misorientation). As mentioned 
previously in section 2.6.2, each grain boundary is identified based on five characteristic 
parameters. Three of these parameters are related to the misorientation of the grain boundary and 
the other two parameters indicate the configuration of the grain boundary plane with respect to 
the sample frame. The first three parameters are calculated based on the acquired orientation 
values of the grains located on both sides of each grain boundary. The trace of grain boundary 
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planes on the observation plane is indicated by I', Fig. 3.18(a). The normal direction (n) to a 
grain boundary trace is depicted in green color in Fig. 3.18(b). The projection of the normal 
direction on the observation plane can be used to find the radial angle of that plane. However, the 
inclination of the grain boundary plane () cannot be determined due to the fact that potentially it 
can be more than one plane whose trace satisfies I'.n=0 condition. The determination method of 
the correct grain boundary inclination angle is based on the fact that the probability that each 
group of plane normal has the real boundary plane is one and the probability that a random 
incorrect plane is included is less than one [138]. The accumulation of a considerable number of 
observations provides reliable results about the distributions of the grain boundary characters 
(e.g., the inclination of the normal direction of the grain boundary plane from the normal 
direction of the observation plane).  
Although it is of great interest to calculate the fractional length of line segments passing 
each plane (due to the fact that this value is equivalent to the fractional area of each plane) [181], 
it is not easy to determine the values because of adding too much length to the accumulator and 
non-uniform distribution of the error [138]. An example is given to make the statement more 
clear. In a case in which the misorientation is considered to be a fixed value, the domain of 
possible partitioned boundary plane orientations in the crystal coordinate system forms a D*D 
matrix where the number of partitions of the accumulator is D. If the real grain boundary plane 
distribution forms a peak, then the orientations close to the pole have more inaccurately assigned 
length in comparison to the other orientations. This problem arises due to the fact that the 
adjacent cells have a greater probability to be in the peak orientation zone than other orientations 
being far from the zone. Oppositely, orientations which are far from the peak orientation zone 
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have a less possibility to share a zone with the most highly populated orientation. As a result, 
these orientations will accumulate less erroneously assigned length.  
 
Figure 3.18. Grain boundary representation in the sample reference frame is presented. (a) A 
planar section of a polycrystalline material in which the grain orientation are specified with g and 
(b) identification of the normal of each grain boundary trace with two angles in the sample 
reference frame are shown. The radial angle in the observation plane and the inclination of the 
normal direction from the viewing plane are presented by these two angles (adapted from ref. 
[138]). 
The fact mentioned above can be quantified as follows. Considering the length of i
th
 
boundary with a specific misorientation is 
o
il , the total length can be calculated according to Eq. 
3.9, 
 
2D
o c c
i i ij j
j=1, j=i
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where cil  is the summation of the length which is assigned correctly to the relevant cell and the 
length which can be assigned correctly in some other cell (e.g., j) but erroneously assigned to i 
because j and i are both close to the observed trace zone and wij is a weighting factor which 
represents the fraction of the great circles whose real plane is j and pass through i (because i and 
j are located in the same zone). The magnitude of wij is inversely proportional to the angular 
distance of i and j. This fact is considered for determining an approximate solution. Initially, an 
estimation of the average value of erroneously assigned length that originated from not adjacent 
cells is made. The estimated value is subtracted from the i
th
 cell. Similar action must be done for 
the adjacent cells as well. The sum on the right hand side of Eq. 3.9 can be approximated based 
on these two calculated values.  
The average value of the erroneously assigned length from non-adjacent cells can be 
determined by making the assumption that the properly assigned length in the j
th
 cell ( cjl ) is 
equivalent to the average correct length in each cell (i.e., 
c c 2<l >=l / D ). This assumption is only 
valid for the non-textured grain boundary samples in which the grain boundary planes are 
oriented randomly. Based on this assumption, it is possible to have the approximation shown in 
Eq. 3.10,  
where the right hand side term is the average of incorrect length allocated to each cell. Notably, 
for any line addition to the accumulator, the probability of the correct allocation is1/D and the 
probability of incorrect assignment is (D-1)/D . Since the domain of the grain boundary normal is 
partitioned using the same area scheme, it is impossible to make a one-to-one correlation 
between the cells in the crystal and sample coordinate systems. This fact changes the 
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probabilities. However, in the GBCD calculations presented in this study, it is considered that the 
mentioned probabilities are acceptable. Consequently, the average of the erroneously allocated 
length to a cell can be written according to Eq. 3.11. 
Lastly, considering the fact that the ratio of o<l >  to c<l >  is D, equation 3.12 can be derived. 
The value presented in Eq. 3.11 is the correction made from all cells. A fraction of this value 
belongs to the adjacent cells. This fraction is designated by Z. This value is subtracted from the 
total value due to the fact that its contribution is considered separately. Based on this 
consideration, the contribution from non-adjacent cells can be calculated based on Eq. 3.13,   
where NN indicates the number of near neighbor cells. Based on the discussion made above, Eq. 
3.9 can be presented as Eq. 3.14.  
The correct length in the i
th
 cell can be approximated to be equal to the correct length in the 
neighbor (j
th
) cell if D is large enough and the distribution is continuous and smooth. Equation 
3.14 can be written as Eq. 3.15 if the summation over the adjacent values is considered to be 
Z(D-1) which is shown in Eq. 3.12.  
A simple rearrangement of Eq. 3.15 results in Eq. 3.16. 
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Considering Z to be the fraction of concentric circles about a point of interest which falls 
within an angular range of /2, it can be concluded that Z=2/D. A good estimation of the correct 
length of each boundary plane cell at any arbitrary misorientation can be made according to Eq. 
3.16. After applying the correction at a fixed misorientation, the area which can be estimated by 
the total length is normalized in a way which makes the average value to be equal to one. Since 
the cells are of equal volume, the unit of the cell values is multiples of a random distribution 
(MRD). In the other word, the distribution of each cell in a MRD unit indicates the ratio of the 
observed area to the expected area of a completely random distribution of boundaries.    
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
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4.1. Introduction 
In this chapter, the characterization capability of the ASTAR

/PED technique is presented 
by providing two challenging examples. The first example is about the characterization of a 
UNSM surface treated Ti-6Al-4V sample [182] and the second example is about the 
characterization of nanotwins in a severely deformed Inconel 718 sample which is a nickel-based 
superalloy [68]. These two examples represent the general capabilities of this technique and 
highlight the advantages of the ASTAR

/PED technique with respect to the EBSD technique. In 
the next chapters, more advanced capabilities of the ASTAR

/PED technique to characterize 
defects (e.g., dislocations and grain boundaries) are given.   
4.2. Characterization of the Near-Surface Nanocrystalline Microstructure of UNSM 
Treated Ti-6Al-4V 
The mechanical properties of metallic materials are boosted considerably by the formation 
of a thin nanocrystalline layer at their surface [1]. While sand blasting and shot peening have 
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been used frequently to induce compressive residual stress and grain refinement at the surface of 
metallic materials, they may treat the surface of materials non-uniformly due to the random flow 
of their media [183, 184] which may lead to fatigue fracture, corrosion, etc.   
While a remarkable number of research has been done on the surface treatment of metallic 
materials the using UNSM technique, there are few studies about the direct observation of 
microstructure especially very close (e.g., ~15 nm to ~500 nm) to the UNSM treated surface 
[172, 175]. Most of the studies in the literature are focused on the fatigue, corrosion and wear 
resistance of UNSM treated materials and considerably less attention has been paid to the 
microstructural variations with respect to the distance from the treated surface. For instance, 
TEM studies for the grain refinement induced by mechanical surface treatment of aluminum 
[185], iron [186], stainless steel [187], copper [188], cobalt [189], titanium [190] and magnesium 
[191] can be summarized as follow: 
1) Increase in the average grain size by expanding the distance from the treated surface 
2) Formation of twins and dislocations due to applying severe plastic deformations to the 
surface of a metallic material 
3) Calculation of the crystallographic relations between few adjacent grains in deformed 
materials which cannot provide a general data-rich interpretation of the crystallographic 
relations for a statistically meaningful number of grains 
Unfortunately, the mentioned studies did not investigate comprehensively the microstructure 
(especially very close to the treated surface) with a high spatial resolution because the 
characterization techniques (e.g., dark field imaging and selected area diffraction pattern 
imaging) employed in these studies provide information from a relatively large area. For 
example, the closest area from the treated surface of the alpha phase titanium studied by Zhu et 
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al. [190] was about 15 m to 30 m far from the surface. Unfortunately, no information was 
given about the microstructure variation within the first 20 nm to 100 nm from the treated 
surface. 
As mentioned in the introduction part of chapter 4, the general characterization capability of 
the ASTAR

/PED technique is going to be assessed here by studying the microstructure 
variation very close to the UNSM treated surface of a Ti-6Al-4V sample.  
Nanoindentation hardness values of the as-received and UNSM surface-treated sample were 
measured to probe the effect of the UNSM treatment on the hardness of the studied sample. The 
change in the hardness values through the depth for the as-received and the UNSM surface 
treated samples is presented in Fig. 4.1.  
The hardness value at the surface of the sample treated by UNSM is ~5700 MPa. This value 
is more than two times larger than the hardness values of the as-received sample at the same 
location. By increasing the distance from the treated surface, the hardness values decrease. For 
instance, at the depth of 280 m from the treated surface, the hardness value of the treated 
sample is almost identical to the as-received sample. As expected, the hardness values of the as-
received sample are almost the same at different depth values from the surface. The considerable 
increase in the hardness value close to the treated surface may be attributed to a large 
accumulation of dislocations and grain refinements.   
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Figure 4.1. The in-depth nanoindentation hardness values associated with the as-received and 
UNSM surface treated samples are shown. 
A series of layer removals by electrochemical polishing and subsequent XRD residual stress 
measurements were done up to the depth of 200 m to study the through-the-depth profile of the 
residual stresses which play a key role in the fatigue performance of materials after a UNSM 
surface treatment. The residual stresses after gradient and depth correction in two orthogonal 
directions (i.e., 0° and 0°) are shown in Fig. 4.2. Residual stresses normal and along the scan 
direction are represented by 0° and0°, respectively. The observed trend for the residual 
stress profile of the treated sample is consistent with the literature [172]. The absolute values of 
the compressive residual stresses at the surface were maximum for 0° and 0° directions. The 
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magnitude of the residual stresses reduced gradually by increasing distance from the treated 
surface. Compressive residual stresses up to the depth of ~200 m along both directions were 
observed. The absolute value of the compressive residual stresses for the 0° direction is ~415 
MPa. This value is around two times larger than the 0° direction which is ~225 MPa. The 
observed difference in the compressive residual stresses can be assigned to the number of strikes 
along the two directions as determined by the scan interval and scan speed. 
 
Figure 4.2. FWHM values versus depth for the surface-treated sample and the in-depth residual 
stresses along 0° and 0° directions are presented. 
The presence of plastic strain induced by the surface treatment can be assessed qualitatively 
by studying the FWHM of the diffraction peaks as a function of distance from the UNSM treated 
surface [175]. The FWHM values versus the distance from the UNSM treated surface are plotted 
in Fig. 4.2. This plot has three distinct areas. The first area is related to the region close to the 
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treated surface. In this area, a remarkable gradient of plastic strain is observed. The width of this 
area is less than 25 m. The FWHM values vary from ~3° to ~2.47°. The large values of FWHM 
near the surface can be related to the grain refinement and plastic deformation in this area. The 
second area covers the region in which the magnitude of the plastic strain did not change 
remarkablyThe width and the average FWHM value associated with this area are ~80 m and 
~2.4°, respectively. Based on the mentioned results, it is expected that the grain size values do 
not change largely in this area and the average grain size must be far larger in comparison to the 
first region [175]. The third region has a moderate gradient of FWHM with respect to distance 
from the treated surface. The width of this area is ~100 m. The FWHM values decrease from 
~2.4° to ~2.1°. Based on the sharp gradient associated with the first area of the FWHM profile 
and the corresponding hardness values, it can be said that the UNSM technique forms large 
stresses very close to the treated surface and the absolute values of the stresses reduce 
extensively by increasing the distance from the treated surface. The mentioned facts highlight the 
importance of careful investigations of microstructural changes very close to the surface (e.g., 
less than 5 m far from the UNSM treated surface).  
The fatigue property of structural materials plays a key role in their long-term performance. 
As depicted in Fig. 4.3, the UNSM treated sample has a better fatigue property in comparison to 
the as-received sample. As an example, the fatigue life of the UNSM surface-treated sample for 
the maximum bend stress of 650 MPa was 466377 cycles while the as-received sample failed in 
174355 cycles. Similarly, considerable improvements in the fatigue performance at different 
stress levels were observed. Also, the fatigue strength of the UNSM treated sample was about 50 
MPa higher than the as-received material. This great enhancement can be attributed to the 
presence of compressive residual stresses at the treated surface, surface hardening [192] and 
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grain refinement [193]. The presence of compressive residual stresses at the surface reduces the 
absolute value of the effective tensile stresses which leads to an improved fatigue performance. 
Moreover, applying a severe plastic deformation at the surface which results in a surface 
hardening hinders crack nucleation at the UNSM treated surface. 
Generally, a moderate linear velocity of processing and feed rate as well as large static 
loading lead to finer nanocrystalline grains very close to the surface, a larger work hardening 
area and a larger compressive residual stress region which improve the fatigue property of a 
UNSM surface-treated sample [171].  
 
Figure 4.3. Stress versus number of cycles to failure (S-N) curves associated with the as-received 
and UNSM surface treated samples are presented. 
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Electron backscatter diffraction technique was employed to determine the grain size 
distribution of the  phase titanium for the as-received sample along the cross section. The 
acquired inverse pole figure IPF map for the  phase is shown in Fig. 4.4. The arrow on the right 
side of the IPF plot indicates that the top part of the scan represents the surface of the sample. 
The EBSD technique could not characterize the  phase features properly because the  phase 
features were too small. In this study, the confidence index (which indicates the reliability of 
indexing a recorded Kikuchi diffraction pattern) of the  phase features was less than 0.1 which 
is common for / titanium alloys. Thus the inverse pole figure plot of the  phase is not shown.  
 
Figure 4.4. The inverse pole figure plot of the alpha phase titanium for the as-received sample is 
presented. The EBSD scan was collected using a step size of 400 nm. 
Based on the IPF plot, the grain size values associated with the  phase titanium vary from a 
few microns to ~30 m. Besides, there was no significant difference between the bulk and 
surface of the as-received sample in terms of the grain size distribution. Notably, since Kikuchi 
diffraction patterns degrade readily in areas with large plastic deformation [35], the EBSD 
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technique cannot be employed to properly characterize the area very close to the UNSM treated 
surface (<10 m). However, the inverse pole figure maps similar to Fig. 4.4 were acquired from 
areas being more than 150 m far from the treated surface. Also, it can be said that the grain 
refinement at the treated surface was considerable by comparing the area very close to the treated 
surface with the areas far from the treated surface. This observation is consistent with the results 
presented in Fig. 4.1 and Fig. 4.2. 
The many-beam bright field TEM micrograph of the cross section of the UNSM treated 
surface is shown in Fig. 4.5. There are three distinct areas in this image which are presented by 
yellow, blue and purple arrows. To protect the surface from gallium ions used for trenching 
during thin foil preparation by Dual-Beam
TM
 (FIB/SEM), a layer of platinum with the 
approximate thickness of 2.5 m was deposited on the top part of the treated sample. Therefore, 
the top part of the bright field image (which is shown by the yellow arrow) represents the 
deposited platinum. The second area which is indicated in Fig. 4.5 is presented by the blue 
arrow. From the bright field image, it is difficult to determine whether this region is associated 
with the surface of the treated sample (i.e., a severely deformed area) or it is the bottom part of 
the deposited platinum which was deposited with a very low deposition current (~0.5 nA) at the 
accelerating voltage of 30 keV. In this study, this region (the blue-arrow layer) is called an 
unknown area. The third layer which is shown by the purple arrow in Fig. 4.5 contains 
distinguishable grains. It is expected that the composition of this area would be dominated by 
titanium. Notably, two holes which are presented by the brightest pixels in this image exist in 
this area of the thin foil. These two holes were made during thin foil preparation by Dual-
Beam
TM
 (FIB/SEM) instrument and their formation should be considered as foil preparation 
artifacts.   
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Figure 4.5. The bright field image of the cross section area associated with the surface treated by 
UNSM technique is presented. 
ASTAR/PED technique was used to study an area including all the three layers shown by 
yellow, blue and purple in Fig. 4.5. The virtual bright field (VBF) image of the scanned area by 
this technique is shown in Fig. 4.6(a). Generally, three types of acquired diffraction patterns were 
observed in each horizontal scan line of the VBF image. These three types of the diffraction 
pattern images can be assigned to three distinct areas on the VBF image. These areas are 
presented by yellow, blue and purple arrows in Fig. 4.6(a). To show these differences, some of 
the acquired diffraction pattern images located on a horizontal line are depicted in Fig. 4.6(b-p). 
The location of each presented diffraction pattern image is shown by a colorful spot on the VBF 
image. The border of each diffraction image has the same color as the spot on the VBF image to 
make the finding of the diffraction pattern image associated with each spot on the VBF image 
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easier. The five diffraction spots associated with the yellow-arrow area in Fig. 4.6(a) are shown 
in Fig. 4.6(b-f). All of these diffraction pattern images have ring (or diffused ring) diffraction 
patterns around the direct beam spot. Observation of diffused ring diffraction patterns can be 
attributed to the amorphous nature of the deposited platinum layer. Notably, the platinum layer 
may be locally nanocrystalline in some locations. For instance, in addition to the diffraction 
rings, some faint diffraction spots are visible in the recorded diffraction image shown in Fig. 
4.6(e). The second type of diffraction patterns which are associated with the blue-arrow area is 
shown in Fig. 4.6(g-l). The recorded diffraction pattern images associated with this area have 
distinct diffraction spots. However, the recorded images have a large background (i.e., the signal 
to noise ratio is remarkably low). In general, two reasons can be mentioned for the low quality of 
the acquired diffraction pattern images in this area. The first reason is combined (i.e., 
overlapping, multiple scattering) diffraction patterns. A recorded diffraction pattern image can be 
convoluted to more than one orientation/grain in a case in which more than one grain exists 
along the thickness of the thin foil. Therefore, a combined diffraction pattern condition happens 
in a case in which the grain size values are far smaller than the foil thickness which is generally 
less than 150 nm. This problem can be resolved partially by employing transmission EBSD for 
the orientation microscopy characterizations. Since the formation of Kikuchi patterns is primarily 
based on the interaction of the electron beam with the last grain/orientation which exists along 
the foil thickness [28], higher quality Kikuchi diffraction pattern images with less information 
about the variation of orientation with respect to the foil thickness can be obtained by using the 
transmission EBSD technique.  
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Figure 4.6. (a) The virtual bright field image and (b-p) the acquired diffraction pattern images of 
the surface-treated sample are shown. The areas presented by yellow, blue and purple colors are 
consistent with the areas depicted in Fig. 4.5 with the same color.   
The second and probably less possible reason for a lower quality of the acquired spot 
diffraction patterns can be assigned to the degradation of the diffraction patterns due to applying 
a large plastic deformation to the material and formation of a large number of defects (e.g., 
dislocations) which leads to lattice distortions. As noted previously, spot diffraction patterns are 
less sensitive to lattice distortions [13, 60]. Lattice distortions create an important challenge in 
the characterization of largely deformed materials by EBSD technique [35].  
The diffraction pattern images associated with the third area of Fig. 4.6(a) which is shown 
by the purple arrow are depicted in Fig. 4.6(m-p). The signal to noise ratio is relatively high in 
these acquired diffraction pattern images. Also, the number of distinguishable diffracted spots in 
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each image is high enough to determine the crystal orientation based on the cross correlation of 
the acquired diffraction pattern with the simulated diffraction patterns. While important 
variations in the recorded diffraction patterns in this region reveal that a considerable grain 
refinement occurred (in comparison to the initial microstructure shown in Fig. 4.4, considering 
the quality of the diffraction images associated with the blue-arrow area, Fig. 4.6(g-l)), it can be 
concluded that the purple-arrow area experienced considerably less deformation with respect to 
the blue-arrow area.  
Each acquired diffraction pattern image associated with the blue-arrow region in Fig. 4.6(a) 
contains multiple spots which indicates that the blue-arrow area is crystalline and it probably 
contains extremely fine titanium grains. The validity of this hypothesis can be determined by 
studying the composition of this region. An EDS line scan was done along the green-arrow 
direction shown in Fig. 4.6(a) to determine whether the composition of the unknown area (i.e., 
blue-arrow in Fig. 4.5 and Fig. 4.6(a)) contains mostly platinum or titanium. As depicted in Fig. 
4.7(a), this line scan (represented by a green arrow) covers all the three areas shown in Fig. 4.5 
and Fig. 4.6(a) (i.e., yellow, blue and purple-arrow regions). The concentration of titanium and 
platinum (in weight percent) with respect to distance from the initial point of the green arrow is 
shown in Fig 4.7(b). From Fig. 4.7(a) and Fig. 4.7(b), it can be concluded that the majority of the 
yellow and purple-arrow areas are platinum and titanium, respectively. Also, based on the large 
concentration of titanium (~90 wt%), it can be said that the unknown region (i.e., the blue-arrow 
area) contains nanocrystalline titanium grains.   
Interestingly, it is possible to get an estimate of the surface roughness value for the UNSM 
treated sample based on the virtual bright field image, Fig. 4.6(a), and the composition analyses, 
Fig. 4.7(b). Based on the results shown in these figures, it can be said that the contrast of the 
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VBF image changes sharply at the interface of titanium/platinum phases (blue/yellow arrows). 
This fact can be used to estimate the surface roughness of the UNSM treated titanium. By 
looking meticulously at the region surrounded by the red color square in Fig. 4.6(a), it is possible 
to draw a semicircle by connecting A, B and C letters which are located on the surface of the 
sample. Remarkably, the darker area in the square is a part of the deposited platinum layer. The 
radius of the hypothetical semicircle which can be drawn by A, B and C letters is about 500 nm. 
This roughness value is close to the 320 nm roughness value reported for the UNSM surface 
treatment of a nickel-based superalloy [175] and ~160 nm for the UNSM surface treatment of 
plasma-nitrided S45 steel [194]. The relatively small roughness values of UNSM surface treated 
materials can be assigned to inducing large plastic deformations very close to the treated surface 
and small distances between successive treatment paths [175].  
The EDS result showed that the blue-arrow region is mainly titanium. However, it is not 
possible to get any quantitative estimation of the grain size distribution for titanium in the blue 
and purple-arrow areas based on the EDS result (Fig. 4.7(b)), the virtual bright field image (Fig. 
4.6(a)) and the bright field image (Fig. 4.5). 
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Figure 4.7. (a) Purple, blue and yellow arrows represent the same areas mentioned in Fig. 4.6(a). 
The green arrow indicates the EDS line scan interval. (b) The composition profile along the 
green arrow in part (a) is shown. 
The index map of the ASTAR/PED scanned area is shown in Fig. 4.8(a). This map is 
constructed based on the matching value between the acquired diffraction patterns and the most 
correlated simulated diffraction patterns (templates). A higher index value is assigned to a better 
match between an acquired diffraction pattern and the most correlated template. The higher 
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index values are shown by a brighter color in this type of plot. The index plot presented in Fig. 
4.8(a) indicates the change of grain size with respect to distance from the UNSM treated surface 
clearly. Due to the severe grain refinement, distinguishing grains within the first 1 m from the 
treated surface (i.e., blue-arrow area in Fig. 4.8(a)) is very difficult. In contrast, while grains 
further than 1 m far from the treated surface are finer in comparison to the original grain size 
values (Fig. 4.4), they are distinguishable in Fig. 4.8(a). In addition to a better visualization of 
grains, the index map (Fig. 4.8(a)) reveals holes that exist on the foil more properly in 
comparison with the virtual bright field image, Fig. 4.6(a). For example, the hole that exists in 
the purple-arrow area on the thin foil is visible easily in the index map while it is detectable in 
the virtual bright field map. This fact can be justified readily based on the mentioned methods 
followed to make these maps. The capability of an index map to reveal holes can be employed to 
recognize any possible crack nucleated at the surface by the UNSM surface treatment. In the 
current study, crack formation as a result of UNSM surface treatment was not observed in the 
ASTAR/PED scanned area according to the corresponding index map, Fig. 4.8(a).  
The IPF map of  titanium and amorphous phases overlaid with the index map of the 
studied area is shown in Fig. 4.8(b). Amorphous,  titanium and  titanium templates were used 
to index the acquired diffraction pattern images. Since the volume fraction of the  titanium 
phase was small, the acquired diffraction patterns indexed as the  titanium phase had a very 
low-reliability index (which is analogous to the confidence index in EBSD technique [13]). 
Therefore, the orientations of the  phase titanium were not shown in Fig. 4.8(b). Holes are 
shown as dark red regions in Fig. 4.8(b). Except for these holes, there are two distinguishable 
regions. The first region which is located on the right half side of Fig. 4.8(b) contains grains 
which could be resolved by applying grain dilation clean up algorithm with a minimum grain  
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Figure 4.8. (a) Index map and (b) inverse pole figure map of the ASTAR /PED scanned area are 
shown. The purple, blue and yellow arrows in part (a) represent the same areas shown in Fig. 4.5 
and Fig. 4.6(a). The ASTAR/PED scan was collected using a step size of 3 nm. 
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size of ten pixels in multiple rows and neighbor orientation correlation (level 4) clean up 
procedure in TSL OIM software. The possibility of resolving these grains can be assigned to 
acquiring a relatively large number of high-quality diffraction pattern images in this region. 
However, the left-hand side of the IPF map contains the amorphous area and titanium grains with 
the average grain size of less than ~10 nm. As expected, the deposited layer (i.e., the yellow-
arrow region in Fig. 4.8(a)) is amorphous and in some limited regions, it is crystallized partially. 
Therefore, the orientation of the platinum region varies almost randomly. Due to the general 
form of the acquired diffraction patterns in the yellow-arrow region (as shown in Fig. 4.6(b-f)) 
and the way that the amorphous diffraction pattern templates were simulated, the reliability index 
values for the amorphous phase were remarkably low. Therefore, the color legend for the 
amorphous phase is not shown for the platinum phase to avoid any misinterpretations. For the 
titanium region, due to the reasons pointed out for the quality of the acquired diffraction patterns 
for Fig. 4.6(g-l) (e.g., the existence of more than one grain/orientation along the thickness of the 
foil), it is not feasible to determine the correct orientation of titanium grains located in this 
region. Therefore, the orientation of the grains looks to change randomly with respect to the 
planar coordinate in Fig. 4.8(b). Differentiating the acquired diffraction patterns that belong to 
platinum and titanium phases was done fairly well due to the substantial differences between the 
acquired diffraction pattern images of these two phases as presented in Fig. 4.6(b-f) and Fig. 
4.6(g-p). 
It can be said that the large plastic deformation was only accommodated by the formation of 
new dislocations because no twins were observed in the IPF map. Therefore, the dislocation 
density in the severely deformed region increased remarkably which resulted in higher 
hardness/strength in the plastically deformed region. Considering the fact that the magnitude of 
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the plastic strain and strain rate decrease by going into the depth of the treated material, it is 
expected that the dislocation density would be inversely proportional to the distance from the 
UNSM treated surface.  
The presence of grain size less than 10 nm can be assigned to the formation of low angle 
grain boundaries due to the formation of new dislocations. Different mechanisms for grain 
refinement have been introduced [185, 186, 188, 192, 195] which are based on the formation of 
twins [196, 197], new dislocations [198] and phase transformations [199]. In this study, the grain 
refinement can be explained by the formation of new dislocations. The gradual accumulation of 
dislocations at low angle grain boundaries results in the variation of the orientation associated 
with a part of a grain which leads to grain refinement. It has been shown that grain refinement in 
a UNSM treated iron sample follows the division of high energy regions (induced by large 
plastic deformation) in addition to tangles and dislocation walls [186]. Also, the magnitude of 
strain and strain rate (which are a function of distance from the UNSM treated surface) 
remarkably affect the formation of different dislocation structures. Therefore, as presented in 
Fig. 4.8(b), grain refinement which is a function of dislocation formation varies with respect to 
depth [200].  
A part of the UNSM treatment hardening is assigned to the Hall-Petch strengthening in the 
literature [172, 201]. This type of interpretation is based on the assumption that the idealized 
Hall-Petch relationship is valid. However, the results presented in this study show that this 
relationship may not be valid very close to the treated surface. Noteworthy, deviation from the 
frequently used Hall-Petch relationship may happen below a critical grain size value due to rapid 
diffusional creep [202] and the presence of flaws [203]. Series of deformation mechanisms (e.g., 
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failure of dislocation accumulation at grain boundaries [204-206]) have been proposed to explain 
the reduction in hardening with grain size reduction.  
4.3. Characterization of Nanotwins in a Severely Deformed Inconel 718 Sample  
It is commonly accepted that during the interaction of defects and microstructure, size 
effects begin to dominate when the scale of the microstructural features are small or when the 
number of defects is large. The overall balance of the mechanical properties of the 
nanostructured crystalline materials is affected remarkably by the interaction of nanotwins, grain 
boundaries and geometrically necessary dislocations. Nanostructured materials often exhibit 
admirable properties such as high fatigue resistivity and yield strength with an attending debit in 
tensile ductility [106]. It may be feasible to improve the overall balance of properties by tailoring 
the microstructural features, along with composition. For instance, the formation of a large 
volume of nanotwins (which form in metals with low or intermediate stacking fault energy such 
as Cu and Ni [107]) simultaneously improves often competing mechanical properties (e.g., 
ductility and yield strength) without negatively or remarkably affecting other physical properties 
(e.g., electrical conductivity [109]). This can be achieved by promoting a ductile failure mode by 
the reduction of the spacing between multiple twins to an average inter-twin distance of <15 nm 
[108].  
It can be concluded that in order to get a better understanding of the mechanical response of 
crystalline materials with nano-size grains, it is important to characterize their defects such as 
dislocations or nanotwins. Here, an example of the capability of the ASTAR/PED technique to 
characterize nanotwins in a severely deformed Inconel 718 is given. 
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The bright field micrograph shown in Fig. 4.9(a) indicates narrow and parallel 
microstructural features which exist in a severely deformed Inconel 718 sample. A higher 
magnification bright field image, Fig. 4.9(b), shows that the width of the bands is remarkably 
less than 100 nm. However, this image does not reveal enough information related to the 
characteristics of the bands, e.g. whether they are shear bands or nanotwins. Although 
conventional selected area diffraction (SAD) experiments could be employed to determine 
whether such a feature is a nanotwin, SAD integrates all of the local crystal orientation 
information that exists within the confines of the virtual aperture, which in this case would 
capture multiple features of interest, thereby clouding the interpretations.  
Quite the contrary, not only does the ASTAR

/PED technique provide information from a 
far larger region with a much higher spatial resolution, but also the recorded orientation dataset 
can be post-processed to obtain additional information such as local orientations and twin 
characteristics. For instance, an inverse pole figure of an ASTAR

/PED recorded orientation 
dataset of the Inconel 718 sample is shown in Fig. 4.10(a). Bands which are similar to those 
shown in Fig. 4.9(b) were resolved by the ASTAR

/PED technique. The IPF map indicates that 
the width of the bands varies from ~50 nm to ~400 nm. In addition, the distance between bands 
(i.e., band proximity) can be determined readily from the IPF map. This distance ranges from 
~200 nm to ~2 m. As expected, all the resolved and geometrically parallel bands have a similar 
crystallographic orientation according to their assigned color. A part of Fig. 4.10(a), which 
contains nano-size bands was magnified and presented as Fig. 4.10(b). The astonishingly high 
spatial resolution of ASTAR

/PED allows the detection of bands with the average width of less 
than 30 nm (the band enclosed with A and B point in Fig. 4.10(b)). By post processing the  
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Figure 4.9. Bright field TEM images of a severely deformed nickel specimen are shown. (a) 
Parallel narrow bands exist in the foil. (b) The width of the bands is less than 100 nm. 
 
Figure 4.10. ASTAR/PED recorded orientation dataset of a severely deformed nickel specimen 
is presented. (a) Inverse pole figure plot and (b) magnified view of the area surrounded by the 
dashed rectangle in “a” are depicted. The scan was collected using a step size of 10 nm. 
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dataset using TSL OIM
 
software, the green bands surrounded by black lines were recognized as 
3 twins (60° <111>). 
In order to confirm the presence of the nano-size twins which were detected by the 
ASTAR

/PED technique, a hypothetical line was drawn from point A to point B in Fig. 4.10(b). 
The crystal orientations associated with the diffraction pattern images located on this line were 
further analyzed. The AB line contains eleven pixels which represent eleven recorded spot 
diffraction patterns. Five of these recorded diffraction patterns were located within the twin 
region (daughter) and the rest belong to the matrix (parent). A diffraction pattern which belongs 
to a pixel located in the matrix is depicted in Fig. 4.11(a). The automated ASTAR

/PED 
indexing software, i.e. ACOM, determined the simulated diffraction pattern presented in Fig. 
4.11(b) as the most matched simulated diffraction pattern to the acquired diffraction pattern (with 
0.4 confidence index). The schematic of the spatial crystal orientation of the index diffraction 
pattern and the 111 pole figure were depicted in Fig. 4.11(c,d), respectively. A similar approach 
was followed for a diffraction pattern image recorded from inside the nanotwin area, Fig. 4.11(e-
h). It is remarkable to highlight the important role of the ASTAR

/PED technique in nanotwin 
characterization of severely deformed metallic materials by comparing Fig. 4.11(a), Fig. 4.11(e), 
Fig. 2.25(b) and Fig. 2.25(d). Since Fig. 4.11(a) and Fig. 4.11(e) appear quite similar, the 
differences between the two images were determined and are presented in Fig. 4.11(k).  
The eight-bit acquired spot diffraction pattern images depicted in Fig. 4.11(a,e) were opened 
as intensity matrices in MATLAB

 software. Since the intensity of the real diffraction spot is 
greater than 75 (a.u.) in the current study (based on the visual assessment), any intensity values 
smaller than 50 (a.u.) were changed to zero to remove the noise (background) of the images. 
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Following this primary step, the difference matrix (i.e., [Mdifference]=[Mparent]-[Mtwin]) between 
two matrices (i.e., [Mparent] and [Mtwin]) was calculated.  
The pixels of the diffraction pattern images in which the intensity of the parent phase, Fig. 
4.11(a), is higher than the intensity of pixels in the twin area were depicted in light blue color in 
Fig. 4.11(k). Also, the inverse trend was presented in light green color in Fig. 4.11(k). This 
figure reveals the fact that although some critical differences exist between the two spot 
diffraction patterns, it is extremely difficult at the first glance to recognize them. Additionally, 
while the incident beam is precessed for 1.3°, the recorded diffraction patterns (i.e., Fig. 4.11(a) 
and Fig. 4.11(e)) are not as sharp as those shown in Fig. 2.25(b) and Fig. 2.25(d). The less sharp 
background should be attributed to the large deformation which has been applied to the sample. 
The small differences between the matrix and twin diffraction patterns as well as the image 
quality of the recorded diffraction patterns clearly reveal the huge difficulty associated with the 
orientation microscopy of severely deformed metallic materials and the remarkable role of the 
ASTAR

/PED technique in paving the way for the characterization of these materials. 
Lastly, the point-to-point (local) and point-to-origin (global) misorientation along AB line 
are presented in Fig. 4.11(l). The small variations in the local misorientation plot can be 
attributed to the 0.8° angular resolution of the ASTAR

/PED technique [13] (i.e., 0.8° 
uncertainty in the orientation determination) and potentially the presence of defects (e.g. GNDs) 
which lead to lattice distortions. The small variation in the local misorientation does not affect 
significantly the 3 (60° <111>) detection due to the fact that the misorientation made by the 
nanotwins is extremely larger than such small local misorientation changes. 
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Figure 4.11. Characterization of the nanotwin exists between points A and B in Fig. 4.10(b) is 
depicted. (a) Acquired spot diffraction pattern from an area located out of the nanotwins, (b) 
simulated spot diffraction pattern which mostly matches the recorded diffraction pattern shown 
in “a”, (c) schematic of the crystal orientation, (d) 111 pole figure, (e) recorded spot diffraction 
from a region within the nanotwins, (f) most matched simulated diffraction pattern for the one 
shown in “e”, (g) schematic of the crystal orientation, (h) 111 pole figure, (k) difference between 
“a” and “e” diffraction patterns and (l) point-to-point and point-to-origin misorientation along the 
hypothetical AB line are shown. 
As an example of the important results which can be extracted readily from an 
ASTAR

/PED recorded orientation dataset, the procedure to determine the coherency of twin 
boundaries is explained. If the twin boundary plane coincides with the twinning plane, it is 
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possible to consider 3 (60° <111>) as coherent twin boundaries. In this case, the twin boundary 
plane is parallel to the 111 planes on either side of the twin [207]. Since the recorded orientation 
dataset presents 2D information (no information is provided along the z-axis of the studied 
specimen), it is impossible to directly specify the 3D configuration of the twin boundary with 
respect to the twinning plane. However, according to the 3D orientation microscopy results 
acquired by EBSD, it is indicated that when the trace of the twin boundary is aligned with 
respect to the trace of a twin plane, the twin boundary is also aligned with the twinning plane in 
90% of the cases [208]. For the sake of completeness, all the five boundary characters (i.e., three 
characters for the lattice misorientations and two characters for the orientation of boundary 
plane) can be extracted either from the 2D orientation dataset through following a stereological 
approach [135, 139] or fusing the 2D orientation microscopy results recorded by the 
ASTAR

/PED technique with the results of manual or automated tomographic tilt experiments. 
The 111 pole figure of the orientation dataset containing a nanotwin, Fig. 4.12(b), is depicted in 
Fig. 4.12(a). The dashed circle in the pole figure contains two aligned poles which belong to the 
nanotwin and matrix. Since the twin boundary trace normal of the reconstructed twin boundary 
(i.e., the black vector in Fig. 4.12(a) and Fig. 4.12(b)) is well aligned with the poles surrounded 
by the circle, it can be inferred that the mentioned twin boundary is fully coherent.  
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Figure 4.12. Coherency analysis by trace method is applied to a detected nanotwin boundary. (a) 
111 pole figure of the matrix and the nanotwin presented in “b” is shown. (b) Normal direction to 
the reconstructed 3 nanotwin boundary (60° <111>) is depicted.   
4.4. Conclusions 
The capability of the ASTAR

/PED technique to characterize challenging materials (which 
cannot be studied by the EBSD technique) was assessed by studying an area very close to the 
surface of a UNSM treated material and detecting nanotwins in a severely deformed material.  
In the case of the UNSM treated material, three distinct areas were observed in the recorded 
bright field image for the thin foil made from the cross section of the treated surface. The 
characterization of one of these areas with the bright field image was difficult. This area was 
investigated by EDS and ASTAR

/PED techniques to show that it contains extremely fine 
titanium grains. Different maps (e.g., index map and virtual bright field image) which can be 
made from an ASTAR

/PED scan were shown and some of the essential information (e.g., grain 
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size distributions and surface roughness) which can be extracted were presented. The difficulty 
of the characterization of the extremely fine grain area by the ASTAR

/PED technique was 
assigned to the combined diffraction pattern condition. Also, the importance of considering the 
deviation from the ideal Hall-Petch relationship for regions very close to the UNSM treated 
surface was pointed out. 
For the case of nanotwin characterization, the ASTAR

/PED technique was able to 
accurately determine the width of nanotwins, their orientation and intertwin distance as well as 
their coherency. Since the plasticity of structural metallic materials is eventually controlled by 
the interaction of the defects (such as dislocations and nanotwins) with the microstructural 
features, it is important to be able to link defects and microstructure. The results presented in this 
chapter indicate that the ASTAR

/PED technique can be a good candidate for this purpose.  
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5 CHAPTER 5                                                                                
DEVELOPMENT AND APPLICATION OF A NOVEL PRECESSION 
ELECTRON DIFFRACTION TECHNIQUE TO QUANTIFY AND MAP 
DEFORMATION STRUCTURES IN HIGHLY DEFORMED 
MATERIALS – AS APPLIED TO ULTRAFINE GRAINED TITANIUM 
 
Published in Acta Materialia, 79 (2014) 203-215 
5.1. Introduction 
As stated in the previous chapter, it is widely accepted that the interaction of the defect 
structure (e.g., dislocations) of a material with the corresponding microstructures remarkably 
affects the properties of the material. It is of great interest to correlate in a statistically 
meaningful manner the defect structure and the microstructure. For instance, it is highly 
desirable to study the interaction of dislocations with nanotwins and grain boundaries in a 
relatively large area (e.g., 25 m2). Hence, the rigorous characterization of a material requires an 
analysis of the microstructure in addition to the associated defect structure. Indeed, this is not 
necessarily an easy task to attain in a truly quantitative manner for many materials. In the 
previous chapter, the capability of the ASTAR

/PED technique to characterize nanotwins in a 
broad area was shown. In this chapter, initially, some common orientation microscopy results 
which can be attained from this technique are mentioned and then the capability of the 
ASTAR

/PED technique to quantify and map the dislocation density distributions for 
geometrically necessary dislocations is presented. The capability of this technique to quantify the 
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dislocation density distributions is assessed for a severely deformed ultrafine grained 
commercially pure alpha titanium alloy [12]. 
5.2. Raw Data Obtained Using ASTAR/PED Technique 
Figures 5.1(a-g) represent examples of the types of data which can be extracted readily from 
a representative ASTAR

/PED dataset associated with an ultrafine grained titanium sample. 
Figure 5.1(a) depicts an index map which graphically illustrates the closeness of fit between the 
simulated and recorded diffraction patterns, somewhat analogous to the image quality map for 
EBSD. However, whereas image quality maps may be subsequently processed to specify local 
strains, the contrast variation (closeness of fit) of ASTAR

/PED index maps are more complex, 
and may exhibit contrast changes arising from different items such as specimen thickness, 
experimental conditions (exposure and camera bit settings), crystal symmetry and overlapping 
diffraction patterns from multiple crystals or phases. Figures 5.1(a,b) show an example which is 
illustrating a case where the brightness does not correspond to the degree of residual strain. The 
recrystallized (nascent) grain in the sub-region labeled “1” in Fig. 5.1(a) (which is identified by 
an arrow) is darker. However, the Kernel average misorientation (KAM) [35] plot determined 
that there should be a small strain in the recrystallized grain, Fig. 5.1(b).  
Notably, the current analysis methods which are used frequently to study grain boundaries 
and texture are equivalent for EBSD and ASTAR

/PED techniques. Regarding the grain 
boundary analyses, the conventional method follows to categorize grain boundaries as either low 
or high misorientation angles. However, two new methods exist for studying grain boundaries. 
The first method which is proposed by Patala et al. [209], incorporates quaternions and can 
provide the misorientation axis (i.e., the common axis to both grains) in addition to the 
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misorientation angle. As stated previously in chapter 2, the second method which is developed 
by Rohrer et al. [135] applies stereological approaches to capture the distribution of grain 
boundary traces [139]. Patalas approach has been applied to the area labeled “2” in Fig. 5.1(a), 
and the results are shown as an overlay with the index map, Fig. 5.1(c). The corresponding color 
legend is depicted in Fig. 5.1(d). Some of the color legend triangles are truncated because the 
sectioning planes which are containing larger disorientations are not fully within the fundamental 
zone [209]. The lighter and darker contrasts/colors are associated with low and high 
misorientation angles, respectively. The grain boundary misorientation can be determined readily 
by matching the color of the grain boundary with the legend color. The grain boundary axis of 
misorientation can be specified by the location of the matched color in the triangle. Interestingly, 
since TEM inherently represents a 2D projection of a finite 3D volume, there is a great 
opportunity to determine unambiguously the grain boundary plane, the misorientation angle and 
the misorientation axis without inducing the stereological metrics required by Rohrer. This fact 
can be achieved through conducting tilt or automated tomographic tilt experiments and fusing 
the microstructure (grain boundary) with the orientation data. 
In addition to grain boundaries, the quaternion color plots can be used to study grains. In 
comparison with the frequently used inverse pole figure plots in which grain orientations are 
represented based on the crystallographic vectors normal to the viewing plane, the disorientation 
plot (see Fig. 5.1(e)) reveals more information [209]. Figure 5.1(e) can be interpreted according 
to the color legend shown in Fig. 5.1(d). 
From Fig. 5.1(e), it can be concluded that there exist local disorientations which, though 
considerable, are less than a threshold required for a grain boundary. However, the gradient is 
remarkable (e.g., >30°) when the point-to-origin disorientation along one grain is considered. 
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Figure 5.1. ASTAR/PED acquired results of a severely deformed commercially pure alpha 
titanium alloy are presented. The sample was scanned with the step size of 10 nm. (a) Index map, 
(b) Kernel average misorientation plot of the sub-region labeled 1 in “a” and (c) grain boundary 
in quaternion color plot of the sub-region labeled 2 in “a” are shown. (d) Color legend, which 
shows the homophase misorientations made by stereographic projections of sections of constant 
disorientation angle, is used to interpret “c” and “e” plots. The variation in the misorientation 
angle and the misorientation axis can be studied based on the color legend. (e) Quaternion 
misorientation plot of “a” is presented. (f) Texture plot which represents the deviation of{1121}
pole from the normal direction and (g) the distribution of grain diameter size are depicted. 
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Other frequently used orientation microscopy post-processing methods such as texture analyses, 
Fig. 5.1(f), and grain size measurements, Fig. 5.1(g), can be done on ASTAR

/PED acquired 
orientation datasets. 
5.3. Dislocation Density Maps and Correlations 
 Dislocation density maps 5.3.1.
An index map of a commercially pure UFG titanium thin foil is shown in Fig. 5.2(a). Grains 
whose size ranges from ~100 nm to ~2 m are seen in this map. The dislocation density 
distribution map overlaid with the TSL OIM
 
reconstructed grain boundaries is depicted in Fig. 
5.2(b). The large elongated grain recognized in Fig. 5.2(a) as region #1 is enlarged and shown in 
detail in Fig. 5.2(c). As expected, a uniform distribution of dislocation cells is determined for an 
elongated grain. The second region identified as #2 has a completely different scenario. Dynamic 
recrystallization happened in the grain labeled #2 in Fig. 5.2(a). This fact can be concluded 
readily from the curvature of the grain boundaries of this grain. The dislocation density 
distribution map of this grain is shown in Fig. 5.2(d). As expected, this grain contains many 
black pixels. Black pixels represent points with dislocation densities below the lower limit of 
resolving the dislocation density.  
In another example which is shown in Fig. 5.3(a,b), the capability of the developed 
dislocation density distribution code to determine the spatially varying disorientations and 
subsequently the dislocation density is shown. A small part of an ASTAR

/PED acquired 
orientation dataset was segmented and is depicted in the quaternion misorientation plot, Fig. 
5.3(a). The calculated dislocation density distribution plot is presented in Fig. 5.3(b).  
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Figure 5.2. An example of the method described in this study applied to the acquired 
ASTAR

/PED dataset of an ultrafine grained titanium material. (a) The index map represents the 
variation of grain size. The scanning step size was 10 nm. (b) The dislocation density distribution 
map overlaid with the reconstructed grain boundaries. Similar size grains which are shown in “a” 
by 1 and 2 have completely different dislocation networks in “b”. (c) Magnified view of region 
1, and (d) magnified view of region 2 are presented. Areas with GND density less than the 
estimated detection limit are shown in black color. The grain boundary overlays are in white 
color. 
The point-to-point and point-to-origin misorientation measurements along two vectors 
labeled #1 and #2 are located inside regions R1 and R2, Fig. 5.3(a). The R1 and R2 arrows exhibit 
the maximum disorientation of 4° and ~0.1°, respectively. An area with a high dislocation 
density (R1) and an area with low dislocation density (R2) are seen in Fig. 5.3(b). This is a good 
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example of the potential capability of the developed code to determine microstructure-defect 
structure correlations, helping to specify the origin of spatially varying dislocation populations.  
 
Figure 5.3. Verification of the method and the MATLAB code used in this study to determine 
the dislocation density distribution is presented. (a) Quaternion misorientation of a segmented 
region of an orientation dataset is shown. The maximum point-to-point and point-to-origin 
misorientation along lines 1 and 2 are 4° and ~ 0.1°, respectively. (b) The left grain which is 
pointed out in “a” has a region which is full of dislocations and a region which is depleted of 
dislocations. This is a good example to show the consistencies between the expected and 
calculated dislocation densities. Areas with GND density less than the estimated detection limit 
are shown in black color. The grain boundary overlays are in white color. 
 
149 
 
 
As an example, in these two observations, an exciting inquiry is whether the dislocation 
density differences arise from the grain size (thus, an average descriptor-mediated correlation) or 
are due to the strength as well as the orientation of the adjacent grains (thus, a correlation 
requiring higher order descriptors [210, 211]).   
Interestingly, ASTAR

/PED derived dislocation density distribution data can be applied to a 
wide range of structural alloys including aluminum, nickel and magnesium based alloys in 
addition to many different problems (e.g., creep, fracture and fatigue) [212, 213].    
Another example of important information which can be derived from dislocation density 
distribution maps is given in Fig. 5.4. In this plot, some information regarding the 
microstructure-defect correlations can be extracted readily. The dislocation density distribution 
map shown in Fig. 5.4 represents the same area shown in Fig 5.1(b). In this map, it is possible to 
find areas containing few geometrically necessary dislocations (e.g., sub-region labeled “1” in 
which recrystallization happened), cellular structure and cell walls/sub-grain boundaries (sub-
region labeled “2”) and cold and hot spots (sub-region labeled “3”).   
 
 
 
 
 
 
150 
 
 
 
Figure 5.4. Dislocation density distribution map represents different dislocation density 
architecture networks. An area containing relatively few geometrically necessary dislocations 
(sub-region 1), a cellular structure and cell walls/sub-grain boundaries (sub-region 2) and the 
locations of hot and cold spots (sub-region 3) are depicted. Areas with GND density less than the 
estimated detection limit are shown in black color. The grain boundary overlays are in white 
color. 
 Other representation schemes for the processed data 5.3.2.
A metric to quantitatively demonstrate the distribution of GND densities is plotting the 
distribution of dislocation densities versus the smallest Euclidean distance to grain boundaries 
and triple junctions [102]. Watershed transform method was used to determine the distance of 
each pixel from the closest reconstructed grain boundaries and triple junctions, Fig. 5.5(a,b). The 
statistical distributions of dislocation density with respect to the reconstructed grain boundaries 
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and triple junctions are shown in Fig. 5.5(c,d), where the color indicates counts. As expected, 
dislocations mostly accumulate close to the grain boundaries and triple junctions.   
 
Figure 5.5. Quantitative analyses of dislocation density distributions with respect to grain 
boundaries and triple junctions conducted on the orientation database used for figure 5.1(a) are 
shown. (a) The closest distance of pixels from the reconstructed grain boundaries was 
determined using watershed transform method. (b) Similar procedure as in “a” for triple 
junctions and (c) distance from the nearest reconstructed grain boundary versus the dislocation 
density are presented. The bin width in x and y are 0.3 in log10 scale and 15 nm, respectively. (d) 
Similar to “c” for triple junctions 
In addition to plotting the distance maps of the dislocation density data, in theory, it is 
possible to infer the dominant types of dislocations present in the material. As an example, 
consider figure 5.6 which presents a graphical representation of this information. Although the 
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electron beam is precessing in the experiment step, its angle from the optic axis is quite small. In 
practice, it is possible to assume that an average beam orientation is being used to probe the 
material, and from which the lattice curvatures can be determined and consequently the 
dislocation density can be calculated. Assuming slip occurring on a given plane (i.e., a  type 
dislocations which are gliding on the (0001) plane in hcp titanium), the largest amount of lattice 
curvature (and consequently geometrically necessary dislocation densities) can be observed 
when looking along the basal plane (not along the basal plane normal). Figure 5.6 depicts the 
deviation of the viewing directions which result in the given dislocation densities plotted along 
the c-axis (i.e., 0001) projection. The observations made at the perimeter of this plot show the 
predominance of a  type slip on the 0001 plane, though some clusters toward the internal part of 
this representation can be specified likely as a  type dislocations on {1011}  planes, c a  type on 
{1122}  planes and twinning on {1012}  planes. The spread of a  type dislocations far from the 
perimeter of the pole figure suggests a complex dislocation structure (sub-grain boundaries) 
comprised almost of a  type dislocations. This fact leads to a lower energy configuration for the 
dislocation network. 
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Figure 5.6. A plot of the rotation basal planes (shown by their normal) from the electron beam 
direction is presented. The measurable dislocation densities on the perimeter of this 
representation indicate a predominance of a  type dislocations on the basal plane. The clusters 
toward the interior part of this representation can likely be identified as a  type dislocations on 
{1011} , c a  type on {1122}  and twining on {1012}  planes.  
5.4. Challenges and Limitations 
Although the ASTAR

/PED technique is doubtlessly useful to determine the dislocation 
density distribution with the spatial resolution of a few nanometers, there are two potential 
challenges which need attention. The first challenge belongs to the poor angular resolution of 
this technique and its effect on the lower bound of resolvable dislocation density. The second one 
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is related to the existence of bend contours in thin foils (which is a commonly observed artifact 
of TEM samples) and their effect on the dislocation density calculations.   
 Dislocation density resolution 5.4.1.
Since GND density is proportional to the local lattice curvatures, it can be pointed out that 
the scanning step size considerably affects the predicted GND density [6]. It is accurate to limit 
this discussion to the bulk dislocation density and it is erroneous if it is applied to a spatially 
resolved dislocation content. Essentially, according to Nyes formulation, step size plays a vital 
role in GND density calculations. From one side, increasing the step size to larger values 
considerably intensifies the risk of losing information related to the dislocation network as it may 
miss dislocation dipoles which are separated by a small dimension [95]. From the other side, 
calculated dislocation densities for datasets acquired using small step sizes may be susceptible to 
noise which results in increasing the calculated dislocation density. The minimum detectable 
GND density which has been reported previously as a function of angular resolution and step 
size is presented in Eq. 5.1 [95, 214]. 
According to Eq. 5.1, the resolution of dislocation density of an orientation dataset acquired 
by the ASTAR

/PED technique with the step size of 10 nm before and after applying the 
quaternion averaging is ~4.7*10
15
 and ~2.3*10
15
 m
-2
, respectively, as improving the angular 
resolution from 0.8° to 0.4°. The value of the lower bound of dislocation density detection can be 
used to plot reliability maps where the higher numbers represent calculations with greater 
reliability or certainty, Fig. 5.7.   
 
GND
min
Angular resolution (rad)
ρ =
step size×|Burgers vector|
 5.1 
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Figure 5.7. Reliability map of the dislocation density distribution map associated with the dataset 
shown in figure 5.1(a). The scale bar values show the ratio between the calculated dislocation 
density and the approximate lower dislocation density resolution which is ~10
15
 m
-2
. 
Clearly, it is vitally required to improve the angular resolution to accurately quantify and 
map the distribution of dislocation densities. It is possible to conclude from Eq. 5.1 that the step 
size must be selected according to the expected dislocation density of the studied material [95]. 
As an example, Pantleon [214] criticizes using step size of 20 nm instead of 1 m for studying 
the dislocation density of a 5% cold-rolled aluminum due to shifting the lower bound of 
resolving the dislocation density from 6.1*10
13 
m
-2
 to 3*10
15
 m
-2
, respectively. In the case of 
studying the dislocation density distributions of slightly deformed materials, this level of step 
size (or spatial resolution) is appropriate. However, in the case of severely deformed metallic 
materials (or localized areas with a high degree of deformation) in which the local orientation 
gradient is considerable, far smaller step sizes are required. As the spatial resolution has 
increased remarkably, the argument of Eq. 5.1 should be used as a window for which lattice 
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curvatures are being studied, as opposed to the bulk sample. Therefore, for a dislocation content 
higher than one dislocation within the thickness of the sample, the local dislocation density 
exceeds the threshold deduced by Eq. 5.1 and thus the mentioned approach is valid. 
In the case of severely deformed ultrafine grained materials in which high dislocation 
densities are expected, smaller step sizes (e.g. 2-15 nm) are not only preferable but also provide 
vital details of the deformation structure. Any noise which is present does not mask the essential 
dislocation density information because the dislocation densities calculated for areas in which the 
dislocation density is negligible or low (e.g. recrystallized grains) are excluded as they fall below 
the minimum resolvable dislocation density. Practically, if the angular resolution improves to 
0.2°, the missing points are associated with one dislocation line segment for a given probed 
volume. As a result, the mentioned method does not capture mobile SSDs with the current 
resolutions. However, improving the angular resolution for the raw data increases the possibility 
of capturing SSDs. Notably, an important merit of the ASTAR

/PED technique over EBSD-
based techniques which invariably miss SSDs, as SSDs exist in dipoles and multiples with no net 
Burgers vector, is that it is impossible to detect them if the step size is not small enough to 
distinguish these dipoles from each other [95, 215]. 
 Bend contours 5.4.2.
In addition to the problems associated with the intrinsic resolution of the data, another 
challenge (and limitation) of the approaches mentioned in this study is the presence of bend 
contours which are found frequently in ductile thin foil specimens and thus should be considered 
as a potential source contributing to the dislocation density calculations. However, their 
existence in severely deformed ultrafine grained materials is not immediately obvious, and the 
probability of their presence in these materials will be discussed.  
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In brief, bend contours represent the real space observations of Kikuchi diffraction patterns 
in TEM specimens. As their name indicates, they are localized, small and permanent bends that 
are present within a TEM thin foil. When present, bend contours imply that lattice curvature and 
thus disorientations exist, which ultimately could lead to the calculation of dislocation densities 
which are artifacts of specimen preparation contributing to the overall dislocation density. Such 
an example for a soft equiaxed alpha particle with a low dislocation density is shown in Fig. 
5.8(a-d). Figure 5.8(a) shows bend contours in neighboring equiaxed alpha particles in a widely 
used alpha/beta titanium alloy, Ti-6Al-4V (all in weight percent). An inverse pole figure image is 
shown in Fig. 5.8(b), with a line scan showing the disorientation between points A and B in the 
grain on the right, labeled #1 (see Fig. 5.8(c)). Following this quick analysis, grain #1 has been 
analyzed following the procedure outlined in this study. The expected dislocation density for the 
right annealed equiaxed alpha grain is 10
10
 m
-2 
to 10
12 
m
-2 
[216, 217]; however, the average 
calculated dislocation density is ~10
15
 m
-2 
with the step size of 50 nm in the ASTAR

/PED scan. 
The dislocation density distribution map is shown in Fig. 5.8(d). This discrepancy is due to the 
local disorientation made by bend counter and not by the pre-existence of GND. It is clear that 
when bend contours are present, they can lead to a non-trivial contribution of dislocation 
densities. 
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Figure 5.8. An annealed + processed titanium alloy was prepared to study the effect of bend 
contours on the GND density calculations. (a) Foil containing bend contours and (b) IPF map 
overlapped with the image quality map are shown. (c) Point-to-point misorientation is plotted to 
show the effect of bend contour in inducing misorientation into IPF map. (d) Dislocation density 
distribution map which overestimates the dislocation density is presented. The ASTAR/PED 
scan was conducted with the step size of 10 nm. 
The intensity of the strains which are present at the surface of the bend contours can be 
estimated according to the following approach. In the case of bending an object, the maximum 
stress can be found at the surface. In the case of compression and tension, the maximum stress is 
located on one surface and the other surface, respectively. The stress varies linearly between the 
two maximum opposing stresses and passes through a zero value at the neutral surface which is 
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located inside the body of the object. The radius of curvature, is associated with the curvature 
, the infinitesimal change in the angle between the surface normal d and the infinitesimal 
distance along the curve. This distance can be approximated as the infinitesimal distance along a 
length dx as presented in Eq. 5.2.    
The curvature can then be associated with the longitudinal strain based on Eq. 5.3, 
where x and y are the one-dimensional strain along the curved surface and the distance from the 
neutral surface (⌠=0) from the object surface.   
Based on the electron diffraction theory, it is possible to calculate each of these parameters 
to approximately determine the magnitude of the strains present in the sample. As the subject is 
one bend contour, it is initially necessary to consider the angle variation along the surface. As 
bend contours are associated directly with the Kikuchi lines, which are due to the Bragg 
diffraction in thicker samples, the angle can be determined easily according to the Braggs law 
(Eq. 5.4), 
where  is the wavelength (=0.00251 nm for 200 keV), d is the interplanar spacing and  is the 
diffraction angle. Although interplanar spacing may vary remarkably, for the purpose of this 
study, a reasonable value to be considered for the interplanar spacing would be 0.15 nm, which 
results in a diffraction angle of 0.0085 radians. In general, it is common for bend contours to 
exhibit a real-space distance between a +g and –g diffraction event 2 of ~500-1000 nm. 
Therefore, a logical value to consider as the distance between the true normal and + is half the 
 
1 dθ dθ
κ= =
ρ ds dx
  5.2 
 x
y
ε =- =-yk
ρ
 5.3 
 nλ=2dsin(θ)  5.4 
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bend contour thickness (i.e., x=300 nm). This value provides a curvature  of ~2.84*10-5 rad/nm. 
In the case of a sample with a 150 nm thickness (y~75 nm), the strain x is approximately close 
to 2*10
-3
. This value reduces as the specimen gets thinner, the interplanar spacing increases, or 
the bend contour thickness decreases. Other reasonable values (d=2.25 Å, x=500 nm and y=50 
nm) provide strains which are a function of this value x~5*10
-4
. As clear, the strain values are 
extremely small.  
While these values indicate strains in the elastic regime, the bend contours are permanent, 
revealing the fact that plastic deformation has happened, even if the stress applied to the material 
is less than the yield strength (i.e., 0.2%ys ). While it is very difficult to prove, a logical assumption 
is that the probability of producing bend contours reduces as the resistance to deformation, as 
represented by the yield strength (i.e., 0.2%ys ), increases. Therefore, for severely deformed high-
strength materials, bend contours are unlikely. 
5.5. Conclusions 
For the first time, the presented results demonstrate the extensibility of a novel TEM-based 
orientation imaging technique, ASTAR

/PED, to characterize severely deformed metallic 
materials (specifically titanium) and extract spatial variations of dislocation densities. It is 
possible to extract maps of dislocation density with an ultimate spatial resolution of ~1-2 nm 
following a series of post-processing steps. Such capability has not been reported previously in 
the literature. The extraction of such maps can be interrogated subsequently to study structure-
microstructure correlations in deformation. This has been presented by plotting dislocation 
density versus the distance away from grain boundaries and triple junctions. The data seems to 
scale with previous observations from high-resolution EBSD data presented in a similar way. By 
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plotting dislocation density as a function of local crystal orientation, it is feasible to present 
dislocation density as a pole figure and deduce contributions of different deformation 
mechanisms. Also, it is obviously possible to visualize new, nascent grains in severely deformed 
materials, as well as make new observations of grains where one area has no dislocation activity 
and another part has a substructure. Such observations point to the need to study defect structure 
correlation with microstructure using higher-order correlation functions (e.g., to understand the 
effect of nearest-neighbor grains on the deformation of any arbitrary grain).  
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6 CHAPTER 6                                                                      
DETERMINATION OF THE FIVE PARAMETER GRAIN BOUNDARY 
CHARACTER DISTRIBUTION OF NANOCRYSTALLINE ALPHA 
ZIRCONIUM THIN FILMS 
 
Published in Acta Materialia, 130 (2017) 164-176 
6.1. Introduction 
In chapter 4 and chapter 5, the capability of the ASTAR/PED technique to characterize 
microstructures as well as defects (e.g., nanotwins and dislocations) was presented. In this 
chapter, the capability of this technique to explore the grain boundary character distributions of 
nanocrystalline alpha zirconium is assessed [218].  
6.2. Raw Data Acquisition  
Orientation microscopy using the ASTAR/PED technique was done on the thin foils of 
alpha zirconium. Seven scans with the step size of 2 nm were conducted to acquire 14 million 
diffraction pattern images. Since some of the acquired diffraction pattern images may be indexed 
incorrectly due to few diffraction spots within a recorded image or the low intensity of the 
diffraction spots (with respect to the background intensity of the recorded image), the orientation 
datasets were cleaned up to resolve the spurious points. To make sure that no artificial grain 
formed by incorrect indexing of the recorded diffraction pattern images, a grain dilation clean up 
procedure with a minimum grain size of 10 pixels in multiple rows was used. Subsequently, the 
neighbor orientation correlation (level 4) clean up algorithm in TSL OIM software was applied 
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to the acquired orientation datasets [149]. This clean up procedure determines the more likely 
orientations for the orientation sets with the confidence index of less than 0.1 [58]. Notably, the 
average confidence index of all the orientation datasets was ~0.4. The orientation distribution 
map associated with one of the datasets is shown in Fig. 6.1(a). To reconstruct the grain 
boundary traces, after cleaning up all the orientation datasets, the average orientation of each of 
the 57,019 grains was assigned to all the points within that grain. Subsequently, more than 
200,000 grain boundaries were reconstructed with a tolerance of two pixels from all the collected 
orientation datasets following the method introduced by Wright and Larsen [219]. Considering 
the step size of 2 nm and the possibility of incorporating spurious or otherwise uninterpretable 
grain boundaries, the boundary segments smaller than 4 nm in length were removed from the 
datasets and the five parameter GBCD space was discretized with the resolution of 10°. This 
resolution of discretization leads to 26,000 distinct boundaries. For an evenly distributed grain 
boundary dataset, seven to eight observations per grain boundary type are expected for a 202,950 
reconstructed grain boundary dataset.  
All the orientation datasets were merged to determine their overall texture, Fig. 6.1(b). The 
maximum value of the texture in this study is similar to another GBCD study related to materials 
with hcp crystal structure [147].  
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Figure 6.1. (a) A plan-view ASTAR/PED orientation distribution map of the zirconium thin 
film along the normal direction, (b) IPF for zirconium along the normal direction (MRD stands 
for multiples of random distribution) and (c) distribution of disorientation angles for zirconium 
and random grain boundaries are presented. The scan was collected using a step size of 2 nm. 
An assumption was made about the grain shapes in this study. It was assumed that the alpha 
zirconium grains are columnar and the normal directions of the grain boundary planes are 
perpendicular to the electron beam direction. This assumption was verified based on the width of 
the trace of grain boundary planes on the viewing plane as follows. The thickness of the thin foils 
prepared for the current orientation microscopy analyses was ~100 nm. Based on the schematic 
shown in Fig. 6.2(a), the width of the traces associated with grain boundary planes inclined for 
5° and 10° from the viewing plane normal is 8.7 nm and 17.6 nm, respectively. The width of a 
grain boundary trace can be determined directly from an index map which is analogous to the 
image quality map of EBSD. A part of the index map associated with one of the orientation 
datasets acquired in the current study is shown in Fig. 6.2(b). The area surrounded by the yellow 
rectangle was enlarged and shown in Fig. 6.2(c).  
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Figure 6.2. (a) A schematic of an inclined grain boundary plane, (b) a portion of an index map of 
one of the orientation microscopy scans and (c) the enlarged view of the area surrounded by the 
yellow square in part “b” are presented.  
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It is obvious that the grain boundary traces are less than 8.7 nm which shows that the 
assumption of columnar grains is valid. Notably, for materials where this assumption is not valid, 
it is necessary to assess the grain boundary plane on both the top and bottom of a specimen 
following, for instance, an electron diffraction optical reflectance method [220].     
6.3. Grain Boundary Character Distributions of Alpha Zirconium 
While important work has been published for the grain boundaries of other hcp systems, 
specifically the molecular dynamics study of Wang and Beyerlein [221, 222] on the atomic 
structures of magnesium and titanium grain boundaries, as well as the experimental work of 
Kelly et al. [147] on the GBCD of alpha titanium, there has been little to no work in the 
published literature about zirconium. This dearth of knowledge shows a challenge in that little is 
known about specific low energy (and/or high population) boundary configurations for the alpha 
zirconium system, yet in some cases, the literature may provide guidance when there are 
similarities with other systems. Indeed, considering the similar c/a ratios of Ti and Zr (1.587 and 
1.593, respectively) and their nominally ideal Poissons ratio, it is reasonable to expect 
similarities in their grain boundary character distributions. Therefore, comparisons are made with 
alpha titanium in the absence of other information. What follows represents work in which the 
data has been interpreted using two approaches. The first approach considers data mining to 
determine high population boundary configurations of zirconium that have not been observed. 
The second approach draws upon the literature [147, 221, 222] to study similarities, even though 
the material system is different.  
 The distributions of disorientation angles for a simulated random grain boundary dataset as 
well as for the combined orientation dataset are shown in Fig. 6.1(c). In comparison to the 
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random distribution, the orientation dataset of the current study has a larger population for 
disorientation angles which are less than 40°.This result is consistent with the same analysis for 
the alpha titanium [147]. Also, the length fraction of grain boundaries within the disorientation 
angle of 57° to 60° is larger than the length fraction of grain boundaries for the random grain 
boundaries. Apart from very large disorientation angles (i.e., ~90°), the length fraction of the 
zirconium grain boundaries is less than the random populations for disorientation angles larger 
than 60°. This observation is consistent with a previous study on alpha titanium [223].  
The disorientation axes associated with fixed spans of the disorientation angles centered at a 
given value of ±5° are presented in the equal area projection, Fig. 6.3. The population density of 
the disorientation axes within the disorientation angle range of 15° to 35° has major peaks 
associated with <0001>  and <2110> . Also, for the disorientation angle range of 25° to 35°, a 
disorientation axis close to <1010>  is observed. Within the disorientation angle range of 35° to 
95°, the population density of the disorientation axis along <2110>  is more than the random (i.e., 
uniform) distribution. A peak close to <4131>  is observed for the disorientation angle range of 
85° to 95°. Noteworthy, the distribution is almost random for the other crystallographic 
directions for the entire disorientation values.  
168 
 
 
 
Figure 6.3. The distribution of disorientation axis for zirconium within fixed intervals of the 
disorientation angle is shown. 
The distributions of grain boundary planes associated with the experimentally measured data 
for alpha zirconium in the crystal reference frame is presented as a stereographic projection, Fig. 
6.4. The relative peak intensity for the distributions of grain boundary planes associated with 
(0001) , (1010)  and (2110)  are ~2 MRD, ~1.8 MRD and ~1.4 MRD, respectively. The difference 
between the maximum and minimum of the distributions for the grain boundary planes is ~1.5 
MRD, revealing an anisotropic distribution of grain boundary planes. Remarkably, this 
difference for -Ti [147], WC [224], MgO [136], Ni [145] and SrTiO3 [142] has been reported to 
be 0.4 MRD, 3.7 MRD, 1.3 MRD, 2.1 MRD and 0.8 MRD, respectively.  
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Figure 6.4. The distribution of grain boundary planes is shown. Noteworthy, all the stereographic 
projections presented in the current study follow the convention indicated in this plot. 
The output of the GBCD analyses is extremely data rich. For instance, for every 
disorientation angle, it is possible to assess a large number of axes in the angle/axis sets (i.e., 
GBCD sections). Each GBCD section can be considered as a stereographic projection consisting 
of color-represented information regarding the total population of grain boundary planes 
associated with an angle/axis set.  
Detailed GBCD analyses and interpretations of specific disorientation angles which are over-
represented in Fig. 6.1(c) and the high population disorientation axes shown in Fig. 6.3 are given 
in the following sections.  
6.3.1. GBCD sections about the [0001]  axis of misorientation 
The GBCD section for the 13°/ [0001]  misorientation is shown in Fig. 6.5(a). The 
stereographic representations for the calculated geometrically characteristic boundaries of the 
aforementioned angle/axis of misorientation are presented in Fig. 6.5(b). For the case of 13°/
[0001] , the maximum peak corresponds to angles in close proximity of the center (i.e., the 
(0001) pole) with the intensity of 6 MRD. This diffusiveness of the poles (i.e., the appearance of 
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streaks) as well as the absolute value of the observation frequencies are affected by the angular 
resolution of the characterization technique and the binning (cell) size. Noteworthy, the center of 
the GBCD plot shown in Fig. 6.5(a), which represents a pure twist grain boundary, does not have 
a high observation frequency. 
 Also, 180°-twist grain boundaries with a (1,8,7,0)  grain boundary plane and its 
symmetrically equivalent positions have a population density of ~4.2 MRD. Also, 180°-tilt grain 
boundaries are observed with the population density of ~2.5 MRD. 
In addition to the highly complex nature of grain boundary energy functions and measurable 
populations for different experiments, in the current study, since the sample (and thus the 
orientation dataset) is textured along [0001]  and [2110]  with the maximum intensity of ~5.8 
MRD, it is not feasible to make any reliable inverse correlation between the energy of the grain 
boundaries and their observation frequency in the GBCD plots [225]. While considering this 
fact, according to the GBCD plots shown for [0001] GBCD sections, it can be concluded that 
planes which are close to the basal pole have the highest peak intensity in comparison to the 
other planes. The occurrence of a high-intensity peak at the location of the basal plane is 
consistent with the 30°/ [0001]  GBCD section for WC/WC boundaries (c/a is close to unity) 
[224]. However, a similar trend was not reported for alpha titanium (c/a=1.587) [147].  
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Figure 6.5. The distribution of grain boundary planes and their calculated locations of the 
geometrically characteristic boundaries for 13°/[0001] misorientation is presented. 
For the sake of completeness, the characteristic definition of the tilt, twist, symmetric, quasi-
symmetric and proper (improper) quasi-symmetric grain boundaries are mentioned [226, 227]. In 
a tilt grain boundary, the axis of misorientation is perpendicular to the grain boundary plane 
normal while in a twist grain boundary, the axis of misorientation is parallel to the grain 
boundary plane normal. The grain boundary plane of a symmetric boundary acts as a mirror 
between two crystals located on both sides of a grain boundary. The grain boundary planes 
corresponding to both sides of a grain boundary belong to the same crystallographic family in a 
quasi-symmetric grain boundary. For a proper (improper) quasi-symmetric grain boundary, the 
relationship between the grain boundary plane normal (m) on both sides of this type of a grain 
boundary is 1 2 2m =±C m  where C represents proper orthogonal matrices of symmetry operations. 
Noteworthy, considering inversion symmetry, a symmetric boundary can be considered as a tilt 
grain boundary. A proper quasi-symmetric boundary is identical to a twist boundary and vice 
versa. An improper quasi-symmetric grain boundary is the same as a 180°-tilt grain boundary. 
Also, a symmetric boundary is equivalent to a 180°-twist boundary. It is imperative to note that 
these definitions are not exclusive and one grain may fall into multiple classes. 
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6.3.2. GBCD sections about [2110] axis of misorientation 
According to the molecular dynamics analyses presented in the literature [221] where the 31°, 
42°, 61° and 74° misorientation angles were shown to be important, the GBCD sections of these 
angles as well as 92° misorientation angle are investigated. For the case of 31°/[2110]  GBCD 
section and its calculated geometrically characteristic boundaries presented in Fig. 6.6(a,b), a 
180°-twist grain boundary at (0,3,3,20)  pole with a population density of ~40 MRD is observed. 
Also, a wide range of tilt grain boundaries with the intensities of ~16-28 MRD exists. According 
to the grain boundary energy calculations from the molecular dynamics analyses for [2110]  tilt 
grain boundaries of alpha titanium [221], for the misorientation interval of 24.2° to 35.2°, a cusp 
in the tilt boundary energy occurs at 31.39° for (0,1,1,3) . The location of this pole is shown with 
a brown circle in Fig. 6.6(b). The value of the same location in the GBCD plot is ~24 MRD. 
Based on the molecular dynamics analyses [221], the next energy cusp for [2110]  tilt grain 
boundaries of alpha titanium exists at 42.47° misorientation for (0,1,1,2)  pole. The 42°/[2110]
GBCD section is shown in Fig. 6.6(c). A diffuse peak with ~26 MRD intensity close to the 
location of the 180°-twist grain boundary plane is observed. The grain boundary plane of the 
180°-twist grain boundary is (0,5,5,24) . The intensity of (0,1,1,2)  pole which is shown by a 
brown circle in Fig. 6.6(d) is ~18 MRD. 
For the case of 61°/[2110]  angle/axis of misorientation shown in Fig. 6.6(e,f), 180°-twist 
grain boundaries at (0,12,12,13)  and (0,8,8,25)  poles exist with the intensities of ~23 MRD and 
~18MRD, respectively. Excitingly, molecular dynamics analyses showed that for the 
misorientation interval of 52.5° to 67.1° a cusp at the tilt grain boundary energy plot exists for 
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Figure 6.6. The distribution of grain boundary planes and their calculated location of the 
geometrically characteristic boundaries for (a,b) 31°/[2110] , (c,d) 42°/ [2110]  and (e,f) 61°/[2110]  
are presented. 
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(0,1,1,1)  pole at 61.35° misorientation [221]. Remarkably, this pole is very close (~2.3°) to the
(0,12,12,13)  pole which has the highest intensity in Fig. 6.6(e). This small difference can be 
assigned to possible uncertainties such as the angular resolution of the ASTAR/PED technique 
and binning (cell) size exist in the current study. As a result, they can be considered equivalent. 
Also, twist grain boundaries with the observation frequency of ~10 MRD at (2,1,1,0)  pole and a 
180°-tilt grain boundary with the frequency of ~8 MRD exist in 61°/[2110]  GBCD section. 
Although the length fraction of grain boundaries with a 74° disorientation is less than 
random, Fig. 6.1(c), the 74°/[2110]  GBCD section is shown in Fig. 6.7(a) to compare the 
associated grain boundary plane distributions with the calculated grain boundary plane energy 
for the misorientation interval of 67.1° to 80.5° [221]. Molecular dynamics analyses showed that 
the cusp of the grain boundary plane energy for the pointed out misorientation interval belongs to
(0,2,2,1) . The location of this pole on the GBCD plot has the value of ~11 MRD. The maximum 
intensity is associated with a diffuse peak along the tilt grain boundaries with the magnitude of 
~16 MRD. Remarkably, part of this peak overlaps with a 180°-twist grain boundary with the 
grain boundary plane of (0,9,9,22) , Fig. 6.7(b).  
For the 92°/[2110]  angle/axis of misorientation, as depicted in Fig. 6.7(c,d) two diffuse 
peaks close to the (0,11,11,21)  pole with the population density of ~11.5 MRD are observed. 
These peaks can be considered as grain boundary planes close to a 180°-twist grain boundary 
plane. Tilt grain boundaries with the intensity of ~8 MRD as well as a twist grain boundary at
(2,1,1,0)  pole and close to a twist grain boundary with the grain boundary plane of (21,21,0,20)
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are observed with the peak intensities of ~4.6 MRD. As mentioned previously, these planes are 
indistinguishable from the ideal ones because they are so close and the resolution is low. 
For the GBCD sections shown for [2110]  axis of misorientation, the maximum intensity 
peaks are associated with the 180°-twist grain boundaries. Also, GBCD studies of [2110]  axis of 
misorientation for WC [224] and Ti-6Al-4V [148] showed that the high-intensity peaks belong to 
57°, 85° and 90° misorientations. For the case of alpha titanium, high-intensity GBCD peaks 
were observed for 21°, 31° and 75° along [2110]  axis of misorientation [147].  
 
Figure 6.7. The distribution of grain boundary planes and their calculated locations of the 
geometrically characteristic boundaries for (a,b) 74°/[2110]  and (c,d) 92°/ [2110]  are presented. 
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6.3.3. GBCD about [1010] axis of misorientation  
Based on the molecular dynamics studies presented in the literature [222] where the 27°, 
38°, 58° as well as 72° misorientation angles were shown to be important, the GBCD sections 
associated with these angles and 90° misorientation angle are investigated. Before discussing 
these GBCD sections, it is necessary to mention that based on the inverse pole figure plot shown 
in Fig. 6.1(b), the texture intensity for <1010>  is ~1.8 MRD which shows the current combined 
orientation dataset has fewer observations along <1010>  in comparison to [0001] and <2110> . 
As a result, one must be cautious when interpreting the GBCD results along [1010]  
misorientation axis here. For the case of 27°/ [1010]  misorientation, the high-intensity peaks for 
the GBCD experimental results presented in Fig. 6.8(a) do not overlap completely with the 
calculated locations for the geometrically characteristic boundaries shown in Fig. 6.8(b). This 
deviation may be a result of small experimental uncertainties which can be studied in a 
quantitative manner. For the grain boundaries presented in Fig. 6.8(a), the distributions of the 
angular distances from tilt, twist, 180°-twist and 180°-tilt grain boundaries [228, 229] are 
presented in Fig. 6.8(c-f), respectively. The geometrical characteristic boundaries with the 
smallest angular deviation from the experimental results are the most probable characteristic 
boundary types. 
The locations of the two peaks with the intensity of ~9 MRD (surrounded by white ovals in 
Fig. 6.8(a)) are drawn in all the four plots in Fig. 6.8(c-f). The average deviation of these two 
peaks from pure tilt grain boundaries is ~3.5°.  
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Figure 6.8. (a) The distribution of grain boundary planes for 27°/[1010]  and (b) their calculated 
locations of the geometrically characteristic boundaries are depicted. The associated distributions 
of the distance of 27°/[1010]  grain boundary poles to the nearest (c) tilt, (d) twist, (e) 180°-twist 
and (f) 180°-tilt grain boundaries are illustrated. 
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However, the average deviation values increase to far larger values for the pure twist (~34°), 
180°-twist (~38°) and 180°-tilt (~23°) grain boundaries. The same type of analysis was 
conducted for the grain boundary planes surrounded by a dashed semi-circle in Fig. 6.8(a). The 
grain boundary planes surrounded by the dashed semi-circle have a small distance from the pure 
tilt grain boundaries, Fig. 6.8(c) and 180°-tilt grain boundaries, Fig. 6.8(f). Also, some parts of 
the semi-circle are not remarkably deviated from pure twist grain boundaries, Fig. 6.8(d), and a 
180°-twist grain boundary, Fig. 6.8(e). It is possible that the grain boundaries surrounded by the 
semi-circle are a mixture of different types of pointed out grain boundaries. Molecular dynamics 
analysis for alpha titanium showed that for the misorientation interval of 24° to 34°, a cusp in the 
tilt grain boundary energy exists for (1,2,1,6)  pole at 27.9° misorientation [222]. This pole is 
indicated by a brown point in Fig. 6.8(b). The same location on the GBCD plot, Fig. 6.8(a), is 
surrounded by a white circle. The intensity of this region is ~4 MRD. Excitingly, two diffuse 
peaks with the intensity of ~7.2 MRD are observed close to the location of (1,2,1,13)  pole which 
represents a 180°-twist grain boundary.   
For the 38°/ [1010]  GBCD section, as shown in Fig. 6.9(a,b), a concentrated peak at
(0,20,20,11)  pole with the magnitude of ~8 MRD is seen. This peak shows a twist grain 
boundary. Also, as presented in Fig. 6.9(a), some discrete arcs which represent the population of 
grain boundary planes associated with 180°-tilt grain boundaries are seen with the approximate 
observation frequency of ~6 MRD. Molecular dynamics analysis of alpha titanium for the [1010]  
axis of misorientation within the misorientation interval of 34° to 50° revealed that a cusp in the 
energy of tilt grain boundaries occurs at (1,2,1,4)  [222]. However, for the combined orientation 
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dataset used in the current study, the location of (1,2,1,4)  pole in the GBCD plot, Fig. 6.9(a), 
has the intensity of ~1 MRD.  
For the 58°/ [1010]  GBCD section which is presented in Fig. 6.9(c,d), a peak corresponding 
to (13,26,13,23)  pole exist with the magnitude of ~5 MRD. This peak shows a 180°-twist grain 
boundary. Also, an arc which represents 180°-tilt grain boundaries is observed with the intensity 
of ~3.5 MRD. Molecular dynamics results of alpha titanium within the misorientation interval of 
50° to 63° along [1010]  misorientation axis revealed that (1,2,1,2)  has the local minimum 
energy [222]. The location of this pole in the GBCD plot has the intensity of ~1 MRD. 
Based on the molecular dynamic analysis, the next cusp in the grain boundary energy is 
associated with (1,2,1,1)  for the 72.5°/[1010]  misorientation angle/axis within the 
misorientation interval of 63° to 79°. The 72°/[1010]  GBCD section is shown in Fig. 6.9(e). The 
location of (1,2,1,1)  pole in the GBCD plot has the population of less than 1 MRD. Noteworthy, 
in the GBCD plot, a major peak with the intensity of ~4.5 MRD is observed at (0,19,19,22) . 
This peak shows a twist grain boundary, Fig. 6.9(f). Two other peaks associated with twist grain 
boundaries are seen with the approximate intensity of ~3.6 MRD at (19,19,0,22)  and
(19,19,38,22)  poles. Also, an arc which shows 180°-tilt grain boundaries is observed with the 
average intensity of ~2 MRD. 
Finally, for the 72.5°/[1010]  angle and axis of misorientation which is not presented here, a 
peak with the intensity of ~6.6 MRD is found at (1,0,1,0)  pole which obviously represents a pure 
twist grain boundary.  
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Figure 6.9. The distribution of grain boundary planes and their calculated locations of the 
geometrically characteristic boundaries for (a,b) 38°/[1010] , (c,d) 58°/[1010]  and (e,f) 72°/
[1010]  are presented. 
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In general, peaks with the maximum intensity show up at locations associated with either 
twist or 180°-twist grain boundaries for the [1010]  GBCD sections. 
Based on the results mentioned in the literature, for the case of tungsten carbide, a high-
intensity peak was seen at (1,0,1,0)  pole for the 90°/[1010]  GBCD section [224]. For alpha 
titanium, high-intensity GBCD peaks for [1010]  axis of misorientation were seen for 22° and 90° 
misorientations [147]. The inconsistency between the GBCD results (i.e., the population of grain 
boundaries) for alpha titanium [147] and molecular dynamics results (i.e., energy of the grain 
boundaries) [221, 222] might be attributed to the fact that the energy of the grain boundaries was 
calculated at 0 K while the microstructure investigated by the GBCD method formed at high 
temperatures. Also, for the case of [1010]  grain boundaries, the calculated energy values for the 
cusps are not remarkably lower than the energies of boundaries which are 5° away. Therefore, 
inconsistency between the molecular dynamics results and the GBCD results are expected. 
Interestingly, in the case of 61°/[2110]  grain boundaries, due to a considerable difference 
between the cusp energy and the energy of grain boundaries which are 5° away, very good 
consistency between molecular dynamic analyses of alpha titanium and the GBCD plot of 
zirconium, Fig. 6.6(e) is seen. As noted, the investigation of grain boundaries, their populations 
and the attempted correlations with energy is a complex problem [146]. For instance, these small 
changes in both the depth of the energy cusp and the relative energy of boundaries X° away are 
related directly to the full energy landscape (here, in a five parameter space). In the five 
parameter grain boundary space, the relative position (i.e., the grain boundary configuration) of 
these energy cusps, as well as their depths, will eventually determine the populations of grain 
boundaries under various regimes (e.g., equilibrium versus non-equilibrium). 
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6.3.4. 90°/[4131]  GBCD section 
According to the distribution of grain boundaries in the angle/axis space, presented in Fig. 
6.3, it was noticed that the distribution of 90°/[4131]  is more than random (~4 MRD). The 
GBCD section associated with 90°/[4131]  is shown in Fig. 6.10(a). Since no exact match was 
recognized between the location of the maximum-intensity peak (~9.6 MRD) in the GBCD plot 
with the calculated locations of the geometrically characteristic boundaries associated with 90°/
[4131], the distance distributions of the 90°/[4131] grain boundary poles from the nearest tilt, 
twist, 180°-twist and 180°-tilt grain boundaries were calculated. The minimum deviation from 
these grain boundaries was noticed to be consistent with a pure tilt grain boundary, Fig. 6.10(b).  
 
Figure 6.10. (a) The distribution of grain boundary planes for 90°/[4131]  and (b) the associated 
distributions of the distance of 90°/[4131] grain boundary pole (white oval) to the nearest tilt 
grain boundaries are shown. 
6.4. Using This Data: Beyond Grain Boundary Engineering 
As mentioned previously, the data of these types of GBCD studies is impressively rich, and 
the analysis can provide new information for both current and emerging materials science 
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problems. For instance, the GBCD plots shown in the current study provide new horizons to not 
only guide interpretations of new research areas but also reflect upon previous studies on 
zirconium. For example, while hydride formation in zirconium is affected by the crystallographic 
texture which follows hydride habit planes [230], the possibility of hydride formation at the grain 
boundaries of zirconium was assessed only based on the angle and axis of misorientation for 
each grain boundary [231]. It is shown that 25°/ [0001] , 85°/ <2110>  and 85°/ <1010>  angle/axis 
of misorientation resist to hydriding while 25°/ <1010>  favors the formation of hydrides. The 
GBCD plots presented in the current study reveal that for each angle/axis misorientation pair a 
wide range of grain boundary types with remarkably different populations of grain boundary 
planes may exist. These grain boundary planes and their populations should be considered when 
properties of zirconium (e.g., the possibility of hydride formation) are studied. Similarly, using 
fine-grained materials may guide new fundamental studies of grain boundary populations that are 
important for many other properties including variant selection and phase transformation, 
mechanical properties mediated by deformation along grain boundaries and electrical transport 
properties which can be affected by the grain boundary configuration. 
6.5. Conclusions 
The grain boundary character distribution of nanocrystalline alpha zirconium was 
investigated using a statistical method. The orientation datasets of the thin films were collected 
by the ASTAR/PED technique thanks to its remarkably high spatial resolution. In general, 
based on the results presented in this study, highly refined (nanoscaled) grains can be used to 
obtain large datasets of grain boundary types which can be probed to understand the grain 
boundary character distributions.  
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The orientation dataset used for the current study was not random. The texture intensities 
along [0001] , <2110>  and <1010>  were 5.8 MRD, 5.8 MRD and 1.8 MRD, respectively. The 
distribution of disorientation angles was larger than the uniform distribution except for the 
disorientation intervals of 40° to 57° and 60° to 90°. The distribution of grain boundaries in axis-
angle space reveals peaks larger than the uniform distribution along the [0001] , [2110] , [1010]  
and [4131] axes. The highest population of grain boundary planes in the crystal frame was seen 
at the basal plane with the magnitude of ~2 MRD. For the (1,0,1,0)  and (2,1,1,0)  planes, the 
populations were ~1.8 MRD and ~1.4 MRD, respectively. For the GBCD section associated with 
the [0001] misorientation, the highest population of grain boundary was observed for the 
misorientation angle of 13°. For the [2110]  misorientation axis, the maximum intensity in the 
GBCD plot was observed at (or close to) the 180°-twist grain boundaries for the misorientations 
of 31°, 42°, 61°, 74° and 92°. GBCD plots for [1010]  axis and 27°, 38°, 58°, 72° and 90° 
misorientation angles revealed that the maximum peak in each plot belongs to either twist or 
180°-twist grain boundaries. For the GBCD section associated with 90°/[4131] , grain boundaries 
slightly deviated from a pure tilt grain boundary have the highest intensity.
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7 CHAPTER 7                                                                                      
POSSIBLE FUTURE WORKS 
 
7.1. Introduction 
In this chapter, based on the works done by the author, some suggestions are mentioned as 
potential future research activities which can be conducted by the ASTAR

/PED technique.   
7.2. Poor Angular Resolution 
As mentioned previously, the angular resolution of the ASTAR

/PED technique is 0.8° [13] 
(or 0.3° [70]) which is fairly low in comparison with the HR-EBSD technique. The poor angular 
resolution affects the accuracy of the dislocation density calculations presented in this study. 
This fact shows the accuracy of indexing diffraction patterns for single phase or multiphase 
materials needs to be improved.  
Since the indexing procedure of spot diffraction patterns is based on considering the 
intensity of the diffraction spots, it is possible to improve the angular resolution by recording the 
diffraction patterns with a higher depth of image (i.e., acquiring diffraction patterns by 16-bit 
images instead of 8-bit images). In this case, the intensity of the diffraction spots can be 
compared within a remarkably larger range.  
For indexing two-phase alloys (e.g., / titanium alloys), it is good to develop image 
processing algorithms to do the deconvolution of a diffraction pattern image which forms by the 
combination of diffraction patterns associated with the alpha and beta phases which are 
overlapping each other along the thickness of the foil. 
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In cases in which the crystal structure and the lattice constants of different phases of a 
material are very similar, it is very difficult to differentiate the phases based on the acquired 
diffraction pattern images. For instance, in a battery material which is made up of three fcc 
phases of stainless steel, nickel (a=0.352 nm) and copper (a=0.361 nm), the only difference 
between the diffraction patterns of these phases is their interplanar spacing [45]. A potential 
solution to this problem is to register the recorded diffraction patterns based on the elemental 
map obtained by energy dispersive spectroscopy or energy-filtered transmission electron 
microscopy methods and then index the registered diffraction patterns by their relevant simulated 
diffraction pattern templates. 
7.3. Dislocation Density Analyses 
The dislocation density calculation method presented in this study is only able to estimate 
the lower limit of the dislocation density. Based on Eq. 2.34 and Eq. 2.35, five out of nine 
components of the Nyes tensor can be calculated from an orientation dataset. A novel 
micromechanical stereoinference approach which is able to calculate the components and 
gradients of the Nyes tensor from an orientation dataset acquired by EBSD has been proposed 
[232]. In this approach, experimentally-obtainable Nyes tensor components and the measured 
infinitesimal elastic distortion tensor are combined with a solution to the underlying stress 
equilibrium equation to derive all the nine components of the Nyes tensor. While following this 
approach, it is important to consider the difference between EBSD and ASTAR

/PED 
techniques in terms of the number of free surfaces of the studied samples in these two techniques 
[233].  
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7.4. Characterization of Grain Boundaries 
One of the major problems of the grain boundary analyses is related to limiting the grain 
boundary misorientation to a specific fundamental zone (usually the one which makes the 
smallest misorientation between the orientations associated with the two sides of a grain 
boundary) [226]. For instance, 60°/ [111]  is a pure twist grain boundary for the (111)  plane. 
However, this grain boundary can be considered as a pure tilt grain boundary for the same grain 
boundary plane by applying 90°/ [001]  to 60°/[111]  angle and axis of misorientation. The new 
angle/axis set is 70.53°/[011] . This example reveals the challenge that with the current approach 
of grain boundary analyses, it is impossible to correctly determine the nature of a grain 
boundary. It is important to propose new methods to characterize grain boundaries more 
accurately.  
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