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ABSTRACT 
 
 During the last decade, we have witnessed that micro/nanomechanical resonators 
have revolutionized fundamental and applied science. For example, nanosensors can be 
designed to sense physical quantities at the smallest scale, e.g., masses in atomic scale 
and forces as small as spin or hydrogen bonds; micro/nanoelectromechanical system 
(M/NEMS) based RF devices reach extremely high frequencies in their performance as 
filters, switches, and radio transmitters. Due to their small size and low damping, these 
devices often exhibit significant nonlinearity, which results in limiting the operational 
range when they are intended to operate in a linear regime. However, nonlinear 
resonance, easily realized in a micro/nanomechanical system, also opens up a whole new 
window for the study of nonlinear dynamics and, more importantly, the development of 
paradigm-shifting applications. 
 In this study, we integrate geometric nonlinearity intentionally into 
micro/nanomechanical systems to enhance their performance by harnessing the nonlinear 
characteristics. For example, we originated the use of nonlinear instabilities to sense 
extremely small masses at femtogram-scale; the development of a tunable, broadband, 
nonlinear nanoresonator by employing carbon nanotube; the successful realization of 
intentional strong nonlinearity induced to a microsystem by a nanoscale attachment; new 
design of a nonlinear atomic force microscopy (AFM) system to provide extremely high 
 
iii 
 
sensitivity to material properties. To realize nonlinear behavior, we exploited the 
remarkable properties of nanomaterials such as carbon nanotube and boron nitride 
nanotube, extreme stiffness in the axial direction and capacity to sustain large mechanical 
strains, through a unique fabrication technique of nanomaterial integration. 
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1.	  INTRODUCTION	  
 
 Micro/nanomechanical systems are devices employing mechanical elements (e.g., 
a beam, a cantilever, a membrane, etc.) in micro/nanometer scales, designed to exhibit 
mechanical motions usually at or near their resonance frequencies; these are called 
‘micro/nanomechanical resonators’ or just ‘micro/nanoresonators.’ The mechanical 
elements are often accompanied by electrical or optical functionality to achieve the 
ultimate design objectives originating from their unique mechanical motion. The 
attributes that the tiny size provides are high resonant frequency and low damping, which 
make micro/nanomechanical systems appealing for many applications including 
extremely sensitive sensors and high frequency RF electronic components.  
 One of the major directions for research to obtain higher performance has been 
toward decreasing the device size with the goal of reaching higher frequencies and lower 
damping. Building such tiny devices relies on remarkable development in micro- and 
nano- fabrication techniques. The main difficulties in decreasing the device size do not 
originate from fabricating a small device, but from realizing the required operation 
combined with actuation and detection techniques. Extensive research over the last two 
decades has overcome such difficulties by developing effective schemes to actuate these 
tiny devices and detect the resulting small motion with extreme sensitivity. However, the 
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operation of these devices is still limited by micro/nanomechanical systems’ intrinsic 
traits of readily realizable nonlinear characteristics. 
 A mechanical resonator in micro/nanoscales can easily transit from linear to 
nonlinear resonance operation, because of its remarkable properties: ‘small size’ and ‘low 
damping.’ There are many sources of nonlinearity in nature such as nonlinear damping, 
geometric nonlinearity, nonlinear potential, etc., but they are not significant enough to 
overcome the dominant linear properties and appear in macroscale systems. However, as 
the device size decreases and accordingly engaged damping becomes very small, the 
system becomes vulnerable to such sources of nonlinearity and exhibits nonlinear 
behavior very easily whether it is wanted or not. 
 Early studies on micro/nanomechanical systems, however, confine their operation 
to the linear dynamical range. As the systems are designed to operate within the linear 
regime from the beginning, the operation strays from the original intention when it falls 
into a nonlinear regime, and, thus, performance is degraded. In order to maintain their 
dynamics within the linear regime, the resonant amplitude must be smaller than the 
critical amplitude for the onset of nonlinearity, which is comparable to the amplitude of 
thermal vibration for nanoscale devices. As a result, the dynamic operational range is 
confined narrowly and, thus, performance and applications are also limited. 
 Recently, efforts are being made to study nonlinear dynamics that readily arises in 
micro/nanomechanical systems. The main focus of this research is to understand the 
underlying nonlinear dynamics and design a system to avoid nonlinear behavior and, 
accordingly, increase linear operational range. However, our intention in studying 
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nonlinear dynamics moves in a quite different direction. We do not consider nonlinear 
characteristics as detrimental to design objectives, but intend to harness these unique 
behaviors to enhance the performance of micro/nanomechanical systems and  develop 
new paradigm-shifting applications.  
 The main theme of this dissertation is intentional integration of nonlinear 
dynamics into micro/nanomechanical resonators, whose behavior is otherwise linear or 
almost linear. We harness the intrinsic remarkable properties that a nanomaterial 
possesses to realize nonlinear resonance, combined with a unique fabrication technique 
for nanomaterial integration. This dissertation consists of 7 chapters, briefly outlined 
below: 
 Chapter 2 provides an introduction to micro/nanomechanical resonating systems 
and the theory of their linear and nonlinear dynamics.  
 Chapter 3 presents fabrication techniques for micro/nanomechanical systems with 
integrated nanomaterials. 
 Chapter 4 describes a nonlinear nanomechanical resonator incorporating 
intrinsically geometric nonlinearity, which is developed by using the remarkable 
mechanical properties of a carbon nanotube (CNT); i.e., extreme stiffness in the axial 
direction and capacity to sustain large mechanical strains. Its capacity for tunability and 
broad bandwidth, as well as the sensing capability of mass and energy transfer, is 
presented theoretically and experimentally.  
 Chapter 5 presents a nonlinear microcantilever system with integrated geometric 
nonlinearity through a nanotube attachment. Surprisingly, the very small nanotube 
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efficiently induces nonlinear behavior, generating clear hysteresis loops. It is also shown 
that a small change in the geometric design of the nonlinear component produces a 
complete transition of nonlinear behavior from hardening to softening nonlinear 
resonance. 
 Chapter 6 is dedicated to exploiting the unique properties of nonlinear dynamical 
systems in order to develop a design for improving atomic force microscope (AFM) 
performance. We incorporate a massless essential geometric nonlinearity into the AFM 
cantilever structure and show that it exhibits broadband resonance over a bandwidth 
several times its linear resonant frequency, and possesses an intrinsic stability that 
virtually eliminates the instability involved in a linear AFM system.  
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CHAPTER	  2.	  DYNAMICS	  OF	  
MICRO/NANOMECHANICAL	  RESONATORS	  
2.1	  Introduction	  
 This chapter introduces the linear and nonlinear dynamics of mechanical motions 
in general micro/nanomechanical resonators. Micro/nanoresonators employ various types 
of geometries (e.g., beam, membrane, paddle, etc.) according to their design objectives, 
and the resulting mechanical motions used commonly are flexural and torsional 
vibrations. In this dissertation, we focus on the dynamics of beams undergoing flexural 
motion with different boundary conditions. 
 When the displacement of a vibrating beam is small enough to ignore the axial 
elongation of its neutral axis, the dynamics of the system remain within the linear regime. 
In Chapter 2.2, we introduce applications of linear micro/nanomechanical resonators and 
discuss their principles and limitations. We also analyze the transverse vibration of a 
linear beam by considering the Euler-Bernoulli beam equation. Note that such a classical 
method for analyzing dynamical systems is valid for structures in micro/nanometer sizes, 
until they shrink down to several tens of lattice constants in cross section as shown 
through molecular dynamics simulation (Phillips, 2001; Broughton et al, 1997).  
 Chapter 2.3 starts with a general discussion of various types of nonlinearity 
originating from different sources, such as axial tension, nonlinear applied potential 
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fields, nonlinear interaction force, nonlinear damping, etc. This is followed by an 
analytical solution for a nonlinear Duffing equation and a discussion of the resulting 
nonlinear characteristics. 
2.2	  Linear	  Dynamics	  of	  Micro/Nanomechanical	  Resonators	  
2.2.1	  Applications:	  Principles	  and	  limitations	  
  Linear micro/nanomechanical resonators have exceptional properties, such as 
high resonant frequencies ranging between 104-109 Hz and low damping with quality 
factors in the range of 102-105. Because of these properties, micro/nanoresonators are 
ideal systems for sensing applications because the sharp resonance peak at high 
frequency is sensitive to extremely small perturbations in physical quantities, such as 
mass and force. Here, we discuss the principles and limitations for such sensing 
applications. 
 Within the linear regime of operation, we can use a damped, simple harmonic 
oscillator to describe the mechanical motion of a resonating micro/nanoresonator. When 
the one-degree-of-freedom system with mass (m), spring (k), and viscous damper (c) is 
driven by a harmonic force, the equation of motion is given by 
 mz + cz + kz = F cosωt .                                            (2.1) 
The steady-state solution of Eq. (2.1) is derived as 
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                         (2.2) 
Here, the important parameters determining the characteristics of dynamic motion, 
resonant frequency (ωo) and damping coefficient (ζ), are defined as  
                                                           (2.3) 
and 
2ζ = 1Q =
c
ω om
                                                     (2.4) 
respectively. Note that Q denotes the quality factor, defined by the ratio of total energy to 
energy lost per cycle, which is calculated alternatively by 
                                                         (2.5) 
where Δω is the full width of the resonant peak at half of maximum amplitude. The 
resulting dynamic response is described in Fig. 2.1, in the form of a Lorentzian curve. 
Here, the resonant frequency and quality factor determine where the peak of the curve is 
located and how sharp the curve is.  
 As seen in Eq. (2.3), the resonant frequency is dependent on the spring constant 
and mass of the system so that a precise monitoring of the resonant frequency will detect 
any change in physical quantities related to these two parameters. For example, when a 
z(t) = Fo /m
ω o
2 −ω 2( )2 + 2ω oωζ( )2
cos(ωt −φ)
tanφ = ω o
2 −ω 2
2ζωω o
ωo =
k
m
Q = ωo
Δω
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foreign object is added to the system, its mass is detected; when a chemical or a bio-
molecule is attached to a pre-functionalized mechanical resonator, it becomes a chemical- 
or bio-sensor; when a force interacts with the system, the change in the spring constant 
results in the frequency shift so that we can measure the force.  
 Note that reaching a smaller mass and spring constant is one way to increase the 
resolution of the measurant; i.e., the minimum physical quantity to be measured. The 
sensitivity of a sensor also depends on the minimum measureable frequency shift. The 
frequency resolution is roughly determined by the quality factor; intuitively the sharper 
curve gives finer frequency resolution. In this context, the sensitivity is discussed below 
for sensing mass and force. 
Mass	  sensor	  
 When a linear micro/nanomechanical resonator is used as a mass sensor, mass 
sensitivity, i.e., minimum detectable mass, is determined by 
 .                                               (2.6) 
This expression is valid when the added mass is much smaller than the effective mass of 
the resonating mechanical element, and so the quality factor and spring constant are not 
affected by the added foreign mass. Apparently, the sensitivity depends on the frequency 
resolution (δω) and the inverse mass responsivity (R), defined as the shift in the resonant 
frequency according to the change in the mass. For a linear system, mass responsivity is 
derived as 
δm = ∂meff
∂ω o
δω = δωR
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                                                     (2.7) 
so it is obvious that higher resonant frequency and smaller mass are desirable for 
enhancing the sensitivity of the system.  
 The minimum detectable frequency shift depends on the noise level of the 
detection technique as well as the quality factor. Generally its fundamental limit is 
estimated based on the ultimate noise level due to thermomechanical noise, originating 
from the random vibration of a thermally driven mechanical structure. Then, the 
minimum fundamental limit of frequency resolution is given by 
.                                           (2.8) 
Here kBT is the thermal energy, kB Boltzmann’s constant, T the temperature, Ec the 
maximum mechanical energy stored in the resonating system, and Δω the measurement 
bandwidth (which is restricted by ωo /Q).   
 Finally, the sensitivity is derived as 
   .                                           (2.9) 
In addition to the parameters discussed earlier that enhance the sensitivity of a sensor—
small mass, high quality factor and resonant frequency—the ratio of the thermal energy 
to the stored mechanical energy is also important. For a micro/nanoresonator designed to 
operate in the linear regime, the oscillation amplitude needs to be limited by a critical 
R = ∂m
∂ω o
= − 2m
ω o
δω ≈ kBTEc
ω oΔω
Q
⎛
⎝⎜
⎞
⎠⎟
1/2
δm ≈ 2m kBTEc
Δω
Qωo
⎛
⎝⎜
⎞
⎠⎟
1/2
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value below the onset of nonlinearity, which is often less than the diameter or thickness 
of the mechanical beam of the nanoresonator. This limits the amount of stored energy that 
the linear resonator can operate on and thus decreases δω. The small operating amplitude 
in a linear nanoresonator also requires an ultrahigh sensitivity detection mechanism for 
displacement, which is often technically challenging. Such limitations are overcome by 
introducing nonlinearity into the design of a mass sensor at nanoscale, which will be 
discussed in detail in Chapter 4.   
Force	  Sensor	  
 The most representative example of a force sensor that employs a 
micromechanical system is the atomic force microscopy (AFM) system. In dynamic 
mode operation, when an oscillating AFM cantilever near its resonant frequency is 
brought close to a sample, the interaction force between the tip of the cantilever and the 
sample results in a shift in the resonant frequency and, thus, the force is measured by 
monitoring the change in amplitude for a fixed-frequency (aka AM-AFM) or in 
frequency for a fixed-amplitude (aka FM-AFM). Here, on the basis of linear 
approximation, the tip-sample interaction can be conceptually considered as an additional 
spring connected to the linear spring of AFM cantilever in series. As a result, the shift in 
the resonant frequency is cause by the modified spring constant of the system due to 
applied force, which is expressed as 
                                                   (2.10) km = ko −
∂F
∂z
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where ko is the intrinsic spring constant of the linear AFM cantilever and F is the tip-
sample interaction force. An attractive force with will effectively soften the 
cantilever spring, while a repulsive force with will make it effectively stiffer. 
Then, the shift in the cantilever’s resonant frequency is 
                                              (2.11) 
when . Following the same procedure as with the mass sensor, the force 
sensitivity is given by 
                                    (2.12) 
 According to Eq. (2.12), the same logic applied to mass sensitivity is valid for a 
force sensor; the force sensitivity is enhanced through realizing a lower spring constant, 
higher quality factor, higher resonant frequency, and lower ratio of thermal energy to 
stored mechanical energy. In this context, it is obvious that reducing the device size to 
nanometer scales ensures the measurement of a smaller force. Mechanical resonators at 
nanometer scale are used to measure extremely small forces such as a single spin (Rugar 
et al, 2004) and the magnetic force from a very small individual magnetic nano-object 
(Lassagne et al, 2011). 
2.2.2	  Beam	  mechanics	  
 In the previous section, we discussed the linear principles of micro/nano-
mechanical resonators based on the linear harmonic oscillator model assuming a point 
∂F / ∂z > 0
∂F / ∂z < 0
Δω ≈ − 12kc
∂F
∂z
∂F / ∂z << ko
δ ∂F
∂z
⎛
⎝⎜
⎞
⎠⎟ ≈ 2k
kBT
Ec
Δω
Qω o
⎛
⎝⎜
⎞
⎠⎟
1/2
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mass attached to a linear spring. However, real mechanical systems are elastic bodies in 
which the mass and deformation properties are distributed continuously. One of the most 
common mechanical elements used for micro/nanomechanical resonators is a beam 
structure. So, in this chapter, we introduce the mechanical modeling of beams in flexural 
mode with different boundary conditions. 
2.2.2.1	  Equation	  of	  motion	  
 Considering the transverse vibration of a beam in the x-y plane shown in Fig. 2.2a, 
we include all forces and moments applied to it and derive the equation of motion by 
applying Newton’s law. Here the assumptions applied to this analysis are: 
1) The dynamic motion is in the plane. 
2) There is no shear deformation in the beam; plane section remains plane after 
deformation. 
3) No rotary inertia effects are considered. 
4) Neither axial forces nor axial longitudinal effects are considered. 
5) The section originally orthogonal to the neutral axis remains orthogonal after 
deformation. 
 Figure 2.2b shows a differential beam element of length dx at the position of x 
with internal and inertial actions upon it. The dynamic equilibrium condition for forces in 
the y direction gives 
m(x)dx ∂
2 y(x,t)
∂t 2 = f (x,t)dx −Qcosθ + Q +
∂Q
∂x dx
⎛
⎝⎜
⎞
⎠⎟ cos θ +
∂θ
∂x dx
⎛
⎝⎜
⎞
⎠⎟         (2.13) 
or, after simplification, 
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                                (2.14) 
where m(x) and f(x,t) are the mass and force distribution per unit length. Now, the balance 
of moments gives  
.   (2.15) 
Assuming small displacement, i.e., , and applying the 
assumptions, we obtain 
                                           (2.16) 
For pure bending, we have the relationship from flexural theory 
.                                                 (2.17) 
where E is Young’s modulus and I is area moment of inertia. Combining Eq. (2.17) with 
Eq. (2.16) and Eq. (2.14), we obtain the equation of motion of the beam: 
                    (2.18) 
2.2.2.2	  Modal	  analysis	  for	  a	  prismatic	  beam	  
 We consider a prismatic beam with uniform flexural rigidity along x-axis in the 
absence of external potential, given by 
m(x) ∂
2 y(x,t)
∂t 2 = f (x,t)−
∂
∂x Qcosθ( )
0 = M (x, t)dx − M (x, t)− ∂M (x, t)
∂x
⎛
⎝⎜
⎞
⎠⎟ dx − f (x, t)dx
dx
2 −Qcosθdx −Qsinθ
∂y
∂x dx
 ∂y / ∂x <<1, cosθ 1, sinθ θ
Q(x, t) = − ∂M (x, t)
∂x
M = EI ∂
2y
∂x2
m(x) ∂
2 y(x,t)
∂t 2 = −
∂2
∂x2 EI(x)
∂2 y(x,t)
∂x2
⎛
⎝⎜
⎞
⎠⎟
+ f (x,t)
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.                             (2.19) 
Introducing the method of separation of variables, i.e., , Eq. (2.19) is 
separated into a set of time- and space-dependent equations: 
                                                (2.20) 
where the over dot and prime denote derivative with respect to time (t) and space (x), 
respectively. The solution for the space-dependent equation is written in the form of 
        (2.21) 
which represents a typical normal mode for transverse vibration of the system. 
 The constants C1, C2, C3, and C4 in Eq. (2.21) are determined by the boundary 
conditions at the end of the beam. Here, we solve the boundary value problem for several 
representative sets of boundary conditions most commonly used in micro/nano-
mechanical resonators. 
Doubly	  clamped	  beam	  (both	  ends	  fixed)	  
 The boundary conditions for this case are 
.                  (2.22) 
Applying the first two conditions in Eq. (2.21) gives and , so that 
                   (2.23) 
∂4 y(x,t)
∂x4 +
1
c4
∂2 y(x,t)
∂t 2 = 0, c
4 = EIm
y(x, t) = X(x)T (t)
 
T +ω 2T = 0
′′′′X − ω
2
c4 X = 0
⎧
⎨
⎪
⎩⎪
X = C1 sinλx +C2 cosλx +C3 sinhλx +C4 coshλx, λ 4 =ω 2 / c4
X x=0= 0,
dX
dx x=0
= 0, X x=L= 0,
dX
dx x=L
= 0
C3 = −C1 C4 = −C2
X = C1(sinλx − sinhλx)+C2 (cosλx − coshλx)
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From the other two conditions, we obtain 
                 (2.24) 
A non-zero solution for the constant C1 and C2 is obtained only in the case when the 
determinant of Eq. (2.24) is zero, so that we obtain 
.                                           (2.25) 
There is infinite number of solutions ( ) to Eq. (2.11), and the first four roots are 
4.730, 7.853, 10.996, and 14.137; higher roots may be approximated by the formula 
. Accordingly, the eigenfrequencies of the system are determined from 
.                                              (2.26) 
Now, the normal modes of flexural vibration are obtained by substituting the obtained 
eigenfrequencies and the corresponding  into Eq. (2.11). 
                 (2.27) 
Note that is determined by the normalization of the i-th eigenmode, 
                                                   (2.28) 
Cantilever	  beam	  (one	  end	  fixed	  and	  other	  end	  free)	  
 Substituting the boundary conditions, 
C1(sinλL − sinhλL)+C2 (cosλL − coshλL) = 0
C1(cosλL − coshλL)+C2 (−sinλL − sinhλL) = 0
cosλLcoshλL =1
λL
λiL ≈ (i +1/ 2)π
ω i =
λi
2
L2
EI
m
ki = (C1 /C2 )i
ki =
C1
C2
⎛
⎝⎜
⎞
⎠⎟ i
= (sinλiL − sinhλiL)(cosλ i L − coshλiL)
Xi (x) = ki (sinλi x − sinhλi x)+ (cosλi x − coshλi x)
ki
Xi2 dx =10
L
∫
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,                 (2.29) 
into Eq. (2.9) and following the same steps as the previous case, we obtain 
.                                             (2.30) 
The first five roots of Eq. (2.30) among infinite numbers of are 1.875, 4.694, 7.855, 
10.996, and 14.137; higher roots are approximated with the formula . 
The eigenfrequencies are again calculated by substituting the obtained into Eq. (2.14), 
and the corresponding eigenmodes are 
.                 (2.31) 
 Finally, we have the set of eigensolutions, , and we can 
express the solution of the system as,  
                                         (2.32) 
where is the projection of solutions along the i-th mode. This general form of 
solution is valid for a forced or/and damped system with the same structures and 
boundary conditions. 
2.2.2.3	  Forced	  vibration	  of	  a	  damped	  prismatic	  beam	  
 Now we consider the forced prismatic beam system with damping 
X x=0= 0,
dX
dx x=0
= 0, d
2X
dx2 x=L
= 0, d
3X
dx3 x=L
= 0
cosλLcoshλL = −1
λL
λiL ≈ (i −1/ 2)π
λi
ki =
C1
C2
⎛
⎝⎜
⎞
⎠⎟ i
= − (sinλiL − sinhλiL)(cosλ i L + coshλiL)
Xi (x) = ki (sinλi x − sinhλi x)+ (cosλi x − coshλi x)
 ω i , Xi (x){ } for i = 1,2,3,
y(x,t) = Xi (x)ηi
i=1
∞
∑ (t)
ηi (t)
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                        (2.33) 
Substituting Eq. (2.32) into Eq. (2.33) gives 
 
mXi ηi + cXi ηi + EI ′′′′X ηi( ) = f (x,t)
i=1
∞
∑                           (2.34) 
Multiplication of Eq. (2.34) by the j-th mode normal function, followed by integration 
over the length, produces 
.             (2.35) 
From the orthonormalized conditions for the eigenmodes, 
,            (2.36) 
the equation of motion in principal coordinates becomes 
                                (2.37) 
Now the same analysis used for a lumped-mass model can be applied to study the 
dynamics of each mode in discretized form.  
2.3	  Nonlinear	  Dynamics	  of	  Micro/nanomechanical	  
Resonators	  
m ∂
2 y(x,t)
∂t 2 + c
∂y(x,t)
∂t + EI
∂4 y(x,t)
∂x4 = f (x,t)
 
m ηi + c ηi( )
i=1
∞
∑ XiX j0
L
∫ dx + EIηi ′′′′Xi X j0
L
∫ dx = f (x,t)Xj dx0
L
∫
mXrXs dxo
L
∫ = δ rs, EI ′′′′Xr Xs dxo
L
∫ = EI ′′Xr ′′Xs dxo
L
∫ =ω r2δ rs
η j (t)+
c
m
η j (t)+ω j2η(t) = F(x, t)
F(x, t) = f (x, t)
0
L
∫ Xj (x)dx
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 As previously mentioned, nonlinear behaviors are often encountered in 
micro/nanometer scale mechanical resonators due to their intrinsic properties of small 
size and low damping. A thorough review of nonlinear dynamics in micro/nanoresonators 
is found in recent review papers (Lifshitz & Cross, 2008; Rhoads et al, 2010). Previous 
studies show that most common nonlinear effects entering into the equation of motion are 
in the form of a force proportional to the cube of the displacement, which results in 
Duffing or Duffing-like characteristics. Here we discuss various sources of nonlinearity 
arising in micro/nanomechanical resonators, followed by an analytical study of a Duffing 
equation.  
2.3.1	  Origin	  of	  nonlinearity	  
2.3.1.1	  Geometric	  nonlinearity:	  Nonlinear	  elastic	  restoring	  force 
 One of the most common sources of nonlinearity encountered in 
micro/nanoresonators is geometric nonlinearity. When a mechanical structure with 
restricted boundary conditions, i.e., both ends fixed, undergoes an oscillatory motion in 
the transverse direction, the extension in length induces axial tension in the element. In 
the presence of tension, the Euler-Bernoulli beam equations, Eq. (2.19) derived in the 
previous section needs to be modified as 
                                         (2.38) 
where T is the tension in the beam. Assuming no pretension, the additional tension in the 
beam of length L is given by the strain, , multiplied by the axial stiffness of the 
m ∂
2 y
∂t 2 + EI
∂4 y
∂x4 = T
∂2 y
∂x2
ΔL / L
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beam, which is the multiplication of Young’s modulus E and the area of the beam’s cross 
section A. The strain and axial tension of the beam are calculated by 
                            (2.39) 
when we assume a small gradient, i.e., . Substituting Eq. (2.39) into Eq. 
(2.38) results in a nonlinear equation for a beam in the form, 
,                         (2.40) 
in which nonlinearity is created by the geometric effect. This system is further studied 
analytically in chapter 4 by considering a nonlinear carbon nanotube resonator with 
geometric nonlinearity. Employing model reduction techniques, it is shown that the 
leading modal amplitude is approximately governed by a Duffing equation with a 
hardening effect. Note that the induced axial tension makes the beam stiffer as the 
oscillating amplitude increases, causing the frequency response curve to bend in the 
direction of high frequencies. Even though this kind of geometric nonlinearity is also 
present in macroscale mechanical systems, the effect is generally not significant enough 
to prevail over the dominant linear restoring force. In small-sized devices on a 
micro/nanoscale, however, one often encounters nonlinear behavior due to this geometric 
effect, producing a hardening effect and, eventually, nonlinear hysteresis. Now, the 
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discussion proceeds to address answers to the following important questions: Why is 
nonlinearity easily realizable in smaller scale, and what is the critical amplitude to 
separate the linear and nonlinear regimes? 
 Driven by even a very small force, micro/nanoresonators undergo a large 
amplitude of oscillation due to intrinsic properties engendered by small size; high quality 
factor (i.e., low damping); small mass; and small bending stiffness which is proportional 
to the fourth power of the device width. As a result, the relative magnitude of the 
involved resonance amplitude readily becomes significant when compared to the device 
size.  
 For very small oscillation amplitudes, the response of a forced Duffing oscillator 
is nearly Lorentzian, like a linear oscillator. As the amplitude increases, however, the 
curve starts to bend and eventually has a multi-valued region with two stable branches 
and one unstable branch. The point where this bistability emerges gives the condition for 
the onset of nonlinearity. It can be obtained by setting  
 dω / d a2( ) = 0                                                (2.41) 
in the equation of frequency (ω) amplitude (a) dependence, Eq. (2.48), which will be 
derived in the following chapter. Then, the critical amplitude to determine whether the 
system is in the regime of linearity or nonlinearity is 
ac =ω oL2
ρ 3
EQ .                                                (2.42) 
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2.3.1.2	  Nonlinear	  external	  potential 
 Another source of nonlinearity often encountered originates in the applied 
external potential to actuate or detect resonance, which is intrinsically nonlinear. The 
actuation technique can be subdivided into two different approaches: direct excitation and 
parametric excitation. For parametric excitation, one (or more) of the physical parameters 
in a mechanical resonator is modulated as a function of time, which in turn modulates its 
frequency. Parametric excitation is readily realized in the small scale devices through 
careful design of the system (Karabalin et al, 2009b; Turner et al, 1998; Yu et al, 2002) 
and more than one instability region is realizable, unlike in macroscopic systems, due to 
small damping. Thus, parametric resonance systems have been an interesting research 
subject for various applications (Karabalin et al, 2009b; Anon, 2005; Patil & 
Dharmadhikari, 2003; Rhoads et al, 2005), but are not of particular interest in this 
dissertation.  
 Direct excitation employs various kinds of forces for interrogating a mechanical 
structure such as electrostatic, electromagnetic, and piezoelectric forces, which often 
exhibit nonlinearity. For example, for a system driven by electrostatic force, the offset in 
the equilibrium position due to the presence of charge resulting from dc voltage gives rise 
to a nonlinear term (Lifshitz & Cross, 2008). The effect of this nonlinear force generally 
makes the resonator softer and, accordingly, decreases its resonant frequency. For 
nanoscale devices, geometric nonlinearity due to tension appears much earlier and more 
dominant, and the effect of the nonlinear potential field is not often observed. For 
microscale resonators, however, relatively large potential is used to actuate the system, 
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and one often encounters both the hardening effect of geometric nonlinearity and the 
softening effect of external forces, to produce very unique and complex dynamics 
(Kacem & Hentz, 2009; Kacem et al, 2010; Mestrom et al, 2009; Elshurafa et al, 2011; 
Mestrom et al, 2010) such as transitions between hardening and softening resonances. 
2.3.1.3	  Nonlinear	  interactions 
  When a cantilever system in micro/nanometer scale is used as a force sensor 
(e.g., probe-based microscopy such as atomic force microscopy systems), geometric 
nonlinearity does not play a role because of its boundary condition of one free end, which 
releases the tension in the beam. However, while the mechanical element itself is 
governed by linear dynamics, the target force interacting between the cantilever and the 
nearby sample is highly nonlinear and, thus, the system exhibits nonlinear behavior. 
Numerous experimental and theoretical research efforts are devoted to improving the 
understanding of mechanical motion and dynamics of the cantilever probe in order to 
improve its performance, especially for AFM applications (Raman et al, 2009).  
 There are various types of interactions including long-range interactions such as 
van der Waals force, electrostatic force, capillary force, and magnetic force, and short-
range interactions such as repulsive van der Waals force. The most common model to 
describe the tip-sample interaction is the combined van der Waals force and Derjaguin-
Muller-Toporov contact model (Derjaguin et al, 1975), which is studied analytically in 
Chapter 6.  
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2.3.1.4	  Nonlinear	  damping 
 As emphasized earlier, damping plays an important role in the dynamics of 
micro/nanomechanical systems. Mostly, it is possible to describe damping by a linear 
damping force, proportional to the velocity of the resonators. However, recent work on 
nanomechanical resonators employing carbon nanotubes and graphene (Eichler et al, 
2011) shows that the simple linear damping scenario breaks down for resonators with 
atomic scale transverse dimensions. Instead, a nonlinear damping force, proportional to 
the multiplication of the square of displacement and velocity, needs to be included to 
explain the amplitude-dependent damping effect.  
2.3.2	  Duffing	  oscillator	  
 Here we study the dynamic response and stability of a Duffing resonator with 
cubic nonlinearity driven by an external harmonic force, expressed by 
.                                     (2.43) 
where µ, ωo, α, qo, and Ω are the damping constant, linearized resonant frequency, the 
nonlinear constant, amplitude of exciting force, and excitation frequency, respectively. 
 There are several ways to analytically study such a system: the harmonic balance 
method, employed in Chapter 4 for a forced nonlinear beam equation with cubic 
geometric nonlinearity; the multiple scales method employed in Chapter 5 for solving a 
forced nonlinear equation with quadratic and cubic nonlinearity; and the averaging 
method, employed in Chapter 6 for solving a nonlinear equation with cubic nonlinearity 
and nonlinear interaction force. Because the detailed procedure for each method is 
 x + 2µ x +ω ox +α x
3 = qo cosΩt
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introduced in each chapter, here we discuss the dynamical motion and stability of the 
Duffing equation at the primary resonances, Eq. (2.43), based on the solution obtained 
using the multiple scales method.  
 To start with the multiple scales method, we introduce the small parameter ε and 
the rescalings y→εy, 2µ →2εµ, and q0→εq0, and the proximity of the excitation 
frequency to the linearized resonant frequency is represented by introducing the detuning 
parameter σ, giving 
.                                                 (2.44) 
Then, we define multiple time scales explicitly as , and the periodic solution is 
sought in the form of  
.                              (2.45) 
The resulting first approximation to the steady-state solution is given by 
                                      (2.46)  
where a and γ are defined by the autonomous set of ordinary equations, 
.                            (2.47) 
By setting  in Eq. (2. 47), the frequency response equation for the amplitude of 
the steady-state response as a function of the frequency detuning parameter σ and the 
excitation amplitude q0 is obtained as 
Ω =ω o + εσ
Tn = ε nτ
 y(τ ;ε ) = yo(To,T1)+ εy1(To,T1)+
y(t) = acos(Ωt −γ )+O(ε )
′a = −µa + 12
qo
ω o
sinγ
−a ′γ =σa − 38
α
ω o
a3 + 12
qo
ω o
cosγ
′a = ′γ = 0
 
25 
.                           (2.48) 
 In Fig. 2.3, we compare the frequency response curves of the linear (α = 0) and 
nonlinear (α > 0) oscillator. The peak amplitude of the linear response, when σ = 0, is  
                                            
(2.49) 
which is same as the one deduced from Eq. (2.2). Note that . The linear curve is 
symmetric within a narrow bandwidth, which is determined by damping, as discussed in 
Chapter 2.1, around the resonant frequency. The effect of nonlinearity is to bend the 
curve toward higher frequencies, creating a multivalued region. Note that when the 
nonlinear constant α is negative, the response curve bends in the opposite direction. 
 The multivaluedness of the response curves due to nonlinearity lead to jump 
phenomena; i.e., abrupt changes in amplitude and phase for a very small change in 
frequency. There are two branches of stable resonances (solid line) that are connected by 
an unstable branch (dashed line), whose stability is to be examined in the following 
paragraph. As the frequency is swept up from low frequencies, the resonance amplitude 
in the upper branch of stable resonances increases to the maximum possible amplitude 
and then drops abruptly to a lower value as the forced motion makes a transition to the 
lower stable branch. If the frequency is swept down from high frequencies, the amplitude 
follows the lower stable branch up to the point where it merges with the unstable branch. 
Then further decrease in frequency causes a sudden increase in amplitude, to follow the 
µ2 + σ − 38
α
ω o
ass2
⎛
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⎞
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⎣
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⎢
⎤
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upper stable branch. The difference between the frequency points of drop-jump and up-
jump phenomena leads to nonlinear hysteresis loops. This is in contrast to linear systems, 
where no hysteresis loops exist in frequency response functions. 
 In Fig 2.4, we parametrically study the effect of the nonlinear constant α, 
excitation force q0, and damping µ on the response. Figure 2.4a shows that the nonlinear 
constant α determines the slope of the bending of the frequency response curve. It 
follows the so-called ‘backbone’ curve, corresponding to the response of the nonlinear 
free vibration without damping. It can be obtained by setting q0 and µ equal to zero in Eq. 
(2.48):  
.                                                   (2.50) 
Figure 2.4b represents the influence of the amplitude of excitation on the response curves 
for a hardening spring. As the excitation force increases, the resonance is prolonged up to 
higher amplitude before encountering the drop-jump phenomena. Note that the multi-
valued region is formed when the resonant amplitude is over a critical value, as we 
discussed in Eq. (2.42). In Fig. 2.4c, the variation of the response curves with damping is 
shown. In the absence of damping, the peak amplitude is infinite, and the response curve 
consists of two branches having as their asymptote the backbone curve. When damping is 
added to the system, the peak amplitude is finite. Also, the curve deviates farther from the 
backbone curve as damping increases. 
 Now, the stability of the steady-state motion is examined by investigating the 
nature of the equilibrium positions of Eq. (2.47). To accomplish this, we let 
σ = 38
α
ω o
ass2
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                                                     (2.51) 
where a0 and γ0  define the equilibrium position, satisfying Eq. (2.48), and the 
perturbation parameters a1 and γ1 are small; i.e., . Substituting Eq. (2.51) 
into Eq. (2.47) and expanding for small a1 and γ1, we obtain 
 
                (2.52) 
 
The stability of steady-state motion depends on the eigenvalues of the coefficient matrix 
on the right-hand side of Eq. (2.52); both eigenvalues must have non-zero real part for 
stability. The eigenvalue equation is  
 
                         (2.53) 
 
and, thus, the steady-state motions are unstable when 
.                     (2.54) 
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This stability analysis determines the local stability behavior of the solution. 
 When multiple steady solutions exist, the initial conditions determine which of 
these responses is physically realized. One can compute the phase plane trajectories 
numerically to determine a global picture of the response and compute the domains of 
attraction for coexisting stable solutions, as shown in Fig. 2.5. Points P1 and P3 are stable, 
and point P2 is a saddle point. The domains of attraction of point P1 and P3 are separated 
by two separtrix branches emanating from the unstable steady-state solution, P2.  
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2.4	  Figures	  
 
 
 
Figure 2.1 Frequency response curve for a linear system 
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Figure 2.2 Element of a beam in x-y plane 
 
(a)	  
(b)	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Figure 2.3 Comparison of linear and nonlinear response curves 
 
(a)	  
(b)	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Figure 2.4 Influence of the (a) nonlinear constant α, (b) excitation force q0, and (c) 
damping µ on the frequency response curves 
(a)	  
(b)	  
(c)	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Figure 2.5 Global stability: State plane when the Duffing equation has three steady-
state solutions. 
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Chapter	  3.	  FABRICATION	  TECHNIQUE	  
3.1	  Introduction	  
 The development of micro/nanofabrication techniques enables the design of 
micro/nanoresonators to employ various types of structures and materials according to 
their fabrication method. Generally the fabrication techniques are divided into two 
categories of top-down and bottom-up methods, of which representative examples are 
shown in Fig. 3.1.  
 The top-down fabrication is a subtractive process, employing multi-step processes 
of material removal and deposition. This technique has been widely used to develop 
microelectromechanical systems (MEMS) because it is ideal to integrate components for 
electrical functionality (e.g., electrodes for actuation and detection schemes) 
concurrently. Also, the relative ease of top-down fabrication allows mass production as 
well as design of complex geometries such as arrays of coupled resonators. However, the 
types of materials are somewhat limited to those that are polysilicon based. For smaller 
size devices at nanometer scales, silicon nitride is popular because it is relatively easy to 
fabricate good quality nitride films. Recently, though more costly, single crystal 
structures of silicon and gallium arsenide are used. The device resolution is also restricted 
by the diffraction limit of light used for lithography, resulting in higher prices for smaller 
devices at nanometer scales.  
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 The bottom-up fabrication is an additive process, starting with precursor atoms or 
molecules to make nanomaterials. The resulting nanomaterials, e.g., carbon nanotube, 
graphene, and other types of nanotubes and nanowires composed of various materials, 
have unique mechanical and electrical properties, enabling exceptional performance for 
their design objectives. This method, however, needs additional assembly processes with 
a system for actuation and detection, one of the obstacles to mass production, so that 
more development in fabrication techniques like the self-assembly method is required. 
 In this thesis, we integrate nanomaterials such as the carbon nanotube and boron 
nitride nanotube into pre-fabricated devices through a micromachining process. A 
technique of nanomanipulation is then used to select a high quality nanomaterial and 
secure it onto the device. This fabrication technique is adaptable to many kinds of 
nanomaterials and structures and, thus, allows plenty of room to design devices for 
specific target applications. In this chapter, we describe the process of fabrication used in 
the following chapters in detail. 
3.2	  Micromachining	  Process	  
 We use a micromachining technique to machine a pre-fabricated device to a 
resolution of several micrometers where a nanomaterial is integrated later. General 
fabrication methods applied in semiconductor device fabrication technology are 
employed to machine a most basic design, whose minimum line-width is several tens 
micrometers with moderate fabrication cost. Then the resulting device is modified 
through a focused ion beam etching process to define a final pattern at a smaller 
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resolution of several micrometers required for nanomaterial integration. Here, we 
describe the step-by-step process used for the studies presented in Chapter 3 and Chapter 
4.  
3.2.1	  Fabrication	  process	  used	  in	  the	  study	  presented	  in	  Chapter	  4	  
 In this study, the micromachining process defines a freestanding three-electrodes-
layout, which is used as a base for a suspended carbon nanotube as well as a terminal of 
the signal to actuate the nanotube. Figure 3.2 shows the process sequence of fabrication. 
First, a silicon nitride layer (~ 500 nm) was deposited on both sides of a silicon (100) 
wafer by low pressure chemical vapor deposition (LPCVD), which functions as a mask 
(for the bottom) and an etch-stop layer (for the top) during the silicon-etching process. It 
is followed by deposition of a silicon dioxide layer (1 ~ 1.5 µm) on the top of the wafer 
by plasma-enhanced chemical vapor deposition (PECVD). Then, a 200~300 nm thick 
chrome/gold (Cr/Au) layer is sputtered and subsequently patterned to shape a three-
electrodes layout, of which the width is less than 50 µm, using photolithography and a 
wet etching process. Additional photolithography is performed along with a careful 
alignment with the top pattern to define the silicon nitride layer on the back of the wafer, 
which is etched by reactive-ion etching (RIE). After spin-coating the top with ProTEK to 
protect the metal layer, the silicon wafer is etched thoroughly in 30 % potassium 
hydroxide (KOH) solution at 60 oC. Then, a thin membrane of silicon dioxide is formed 
with a patterned metal layout of three electrodes, connected all together, as shown in Fig. 
3.3a. This process is finalized with cleaning the protective layer.  
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 Then, it is brought inside a focused ion beam (FIB) and a post-etching-process is 
performed by FIB etching with a beam current of 500 pA: the connected Cr/Au pattern is 
etched to form three separate electrodes, serving as source, drain, and gate during the 
experiment; a small window is milled to allow the carbon nanotube to be attached to have 
suspended geometry. The resulting pattern is presented in Fig. 3.3b. Then, three vertical 
platinum posts are built using electron beam-induced deposition on each electrode. 
Finally, a high quality multiwall carbon nanotube produced with arc-discharge is selected 
and secured on this pre-fabricated device, shown in Fig. 3.3c. The manipulation process 
is to be described in detail in Chapter 3.3. 
3.2.2	  Fabrication	  process	  used	  in	  the	  study	  presented	  in	  Chapter	  5	  
 For this study, we fabricate a micromechanical cantilever-nanotube system, 
consisting of two V-shaped microcantilevers connected with a boron nitride nanotube. 
The micromachining process defines two freestanding micromechanical cantilevers, for 
which the fabrication sequence is described in Fig. 3.4. We start the fabrication with a 
Silicon-on-Insulator (SOI) wafer that is a stack of silicon layers with a silicon dioxide 
layer embedded between them. A SOI wafer is ideal to fabricate freestanding structures. 
Here, we use a SOI wafer with the device layer (Si) of 2 µm, the buried oxide layer 
(SiO2) of 2 µm and the substrate layer (Si) of 400 µm. It is noted that the device layer 
forms a cantilever structure, whereas the substrate layer serves as a handling unit. First of 
all, both sides of the SOI wafer are coated with positive photoresist (SPR-220), and the 
coated PR layers are then patterned by a photolithography process. Using the patterned 
PR layers as masks, the device layer is at first patterned by etching the silicon through a 
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deep reactive-ion etching (DRIE) process. After the first DRIE process is completed, the 
sample wafer is bonded with a dummy wafer by its side with the device layer and goes 
through the second DRIE process for patterning the back with the substrate layer. After 
completing the etching process, the sample wafer is detached from the dummy wafer, and 
it is then immersed in hydrofluoride (HF) solution to etch the remaining buried oxide 
layer as a last process. With the removal of the buried oxide layer, the cantilever on the 
device layer is now enabled to oscillate freely with respect to the substrate layer. Figure 
3.5a shows the resulting micromechanical cantilever systems connected to each other.  
 Again, a post-etching process is performed using FIB (Fig. 3.5b); the thin base of 
the cantilevers is etched to separate them to prohibit the mechanical motion of each 
cantilever from coupling with the other through the thin base; two cantilevers are 
eventually separated by patterning the connecting bridge at the tip, which also defines a 
narrow gap on the scale of several micrometers. Finally, a boron nitride nanotube is 
suspended in this gap between the two cantilevers using nanomanipulation technique 
(Fig. 3.5c).  
3.3	  Nanomanipulation	  
 For integrating a nanomaterial on the prefabricated device, we manipulate it at 
nanometer scale using Zyvex sProber (in Fig. 3.6a), a commercially available nano-
manipulator produced by DCG Systems†. It can be installed inside a scanning electron 
                                                
†  http://www.dcgsystems.com/ 
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microscopy (SEM) chamber, which allows one to view and manipulate samples 
concurrently. The nanomanipulator consists of four positioners moving in the x- y- and z-
directions with control of course motions to a range of motion of 12 mm, and fine 
motions with 2 nm resolution.  
 We prepare a source tip, a bunch of target nanomaterials attached to by van der 
Waals force at one end, and attach it to one of the positioners in the Zyvex manipulating 
system. A manipulating probe is attached to the positioner on the other side facing the 
source tip. As a manipulating probe, we use a tungsten probe with a very sharp tip whose 
diameter is below 100 nm. The tungsten tip is prepared by an electrochemical etching 
process; a small diameter tungsten wire is placed into a 2 Molar sodium hydroxide 
(NaOH) solution in which a counter electrode is sitting and then controllable dc voltage is 
applied. Note that we bend the tungsten probe downward about 20~30 degree at a 
position of around 5 mm from the end to provide some space for the probe so as not to 
touch anything when the nanosample on the tip touches a device surface. 
 Now, we fix a pre-fabricated device on the sample stage inside the SEM and 
locate the manipulating system with the source tip and manipulating tip. The 
manipulation process is described in Fig. 3.6b. The first step of nanomanipulation is to 
seek a suitable nanomaterial to be used and then bring a tungsten tip into contact by 
positioning the manipulator. Because the SEM gives images in a two dimensional (x-y) 
plane, the height of an object is estimated by focusing and out-focusing the object. Once 
the distance becomes very small, the nanosample sticks to the tip due to van der Waals 
force, but this force is not always big enough to overcome the force between sample and 
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source tip. Therefore, a small amount of platinum is deposited to fix the sample on the tip 
by irradiation of an electron beam. Pulling the tip away from the source tip, a nanosample 
is successfully attached to the manipulating tip. Then, the pre-fabricated device is moved 
close to the sample, i.e., the sample stage is raised up to the same height as the sample. 
The same manipulating and fixing processes are repeated to secure the nanosample on the 
prefabricated device.    
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3.4	  Figures	  
 
Figure 3.1 Representative device examples fabricated by (a) top-down method and (b) 
bottom-up method 
(a)	  
(b)	  
 
42 
 
 
Figure 3.2 The process for fabrication of a carbon nanotube resonator 
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Figure 3.3 SEM images of devices in the middle of fabrication process 
(a)	  
(b)	  
(c)	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Figure 3.4 Micromachining process of two micromechanical cantilevers system 
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Figure 3.5 SEM images of devices in the middle of fabrication process 
 
(a)	  
(b)	  
(c)	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Figure 3.6 (a) Zyvex sProber nanomanipulator (b) Nanomanipulation process 
(a)	  
(b)	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CHAPTER4.	  NONLINEAR	  NANOMECHANICAL	  
RESONATORS 
4.1	  Introduction	  
 Recent advance has seen the development of nanomechanical resonators operated 
in the linear regime that are capable of detecting extremely small physical quantities 
(Mamin & Rugar, 2001; Knobel & Cleland, 2003; Ilic et al, 2004a; Ilic et al, 2004b; 
Ekinci et al, 2004b; Ilic et al, 2005; Yang et al, 2006; Li et al, 2007; Jensen et al, 2008; 
Chiu et al, 2012; Naik et al, 2009; Lassagne et al, 2008) and even quantum interactions 
(LaHaye et al, 2004; Schwab & Roukes, 2005; Rugar et al, 2004). However, the small 
device size reduces its dynamic range (down to a nanometer) for linear operation (Ekinci 
et al, 2004a), which makes developing the required measurement system difficult and 
accordingly limits its sensitivity, especially in ambient and room temperature 
environments.  
 The main element in most mechanical nanoresonators consists of a nanoscale 
mechanical cantilever or a nanoscale doubly-clamped beam, which significantly reduces 
the effective mass of the resonance system. A general feature in such devices is that they 
operate predominantly in the linear regime and achieve high sensitivity to mass or charge 
through the realization of high quality-factor resonance at high frequency. Most 
noticeably, their recent development has allowed the sensing of mass down to the zepto-
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gram (zg) level (Yang et al, 2006; Lassagne et al, 2008), including a single molecule 
(Jensen et al, 2008; Naik et al, 2009) and the transport of a single-electron charge 
(Lassagne et al, 2009; Steele et al, 2009). While the absolute magnitude of the involved 
resonance amplitude is small, the relative magnitude is actually quite significant when 
compared to the reduced device size. As a result, such nanoscale resonance systems can 
easily transit from a linear resonance operation to a nonlinear one through a slight 
increase of its dynamic operating amplitude (Ekinci et al, 2004a; Lassagne et al, 2009; 
Steele et al, 2009). The importance of nonlinearity in such nanomechanical resonance 
systems is thus gaining more recognition. For example, electrostatic interactions 
(Kozinsky et al, 2006) and coupled nanomechanical resonators (Karabalin et al, 2009a) 
were proposed for tuning the nonlinearity in nanoscale resonance systems; noise-enabled 
transitions in a nonlinear resonator were analyzed to improve the precision in measuring 
the linear resonant frequency (Aldridge & Cleland, 2005); and a homodyne measurement 
scheme for a nonlinear resonator was proposed for increasing mass sensitivity and 
reducing response time (Buks & Yurke, 2006). In addition, the basins of attraction of 
stable attractors in the dynamics of a nanowire-based mechanical resonator were studied 
(Kozinsky et al, 2007), and the nonlinear behavior of an embedded (Fu et al, 2006) and of 
a curved carbon nanotube (Mayoof & Hawwa, 2009) were theoretically investigated. 
Such studies increasingly offer new conceptual understanding and, thus, strategies to deal 
with and even exploit the increasingly prominent nonlinear behavior in the development 
of nanomechanical resonators. 
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 In this chapter, we design an intrinsically nonlinear nanomechanical resonator 
defined by the inherent geometric nonlinearity that can be readily incorporated into 
practical device development, and we apply both theoretical modeling and experimental 
validation to demonstrate its tunability, its capacity for broadband resonance, and its 
sensitivity to added mass and to energy dissipation due to damping (Cho et al, 2010).	  
4.2	  Theoretical	  Analysis	  
4.2.1	  Origin	  of	  nonlinearity	  
 The intrinsic nonlinearity is simply introduced into the nanoscale resonance 
system through a geometric design as described in the following. Consider a fixed-fixed 
mechanical resonator employing a linear elastic wire with negligible bending stiffness 
and no initial axial pretension. When driven transversely by a periodic excitation force 
applied locally at the middle of the wire, it will exhibit strong geometric nonlinearity and 
become an intrinsically (purely) nonlinear resonator (Fig. 4.1). In such a resonator, the 
force-displacement dependence is described by the relation 
)()2/(])(1[ 5322/122 xOxLkxLLkxF +≈+−= −  (Vakakis et al, 2009), where F is the 
transverse point force applied to the middle of the wire, x is the transverse displacement 
at the middle of the wire, and L and k are the half-length and the effective axial spring 
constant of the wire, respectively. The total absence of a linear force-displacement 
dependence term (i.e., a term of the form kx) results in the realization of a geometrically 
nonlinear force-displacement dependence of pure cubic order. This resonator has no 
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preferential resonant frequency, and its resonant response is broadband (Vakakis et al, 
2009), conceptually different from typical linear mechanical resonators. Moreover, the 
apparent resonant frequency is completely tunable through the instantaneous energy of 
the system. If the bending effects are non-negligible, or if an initial pretension exists in 
the wire, a nonzero linear term in the previous force-displacement relation is included, 
giving rise to a preferential resonant frequency. However, as long as this preferential 
frequency is sufficiently small compared to the frequency range of the nonlinear 
resonance dynamics, the previous conclusions still apply. 
4.2.2	  Nonlinear	  Euler-­‐Bernoulli	  beam	  
 We proceed to analyze a doubly-clamped Euler-Bernoulli beam having a foreign 
mass ( cm ) attached at its middle and excited transversely by an alternating center-
concentrated force. Considering the geometric nonlinearity induced by axial tension 
during oscillation, the vibration of the beam is described by 
 
ρA+ mcδ (x − L)⎡⎣ ⎤⎦wtt + mω o / Q( )wt + EIwxxxx − (EA / 4L)wxx wx20
2 L
∫ dx
= F cosωtδ (x − L)
     (4.1) 
where w(x,t) is the transverse displacement of the beam with x and t denoting the spatial 
and temporal independent variables, E and ρ are Young’s modulus and mass density, A 
and L are the cross-sectional area and half-length of the beam, I is the area moment of 
inertia of the beam, Q is the quality factor of the resonator in the linear dynamic regime, 
F is the excitation force applied at the middle of the beam, ω(=2πf) is the driving 
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frequency, and ωo (=2πfo) is the linearized natural resonant frequency of the beam. It is 
assumed that no initial axial tension exists when the beam is at rest, and subscript 
notation for partial differentiation is used. 
 The transverse displacement of the beam can be approximated as 
 w(x,t) = Wi (x)φi (t)
i=1
N
∑
                                         
(4.2) 
by discretizing the continuous system using a series of linear eigenfunctions, where Wi(x) 
is the i-th mode shape of the linearized beam, ( )i tφ  the corresponding i-th modal 
amplitude, and N  the number of beam modes considered in the approximation. Here, the 
i-th linearized mode shape of the beam is given by 
]cosh[cos]sinh[sin)( xxxxkxW iiiiii λλλλ −+−= ,                 (4.3) 
where )2sinh2/(sin)2cosh2(cos LLLLk iiiii λλλλ −−=  and the eigenvalues iλ are the 
positive roots of the equation, 1coshcos =ii λλ . The displacement of the first mode at the 
middle of the beam is )()( 11 tLW φ  with )(1 LW =1.59 for a doubly-clamped beam. 
 The leading modal amplitude, 1( )tφ , is then approximately governed by a Duffing 
equation obtained by discretizing Eq. (4.1) through a standard one-mode Galerkin 
approach (Nayfeh & Mook, 1995)  
     )cos()1( 311211 tqQM o
o ωαφφωφωφ =++++
•••
.                      (4.4) 
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Here, M = mc / (2ρAL)[ ]W 21(L) = (mc /m0 )W 21(L)  is the ratio of the foreign mass to the 
overall mass of the beam multiplied by a factor due to the center-concentrated geometry 
of the foreign mass distribution (when the foreign mass is distributed evenly on the beam, 
M = mc /m0 ); the amplitude of the drive force per unit mass in Eq. (4.4) is defined by
q =W1(L)F /mo , and the nonlinear coefficient is defined by α = −E / (32ρL4 ) ( ′W10
2L
∫ )2dx . 
 When there is damping, the steady-state vibration will have a phase angle, ϕ, and 
we assume that 
ϕ1 = c1 cos(ωt −φ) .                                        (4.5) 
Then, by applying the Ritz second method, the relation among the drive frequency, the 
amplitude c1 and the phase φ are given by: 
3
4
α
ω o
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⎛
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The ‘backbone’ curve, corresponding to the response of the nonlinear free vibration, is 
obtained by setting q equal to zero in Eq. (4.4):  
⎟⎟⎠
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Substituting the equation of locus where the spectrum intersects with the backbone curve, 
Q
qc /01 ωω
= , into Eq. (4.6) yields 
(1+M )rdrop4 − rdrop2 −
3
4
αq2Q2
ω 0
6 = 0 .                                  (4.9) 
The positive root of Eq. (4.9) is the drop-frequency, which is given by 
2/1
)1(
)1(11
⎟
⎟
⎠
⎞
⎜
⎜
⎝
⎛
+
Γ+++
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f
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o
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drop                               (4.10) 
where  
Γ = 3αq
2Q2
ω 0
6 = γ ⋅
FQ
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⎛
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and γ = 0.0303. The response spectrum of the Duffing oscillator described by Eq. (4.4) 
forms a multi-valued region when the oscillation amplitude exceeds a critical value as 
seen in Fig. 4.2. Specifically, there are two branches of stable resonances that are 
connected by a branch of unstable resonances. As the frequency is swept up, the 
resonance amplitude in the upper branch of stable resonances increases up to the 
maximum possible amplitude and then drops abruptly to a lower value as the forced 
motion makes a transition to the lower stable branch. The drop-frequency, fdrop, at which 
this jump phenomenon occurs, is determined by Eq. (4.10). From this equation, it is clear 
that the drop-frequency of this nonlinear resonator strongly depends on the attached 
center mass and damping, besides the geometry of the beam and the applied excitation 
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force. A similar computation can be performed for the reverse jump-up frequency during 
a decreasing frequency sweep; in that case the dynamics follows a transition from the 
lower stable resonance branch to the upper.	  
4.2.3	  Mass	  responsivity	  	  
 We estimate the mass responsivity (Rm), defined as the shift in drop-frequency 
with respect to the change in the added center mass as 
Rm = limΔmc→0
Δf drop
Δmc
= −
fo
2mo
rdrop 1−
rdrop
2 −1
2rdrop
2 −1
⎛
⎝
⎜
⎞
⎠
⎟W1
2 L( ) .               (4.12) 
Compared with a mass sensor based on a linear resonator, for which the responsivity is 
oo mf 2/− , the nonlinear resonator utilizing the drop-frequency as the measurant has a 
better responsivity by a factor of )]12/()1(1[ 22 −−− dropdropdrop rrr , when ignoring the term 
)(21 LW  and if 618.1≥dropr . The mass responsivities for three representative doubly 
clamped beams with E = 100 GPa and ρ = 2600 kg/m3, and a single wall CNT beam with 
E = 1 TPa, for which parameters are listed in the inset table, are plotted in Fig. 4.3a as a 
function of the normalized frequency fdrop/fo. The value at fdrop/fo = 1 indicates the 
responsivity of a linear resonator. It is apparent that the responsivity is enhanced not only 
by considering a nonlinear resonator with smaller intrinsic mass and higher resonant 
frequency, but also by increasing the ratio of the drop-frequency over the natural resonant 
frequency. This means that the performance of a mass sensor based on a nonlinear 
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nanoresonator can be considerably raised by increasing its resonance bandwidth which, 
as we will show later, is practically tunable. 
 In order for a nonlinear resonator to have such an intrinsically nonlinear behavior 
and a highly broadband resonance response, several parameters, including the quality 
factor, the size of the mechanical beam, and the driving force, are to be optimized to 
provide a larger value of Г according to Eq. (4.10). Here, it is noted that the resonance 
bandwidth can be extended by simply increasing the excitation force, while keeping all 
other parameters of the resonator fixed. Figure 4.4 shows the tunability of the bandwidth 
up to two orders of magnitude by simply changing the excitation force applied to a 
nonlinear mechanical nanoresonator.  
4.2.4	  Damping	  responsivity	  
 The drop-frequency of the nonlinear nanoresonator is also highly sensitive to the 
magnitude of damping associated with the resonance system under various ambient 
conditions, according to Eq. (4.10). The damping responsivity of the drop-frequency is 
estimated according to the change in the damping coefficient, ξ , where )2/(1 Q=ξ : 
⎟
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⎠
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rrffR
ξξξζ .                         (4.13) 
The shift in drop-frequency for a 1% change in the damping coefficient is plotted in Fig. 
4.3b, and again shows much enhanced sensitivity offered by the intrinsically nonlinear 
nanoresonator compared to the linear one.  
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4.3	  Device	  Fabrication	  and	  Experiment	  
4.3.1	  Device	  fabrication	  
 We fabricated a nonlinear nanoresonator using a doubly clamped carbon nanotube 
(CNT), of which a scanning electron microscope (SEM) image is displayed in Fig. 4.5. 
The device was fabricated through micromachining and nanomanipulation. A silicon (100) 
wafer was coated with a 500 nm thick silicon nitride layer followed by 1.5 µm thick 
silicon dioxide. A thin Cr/Au layer was then sputter-coated onto the silicon wafer and 
subsequently patterned through photolithography to form a three-electrode layout. This 
silicon wafer was back etched in KOH to make a thin membrane of silicon dioxide under 
the electrodes. The window was then milled with a focused ion beam to create three 
suspended electrodes. Three vertical platinum posts were fabricated onto these three 
electrodes through electron beam induced deposition. A high quality multiwall CNT 
produced with arc-discharge was then selected and manipulated inside an electron 
microscope and suspended between two of the platinum posts with both ends fixed with 
electron beam induced deposition of a small amount of platinum. The remaining platinum 
post was used as the driving electrode for applying the localized oscillating electric field 
to drive the oscillation of the CNT. The overall design of the device maximized the 
localization of the excitation force applied to the CNT beam. According to the previous 
discussion, the localization of the applied force is necessary for creating the strong 
geometric nonlinearity in the resonance system. 
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4.3.2	  Experimental	  setup	   	  
 To acquire the response spectrum of the nanoresonator, the frequency of the 
applied AC driving voltage (Vac) was swept up and then down, while the oscillation 
amplitude at the middle of the CNT was measured from the acquired images in a SEM at 
room temperature and at a vacuum pressure of ~10-6 Torr. To evaluate the effect of an 
added mass on the dynamic behavior of the nanoresonator, a small amount of platinum 
was deposited at the middle of the CNT with electron beam induced deposition, and its 
mass was estimated from the measured dimension. 
4.4	  Experimental	  Results	  
4.4.1	  Response	  spectrum	  
 Figure 4.6a shows the acquired response spectrum for a nonlinear nanoresonator 
incorporating a CNT of 2L= ~6.2 µm and D = ~33 nm driven with an AC signal of 10 V 
in amplitude. The initiation of the oscillation started around 4 MHz, near the natural 
resonant frequency of this doubly clamped CNT. The amplitude of the resonance 
oscillation increased continuously during the increasing frequency sweep up to 14.95 
MHz, at which point the amplitude suddenly dropped to zero. This response resembled 
closely what was modeled previously for an intrinsically nonlinear nanoresonator, and 
corresponded to a resonance bandwidth of over 10 MHz. During the ensuing decreasing 
frequency sweep, the resonator stayed mostly in a non-resonance state until the 
neighborhood of the natural resonance frequencies of the CNT, where transitions back to 
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resonant oscillations occurred. By fitting the obtained drop-jump and up-jump 
frequencies with the model prediction§, the drive force was estimated to be ~7 pN and the 
Q factor of the system ~260, which were in agreement with the estimate from an 
electrostatic analysis based on the experimental setup, to be described in section 4.4.2, 
and the reported Q factor values for typical CNT-based resonators (Léonard, 2009), 
respectively.  
 The occurrence of multiple up-jump transitions during the decreasing frequency 
sweep appears to be due to the existence of multiple natural resonance frequencies in a 
multiwall CNT and thus multiple modes of resonance. In theory (Yoon, 2003), there are 
the same number of fundamental frequencies and resonance modes as the number of 
cylinders in a multiwall CNT. In a recent computational study (Yan et al, 2008) it was 
shown that in the strongly nonlinear regime there can be coupling between multiple radial 
and axial modes of a double-walled CNT, with van der Waals forces provoking 
                                                
§ For a doubly-clamped carbon nanotube of the reported size, the critical amplitude 
defining the linear regime for the resonance is too small to be observed with SEM and 
thus to construct a resonance response spectrum. The frequency at which the oscillation 
initiates in the nonlinear response spectrum is reasonably considered as the natural 
frequency according to the understanding derived from our modeling. With the use of 
such frequencies as the natural resonance frequencies and according to the measured 
dimensions of the carbon nanotube, the Young’s moduli of the carbon nanotubes used in 
the experiment corresponding to the results shown in Fig 3.6 and 3.8 are calculated to be 
73 GPa for the carbon nanotube having a diameter of ~33 nm and 630 GPa for the carbon 
nanotube having a diameter of ~26 nm, respectively. The values are within the range of 
the reported Young’s modulus of CNTs. A small pretension within the suspended carbon 
nanotube may exist, which would affect the above estimates, but would not affect the 
nonlinear resonance behavior of the resonator, such as the drop-frequency, the mass 
responsivity or the mass sensitivity described in the manuscript. 
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dynamical transitions between the modes of the inner and outer walls. Such strongly 
nonlinear modal interactions can be studied using asymptotic techniques in the context of 
coupled nonlinear oscillators (Vakakis, 1992).  
 The existence of multiple natural modes in this multiwall CNT-based nonlinear 
resonator can also be revealed in an increasing frequency sweep when the drive force is 
reduced. Fig. 4.6b shows the response spectrum acquired from the same resonator when 
the applied AC amplitude was reduced to 5 V. Two distinct resonance modes were 
excited in this case. The first mode appeared around 4 MHz and its drop-jump occurred at 
7.05 MHz. The second mode then initiated right after the drop-jump of the first mode, 
and jumped down at 14.15 MHz. As shown previously, when the drive force was 
increased, it appeared that the first mode resonance became dominant and suppressed the 
initiation of the second mode in the increasing frequency sweep; while in the decreasing 
frequency sweep, since there was no dominant mode, those modes were excited in the 
neighborhoods of their linearized resonance frequencies. Similar observations have been 
reported in coupled nonlinear resonators (Karabalin et al, 2009a) but not, until now, for a 
multiwall CNT intentionally operated in a highly nonlinear regime.	  
4.4.2	  Estimation	  of	  the	  applied	  drive	  force	   	  
 The geometric layout of the device is schematically depicted in Fig. 4.7a. The 
platinum post on the counter electrode to apply an electric field to a CNT is modeled as a 
sphere and the CNT beam as a cylinder. When the radius of the sphere (R) is much 
smaller than the distance (d) between sphere and cylinder ( R d ), the total induced 
 
60 
charge on the sphere is given by RVQ os )4( πε= , where εo is electric permittivity and V 
is potential difference between sphere and cylinder. The charge distributed on a specific 
location on the cylinder is inversely proportional to the distance r, so the charge at 
position x is described by q(x)=k/r, where k is a proportional constant. Practically 
assuming that the total amount of induced charge on the cylinder is the same as the 
charge on the sphere, k can be obtained from the following equation: 
Qs = q(x)dx =−L
+L
∫
k
x2 + d 2
dx =
−L
+L
∫ k ln
L + L2 + x2
−L + L2 + x2                  (4.14) 
The electrostatic force per unit length at x is then: 
F*(x) = 14πεo
Qsq(x)
r2 =
Qsk
4πεo
1
(x2 + L2 )3/2 ,                          (4.15) 
and the force components in the transverse and longitudinal directions are 
θcos)()(* xfxFy = and θsin)()(* xfxFx = , respectively. The distribution of the 
transverse force per unit length applied on the CNT is thus calculated based on the 
experimental parameters (R = 100 nm, d = 1.5 µm, 2L= 6 µm, and V = 10 V) and is 
shown in Fig. 4.7b. The force at the middle of the beam is over an order of magnitude 
higher than at the ends, approximating a center-concentrated drive force necessary for 
realizing the geometric nonlinear resonance. The total force is obtained by integrating Eq. 
(4.15) over the whole beam length and is calculated to be ~26 pN, which is larger than 
the force, ~7 pN, estimated from the experimental results in section 4.4.2. Note that the 
electrostatic calculation described here overestimates the induced charge on the CNT and 
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thus the interaction force, as the distribution of induced charge on the surrounding objects, 
such as conductive leads, is not considered. 
4.4.3	  Mass	  sensor	   	  
 The mass sensing capability of the nonlinear nanoresonator is evaluated by adding 
a small platinum deposit at the middle of a suspended CNT, as shown in Fig. 4.8a. In this 
case the CNT is ~6.0 µm long and ~26 nm in diameter. The Pt deposit at the middle is 
measured to approximate an ellipsoid from the acquired SEM image and has a size of 190 
nm×90 nm×50 nm and a volume of 4.5×105 nm3. The volume of CNT inside the 
ellipsoid is subtracted to get the volume of the actual Pt deposit, 3.5×105 nm3. Taken the 
mass density of the bulk platinum, 21 g/cm3, the added mass is estimated to be ~7 fg. In 
Fig. 4.8b, the acquired response spectra of this CNT nonlinear nanoresonator before (blue 
triangle) and after (red circle) depositing a platinum center mass are shown. The added 
mass caused both a 2.0 MHz shift of the linearized natural frequency, approximately 
defined as the frequency where the resonance oscillation initiated, and a more significant 
7.4 MHz shift of the drop-frequency. The corresponding mass responsivity calculated 
from the shift in the drop-frequency (Rm,nonlinear = 1.06 Hz/zg) was 3.7 times that 
calculated from the linearized natural frequency (Rm,linear = 0.29 Hz/zg). These mass 
responsivity values compare favorably with our model prediction from which Rm,nonlinear = 
2.18 Hz/zg and Rm,linear = 0.60 Hz/zg.  
 The mass sensing capability is evaluated further with the sequential increase of 
the center mass deposited onto a carbon nanotube beam (2L = ~5.4 µm and D = ~103 nm) 
as shown in Fig. 4.9. The increase of ~60 fg in the center mass (Fig. 4.9b) over the first 
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deposit (Fig. 4.9a) resulted in a 3.6 MHz shift in the drop-frequency, which was over 7 
times higher than the 0.5 Hz shift in the linearized natural frequency (recognized at the 
initiation point of the resonance). A subsequent ~230 fg increase in mass (Fig. 4.9c) over 
with the second deposit (Fig. 4.9b) resulted in again a 4.0 MHz shift in drop-frequency, 
which again is higher than the shift in the linearized natural frequency ~1.9 MHz. The 
corresponding mass responsivities deduced from the shift in drop-frequency (Rm,nonlinear) 
were decreased from 56 Hz/ag for the first increase to 17 Hz/ag for the second increase, 
reflecting the dependence of the mass responsivity on the resonance bandwidth as 
predicted by Eq. (4.12). On the other hand, the mass responsivities calculated from the 
shift in the linearized natural frequency (Rm,linear) remained fairly constant at ~ 8 Hz/ag, 
and were smaller than the nonlinear responsivities, regardless of the resonance 
bandwidth. 
 This demonstration of a relatively simple nonlinear nanoresonator incorporating 
intrinsic geometric nonlinearity offers a model system for expanded studies of the 
nonlinear resonance behavior, which has been shown to be rich in physics and 
opportunities for practical applications in the macroscale, now down to the nanoscale. In 
this study, we show a prototype as a mass sensor, which can be applied to other types of 
high sensitivity sensing applications. Comparing with the sensing principles applied in 
nanoscale linear resonance systems, a nonlinear resonance system can exploit the 
instabilities intrinsically existing within the system that are highly sensitive to external 
perturbation. The large oscillation amplitude and the sharp transition at those bifurcation 
points are all highly favorable characteristics from the precision measurement point of 
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view, which can potentially enhance the measurement sensitivity of a practical sensing 
system; the large oscillation amplitude implies less susceptibility of the resonance system 
to thermal noise and a sharp transition allows for a narrow measurement bandwidth. 
However, the use of such a nonlinear system for high sensitivity sensing applications may 
ultimately rely on our more detailed understanding of the robustness of such transitions 
related to the instability and the effect of external noises (thermal noises and stochastic 
perturbations) (Aldridge & Cleland, 2005). As shown in previous other studies (Kozinsky 
et al, 2006; Karabalin et al, 2009a; Aldridge & Cleland, 2005; Kozinsky et al, 2007), the 
complex dynamics of nonlinear systems and the instabilities associated with it are 
theoretically predictable and are robust enough for their practical use for sensing 
applications. 
4.5	  Conclusion	  
 Nonlinear resonance systems have been recently explored for more effective 
energy harvesting (Stanton et al, 2009) and more efficient mechanical damping 
applications due to their broadband resonance nature and unique characteristics favoring 
directional energy transfer (Vakakis et al, 2009) in coupled systems. As demonstrated in 
this study, such broadband resonance behavior is preserved at the nanoscale and can, 
thus, be potentially exploited for nanoscale energy harvesting and energy transfer 
applications. 
 The design and demonstration of a simple nonlinear mechanical resonator that 
operates at the nanoscale, expands the bandwidth of the resonance response, is tunable 
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over a broad frequency range, and provides the inherent instabilities that can be exploited 
for sensing applications offers new conceptual strategies for the development of 
nanoscale electromechanical devices. Such development is further facilitated by the 
inherent ease of realizing intrinsic geometric nonlinearity in a nanoscale resonator and 
can thus be readily integrated into the ongoing development of nanoscale 
electromechanical systems to extend their operation.  
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4.6	  Figures	  and	  Tables	  
 
 
 
Figure 4.1 Schematic showing a simple doubly-clamped mechanical beam (and its    
equivalent spring model) having an intrinsic geometric nonlinearity. 
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Figure 4.2 Response spectrum of a Duffing oscillator 
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Figure 4.3 Sensing performance of a nonlinear nanoresonator to mass and to energy 
dissipation due to damping. (a) Mass responsivities of four different doubly-clamped 
beams as a function of the drop-frequency/natural frequency ratio. (b) Shift in the 
drop-frequency for a 1% change of damping coefficient as a function of the drop-
frequency/natural frequency ratio. The inset table lists the parameters for the carbon 
nanotubes used in the calculation. 
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Figure 4.4 Tunability of the resonance bandwidth of a nonlinear nanoresonator. The 
plot shows the dependence of the drop-frequency/natural frequency ratio on the 
applied drive force and the quality factor of the mechanical resonator. The plot in the 
inset shows the frequency response of a nonlinear resonator calculated based on the 
parameters listed for a carbon nanotube B1 in the inset of Fig. 4.3. 
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Figure 4.5 SEM images in top view and tilted view of a representative nanoresonator 
employing a CNT suspended between and fixed at both ends on the fabricated 
platinum electrode posts.  
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Figure 4.6 The acquired response spectra of a CNT (2L = ~6.2 µm, D = ~33 nm) 
nonlinear nanoresonator driven with AC voltage signals of 10 V (a) and 5 V (b) in 
amplitude. 
(b)	  
(a)	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Figure 4.7 (a) Schematic diagram of a device used in the experiment. (b) Transverse 
force distribution per unit length along the carbon nanotube 
(a)	  
(b)	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Figure 4.8 Mass sensing with a nonlinear carbon nanotube nanoresonator. (a) SEM 
image showing the Pt deposit at the middle of a suspended CNT (2L = ~6.0 µm, D = 
~26 nm). (b) The acquired response spectrum of this CNT nonlinear nanoresonator 
before (▲) and after (●) depositing a center mass with the electron beam-induced 
deposition. 
(a)	  
(b)	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Figure 4.9 (a-c) SEM image showing each succeeding Pt deposit at the middle of a 
suspended CNT (2L = ~5.4 µm, D = ~103 nm). (d) The acquired response spectrum of 
this CNT nonlinear nanoresonator with each deposit from A to C. 
(a)	  
(b)	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CHAPTER	  5.	  NONLINEAR	  MICROMECHANICAL	  
CANTILEVER-­‐NANOTUBE	  SYSTEMS	  
5.1	  Introduction	  
 Aiming for a wide range of applications, particularly in sensing, signal 
processing, and fundamental research, micro- and nano-mechanical resonators have been 
extensively studied in the last decade (Ekinci and Roukes, 2005; Kim and Chun, 2007). 
While transition from linear to nonlinear resonance was found to occur readily at these 
size scales, the underlying nonlinear characteristics have been largely trivialized (Ekinci 
and Roukes, 2005) or considered detrimental (Ekinci et al., 2004; Ekinci and Roukes, 
2005; Kozinsky et al., 2006; Kacem and Hentz, 2009; Kacem et al., 2010) to the design 
objectives during the early development stage. Over the past few years, however, 
nonlinear dynamics in resonating systems at micro/nanoscale has drawn great attention as 
researchers begin to learn to tailor system properties to achieve novel applications. 
(Rhoads et al., 2005; Lifshitz and Cross, 2008; Stanton et al., 2010). For example, using a 
doubly-clamped carbon nanotube, a nonlinear nanoresonator with tunable and broad 
bandwidth was developed, and its nonlinear instability was applied for sensing external 
perturbations such as extremely small changes in mass and energy dissipation in ambient 
environments (Cho et al., 2010).  
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 The most commonly encountered nonlinear behavior in micro/nano-beam 
resonators, especially with doubly-clamped ends, is hardening resonance originated from 
the involvement of tension induced during the oscillatory transverse motion of the beam 
(Husain et al., 2003; Cho et al., 2010). Often this geometrically nonlinear behavior is 
combined with external perturbations such as nonlinear potential fields (Touze et al., 
2004; Kacem and Hentz, 2009; Kacem et al., 2010; Mestrom et al., 2010; Rhoads et al., 
2010; Elshurafa et al., 2011) and thermal radiation (Sahai et al., 2007; Sahai, 2010) to 
induce and study complex nonlinear dynamics such as backbone transitions between 
hardening and softening resonances. However, to introduce intrinsic nonlinearity into a 
widely used cantilever type micro/nanoscale beam resonator where there is one free end 
to relax the internal tension, special design considerations are needed. In this study, 
nonlinear dynamics was realized in a micromechanical cantilever type system by 
incorporating a nanotube coupling to introduce geometric nonlinearity intentionally.  
 We first analytically study the micromechanical cantilever system integrated with 
geometric nonlinearity to determine its dynamic behavior, and then demonstrate through 
experiment the predicted nonlinear response. The intentional integration of strong 
nonlinearity into an otherwise linear cantilever resonator generates rich dynamics such as 
hardening or softening resonances, as well as nonlinear hysteresis loops leading to 
instability jumps. The general finding of this work is that strong intentional stiffness 
nonlinearity can be efficiently induced in the micro- and nano-scale systems by 
appropriate implementation of geometric or kinematic nonlinearities of a linearly elastic 
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stiffness element. In addition, somewhat counter-intuitively, we demonstrate that the 
appropriate incorporation of even a nanoscale element (a boron nitride nanotube) is 
sufficient to induce strong nonlinearity in a linear microscale dynamic system many 
orders of magnitude larger in size. To our knowledge, this is one of the first works 
reporting on intentional strong nonlinearity induced in a microsystem by a nanoscale 
attachment (Cho et at., 2012a). 
5.2.1	  Description	  
 The scanning electron microscope (SEM) images of the representative nonlinear 
system investigated in this work are presented in Fig. 5.1. It consists of two 
micromechanical cantilevers bridged between two free ends by a multi-walled boron 
nitride nanotube (BNNT). Titled view at 52 degree in SEM in Fig. 5.1b reveals that the 
two cantilevers are nearly coplanar. The attached BNNT is ~2.6 µm in length and ~80 nm 
in diameter. The two microcantilevers are separately anchored to a solid base, so the only 
mechanical coupling is through the attached BNNT. The end segments of the BNNT are 
rigidly fixed onto the surfaces of the free ends of the microcantilevers through localized 
e-beam induced deposition of platinum. In the absence of the nanotube, there is no 
mechanism to introduce stiffness nonlinearity into these two cantilevers, and their 
dynamics is linear within the range of their operation. The two microcantilevers are 
designed with their first eigenfrequencies sufficiently apart so that when one of the 
microcantilevers oscillates near its fundamental resonant frequency, the other is 
stationary and acts as a nearly fixed anchor for the nanotube. The microcantilevers 
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couples through the attached nanotube and the major (and only) source of nonlinearity in 
our system is thus the stiffness nonlinearities induced in the nanotube when stretched 
axially at every period of oscillation of the microcantilever. Note that the nanotube is 
elastically soft in the lateral direction but comparatively rigid in the axial direction. As 
shown in the zoomed-in image in Fig. 5.1b, the gap between the free ends of the 
cantilevers is designed to be narrow to accommodate a short nanotube attachment at the 
scale of several micrometers in order to maximize the induced geometric nonlinearity. 
Using a simple lumped parameter model, we describe in the following the forced 
resonance of this intentionally nonlinear system; i.e., when one of the microcantilevers 
oscillates with a dominant frequency equal to that of the applied harmonic excitation. 
5.2.2	  Equations	  of	  motion	   	  
 Fig. 5.2 shows the schematic model of the system shown in Fig. 5.1. The 
microcantilever oscillating in its fundamental mode is modeled by the vertical linear 
harmonic oscillator with mass (m), vertical spring (k1), and viscous damper (c1), excited 
by a harmonic force (Focosωt). The microcantilever in a non-resonant state is modeled as 
the rigid ground. The nanotube is modeled as a massless linear spring (k2), which 
introduces geometric nonlinearity into the system as the mass m displaces in the vertical 
direction. To be more general, considering that in a fabricated device there might exist a 
non-coplanar offset between the free ends of microcantilevers for attaching nanotube, we 
ascribe an initial offset (tilt) angle ϕ in the model for the attachment of the nanotube. It 
will be shown later that this angle plays an important role in the geometric nonlinearity 
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induced in our system: depending on its value the system can produce either hardening or 
softening responses. Referring to the notation of Fig. 5.2, the length of the nanotube 
spring due to the vertical displacement of the mass (m) is 2 22 2 2 sinL y L yL ϕ′ = + − . The 
vertical component of the tension T in the nanotube caused by the oscillation of the 
microcantilever is then 2 2 2 2 2cos ( )( sin ) /T k L L y L Lθ ϕ′ ′= − − . Performing the balance of 
vertical forces applied on the mass (m) provides the following equation of motion of the 
microcantilever system with the coupling nanotube: 
my + c1 y + k1y +T cosθ = Fo cosωt                                  (5.1)                              
where overdot denotes differentiation with respect to time (t). Expanding the expression 
for the tension in the nanotube in Taylor series for small vertical displacements yields: 
 
T cosθ = (k2 sin
2φ)y −
3k2L2 sinφ
2
⎛
⎝⎜
⎞
⎠⎟
y
L2
⎛
⎝⎜
⎞
⎠⎟
2
+
k2L2
2
⎛
⎝⎜
⎞
⎠⎟
y
L2
⎛
⎝⎜
⎞
⎠⎟
3
+ ..., y
L2
<<1    (5.2) 
Here, we assumed small motions and small offset, i.e., 1ϕ = . Substituting Eq. (5.2) into 
Eq. (5.1) yields 
 my + c1 y + k1y + k2y
2 + k3y3 = Fo cosωt                                  (5.3) 
where, 
k1 = k1 + k2 sin
2φ, k2 = −
3k2
2L2
sinφ, k3 =
k2
2L2
2 .                            (5.4) 
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As expected, the nanotube spring introduces the cubic nonlinearity into the system, 
regardless of the existence of the offset angle. However, the offset angle ϕ contributes to 
both the quadratic and linear spring constants of the system. This means that depending 
on the value of this angle either the hardening effect due to the cubic stiffness term or the 
softening effect due to the quadratic stiffness term can potentially dominate in the 
dynamic response of the system. Note that the system with 0ϕ =  is a typical Duffing 
oscillator with a hardening spring as the sign of k3 is always positive.  
 To facilitate the analysis, Eq. (5.3) is normalized by introducing the 
nondimensional variables, 
 
y = yL2
, τ = ω ot                                                 (5.5) 
where  ω o  is the linearized resonant angular frequency 
 
ω o =
k1
m ≈
k1
m +
k2
2m sin
2ϕ.                                      (5.6) 
We note here that the resonant frequency of the system is augmented by the additional 
stiffness from the vertical component of the nanotube spring due to the offset angle. 
Finally, the equation of motion in nondimensionalized form is expressed as, 
′′y + 2ζ ′y + y + a2y 2 + a3y 3 = qo cosΩτ                            (5.7) 
where primes denote differentiation with respect to dimensionless time τ. The parameters 
appearing in Eq. (5.7) are given by: 
  
 
80 
 
2ζ = c1m ω o
, qo =
Fo
k1L2
, Ω = ω
ω o
,
 
a2 =
k2
k1
L2 = −
3
2
k2 sinϕ
k1 + k2 sin2ϕ
, a3 =
k3
k1
L22 =
k2
2 k1 + k2 sin2ϕ( )
.           (5.8) 
5.2.3	  Multiple	  scales	  analysis	  
 The method of multiple scales (Nayfeh and Mook, 1995) is employed to find the 
dynamic response of the system at the fundamental mode resonance of the 
microcantilever; i.e., Ω ≈1. To obtain a uniformly valid approximate solution, we need to 
order each term so that damping, excitation, and nonlinear terms appear at the same time 
scale in the perturbation scheme. We introduce the small parameter ε and the rescalings 
y→εy, 2ζ→2ε2ζ, and q0→ε3q0. The small parameter ε represents the (small) amplitude of 
the oscillation of the microcantilever. Accordingly, Eq. (5.7) is scaled as 
′′y + 2ε 2ζ ′y + y + εa2y2 + ε 2a3y3 = ε 2qo cosΩτ .                          (5.9) 
The proximity of the excitation frequency to the linearized resonant frequency is 
represented by introducing the detuning parameter σ, giving 
Ω = 1+ ε 2σ .                                                  (5.10) 
Then, we define multiple time scales explicitly as nnT ε τ= , and the periodic solution is 
sought in the form of  
y(τ ;ε ) = yo(To,T1,T2 )+ εy1(To,T1,T2 )+ ε 2y2 (To,T1,T2 )                      (5.11) 
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Because the analysis is carried out to order ε2, the slow time scales are introduced up to 
the same order. The derivative of nondimensional time is expressed using scaled 
independent time scales as 
2 2
1 2
1 2
o
o
d D D Dd T T Tε ε ε ετ
∂ ∂ ∂= + + ≡ + +
∂ ∂ ∂                           (5.12) 
Substituting Eq. (5.11) and Eq. (5.12) into Eq. (5.9) and matching coefficients of equal 
powers of ε, one obtains a series of sub-problems: 
O(ε0): Do2yo + yo = 0                                                 (5.13) 
O(ε1): Do2y1 + y1 = −2DoD1yo − a2yo2                              (5.14) 
O(ε2): 2 2 22 2 1 1 2 12 2o o o o oD y y D D y D D y D y+ = − − −  
−2ζDoyo − 2a2yoy1 − a3yo3 + qo cos(To +σT2 )          (5.15) 
The solution of Eq. (5.13) is  
1 2( , ) ojToy A T T e cc= +                                            (5.16) 
where A is the complex quantity describing the slowly varying modulus of the amplitude, 
cc denotes the complex conjugate, and j = (−1)1/2 . Substituting Eq. (5.16) into Eq. (5.14), 
removing secular terms, and setting A = A(T2 ) , the solution of Eq. (5.14) is expressed as: 
y1 = a2 −AA +
1
3A
2e2 jTo⎡
⎣⎢
⎤
⎦⎥
+ cc
                         
           (5.17) 
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Substituting Eq. (5.16) and Eq. (5.17) into Eq. (5.15) and again eliminating secular terms 
give the modulation equation describing the temporal evolution of the slowly varying 
modulus: 
2 j ′A + 2 jζA + 3a3 −
10
3 a2
2⎛
⎝⎜
⎞
⎠⎟ A
2A + 12 qoe
jσT2 = 0
      
           (5.18) 
The slowly varying complex amplitude is then expressed in polar form as (1/ 2) jA e βα= , 
where the amplitude α and the phase β are real valued functions of the slow time scale T2. 
Separating the real and imaginary parts and introducing the phase difference 2Tγ σ β≡ −  to 
eliminate terms depending on time explicitly, we derive a set of autonomous modulation 
equations that governs the slow flow dynamics of the system: 
′α = −ζα − qo2 sinγ
−α ′γ =σα − 38 a3 −
10
24 a2
2⎛
⎝⎜
⎞
⎠⎟α
3 − qo2 cosγ                     (5.19) 
Hence, the approximate solution to the system with accuracy O(ε2) is obtained as, 
y(τ ) =α cos(Ωτ + γ )− ε 12 a2α
2 + ε 16 a2α
2 cos(2Ωτ + 2γ )+O(ε 2 )
    (5.20) 
where α and γ are defined by Eq. (5.19). We obtain the steady-state solutions of Eq. 
(5.19) by setting 0α γ′ ′= = , which gives the relation between steady-state amplitude and 
frequency as, 
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ζ 2 + σ − 9a3 −10a2
2
24 α ss
2⎛
⎝⎜
⎞
⎠⎟
2⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
α ss
2 = ± qo
2
4 , γ = ±
π
2           (5.21) 
where subscript ss denotes steady-state. 
5.2.4	  Nonlinear	  hardening	  and	  softening	  	  resonances	  
 The approximate periodic solution of Eq. (5.20) indicates that the motion of the 
mass is not centered at y=0 but shifted by ( ) 22/ 2 aε α− . This is due to the quadratic 
nonlinearity originated from the tension component in y from the attached nanotube with 
an offset angle of ϕ. When this angle is positive (negative), the vertical spring is initially 
under compression (tension), which results in an upward (downward) shift of the motion. 
 Examining the frequency response of the system in steady-state for the 
fundamental resonance described in Eq. (5.21), the effect of offset angle becomes more 
consequential. We derive the backbone curves for the corresponding Hamiltonian system, 
i.e., the undamped and unforced oscillator, resulted from Eq. (5.21) by setting 0oqζ = =
. This produces the following approximate frequency-steady state amplitude curve: 
α ss = ±
24
9a3 −10a2
2 σ
⎛
⎝⎜
⎞
⎠⎟
1/2
                                          (5.22) 
As shown from this equation, the sign of the coefficient of the frequency detuning 
parameter determines whether the dynamics of the system exhibits nonlinear softening or 
hardening resonance. Accordingly, we define a parameter 23 29 10a aµ = −  quantifying the 
degree of nonlinearity in the system. Substituting the physical parameters into the 
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expression for µ gives the critical offset angle ϕcr required to eliminate both hardening 
and softening nonlinear behavior by counterbalancing the effect of the quadratic and 
cubic terms: 
2 1
2
sin 4cr
k
kφ =                                                    (5.23) 
When the offset is smaller than this critical angle, the nonlinear dynamic response will 
reflect hardening, and vice versa. 
5.3	  Device	  Fabrication	  and	  Experimental	  Setup	  
 The nonlinear cantilever system was fabricated with micromachining and 
nanomanipulation. First, the two micromechanical cantilevers were fabricated with a 
Silicon-on-Insulator (SOI) wafer having a 2 µm thick device layer (Si), 2 µm thick buried 
insulator layer (SiO2), and 400 µm thick substrate layer (Si). The device layer forms a 
cantilever structure, whereas the substrate layer serves as a base of the suspended 
cantilevers. The general steps of the fabrication involved the positive photoresist (SPR-
220) coating of both the top and bottom surfaces of the SOI wafer; the patterning of the 
photoresist with photolithography according to the design of the cantilevers and the 
anchoring base; the etching of the top Si layer to define the cantilevers; and the Deep 
Reactive Ion Etching (DRIE) of the wafer backside to define the anchoring base. In the 
last step, the wafer was immersed in hydrofluoride (HF) solution to etch away the buried 
  
 
85 
oxide layer to release the cantilevers from the wafer to realize the freestanding formation 
of the cantilevers. 
 The micromachining process provides two micromechanical cantilevers 
connected to each other at the free ends. Focused ion beam cutting was applied to cut 
through a narrow gap between the ends of the two cantilevers to separate them. A high 
quality BNNT was then selected and manipulated inside a SEM with a nanomanipulator 
and placed across the narrow gap. Finally, both ends of the placed BNNT were fixed on 
the cantilever surface by electron beam-induced deposition of a small amount of platinum.  
 The cantilever system was driven by a piezoelectric stack placed underneath the 
cantilever-anchoring base in an air ambient environment. A sinusoidal AC driving signal 
supplied from a function generator actuated the stack. The frequency was first swept up 
and then down, and the oscillation amplitude at the end of the cantilever was measured 
using a laser Doppler Microvibrometer (Polytec UHF-120). Fast Fourier transform (FFT) 
of the data collected from the vibrometer at each driving frequency provided the spectral 
response of the system. It is noted that nonlinearity is not introduced in either the 
actuation with the piezoelectric stack, or the measurement laser of the vibrometer 
operated at a constant power less than 5 mW. 
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5.4	  Experimental	  Results	  
5.4.1	   Linear	   resonances	   of	   two	   cantilever	   systems	   without	   a	  
nanotube	  attachment	  
 In order to test the assumptions in our model, the responses of the inner and outer 
microcantilevers before coupled through nanotube were measured. The experimental 
results are plotted in Fig. 5.3 and are fitted with solid curves according to the model of a 
forced linear harmonic oscillator. The responses of both cantilevers closely follow the 
fitting curves; hence, in the absence of the nanotube, the dynamics of these 
microcantilevers is reasonably within the linear regime over their operational ranges. The 
fundamental frequencies, damping coefficients, and base excitation amplitudes of the 
piezoelectric stack are estimated to be 196.8 kHz, 0.0022, and 1.24 nm for the inner 
cantilever and 121.1 kHz, 0.0033, and 1.28 nm for the outer cantilever, respectively. It is 
important to note that the fundamental eigenfrequencies of the inner and outer 
microcantilevers are located enough apart, so there is no significant coupling between 
them. 
5.4.2	  Nonlinear	  hardening	  resonance	  
 Figure 5.4 shows the experimentally acquired hardening resonances for the inner 
cantilever in the system configuration shown in Fig. 5.1. The results from Fig. 5.4a to 
5.4f correspond to a monotonic increase of the oscillation amplitude with the increase of 
the driving amplitude. The circles/crosses in the plots denote the acquired steady-state 
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experimental measurements made during the upward/downward frequency sweeps, 
respectively. The measurement was performed on a device having an almost perfect 
coplanar alignment between the cantilevers as shown in Fig. 5.1b (i.e., the offset angle 
). Thus, the quadratic term in the equation of motion is negligible, which leads to 
hardening resonances. At small amplitude oscillation, as shown in Fig. 5.4a, the dynamic 
response remains nearly linear because the axial tension induced in the nanotube is 
insignificant. As the oscillating amplitude increases, however, the spectral curves begin 
to bend toward higher frequencies as a result of the hardening effect introduced from an 
axially stretched nanotube, and leading to hysteresis loops including the well-documented 
discontinuous jumps. The displacement of the outer beam within the frequency range of 
interest was also examined, as shown in the inset of Fig.5.4e, to be comparable to the 
base excitation amplitude, confirming its non-resonance state. 
 The experimental results were compared with the analytical model results 
presented in the previous sections. The linearized fundamental resonant frequency (fo) 
and the nonlinear constant (µ) were estimated by fitting the maximum amplitude values 
of the response curves into the backbone curve described by Eq. (5.22). The fitting, as 
shown in Fig. 5.5, gives fo = 196.7 kHz and µ = 1.06×10-5. The damping coefficient (ζ) of 
the cantilever was obtained from curve fitting to the response curves acquired at small 
oscillation amplitude and was found to be ~0.0023.  Finally, the equivalent applied forces 
(q0) were obtained by fitting the drop-jump instabilities in the backbone curve. 
Substituting those estimated parameters into Eq. (5.21), the corresponding frequency 
0ϕ =
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responses predicted by the model were plotted with dashed lines in Fig. 5.4, which 
showed good agreement with the experimental results. The discrepancy between model 
and experiment grows as the driving force increases, possibly due to the amplitude-
dependent increase in damping of the cantilever itself. The increased energy dissipation 
through the deformation of the nanotube (Jiang et al., 2004; Yum et al., 2004), which is 
not considered in our analysis, may also be partly responsible for the increased 
discrepancy. 
5.4.3	  Nonlinear	  softening	  resonance	  
 In the microcantilever system having non-coplanar cantilever surfaces as shown 
in Fig. 5.6b, the attached nanotube is severely tilted off the reference ground plane. Such 
a microcantilever system showed a clear softening response as shown in Fig. 5.7. As 
explained previously, such a softening response is a direct result of the tilting in the 
nanotube coupling attachment and the consequent introduction of a strong quadratic term 
in Eq. (5.23). Following the procedures explained in section 5.4.1, the relevant 
parameters were estimated enabling comparison of experimental results with those 
predicted by the model. The backbone curve in Fig. 5.8, derived singly from data 
acquired at low oscillation amplitude, failed to predict the experimentally acquired 
response at high oscillation amplitude. Thus, two sets of parameters (fo, µ), (105.4 kHz, -
3.6 × 10-5) and (103.1 kHz, -2.6 × 10-6) for low and high amplitude oscillations, 
respectively, are used to fit the experimental data over the entire frequency range. Such 
different responses at different oscillation amplitudes were believed to be originated from 
  
 
89 
the different spring type of behaviors of the attached nanotube underwent different 
magnitudes of deformation. When there is an initial offset angle, the axial stress applied 
to the attached nanotube during dynamic oscillation of the cantilever is divided into two 
regimes; i.e., one compression-dominated at low oscillating amplitude and another 
tension-dominated at high oscillating amplitude. Note that the nanotube experiences only 
tensile strain due to axial stretch by oscillatory motion of the cantilever in the absence of 
this offset angle. Due to its high aspect ratio structure, a nanotube under compression can 
exhibit elastic Euler buckling (or rippling bending) at small compressive strain, resulting 
in a reduction in its stiffness (Yap et al., 2007). Alternately, a nanotube in tension can 
sustain high tensile strain, maintaining high axial stiffness until failure (Yu et al., 2000). 
The difference in axial stiffness in tension and compression contributes to the difference 
in the nonlinear constant (µ) between the tension- and compression-dominated regimes. 
Besides, in the tension-dominated regime, the effect of offset angle is negligible 
compared with the nonlinear effect induced by axial stretch of the nanotube, which leads 
to the reduction in the estimated fundamental resonant frequency (fo) from 105.4 kHz to 
103.1 kHz according to Eq. (6).  
 Two sets of responses are thus determined from the model and plotted in Fig. 5.7; 
dashed and solid lines used fitting parameters obtained in compression-dominated and 
tension-dominated regions, respectively. When the amplitude of oscillation is small, the 
experimentally measured response follows the dashed line. Thereafter, as the oscillation 
amplitude increases, the slope of the upper stable branch increases to follow the solid 
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line. It is interesting to note that the small shoulder experimentally observed in the upper 
branch near the intersection of the two fitted curves is indicative of the transition from the 
compression-dominated to the tension-dominated regime as discussed. 
5.5	  Summary	  and	  Conclusions	  
 In micro/nanomechanical resonating systems, the onset of nonlinear dynamics is 
more readily realizable than in macroscale devices due to their small size and typically 
low mechanical damping. This allows the system to be operated in relative large 
amplitude that can introduce noticeable amount of geometric and kinematic 
nonlinearities. In this study, we provided a novel design of a nonlinear resonator over a 
typical microcantilever by integrating geometric nonlinearity through a nanotube 
attachment. While the nanotube attachment hardly affected the overall mass of the 
system, it introduced, very effectively, strong geometric nonlinearities that totally 
transformed an otherwise purely linear system into a strong nonlinear dynamic system. 
Furthermore, we showed, through theoretical modeling, that a simple introduction of 
offset in the attachment of the nanotube could readily tune the system into a nonlinear 
system with either a hardening response or a softening response exploiting the different 
mechanical deformation behaviors of the attached nanotube under tension or 
compression. The model analysis was quantitatively and qualitatively corroborated with 
experiment results. 
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 We expect that such microcantilever systems incorporating intentional 
nonlinearity can be exploited for sensing applications similar to that demonstrated in a 
relevant nonlinear nanoresonator (Cho et al., 2010), especially in a practical environment 
(i.e., room temperature and/or atmospheric pressure) owing to its readily achievable 
relatively large oscillation amplitude. Introducing such a design into dynamic atomic 
force microscopy (AFM) imaging can also be potentially beneficial in terms of increasing 
the bandwidth and stability of the dynamic AFM operation (Cho et al., 2012). The 
designed introduction of intentional nonlinearity into microscale and nanoscale dynamic 
mechanical systems combined with the inherent ease of realization of nonlinearity at 
micro/nanoscale can surely significantly enrich the complexity of dynamics in such 
systems, and consequently allow the design of more advanced control and sensing 
schemes in such micro/nanoscale system to achieve specific performance objectives. Of 
course, this calls for further extensive study of the underlying nonlinear behavior of such 
systems, especially incorporating fuller understanding of the mechanical behavior of the 
critical element in the systems, namely the nanotube or nanowire. 
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5.6	  Figures	  
 
 
Figure 5.1 SEM images of a nonlinear microcantilever system with integrated 
geometric nonlinearity through a nanotube attachment: (a) Two micromechanical 
cantilevers are coupled through a nanotube, and (b) a magnified view of the marked 
region in square in (a) imaged at a sample tilt angle of 520. The attached BNNT is 
~2.6 µm in length and ~80 nm in diameter 
(a)	   (b)	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Figure 5.2 Model of the system of Fig. 1: (a) Schematic representation of the microca
ntilever system integrated with a nanotube coupling. (b) The geometry parameter relat
ed to the stretch of the attached nanotube. 
(a)	  
(b)	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Figure 5.3 Experimentally acquired linear responses (solid circle) for the inner (a) and 
outer (b) microcantilevers shown in Fig 1, measured from the microcantilevers with no 
nanotube coupling. The solid lines are the fitting curves based on the model of a 
forced linear harmonic oscillator. 
(b)	  (a)	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Figure 5.5 Backbone curve fit for the hardening resonances presented in Fig. 5.4. The 
maximum oscillation amplitude in each resonance response (red circle) under given 
driving amplitude is fitted into a modeled backbone curve (in black) for the nonlinear 
system. 
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Figure 5.6 SEM images of a nonlinear microcantilever system exhibiting softening 
responses due to the non-coplanar attachment of the nanotube. (a) The overall view of 
the microcantilever system consisting of two separate microcantilevers. (b) The 
amplified view around the gap between the free ends of two microcantilevers showing 
the nanotube attachment. The SEM image is acquired at a sample tilt of 520 showing 
the non-coplanar offset of the free ends of the microcantilevers. The attached BNNT is 
~2.4 µm in length and ~75 nm in diameter. 
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Figure 5.8 Backbone curve fitting for the softening resonances presented in Fig. 7. To 
describe the entire range of dynamic response, two backbone curves (in black) from 
two different sets of fitting parameters for fo and µ are used to fit the responses (blue 
cross), reflecting the different mechanical behaviors of the attached nanotube under 
compression at small oscillation amplitude and tension at large oscillation amplitude. 
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CHAPTER	  6.	  NONLINEAR	  ATOMIC	  FORCE	  
MICROSCOPY	  	  
6.1	  Introduction	  
 Nonlinear systems can exhibit dynamic behaviors that are not readily available in 
a linear system, such as broadband resonance, localization and hysteresis. The dynamic 
mode atomic force microscope (AFM), operated on the basis of linear resonance of a 
simple cantilever beam resonator, has been widely used for nanoscale characterization of 
morphology, mechanical and even chemical properties of materials. It typically uses 
microfabricated cantilever probes having high Q factor and high resonant frequency, and 
exploit the high sensitivity of the amplitude and phase of the narrow bandwidth linear 
resonance of the cantilever to external perturbations for nanoscale resolution imaging 
(Zhong et al, 1993). However, the narrow bandwidth resonance in the linear dynamics of 
such AFM systems limits the available range of frequencies for dynamic spectral studies 
of tip-sample interactions, and is prone to introduce bi-stability in cases where strong 
nonlinear tip-sample interactions are involved.  
 As the tip-sample interactions, such as the van der Waals interactions, meniscus 
attractions, coulomb charge interactions, etc., are typically nonlinear, the real time 
response of the cantilever system during the dynamic mode AFM imaging process is 
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often complicated and has been an active subject of study since the advent of AFM 
(Raman et al, 2009). One example is the occurrence of bi-stability (Marth et al, 1999; 
Garcia & San Paulo, 2000; Lee et al, 2003; Gleyzes et al, 1991) in the dynamic response 
of the cantilever due to the highly nonlinear attractive and repulsive tip-sample 
interactions (Sarid et al, 1996; Kühle et al, 1997), which is manifested by the presence of 
chaotic oscillations (Jamitzky et al, 2006; Willem van de & Jaap, 2000)- and imaging 
artifacts(Hu & Raman, 2006; Sergio et al, 2010) in the acquired AFM images. Attempts 
were typically taken to use a time-delayed feedback control technique (Yamasue et al, 
2009) or a dual-frequency excitation technique (Thota et al, 2007) within the paradigm of 
linear dynamics to eliminate such chaos. Hardly addressed in experimental and 
theoretical studies of AFM is the means of going beyond the linear cantilever resonance 
system for dynamic sensing of the tip-sample interactions. As the tip-sample interactions 
are typically nonlinear and thus strongly depend on the time-domain-related parameters, 
such as frequency, an AFM cantilever system that is tunable in resonant frequency, 
besides amplitude, in dynamic AFM imaging would then be able to identify the spectral 
signatures across a broad frequency range that might be uniquely related to the different 
types of tip-sample interactions, and further to the mechanical properties and chemical 
compositions of the sample surfaces. Previous studies making use of high harmonics of 
linear AFM cantilever for imaging (Sahin et al, 2010; Sahin et al, 2007) have indeed 
shown some interesting results in terms of improving the sensitivity of AFM on the 
Hamaker constant (Hu et al, 2004; Crittenden et al, 2005), a materials relevant parameter 
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associated with tip-sample interaction, in differentiating mechanical and surface 
properties of samples with nanoscale resolution (Stark & Heckl, 2003; Sahin et al, 2007). 
 In this chapter, we introduce a broadband resonance system based AFM strategy 
through the design of an AFM cantilever resonance system incorporating intentional 
geometric nonlinearity. The modeling studies show that such a nonlinear cantilever 
system is capable of achieving a broadband resonance over a frequency bandwidth 
several times of the linear resonant frequency of the cantilever. Moreover, the hardening 
effect in the geometric nonlinearity and the localization of the nonlinear dynamics 
essentially eliminate the bi-stability commonly occurring in dynamic mode AFM imaging 
systems due to tip-sample interactions (Cho et at., 2012b)..  
6.2	  Theoretical	  Analysis	  	  
6.2.1	  Description	  and	  modeling	  
 Figure 6.1 depicts the cantilever probe system integrating intentional geometric 
nonlinearity by the incorporation of a nanowire without pretension bonded across a 
narrow gap between the free end of a V-shaped cantilever and a rigid extended base. The 
nanowire, besides being small in size, is elastically soft laterally but rigid axially, a 
quality unique for nanomaterials such as nanotubes and nanowires that fits such an 
application. The gap is designed to be narrow to attach a short nanowire at the scale of 
several micrometers to maximize the introduced geometric nonlinearity when the 
nanowire is axially stretched periodically by the free end of the V-shaped cantilever in 
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resonance. This nonlinear cantilever system can be practically fabricated with the 
standard microfabrication process, and the nanowire can be integrated into it with the 
nanomanipulation-based approach.  
 The dynamic motion of this system when in interaction with a sample as in a 
typical dynamic AFM experiment can be modeled as a single degree of freedom 
nonlinear system shown in the schematic in Fig. 6.1. The cantilever is simplified as a 
harmonic oscillator with a mass (m), a vertical spring (k1), and a damper (c1). Neglecting 
its mass, the nanowire is modeled as a horizontally attached spring (k2), which introduces 
geometric nonlinearity into the system when the displacement of the mass m is restricted 
to the vertical direction. The equation of motion in the non-dimensionalized form is then: 
′′z + 1Q ′z + ′z +α z
3 = qo cosΩτ + qts .       (6.1) 
It is non-dimensionalized with z = z / Zc  and τ = k1 /mt =ωot , where Zc is the static 
equilibrium separation between the tip and the sample, Q = mωo( ) / c1 ,
α =1/ 2(k2 / k1)(Zc / L2 )2 , Ω =ω /ωo  , qo = uo / Zc  , and qts = Fts / (k1Zc ) , where Fts 
represents the tip-sample interaction. The tip-sample interaction is modeled according to 
the Derjaguin–Müller–Toporov (DMT) contact model (Derjaguin et al, 1975) and 
normalized as:  
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qts[ z] =
− HR6k1Zc3(1+ z)2
(1+ z > ao / Zc )
− HR6k1a02Zc
+ 43k1
E* RZc (ao / Zc −1− z)3/2 (1+ z ≤ ao / Zc )
⎧
⎨
⎪⎪
⎩
⎪
⎪
⎫
⎬
⎪⎪
⎭
⎪
⎪
     (6.2) 
where H is the Hamaker constant, R is the AFM tip radius of curvature, E* is the effective 
elastic modulus of the tip-sample interaction, and ao is the intermolecular distance. 
6.2.2	  Method	  of	  averaging	   	   	  
 We applied the method of averaging (Nayfeh & Mook, 1995) to find an analytical 
solution. To first order approximation with a solution in the form of 
, the amplitude A and phase φ are determined, at the 
steady-state condition of 𝐴! = 𝜃! =   0, to be 
  (6.3) 
 ;                                             (6.4) 
with amplitude-dependent effective resonant frequency 
.            (6.5) 
For the case without the horizontal spring, i.e. for a conventional linear cantilever, the 
solutions are obtained by simply setting α to be zero. When more than one solution exists, 
the eigenvalues of the Jacobian matrix described by the two equations for A(τ) and ϕ(τ) at 
z(τ ) = A(τ )cos(Ωτ +φ(τ )) = Acosθ
A = qo
Ωe
2 −Ω2( )2 + Ω /Q( )2
tanφ = ΩQ Ω2 −Ωe2( )
Ωe
2 A( ) =1+ 3α4 ΩA
2 − 1
πA qts[Acosθ ]0
2π
∫ cosθdθ
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the equilibrium are studied. A solution is stable, namely physically realizable, only if 
both eigenvalues have non-positive real part.	  
6.3	  Results	   	  
6.3.1	  Frequency	  spectrum	  
 The frequency spectra of the conventional linear cantilever and the nonlinear 
cantilever when in free oscillation (dashed curves) or in interaction with a sample surface 
(solid curves) are compared in Fig. 6.2 using the parameters listed in Table. 6.1. Note that 
the analytically obtained spectra applying the averaging method have good agreement 
with numerically integrated steady-state solutions using the Runge-Kutta method (marked 
with ■ in the plots). As seen in Fig. 6.2a-b, in the absence of the tip-sample interaction 
(i.e., in the free oscillation) of the linear cantilever, the dynamic oscillation is 
theoretically stable on both sides of the resonant frequency with the resonance having a 
narrow bandwidth determined by the quality factor, typically around several hundred, for 
a typical cantilever probe used in an AFM system. As the cantilever is driven to interact 
with the sample surface during the dynamic AFM imaging process, the attractive (due to 
van der Waals or meniscus interactions) and the repulsive (due to tip-sample contact) tip-
sample interactions bend the stable branches, which produces more than one stable 
solution for the dynamic oscillation of the system within a certain frequency range as 
shown in Fig. 6.2a-b. On the left-hand side of the resonant frequency, the multi-valued 
region is relatively small compared with that on the right-hand side. Within each region, 
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there exist two stable branches and one unstable branch (marked with crosses). The 
existence of bi-stable solutions can lead the dynamic motion of the cantilever to switch 
unexpectedly between these two distinct branches. The bi-stable region on the right-hand 
side is typically extended out over a significant frequency range overlapping the 
originally stable branch due to the substantial repulsive interaction, which is one of the 
reasons for selecting an operating frequency that is slightly lower than the resonant 
frequency in the practical operation of dynamic mode AFM.  
 Introducing the geometric nonlinearity into this linear cantilever system, the 
corresponding frequency responses in Fig. 6.2c-d show totally different dynamics. 
Without the tip-sample interaction (dashed line), the so-called backbone curve is bent 
toward the right-hand side due to the hardening effect provided by the constraint of the 
added nanowire, and the frequency spectrum has a broad multi-valued region. The 
response of this nonlinear system follows the upper stable branch (the unstable branch is 
again marked with crosses) and remains in resonance up to the maximum possible 
amplitude as the frequency is swept upward, followed by a sudden jump to the lower, 
almost non-resonance stable branch at the drop-jump frequency. This jump phenomenon 
is well-known in many nonlinear systems, in which the drop-jump frequency is 
dependent on the driving force (the driving amplitude of the piezoelectric element in a 
typical AFM cantilever system) and damping coefficient of the dynamic system (Cho et 
al, 2010). The near non-resonance lower stable branch, though coexisting, is practically 
impossible to excite once the upper branch is triggered except at the drop-jump frequency 
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(discussed further in the next section). When the tip-sample interaction is applied to this 
nonlinear system, the influence of attractive interaction, forcing an upper stable branch to 
bend toward the left, is counterbalanced by the hardening effect in the nonlinear system 
as shown in Fig. 6.2c. Only if the tip-sample interaction involves a substantial attraction 
can instability be introduced, and even then the frequency range of this instability is 
expected to be much narrower than that in the linear resonance case, and is certainly 
significantly narrower compared to the overall broad resonance bandwidth of this 
nonlinear system. Equally important, the wide bi-stable region on the right-hand side of 
the resonant frequency in the linear system disappears in this nonlinear system because 
the branch on the right-hand side of the backbone curve is intrinsically unstable and 
physically unattainable, in contrast with the linear system. Note that the discrepancy of 
the predicted drop-jump frequency between analytical and numerical (marked with 
squares) solutions is due to the first-order approximation.  
6.3.2	  Stability	  analysis	  
 To more clearly visualize the stability exhibited by the nonlinear cantilever 
system in the dynamic mode AFM, we investigate the domains of attraction for both the 
linear cantilever system and the nonlinear cantilever system in interaction with a sample 
surface in Fig. 6.3 and Fig. 6.4, respectively. The global stability of the response at 
various initial conditions was determined by computing the time-varying trajectories 
numerically and superimposing the solutions for several representative frequencies at 
which multiple solutions exist. Figs. 6.3a-b describe the phase planes of the linear 
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cantilever system with the tip-sample interaction at 0.998 and 1.001 of normalized 
frequency (Ω), respectively. There are two domains of attraction manifested by two 
stable foci, P1 and P3, separated by two separtrix branches emerging from an unstable 
saddle point, P2. Note that the domain of attraction of P3 is surrounded by the domain of 
attraction of P1, overlapping on P2 in phase throughout the amplitude trajectories. At the 
controlled steady-state amplitude (the set-point amplitude in AFM dynamic mode 
imaging), a sudden change in phase due to external perturbation can easily lead to an 
unexpected jump to another stable solution, which introduces the well-known bi-stability 
in dynamic imaging with the AFM. However, in the phase plane of the nonlinear 
cantilever system illustrated in Fig. 6.4, two stable foci, P1 and P3, still exist, but values 
of which in phase and amplitude are far apart from each other. Moreover, the domains of 
attraction of P3 occupy the whole phase range at its steady-state amplitude; consequently, 
instability is not initiated by a change in phase in contrast to the linear system, giving a 
significant advantage when implementing the nonlinear cantilever system in dynamic 
mode AFM of global stability of the dynamic response of the imaging system. 
6.3.3	  Broad	  bandwidth	  
 One more significant advantage in adopting a nonlinear cantilever system lies in 
the greatly broadened resonance bandwidth operationally useful for AFM imaging. We 
define an operational frequency bandwidth as the range of frequency at which the free 
oscillating amplitude is large enough for the AFM tip to make contact with the sample 
(i.e., the normalized amplitude is greater than unity), and the amplitude-frequency slope 
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is positive as required by the built-in negative feedback control used in typical dynamic 
mode AFM. For the linear cantilever system, this bandwidth (normalized by the resonant 
frequency), defined by the frequency at which the normalized free oscillation amplitude 
is unity (marked by the arrowed line in the inset of Fig. 6.5a), is derived as and is plotted 
in Fig. 6.5a. The bandwidth is mainly a function of the normalized driving force (qo) 
exerted on the system and for a lesser extent the quality factor (Q); here, the normalized 
driving force qo = uo/Zc, uo is the oscillating amplitude of the excitation piezo element 
driving the AFM cantilever probe and Zc is the tip-sample separation as defined before. 
The operational bandwidth of the linear cantilever system is not able to exceed 20 % of 
the fundamental resonant frequency of the cantilever even at a practically large 
normalized driving force of 0.3; i.e., the amplitude of the excitation piezo element is 30 % 
of the tip-sample separation. For comparison, the operational bandwidth of the nonlinear 
cantilever system, defined from the frequency at the unity amplitude to the drop-jump 
frequency, is calculated analytically and plotted in Fig. 6.5b. Different from the linear 
cantilever system, the bandwidth is critically dependent on both Q and qo and, in addition, 
on the nonlinear constant, α, as the drop-jump frequency in a nonlinear dynamic system 
is closely related to the damping in the system. The operational bandwidth is found to 
reach several times the linearized natural frequency even at a relatively small normalized 
driving force of less than 0.1 for a cantilever having a typical Q factor of ~ 300.  
 The inherent broadband resonance and the localization governed stability of such 
a nonlinear cantilever system incorporating essential geometric nonlinearity provide new 
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practical strategies for enabling the broad use of AFM in the field of nanospectroscopy, 
where the high force or force gradient sensitivity of the micro-cantilever is used to 
discern specific types of tip-sample interactions related to the mechanical properties and 
chemical composition of the sample surface. For example, the frequency-dependent rate 
of energy dissipation in the tip-sample interaction during the dynamic AFM can be 
sensitively acquired by operating the AFM at various frequencies in the broad resonance 
band afforded by the nonlinear AFM cantilever system which, in turn, can be used to 
resolve the mechanical heterogeneities in the sample surface beyond the elastic property 
differences. The fact that the nonlinear AFM cantilever system still operates in the 
resonance mode with high Q ensures the amplified sensitivity of sensing across a broad 
frequency spectrum, which is different from the linear AFM system where only within a 
narrow frequency band such resonant sensing is possible, and is also different from the 
force modulation AFM-based technique where the AFM is operated in the off-resonance 
state.  
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6.4	  Figures	  and	  Tables	  
 
 
Figure 6.1 Schematic diagram and the lumped model of the cantilever probe system 
integrating the internal geometric nonlinearity. The nanowire across a narrow gap 
between a stationary triangle shaped base and the free V-shaped cantilever (as shown 
in the inset), which is axially stretched by the V-shaped cantilever in resonance, is 
modeled as a horizontal spring. 
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Figure 6.2 Analytically obtained amplitude and phase spectrums of the linear (a-b) 
and the nonlinear(c-d) cantilever using KBM asymtotic method using the parameters 
listed in Table. 1. Numerically calculated steday state solutions are marked with 
squares and show good agreement. Dashed/solid curves indicate the oscillations 
without/with the tip-sample interaction, respectively. Unstable solution branches are 
marked with crosses.  
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Figure 6.3 The set of numerically computed time varying trajectories using various 
initial conditions is plotted in the phase plane for (a) Linear system, ω/ωo = 0.998; (b) 
Linear system, ω/ωo = 1.001 
 
(a) 
(b) 
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 Figure 6.4 The set of numerically computed time varying trajectories using various 
initial conditions is plotted in the phase plane for nonlinear system, ω/ωo = 1.1.  
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Figure 6.5 Operational frequency bandwidth, the range of frequency at which the free 
oscillating amplitude is large enough for the AFM tip to make contact with the sample 
(i.e., the normalized amplitude is greater than unity) and the amplitude-frequency 
slope is positive, for the linear cantilever system(a) and for the nonlinear cantilever 
system(b). 
(a) (b) 
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Table 6.1 Parameters used in this study 
Dimensionless 
parameters 
Tip-sample interaction 
parameters 
Q 300 H 3e-19 J 
α 0.3 R 30 nm 
qo 0.005 k1 10 N/m 
   zc 100 nm 
   ao 0.2 nm 
  E* 1 GPa 
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7.	  CONCLUSION	  
7.1	  Summary	   	  
 In this dissertation, we have designed nonlinear micro/nanomechanical resonators 
and studied their dynamics both in analytical and experimental ways. 
 The dissertation started with general discussion about linear and nonlinear 
dynamics of micro/nanomechanical resonators in Chapter 2. Based on the observation 
that the devices at micro/nanoscale often exhibit significant nonlinearity, we described 
various sources that such nonlinear behavior is originated by. Among them, we mainly 
focused on geometric nonlinearity induced by tension due to the elongation of a 
mechanical element, leading a Duffing oscillator with cubic nonlinearity. Such a 
nonlinear system presents unique dynamics, which cannot be realized in linear systems, 
for examples, broad bandwidth, tunability, sharp transition, rich dynamics, etc. 
 In addition to the intrinsic nonlinearity readily realizable in micro/nanoresonators, 
we aimed to introduce significant geometric nonlinearity intentionally. One of our 
strategies to realize this goal was using remarkable mechanical properties of 
nanomaterials such as carbon nanotubes and boron nitride nanotubes, which are capable 
of sustaining significant mechanical strains as well inducing large axial tension. We were 
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able to integrate an individual nanomaterial into a system using the fabrication technique, 
combining micromachining process with nanomanipulation, described in Chapter 3.  
 In this context, we designed and successfully demonstrated a nonlinear 
nanomechanical resonator using a carbon nanotube in Chapter 4. We could provide 
significant geometric nonlinearity due to the large axial tension induced in the carbon 
nanotube, which is further amplified by the force applied center-concentrically. As a 
result, we observed extremely broad bandwidth over three times of the linearized 
resonant frequency with capacity of tunability. It was also demonstrated a sharp transition 
at drop-jump phenomena is sensitive to external perturbations such as mass change and 
energy dissipation.  
 Intentional integration of geometric nonlinearity into an otherwise linear micro-
cantilever system is also successfully realized through a nanotube attachment, described 
in Chapter 5. It was very interesting that the very small nanotube introduced nonlinear 
characteristics efficiently into the relatively huge microscale system, showing clear 
hysteresis loop, tunable bandwidth, and drop-jump and up-jump phenomena. We could 
also observe more complex dynamics such a transition between hardening and softening 
resonances caused by a small change in geometric design and a shift in backbone curve 
due to nonlinear material properties.  
 In Chapter 6, we showed one of the examples that incorporating nonlinearity 
intentionally can enhance the performance of a system. We considered atomic force 
microscopy (AFM) systems, exhibiting bistable conditions due to the nonlinear tip-
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sample interaction forces. Interestingly, introducing additional nonlinearity could 
stabilize such instability arisen in the linear AFM cantilever system due to the nonlinear 
forces. 
7.2	  Future	  Work	   	  
 The results presented in this dissertation opened a new field of nonlinear 
dynamics of micro/nanomechanical systems. We could achieve a synergetic impact by 
applying nonlinear dynamics to the micro/nanoscience and vice versa. We have been 
convinced, based upon our prior works, that further understanding the nonlinear 
dynamics of micro/nanoresonators will have a significant payoff, providing designers the 
opportunity to embrace nonlinear behavior in the development of novel systems. Below, 
we briefly discuss several specific topics having great potentials to extend this new field. 
Nonlinear	  graphene	  nanoresonators	  
 Graphene—a one-atom-thick planar sheet of carbon atoms, or, equivalently, an 
unrolled carbon nanotube—has been attracting great interest within its short history. We 
expect that its unique membrane structure and phenomenal mechanical properties 
produce rich nonlinear behaviors as shown in the carbon nanotube nanoresonator 
described in Chapter 4. A nonlinear graphene nanoresonator is currently under 
development by Bongwon Jeong in our group.  
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Nonlinear	  atomic	  force	  microscopy	  
 As shown in our previous work described in Chapter 6, controlled integration of 
nonlinearity in AFM system enables improving the performance. Another design of 
nonlinear AFM cantilever system is also possible through applying concepts of targeted 
energy transfer, theoretically studied in the nonlinear dynamics community during the 
last decade. It can be achieved via attaching a small mass to the conventional AFM 
cantilever through an essentially nonlinear spring. We expect that this design will amplify 
higher harmonics, which contain detailed information about material characteristics.  
Fundamental	  study	  of	  nonlinear	  dynamics	  
 Micro/nanoresonators are effective tools for studying fundamental nonlinear 
dynamics experimentally due to the ease of realization of nonlinear behavior. Taking 
advantage of exceptional properties of nanomaterials and/or readily manageable 
fabrication of resonating systems, we can find extensive examples to be investigated. One 
is studying multi-walled CNT, whose unique structure (i.e., assemblies of concentric 
cylindrical shells coupled by van der Waals forces) provides inherently rich nonlinear 
dynamical behavior. Also, multi-coupled resonating systems, easily fabricated with 
controllability of frequencies (i.e., identical, closely-packed, and commensurable) and/or 
nonlinearities, will bring unprecedented opportunity to study nontrivial dynamics, 
including internal resonances, chaos, and directional energy transfers. This fundamental 
study will be the basis for practical applications of nonlinear resonators at 
micro/nanoscale. 
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Broadband	  Energy	  Harvesting	  System	  
 The integration of individual nanodevices into a full-functioning nanosystem is an 
emerging trend, which drives demand for energy harvesting to attain independent and 
sustainable operations. Scavenging energy from various environmental sources such as 
solar, magnetic, chemical, thermal, wind, and vibration is broadly investigated. Here 
harvesting mechanical energy from vibration, which can achieve maintenance-free 
characteristics, is of particular interest in my ongoing research plan. The most desirable 
operational condition is through motion amplification gained by mechanical resonance. 
This, however, is technically challenging due to the high resonant frequency and narrow 
bandwidth of current micro/nanodevices, originating from the intrinsic traits of small 
mass and damping. Thus, it is difficult to accommodate environmental sources with time-
varying low frequencies. I believe that properly designed nonlinear systems employing 
essentially nonlinear components having no preferential resonance frequencies and, thus, 
having the capacity for broadband resonance, will successfully resolve such difficulties. 
Such work holds promise for designing efficient nonlinear harvesting systems with 
enhanced performance.  
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