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Abstract
Sensing and responding to the environment is a crucial function in all living
organisms. The molecular mechanisms that facilitate these essential processes
are however subject to a range of random e↵ects and stochastic processes,
which jointly a↵ect the reliability of information transmission between recep-
tors and e.g. the physiological downstream response.
We employ an information theoretic framework to capture and characterise
how extrinsic and intrinsic noise a↵ect the transmission of signals along sim-
ple motifs of molecular interaction networks, and cell fate decision making
pathways.
We observe that the biomolecular information processing e ciency is pro-
foundly but di↵erently a↵ected by the various sources of noise. In particular
extrinsic variability is apt to generate “apparent” information that can in ex-
treme cases mask the actual information that would flow between the di↵erent
molecular components. We show how this artificial inflation in information
arises, and how the e↵ects of di↵erent types of noise alone and in combination
can be understood.
By applying the same approach to the ERK signalling pathway, we determine
the best mechanistic model for this system in question and shed light on the
noise filtering capabilities of the system. We also consider the pathway under
conditions of abnormal regulation, similar to those associated with tumeroge-
nesis.
Next we investigate the Akt pathway, using a highly simplified model under
di↵erent EGF input signal conditions and in the presence of di↵erence sources
of variability, in order to determine weather, under these conditions, an infor-
mation theoretic approach can still be used. We find that such an approach
cannot replace the use of mechanistic models to understand the molecular
dynamics.
Overall, these results are a stepping stone towards understanding the com-
plexities of cellular information processing.
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Chapter 1
Introduction
All living organisms — from microbes to multi-cellular organisms, including humans
— require the capability to sense and respond appropriately to their environment in
order to survive and thrive [86, 107, 132]. The ability to sense the presence of sus-
tenance, reproductive opportunities, and imminent danger is, as such, the primary
physiological requirement across all domains and stages of life. An organism has to
identify, in addition to environmental signals, di↵erent tissue types, nutrient needs,
co-factor requirements, developmental states, and other physiological cues [6, 148].
As a result, a necessary feature of life is the complex biological machinery which has
evolved to process such information, translating incoming messages from the environ-
ment into appropriate responses and behaviours [73]. The dependency of organisms
on the incoming environmental cues and messages demonstrates that biology is in fact
an information science. In the words of evolutionary theorist Richard Dawkins “What
lies at the heart of every living thing ... is not a ‘spark of life’. It is information”1.
Evolutionary change is driven by fitness advantages conferred to an organism pos-
sessing more e cient information processing capabilities, which allow it to respond
to vital but potentially noisy signals timely and appropriately. It is such evolutionary
changes that give rise to new response behaviours, and tune existing ones, allowing
1As quoted in James Gleick and Rob Shapiro’s book “The Information”, Books on Tape
publisher (2011)
1
2the organism to gain competitive advantage.
Cells are fascinating from an information processing perspective, as they are capable
of monitoring aspects of their internal state, as well as coordinating with other cells in
order to allow for multicellular organisms to function. Specifically, how cells process
information and how cell signalling goes awry, are fundamental questions which lie at
the heart of our of understanding of the signalling processes themselves. Addressing
these questions could also shed light on the onset, and potentially prevention, of
diseases such as cancer.
Cellular processes are marshalled by a diverse set of signalling and control systems,
ranging from those with simple chemical inputs and outputs to complex molecular and
cellular networks with non-linear dynamics [84]. In a typical cell signalling system,
ligands bind to receptors on the cell surface, causing them to switch to an active
state; this elicits a reaction in the biomolecules in the cytosol, and ultimately leads to
a change in gene expression in the nucleus. While the events which occur across the
cytosol and membrane are fast paced (seconds to minutes), the information processing
in the nucleus can be much slower, as the latter usually involves the integration of
multiple signals and leads to stable changes which have long term consequences.
The mechanisms underlying the principles of sensing and responding are still not fully
understood due to the challenges surrounding this topic. Firstly, cellular signalling
involves processes both on a macroscopic and microscopic scale, often requiring the
integration of responses from di↵erent signals and certain conditions being met, in
order for the appropriate response to be elicited. Further to this, the situation may
arise where the cell may be faced with contradictory signals, and in such a case how
would it respond correctly? If a cell “misinterprets” its environment — or fails to ini-
tiate an appropriate physiological response — then this can have obvious detrimental
e↵ects. In particular, cell-fate decision making processes are critical for the survival
of the cells, and the misinterpretation of a signal could lead the cell to disease or
apoptosis; we would therefore expect these signalling systems in particular, to have
been fined tuned by evolution to avoid such misinterpretations.
3What significantly contributes to the risk of misinterpretation, is that the molecular
mechanisms that facilitate these essential processes are however subject to a range of
random e↵ects and stochastic processes, which jointly a↵ect the reliability of informa-
tion transmission between receptors and e.g. the physiological downstream response.
In fact, the diversity seen across biological systems, is actually in part a reflection
of such random e↵ects; if an organisms’s response depended solely on its genetic
make-up then clonal populations of cells would show identical responses to identical
stimuli, yet this is seldom the case [63]. The variability that drives the di↵erences
in phenotypic responses is known as biological noise, namely intrinsic and extrinsic
noise [41].
Intrinsic noise represents the inherent stochasticity in the system, which is concretely
represented, for example, by the di↵erences in low copy number components such as
DNA and RNA, which are present and active at few copies per cell; intrinsic noise
leads to reactions occurring at di↵erent times and orders in cells, and is particularly
relevant for gene expression [15, 127]. On the other hand, extrinsic noise sources
include, by definition, variability among cells due to factors not explicitly considered
in the analysis [106, 127, 136]. In signal transduction this may, for example, be
due to variability in the number of cell receptors, ribosomes, proteasomes, kinases,
phosphatases etc., but also cell cycle stage or changes in the physical environment.
Given the significant impact that biological noise has on all sensing and responding
processes, it has been the focus of various studies, which furthered our understanding
and our capability of measuring it; to name a few, Bowsher et al. analysed and
decomposed the fluctuations in the osmosensing network in yeast, shedding light on
the meaning behind its architecture [15]; Komorowski et al., like Bowsher, focused
on noise decomposition, with a particular focus on its relation to protein degradation
[69]; Eldar et al. investigated the relationship between noise and the design of genetic
circuits as well as their biological function [40].
Here we shall focus on noise and its impact on information processing in signal trans-
duction across cellular pathways and molecular interaction motifs. Such an investi-
gation is possible by employing engineering and physics principles and methods to
4systems biology, in particular information theory, which allows us to quantitatively
analyse cellular information processing capability. In fact the cell is a decision mak-
ing system, which, much like a computer, on the basis of an input, generates an
output [77]. However di↵erently from a neatly built computer, the cell is made up
of a dense mixture of biomolecules, such as lipids, proteins and nucleic acids, which
interact with each other through intracellular processes. Whilst a computer processes
information via transistor-based switches linked together, cells have proteins which
are switched from inactive to active states (and vice versa) via biological processes,
such as phosphorylation. The changes in proteins state, are the resulting output of
the information being transferred.
Information theory provides a powerful and convenient framework in which such
systems can be studied; it allows us to quantify the accuracy and e ciency with which
information is mapped onto physiological responses or actions [32, 38, 130]. It can also
provide the means to reconstruct the structure and dynamics of molecular interaction
networks underlying physiological and cell fate processes. In particular we employ the
use of mutual information, which can be estimated from the probability distributions
of two variables (in our case molecular species) with the use of diverse mathematical
methods. Mutual information is an appropriate method to quantify the e ciency
of cellular information transmission in the presence of noise, as, unlike correlation,
it captures non linear interactions, allowing to shed light on the dependencies even
in large systems with non trivial interdependencies. In fact, our focus is not on
quantifying information in terms of for example “bits” or “nats” —Levchenko et
al. provide an excellent review on this in [74]—, but on quantifying the statistical
dependencies between the molecular species being considered.
A host of recent studies have applied such information theoretical measures and anal-
yses to biological systems, in particular gene regulation and signal transduction sys-
tems [29, 104, 134]. This includes, but is not limited to, the application of informa-
tion theory to prokaryotic processeses, such as bacterial chemotaxis [138] and signal
transduction in quorum sensing in bacteria [90], as well as eukaryotic toll like-receptor
signalling network [14], and more general studies on transcription factor regulation
5[131] and circuit topology [152].
Chapter II details the information theoretical framework used throughout this body
of work, and provides a brief but thorough theoretical primer of its basic concepts
and tools for systems biologists.
In Chapter III we begin our investigation by quantifying the e↵ect of extrinsic and in-
trinsic noise, both alone and combined, on information transmission by simple molec-
ular systems that make up the larger networks and pathways. In fact, even for very
simple systems the e↵ects of the di↵erent sources of variability alone and in combi-
nation can give rise to confounding complexity. Using extensive simulation studies
we attempt to distill the principles underlying molecular information processing, in
order to then apply a similar information theoretic approach to larger systems.
In Chapter IV, we investigate the ERK/MAPK pathway, which is a key signalling
process in cell fate decisions. We consider detailed mechanistic models which focus on
a very small component of the pathway, like a relay in an electric circuit, and compare
our simulation results with single cell experimental data. This allows us to determine
which mechanistic model gives the best representation of the system, but also shed
light on the noise filtering characteristics of the pathway. Further to this, we evaluate
the e↵ects of abnormal regulation of certain components along the cascade, an e↵ect
which is seen in vivo as a result of genetic mutations and which has been associated
to tumerogenesis; specifically, we analyse the detrimental e↵ect of over-active MEK
on the information processing capability of the pathway, and how this links back to
the biological response in the cell.
In Chapter V, we examine the Akt pathway, also heavily involved in cell fate decision
making processes to analyse whether oversimplifying a model can still allow for an
information theoretic approach to be used, and whether the use of mutual informa-
tion can, as some have indeed suggested, replace the use of mechanistic models to
understand the molecular dynamics [18, 141]. However, di↵erently from the ERK
cascade, where we adopted a detailed model, we employ a highly simplified model of
a much more complicated system. The Akt pathway was analysed under the influence
6of di↵erent signal stimulation patterns, based on previous work done by [51, 76], in
the presence of di↵erent sources of biological noise; the purpose of this was to evalu-
ate how the diverse set of conditions would a↵ect the systems information processing
capability, and also how the di↵erent sources of noise would interact in such a system.
Finally, in Chapter VI, we provide a critical summary of the principal findings, draw-
ing conclusions also from the investigation as whole. This Chapter also includes
possible directions of future work, as well as an assessment of the use of mutual in-
formation in the field of systems biology, pointing out its advantages and limitations.
Chapter 2
Theoretical Background
Parts of this chapter are published in [86].
The following chapter aims to provide an overview of the statistical tools employed
across our investigation. We begin by defining some of the basic, yet fundamental,
probability theory concepts; we build on these by introducing the reader to the field of
information theory, and take a deeper dive in mutual information. We review various
methods for estimating this information theoretical tool, and conclude the chapter
by presenting the methods employed to simulate the models, in order to employ the
information theoretical framework.
2.1 Probability Theory
In order to investigate cell signalling principles and mechanisms, we must first model
the systems. The state of biochemical networks is constantly changing through time,
and as a result, it is important to consider which reactions are likely to occur at what
time. Reaction events are random, however they are regulated by basic probabilistic
laws. For a given event E, the set of all possible outcomes is known as the sample
space S, where E is a subset of S. The probability of its outcome P (E) is based
on the following conditions: the probability of any event E belonging to the sample
space S will be 0 6 P (E) 6 1; the sum of the probabilities of all events E, and thus
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of the entire sample space P (S) = 1; for any events Ei that are mutually exclusive
P
n[
i=1
Ei =
nX
i=1
P (Ei) (2.1)
In addition to these fundamental conditions, probability measures must satisfy a vari-
ety of commonly used properties, algebraic rules, and set theory laws. The “addition
law” is one of these, and states that the probability of one outcome A versus another
B is defined as
P (A [B) = P (A) + P (B)  P (A \B), (2.2)
where the intersection of the outcomes A and B corresponds to the product rule, also
known as the chain rule,
P (A \B) = P (B)P (A|B) = P (A)P (B|A). (2.3)
The probabilities P (A|B) and P (B|A) are termed conditional probabilities; there
are di↵erent forms of defining conditional probability but in essence it represents the
probability of observing one outcome given that the other has already occurred. In
the case in which the events are independent, the event that has already occurred will
not a↵ect the outcome of the other, and hence the conditional probability P (A|B)
will correspond to P (A). Based on these rules it is possible to derive Bayes’ Theorem
of probability which states mathematically that
P (A|B) = P (B|A)P (A)
P (B)
, (2.4)
defining the relationship between the probability of events A and B, and their re-
spective conditional probabilities.
Based on this framework for analysing the probability of events, probability models
have been developed which consider random quantities, which can be categorised
into discrete and continuous. In the given context we describe continuous probability
models, as we consider measurements of time which is a continuous quantity. However,
it is important that even when considering continuous quantities it is possible to
discretise them for ease of use.
Each continuous random variable X will be defined by: a probability density
function fX(x) representing the likelihood of the random variable to occur at a given
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point; based on the laws of probability for each variable X, fX(x) > 0; a cumulative
distribution function FX(x) representing the probability of the random variable
to be less or equal than a given point x according to
FX(x) = P (X 6 x) = P ( 1 6 X 6 x) =
Z x
 1
fX()dx (2.5)
In addition, each continuous random variable X will be characterised by its expec-
tation or mean, representing a weighted average of the possible values according to
E(X) =
R1
 1 xfX(x)dx, and a variance representing the spread of the data around
the expected value as given by
Var(X) =
Z 1
 1
[x  E(X)]2fX(x)dx =
Z 1
 1
x2fX(x)dx  [E(X)]2. (2.6)
When dealing with more than one random variable, in this case assume we have vari-
ables X and Y , it is possible to mathematically quantify aspects of their relationship,
for example by measuring their covariance. The covariance can provide a measure
of if and how much the variables X and Y change together, and is defined as
Cov(X,Y ) = E[(X   E[X])(Y   E[Y ])]. (2.7)
In the instance when the variables are independent, it follows that their covariance
is zero. By combining the use of the covariance and variance, it is also possible to
estimate the strength of the linear relationship between two variables by computing
the correlation, as Corr(X,Y ) = Cov(X,Y )p
Var(X)
p
Var(Y )
, where values close to 1 and -1
are indicators of a strong linear relationship.
All of the above mentioned quantities are useful in defining the characteristics of a
given density function representing a certain probability model. A probability model
which is used recurrently throughout this body of work is the Normal distribution,
also known as Gaussian distribution; this probability model is often employed in the
context of systems biology to describe the state of biochemical networks and is de-
scribed in detail in the box below [112].
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The Normal Distribution
A random variable X is said to follow a normal distribution N(µ, 2), with expecta-
tion µ and variance  2, if its probability density function corresponds to
fX(x) =
1
 
p
2⇡
exp
(
  1
2
 
x  µ
 
!)
, (2.8)
for  1  x  1, and     0. Geometrically, this function will be represented by a
bell shape curve around µ.
By generalising the univariate distribution it is possible to obtain a multivariate
distribution made up of a combination of normally distributed components. In fact,
if X1 v N(µ1, 21) and X2 v N(µ2, 22) are independent normal random quantities,
their linear combination Y = X1 +X2 is also Normal, with
Y v N(µ1 + µ2, 21 +  22). (2.9)
A multivariate Gaussian can have k dimensions, represented both in its mean vector
µ = [E[X1], E[X2], ...E[Xk]], and covariance matrix ⌃ = Cov[Xi, Xj ] where i and
j = 1, 2, ..k. If the covariance matrix is positive definite, or rather if its transpose
is positive for every non-zero column, then the probability density function of the
multivariate Normal will be
fX(x1, ..., xk) =
1p
(2⇡)k|⌃| exp
 
  1
2
(x  µ)T⌃ 1(x  µ)
!
(2.10)
where |⌃| is the determinant.
2.2 Information Theory
Having given a brief overview of the key concepts within probability theory, we can
now build on these and introduce the field of information theory. Information theory
was originally formulated in an engineering context as a theoretical framework typ-
ically dealing with making the transmission of information from sender to receiver
more e cient across some communication channel (for instance, wires, fibre optic ca-
bles, electromagnetic waves, etc). Yet when applied to a biological context it provides
the necessary mathematical tools for the analysis of biological information processing
2.2. Information Theory 11
[18, 29, 30, 107, 141].
In systems biology applications it is tempting to appropriate the engineering approach
wholesale. However, the notion of a channel in biological signal transduction systems
is less well defined, as the inputs and outputs can be of a very di↵erent nature. For
example, the concentration of epidermal growth factor (EGF) could be the input,
while switching cells into a proliferative mode the intended output. More generally,
the channel is the complex machinery that senses and transduces extracellular chem-
ical concentrations, resulting in a transcriptional programme which determines the
cell’s fate. But whether cells proliferate or di↵erentiate, for instance, depends not
only on the presence of a single signal, but also the presence of other molecules and
the temporal profile with which the stimulus is presented to the cells [51]. This intro-
duces a level of nuance on biological information processing that is typically absent
from traditional engineering applications.
Information theory has much more to o↵er to systems and developmental biologists
than an alternative, if descriptive, view of known biological processes. It provides
some of the tools that can be employed in order to get more detailed insights into the
information processing machineries [15, 132, 133, 138, 139]. Unlike conventional (or
Pearson) correlation, information theoretic functionals are capable of picking up non-
linear relationships between variables, such as Hill-type kinetics [124]. An information
theoretic approach can be used to reverse engineer the structure of signalling and reg-
ulatory networks that control, for example, developmental processes at the molecular
and cellular levels [7, 58, 152]. More recently, in addition to network inference (or
reconstruction) information theoretic approaches have also gained prominence in ex-
perimental design, where they allow us to improve our knowledge, e.g. about signal
transduction networks, in a well defined iterative manner [76].
Below we provide an overview of these di↵erent aspects of information theory in sys-
tems biology. We start from a basic outline of information theoretic concepts (aimed
primarily at quantitative biologists) before introducing some key mathematical tools.
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2.3 Uncertainty and Information
The first successful theory of information was developed by C. E. Shannon at Bell
Laboratories in 1948 [121]. Despite the specific nature of his original motivation
(maximising the capacity of communication channels), the theory itself is so general
that it has since been applied, in its original from, to a wide range of disciplines across
science, engineering and economics [7, 12, 78–80, 101, 102, 131] .
Shannon recognised that whatever information is, one should, at least in theory, be
able to measure it. In signals sent over a communication channel one quantifiable
feature is the noise, which is measured, say, in terms of the proportion of incorrectly
interpreted messages. A less distorted signal carries, in the intuitive sense, more
information; conversely, the noisier or more distorted signal is associated to a loss of
information. This link between uncertainty and information is the key insight behind
Shannon’s definition.
Mathematically, one deals with uncertainty in physical quantities using random vari-
ables. A random variable X is a variable that adopts a range of values in some
sample space ⌦X with some probability distribution pX . Examples in biology range
from discrete counts of physical entities (e.g. cell signalling molecules) to continuous
attributes (e.g. temperature, pH levels), all of which, upon repeated measurements,
exhibit some degree of randomness about a mean.
We begin by quantifying the information contained in a single realisation x of some
random variable X. Shannon posited three natural conditions that any such measure
of information I(x) must satisfy.
• First, the quantity of information in the measurement x depends solely on the
probability pX(x), with small values pX(x) corresponding to large I(x). This is
highly intuitive — unlikely and surprising events carry more information than
common occurrences. This condition strips away from the concept of infor-
mation all colloquial associations to the inherent meaning and other semantic
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aspects of the message or signal.
• Second, information must be a continuous function of pX(x); it is only reason-
able that a small change in pX(x) should e↵ect a corresponding small change
in I(x).
• Third, information obtained from independent realisations x1, x2 2 ⌦X should
be additive in the sense that I
 
(x1, x2)
 
= I(x1) + I(x2).
Up to a constant of proportionality, the unique measure that satisfies these three
conditions is the (negative) logarithm
I(x) =   log pX(x) (2.11)
Now the very nature of random variables compels one to consider the space of all
possible realisations in ⌦X , via the expectation operator, rather than just a single
measurement x. In fact, for each event, each possible realisation will have an asso-
ciated probability; what Shannon was interested in was measuring the “choice” in
the selection of the event, and hence our uncertainty of the outcome [54]. According
to Shannon, therefore, information can be thought of as the expected (logarithmic)
surprise from the measurement of a random variable. The entropy represents the
average Shannon information content, and for a continuous variable is
H(X) =  
Z
⌦X
pX(x) log pX(x) dx. (2.12)
Formally, it is given by the entropy H(X), defined as the negative expectation of the
logarithm of the probability distribution.
2.4 Mutual Information
So far we have described information theory in the simple context of a single random
variable. Almost all of biology, however, is the study of the relationships between
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variables — input/output, signal/response, co-regulating genes, competing species,
etc. The most commonly-used tool to characterise these links, namely Pearson’s
correlation measure, unfortunately su↵ers from an inability to properly account for
complex, yet frequently observed, non-linear associations. Information theory, how-
ever, has no such handicap and can be used to shed light on the overall dependency
structures of such systems.
The first step in the multivariate extension of information theory is straightforward.
The measure of information here is the joint entropy H(X,Y, . . . ), defined in terms
of the joint probability distribution pX,Y,.... In the case of two variables, for example,
H(X,Y ) =  
Z
⌦X
Z
⌦Y
pX,Y (x, y) log pX,Y (x, y) dx dy. (2.13)
The joint entropy is maximal if the two variables are independent, i.e. rather when
their joint probability is the product of their marginals, i.e.
pX,Y (x, y)
ind.
= pX(x)pY (y) 8x 2 ⌦X , y 2 ⌦Y , (2.14)
where pX(x) =
R
⌦Y
pX,Y (x, y) dy. The information theoretic approach to quantifying
dependencies, then, is to measure the departures from independence. The avoidance
of any explicit assumptions about the form of the dependencies (e.g. linear, sinusoidal,
etc) allows the approach to be completely general.
The mutual information I(X,Y ) between two random variables X,Y is then defined
as the di↵erence between the joint entropy and the joint entropy under the assumption
of independence of X and Y as shown in Fig.2.1 [81]. It gives the extent to which
knowledge of one variable provides information about the other. Explicitly, one writes
I(X,Y ) =
Z
⌦X
Z
⌦Y
pX,Y (x, y) log
✓
pX,Y (x, y)
pX(x)pY (y)
◆
dx dy
= H(X) +H(Y ) H(X,Y ).
(2.15)
In information transmission settings we always try to maximise dependencies between
X and Y ; by increasing the statistical dependency betweenX and Y , the joint entropy
H(X,Y ) decreases and the mutual information I(X,Y ) increases towards the ideal
value H(X) or H(Y ).
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Figure 2.1: Illustration of the relationship between entropy and mutual information.
It is easily shown that mutual information is non-negative, I(X,Y )   0, with equality
only in the case of independence. The expression is symmetric, I(X,Y ) = I(Y ;X),
reflecting a non-directional association with no claims of causality. In cases where
the random variables represent time-series trajectories, i.e. X = X(t), in addition
to the mutual information between the trajectories, one can also measure the rate at
which information about one trajectory is gained from the other as the length of the
trajectories are increased. The mutual information rate Irate(X;Y ) is defined as
Irate(X;Y ) = lim
T!1
d
dT
I(X(t);Y (t)), (2.16)
for trajectory length T [139].
2.5 Computing Mutual Information
Despite its wide applicability and many favourable properties, it is well known that
estimating mutual information is not straightforward [45]. There are, however, a few
exceptions. In the special case where the joint distribution pX,Y is Gaussian, there
are exact, analytic expressions for mutual information in terms of the determinants
of the correlation matrix C [152], i.e.
I(X,Y ) =
1
2
log
✓ |Cxx||Cyy|
|C|
◆
. (2.17)
Similarly, for the mutual information rate one can obtain the exact expression in
terms of the power spectra [139]. Less trivially, if the probability distributions in
the integrand in (2.15) are not Gaussians but are known in closed-form, estimating
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mutual information becomes an exercise in numerical integration; this approach has
been employed in a biological context for purposes of experimental design such as in
[76].
However, in studies of biological systems, and data exploration tasks in particular, one
is almost never in possession of any prior knowledge of the probability distributions in
(2.15); mutual information will therefore need to be estimated entirely from data. For
discrete variables, not knowing the joint probability mass function is not hindering, as
the probabilities are easily and optimally obtained via maximum likelihood estimation
[147]. Biological variables are, however, typically continuous and the challenge is
to estimate the distribution functions in (2.15) from a finite, and often very small,
number of empirical point measurements [96]. There have been numerous attempts
at constructing better estimators, all of which di↵er in varying extents with regard
to their inherent bias, unwanted tuning parameters, and computation complexity in
higher dimensions, and hence the e ciency of each estimator is context dependant
[24, 124]. A summary of several methods is illustrated in Figure 2.2.
2.5.1 The naive estimator
Perhaps the simplest approach to estimating mutual information, is to discretise the
distribution using standard, fixed-width, histograms, where the probability mass in
each (possibly multi-dimensional) bin is directly proportional to its data occupancy
[20]. To further elaborate, given N simultaneous measurements of two continuous
variables x and y, the data is partitioned into M discrete bins bi of width h. Defining
ki as the occupancy, i.e. the number of measurements in each bin, the probabilities
of each bin are calculated as follows:
p(bi) =
ki
N
. (2.18)
The mutual information between the datasets X and Y will thus be
I(X,Y ) = logN +
1
N
X
ij
kij log
kij
kikj
. (2.19)
Although consistent, this method, which is a uniform partitioning of the XY plane,
systematically overestimates the mutual information, is highly sensitive to the number
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Figure 2.2: Mutual information estimators. Illustration of the application of four
commonly used mutual information estimators on non-linear, two-dimensional, toy
datasets. From the top-left, the estimators used are: fixed-width binning, adaptive
partitioning, kernel density estimator (KDE), and k-nearest neighbours (kNN) esti-
mator. The first three estimate the probability distribution; the kNN estimator, with
k = 3 in this case, estimates the entropy terms in (2.15) directly from the statistics
of the distances di to the third-nearest neighbour of each point.
of bins and, by implication, the number of data points [57]. In fact the estimated en-
tropy is actually not the true value, but an approximation to the true value according
to
hHobservedi ⇡ H   M   1
2N
(2.20)
where hi correspond to the expectation value. As the mutual information is a sum of
entropies it follows that [56]
hIobservedi ⇡ I(X,Y )true + I(X,Y ). (2.21)
The  I(X,Y ) will depend on the number of bins with non zero probability such that
 I(X,Y ) =
Mxy  Mx  My + 1
2N
. (2.22)
By increasingN it is possible to improve the estimation, nonetheless the naive method
systematically overestimates the value of mutual information. There have been stud-
ies which focused on finding the optimal number of bin measurements, however this
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estimator can be improved upon by dropping the restriction on fixed histogram widths
[109]. This is know as adaptive partitioning.
2.5.2 Adaptive partitioning
The concept at the core of adaptive partitioning, is that the mutual information
I(X,Y ) depends on the distributions of the data sets X and Y , and is bounded
by corresponding entropies. This technique employs the concept of relative entropy,
termed Kullback-Leiber Divergence [71], by defining the non symmetric measure of
the di↵erence between two probability distributions X and Y
I(X,Y ) = D(PX,Y ||PX ⇥ PY ) = D(fX,Y ||fXfY ) =
Z
X⇥Y
fX,Y log
fX,Y
fXfY
(2.23)
where fX,Y , fX and fY are the densities of the distributions PX,Y , PX and PY .
Unless the distributions are identical, the Kullback-Leiber Divergence D is always
greater than zero.
There are several variants of adaptive partitioning: one method involves an iterative,
tree-like, equal partitioning of the data, which terminates when the support of each
bin is su ciently uniform (as determined via a  2 test statistic) [49]; a more recent
attempt seeks to achieve an approximately uniform data occupancy across the bins
[24]. In both instances, one aims to maximise the e↵ective sample size of the avail-
able data sets by varying the width of each partition using local rather than global
properties of the data.
Although this method is sophisticated, it does not actually significantly improve the
estimation of mutual information compared to a more simplistic partitioning algo-
rithm, as systematic errors still persist.
2.5.3 Kernel Density Estimation
Another approach, developed by Silverman et al. employs kernel density estimation,
and has been successfully employed in a biological context [122, 124]. This method
generalises the naive estimator by replacing rectangular bins with a kernel function
so as to render the estimator independent from the choice of origin or bin positioning
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[93, 124]. For a general probability model this would correspond to
pˆX(x) =
1
Nh
NX
i=1
K
 
x  xi
h
!
(2.24)
where K(x) represents the kernel function, and is a normalised probability density,
whilst h defines the smoothening parameter. In the case of a Gaussian kernel, a one-
dimensional distribution pX(x) is approximated from a data set {xi}Ni=1, assuming a
given bandwidth h, as
pˆX(x) =
1
Nh
p
2⇡
NX
i=1
e 
(x xi)2
2h2 . (2.25)
The choice of smoothing parameter is crucial and can be made via a canonical rule-
of-thumb [122] or by employing more statistically sophisticated methods like the
smoothed bootstrap and other plug-in techniques [62]. In the case of a Gaussian
kernel, we use the canonical optimal choice, hopt = (
4
3N )
1
5  ⇡ 1.06 N  15 .
In order to compute the mutual information it is also necessary to calculate the two
dimentional kernel estimate
pˆX,Y (x, y) =
1
Nh2
1
2⇡
NX
i=1
exp
⇣
 di(x,y)22h2
⌘
. (2.26)
These one and two dimensional kernel estimates can be plugged into the continuous
form of mutual information which is a functional of probability densities
Iˆ(X,Y ) =
Z
x
Z
y
pˆX,Y (x, y) log
pˆX,Y (x, y)
pˆX(x)pˆY (y)
dxdy. (2.27)
However in order to simplify the algorithm we will consider it to be
Iˆ(X,Y ) =
1
N
NX
i=1
log
pˆX,Y (xi, yi)
pˆX(xi)pˆY (yi)
. (2.28)
The kernel density estimation approach, was the preferred method of choice for mutual
information estimation in this work. Specifically, our algorithm samples N times
from a mixture of multivariate Gaussians with mean (xi, yi) and applies the kernel
density estimator with respect to each Gaussian. In addition we apply the the copula
transformation, by transforming the input data into quantiles [97].
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2.5.4 k-nearest neighbour
So far we have described plug-in methods of approximating mutual information based
on consistent density estimates. Instead, one can also determine mutual information
by direct computation of the entropy terms in (2.15). The best known instance
is, perhaps, the k-nearest neighbour estimator. This technique employs the use of
entropy estimates from the k -nearest neighbour distances in order to compute the
mutual information as described by Kraskov et al. [70]. If we were to consider x as
a one dimensional vector whose elements are arranged by order of magnitude, such
that for N !1 we have that xi+1   xi ! 0, we could define the estimator as
H(X) ⇡ 1
N   1
N 1X
i=1
log(xi+1   xi) +  (1)   (N). (2.29)
In the equation above  (x) is the digamma function
 (x) =  (x) 1d (x)/dx (2.30)
which fulfils  (x + 1) =  (x) + 1x and  (1) =  C, where C = 0.5772156 and is the
Euler-Macheroni constant.
This appears to be one of the best estimators for H(X), however applying this to
higher dimensions is not trivial. For this reasons the authors in [70] take a di↵erent
approach when dealing with the spaces spanned by X and Y . They suggest the
following two di↵erent algorithms
I(1)(X,Y ) =  (k)  h (nx + 1) +  (ny + 1)i+  (N) (2.31)
and
I(2)(X,Y ) =  (k)  1
k
  h (nx) +  (ny)i+  (N) (2.32)
of which the former yields smaller statistical errors, whist the latter has smaller
systematic errors. We chose to work with the first choice, but both equations are
based on the use of the space Z(X,Y ) and the maximum norm
||z   z0|| = max ||x  x0||, ||y   y0||. (2.33)
This allows to calculate the rankings of the distances of each point to its neighbours
for the subspaces in X and Y . They subsequently define ✏(i)/2 as the distance from
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zi to its kth neighbour, and with ✏x(i)/2 and ✏y(i)/2 the distances between the same
points projected respectively onto the X and Y subspace. The term nx(i) in the
equations above denote the number of points whose distance from xi is strictly less
than ✏(i)/2, and the same is true for ny(i). In this method the dependence on the
density is implicit (with an assumption of a uniformity surrounding each kth-nearest
neighbour “ball” as shown in Fig.2.2) rather than explicit, one consequence being
that there is no guarantee that the estimated mutual information value is positive.
2.5.5 Mutual Information for Multivariate Normal Random
Variables
In case where the random variables represent time-series trajectories, i.e. X = X(t)
and Y = Y (t), we can appropriate multivariate Gaussian dynamics for our system,
and estimate the mutual information analytically across the time series correlation
between our variables X and Y [139]. In fact, C.E. Shannon demonstrated that for
an N dimensional Gaussian distribution the entropy corresponds to
H =
1
2
log[(2⇡e)N |C|] (2.34)
where C is the covariance matrix [121]. With this consideration in mind, by assum-
ing that the joint probability distribution of X(t) and Y (t) is a bivariate Gaussian,
and that the vectors are one dimensional, it will ensue that univariate and bivariate
entropies will respectively be
H(X) =
1
2
log(2⇡e 2x) (2.35)
and
H(X,Y ) =
1
2
log((2⇡e)2( 2x 
2
y    2xy)) (2.36)
where  xy represents the covariance. We can then apply these definitions of Gaussian
entropies in the standard formulation of mutual information I(X,Y ) = H(X) +
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H(Y ) H(X,Y ) such that
I(X,Y ) =
1
2
log
 
 2x 
2
y
 2x 
2
y    2xy
!
=
1
2
log
0@  2y
 2y  2xy
 2x
1A
=
1
2
log
0@  2y  2xy 2x
 2y
1A
=
1
2
log
 
1 
✓
 xy
 x y
◆2!
(2.37)
where  xy x y corresponds to Corr(X,Y ).
All of the above approaches have their advantages and disadvantages. A considerable
issue with the naive method, and the adaptive partitioning is that the bin size must
be chosen, and the mutual information changes considerably in relation to it. The
k-nearest neighbour, although quite straightforward, presented numerical issues, gen-
erating negative values due to what others have attributed as being boundary bias
[13]. Therefore, the kernel density estimator seemed to be the most promising ap-
proach. In order to estimate the mutual information of cellular pathways and motifs,
we simulated such systems or used single cell data, where available. The following
section describes the di↵erent simulation approaches used, and under what circum-
stances they were employed.
2.6 Simulation approaches
Biological modelling and computer simulation of biological data, are growing both
in use and importance, as they allow us to understand the interactions between the
elements of a given system based on experimental data [2, 85, 147]. In fact, often
researchers have incomplete or insu cient data in order to draw exact conclusions or
comprehensively address their questions; modelling simulation approaches can aid in
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filling the gaps, often elucidating the mechanisms and molecular interactions of the
system in question by testing and predicting its behaviour. Here, rather than dealing
with the complexities involved in the process of building a model, we focus on the
di↵erent simulation approaches.
When selecting the type of modelling approach the main distinction is between deter-
ministic and stochastic methods. Deterministic models are generally used to describe
the macroscopic behaviour of a system, however they do not account for the intrinsic
variability which is implicit particularly in systems where some of the species can
have small amounts of molecules, e.g. less than 1000, for which a stochastic approach
is necessary [144].
In order to comprehensively analyse the e↵ects of di↵erent kinds of biological noise we
need to consider both deterministic and stochastic dynamics, applied to a range of bi-
ological systems. The intrinsic noise can be represented by the stochastic fluctuations
which characterise stochastic di↵erential equations (SDE), but it is also present in
the perturbation expansion given by the linear noise approximation (LNA) equations.
Extrinsic noise on the other hand can be encompassed by perturbing the dynamics
of di↵erential equations. Each model is parametrised by the parameter vector ⇥; in
our definition of extrinsic noise ⇥ is not identical for all cells. In order to make an
analysis of the extrinsic noise possible, we assume that the values of ⇥ in the cells
are drawn from some probability distribution ⇥ ⇠ g(⇥).
These di↵erent approximation methods were thus employed to simulate various bio-
logical models in order to analyse the e↵ects of noise on the systems. The simulations
were run in Python using the Euler-Maruyama Approximation to solve stochastic
di↵erential equations, the Livermore Solver to solve ordinary di↵erential equations
and the linear noise approximation equations. The following sections are an informal
discussion on the above mentioned approximation methods.
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2.6.1 Ordinary Di↵erential Equations (ODE)
Ordinary di↵erential equations represent the simplest way to solve a model. If we
consider a system with a single species represented by variables x, ODE by definition
allow us to analyse the time evolution of the state of the species x(t), described by
the the small variation in concentration of the species dx in a small time interval dt,
as follows
dx
dt
= fx(x, t). (2.38)
If the di↵erential equations as well as the initial concentrations for a given system
are known, its future behaviour can be solved numerically. However, the di↵erential
equations are not always known, so they must be built starting from the reactions.
If we were to consider a simple system, such as that made up of a kinase X and its
receptor Y , we would have the following reactions:
R1 : ; k1 ! X
R3 : X
k2 ! Y.
To keep the example as simple as possible, we do not account for the degradation
reactions of species X and Y . Regardless, to each reaction Ri corresponds a rate
constant ki; the rate at which each reaction occurs, and the change in species con-
centration related to it, defines the hazard of each reaction hi. For a zeroth order
reaction such as R1, the hazard of the reaction will be defined as
h1 = k1,
whilst for the first order reaction R2 we must also take into account the concentration
of X
h2 = k2X.
Based on this information we can write the ordinary di↵erential equations describing
our system as follows
dX
dt = k1   k2X
dY
dt = k2X.
(2.39)
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Often biological systems are too complex to be solved analytically, and as a result we
need to resort to computational numerical integration performed by solvers such as
the Python Livermore Solver.
Yet, in some systems we encounter the issue of so called “sti↵ness”; a system is sti↵
when along a transient region its behaviour and dynamics vary on di↵erent time
scales, leading the solver to encounter di culties when calculating the step size and
causing it to get stuck at that time step. The Livermore Solver tries to overcome this
issue by using a backward di↵erentiation formula.
Ordinary di↵erential equations do not themselves account for the presence of noise,
however they do allow us to incorporate the extrinsic noise by perturbing the reaction
rates such that each rate was k = k+n where n is sampled randomly from a Gaussian
distribution N(0, (r/f)) in which the standard deviation is proportional to a fraction
of the rate parameter itself.
2.6.2 Simulating pathways with the SDE approximation
In general, modelling with stochastic di↵erential equations is considered to give a
more realistic representation of a system compared to an ODE based approach, in
particular for systems where species are seen to be fluctuating about some value [52].
As previously mention ODEs do not account for the randomness in a system. If we
considered the simple model
dX
dt
= k(t)X(t) (2.40)
where X(t) represents the state of the population X at time t, and k(t) is the rate
of growth of the population. The rate is randomly a↵ected by the environment such
that
k(t) = r(t) + n(t) (2.41)
where r(t) is non random and n(t) represents the noise. The di↵erence between this
type of perturbation, and the one given above is that here the state of k is a↵ected
by noise di↵erently across time; n(t) can be represented by a white noise stochastic
process Wt.
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More generally we could write the SDE according to the Ito formalism
dX
dt
= µ(t,Xt) +  (t,Xt)Wt (2.42)
where µ and ⇢ are some given functions representing the drift vector for each species
(deterministic) and the di↵usion (stochastic) respectively. This method has better
theory underlying it and is more suited to our needs. Some assumptions have been
made on the Wt based on many observed cases:
• for ti 6= tj we will have that Wi and Wj are independent;
• the expectation E[Wt] = 0 for all of t;
• the joint distribution of Wt does not depend on t.
Given these assumptions we can say that Wti ti are stationary independent incre-
ments with mean 0, best represented by the Brownian motion Bt [142]. Browninan
motion, first described by Scottish botanist Robert Brown, represent the random col-
lision of molecules in a liquid such as those given by pollen grains suspended in liquid
[98]. In our simulations these Brownian motions correspond to a vector of Gaussian
processes and represent the intrinsic noise.
The equation representing a d dimensional Ito di↵usion process can also be written
following the integral notation which is more appropriate
X(t) = X0 +
Z t
0
µ(i,Xi)du+
Z t
0
 (i,Xi) dWi. (2.43)
To best understand how to construct a system stochastically using the above men-
tioned approach we will consider the following example of ordinary di↵erential equa-
tions topologically representing a feed forward loop8>>><>>>:
x˙ = ↵   x  !xy    x
y˙ =  x   y   !xy
z˙ = !xy    z
(2.44)
For simplicity, we presume the initial concentrations of species x, y, and z to be equal
to zero, however these can be set to values of the users choice.
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In order to construct the stochastic di↵erential equations from the above ODE system,
one must first define the reactions of the system.
R1 : ↵ ↵ ! X
R2 : X
  ! ↵
R3 : X
  ! Y
R4 : Y
  ! ↵
R5 : X + Y
! ! Z
R6 : Z
  ! ↵
(2.45)
In this specific example, the majority reactions are of the first order, with the excep-
tion of the first which is of the zeroth order, and the fifth which is of the second order
according to Michaelis-Menten enzyme kinetics. To each reaction Ri corresponds a
stochastic rate constant ci and a reaction hazard hi
h1 = c1 = ↵
h2 = c2X =  X
h3 = c3X =  X
h4 = c4Y =  Y
h5 = c5XY = !XY
h6 = c6Z =  Z
(2.46)
The stoichiometric matrix S can be computed as
S = (Post  Pre)T =
0BBB@
1  1  1 0  1 0
0 0 1  1  1 0
0 0 0 0 1  1
1CCCA (2.47)
When dealing with a system of chemical reactions, we can employ the use the Langevin
chemical equation [53]
dXt = S · h(Xt)dt+ S · diag
p
h(Xt)dWt
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in order to obtain the drift vector and di↵usion matrix which will respectively be
µ = S·h(Xt, c) =
0BBB@
1  1  1 0  1 0
0 0 1  1  1 0
0 0 0 0 1  1
1CCCA
0BBBBBBBBBBBBB@
h1
h2
h3
h4
h5
h6
1CCCCCCCCCCCCCA
=
0BBB@
h1   h2   h3   h5
h3  h4  h5
h5  h6
1CCCA
and
  = S·diag{
p
h(Xt, c)} =
0BBB@
1  1  1 0  1 0
0 0 1  1  1 0
0 0 0 0 1  1
1CCCA·
0BBBBBBBBBBBBB@
p
h1 0 0 0 0 0
0
p
h2 0 0 0 0
0 0
p
h3 0 0 0
0 0 0
p
h4 0 0
0 0 0 0
p
h5 0
0 0 0 0 0
p
h6
1CCCCCCCCCCCCCA
=
0BBB@
p
h1  
p
h2  
p
h3 0  
p
h5 0
0 0
p
h3  
p
h4  
p
h5 0
0 0 0 0
p
h5  
p
h6
1CCCA (2.48)
By combining the above and substituting them into the the Langevin equation formula
we can now write out the SDE system in vectorial form
d
0BBB@
X
Y
Z
1CCCA =
0BBB@
h1  h2  h3  h5
h3  h4  h5
h5  h6
1CCCA dt+
0BBB@
p
h1dW1  
p
h2dW2  
p
h3dW3 0  
p
h5dW5 0
0 0
p
h3dW3  
p
h4dW4  
p
h5dW5 0
0 0 0 0
p
h5dW5  
p
h6dW6
1CCCA (2.48)
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By substituting the hazards in dXt = S · h(Xt, c)dt + S · diag{
p
h(Xt, c)}dWt, we
can extract the Ito stochastic di↵erential equations [53] as follows8>>><>>>:
dX = (↵   x   x  !xy)dt+p↵dW1  
p
 xdW2  p xdW3  p!xydW5
dY = ( x   y   !xy)dt+p xdW3  
p
 ydW4  p!xydW5
dZ = (!xy    z)dt+p!xydW5  p zdW6
(2.48)
There are many stochastic di↵erential equation algorithms available, however for our
needs we felt the best suited was the Euler-Maruyama approximation [147], which
relies on time discretisation. We can discretise the general Ito di↵usion equation
dXt = µ(t,Xt) +  (t,Xt)Wt (2.48)
by considering 0 = t0 < t1 < .... < ti < tm = t. We have that
Xi+1  Xi = µ(ti, Xi) ti +  (ti, Xi)Wti ti (2.48)
where Xi = X(ti). For the circuit in question it corresponds to8>>><>>>:
Xi+1 = Xi + ⇢1(ti, Xi) t+  1(ti, Xi) Wi
Yi+1 = Xi + ⇢2(ti, Yi) t+  2(ti, Yi) Wi
Zi+1 = Xi + ⇢3(ti, Zi) t+  3(ti, Zi) Wi
(2.48)
This same approach, described for the feed forward loop system, was also applied to
the other systems investigated in this body of work, in order to obtain the correct
SDE for each system.
2.6.3 The Linear Noise Approximation
The Linear Noise Approximation was employed in order to identify a solution for sta-
tionarity in the systems which normally are very computationally demanding, whilst
dealing with the stochastic dynamics implicitly [142, 147]. It only uses informa-
tion about the stoichiometries in the system and the macroscopic reaction rates, and
therefore can be obtained rapidly.
A very good explanation of how to compute the Linear Noise Approximation is given
by Komorowski et al., who use it to do Bayesian inference of biochemical kinetic
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parameters [68]. They consider a general system of N species made up of X number
of molecules inside a volume ⌦, giving a concentration x = X/⌦. They further denote
S = {Sij}i=1,2,..N ;j=1,2,...R as the stoichiometric matrix, where R are the chemical
reactions corresponding to the event j which leads to the change in molecule number
of i. The probability of an event occurring in the time interval [t, t + dt] is given by
the mesoscopic transition rates f(x,⌦, t).
The LNA equations are obtained by a second order Taylor expansion in the powers of
1/⌦ of the Chemical Mater Equation (CME), which is the probability of the system
being in state x at time t, giving a description of the system on two di↵erent levels,
the macroscopic and mesoscopic one. The parameter ⌦ measures the fluctuations
relative to the concentrations of reactants in the system, and the reason for choosing
1/⌦ is because the fluctuations decrease proportionally to the inverse of
p
⌦.
The LNA divides the system’s state into a deterministic and stochastic part, expressed
as the first and second terms in the following equation
x(t) = '(t) + ⌦ 1/2⇠(t). (2.48)
The amount of each reactant x is therefore replaced with a set of two variables, of
which the deterministic one represents the mean concentration of reactant and the
stochastic part corresponds to the deviation of the reactant from its mean concentra-
tion value. The equation describing the stochastic part is itself made up of two terms
respectively comprising the drift A and di↵usion E
d⇠(t) = A(t)⇠dt+ E(t)dW (t). (2.48)
The LNA can be used for rapid characterisation of the stochastic dynamics of intra-
cellular systems over large parameter regions. The solution for the mean and variance
can be also be solved analytically, and can be used to obtain the likelihood, sensitivity
and robustness of the system, as demonstrated in [67, 144].
In this chapter, we have introduced and described in brief the di↵erent methods
employed throughout this body of work. The following chapters will focus on their
applications to di↵erent interaction networks and pathways.
Chapter 3
Information Processing by
Simple Molecular Motifs and
Susceptibility to Noise
Parts of this chapter are published in [89].
In order to elucidate the information processing dynamics of molecular signalling
processes, we start by applying an information theoretical framework to a set of
very simple signal transduction systems under di↵erent dynamical conditions. There
are two subtle but we feel important di↵erences between traditional applications
of information theory and those found in biological systems. First, any molecular
signal transduction pathway typically maps the input (such as an environmental
stimulus), X onto an appropriate cellular response, (e.g. the concentration of an
active transcription factor), Z. Instead of faithfully reproducing the signal it is in
fact processed , i.e. altered. Adaptive behaviour, where the response of the system
attenuates back to the baseline level for a continuing stimulus, serves as a useful
example, where I(X,Z) would vary over time and eventually, for perfectly adapted
behaviour will approach zero. This can be partly accommodated into a conventional
31
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information theoretical approach by considering X and Z to be random variables with
di↵erent event spaces [137]. This may happen, for example, for switch-like behaviour,
where Z ⇡ 0 for X smaller than some threshold X < Xt, and Z ⇡ c > 0 for X > Xt;
here a continuous input is mapped onto distinct “ON” and “OFF” states [140].
The second di↵erence lies in the physical manifestation of biomolecular signal trans-
duction systems, which di↵er profoundly from their engineering counterparts: in phys-
ical systems there is a clear distinction between the channel or information transmis-
sion infrastructure (typically wires or antennas), the message (electrons or electro-
magnetic waves) and the energy required to deliver the message are typically distinct
— although for e.g. single molecule transistors such a separation no longer holds.
In biomolecular systems, the information processing machinery, the message, and
the energy units are all molecules and medium and message are intricately linked
[16, 64, 86].
With these considerations in mind, below we will discuss the roles of intrinsic and
extrinsic noise in the context of simple systems, starting with motifs, which represent
the building blocks of many signalling pathways in both eukaryotes and prokaryotes.
We will continue our investigation by applying the information theoretical framework
to other simple but key biological processes, such as protein expression, before taking
a deeper dive into specific signalling pathways in the following chapters.
3.1 Noise in Simple Motifs
We begin by estimating the mutual information between molecular species that form
the inputs and outputs of three increasingly complex molecular signalling motifs [3, 37,
59] under the e↵ects of di↵erent types of noise, see Fig.3.1. The first motif we consider
is a basic input-output system with just two molecular species, corresponding to, for
instance, a kinase and its regulated target substrate, with no additional interactions.
Next, we introduce an additional species, to create a cascade motif, made up of
a chain of elements with linear dependencies, which in a biological context could
represent a simple signalling cascade [91]. The final motif is a three-species system of
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Figure 3.1: Here we show the behaviour of the simple input-output motif (A), the
linear motif (B) and the feed forward loop motif (C), in the presence of extrinsic
(orange), intrinsic(green), and both types of noise (blue) — all with comparable
output variances — as well as in the absence of noise (yellow). For simplicity all
three motifs contain a single time-varying stimulus S(t) and molecules with fixed
degradation rates. The scatter plots depict the distributions of species X and Z for
each motif (simple, linear and feed forward loop from left to right), and show how the
molecular species react to di↵erent input signals S = {1, 5, 10, 20}, increasing from
the top to the bottom rom respectively. The bar charts represent the trend in mutual
information computed via KDE between molecular species X and Z for the motifs in
the presence of the above mentioned di↵erent input signals.
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the simple feed-forward loop (FFL) type [3, 82]. Note that there are eight di↵erent
structural types of FFL based on di↵erent combinations of activation and repression,
each categorised into coherent and incoherent depending on whether the sign of the
direct and indirect regulation path are the same or opposite. Here the focus is on
the so-called coherent type-1 FFL which appears commonly in both E. coli and S.
cerevisiae [82].
Using a stochastic di↵erential equation (SDE) model, extrinsic noise is introduced via
parameters that follow themselves a Gaussian distribution. We observe that most of
the time the mutual information I(X;Z) is highest for the cases with extrinsic-only
noise; information transmission is most a↵ected, therefore, by the presence of intrinsic
noise and, perhaps counter-intuitively, the loss in fidelity is not su ciently mitigated
by increasing signal strengths. Interestingly the mutual information value in the
presence of both types of noise often appears to be between that displayed solely in
the presence of intrinsic and solely extrinsic types of noise. This is somewhat counter-
intuitive as we would expect the mutual information of the systems in the presence
of both types of noise to be the lowest of the three. It leads us to believe that the
two types of noise interact in a non-additive manner.
Furthermore, although this conclusion about the relative impact of the di↵erent types
of noise cannot be generalised to all signalling pathways, the observed pattern is
surprisingly similar across the three otherwise non-trivially di↵erent systems. The
pattern also remains consistent when analysing these systems with di↵erent input
signals S. In addition, our results show that increasing the value of S decreases the
mutual information significantly in the presence of extrinsic noise.
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Figure 3.2: Here we show the trajectories for molecular species Z simulated with both
LNA and SDE, for the simple (A), linear (B), and feed forward loop (C) motifs. The
box plot displays the mutual information for these motifs computed analytically with
the LNA based approach (displayed by a cross symbol) compared to 100 estimates
obtained with the kernel density estimator which employs the SDE results. While
the LNA is capable of capturing the average behaviour, the variability of the the
output is reduced considerably compared to the SDE case, and this is reflected in the
apparent increase in mutual information observed for the LNA compared to the SDE
case.
To investigate the generality of our results further, the same set of motifs was also
considered but accounting for the possibility of basal transcription and activation of
each of the molecular species under mass action kinetics — this would be expected
to reduce the ability of the system to trace the signal appropriately. In Fig.3.2 we
show the trajectories for molecular species Z in the simple, linear and feed forward
loop obtained with the LNA compared to 100 trajectories obtained with the SDE; the
mean value of the latter (red line) corresponds to the ODE trajectory obtained with
the former (green line). As is apparent in the figure, while the average behaviour of
the LNA and the SDE are in excellent agreement (as are their respective variances),
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the (analytical) MI estimates obtained for the LNA are consistently higher than those
obtained from the SDE simulations (which were estimated using KDE described in
the previous chapter); this reflects the way in which the LNA fails to capture non-
Gaussian noise. The MI estimates in Fig.3.2 for the LNA appear inflated compared
to the SDE case, as the LNA restricts the joint distribution of the state variables,
here input, X, and output, Z, compared to the SDE (which captures the stochas-
ticity of the system fully). Nevertheless both estimates display the same qualitative
dependence on the signal and are consistent across motifs.
Thus far we have only looked at stationary signals. Biologically more interesting
are, of course, dynamically changing signals — such as spatial di↵erences in nutrient
abundance or temporally varying environmental signals. For simplicity we consider
a very simple form for a signal that changes with time: a square wave process that
alternates between successive “ON” and “OFF” states. We model the motifs under
two scenarios of this signal, corresponding to di↵erent switching rates, and investigate
the covariances and mutual information values between the inputs and outputs of the
three motifs for di↵erent levels of noise.
In a first instance, the motifs are simulated with the LNA which already accounts for
the intrinsic noise, to which varying degrees of extrinsic noise are added as displayed
in Fig.3.3. it was interesting to see how the mutual information varies in relation to
the signal dynamics. In fact it oscillates between two values, reaching its peak and
base points just after the switch is turned OFF and ON respectively. This reflects
the time it takes the system to adapt to the new input.
The average mutual information between input and output is not a↵ected by the
level of extrinsic noise, but its variance increases quite considerably; we do, however,
observe that this increase with extrinsic noise is somewhat suppressed as the motifs
become more complicated (as the e↵ects of di↵erent origins of noise can balance one
another out). Interestingly, the covariances shown in the figure trace the dynamics
of the inputs more faithfully than do the MI estimates; this is because the MI also
depends on the individual variances of X and Z, which have their own temporal
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Figure 3.3: The figure displays the distributions of the covariances and mutual
information values across time between variables Xand Z,in the simple, linear and
feed forward motif (from top to bottom respectively) in the presence of di↵erent noise
perturbations. The first column represents the present of intrinsic noise only, already
included in the linear noise approximation simulation; as we go from left to right
we gradually increase the amount of added extrinsic perturbation. The simulations
were performed in the presence of a signal S switching between an on and o↵ state
S = [0, 1], every 1.0 (red) or 2.0 (green) time steps (the integration step used was
dt = 0.01).
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dependencies. The details of this do, of course, depend on the parameters of the motifs
analysed here, but the results obtained here are characteristics for the behaviour that
can be observed for even such simple motifs. Obviously, signalling dynamics will
depend on the frequency characteristics of the input signal as well.
For the FFL, depending on the parameters, any number of di↵erent types of behaviour
can be observed. But generally, we find that the mutual information between X and
Z, I(X,Z), is less distorted as the extrinsic noise is increased compared to the other
motifs. More generally, the mutual information also traces the signal more faithfully
for the FFL, as X a↵ects Z both directly and indirectly via Y , which integrates
out some of the distortions resulting from extrinsic noise. More generally, it was
also interesting to see how the mutual information varies in relation to the signal
dynamics. In fact it oscillates between two values, reaching its peak and base points
just after the switch is turned OFF and ON respectively.
To complete the analysis of the motifs under dynamic conditions, we analysed the
behaviour of the motifs with the same signal conditions, simulated with ordinary
di↵erential equations but perturbed by extrinsic noise only, and compared them to
the corresponding stochastic system (intrinsic noise) and a system with both types
of noise.
In Fig.3.4 we show trajectories for molecular species Z in the three systems. What can
be seen from the trajectories, is that the intrinsic noise appears to govern the dynamics
of Z; in fact, combining both noise sources a↵ects the trajectories only marginally. In
the lower part of the figure we focus on the mutual information estimates. The mutual
information was computed via the KDE across all types of noise for two specific time
points. The time points, T1 and T2 displayed on the trajectories of species Z, were
selected based on the observations made in Fig.3.3; specifically we chose time points
just after the switch is turned OFF and ON to estimate the peak and base in the
mutual information oscillation.
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Figure 3.4: The figure displays the trajectories of species Z,in the simple input-
output, linear and feed forward motif in the presence of di↵erent noise perturbations,
intrinsic, both, and extrinsic, from top to bottom respectively. The systems were
simulated for di↵erent signal frequencies S1 and S2, displayed in the bottom right
side of the figure. For each of the frequencies di↵erent time points T1 and a time
point T2 were selected at which to estimate the mutual information. The strip chart
displays the mutual information values computed between species X and Z for the
systems in question, under each type of noise conditions.
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We show the mutual information for the linear three-node motif and the FFL are
highest for the ODE with extrinsic noise, while for the simple motif it is lowest. This
result is highly dependent on the relative sizes of the di↵erent parameters and can
be explained by the e↵ect that di↵erent parameters have on the system dynamics.
Generally, cells that have di↵erent internal parameters will map inputs onto di↵er-
ent outputs, which may appear as inflated information transmission: note that the
steady-state abundances (if steady states exist) of all molecules will depend on the
parameters. We also compare the information transmission e ciency for di↵erent
signal frequencies (S1 and S2); the e↵ects here are also more pronounced when noise
is due to extrinsic sources: when extrinsic noise is present we find a greater di↵er-
ence between minimal and maximal transmitted mutual information . When solely
intrinsic noise is present, this apparent dependence of transmitted information on the
frequency of the signal is no longer observable. Across these systems it would appear
once again that the addition of intrinsic noise to extrinsic noise is not cumulative, as
the value of mutual information in the presence of both types of noise seems to be
oscillating around that of the intrinsic noise.
3.2 Noise in protein expression and activation
So far we have considered generic models that have previously been described in,
or applied to, biological signalling or regulation dynamics. Here we apply the same
perspective to a model of protein expression that is more immediately connected to
biological processes [41, 60]. Protein expression requires a cascade of biomolecular
reactions to produce functional protein. Each reaction is associated with a relative
loss of information, but some may distort signals more than others. We consider the
model used by [69] to describe gene expression and activation of the protein product
via reversible phosphorylation, where the kinase and phosphatase are assumed to be
abundant and at constant activity levels.
The following equations, involving mRNA m, protein, P and active (phosphorylated)
protein, P ⇤, were considered in order to simulate the system in a similar fashion as
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above:
dm
dt = ↵   m   m
dP
dt =  m   P + !P ⇤    P
dP⇤
dt =  P   !P ⇤   µP ⇤
(3.0)
The model represented in Fig.3.5, was considered with di↵erent rates of dephospho-
rylation (parameter !) and degradation of the active protein (parameter µ), which
were previously shown to be the reactions that make the largest relative contribu-
tions to the variability in the abundance of the active protein [69]. For this system
we proceed as before and estimate the MI for the three noise scenarios between the
three molecular species at steady state. Again we find that extrinsic noise leads to an
apparent increase in the mutual information, see Figure 3.5, whereas intrinsic noise
leads to a clear reduction in the mutual information. Mutual information is always
highest between P and P ⇤ but low overall. Again we observe a trend where mutual
information appears to increase in the presence of extrinsic noise and in the presence
of both types of noise the mutual information typically takes on intermediate values.
The dependence of the mutual information (for the two cases exhibiting extrinsic
noise) on the rates of dephosphorylation and degradation is such that it initially
decreases as the rates of these two processes increase, before increasing again with
further increase in the dephosphorylation and degradation rates. We will revisit these
observations below. The most important result of this finding is that the apparent
amount of mutual information between e.g. mRNA and protein or active protein can
be inflated by cell-to-cell variability due to extrinsic sources of variability.
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Figure 3.5: Heat map representation of the mutual information values in relation
to di↵erent phosphatase and degradation activity. We consider di↵erent rates of
dephosphorylation (phosphatase activity) and protein degradation and find for ex-
trinsic noise that when these rates are minimal, the mutual information between
mRNA, m, protein P , and active protein P ⇤ becomes maximal. It decreases as the
rates are increased, but increases again as both the degradation and phosphatase ac-
tivity increase. Intrinsic noise alone results in negligible transmission of information
irrespective of the rate constants for degradation and dephosphorylation.
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3.3 Discussion
An important issue to remember is that while mutual information can shed light
upon the e↵ectiveness of transmission of information, information is only a statistical
measure for the regularity of patterns in a stream of data — not all of this may be
biologically relevant. Extrinsic noise — the systematic di↵erences in molecular pa-
rameters between di↵erent cells — will often (but not always) act to distort or stretch
out signals. For the purpose of illustration we consider a system with two molecular
species described by random variables X and Y (e.g. the simple linear motif), with
X ⇠ f(S, ✓) and Y ⇠ g(x, ✓) (we consider systems where Y is independent of S con-
ditional on the state of X). Then given an input signal (which may change over time
S(t), in cells which have identical parameters ✓0 we obtain measurements x01, x02, . . .
and y01, y02, . . .,
x0i ⇠ f(si; ✓0) and y0i ⇠ g(x0i; ✓0)
In the presence of extrinsic noise the cells will di↵er in their respective parameters
and we obtain x1, x2, . . . and y1, y2, . . .,
xi ⇠ f(si; ✓i) and yi ⇠ g(xi; ✓i)
Then we generally expect (and have indeed found in the results shown here) that
I((x1, x2, . . .), (y1, y2, . . .)) & I((x01, x02, . . .), (y01, y02, . . .)). (3.0)
The dynamics of the signal transduction system a↵ect the mutual information as
well as the entropies of the random variables X and Y ; suppression of the e↵ects of
extrinsic noise will not be the rule, but its e↵ect will be reduced if intrinsic noise is
appreciable. We can also rationalize the inequality (3.3) by considering the e↵ects of
extrinsic noise on the terms in the definition of the mutual information:
I(X,Y ) = H(Y ) H(Y |X).
Extrinsic noise will tend to lead to an increase in the spread of Y and hence H(Y ) will
increase under extrinsic noise. Depending on the dynamics of the signalling system
we would also expect the conditional entropy H(Y |X) to decrease as both Y and X
are functions of the parameters ✓ that di↵er between cells.
3.3. Discussion 44
For intrinsic noise alone the interplay between the dynamics of the molecular informa-
tion processing system and the concomitant inherent stochasticity are already di cult
enough to disentangle and have attracted considerable attention [21, 41, 50, 60]. Espe-
cially for non-linear systems the combined e↵ects of noise and dynamics can give rise
to rich and diverse behaviour of the system [17]. Here we have mostly focussed on the
stationary dynamics and there, as far as the information transmission is concerned,
we can typically ignore much of this complexity (provided a stable set of equilibrium
solutions exists). Because of the lack of normalization of the mutual information, the
channel capacity [32, 141],
C = argmaxp(S)I(S, Y )
is sometimes preferred over the mutual information; this is a variational problem over
the possible input distributions, p(S), of the signal, S.
But the channel capacity also implicitly depends on the parameters, ✓, characterizing
the information processing network, i.e. the function, f(S; ✓). This makes the in-
terpretation of the information processing capability of populations of systems/cells
in the presence of extrinsic noise less straightforward. In principle we could consider
the channel capacity averaged across the ensemble but this would hopelessly skew
the results, as it will be the between-cell variability that will drive the “apparent”
information between inputs and outputs that is captured by the mutual information.
In each single cell — or any ensemble of cells with the same kinetic parameters — the
mutual information will be much smaller as intrinsic noise alone will only decrease
and never increase information — of course, extrinsic noise only increases apparent
information (the “level of surprise” at seeing a given symbol/signal). Taken together
we cannot predict a priori how these contrasting forces will interact. Certainly the
e↵ects of di↵erent types of noise on signal transduction are not simply additive.
Extrinsic noise, i.e. di↵erent parameters characterising the biomolecular reaction
networks in di↵erent cells, can even lead to qualitatively di↵erent behaviour across
a population of cells; some cells might, for example, oscillate, while others attain
a stable equilibrium (depending on the eigenvalues of the corresponding Jacobian
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matrices describing the di↵erent systems). Di↵erent parameters are associated with
di↵erent gradient fields that may drive solutions (even for identical initial values) to
diverge; especially for linear and monotonic systems we would then expect to observe
an apparent increase in the mutual information for extrinsic uncertainty. Intrinsic
noise, by contrast will typically (but not always) broaden a deterministic solution.
How and when these di↵erent sources of noise work together and how they a↵ect
information transmission, is highly dependent on the system under consideration;
this is especially true for non-linear and non-monotonic dynamical systems.
However, it is clear that these types of noise do not contribute to the information
transmission across the system in a simple additive way.The present analysis appears
to suggest that extrinsic noise can give rise to “apparent information” and it is impor-
tant to be aware of this when assessing biological information processing systems, or
comparing single-cell and population level processes from an information theoretical
perspective.
What this analysis has provided is a quantitative assessment of the e↵ects of di↵erent
types of noise on the information transmission along simple network motifs inspired
by biophysical systems. We feel that there are two important lessons that follow from
this work: (i) even for very simple systems and simple signals the information theoretic
analysis reveals rich and diverse behaviour. Because of the statistical definitions of
entropies and mutual information this diversity may be hard to glean from looking
at the dynamics of the system alone; instead we really have to understand the e↵ect
of the dynamics of the molecular reaction network onto the distributions of outputs;
(ii) as single cell data are becoming available more routinely it becomes important to
be able to deal with extrinsic noise as it tends to a↵ect our assessment of biological
information processing and can lead to inflated estimates of the mutual information
from single cell data. There are di↵erent ways to implement extrinsic noise and the
one chosen here is perhaps among the most straightforward and convenient [127, 136].
The comparison of the LNA with exact stochastic simulations was instructive in
showing that the amount of variability and the shape of the distribution of outputs
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can play a profound role. The LNA may miss some of this as real distributions
may di↵er quite substantially from the underlying Gaussian assumption in the LNA,
especially for low molecule abundances and/or non-linear dynamics. The dynamical
features of a system a↵ect the information transmission even at stationarity. Analysis
of such simple motifs and the way that they shape cellular information transmission
can only be a first step, but it is a necessary one, towards understanding of cellular
decision making processes.
Chapter 4
The function of ERK and
MEK from an information
theoretic perspective
Parts of this chapter are published in [47]
Following our analysis on the molecular motifs, a natural progression for our study
is analysing cellular pathways containing these molecular building blocks. As men-
tioned in Chapter I, we are particularly interested in the cellular pathways involved in
cell fate decision making processes, where the information processing capability can
significantly impact the cell’s survival. We choose to investigate the ERK signalling
pathway, which provides an interesting point of focus given its role both in cell fate
and disease, as will be explained in the following sections.
4.1 Investigating the ERK signalling pathway
The mitogen-activated protein kinase (MAPK) pathway exists in all eukaryotes, and
regulates key cell functions including proliferation, di↵erentiation and cell survival
47
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[28, 66]. Common to all MAPKs is the pathway architecture made up of a mem-
branous G-protein upstream of three cytoplasmic kinases: a MAPK kinase kinase
(MAPKKK), a MAPK kinase (MAPKK) and a MAPK [103, 116]. The pathway is
initiated by extracellular mitogen binding to a G-protein receptor, leading to an in-
tracellular signalling cascade whereby the kinases are sequentially activated via dual
phosphorylation reactions[1]. These phosphorylation reactions are reversible through
the action of phosphatases, and the removal of a single phosphate group is enough
to deactivate the protein. The pathways are named after the MAPK which is regu-
lated; here the focus is on the ERK (extra-cellular-signal regulated kinase) pathway,
and its role in information processing. Given its importance in cell fate decision mak-
ing processes, this signalling pathway has been examined extensively [5, 65, 103, 126].
The ERK cascade is comprised of core modules RAS/RAF/MEK/ERK as seen in
Fig.4.1. RAS is activated through the recruitment of GDP/GTP exchange factors to
the cell membrane; in its active form, RAS binds with high a nity to RAF which is
translocated to the cell membrane where it is activated [92]. Mammalian cells possess
three types of RAF kinases — RAF-1, A-RAF, and B-RAF —, all of which are acti-
vated by RAS and in turn activate two MEK isoforms through the phosphorylation of
two serine residues [94, 117]. Active MEK phosphorylates the tyrosine and threonine
residues of ERK which is subsequently transferred to the nucleus where it regulates
cell fate decisions [27, 72].
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Figure 4.1: (A) The RAS/RAF/MEK/ERK signalling cascade. (B) The molecular
mechanisms behind distributive and processive phosphorylation and dephosphoryla-
tion, and their associated reaction rates. (C) The impact of the upstream signals on
MEK, modelled using a time dependant function, involving parameters k1, k10 and k2,
representing the pulse height, background signal, and degradation rate respectively.
4.1.1 ERK phosphorylation and dephosphorylation
The mechanisms, by which the (de)phosphorylation of the ERK residues occurs,
have been the subject of numerous studies, mainly investigating two possible scenar-
ios: (i) active MEK catalyses the phosphorylation of the residues successively before
unbinding, a mechanism referred to as processive phosphorylation; (ii) the kinase
unbinds after each phosphorylation event, a process termed distributive phospho-
rylation [55, 135]. Each mechanism has biological implications which impact on the
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molecular dynamics, and thus may be better suited to di↵erent situations. The mech-
anisms of (de)phosphorylation of ERK in vitro were demonstrated to be distributive
[19, 46, 151]; however, this is not necessarily the case in vivo, where in the event of
molecular crowding phosphorylation has been shown to be processive [5, 87, 119]. In
fact, within the living cell, sca↵old proteins are present which have been found to
regulate the MAPK signalling modules in mammals, facilitating their assembly and
activation [95]. For example, the Kinase Supressor of RAS (KSR) is a highly con-
served sca↵old protein which positively regulates the ERK pathway, by interacting
with multiple modules including RAS, MEK and ERK [99, 129]. The ERK pathway
components do not necessarily require the intervention of the sca↵old proteins for
their assembly; their involvement would replace the mediation of the protein kinases,
shifting the system from a distributive to a processive phosphorylation mechanism,
and hence, from a mathematical perspective, decreasing the sensitivity of the pathway
to the protein kinase concentration [95, 135].
4.1.2 ERK (de)phosphorylation - a mathematical model
The two possible mechanisms of (de)phosphorylation, outlined in Fig.4.1 can be de-
scribed by the following reactions
Phosphorylation
Processive: E +M
k3 *) 
k4
E ·M k5 ! pE ·M k6 ! ppE +M
Distributive: E +M
k3 *) 
k4
E ·M k7 ! pE +M k8 *) 
k9
pE ·M k6 ! ppE +M
Dephosphorylation
Processive: ppE + Pt
k
0
3 *) 
k
0
4
ppE · Pt k
0
5 ! pE · Pt k
0
6 ! E + Pt
Distributive: ppE + Pt
k
0
3 *) 
k
0
4
ppE · Pt k
0
7 ! pE + Pt k
0
8 *) 
k
0
9
pE · Pt k
0
6 ! E + Pt
In the system of reactions the focus is on the interaction between phosphorylated
MEK, referred to as M , and ERK, referred to as E; their interaction generates the
additional protein complexes where p represents the binding of a phospho group, and
Pt represents the phosphotase activity. The reaction rates are shown above or below
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the corresponding reactions. Further to this, the upstream events which allow for the
presence of active MEK can be described by two additional reactions
Ø
g(k1,T,k10,t)        !M
M
k2 ! Ø,
where g is a function given by
g(k1, T, k10, t) = k10 +
k1
exp(t  T ) + 1 .
The choice of describing MEK via a simple sigmoid function, where its birth rate
varies with time, was based on a previous study [47].
The combination of these reactions leads to four possible models of behaviour: distributive-
distributive (DD), distributive-processive (DP), processive-distributive (PD) and processive-
processive (PP), where the first term refers to the phosphorylation and the second
to the dephosphorylation mechanism respectively. The evolution of the concentra-
tion of the species in the system under these models are described by the following
ODEs
Distributive phosphorylation - Distributive dephosphorylation (DD)
d[M ]t
dt
= g(k1, T, k10, t)  k2[M ]t   k3[E]t[M ]t + k4[E.M ]t + k6[pE.M ]t + k7[E.M ]t
  k8[pE]t[M ]t + k9[pE.M ]t
d[E]t
dt
=  k3[E]t[M ]t + k4[E.M ]t + k06[pE.P t]t
d[E.M ]t
dt
= k3[E]t[M ]t   k4[E.M ]t   k7[E.M ]t
d[pE]t
dt
= k7[E.M ]t   k8[pE]t[M ]t + k9[pE.M ]t + k07[ppE.P t]t   k08[pE]t[Pt]t + k09[pE.P t]t
d[pE.M ]t
dt
=  k6[pE.M ]t + k8[pE]t[M ]t   k9[pE.M ]t
d[ppE]t
dt
= k6[pE.M ]t   k03[ppE]t[Pt]t + k04[ppE.P t]t
d[Pt]t
dt
=  k03[ppE]t[Pt]t + k04[ppE.P t]t + k06[pE.P t]t + k07[ppE.P t]t   k08[pE]t[Pt]t + k09[pE.P t]t
d[ppE.P t]t
dt
= k03[ppE]t[Pt]t   k04[ppE.P t]t   k07[ppE.P t]t
d[pE.P t]t
dt
=  k06[pE.P t]t + k08[pE]t[Pt]t   k09[pE.P t]t
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Distributive phosphorylation - Processive dephosphorylation (DP)
d[M ]t
dt
= g(k1, T, k10, t)  k2[M ]t   k3[E]t[M ]t + k4[E.M ]t + k6[pE.M ]t + k7[E.M ]t
  k8[pE]t[M ]t + k9[pE.M ]t
d[E]t
dt
=  k3[E]t[M ]t + k4[E.M ]t + k06[pE.P t]t
d[E.M ]t
dt
= k3[E]t[M ]t   k4[E.M ]t   k7[E.M ]t
d[pE]t
dt
= k7[E.M ]t   k8[pE]t[M ]t + k9[pE.M ]t
d[pE.M ]t
dt
=  k6[pE.M ]t + k8[pE]t[M ]t   k9[pE.M ]t
d[ppE]t
dt
= k6[pE.M ]t   k03[ppE]t[Pt]t + k04[ppE.P t]t
d[Pt]t
dt
=  k03[ppE]t[Pt]t + k04[ppE.P t]t + k06[pE.P t]t
d[ppE.P t]t
dt
= k03[ppE]t[Pt]t   k04[ppE.P t]t   k05[ppE.P t]t
d[pE.P t]t
dt
= k05[ppE.P t]t   k06[pE.P t]t
Processive phosphorylation - Distributive dephosphorylation (PD)
d[M ]t
dt
= g(k1, T, k10, t)  k2[M ]t   k3[E]t[M ]t + k4[E.M ]t + k6[pE.M ]t
d[E]t
dt
=  k3[E]t[M ]t + k4[E.M ]t + k06[pE.P t]t
d[E.M ]t
dt
= k3[E]t[M ]t   k4[E.M ]t   k5[E.M ]t
d[pE]t
dt
= k07[ppE.P t]t   k08[pE]t[Pt]t + k09[pE.P t]t
d[pE.M ]t
dt
= k5[E.M ]t   k6[pE.M ]t
d[ppE]t
dt
= k6[pE.M ]t   k03[ppE]t[Pt]t + k04[ppE.P t]t
d[Pt]t
dt
=  k03[ppE]t[Pt]t + k04[ppE.P t]t + k06[pE.P t]t + k07[ppE.P t]t   k08[pE]t[Pt]t + k09[pE.P t]t
d[ppE.P t]t
dt
= k03[ppE]t[Pt]t   k04[ppE.P t]t   k07[ppE.P t]t
d[pE.P t]t
dt
=  k06[pE.P t]t + k08[pE]t[Pt]t   k09[pE.P t]t
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Processive phosphorylation - Processive dephosphorylation (PP)
d[M ]t
dt
= g(k1, T, k10, t)  k2[M ]t   k3[E]t[M ]t + k4[E.M ]t + k6[pE.M ]t
d[E]t
dt
=  k3[E]t[M ]t + k4[E.M ]t + k06[pE.P t]t
d[E.M ]t
dt
= k3[E]t[M ]t   k4[E.M ]t   k5[E.M ]t
d[pE.M ]t
dt
= k5[E.M ]t   k6[pE.M ]t
d[ppE]t
dt
= k6[pE.M ]t   k03[ppE]t[Pt]t + k04[ppE.P t]t
d[Pt]t
dt
=  k03[ppE]t[Pt]t + k04[ppE.P t]t + k06[pE.P t]t
d[ppE.P t]t
dt
= k03[ppE]t[Pt]t   k04[ppE.P t]t   k05[ppE.P t]t
d[pE.P t]t
dt
= k05[ppE.P t]t   k06[pE.P t]t
The model parameters we use in this study, which also include those in the upstream
signal were inferred by Filippi et al. using a Bayesian approach based on the broad
prior range provided by [47, 135]. The initial concentrations for the complexes E.M ,
pE, pE.M , ppE.P t and pE.P t are all assumed to be equal to 0, whilst those for
species ppE and M were also inferred by Filippi et al. [47]. In addition, drawing
from previous studies, the total amounts of Pt and E, i.e. the sum of both free and
complex bound forms, are assumed to be constant over time, and have also been
inferred [47, 135].
These models were analysed with similar approaches by Filippi et al. and Toni et
al. [47, 135]; both studies came to the conclusion that a distributive phosphorylation
best describes the average behaviour of the system, whilst a level of uncertainty still
remains regarding the dephosphorylation. However, according to the Bayesian model
ranking procedure undertaken by Filippi et al., the DD model seems to yield a better
representation of the system, leading us to treat it as the favoured model.
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4.2 Information processing analysis
Here, we investigate the information processing capability between doubly phospho-
rylated ERK and MEK by estimating the mutual information in all four models,
and comparing them to experimental measurements obtained by quantitative image
cytometry at discrete time points from thousands of PC12 cells plated in medium
containing a fixed amount of neuronal growth factor (NGF) as the stimulus (the
same data was used by Filippi et al. in their investigation [47]). The use of measure-
ments taken every two minutes from a large number of cells allows us to quantify the
temporal evolution of the cell to cell variability. The di↵erent models are simulated
under di↵erent conditions of biological noise in order to examine how the system is
a↵ected by the di↵erent sources of variability, and also to investigate how extrinsic
and intrinsic noise interact with each other following [136].
In the ERK pathway potential sources of extrinsic noise are represented by the dif-
ferent reaction rates between cells, and di↵erent initial concentrations of ERK and
MEK. As a result, to model the extrinsic variability we perturb the set of parameters
✓, comprised of the rates of reaction and initial conditions, such that
✓⇤ = ✓ +N (0, (✓ ⇥  ))
where   represents the coe cient of variation of each parameter inferred from the
data by Filippi et al [47]. Intrinsic noise is accounted for by simulating the system
with the linear noise approximation, which is also used to examine both types of noise
together by perturbing the parameters in the same manner described above.
4.2.1 Analysing the experimental data
We first compute the mutual information between active ERK and MEK in the ex-
perimental data using both the kernel density estimator and computing the analytical
estimates (assuming the distributions are normal). As shown in Fig.4.2, the di↵erent
methods display similar results, showing a peak in information processing activity at
8 minutes, which then levels out once the ppERK and ppMEK activity has reached a
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more stable state. The mutual information estimates are reassuring as there is a sat-
isfactory similarity between the analytical estimates and the kernel density estimates.
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Figure 4.2: The figure displays the temporal evolution of ppERK (blue) and ppMEK
(orange), measure by quantitative image cytometry every two minutes from PC12
cells. The data was used to estimate the mutual information between the two molec-
ular species via kernel density estimation (bottom left), and analytically (bottom
right).
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4.2.2 Comparing the four possible models
In order to ensure the validity of the models we compare the fits obtained by simulat-
ing the models with ordinary di↵erential equations with the available experimental
data. It is important to remember that the experimental measurements are for ac-
tive ERK and MEK, whilst the values generated by solving the model equations do
not provide a direct estimate of these molecular species. Instead, the total amount
of, respectively, doubly phosphorylated ERK and MEK are related to the protein
complexes, solved by the equations, in the following manner
total amount of doubly phosphorylated ERK = ppE + ppE.P t
total amount of doubly phosphorylated MEK =M + E.M + pE.M .
As shown in Fig.4.3, the models yield results which fit well to the experimental data.
0 10 20 30 40 50
0
50
0
10
00
15
00
time
DD
 m
od
el
0 10 20 30 40 50
0
50
0
10
00
15
00
time
PD
 m
od
el
0 10 20 30 40 50
0
50
0
10
00
15
00
time
DP
 m
od
el
0 10 20 30 40 50
0
50
0
10
00
15
00
time
PP
 m
od
el
DD model DP model
PD model PP model
Figure 4.3: Trajectories of ppERK (blue) and ppMEK(orange) obtained by simulat-
ing the DD, DP,PD and PP models (from top to bottom respectively) with ordinary
di↵erential equations.
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Extrinsic noise
We begin investigating the e↵ects of biological noise on the ERK pathway by first
considering the role of extrinsic noise. Filippi et al. found that this type of noise was
the main contributor to the total variation in the system. Specifically, the parameters
representing the upstream reactions leading to the activation and degradation of MEK
(k1, k2, k10), as well as those describing the initial concentrations of phosphorylated
ERK and MEK (ppE0,M0), are what we will refer to as the “driving” parameters. The
fluctuations in these parameters are responsible for most of the observed variability
in the system. As a result, our analysis for the information processing capacity of the
system in the presence of extrinsic noise will be two-fold: in a first instance we will
perturb all the parameters which regulate the pathway, including rates of reaction and
initial conditions; we will then compare this to a scenario where only the “driving”
parameters are perturbed, and investigate how this influences the capability of the
system to process information by estimating the mutual information with the KDE.
The first model we consider is the DD model; the parameters are perturbed with
extrinsic noise by using the coe cients of variation inferred by Filippi et al., and
the system was modelled deterministically. The results in figure 4.4 show the total
amount of phosphorylated ERK and MEK in the case where perturbations are ap-
plied to all parameters, and to only the driving parameters, represented by the first
and second column respectively. We estimate the mutual information via the KDE
for both scenarios, and the values obtained di↵er significantly. In the case in which all
parameters are perturbed the mutual information seems to follow a trend similar to
that seen in the data, showing an initial increase in information processing e ciency,
which then levels out as the system reaches a stable state. However, in the instance
when only the driving parameters are perturbed, the mutual information is consis-
tently higher, stabilising at a value of 0.8. In order to ensure that the high value was
not due to the contribution of outliers, we remove these from the system and compute
the mutual information as seen in the third column of Fig.4.4, confirming the trend
displayed when the outliers were included.
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Figure 4.4: Extrinsic noise in the DD model - Each row corresponds to ppMEK,
ppERK and the mutual information between the two aforementioned molecular
species, from top to bottom respectively. Each column represents a di↵erent scenario;
the left column displays results obtained from perturbing all the model parameters;
the second column was obtained by perturbing only the driving parameters; the right
column shows results obtained from simulating under the same conditions as the
latter, whilst excluding any outliers when computing the mutual information.
To elucidate the system’s information processing behaviour under the di↵erent per-
turbation conditions, we analyse the correlation between the total amount of phos-
phorylated ERK and MEK in the two scenarios, and compare it to the data. In a first
instance, we compute the correlation for a single time point as a scatter plot, with
the experimental values in blue, and the scenario in which all parameters, and only
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the driving parameters are represented in green and red respectively. What is very
clear from Fig.4.5, is that there is a much tighter correlation between active ERK
and MEK when only the driving parameters, responsible for the upstream signals,
are perturbed. The correlation between the two molecular species in the DD model,
when all parameters are perturbed, instead yields a shape which closely follows that
achieved from the experimental measurements.
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Figure 4.5: The scatter plot displays the correlation between ppERK and ppMEK for
the experimental data (blue), compared to the values obtained from simulating the
system whilst under the influence of extrinsic noise a↵ecting all parameters (green)
and only the driving parameters (red) at t = 20mins.
In order to confirm our assumption that these dynamics are consistent across time,
we compute the correlation between active ERK and MEK for each time point for
experimental data and for data simulated under both extrinsic models (the first time
point is excluded as the initial conditions are sampled independently).
4.2. Information processing analysis 60
0 1000 2000 3000
0
10
00
30
00
Total ppERK t2
●
● ●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●● ●
● ●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1500 2500
0
20
00
40
00
60
00
Total ppERK t4
To
ta
l p
pM
EK
 t4
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
● ●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
0 1000 3000
0
10
00
30
00
Total ppERK t6
To
ta
l p
pM
EK
 t6
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
● ●
●
●
●
● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
0 1000 2000 3000
0
10
00
20
00
30
00
Total ppERK t8
To
ta
l p
pM
EK
 t8
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2000 3000
0
50
0
15
00
25
00
Total ppERK t10
To
ta
l p
pM
EK
 t1
0
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2000 3000
0
10
00
30
00
Total ppERK t12
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●●●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
0 1000 2000 3000
0
10
00
20
00
30
00
Total ppERK t14
To
ta
l p
pM
EK
 t1
4
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●●
●
●
●
●●
●
●●●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1500 2500
0
50
0
15
00
Total ppERK t16
To
ta
l p
pM
EK
 t1
6
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
● ●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2000 3000
0
50
0
15
00
25
00
Total ppERK t18
To
ta
l p
pM
EK
 t1
8
●
●
●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●●
●
●
●●
●
●
●
●
●
●
●
●●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1500 2500
0
50
0
15
00
25
00
Total ppERK t20
To
ta
l p
pM
EK
 t2
0
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
0 500 1500 2500
0
50
0
15
00
Total ppERK t22
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
0 500 1000 1500 2000
0
50
0
15
00
25
00
Total ppERK t24
To
ta
l p
pM
EK
 t2
4
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
● ●
●●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1500 2500
0
10
00
20
00
30
00
Total ppERK t26
To
ta
l p
pM
EK
 t2
6
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●● ●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
●
●
● ● ●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1000 1500
0
50
0
15
00
Total ppERK t28
To
ta
l p
pM
EK
 t2
8
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1000 2000
0
50
0
15
00
25
00
Total ppERK t30
To
ta
l p
pM
EK
 t3
0
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
● ●
●
●
●
●
●
●
● ● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2000 3000
0
10
00
20
00
30
00
Total ppERK t32
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
● ●
●
●
●
● ●
●
●
●
●
● ●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
0 500 1000 1500 2000
0
50
0
15
00
Total ppERK t34
To
ta
l p
pM
EK
 t3
4
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●●
●
●
● ●
●
●
●
●
●
● ● ●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1500 2500
0
50
0
15
00
25
00
Total ppERK t36
To
ta
l p
pM
EK
 t3
6
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
● ●
●
●
●
●
● ●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1000 1500
0
50
0
15
00
Total ppERK t38
To
ta
l p
pM
EK
 t3
8
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●●
●
●
●
●●
●
●
● ●
●
●
●
●
●
● ● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
● ●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2000 3000
0
10
00
20
00
30
00
Total ppERK t40
To
ta
l p
pM
EK
 t4
0
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
● ●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1000 2000
0
50
0
15
00
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●●
●
●
● ●
●
●
●
●
● ●
●
●●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1500 2500
0
50
0
15
00
25
00
To
ta
l p
pM
EK
 t4
4
●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
● ●
●
●
●
●
● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1000 1500
0
50
0
15
00
25
00
To
ta
l p
pM
EK
 t4
6
●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
● ●
●
●
●
●
● ● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2000 3000
0
50
0
15
00
25
00
To
ta
l p
pM
EK
 t4
8
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
● ●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1500 2500
0
50
0
15
00
25
00
To
ta
l p
pM
EK
 t5
0
●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
Figure 4.6: The set of 25 scatter plots display the correlation between ppERK and
ppMEK across 50 minutes (measurements taken every 2 minutes) in the DD model.
Each scatter plot compares the experimental data (blue) with the values obtained by
simulating the system under extrinsic noise a↵ecting all parameters (green) and only
the driving parameters (red).
The results displayed in Fig..2 provide confirmation that the relationship between the
molecular species remains constant, and also explains why the mutual information,
which is closely tied to the correlation, is much higher when only the driving pa-
rameters are perturbed. The fact that the driving parameters regulate the activities
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upstream of active MEK, and that, when only these are perturbed, the information
processing capability of the system is very e cient, leads us to believe that the ERK
pathway filters out the upstream variability.
Next, we compare our findings for the DD model, with the other models. As for the
DD model, we enact two di↵erent scenarios of perturbation; in one we perturb all the
parameters, whilst in the other we focus on the driving parameters. The coe cients
of variation which we use to perturb the parameters in these models are the same
as those used in the DD model for the driving parameters, whilst the remaining
parameters are perturbed by 5%.
The results shown in Fig.4.7 represent the mutual information computed for the for-
mer and the latter, in the first and second column respectively. When perturbing
all parameters, we expected the information processing e ciency to increase in the
DP, PD and PP models compared to the DD, as there is one less processing check.
What we observe is that the mutual information values for the DP and PD model
are very similar, and overall higher than those obtained for the DD model. However,
surprisingly, the PP model yielded the lowest results. Compared to the experimental
measurements, the PP model proves to be most similar in terms of average mutual
information value; however, the DD model is the only model to yield a similar tra-
jectory. What can be observed when perturbing the driving parameters, is that the
mutual information is consistently higher, and maintaining a value of 0.8. In order
to confirm that the motivations behind this increase are indeed due to the tighter
correlation we computed the correlation between doubly phopshorylated ERK and
MEK for the additional three models.
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Figure 4.7: The figure above displayed the information processing across the four
models (DD, DP, PD, and PP from top to bottom respectively) under extrinsic noise
conditions in two scenarios: in the left column all parameters display extrinsic vari-
ability, whilst in the right column only the driving parameters are perturbed.
Shown below in Fig.4.8 are the scatter plots for the correlation in the DD, DP, PD
and PP models, from top to bottom row respectively, between minutes 30 and 38,
from left to right, which is when the system has already reached a stable state (for the
complete set of scatter plots covering each time point for each model please see the
Appendix B). This figure confirms our previous findings, but also sheds further light
on the choice of model. In fact, if we focus on the results obtained from simulating the
system after perturbing all the parameters (green) and compare it to the experimental
data (light blue), the correlation values given by the DP and PD model appear to be
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much tighter than those given by the data, leading us to believe that these models
have higher filtering capabilities than the other two. The DD and PP models under
the same perturbation conditions, generate wider correlation scatter plots, however
the shape of those obtained in the DD model is more consistent with the data, once
again confirming it to be the preferable model.
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Figure 4.8: The scatter plots above represent the correlation between ppERK and
ppMEK between minutes 30 and 38 (measurements taken very 2 minutes), from left
to right. Each row corresponds to a di↵erent model, namely DD,DP,PD,PP from
top to bottom respectively. Each scatter plot compares the experimental data (blue)
with the values obtained by simulating the system under extrinsic noise a↵ecting all
parameters (green) and only the driving parameters (red).
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Intrinsic noise
The four models were analysed also in the presence of intrinsic noise, which was en-
compassed by simulating the respective systems with the linear noise approximation
(LNA). Here the mutual information is calculated based on the variances and co-
variances of the species involved, which were themselves obtained from the solutions
generated from the LNA as follows
ppERK = ppE + ppEPt (4.0)
ppMEK =M + E.M + pE.M (4.0)
Var(ppERK) = Var(ppE) + Var(ppEPt) + 2Cov(ppE, ppEPt) (4.0)
Var(ppMEK) = Var(M) + Var(E.M) + Var(pE.M) + 2Cov(M,E.M) + 2Cov(M,pE.M)
+ 2Cov(E.M, pE.M) (4.-1)
Cov(ppERK, ppMEK) = Cov(ppE,M) + Cov(ppE,E.M) + Cov(ppE, pE.M)
+ Cov(ppEPt,M) + Cov(ppEPt,E.M) + Cov(ppEPt, pE.M)
(4.-3)
The results are shown in Fig.4.9. What is apparent is that the values of the variance
of ppMEK(orange) and of ppERK(blue), as well as the covariance between these
species, are significantly higher in the data than in the models; yet, the DD model
shows similar trends in the variances and covariance, outperforming the other models
overall. If we shift our focus to the mutual information estimates, shown in the last
column of Fig.4.9, we notice that these di↵er across the models, as well as between the
models and the data. The di↵erences between the experimental measurements and
the models — in the variances, as well as the trends seen in the mutual information—,
could be caused by the extrinsic variability. This variability is present in the data,
but is not accounted for in the models under these conditions. This also suggests that
the extrinsic noise is dominant in this system over the intrinsic noise; in fact, Filippi
et al. demonstrate that the contribution of intrinsic noise to the total variability is
negligible [47].
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Figure 4.9: The figure above displays the analysis performed on the four models
(DD, DP, PD, PP represented by columns 2-5 respectively ) under intrinsic noise
conditions and compares them to the experimental values (first column). The val-
ues displayed correspond to the variances of ppERK (blue), ppMEK(orange), the
covariance between the two molecular species (purple) and the mutual information
(green).
Both types of noise
To complete our information processing analysis on the models under di↵erent noise
conditions, we investigate them in the presence of both intrinsic and extrinsic sources
of variability. These sources of noise were combined by perturbing the parameters and
simulating the systems using the linear noise approximation. In order to compute the
mutual information, the molecular species variances and covariances, which we obtain
with the LNA, are used to sample from a multivariate random normal distribution.
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These values are then employed in the kernel density estimator in order to account
for the combination of the extrinsic and intrinsic noise.
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Figure 4.10: The figure above displays the mutual information between ppERK and
ppMEK in the four models (DD, DP, PD, PP from left to right respectively) under
both intrinsic and extrinsic noise conditions.
The mutual information is once more computed between ppERK and ppMEK across
the four models, as shown in Fig.4.10. What is striking is the value of the mutual
information, which is considerably higher than that obtained with the individual
sources of noise alone, as well as that shown by the experimental data. In particular,
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the values displayed by the DP and PD models are the highest, reaching values
around 1.2 and 1.4 respectively, whilst the the mutual information for the DD and PP
remains below 1.0, with the DD model reaching a steady state around 0.8. This would
indicate that the combination of the two sources of noise, leads to an apparently higher
information processing capability. If we focus on the shape of the mutual information
trajectories, these are consistent with those observed under extrinsic noise conditions
(particularly for the DD, DP and PD models); this leads us to believe that in this
instance extrinsic noise is the dominant source of variability.
4.3 Abnormal MAPK signalling
With a reliable model for MAPK signalling in hand we can now start to consider how
mutations or disease might alter ERK mediated signalling dynamics.
As stated by Dhillon et al. in [35]:
“Cancer can be perceived as a disease of communication between and within cells”
This can occur through the abnormal regulation of pathways involved in cell fate
decision, such as the ERK cascade. In fact, mutations in the protein sequences of the
proteins involved in the cascade can cause overactive ERK signalling, leading the cell
to undergo uncontrolled proliferation and become resistant to apoptosis, two processes
which are key for tumour progression and growth [128]. The abnormal regulation of
the ERK pathway has been shown to be a contributor in one third of human cancers
[35]. As a result the ERK cascade has been the focus of pharmacological studies,
in the hope of developing novel and more e cient approaches for cancer treatment
[110]. In particular, experimental and modelling approaches have been employed on
the early stages of the pathway, where most mutations have been found to occur,
with RAS and RAF modules being deemed to be sensitive targets [11, 35, 100].
RAS activating mutations are present in approximately one third of human cancers,
and result in the protein constitutively binding to GTP, thus becoming insensitive
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to GTP-hydrolysing proteins; this leads RAS to be in a permanently active state,
triggering enhanced signalling also in its downstream targets [26, 110, 146]. Because
of its numerous downstream targets, as well as some of the developed RAS inhibitors
not distinguishing between normal and mutant RAS, more recent e↵orts on drug
development have focused on other elements downstream in the ERK pathway [35].
The RAF module is an interesting one to consider as it is the most frequently mutated
oncogene in human cancers, and is a point of convergence for signals from di↵erent
pathways. Activating mutations in the RAF isoforms di↵er in frequency and response.
RAF-1 and A-RAF require two mutational events, whilst B-RAF only requires a single
mutation in order for it to be rendered constitutively active [146]. In addition, B-RAF
has a higher basal kinase activity compared to the other isoforms [42, 105]. These
factors may explain why it is found to be more frequently mutated in cancers, making
it a principal target for molecular therapy [33, 88, 108].
Over 40 mutations have been pinpointed to the B-RAF gene in human cancer, with
the majority occurring in the kinase activation loop [33, 150]. Interestingly, the cancer
types which retain mutations in the B-RAF gene are the same types which harbour
RAS mutants; however, the mutations in RAS and RAF occur in a non-overlapping
manner [33]. The most common type of B-RAF mutation is a substitution of glutamic
acid for valine at position 600 of the protein chain, and is called B-RAFV600E; this
mutation is also referred to in the literature as B-RAFV599E as in a first instance the
initiator of the amino acid chain methionine was not considered in the enumeration
process [22]. The V600E mutant has been shown to possess the traits of a conven-
tional oncogene: a drastically elevated kinase activity, stimulation of the downstream
signals irrespective of RAS activity, and the capability to transform cells [145].
4.3.1 Information processing analysis of abnormally
regulated ERK
In order to further understand the dynamics and role of the ERK pathway, we in-
vestigate the information processing e ciency of the ERK pathway under abnormal
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signalling conditions, which could lead to erroneous physiological responses. To sup-
port our investigation we use some of the data provided by Wan et al., who evaluated
the kinase activity of various B-RAF mutants by measuring the fold increase in phos-
phorylated MEK [145]. Of the mutants they consider, our focus is on a subset, chosen
based on their frequency and their measured kinase activity, namely: V600E (89%
of B-RAF mutations), E585K and G468A having high activity; L596V displaying
intermediate activity; G465A having a relatively small increase in activity compared
to the wild type.
We use these measurements and incorporate them into the DD model, by assuming
that the mutants would display a change in kinase activity of the upstream signals
a↵ecting both the pulse height (k1) and the background signal (k10). We then simulate
the system in the presence of extrinsic noise conditions, given that the presence of
this type of noise seems to best reflect the information processing behaviour observed
in the wt experimental data. The values obtained were used to estimate the mutual
information between the total amount of phosphorylated MEK and ERK across the
di↵erent mutants, as displayed in Fig.4.11. The higher the kinase activity of the
upstream signals, the steeper the increase of phosphorylated ERK, which reaches
its limit in abundance almost immediately in most of the mutants. The increase in
kinase activity is visibly detrimental from an information processing perspective, and
has a strong dependance to the decrease in mutual information. Mutant G465A, for
which the increase in kinase activity was only five-fold, has similar levels of mutual
information as the wt; however in the first few minutes when the steep increase in
MEK occurs, the information processing e ciency seems to su↵er. At the other end
of the spectrum in terms of kinase activity, mutant B-RAFV600E shows very poor
e ciency in information transmission; such a behaviour is in line with the observed
biological response, where the cell, misinformed by the upstream signals, undergoes
uncontrolled proliferation.
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Figure 4.11: The figure displays the dynamics of ppMEK, ppERK and the mutual
information between the two species (from left to right respectively) in di↵erent con-
ditions of abnormal regulation of ppMEK from the upstream signals. Specifically each
row corresponds to a di↵erent amount of kinetic activity taken from [145] for mutants
G465A (5 fold increase), L596V (64 fold increase), E585K (129 fold increase), G458A
(266 fold increase), V600E (478 fold increase), from top to bottom respectively.
The measured increases in kinase activity by Wan et al. for the above mentioned
mutants, with the exception of G465A, were very high. Therefore, to further analyse
the behaviour of the signalling pathway and observe how the mutual information
changes in relation to the kinase activity, we consider a set of synthetic mutants,
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where we set the kinase activity to levels closer to the wild type. Specifically, we
consider a set of scenarios to include both hyper and hypo activation of MEK, as
shown in Fig.4.12.
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Figure 4.12: The figure displays the mutual information between ppERK and ppMEK
in the DD model under di↵erent levels of upstream kinetic activity (the number
displayed above each box plot represents the fold increase or decrease).
What we observe is that decreasing the kinase activity is not as detrimental from an
information processing perspective, as increasing it; this is reflected in the biology,
where mutants with lower kinase activity have been found to be non-lethal, and in
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fact some B-RAF mutants have been found to still activate ERK, also by activating C-
RAF [145]. Simply doubling the kinase activity results in the shape of the temporal
evolution of the mutual information to change; in particular, the first time points
which reflect the increase in active MEK, and subsequently ERK, have lower mutual
information, but as the species reach a stable state, their respective states become
more predictable, leading to an increase in the information processing capability .
A similar analysis can be applied when observing the rest of the cohort with higher
upstream kinase activity; the increase in the latter seems to be proportional to the
decrease in mutual information in the initial time points, as well as an increase in
the time it takes for the information processing capability to recover and stabilise. In
addition, the value of the mutual information once the species have reached a stable
state seems to progressively decrease as the kinase activity is increased. Overall, of
the di↵erent values of kinetic activity for the upstream signals, the most e cient
information processing capability seems to be obtained in the wt.
In order to ensure that the assumptions behind the model and our reasoning were
not responsible for the observed results, we considered three additional scenarios of
abnormal signalling behaviour: an instance where only the pulse rate of the upstream
signals is a↵ected by a mutation; an instance where only the baseline kinetic rate for
the upstream signals is a↵ected by a mutation; and finally, an instance where there
is a higher amount of ERK available. In fact, as previously mentioned, an important
assumption in the MAPK model is that the total amounts (i.e. the sum of free and
complex bound forms) of E, including all phosphorms, are fixed; this constraint could
lead to a misleading mutual information estimate.
We simulated the three scenarios for varying degrees of kinase activity, and compared
the mutual information estimates to those obtained under our original assumptions
as shown in Fig.4.13. What we see is that the results obtained from our original
assumptions, are a combination of what we observe when only increasing k1 and only
increasing k10; however, increasing solely the former seems to have an overall greater
detrimental e↵ect on the information processing capability (the e↵ect is particularly
noticeable at higher levels of kinetic activity).
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Figure 4.13: The figure shows the mutual information for the time course of ppERK
and ppMEK across 60 minutes (measurements taken every two minutes) in the DD
model under abnormal ERK regulation. Specifically the kinetic activity of the up-
stream signals is increased or decreased by the number displayed above each col-
umn. Each row instead corresponds to the parameter or function which is modified
(g, k1, k10 from top to bottom respectively). The last row corresponds to the g func-
tion being increased or decreased in the presence of a higher amount of available
ERK.
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Moreover, increasing the amount of available ERK leads the mutual information to
approach lower values more rapidly than in our original assumptions; this is what
we would expect, as with a higher amount of available ERK, and a higher rate of
activation, the cell fate processes would be hyper-activated, to a point of being over-
whelmed.
4.4 Discussion
Our investigation into the information processing capability of the ERK pathway,
has allowed us to shed light on some of the underlying dynamics of the cascade.
Specifically, by considering di↵erent sources of biological noise, we conclude that the
pathway’s variability is driven by extrinsic sources of noise, as also shown in Filippi
et al. [47]. As seen in our analysis of the motifs, it would seem that extrinsic noise
can add apparent information. Moreover, it would appear that the early stages of the
pathway are capable of filtering out the upstream variability, leading us to believe that
kinetic proofreading of some sort is at work to reduce the chance of misinformation
along the pathway. Kinetic proofreading itself is a process by which enzymes dis-
criminate between possible reactions by measuring the di↵erence in activation energy
between the two pathways, and thus reducing the chance of error. In other words,
the transmission of a signal depends on it passing through a chain of reactions, each
of which needs to happen for the signal to pass. Here the upstream modules of the
system filter out the extrinsic variability to reduce the chance of error further along
the pathway. It has been suggested that the regulators of the G protein signalling
play a role in noise suppression [36]. Investigating the mechanism further would be
of interest.
The ERK cascade is also sensitive to the kinetic activity of the upstream modules,
frequently mutated in cancer. In particular, hyper-activation of the pathway, by in-
creasing the kinetic activity of RAS and RAF, overall has a detrimental e↵ect on infor-
mation processing capability of the cascade, which could be a significant contributor
to the observed abnormal physiological response, such as uncontrolled proliferation.
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In fact, it would appear that tumerogenic mutations in the pathway shift the system
away from the optimal point of information processing. Given our results, and the
ERK pathway’s prominent role in cell fate decisions, a logical conclusion would be
that this system is finely tuned to avoid misinterpretation due to sources of extrinsic
or intrinsic variability. However the pathway has no built-in way of counteracting
the e↵ect of mutations which o↵ set the balance of the cascade, and perhaps the way
to a pharmacological solution lies in furthering our understanding of the information
processing capability under such conditions.
A natural follow up to this study, which would further confirm our findings, would
be to apply the same information theoretic approach to experimental measurements
of mutant ppERK and ppMEK, and relate the mutual information values to the re-
spective cell stage. This could allow us to undertake a quantitative approach, and
relate the values of mutual information, to their meaning i.e. what is interpreted by
the cell, and how it responds; it could be that certain ranges of mutual information
values elicit a certain response in the cell. It would also be of interest to investigate
this further on a larger scale, by considering the interdependencies across di↵erent
cell fate pathways; this could be done also by employing the use of conditional mu-
tual information, therefore allowing us to consider the e↵ect of more than two species
at a time. What is certainly clear from our investigation is that there is scope for
additional work, specifically in aiding our understanding of tumerogenesis and disease.
Chapter 5
The consequences of noise on
the information transmission
along the Akt pathway
We continue our investigation on information processing in cell fate decision making
processes by considering the Akt pathway. The complexity of this pathway, along
with the fact that it is involved in multiple key processes, make for an e↵ective, rather
than purely mechanistic model, allowing us to approach the topic from a qualitative
perspective and sample the full gamete of what mutual information can show.
Akt, is a serine-threonine kinase part of the protein kinase B family [10, 143]. It has
three highly conserved isoforms, known as Akt1, Akt2, Akt3, which are catalytically
inactive in the absence of growth factor stimulation [128]. Growth factors — such as
epidermal growth factor (EGF), basic fibroblast growth factor (bFGF), and insulin-
like growth factor I (IGF-I) — bind and activate receptor tyrosine kinases (RTKs),
which in turn recruit phosphatidylinositol 3- kinase (PI3K) to the cell membrane [23].
PI3K is a heterodimeric lipid kinase part of a large and complex family comprised
of three classes with various subunits and isoforms. The PI3K kinases are activated
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by direct binding or through tyrosine phosphorylation of sca↵olding adaptors; they
are tightly regulated, and their deregulation has been found to be tied to human
cancers [4, 143]. We are interested in PI3K Class I A, as its activation leads to the
phosphorylation of phopholipid PIP2 into PIP3, which is responsible for recruiting
Akt to the plasma membrane [25, 31, 125]. Here, Akt interacts with the phospholipids
via its amino terminal PH domain, inducing a conformational change which exposes
the phosphorylation sites required for Akt’s activation, namely the threonine (Thr308)
and serine (Ser473) residues [9, 118].
Akt targets
mTOR
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Figure 5.1: The graph displays a subset of Akt’s substrates which lead to the activa-
tion of a variety of key cellular processes; some substrates are involved in more than
one of these processes.
Akt has over 100 reported non redundant substrates, with some controlling multiple
cellular functions [83]. As shown in Fig.5.1, Akt’s activation has a key role to play in
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cell fate, both directly and indirectly; specifically it is involved in:
• survival, rescuing PTEN mediated apoptosis;
• proliferation by working in parallel with ERK pathway, as well as signalling
directly to the cell cycle machinery to increase the cell number;
• cell growth which allows for an increase in cell mass and size by regulating the
synthesis of macromolecules. This occurs in coordination with cell proliferation,
as the cell must grow to maintain its size after splitting into two daughter cells
during each cell division;
• metabolism, glucose uptake and angiogenesis.
Akt’s involvement in these key cellular processes, has made it the focus of numerous
studies, particularly as aberrant regulation of components across the pathway have
been associated with tumerogenesis.
Our focus here is on Akt’s role in cell growth [113]. Akt’s direct target in this respect
is mTOR (mammalian target of rapamyocin) complex 1, an evolutionarily conserved
serine/threonine kinase which acts as a molecular sensor for nutrient availability and
regulates ribosomal biogenesis and protein translation accordingly [39, 43, 48]. In fact,
in order for the biosynthesis to occur the cell must sense the appropriate conditions,
namely su cient levels of growth stimuli and nutrients (amino acids and energy), nec-
essary for the cellular energetic expenditure required for protein synthesis. mTOR
regulates both when, and where a cell grows, by phosphorylating the eukaryotic trans-
lation initiation factor 4E- binding proteins (4E-BP) and the S6 kinase (S6K), which
in turn phosphorylates the 40S ribosomal protein S6 [34, 111, 120, 149].
The S6 gene in mammals has two isoforms, S61 and S62, with the former being the
most studied; throughout this manuscript we will refer to S61 as S6. The S6 kinase is
found predominantly in the cytoplasm and possesses more than eight phosphorylation
sites, of which four are present on its C terminus, and are required to be phospho-
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rylated in order for the kinase to relax its conformation, and initiate its activation
[61, 114, 115].
Interestingly, in their active states, mTOR and S6 act as a negative feedback mecha-
nism to down-regulate PI3K-Akt signalling; specifically they contribute to the degra-
dation of the molecules involved in PI3K activation. It is not surprising that inacti-
vation of molecules such as Akt and S6 would result in a reduction in cell size, as well
as a slowing down in cell cycle progression. Akt can be inactivated by a modulator
protein binding to it’s carboxy-terminal, and through the upstream activity of PIP3
phosphatases such as PTEN, SHIP1 and SHIP2 (inhibition of such phosphatases
instead results in an increase of Akt’s activity) [123].
From a system’s biology perspective, the complex interaction network in which Akt
is involved in, presents a modeller with the option of representing the pathway in a
variety of ways. In the following section we describe our choice of model as well as the
motivations behind this choice; in particular, we seek to explore whether information
theoretic approaches can provide a meaningful substitute for mechanistic, e.g. ODE,
modelling approaches.
5.1 The Akt pathway model
In this study we employ a simple schematic model developed and used by [51, 76].
In a first instance, Fujita et al. endevoured to develop a detailed model of the Akt
pathway, which included crosstalk and feedback, but found that a more simplistic
model, which did not portray the molecular reactions in detail, e↵ectively reflected
the dynamics of the pathway in PC12 cells [51]. The simple model was achieved
by introducing variables which would embody the traits of the signal transduction
dynamics, and focused on a subset of molecular species in the pathway, namely EGFR,
Akt and S6, in their active and inactive states.
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Figure 5.2: Depiction of the molecular species and interactions described by the
Akt pathway model employed in our study (A), and of the di↵erent EGF stimulus
conditions considered (B). Specifically these stimulus conditions are a step function
(length 60 minutes and intensity 3 ng/ml), a ramp stimulus (length 60 minutes and
final intensity 3ng/ml), and a set of 5 noisy pulses (each of intensity 1ng/ml and
length 1 minute), from top to bottom respectively.
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The model was used by Fujita et al. to uncover the low pass filter characteristics
of the pathway; in concrete terms higher frequency transient EGF signals induced
weak S6 phosphorylation, whilst low frequency sustained levels of EGF gave rise to
higher levels of S6 phosphorylation [51]. It was also used by Liepe et al. to maximise
the information content of experiments by predicting the dynamics of the system
under di↵erent conditions of EGF stimuli [76]. As the time course of EGF in vivo is
unknown, Liepe et al. considered a set of 12 di↵erent stimuli, which generated distinct
responses in the pathway, which were validated experimentally. Here we consider the
set of conditions of EGF stimuli that Liepe et al. determined would generate the
most accurate model predictions as shown in Fig.5.2; for each scenario we analyse
and compare the information processing capability of the pathway in relation to the
temporal evolution of the molecular species in the presence of biological noise [76].
The Akt pathway model is described by the following model equations:
dEGFR
dt
=  k1EGF ⇥ EGFR+ k2EGF EGFR+ k0proEGFR  k0EGFR+ k5pEGFR Akt
dpEGFR
dt
=  k3pEGFR⇥Akt+ k4pEGFR Akt  k6pEGFR+ k12EGF EGFR
dpEGFR Akt
dt
= k3pEGFR⇥Akt  k4pEGFR Akt  k5pEGFR Akt
dAkt
dt
=  k3pEGFR⇥Akt+ k4pEGFR Akt+ k10pAkt+ k9pAkt S6
dpAkt
dt
= k5pEGFR Akt  k7pAkt⇥ S6 + k8pAkt S6  k10pAkt
dS6
dt
=  k7pAkt⇥ S6 + k8pAkt S6 + k11pS6
dpAkt S6
dt
= k7pAkt⇥ S6  k8pAkt S6  k9pAkt S6
dpS6
dt
= k9pAkt S6  k11pS6
dEGF EGFR
dt
= k1EGF ⇥ EGFR  k2EGF EGFR  k12EGF EGFR
where proEGFR is assumed to remain constant, and the signal is described by the
appropriate equation relating to the stimulus condition being considered. The pa-
rameter values used to simulate the system were inferred by Liepe et al. using the
approximate Bayesian computation framework [8, 75, 76]. It is also important to
note that we are interested in estimating the mutual information between the total
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amount of active EGFR, Akt and S6, where these correspond to
TotpEGFR = pEGFR+ pEGFR Akt
TotpAKT = pAkt+ pAkt S6
TotpS6 = pS6
As mentioned previously, we analyse the di↵erent stimulus condition under di↵erent
noise perturbation conditions — extrinsic, intrinsic and both types of noise — which
are added to the system in a similar manner as in the previous chapter. Specifically,
extrinsic noise was described by perturbing the parameters such that
kn = kn +  
where   is drawn from a Gaussian N(0, 0.01⇥ kn). This perturbation is quite small,
however the model did not respond well to higher levels of extrinsic noise. On the
other hand, intrinsic noise was added by using a stochastic solver; it is important to
note that because of the di↵erences in concentration between the molecular species,
which were of multiple order of magnitude, the brownian motions were tuned in a
manner which was proportional to these di↵erences in concentration. The simulations
results obtained from the di↵erent perturbation scenarios across the set of stimuli were
then employed to compute the mutual information via kernel density estimation.
5.2 Step stimulus
The first EGF stimulus we consider is a step stimulus of length 60 minutes and
intensity 3 ng/ml (Fig.5.2B). As shown in Fig.5.3, this type of input signal generates
a strong, yet transient, response in pEGFR, which translates into a similar time course
for pAkt. On the other hand, as these species decay, pS6 activity increases and is
sustained whilst pAkt and pEGFR values fluctuate around zero. This behaviour is
observed across all types of noise perturbations, with the time courses of the species
being most a↵ected by the presence of both types of noise. Further to this, whilst
pS6 seems to be a↵ected by di↵erent types of noise in a similar manner, pAkt and
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pEGFR seem to be less sensitive to extrinsic noise perturbations; the increase in the
e↵ect of extrinsic noise in the downstream components leads us to believe that a
low-pass filter does not filter out the extrinsic noise, which might accumulate along
the pathway.
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Figure 5.3: Time courses of the molecular species pEGFR, pAkt and pS6 with an
EGF step stimulus of length 60 minutes and intensity 3 ng/ml, in the presence of
extrinsic, intrinsic and both types of noise sources, from top to bottom respectively.
In order to further understand the relationships between the molecular species along
the pathway, and how these are a↵ected by biological noise, we analysed their re-
spective correlations by choosing ten particles at random out of the 1000 simulated
iterations, for each type of noise. This can be seen in Fig.5.4, where each particle,
for each type of noise is assigned a di↵erent colour, allowing us to visually relate the
behaviour of the di↵erent species across the pathway. What we observe is that the
correlation between the di↵erent species in the presence of extrinsic noise remains
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relatively unperturbed; we believe this is a result of pAkt and pEGFR being less
sensitive to this type of noise, which make up for the variability seen in pS6. Di↵er-
ently, the perturbations caused by intrinsic and both types of noise seem to generate
significant variability in the correlations, which increases as we progress downstream
along the pathway.
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Figure 5.4: Visualisation of the correlations between the di↵erent molecular species
combinations in the presence of extrinsic, intrinsic and both types of noise, from top
to bottom respectively. Specifically, 10 particles were chosen at random out of the
1000 simulated iterations, for each type of noise.
Next, we estimated the mutual information from the simulated data under the in-
fluence of the di↵erent types of biological noise across the 60 minute time course.
The first observation we can make from the results displayed in Fig.5.5, is that there
is a closer similarity between the information processing capability of the pathway
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under intrinsic and both types of noise, both in terms of absolute values and trajec-
tory shape, leading us to believe that in this case, intrinsic noise is dominant over
extrinsic; yet, we cannot be certain if this would be the case if a higher level of
extrinsic variability were added to the system. Focusing on the shape of the mu-
tual information’s temporal evolution, for stochastic systems this can be inferred by
analysing the molecular species’ trajectories. In fact, the intrinsic noise simply shifts
the distribution along a direction according to the Brownian motion, but the shape
of the curve remains the same. Therefore, the relationship between the variables,
and the mutual information’s trend, can be inferred. Specifically, by observing the
trajectories of pEGFR and pAkt in the presence of intrinsic noise, the species follow a
similar time course, decreasing together. As the purpose of one species is to activate
the other, the cell is interpreting the signal e ciently, and therefore we would expect,
and in fact observe, the mutual information to gradually increase, and level out as the
species approach zero. On the other hand, pS6 behaves quite di↵erently: although the
upstream input represented by pEGFR and pAkt are declining and approach zero,
pS6’s activation increases and reaches a stable state. Based on this behaviour, from a
purely mathematical information processing perspective, we expect an initial increase
in I(pEGFR, pS) and I(pAkt, pS6) due to the stimulus being turned on, shortly fol-
lowed by a decline in information processing e ciency due to the lack of correlation
between the behaviour of the variables. However this is somewhat misleading; in fact
pS6 behaviour is a reflection of the characteristics of the pathway, and its activation
is temporally delayed compared to the molecules upstream in the pathway.
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Figure 5.5: Mutual information estimation between pEGFR, pAkt, pS6 time course
data across 60 minutes with EGF step stimulus, in the presence of extrinsic, intrinsic
and both types of noise from top to bottom respectively.
What this tells us is that in cases like these, where the behaviour of one specie does
not immediately a↵ect the other, estimating the mutual information for a certain time
t, will not accurately reflect the information processing capability of the pathway as
the e↵ect on the molecular species down stream will only be captured at t+  , where
  represents the time delay.
If we move our attention to the trends displayed by the mutual information between
the molecular species in the presence of extrinsic noise, we can see that these have
surprising dynamics. The reasons for this, is that the extrinsic noise does not simply
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shift the distributions, but by perturbing the model parameters, di↵erent solutions
to the equations are generated across the di↵erent time points, leading to unexpected
trends and behaviours. Such di↵erent solutions generate the unexpected “surprise”
in information, which explains the high mutual information values. Di↵erently, the
lowest overall values are observed in the presence of both types of noise.
5.3 Ramp stimulus
The next EGF stimulus we consider, is a ramp stimulus of length 60 minutes and final
intensity 3ng/ml as seen in Fig.5.2B. The time course of the molecular species under
the influence of di↵erent types of biological noise can be seen in Fig.5.6. Compared
to the step stimulus, generally the ramp stimulus seems to generate a more sustained
response from pEGFR and pAkt, which follow similar time courses in terms of shape,
whilst pS6 seems to reach the same stable state in a more gradual manner. When
comparing the e↵ect of the di↵erent sources of noise on the individual species, all
molecular species seem to be most a↵ected by both types of noise, with intrinsic
seemingly dominating over extrinsic. The e↵ect of extrinsic noise here is more no-
ticeable than with the EGF step stimulus input; interestingly it seems the induced
variability seems to increase as we move downstream along the pathway, confirming
that the low pass filter does not filter out this type of noise. The main di↵erence with
the previous input stimulus in the presence of extrinsic noise lies in pAkt, where a
high level of variability is induced particularly in the first 30 minutes, whilst hereafter
the e↵ects are much reduced.
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Figure 5.6: Time courses of the molecular species pEGFR, pAkt and pS6 with an
EGF ramp stimulus of length 60 minutes and final intensity 3 ng/ml, in the presence
of extrinsic, intrinsic and both types of noise sources, from top to bottom respectively.
Following the approach adopted for the previous stimulus scenario, we analyse the
relationship between the molecular species under the di↵erent perturbation condi-
tions. The results displayed in Fig.5.7 are similar in nature to those observed in the
step stimulus; namely the correlation between the di↵erent species in the presence of
extrinsic noise remains relatively unperturbed, though pS6 seems display more vari-
ability than pAkt and pEGFR. A higher variability in pS6 compared to the other
molecular species is also observed in the presence of intrinsic and both types of noise.
These types of biological noise seem to yield a significantly higher variability than
that observed in the extrinsic noise, which is in line with the time course data in
Fig.5.6.
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Figure 5.7: Visualisation of the correlations between the di↵erent molecular species
combinations, with an EGF ramp input stimulus in the presence of extrinsic, intrinsic
and both types of noise, from top to bottom respectively. Specifically, 10 particles
were chosen at random out of the 1000 simulated iterations, for each type of noise.
Based on the obtained simulation results, we then compute the mutual information
via the kernel density estimator across the 60 minute time course as shown in Fig.5.8.
The average mutual information values across the time courses, under all perturbation
conditions, particularly for I(pEGFR, pAkt) and I(pAkt, pS6), are the same as in the
step stimulus; the lowest values being in the presence of both types of noise, and the
highest being reached in the presence of extrinsic noise.
Further to this, there are strong similarities between the trends observed for the
mutual information between the di↵erent molecular species in the presence of intrinsic
noise and both types of noise, indicating that also in this case, intrinsic noise seems
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to be prevailing over extrinsic. However, if we look closely at the trajectories of the
mutual information in both types of noise, we can also detect the influence of the
extrinsic noise, seen for example in the flattened shape in the initial time points in
I(pAkt, pS6) and in the dip observed in I(pEGFR, pS6).
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Figure 5.8: Mutual information estimation between pEGFR, pAkt, pS6 time course
data across 60 minutes with an EGF ramp stimulus input, in the presence of extrinsic,
intrinsic and both types of noise from top to bottom respectively.
Once again, the trends of the mutual information for the extrinsic noise display a
certain level of surprise. The mutual information between pEGFR and pAkt in par-
ticular, allows us to fully appreciate how the di↵erences in parameters can give rise to
unexpected dynamics causing fluctuations in the information processing capability.
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As shown in Fig.5.9, by overlaying the mutual information to the time course of pAkt,
we can observe the correlation between the changes in variability in this molecular
species and the trend in mutual information. For ease of visualisation we divided
the figure into four regions: the regions of higher variability ( regions 2, 4) display
an increasing mutual information trend, whilst region 3 is defined by a bottleneck
in pAkt’s time course, indicating lower variability and a decrease in the mutual in-
formation. Region 1 is somewhat perplexing, however after careful consideration we
believe that, although there is variability in pAkt, its values are not an e cient re-
sponse to corresponding values displayed by pEGFR, leading to the decreasing trend
in information processing e ciency.
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Figure 5.9: The figure displays the mutual information between pEGFR and pAKT
with an EGF ramp input stimulus and extrinsic noise perturbation, overlaid to the
time course of pAkt. We have divided the figure into 4 regions based on the molecular
specie’s and the mutual information’s behaviour.
5.4 Noisy pulses stimulus
Next we consider a noisy 5 impulse EGF input signal, where the 5 pulses are of
intensity 1ng/ml and length 1 minute, with 400 second intervals and background
noise defined by Gaussian white noise N(0, 0.1) as shown in Fig.5.2B. With regards
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to this particular stimulus, Liepe et al. observed that both phosphorylated EGFR
and Akt successfully filter out the background noise whilst capturing the 5 stimuli;
di↵erently, active S6 appears to be less robust to noise, and is more susceptible to
the e↵ects of the upstream stimuli [76].
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Figure 5.10: Time courses of the molecular species pEGFR, pAkt and pS6 with an
EGF noisy 5 pulse stimulus, in the presence of extrinsic, intrinsic and both types of
noise sources, from top to bottom respectively.
This behaviour is reflected in Fig.5.10, where we show the time courses obtained
for the system under di↵erent biological noise perturbations, and is in line with the
low pass filter characteristics of the pathway elucidated by Fujita et al. [51]. In
particular, pS6’s sensitivity to the noisy input signal is distinguished by the fact that,
di↵erently from the other molecular species, it never returns to baseline in the time
separating the pulses. This could be due to the species’ temporal delay in responding
to the upstream signals, leading to an accumulation of activity which removes any
5.4. Noisy pulses stimulus 93
previously existing interval. When comparing the responses of the molecular species
in the presence of di↵erent sources of biological noise it would seem that, di↵erently
from the other stimulus conditions, extrinsic noise induces the most variability in the
system. However the disparity across the di↵erent scenario is reduced compared to
the other input stimulus conditions.
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Figure 5.11: Visualisation of the correlations between the di↵erent molecular species
combinations, with a noisy EGF 5 pulse input stimulus in the presence of extrinsic,
intrinsic and both types of noise, from top to bottom respectively. Specifically, 10
particles were chosen at random out of the 1000 simulated iterations, for each type
of noise.
Next, as for the previous input signals, we analyse the relationship between the dif-
ferent molecular species, by randomly selecting 10 particles from each of the 1000
simulated iterations for the respective noise scenarios displayed in Fig.5.11. Com-
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pared to the previous input stimulus conditions, the di↵erence in behaviour across
the di↵erent types of biological noise appears diminished, in line with the time course
data displayed above.
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Figure 5.12: Mutual information estimation between pEGFR, pAkt, pS6 time course
data across 60 minutes with a noisy EGF 5 pulse input stimulus, in the presence of
extrinsic, intrinsic and both types of noise from top to bottom respectively.
We then use the simulated time course to estimate the mutual information, shown
in Fig.5.12. In the presence of extrinsic noise the system shows the highest values
of mutual information, whilst the lowest are estimated in the presence of intrinsic
noise. Adding the background noise to the input stimulus appears to increase the
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influence of the extrinsic noise on the system. In fact, the trend and values of the
mutual information along the Akt pathway in the presence of both types of noise
are midway between those displayed in the presence of extrinsic and intrinsic noise
alone; specifically the mutual information time course, particularly in the initial time
points, is similar to that obtained in the presence of intrinsic noise, but gradually
increases in value, and levels similarly to what occurs when extrinsic noise alone is
present. In terms of absolute values, the mutual information in the presence of both
types of noise is somewhat higher than in the presence of solely intrinsic noise, yet
significantly lower (approximately half) than those estimated in the presence of ex-
trinsic noise alone.
5.5 Discussion
We have looked at di↵erent stimulation patters in the Akt pathway and how the
related dynamics a↵ect information transmission along the system under di↵erent
conditions of biological noise; but the question is actually two–fold because the system
we consider here is much less detailed than for example the MAPK pathway analysed
in the previous chapter. Di↵erently from the ERK cascade, where we had a detailed
mathematical model, we are estimating the mutual information from a model that
predicts the temporal evolution of the pathway elements at a more course-grained
level. Mutual information by definition describes the mutual dependence between
two variables X and Y at time t, or rather the reduction in uncertainty in Y if X is
known; applied to molecular biology this is particularly interesting when analysing
how the relationship changes across the time course of the species. However, for a
cause–e↵ect model such as this one, where the the e↵ect of X is not immediately
perceived by Y , estimating the mutual information at any given time point t might
not reflect the information processing dynamics of the system; what would capture
the relationship is estimating the mutual information between the value of X at t and
the value of Y at the time point when X’s e↵ect has been perceived, yet determining
this time point would be challenging.
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An interesting outcome of our investigation was observing how, by introducing di↵er-
ent types of input stimulus, the impact of the di↵erent types of noise would change,
particularly when both types of noise were present. In the absence of background
noise in the EGF stimulus it would appear that intrinsic noise would overwhelm the
e↵ect of the extrinsic noise. However, we must bear in mind that, due to the model’s
characteristics, it was possible for only a small amount of extrinsic noise to be added
to the system, which would be unlikely to realistically reflect the amount of extrinsic
variability in vivo.
Surprisingly, even with such a small amount of extrinsic variability present, the e↵ect
on the mutual information dynamics was considerable; evidently for this model, even
a small perturbation in the parameter values would lead to significantly di↵erent so-
lutions. It could be that for less detailed cause–e↵ect models, it is not possible to
accurately capture the dynamics in the presence of extrinsic variability. Specifically,
trying to capture dependencies between two molecular species X and Z when we
really have X Y  Z, means all things related to Y are extrinsic; what it also means
is that our modelling approach for extrinsic noise, where we perturb the parameters
by drawing them from a distribution, may becomes less appropriate. In fact in more
course-grained models, the parameters will account for intermediate steps in the sys-
tem, and adding even a small extrinsic variability to these generalised parameters will
not necessarily reflect the noise experienced at each step along the system, ultimately
leading to a bias in the results. In order to ascertain if this is indeed the case, further
investigation would be required; specifically, performing a similar analysis on a more
detailed model of the pathway, which would directly include the intermediate species,
such as mTOR. We suspect that the outcome of such a study would demonstrate
that, in order to use mutual information to describe the dependencies in larger ab-
stract systems, it will be necessary to devise a better way of rendering these into
simpler e↵ective models, which leave out some of the reactions without a↵ecting the
dependencies significantly [44].
Overall, what we can draw from this is that although some have suggested that mu-
tual information could replace the use of mechanistic models to capture the system
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dynamics, we believe that using this information theoretic approach alone could be
misleading and is best used to complement a modelling approach [18, 141].
Chapter 6
Conclusion
We began our investigation in Chapter III by analysing the information processing
dynamics, and change in mutual information across molecular building blocks under
the e↵ect of di↵erent types of biological noise. Surprisingly, we observed that the
variability generated by the presence of extrinsic noise drives the mutual informa-
tion; in fact, variability is interpreted as additional information, inflating the mutual
information values, which were generally found to be highest in the presence of this
type of noise. What we also found, is that the presence of both intrinsic and extrinsic
noise sources, does not necessarily decrease the e ciency of information transmission
in the system, as we would have expected. In fact, in the presence of both types of
biological noise, the mutual information does not follow a defined pattern; it is some-
times higher, lower or mid way between the values estimated under the influence of
the individual types of noise, leading us to believe that intrinsic and extrinsic noise
do not interact in a simply additive manner.
We continued to explore the role of biological noise by applying the information the-
oretic technique to two important cell fate decision making pathways, the ERK path-
way and Akt pathway, in Chapters IV and V respectively. These cellular signalling
pathways were modelled in di↵erent ways: the former was defined by a detailed and
precise mathematical model, whilst the latter was described by an e↵ective cause
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e↵ect model. We were interested in observing whether the di↵erent modelling ap-
proaches would influence the information processing analysis, and indeed we found
that this was the case, particularly for systems were the temporal evolution of down-
stream molecular targets was delayed compared to the upstream e↵ectors, such as
pS6 in the Akt pathway.
Moreover, specific to the ERK cascade, by analysing its information processing capa-
bility and the relationship between the molecular components, we shed light on the
noise filtering ability of the upstream components in the pathway, and were able to
confirm the correct modelling approach for the system (compared to earlier studies).
We also investigated the system in the case of aberrant regulation of RAF, which has
been tied to a variety of human cancers, and observed the progressive decay of the
information transmission between ERK and MEK, as RAF and MEK activity were
increased. A natural follow up to this study would be to also apply the information
theoretic approach to experimental single cell data measured from di↵erent mutants;
this could confirm our findings but also determine which mutations are detrimental
to the signalling pathway. Such an investigation could aid pharmacological studies to
help determine targets for drug therapy, and is not limited to the ERK pathway, but
could be employed in various systems to further our understanding of what occurs in
disease from an information processing perspective, and prove valuable in providing
a solution.
Further to this, when estimating the mutual information in the ERK cascade in the
presence of both types of noise, we found that its values were much higher than in
the presence of either type of noise; the shape along the time course was most similar
to that displayed by the system in the presence of extrinsic noise alone, indicating
that this type of biological noise was dominant in the system. Di↵erently, for the Akt
pathway modelled with the EGF step and ramp input stimulus, in the presence of both
types of noise, the mutual information time course most resembled that displayed in
the presence of intrinsic noise alone, and its values were lower than for either type of
biological noise alone. It would appear that in the case when extrinsic noise prevails
over intrinsic, the inflation of mutual information, and therefore addition of apparent
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information in the system is heightened; whilst when intrinsic noise is dominant, this
inflation does not occur, and in fact the system’s information processing capability is
reduced.
The interplay between the two types of noise, and how they a↵ect the information
processing e ciency of the system under consideration requires further investigation;
a hypothesis of how they might be interacting, and a point for further study, is de-
tailed in the box below.
The interplay of di↵erent types of Biological Noise
Let us call O the state of an ideal system on an xyz plane where information trans-
mission occurs in the absence of noise i.e. where we have maximum information
processing e ciency. In reality, however, the system is under the influence of two
kinds of noise, intrinsic and extrinsic, which shift the system away from the ideal
state, thus decreasing the information processing capability of the system. The in-
trinsic noise
 !
I will cause a shift along the x axis, characterising the shift from the
distribution caused by the stochasticity in the system; the extrinsic
 !
E noise, ideally
perpendicular to intrinsic and thus representing a shift along the y axis, also shifts
slightly along z to account for the level of surprise we obtain when perturbing the
model parameters and obtaining di↵erent solutions to the system.
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In the presence of both types of noise, we hypothesise the result to be a shift of the
system along the vectorial sum of the of the intrinsic and extrinsic noise represented
by
 !
B . Given these considerations, the resulting vector representing both kinds
of noise can be greater than the individual vectors, or smaller, depending on the
angles of the triangles 4EOB and 4OBI, reflecting the di↵erent scenarios observed
throughout our investigation.
On the sidelines of the main subjects of study, we started to investigate other sys-
tems not included in this written work. One of these systems in particular, a simple
birth-death process applied to a two reporter gene system, shows promise, and could
inspire further analysis on the interplay between di↵erent types of biological noise in
cellular processes. We considered two reporter genes X1 and X2, regulated by identi-
cal promoters, and dependant on a single parameter, which regulated both processes
of birth and death; in our analysis we considered di↵erent parameter value combina-
tions, whilst including both intrinsic and extrinsic perturbations in the system, and
for each combination estimated the mutual information as shown in Fig.6.1.
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Figure 6.1: The figure displays a 3-D scatter plot from di↵erent angles of the mutual
information in a simple birth death process applied to a two reporter gene system,
under di↵erent parameter combinations for birth and death.
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These results allowed us to visualise the most and least e cient parameter combi-
nations for a system in terms of signal processing e ciency. This type of approach
could be applied to other systems beyond the birth death process, and would not only
allow us to shed further light on the intricacies of how cellular signalling processes
are engineered in vivo, but also prove useful in the context of experimental design.
Overall what our studies demonstrate, is that information theory, and mutual infor-
mation in particular, can aid in the understanding of the cellular processes, having
great advantages over the correlation measures. However, it must be used with cau-
tion, as it can also be misleading. In particular, it is fragile to the addition of extrin-
sic sources of noise, and requires careful interpretation with the consideration of the
molecular species dynamics. Another reason one must proceed with caution, is that
when analysing mutual information, we are estimating the dependency between two
molecular species at specific time points; however, in biological cells the response of
certain species could be delayed compared to others (as we observed in the Akt model
in chapter V), and thus measuring the relationship at a given time point would not
accurately capture the the relationship between the molecular species in question. In
fact, although it has been suggested that mutual information could replace the use
of mechanistic models, especially for large systems where a modelling approach could
prove challenging, we believe the two should be used in unison as they are comple-
mentary to one another. What also emerges from our investigation, is that there is
still scope for more analytical work; we must still shed light on the full implications of
applying an information theoretic approach to cellular pathways, as the behaviour of
living organism is comparable but not identical to that of electrical and engineering
systems, especially when also considering the e↵ect of biological noise. What is cer-
tain is that this field is still at its infancy, and comes with significant challenges, but
also provides an opportunity, to those who choose to venture forth, to glean a fresh
perspective on some of the fundamental questions in systems biology in the future.
Appendix A
The following are the motif equations and parameters used in Chapter III. For inter-
pretations of the terms here pleas refer to the text in the respective Chapter.
x˙ = ↵+ S(t)   x   x
z˙ =  x   z
p = [↵, ,  ,  ]=[10.0,1.0,5.0,1.0]
x˙ = ↵+ S(t)   x   x
y˙ =  x   y   ✏y
z˙ = ✏y   z
p = [↵, ,  ,  , ✏,]=[10.0,1.0,5.0,1.0,3.0,1.0]
x˙ = ↵+ S(t)   x   x
y˙ =  x   y   ✏xy
z˙ = ✏xy   z
p = [↵, ,  ,  , ✏,]=[10.0,1.0,5.0,1.0,3.0,1.0]
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Appendix B
Below are the plots representing the correlation between ppERK and ppMEK for the
DD, DP, PD, and PP models, across the 50 minute time course, with measurements
taken every two minutes.
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Figure .2: The set of 25 scatter plots display the correlation between ppERK and
ppMEK across 50 minutes (measurements taken every 2 minutes) in the DD model.
Each scatter plot compares the experimental data (blue) with the values obtained by
simulating the system under extrinsic noise a↵ecting all parameters (green) and only
the driving parameters (red).
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●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2500
0
15
00
35
00
Total ppERK t8
To
ta
l p
pM
EK
 t8
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
● ●
●
●●
●
●
●
●
● ●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
0 1000 2000 3000
0
15
00
30
00
Total ppERK t10
To
ta
l p
pM
EK
 t1
0
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
● ●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●●
●
● ●
●
●
●
●●●
●
●
●●
●●
●
●
●
●
●
●
●
●
●●
●●
●●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
● ● ●
●
●
●
● ●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●●●
●
● ●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 3000
0
20
00
40
00
Total ppERK t12
To
ta
l p
pM
EK
 t1
2
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
● ●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●●
●
●
● ●●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
0 1000 3000
0
15
00
Total ppERK t14
To
ta
l p
pM
EK
 t1
4
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●●●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2000 3000
0
10
00
Total ppERK t16
To
ta
l p
pM
EK
 t1
6
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2500
0
10
00
25
00
Total ppERK t18
To
ta
l p
pM
EK
 t1
8
●
●
●
●● ●
●
●
●
●
●
●
● ●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2000 3000
0
10
00
25
00
Total ppERK t20
To
ta
l p
pM
EK
 t2
0
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
0 500 1500 2500
0
10
00
Total ppERK t22
To
ta
l p
pM
EK
 t2
2
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
● ●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
0 500 1500
0
15
00
30
00
Total ppERK t24
To
ta
l p
pM
EK
 t2
4
●
●
●
●●
●
●
●
●
●
●●
● ●
●
●●
●●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●●●
●●
●●
●
●●
●
●
● ●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
0 500 1500 2500
0
15
00
Total ppERK t26
To
ta
l p
pM
EK
 t2
6
●
●
●
●●
●
●
●
●
●●
● ●
●●
●●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
● ●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
0 500 1500
0
10
00
Total ppERK t28
To
ta
l p
pM
EK
 t2
8
●
●
●
● ●
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1500
0
10
00
25
00
Total ppERK t30
To
ta
l p
pM
EK
 t3
0
●
●
●
●●
●
●
●
●
●
● ●
●●
●
●●
● ●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
● ●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 1000 2000 3000
0
15
00
Total ppERK t32
To
ta
l p
pM
EK
 t3
2
●
●
●
●●
●
●
●
●
●
● ●
●●
●
●●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 500 1500
0
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Total ppERK t34
To
ta
l p
pM
EK
 t3
4
●
●
●
● ●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●●
●
●
●
●
●
● ●
●
●
●
●
●
● ●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
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Figure .3: The set of 25 scatter plots display the correlation between ppERK and
ppMEK across 50 minutes (measurements taken every 2 minutes) in the DP model.
Each scatter plot compares the experimental data (blue) with the values obtained by
simulating the system under extrinsic noise a↵ecting all parameters (green) and only
the driving parameters (red).
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Figure .4: The set of 25 scatter plots display the correlation between ppERK and
ppMEK across 50 minutes (measurements taken every 2 minutes) in the PD model.
Each scatter plot compares the experimental data (blue) with the values obtained by
simulating the system under extrinsic noise a↵ecting all parameters (green) and only
the driving parameters (red).
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Figure .5: The set of 25 scatter plots display the correlation between ppERK and
ppMEK across 50 minutes (measurements taken every 2 minutes) in the PP model.
Each scatter plot compares the experimental data (blue) with the values obtained by
simulating the system under extrinsic noise a↵ecting all parameters (green) and only
the driving parameters (red).
Bibliography
[1] N. G. Ahn, R. Seger, R. Bratlien, C. Diltz, N. Tonks, and E. Krebs. Multiple
components in an epidermal growth factor-stimulated protein kinase cascade.
in vitro activation of a myelin basic protein/microtubule-associated protein 2
kinase. Journal of Biological Chemistry, 266(7):4220–4227, 1991.
[2] U. Alon. An introduction to systems biology: design principles of biological
circuits. CRC press, 2006.
[3] U. Alon. Network motifs: theory and experimental approaches. Nature Reviews
Genetics, 8(6):450–461, 2007.
[4] D. A. Altomare and J. R. Testa. Perturbations of the akt signaling pathway in
human cancer. Oncogene, 24(50):7455–7464, 2005.
[5] K. Aoki, M. Yamada, K. Kunida, S. Yasuda, and M. Matsuda. Processive
phosphorylation of erk map kinase in mammalian cells. Proceedings of the
National Academy of Sciences, 108(31):12675–12680, 2011.
[6] S. Artavanis-Tsakonas, M. D. Rand, and R. J. Lake. Notch signaling: cell
fate control and signal integration in development. Science, 284(5415):770–776,
1999.
[7] K. Basso, A. A. Margolin, G. Stolovitzky, U. Klein, R. Dalla-Favera, and A. Cal-
ifano. Reverse engineering of regulatory networks in human b cells. Nature
genetics, 37(4):382–390, 2005.
109
BIBLIOGRAPHY 110
[8] M. A. Beaumont, W. Zhang, and D. J. Balding. Approximate bayesian com-
putation in population genetics. Genetics, 162(4):2025–2035, 2002.
[9] A. Bellacosa, T. O. Chan, N. N. Ahmed, K. Datta, S. Malstrom, D. Stokoe,
F. McCormick, J. Feng, and P. Tsichlis. Akt activation by growth factors is
a multiple-step process: the role of the ph domain. Oncogene, 17(3):313–325,
1998.
[10] A. Bellacosa, C. C. Kumar, A. Di Cristofano, and J. R. Testa. Activation of akt
kinases in cancer: implications for therapeutic targeting. Advances in cancer
research, 94:29–86, 2005.
[11] J. D. Benson, Y.-N. P. Chen, S. A. Cornell-Kennon, M. Dorsch, S. Kim,
M. Leszczyniecka, W. R. Sellers, and C. Lengauer. Validating cancer drug
targets. Nature, 441(7092):451–456, 2006.
[12] M. Bloch, J. Barros, M. R. Rodrigues, and S. W. McLaughlin. Wireless
information-theoretic security. Information Theory, IEEE Transactions on,
54(6):2515–2534, 2008.
[13] T. Blumentritt. On copula density estimation and measures of multivariate
association, volume 171. BoD–Books on Demand, 2012.
[14] C. G. Bowsher. Information processing by biochemical networks: a dynamic
approach. Journal of The Royal Society Interface, 8(55):186–200, 2011.
[15] C. G. Bowsher and P. S. Swain. Identifying sources of variation and the flow
of information in biochemical networks. Proceedings of the National Academy
of Sciences, USA, 109(20):E1320–E1328, 2012.
[16] C. G. Bowsher and P. S. Swain. Environmental sensing, information transfer,
and cellular decision-making. Current opinion in biotechnology, 28C:149–155,
2014.
BIBLIOGRAPHY 111
[17] C. G. Bowsher, M. Voliotis, and P. S. Swain. The fidelity of dynamic signaling
by noisy biomolecular networks. PLoS Computational Biology, 9(3):e1002965,
2013.
[18] M. D. Brennan, R. Cheong, and A. Levchenko. How information theory handles
cell signaling and uncertainty. Science, 338(6105):334–335, 2012.
[19] W. R. Burack and T. W. Sturgill. The activating dual phosphorylation of mapk
by mek is nonprocessive. Biochemistry, 36(20):5929–5933, 1997.
[20] A. J. Butte and I. S. Kohane. Mutual information relevance networks: func-
tional genomic clustering using pairwise entropy measurements. In Pac Symp
Biocomput, volume 5, pages 418–429, 2000.
[21] L. Cai, N. Friedman, and X. S. Xie. Stochastic protein expression in individual
cells at the single molecule level. Nature, 440(7082):358–362, 2006.
[22] E. R. Cantwell-Dorris, J. J. O’Leary, and O. M. Sheils. Brafv600e: implica-
tions for carcinogenesis and molecular therapy. Molecular cancer therapeutics,
10(3):385–394, 2011.
[23] A. N. Carter and C. P. Downes. Phosphatidylinositol 3-kinase is activated
by nerve growth factor and epidermal growth factor in pc12 cells. Journal of
Biological Chemistry, 267(21):14563–14567, 1992.
[24] C. J. Cellucci, A. M. Albano, and P. E. Rapp. Statistical validation of mu-
tual information calculations: Comparison of alternative numerical algorithms.
Physical Review E, 71:066208, 2005.
[25] T. O. Chan, S. E. Rittenhouse, and P. N. Tsichlis. Akt/pkb and other
d3 phosphoinositide-regulated kinases: kinase activation by phosphoinositide-
dependent phosphorylation. Annual review of biochemistry, 68(1):965–1014,
1999.
[26] W. H. Chappell, L. S. Steelman, J. M. Long, R. C. Kempf, S. L. Abrams, R. A.
Franklin, J. Ba¨secke, F. Stivala, M. Donia, P. Fagone, et al. Ras/raf/mek/erk
BIBLIOGRAPHY 112
and pi3k/pten/akt/mtor inhibitors: rationale and importance to inhibiting
these pathways in human health. Oncotarget, 2(3):135, 2011.
[27] R. Chen, C. Sarnecki, and J. Blenis. Nuclear localization and regulation of erk-
and rsk-encoded protein kinases. Molecular and cellular biology, 12(3):915–927,
1992.
[28] Z. Chen, T. B. Gibson, F. Robinson, L. Silvestro, G. Pearson, B.-e. Xu,
A. Wright, C. Vanderbilt, and M. H. Cobb. Map kinases. Chemical reviews,
101(8):2449–2476, 2001.
[29] R. Cheong, A. Rhee, C. J. Wang, I. Nemenman, and A. Levchenko. Informa-
tion transduction capacity of noisy biochemical signaling networks. science,
334(6054):354–358, 2011.
[30] E. K. Christian Waltermann. Information theory based approaches to cellular
signalling. Biochima et Biophysica Acta, 1810:924–932, 2011.
[31] P. Co↵er, J. Jin, and J. Woodgett. Protein kinase b (c-akt): a multifunctional
mediator of phosphatidylinositol 3-kinase activation. Biochem. J, 335:1–13,
1998.
[32] T. M. Cover and J. A. Thomas. Elements of Information Theory. John Wiley
& Sons, 2012.
[33] H. Davies, G. R. Bignell, C. Cox, P. Stephens, S. Edkins, S. Clegg, J. Teague,
H. Wo↵endin, M. J. Garnett, W. Bottomley, et al. Mutations of the braf gene
in human cancer. Nature, 417(6892):949–954, 2002.
[34] P. B. Dennis, A. Jaeschke, M. Saitoh, B. Fowler, S. C. Kozma, and G. Thomas.
Mammalian tor: a homeostatic atp sensor. Science, 294(5544):1102–1105, 2001.
[35] A. Dhillon, S. Hagan, O. Rath, and W. Kolch. Map kinase signalling pathways
in cancer. Oncogene, 26(22):3279–3290, 2007.
BIBLIOGRAPHY 113
[36] G. Dixit, J. B. Kelley, J. R. Houser, T. C. Elston, and H. G. Dohlman. Cellular
noise suppression by the regulator of g protein signaling sst2. Molecular cell,
55(1):85–96, 2014.
[37] N. Domedel-Puig, I. Pournara, and L. Wernisch. Statistical model comparison
applied to common network motifs. Bmc Systems Biology, 4(1):18, 2010.
[38] J. C. Doyle and M. Csete. Architecture, constraints, and behavior. Proceedings
of the National Academy of Sciences of the United States of America, 108 Suppl
3:15624–15630, 2011.
[39] A. L. Edinger and C. B. Thompson. Akt maintains cell size and survival
by increasing mtor-dependent nutrient uptake. Molecular biology of the cell,
13(7):2276–2288, 2002.
[40] A. Eldar and M. B. Elowitz. Functional roles for noise in genetic circuits.
Nature, 467(7312):167–173, 2010.
[41] M. B. Elowitz, A. J. Levine, E. D. Siggia, and P. S. Swain. Stochastic gene
expression in a single cell. Science (New York, N.Y.), 297(5584):1183–1186,
2002.
[42] V. Emuss, M. Garnett, C. Mason, R. Marais, et al. Mutations of c-raf are rare
in human cancer because c-raf has a low basal kinase activity compared with
b-raf. Cancer research, 65(21):9719–9726, 2005.
[43] J. A. Engelman, J. Luo, and L. C. Cantley. The evolution of phosphatidylinosi-
tol 3-kinases as regulators of growth and metabolism. Nature Reviews Genetics,
7(8):606–619, 2006.
[44] E. Feliu and C. Wiuf. Simplifying biochemical models with intermediate species.
Journal of The Royal Society Interface, 10(87):20130484, 2013.
[45] A. D. Fernandes and G. B. Gloor. Mutual information is critically dependant
on prior assumptions: would the correct estimate of mutual information please
identify itself? Bioinformatics Discovery Note, 26:1135–1139, 2010.
BIBLIOGRAPHY 114
[46] J. E. Ferrell and R. R. Bhatt. Mechanistic studies of the dual phosphory-
lation of mitogen-activated protein kinase. Journal of Biological Chemistry,
272(30):19008–19016, 1997.
[47] S. Filippi, C. Barnes, P. Kirk, T. Kudo, S. McMahon, T. Tsuchiya, T. Wada,
S. Kuroda, and M. Stumpf. Origins of cell-to-cell variability, kinetic proof-
reading and the robustness of mapk signal transduction. bioRxiv, page 021790,
2015.
[48] D. C. Fingar and J. Blenis. Target of rapamycin (tor): an integrator of nu-
trient and growth factor signals and coordinator of cell growth and cell cycle
progression. Oncogene, 23(18):3151–3171, 2004.
[49] A. Fraser and H. Swinney. Independent coordinates for strange attractors from
mutual information. Physical Review A, 33:1134–1140, 1986.
[50] N. Friedman, L. Cai, and X. S. Xie. Linking stochastic dynamics to popula-
tion distribution: an analytical framework of gene expression. Physical Review
Letters, 97(16):168302, 2006.
[51] K. Fujita, Y. Toyoshima, S. Uda, Y. Ozaki, H. Kubota, and S. Kuroda. De-
coupling of receptor and downstream signals in the akt pathway by its low-pass
filter characteristics. Sci Signal, 3(132):ra56, 2010.
[52] C. Gardiner. Stochastic methods. Springer Berlin, 2009.
[53] D. T. Gillespie. The chemical Langevin equation. The Journal of Chemical
Physics, 113(1):297–306, 2000.
[54] J. Gleick and R. Shapiro. The information. Books on Tape, 2011.
[55] J. Gunawardena. Distributivity and processivity in multisite phosphoryla-
tion can be distinguished through steady-state invariants. Biophysical journal,
93(11):3828–3834, 2007.
[56] H. Herzel and I. Grosse. Measuring correlations in signal sequences. Physica
A, 216:518–542, 1995.
BIBLIOGRAPHY 115
[57] H. Herzel, A. O. Schmitt, and W. Ebeling. Finite sample e↵ects in sequence
analysis. Choas, Solitions and Fractals, 4:97–113, 1994.
[58] P. A. Iglesias. Systems biology: The role of engineering in the reverse engineer-
ing of biological signaling. Cells, 2(2):393–413, 2013.
[59] P. Ingram, M. P. H. Stumpf, and J. Stark. Network motifs: structure does not
determine function. BMC Genomics, 7:108, 2006.
[60] P. Ingram, M. P. H. Stumpf, and J. Stark. Nonidentifiability of the source of
intrinsic noise in gene expression from single-burst data. PLoS Computational
Biology, 4(10):e1000192, 2008.
[61] P. Jeno¨, L. M. Ballou, I. Novak-Hofer, and G. Thomas. Identification and
characterization of a mitogen-activated s6 kinase. Proceedings of the National
Academy of Sciences, 85(2):406–410, 1988.
[62] M. C. Jones, S. J. Marron, and S. J. Sheather. A brief survey of bandwidth
selection for density estimation. American Statistical Association Journal of
the American Statistical Association, 91, 1996.
[63] M. Kaern, T. C. Elston, W. J. Blake, and J. J. Collins. Stochasticity in gene
expression: from theories to phenotypes. Nature Reviews Genetics, 6(6):451–
464, 2005.
[64] W. P. Kelly and M. P. H. Stumpf. Protein-protein interactions: from global to
local analyses. Current opinion in biotechnology, 19(4):396–403, 2008.
[65] C. Kiel and L. Serrano. Cell type–specific importance of ras–c-raf complex
association rate constants for mapk signaling. Science signaling, 2(81):ra38–
ra38, 2009.
[66] W. Kolch. Meaningful relationships: the regulation of the ras/raf/mek/erk
pathway by protein interactions. Biochem. J, 351:289–305, 2000.
BIBLIOGRAPHY 116
[67] M. Komorowski, M. Costa, D. Rand, and M. Stumpf. Sensitivity, robustness,
and identifiability in stochastic chemical kinetics models. Proc Natl Acad Sci
U S A, 108(21), 2011.
[68] M. Komorowski, B. Finkenstadt, C. V. Harper, and D. A. Rand. Bayesian in-
ference of biochemical kinetic parameters using the linear noise approximation.
BMC Bioinformatics, 10, 2009.
[69] M. Komorowski, J. Miekisz, and M. P. H. Stumpf. Decomposing noise in bio-
chemical signaling systems highlights the role of protein degradation. Biophys-
ical Journal, 104(8):1783–1793, 2013.
[70] A. Kraskov, H. Stogbauer, and P. Grassberger. Estimating mutual information.
Physical Review E, 69, 2004.
[71] S. Kullback. Information Theory and Statistics. Wiley, 1959.
[72] P. Lenormand, C. Sardet, G. Pages, G. L’Allemain, A. Brunet, and
J. Pouysse´gur. Growth factors induce nuclear translocation of map ki-
nases (p42mapk and p44mapk) but not of their activator map kinase kinase
(p45mapkk) in fibroblasts. The Journal of cell biology, 122(5):1079–1088, 1993.
[73] R. E. Lenski and M. Travisano. Dynamics of adaptation and diversification:
a 10,000-generation experiment with bacterial populations. Proceedings of the
National Academy of Sciences, 91(15):6808–6814, 1994.
[74] A. Levchenko and I. Nemenman. Cellular noise and information transmission.
Current opinion in biotechnology, 28:156–164, 2014.
[75] J. Liepe, C. Barnes, E. Cule, K. Erguler, P. Kirk, T. Toni, and M. P. Stumpf.
Abc-sysbio approximate bayesian computation in python with gpu support.
Bioinformatics, 26(14):1797–1799, 2010.
[76] J. Liepe, S. Filippi, M. Komorowski, and M. P. Stumpf. Maximizing the
information content of experiments in systems biology. PLoS Comput Biol,
9(1):e1002888, 2013.
BIBLIOGRAPHY 117
[77] W. Lim, B. Mayer, and T. Pawson. Cell Signaling. Garland Science, 2014.
[78] J. Lin. Divergence measures based on the shannon entropy. Information Theory,
IEEE Transactions on, 37(1):145–151, 1991.
[79] E. Maasoumi and J. Racine. Entropy and predictability of stock market returns.
Journal of Econometrics, 107(1):291–312, 2002.
[80] E. Maasoumi 1. A compendium to information theory in economics and econo-
metrics. Econometric reviews, 12(2):137–181, 1993.
[81] D. J. MacKay. Information Theory, Inference, and Learning Algorithms. Cam-
bridge University Press, 2003.
[82] S. Mangan and U. Alon. Structure and function of the feed-forward loop net-
work motif. Proceedings of the National Academy of Sciences of the United
States of America, 100(21):11980–11985, 2003.
[83] B. D. Manning and L. C. Cantley. Akt/pkb signaling: navigating downstream.
Cell, 129(7):1261–1274, 2007.
[84] F. Marks, U. KlingmU`ller, and K. Mu¨ller-Decker. Cellular signal processing:
an introduction to the molecular mechanisms of signal transduction. Garland
Science, 2008.
[85] R. M. May. Uses and abuses of mathematics in biology. Science, 303(5659):790–
793, 2004.
[86] S. S. Mc Mahon, A. Sim, S. Filippi, R. Johnson, J. Liepe, D. Smith, and M. P. H.
Stumpf. Information theory and signal transduction systems: From molecular
information processing to network inference. Seminars in Cell & Developmental
Biology, 2014.
[87] M. N. McClean, P. Hersen, and S. Ramanathan. In vivo measurement of sig-
naling cascade dynamics. Cell Cycle, 8(3):373–376, 2009.
BIBLIOGRAPHY 118
[88] J. A. McCubrey, L. S. Steelman, W. H. Chappell, S. L. Abrams, E. W. Wong,
F. Chang, B. Lehmann, D. M. Terrian, M. Milella, A. Tafuri, et al. Roles of
the raf/mek/erk pathway in cell growth, malignant transformation and drug
resistance. Biochimica et Biophysica Acta (BBA)-Molecular Cell Research,
1773(8):1263–1284, 2007.
[89] S. McMahon, O. Lenive, S. Filippi, and M. Stumpf. Information processing by
simple molecular motifs and susceptibility to noise. Interface, 2015.
[90] P. Mehta, S. Goyal, T. Long, B. L. Bassler, and N. S. Wingreen. Informa-
tion processing and signal integration in bacterial quorum sensing. Molecular
systems biology, 5(1):325, 2009.
[91] M. L. Miller, L. J. Jensen, F. Diella, C. Jørgensen, M. Tinti, L. Li, M. Hsiung,
S. A. Parker, J. Bordeaux, T. Sicheritz-Ponten, M. Olhovsky, A. Pasculescu,
J. Alexander, S. Knapp, N. Blom, P. Bork, S. Li, G. Cesareni, T. Pawson,
B. E. Turk, M. B. Ya↵e, S. Brunak, and R. Linding. Linear motif atlas for
phosphorylation-dependent signaling. Science signaling, 1(35):ra2–ra2, 2008.
[92] S. A. Moodie and A. Wolfman. The 3rs of life: Ras, raf and growth regulation.
Trends in Genetics, 10(2):44–48, 1994.
[93] Y.-I. Moon, B. Rajagopalan, and U. Lall. Estimation of mutual information
using kernel density estimators. Physical Review E, 52(3):2318, 1995.
[94] D. K. Morrison and R. E. Cutler. The complexity of raf-1 regulation. Current
opinion in cell biology, 9(2):174–179, 1997.
[95] D. K. Morrison and R. J. Davis. Regulation of map kinase signaling modules
by sca↵old proteins in mammals*. Annual review of cell and developmental
biology, 19(1):91–118, 2003.
[96] K. P. Murphy. Machine learning: a probabilistic perspective. The MIT Press,
2012.
[97] R. B. Nelsen. An Introduction to Copulas. Springer, 1999.
BIBLIOGRAPHY 119
[98] E. Nelson, E. Nelson, E. Nelson, and E. Nelson. Dynamical theories of Brownian
motion, volume 2. Princeton university press Princeton, 1967.
[99] A. Nguyen, W. R. Burack, J. L. Stock, R. Kortum, O. V. Chaika, M. Afkarian,
W. J. Muller, K. M. Murphy, D. K. Morrison, R. E. Lewis, et al. Kinase
suppressor of ras (ksr) is a sca↵old which facilitates mitogen-activated protein
kinase activation in vivo. Molecular and cellular biology, 22(9):3035–3045, 2002.
[100] O. Orton, Richardand Sturm, V. Vyshemirsky, M. Calder, D. x. Gilbert, and
W. Kolch. Computational modelling of the receptor-tyrosine-kinase-activated
mapk pathway. Biochem. J, 392:249–261, 2005.
[101] H. Peng, F. Long, and C. Ding. Feature selection based on mutual informa-
tion criteria of max-dependency, max-relevance, and min-redundancy. Pattern
Analysis and Machine Intelligence, IEEE Transactions on, 27(8):1226–1238,
2005.
[102] E. Pereda, R. Q. Quiroga, and J. Bhattacharya. Nonlinear multivariate analysis
of neurophysiological signals. Progress in neurobiology, 77(1):1–37, 2005.
[103] A. T. Piala, J. M. Humphreys, and E. J. Goldsmith. Map kinase modules: The
excursion model and the steps that count. Biophysical journal, 107(9):2006–
2015, 2014.
[104] J. R. Porter, B. W. Andrews, and P. A. Iglesias. A framework for designing
and analyzing binary decision-making strategies in cellular systems. Integrative
Biology, 4(3):310–317, 2012.
[105] C. A. Pritchard, M. L. Samuels, E. Bosch, and M. McMahon. Conditionally
oncogenic forms of the a-raf and b-raf protein kinases display di↵erent biological
and biochemical properties in nih 3t3 cells. Molecular and cellular biology,
15(11):6430–6442, 1995.
[106] J. M. Raser and E. K. O’Shea. Noise in gene expression: origins, consequences,
and control. Science, 309(5743):2010–2013, 2005.
BIBLIOGRAPHY 120
[107] A. Rhee, R. Cheong, and A. Levchenko. The application of information theory
to biochemical signaling systems. Physical Biology, 9(4):045011, 2012.
[108] A. Ribas and K. T. Flaherty. Braf targeted therapy changes the treatment
paradigm in melanoma. Nature reviews Clinical oncology, 8(7):426–433, 2011.
[109] Y. Rissanen. Stochastic Complexity in Statistical Inquiry. World Scientific
Singapore, 1996.
[110] P. Roberts and C. Der. Targeting the raf-mek-erk mitogen-activated protein
kinase cascade for the treatment of cancer. Oncogene, 26(22):3291–3310, 2007.
[111] J. Rohde, J. Heitman, and M. E. Cardenas. The tor kinases link nutrient sensing
to cell growth. Journal of Biological Chemistry, 276(13):9583–9586, 2001.
[112] S. M. Ross. Introduction to probability models. Academic press, 2014.
[113] D. Ruggero and N. Sonenberg. The akt of translational control. Oncogene,
24(50):7426–7434, 2005.
[114] I. Ruvinsky and O. Meyuhas. Ribosomal protein s6 phosphorylation: from
protein synthesis to cell size. Trends in biochemical sciences, 31(6):342–348,
2006.
[115] I. Ruvinsky, N. Sharon, T. Lerer, H. Cohen, M. Stolovich-Rain, T. Nir, Y. Dor,
P. Zisman, and O. Meyuhas. Ribosomal protein s6 phosphorylation is a deter-
minant of cell size and glucose homeostasis. Genes & development, 19(18):2199–
2211, 2005.
[116] C. Salazar and T. Ho¨fer. Versatile regulation of multisite protein phosphory-
lation by the order of phosphate processing and protein–protein interactions.
FEBS journal, 274(4):1046–1061, 2007.
[117] H. J. Schae↵er and M. J. Weber. Mitogen-activated protein kinases: spe-
cific messages from ubiquitous messengers. Molecular and cellular biology,
19(4):2435–2444, 1999.
BIBLIOGRAPHY 121
[118] M. P. Scheid, M. Huber, J. E. Damen, M. Hughes, V. Kang, P. Neilsen, G. D.
Prestwich, G. Krystal, and V. Duronio. Phosphatidylinositol (3, 4, 5) p3 is
essential but not su cient for protein kinase b (pkb) activation; phosphatidyli-
nositol (3, 4) p2 is required for pkb phosphorylation at ser-473 studies using
cells from sh2-containing inositol-5-phosphatase knockout mice. Journal of Bi-
ological Chemistry, 277(11):9027–9035, 2002.
[119] M. Schilling, T. Maiwald, S. Hengl, D. Winter, C. Kreutz, W. Kolch, W. D.
Lehmann, J. Timmer, and U. Klingmu¨ller. Theoretical and experimental anal-
ysis links isoform-specific erk signalling to cell fate decisions. Molecular systems
biology, 5(1), 2009.
[120] T. Schmelzle and M. N. Hall. Tor, a central controller of cell growth. Cell,
103(2):253–262, 2000.
[121] C. Shannon. A mathematical theory of communication. Bell Systems Technical
Journal, pages 379–423, 1948.
[122] B. W. Silverman. Density Estimation for Statistics and Data Analysis. Chap-
man & Hall, 1986.
[123] V. Stambolic, A. Suzuki, J. L. De La Pompa, G. M. Brothers, C. Mirtsos,
T. Sasaki, J. Ruland, J. M. Penninger, D. P. Siderovski, and T. W. Mak.
Negative regulation of pkb/akt-dependent cell survival by the tumor suppressor
pten. Cell, 95(1):29–39, 1998.
[124] R. Steuer, J. Kurths, C. O. Daub, J. Weise, and J. Selbig. The mutual informa-
tion: Detecting and evaluating dependancies between variables. Bioinformatics,
18:S231–S240, 2002.
[125] D. Stokoe, L. R. Stephens, T. Copeland, P. R. Ga↵ney, C. B. Reese, G. F.
Painter, A. B. Holmes, F. McCormick, and P. T. Hawkins. Dual role of
phosphatidylinositol-3, 4, 5-trisphosphate in the activation of protein kinase
b. Science, 277(5325):567–570, 1997.
BIBLIOGRAPHY 122
[126] O. E. Sturm, R. J. Orton, J. Grindlay, et al. The mammalian mapk/erk pathway
exhibits properties of a negative feedback amplifier. American Association for
the Advancement of Science, 2010.
[127] P. S. Swain, M. B. Elowitz, and E. D. Siggia. Intrinsic and extrinsic contribu-
tions to stochasticity in gene expression. Proceedings of the National Academy
of Sciences, 99(20):12795–12800, 2002.
[128] J. R. Testa and P. N. Tsichlis. Akt signaling in normal and malignant cells.
Oncogene, 24(50):7391–7393, 2005.
[129] M. Therrien, H. C. Chang, N. M. Solomon, F. D. Karim, D. A. Wassarman, and
G. M. Rubin. Ksr, a novel protein kinase required for ras signal transduction.
Cell, 83(6):879–888, 1995.
[130] G. Tkacˇik and W. Bialek. Information processing in living systems. arXiv
preprint arXiv:1412.8752, 2014.
[131] G. Tkacˇik, C. G. Callan, and W. Bialek. Information flow and optimization in
transcriptional regulation. Proc Natl Acad Sci USA, 105(34):12265–70, 2008.
[132] G. Tkacˇik and A. Walczak. Information transmission in genetic regulatory
networks: a review. Journal of Physics: Condensed Matter, 2011.
[133] G. Tkacˇik, A. M. Walczak, and W. Bialek. Optimizing information flow in
small genetic networks. Physical Review E, 80(3):031920, 2009.
[134] G. Tkacik, A. M. Walczak, and W. Bialek. Optimizing information flow in
small genetic networks. III. A self-interacting gene. Physical Review E, 85(4 Pt
1):041903, 2012.
[135] T. Toni, Y.-i. Ozaki, P. Kirk, S. Kuroda, and M. P. Stumpf. Elucidating the in
vivo phosphorylation dynamics of the erk map kinase using quantitative pro-
teomics data and bayesian model selection. Molecular BioSystems, 8(7):1921–
1929, 2012.
BIBLIOGRAPHY 123
[136] T. Toni and B. Tidor. Combined model of intrinsic and extrinsic variability
for computational network design with application to synthetic biology. PLoS
Computational Biology, 9(3):e1002960, 2013.
[137] F. Tostevin, W. de Ronde, and P. R. ten Wolde. Reliability of frequency and am-
plitude decoding in gene regulation. Physical Review Letters, 108(10):108104,
2012.
[138] F. Tostevin and P. T. Wolde. Mutual information between input and output
trajectories of biochemical networks. Physical Review Letters, 2009.
[139] F. Tostevin and P. T. Wolde. Mutual information in time-varying biochemical
systems. Physical Review E, 2010.
[140] J. J. Tyson, K. C. Chen, and B. Novak. Sni↵ers, buzzers, toggles and blinkers:
dynamics of regulatory and signaling pathways in the cell. Curr.Opin.Cell.Biol.,
15(2):221–231, 2003.
[141] S. Uda, T. H. Saito, T. Kudo, T. Kokaji, T. Tsuchiya, H. Kubota, Y. Komori,
Y.-i. Ozaki, and S. Kuroda. Robustness and compensation of information trans-
mission of signaling pathways. Science, 341(6145):558–561, 2013.
[142] N. G. Van Kampen. Stochastic processes in physics and chemistry, volume 1.
Elsevier, 1992.
[143] I. Vivanco and C. L. Sawyers. The phosphatidylinositol 3-kinase–akt pathway
in human cancer. Nature Reviews Cancer, 2(7):489–501, 2002.
[144] E. Wallace, D. Gillespie, K. Sanft, and L. Petzold. Linear noise approximation
is valid over limited times for any chemical system that is su ciently large. IET
systems biology, 6(4):102–115, 2012.
[145] P. T. Wan, M. J. Garnett, S. M. Roe, S. Lee, D. Niculescu-Duvaz, V. M. Good,
C. G. Project, C. M. Jones, C. J. Marshall, C. J. Springer, et al. Mechanism
of activation of the raf-erk signaling pathway by oncogenic mutations of b-raf.
Cell, 116(6):855–867, 2004.
BIBLIOGRAPHY 124
[146] A.-X. Wang and X.-Y. Qi. Targeting ras/raf/mek/erk signaling in metastatic
melanoma. IUBMB life, 65(9):748–758, 2013.
[147] D. J. Wilkinson. Stochastic Modelling for Systems Biology. Chapman & Hall,
2006.
[148] A. Wodarz and R. Nusse. Mechanisms of wnt signaling in development. Annual
review of cell and developmental biology, 14(1):59–88, 1998.
[149] S. Wullschleger, R. Loewith, and M. N. Hall. Tor signaling in growth and
metabolism. Cell, 124(3):471–484, 2006.
[150] M. Xing. Braf mutation in thyroid cancer. Endocrine-related cancer, 12(2):245–
262, 2005.
[151] Y. Zhao and Z.-Y. Zhang. The mechanism of dephosphorylation of extracellular
signal-regulated kinase 2 by mitogen-activated protein kinase phosphatase 3.
Journal of Biological Chemistry, 276(34):32382–32391, 2001.
[152] E. Ziv, I. Nemenman, and C. H. Wiggins. Optimal signal processing in small
stochastic biochemical networks. PLoS One, 2(10):e1077, 2007.
