In many modern machine learning applications, the outcome is expensive or time-consuming to collect while the predictor information is easy to obtain. Semi-supervised learning (SSL) aims at utilizing large amounts of 'unlabeled' data along with small amounts of 'labeled' data to improve the efficiency of a classical supervised approach. Though numerous SSL classification and prediction procedures have been proposed in recent years, no methods currently exist to evaluate the prediction performance of a working regression model. In the context of developing phenotyping algorithms derived from electronic medical records (EMR), we present an efficient two-step estimation procedure for evaluating a binary classifier based on various prediction performance measures in the semi-supervised (SS) setting. In step I, the labeled data is used to obtain a non-parametrically calibrated estimate of the conditional risk function. In step II, SS estimates of the prediction accuracy parameters are constructed based on the estimated conditional risk function and the unlabeled data. We demonstrate that under mild regularity conditions the proposed estimators are consistent and asymptotically normal. Importantly, the asymptotic variance of the SS estimators is always smaller than that of the supervised counterparts under correct model specification. We also correct for potential overfitting bias in the SS estimators in finite sample with cross-validation and develop a perturbation resampling procedure to approximate their distributions. Our proposals are evaluated through extensive simulation studies and illustrated with two real EMR studies aiming to develop phenotyping algorithms for rheumatoid arthritis and multiple sclerosis.
Introduction
Semi-supervised learning (SSL) has attracted much attention in the machine learning community in recent years. The typical semi-supervised (SS) set-up is characterized by two sources of data: (i) a small or moderate sized 'labeled' dataset L containing information on the outcome y and the predictors x and (ii) a large 'unlabeled' dataset U containing information only on x. This setting is directly relevant to many 'big data' applications where y is difficult to obtain and x is readily available. For example, in the analysis of massive electronically recorded databases such as electronic medical records (EMR), it is easy to automatically extract x, but time-consuming to manually label each observation with gold standard outcome information. SSL has thus proved applicable to a wide variety of similar practical problems including webpage classification (Liu et al., 2006; Wang and Chen, 2011) , natural language parsing (Collobert and Weston, 2008; Søgaard, 2013) , and object recognition (Rosenberg et al., 2005; Cheng et al., 2015) .
As the name suggests, SSL differs from traditional supervised learning by making use of both L and U in the learning task. The primary interest of SSL is to determine if and when information contained in U can improve estimation precision relative to a supervised approach that ignores the unlabeled examples. Generally speaking, such improvement relies on a relationship between the parameter of interest and the distribution of x as U essentially characterizes the covariate distribution due to its size (Seeger, 2000; Zhang and Oles, 2000) .
As a motivating example, and to provide some intuition for the potential value of U, consider the estimation of the population mean µ in the SS setting with a univariate predictor x. We have available the labeled dataset L = {(y i , x i ) : i = 1, ..., n} and an independent unlabeled dataset U = {x i : i = n + 1, ..., n + N } with N >> n. Clearly, the supervised estimator of µ is Y = n −1 n i=1 y i . However, µ inherently depends on the marginal distribution of x based on the fact that
where m(x) = E(Y | X = x) and F (x) = P (X ≤ x). Observing U gives additional information about F (x) and in turn potential to improve the efficiency of Y . A SS estimator of µ can correspondingly be constructed in two steps. First, m(x) is estimated non-parametrically via kernel smoothing as
where K h (u) = h −1 K(u/h), K(·) is a symmetric smooth density function, and h is the bandwidth. Next, µ is estimated with
where F (x) = N −1 n+N i=n+1 I(x i ≤ x). Using arguments based on properties of the kernel estimator under standard smoothness assumptions and under-smoothing, one may easily show that (Bickel and Rosenblatt, 1973) The SS estimator therefore has asymptotic variance always smaller than that of Y provided x is related to y.
Though the estimation of µ is simple example, it illustrates how knowledge of the marginal distribution of x can work to improve the efficiency of a supervised approach without the complexities that arise in more complicated settings. Within current literature, the SSL problem has been studied almost entirely in the context of estimating regression parameters or prediction rules (Chapelle et al., 2006; Zhu, 2006) . Initially, it was assumed that "unclassified observations should certainly not be discarded" (O'neill, 1978) . However, it has since been noted that unlabeled data can actually degrade estimation accuracy under model misspecification (Cozman et al., 2002 (Cozman et al., , 2003 Grandvalet and Bengio, 2004; Singh et al., 2009) . SS methods are thus motivated by 'safely' using unlabeled data to produce estimators that are always at least as efficient as supervised procedures regardless of model specification. Indeed, a wide range of approaches for classification and regression have been proposed including generative modeling, transductive methods, manifold regularization and graph regularization methods, all of which rely on implicit or explicit assumptions relating p(x) to p(y|x) to guarantee improvement over supervised learning (Baluja, 1998; Jaakkola et al., 1999; Belkin and Niyogi, 2004; Lafferty and Wasserman, 2006; Nigam et al., 2006; Belkin et al., 2006; Niyogi, 2008; Wasserman and Lafferty, 2008) .
Despite this rich literature, no SSL methods currently exist to improve the estimation of prediction performance parameters. Recently, Claesen et al. (2015) proposed a procedure to estimate the bounds of the receiver operating characteristic (ROC) curve under the positive unlabeled setting in which L consists of examples from a single class. Their objective is therefore substantially different from improving the efficiency in estimating the accuracy measures in the standard SS setting where the labeled data consists of random samples from both classes, which is the goal of this paper. Such methods for accurately assessing the prediction performance of a working model have important implications in practice, particularly for EMR phenotyping. Recently, the Informatics for Integrating Biology and the Bedside (i2b2) Center, an NIH-funded National Center for Biomedical Computing, has developed several EMR phenotyping algorithms using supervised methods for identifying cases with rheumatoid arthritis (RA), multiple sclerosis (MS), Crohn's disease, and ulcerative colitis (Liao et al., 2010 (Liao et al., , 2012 Xia et al., 2013; Ananthakrishnan et al., 2013) . A more precise method to evaluate these algorithms is especially valuable as rates of disease misclassification can have a profound impact on the power of clinical and genetic studies that require accurate disease definitions (Liao et al., 2010; Sinnott et al., 2014) .
In this article, we address this gap in methodology through the development of an efficient SS procedure for estimating the accuracy of an estimated risk prediction rule for classifying a binary y. Specifically, we propose to use L and U together to efficiently estimate various accuracy parameters of the estimated prediction model, including the ROC curve, through a two-step procedure. In step I, L is used to obtain a non-parametrically calibrated estimate of the conditional risk function. In step II, SS estimators of the accuracy parameters are constructed by projecting the conditional risk function to the data in U. This procedure bears similar intuition to the population mean example as the proposed estimators are functionals of the partial mean. Moreover, unlike previous work in SSL, our major contribution is the extension of the SS paradigm to the estimation of model evaluation metrics.
The remainder of this paper is organized as follows. In section 2, we formally introduce the SS set-up and the prediction performance measures of interest. In section 3, we formulate our estimators and detail the K-fold cross-validation method used to correct for finite sample bias. We also present the perturbation resampling procedure for making inference and provide asymptotic properties for the SS estimators that confirm they are asymptotically more efficient than their supervised counterparts. In section 4, we demonstrate the validity of our proposals in finite sample with an extensive simulation study. We then illustrate the practical utility of our method in two EMR studies aiming to develop phenotyping algorithms for RA and MS in section 5. We conclude with additional discussions in section 6
2.
Problem Set-Up 2.1.
Data Representation in the SS Setting
With the development of phenotyping algorithms derived from EMRs as our motivating example, we let y denote the binary phenotype of interest throughout. We denote by x = (1, x 1 , . . . , x p ) T the predictor vector for some fixed p. We also let (y 0 , x 0 T ) T be the data vector for a future observation drawn independently from p(y, x). The data for analysis in the SS
. . , n} are n independent and identically distributed (iid) realizations from p(y, x) and U = {x i : i = n + 1, . . . , N + n} are N iid realizations from p(x). We assume that (i) L ⊥ U, (ii) N >> n so that n/N → 0 as n → ∞ and (iii) that the labeling mechanism is independent of D = (y, x T ) T and hence the underlying data of L and U are generated from the same distribution. Assumption (iii) is equivalent to the missing completely at random (MCAR) assumption in the missing data literature (Rubin, 1976) . Thus, one may view the SSL problem as a missing data problem. The main difference, however, is highlighted by assumption (ii) which implies that the probability of missingness in the outcome tends to 1 as n → ∞. Though the missingness mechanism is typically implicit in the SSL literature (Wasserman and Lafferty, 2008) , we provide further discussion of this issue in Section 6.
Formulation of the Classification Rule
Our aim is to efficiently assess the accuracy of a binary classification rule for y based on x.
To this end, we assume that a risk score θ T x is obtained by fitting a generalized linear model (GLM)
where θ is an unknown vector of regression parameters and g(·) is a specified smooth distribution function. To obtain a parsimonious classification rule as well as stabilize estimation when p is not small relative to n in finite simple, we employ a regularized procedure to obtain an estimator θ for θ. For ease of presentation, we focus on simple one-step type penalty functions previously considered in Zou et al. (2008) and Minnier et al. (2011) , but note that our procedure can be easily modified to accommodate other types of penalty functions which lead to a θ with desirable oracle properties. Specifically, we let θ be the minimizer of the penalized objective function
where
T is an initial estimator obtained as the minimizer of
, and λ n is such that λ n n 1/2 → ∞ and λ n → 0 as n → ∞. Letting θ 0 = argmin θ P{L (θ, D)}, it has been shown in Minnier et al. (2011) that under mild regularity conditions with properly chosen p λnj (|β j |),
where G n = n 1/2 (P n − P), P and P n respectively denote the underlying and empirical probability measures generated by L,
T | θ=θ 0 , A = {j : θ 0j = 0}, u A denotes the subvector of u corresponding to A, and A 11 is the q × q submatrix of A corresponding to q elements in A. Note that this class of estimators is fairly general and includes the SCAD (Fan and Li, 2001; Zou et al., 2008) , the adaptive LASSO (ALASSO) (Zou, 2006; Wang and Leng, 2007) and the standard GLM with the penalty parameters set to 0. We consider this relatively standard estimation procedure for θ 0 as our interest lies in using U to improve the estimation of prediction performance metrics rather than prediction performance itself.
Quantities of Interest
With a given θ, we may classify all future subjects with predicted risk scores in the highest percentiles as having the phenotype of interest. To identify a desirable threshold for the percentile and evaluate the classification accuracy, we consider the commonly employed ROC analysis (Pepe, 2003) of the risk percentile 
In evaluating EMR-based phenotyping algorithms, for example, the PPV measures the rate of concordance between positive classifications and true disease. A high PPV is therefore desirable as accurate prediction of disease status is a prerequisite for use of an algorithm in practice (Liao et al., 2015) . We next detail our proposed SS estimators of these accuracy parameters and demonstrate that they are more efficient than their supervised counterparts.
SS Estimation of Classification Performance

Estimation
To motivate the SS estimator, we first note that the supervised estimators of TPR(c) and FPR(c) can be respectively constructed based on L alone as
is the supervised estimator of F θ (t). These estimators are the so-called 'apparent' or 'resubstitution' estimators as they utilize L for the estimation of θ 0 as well as the corresponding accuracy measure. To obtain more efficient SS estimators of these quantities, we wish to make use of U in addition to L. If the outcomes in U were actually observed, we would simply compute (3.1) over U. In the absence of true phenotype information, we make use of U by noting that
), m(s, P θ ) = P {y = 1|P θ (x) = s} and with a slight abuse of notation
. Similar to the estimation of µ, the expression in (3. 2) highlights (i) the dependence of TPR(c) on the distribution of x and hence the potential utility of U in improving estimation precision and (ii) the suitability of "imputing" the missing phenotype in U usingm(·) estimated from L. We therefore propose the following two-step SS estimation procedures for the classification accuracy parameters.
In step I, we obtain a non-parametrically calibrated estimate of the conditional risk functionm(s) via kernel smoothing as m(s, P θ ) where
is a given smooth symmetric kernel density function with bounded support, and h = h(n) is a bandwidth such that nh 2 → ∞ and nh 4 → 0 as n → ∞.
For ease of notation, we let m(s, P θ ) = m(s) throughout. In step II, we use m(·) along with the data in U to construct the SS estimator of TPR(c),
This semi-nonparametric approach to imputation is particularly appealing as it only requires one-dimensional smoothing and protects against misspecification of the fitted regression model (2.1). That is, the calibrated estimator m(s) consistently estimatesm(s) regardless of the adequacy of the fitted model (2.1). As a result, this procedure allows for valid inference about the prediction performance of P 0 θ without requiring (2.1) to hold. It is also important to note that although m(·) converges at a slower nonparametric rate, TPR(c) still converges at a rate of root-n as it is essentially integrated over the distribution of P θi . The conditions on h ensure undersmoothing to overcome the bias-variance trade-off.
Similarly, we may construct a SS estimator of FPR(c) as
while PPV(c) and NPV(c) may be consistently estimated using FPR(c) and TPR(c) with
is the SS estimator of the prevalence µ = P (y = 1) andμ 0 = 1 −μ. When a threshold value is selected asc u 0 = FPR −1 (u 0 ), we may obtain SS estimators
In the supervised setting, it is well-known that the apparent estimator in (3.1) may be overly optimistic in finite sample (Efron, 1986) . A commonly used simple method to negate such overfitting bias is cross-validation (CV) which randomly splits L into mutually exclusive subsets to estimate the classifier and the accuracy parameters of interest. To reduce the overfitting bias in the proposed estimator, we develop here a K-fold CV procedure in the SS setting. It is important to note that the apparent SS estimator is subject to overfitting as L is used to estimate both the risk score and the conditional risk functionm(·) which is utilized for estimation of the accuracy parameters. CV for the SS estimator correspondingly involves partitioning L for the estimation of θ 0 andm(·) while the performance measure is estimated with all of U since N is assumed to be sufficiently large. To this end, denote each fold of L as I k and the corresponding indices as I k for k = 1, . . . , K. For a given k, we fit the regression model with L \ I k to obtain an estimator for θ 0 denoted as θ (-k) . The observations in the left-out set I k are used to estimatem(s) with the local constant smoother as
We then estimate TPR(c) as
and the final CV estimator for TPR(c) is
In practice, we suggest averaging over several repetitions of CV to minimize the additional variation induced by random partitioning. Similarly, we may construct CV estimators for FPR(c), ROC(c), PPV(c), and NPV(c), respectively denoted as FPR cv (c), ROC cv (c), PPV cv (c), and NPV cv (c).
Asymptotic Results for the SS estimators
Though analogous results hold for all of the SS estimators, we present the main result for ROC(u 0 ) and demonstrate that it is asymptotically more efficient than the supervised
and FPR(c), TPR(c), and ROC(c) denote the population versions of TPR, FPR, and ROC
Under the assumptions given in the Appendix in the Supplementary Materials,
, and ψ A (θ, c) and φ A (θ, c) are defined in the Appendix.
Roughly speaking, the first term of (3.4) and (3.5) accounts for the variation in the accuracy measure while the second (and equivalent) term accounts for the variability in θ.
Momentarily focusing on the first term, which provides the improvement of the SS approach, we note the similarity to the expansions for µ. That is, the influence function for the SS estimator is centered at the conditional mean E(y i | P θ 0 i ) while its supervised counterpart is centered at the marginal mean µ = P (y = 1) thereby yielding a reduction in the asymptotic variance. More formally, following these expansions, it is straightforward to show that
, which holds under correct model specification,
and the SS estimator of ROC(u 0 ) is always asymptotically more efficient than its supervised counterpart when there is an association between y and x. Under slight model mis-specification, one would still expect the SS estimator to be more efficient since
Our simulation results in Section 4 support this claim.
For the CV estimators, we show in the Appendix that W ROC (u 0 ) and n 1/2 { ROC cv (u 0 ) − ROC(u 0 )} are asymptotically equivalent with the same limiting distribution. Similar findings have been noted in Tian et al. (2007) for absolute prediction error estimators when no regularization or smoothing was employed for the estimation. Although this result suggests that one may approximate the standard error (SE) of ROC cv (u 0 ) based on the SE estimate of ROC(u 0 ), we find that such an approximation does not perform well when p is not very small relative to n due to the overfitting bias. We next propose CV-based perturbation resampling procedures that provide more accurate SE estimates by correcting for overfitting.
Perturbation Resampling Procedure for Inference
To make inference about ROC(u 0 ) based on ROC cv (u 0 ), we rely on the asymptotic normality of W ROC (u 0 ). However, the influence function expansion in (3.4) reveals that the asymptotic variance of ROC cv (u 0 ) involves unknown conditional density functions which are difficult to estimate explicitly, particularly under model mis-specification. To overcome this difficulty as well as overfitting, we propose a hybrid of CV and perturbation resampling technique (Jin et al., 2001 ) to obtain variance estimates for ROC cv (u 0 ). To this end, we generate a set of iid non-negative random variables, G = (G 1 , . . . , G n ) T , independent of D, following a known distribution with mean one and unit variance.
We first obtain a resampled counterpart of θ by perturbing a bias corrected estimate of the influence function given in (2.3). Specifically, let θ * A c = 0 and
where A is the empirical estimate of A and A 11 is the submatrix of A corresponding to A = {l : θ l = 0}. To account for the variation in m(s) and correct for overfitting, we note that
We construct a perturbed counterpart of m(s) as m
Note that m * A (s) accounts for the variation in m(s) attributable to the non-parametric smoothing ignoring the variation in θ while m(s, P θ * ) accounts for the variation in θ. Finally, we obtain a perturbed counterpart of TPR cv (c) as
We may obtain a perturbed counterpart of FPR cv (c) accordingly as FPR * 
Simulation Studies
We conducted extensive simulation studies to validate the proposed point and interval estimation procedures. Throughout, we generated Across all numerical studies including the data examples in Section 5, we used the ALASSO penalty with p λnj (|β j |) = n −1/2 λ n |β j | −1 to estimate θ 0 , where we set λ 2n = log(p)/n 1.5 and chose λ n using a modified BIC that replaces log(n) with min{(
y i )} to avoid excessive shrinkage in finite sample. For the non-parametric smoothing, we used the Gaussian kernel with h = n −0.45σ n whereσ n is the empirical standard deviation of { P θi } n i=1 .
To estimate the SE, we used 500 perturbations and employed a robust SE calculation which removes realizations more than 6 median absolute deviations (MAD) away from the median.
This approximation is reasonable as the estimators are asymptotically normal and thus the probability of the realizations in the removed extreme tails is of order 10 −9 . For the CV procedures, we let K = 10 and averaged over 10 replications.
We present results for ROC(u 0 ), PPV(c u 0 ), NPV(c u 0 ) with u 0 = 0.05. In Table 1 we present the percent bias for the apparent and CV estimates of the accuracy measures under correct model specification. The results for settings 2 and 3 can be found in the Supplementary Material and follow similar patterns. As expected, the apparent estimators exhibit substantial bias in both the supervised and SS settings, particularly when p = 20 and n = 200. This is consistent with the general consensus of apparent estimators not being appropriate for prediction performance assessment. For the remaining evaluations, we therefore focus on the CV estimators only. Overall, the CV SS estimators are slightly less biased than the supervised estimators.
We summarize in Figure 1 the efficiency of the CV SS estimators relative to their supervised counterparts with respect to mean square error for all three data generating mechanisms.
In each of these settings, the efficiency gains are significant for all parameters with gains as high as 174% for PPV and do not vary significantly with ρ, n, and p. We also note that the improvement in the estimation of the cut-off parameterc u 0 will directly impact the performance of the classifier. Additionally, the SS estimators outperform the supervised estimators under model misspecification with substantial efficiency gains in both settings 2 and 3.
The performance of the interval estimation based on the proposed perturbation resampling procedure is summarized in Table 2 
Application to EMR Studies
Background
The adoption of EMR in routine health care has resulted in a promising new data source for medical discovery research. Filled with comprehensive clinical information for extensive pa-tient populations, EMR can facilitate large-scale observational studies in a cost-effective and timely manner (Wilke et al., 2011) . Additionally, when linked with specimen bio-repositories, these large medical databanks allow for the quantification of the effects of rare genetic variants as well as the study of complex genome-phenome architecture that can lead to discovery of new disease subtypes and their associated genetic causes (Kohane, 2011; Murphy et al., 2009 ). However, a major challenge in EMR-driven research is in the ascertainment of validated phenotype information as it requires substantial and thus prohibitive manual chart review. As a result, benchmark labels are only available for a small fraction of observations while predictors of phenotype are available for the entire cohort (Liao et al., 2010) . This setting therefore directly lends itself to the use of SSL procedures.
Real Data Analysis
To illustrate our proposals, we applied our procedures to evaluate two phenotyping algorithms for classifying two systematic autoimmune disease conditions, RA and MS, using EMR data from Partner's HealthCare (Liao et al., 2010; Xia et al., 2013) . For the RA study, the patient cohort consisted of n = 500 patients whose RA status was confirmed with medical chart review by two rheumatologists and a large 'RA mart' of N = 43,514 patients without confirmed disease status. Both narrative and codified data were available to develop the prediction model (p = 37). The narrative variables were obtained with natural language processing via the Health Information Text Extraction (HITex) system. These variables included disease diagnoses, medications, and radiology findings. The codified data included ICD9 codes, electronic prescriptions, and laboratory values. For the MS study, a neurologist confirmed MS status in n = 455 patients with at least one ICD9 code of MS via documentation in a neurologist's clinical note or a relevant MRI report in the medical records. An unlabeled data of size N = 11,743 was also available for analysis. We used codified variables (p = 10), including race, sex, gender, number of cervical spine and brain MRI, and ICD9 codes relating to MS, to develop the algorithm.
The estimates of prediction accuracy for u 0 = 0.05 as well as their estimated SEs for both studies are presented in Table 2 . The point estimates of the parameters based on the supervised and SS methods are similar. This is a desirable property as it suggests the stability of the proposed procedure in a real data setting. We also observe substantial efficiency gains from the SS approach for each parameter in both studies. As a result, we
have a more precise estimate of the prediction performance of the phenotyping algorithm using the SS method, suggesting the usefulness of our method in practice. For the RA study, efficiency gains are at least 85% for each accuracy measure with gains as high as 244% for the threshold parameter. For the MS study, the SS estimators are at least 60% more efficient than the supervised estimators and the SS estimator of PPV is 3.2 times more efficient than the supervised estimator. Importantly, the threshold parameter, which is ultimately used to determine classifications, is over 2.6 times more efficient than the corresponding supervised estimator.
Discussion
Unlike previous work in SSL, we have proposed a two-step estimation procedure that utilizes unlabeled data for model evaluation rather than model fitting. In particular, we introduced SS estimators of various prediction performance measures. Asymptotic results confirm that these estimators are always more efficient than their supervised counterparts under correct model specification. We addressed potential overfitting bias in our SS estimators with CV and also developed a CV-based perturbation resampling procedure that adjusts for sources of finite sample bias. Further, the SS estimator outperformed the supervised estimator in terms of efficiency in simulations as well as a real data analysis of two EMR-based studies thus illustrating the utility of our method in practice.
It is interesting to note that if model (2.1) is correctly specified, P θ 0 achieves the highest ROC curve among all scores based on x for the classification of y (McIntosh and Pepe, 2002).
Thus, under correct model specification, θ does not contribute to the variability of ROC(u 0 ) asymptotically and the proposed SS estimator achieves the highest possible efficiency gain from U. As it is unlikely that the working model is correctly specified, it would be of interest to potentially employ a 'safe' SS procedure to estimate θ 0 to provide further gains under model misspecification. Additionally, and perhaps a limitation of our study, is the typical SSL assumption of MCAR. Further work is needed to extend our results to the missing at random (MAR) setting (Rubin, 1976) to allow the labeling process to depend on x.
Throughout, we focused on the setting with fixed p but accommodated settings in which p is not small relative to n in finite sample with regularized estimation. For such settings, regularization has the advantage of producing more stable estimators for the model parameters and leading to more stable inference, compared to fitting the standard GLM. This is con- Table 3 : Apparent (APP) and 10-fold cross-validated (CV) estimates of the SS and supervised accuracy measures along with their estimated standard errors (ASE) and relative efficiencies (RE; Supervised:Semi-Supervised) for the EMR-based studies of RA and MS. All values are multiplied by 100.
1A: Correct Specification
1B: Misspecified Link Function
1C: Misspecified Linear Predictor
Figure 1: Efficiency of the 10 fold cross-validated SS estimators relative to their supervised counterparts with respect to mean squared error. Table 3S : Empirical standard error (ESE), median of the estimated standard errors using perturbation resampling (ASE, subscript), and the coverage probabilities of the 95% confidence intervals using the ASE with a GLM without penalization versus ALASSO when 
1.
Additional Simulation Results
is twice continuously differentiable and denote by P * the measure generated by D and the perturbation variables G.
In addition to the expansion given in (2.3),
Here we note that m(c,
and P θ (x) follows a uniform distribution. Additionally, we assume that h = O(n −ν ), ν ∈
(1/4, 1/2) and h
A. Asymptotic Properties of TPR(c) and ROC(u 0 )
To establish the uniform consistency of TPR(c), we write TPR(c) = ξ(c, θ)/ ξ(0, θ), TPR(c) = ξ(c, θ 0 )/ξ(0, θ 0 ), where
, and
From standard empirical process theory (Pollard, 1990) , one may show that sup θ,x | P θ (x) − P θ (x)| = O p (N −1/2 ) and N 1/2 { V(s, P θ ) − V(s, P θ )} converges weakly to a zero-mean Gaussian process in (s, θ). This, together with the consistency of θ, implies that sup s |V(s, P θ ) − V(s, P θ 0 )| → 0 in probability. For the consistency of m(s, P θ ), we write
Similarly, it is not difficult to show that n 1 2 { H(t, s) − H 0 (t, s)} converges weakly to a zero-mean Gaussian process, where
Similar arguments can be used to show that sup s |n
where the constant 1 is the density of V(s, P θ 0 ) = s. Therefore sup s | m(s, P θ ) − m(c, P θ 0 )| → 0 in probability and hence we conclude the uniform consistency of TPR(c).
For the weak convergence of W TPR (c) = n 
and P N is the empirical measure generated by U.
are independent given L and bounded by sup x,θ | m{P θ (x),
we invoke Hoeffding's inequality conditional on L. It follows that E = n
It then follows from a functional central limit theorem (Pollard, 1990 ) that W ξ (θ, c) converges weakly to a zero-mean Gaussian process and possesses stochastic equicontinuity in (θ, c) under the standard variance metric by Theorem 2.1 of (Kosorok, 2007) .
and hence
∂{ξ(θ, c) − TPR(c)ξ(θ, 0)}/∂θ and µ = P (y = 1).
Analogous arguments can be used to show the uniform consistency of FPR(c) for FPR(c) and
where Using similar arguments given above, it is straightforward to show that the supervised estimator ROC(u 0 ) is also consistent for ROC(u 0 ) and W ROC (u 0 ) = n 1/2 { ROC(u 0 )−ROC(u 0 )} is asymptotically equivalent to . . , n} be n exchangeable discrete random variables uniformly distributed over {1, . . . , K} independent of the data that satisfy n i=1 I(ζ i = k) = n/K, k = 1, . . . , K. Also let
and m k (s, P θ ) = [
It follows from the arguments of Appendix A that conditional on ζ, converges weakly to a zero-mean Gaussian process by the functional central limit theorem (Pollard, 1990) . It then follows by Theorem 2.1 of Kosorok (2007) 
C. Justification for the Resampling Procedure
Here we outline a justification for the proposed resampling procedure. To this end, we consider the unconditional distribution of W * ROC = n 1/2 { ROC * (u 0 ) − ROC(u 0 )}. We first note that It therefore suffices to derive the asymptotic expansion for W * ξ = n 1/2 {ξ * (c, θ) − ξ(c, θ)}.
Our previous arguments imply (u 0 ).By the multiplier central limit theorem (Van Der Vaart and Wellner, 1996) , the distribution of W * ROC (u 0 )|L converges to a zero-mean normal random variable. This then implies that for > 0 there exists M such that for n > M the probability of
with respect to L is at least 1 − . This justifies the proposed resampling procedure.
