Abstract. In the humanoid robot system, the hand-eye system strict significance calibration is very difficult, or even impossible, which greatly increases the difficulty of the humanoid robot for the object manipulation. This paper, based on the visual feedforward and visual feedback control strategy, the humanoid robot completes the operation object. A non strict hand-eye calibration system based on visual feedback is a reasonable way to solve humanoid robot object manipulation. Experiments show that the three-dimensional measurement visual system, based on the visual feedforward and the visual feedback control strategy, improves the accuracy of the location object.
Introduction
Humanoid robot as an intelligent machine which can get to the region to operate object through the body movement and can complete the operation tasks using arm and hand with the help of various sensor information [1, 2] . In the process of the humanoid robot walk, the joints of the head and the hand will deviate from the standard zero-position; therefore, the humanoid robot hand-eye system strict significance calibration is very difficult, or even impossible, which greatly increases the difficulty of the humanoid robot for the object manipulation [3, 4] . Especially the standard zero-position offset of the head and hand joints have a great impact on the visual servo system of the humanoid robot. Therefore, strict hand-eye system calibration is very difficult for the humanoid robot [5, 6] .
In this paper, based on the visual feedforward and visual feedback control strategy, the humanoid robot completes the operation object. Using the visual feedforward information, the hand of the humanoid robot approach the target object; using the visual feedback control strategy, the hand of the humanoid robot achieves fine alignment with the target object. A non strict hand-eye calibration system based on visual feedback is used to solve humanoid robot object manipulation. This paper is organized as follows. The system overview of humanoid robot is described in Section 1. In Section 2, we present the object positioning based on visual servo. In Section 3, the three-dimensional position experiments are provided. Finally, our conclusions are given in Section 4.
The system overview of humanoid robot
The humanoid robot system is composed of visual information processing system and motion control system; there are two computers responsible respectively, two computers communicate by Memolink which make the two computers share memory information as shown in Fig.1 . The visual information processing system is responsible for achieving and processing of the visual information of the target object; the motion control computer is responsible for the movement of each joint of the body, besides control the walk, it needs to control the body balance and the coordination of the hand with foot too. Therefore, the motion control part is a multi-task control system and the control task is very heavy.
The humanoid robot's arm and hand have the same structure and operation functions as the human beings, which can ensure the humanoid robot has the same operating flexibility as the human beings. Therefore, the humanoid robot arm with six degrees of freedom, the hand has three degrees of freedom; in the planning and servo control of the control system, the humanoid robot imitates the human to move and grasp objects within the effective range which the robot arm can reach. 
Object positioning based on visual servo
Humanoid robot binocular stereo vision internal parameters are strictly calibrated; external parameters of the head and arm use the system configuration parameters. In the process of visual servo, the humanoid robot walk close to the target object, head and arm joint null position is relative, always deviate from the ideal model of zero. Therefore, the humanoid robot visual servo is non-strict calibration.
Humanoid robot body structure is a complex system. A red sphere selected as a target, From the point of view of the crawl, the object ball is the same attitude regardless place anyway, the world coordinate system,
as the goal spherical coordinate system, the hand of the center
with a certain pose.
First calculate the three-dimensional position of the object ball
Calculate a desired position of the hand
Then set the desired attitude of the hand. Therefore, before grabbing action execution, the desired position and orientation of the humanoid robot hand as the equation (1), where The grasping object process of humanoid robot can be divided into five steps: find and coarse positioning target object, walking close to the target object, based on the visual feedforward coarse alignment, fine alignment based on visual feedback, grasp. Each step requires a different control strategy.
In the coarse alignment process of the objectives ball and hand, humanoid robot uses vision-based feedforward control strategy, which is Look-then-Move control mode. Fig.2 shows the control process Look-then-Move. Can be seen from the figure, the entire control process is a serial process, there is no visual feedback is introduced into the robot, and therefore, at this time, the humanoid robot control accuracy will be affected by the accuracy of the robot model accuracy, the accuracy of the model of the camera, the accuracy of the object feature extraction, the accuracy of the pose estimation, any one part of this error could affect the final positioning error. In this paper, the visual feedforward task is to achieve a robot hand and the targeted ball coarse alignment, and to guide hand close to the target object, and to make the hand and the object ball simultaneously appears in the vision of the robot. Based on the visual feedforward control strategy is meeting the requirements of the humanoid robot system.
Assuming that the target location information is 
is the shift amount of the end effector coordinate system relative to the target ball coordinate. 
In other words, the desired speed of movement of the hand is proportional to the distance between the hand and the target object.
Three dimension object location experiments
We use the motion capture system to measure the three-dimensional position of the target object, the three-dimensional position of the target object as an absolute spatial position, as a benchmark to measure the measurement accuracy of the humanoid robot vision platform. In the experiment, red target ball is placed in the scene. Fig.3 (a) is the X coordinate measurements in the world coordinate system, experiments show that in the x direction of the world coordinate system, the target ball and hand measurements to some extent deviated from the position of absolute space, but the space distance just as the absolute space distance, the error is less than 1%. Fig.3 (b) Y coordinate measurements in the world coordinate system , the target ball and hand visual measurements are stable, to some extent a deviation from absolute coordinates, but the distance just as the absolute space, the distance errors less than 2%. Fig.3 (c) shows the measurement results in the z direction in the world coordinate system, the data show that in the z direction of the world coordinate system of the target object and hand measurements are certain deviations from the absolute coordinate extent, but the distance and the absolute space between consistent distance errors of less than 2%. 
Summary
This paper analyzes the non-strict calibration humanoid robot vision positioning system. In view of non-strict calibration humanoid robot hand-eye system, we put forward the object position strategy, Experiments show that the three-dimensional measurements of the visual system to spatial points deviate from the absolute spatial position to a certain extent, but system errors almost cancel each other out, the three-dimensional distance between the target object and the hand just the same as the motion capture systems, the accuracy is meeting the humanoid robot system requirement.
