Abstract. We study spaces EV(Ω) of weighted smooth functions on an open subset Ω ⊂ R d whose topology is given by a family of weights V. We derive sufficient conditions on the weights which make EV(Ω) a nuclear space.
Introduction
In this paper we study the relation between a family of weight functions on an open set Ω ⊂ R d , d ∈ N, and the nuclearity (see [6] , [29] ) of the space of infinitely continuously partially differentiable functions on Ω with values in K = R or C whose topology is generated by that family of weights. The spaces we want to consider look as follows.
Definition. Let Ω ⊂ R
d be open and (Ω n ) n∈N a family of non-empty sets such that Ω n ⊂ Ω n+1 and Ω = ⋃ n∈N Ω n . Let V ∶= (ν n ) n∈N be a countable family of positive continuous functions ν n ∶ Ω → (0, ∞) such that ν n ≤ ν n+1 for all n ∈ N. We call V a (directed) family of continuous weights on Ω and define EV(Ω) ∶= {f ∈ C ∞ (Ω, K) ∀ n ∈ N, m ∈ N 0 ∶ f n,m < ∞} where f n,m ∶= sup
Here C ∞ (Ω, K) denotes the space of infinitely continuously partially differentiable functions on Ω with values in K and ∂ α f the α-th partial derivative of f with respect to the multiindex α of order α .
Our goal is to derive sufficient conditions on V (and (Ω n ) n∈N ) such that EV(Ω) becomes a nuclear space. Nuclearity implies the approximation property and corresponding sufficient conditions for EV(Ω) having the approximation property are stated in [19, 5.2 Theorem, p. 18] and [19, 3.2 Remark, p. 5] . For spaces of weighted smooth functions with a different locally convex topology, e.g. where the supremum in (1) is taken over all α ∈ N d 0 or all n ∈ N, conditions for nuclearity are known due to Komatsu [16 , and are also the basic spaces for the theory of Fourier hyperfunctions, see e.g. [9] , [10] , [12] , [17] , [21] and [22] . In addition, an affirmative answer to the question of nuclearity of EV(Ω) transfers the surjectivity of a linear partial differential operator P (∂)∶ EV(Ω) → EV(Ω) with smooth coefficients to its corresponding vector-valued counterpart on smooth weighted functions with values in certain locally convex spaces E, for example, in the case that EV(Ω) and E are Fréchet spaces by [13, Satz 10.24, p. 255] and [18, 5.10 Example, p. 24] and in other cases using the splitting theory of Vogt [35] or of Bonet and Domański [1] . EV(Ω) is a Fréchet space if for every compact set K ⊂ Ω there is some n ∈ N such that K ⊂ Ω n (see e.g. [19, 3.4 Proposition, p. 6]).
Gelfand and Vilenkin treat the spaces K{ν n } ∶= EV(Ω) with Ω n = R, ν n ≥ 1, monotonically increasing ν n ( ⋅ ) and ν n ∈ C ∞ (R, R) for all n ∈ N. If (N.1) for any n ∈ N and α ∈ N 0 there are C > 0 and k ∈ N such that ∂ α ν n ≤ Cν k , and if (N.2) for any n ∈ N there is k ∈ N such that lim x →∞ ν n (x) ν k (x) = 0 and ν n ν k is an element of the Lebesgue space L 
n , x ∈ R, implying the nuclearity of the classical Schwartz space (in one variable). The downside of Gelfand's and Vilenkin's conditions is that ν n has to be smooth and that Ω n = R for all n ∈ N.
For the subspace OV(Ω) of EV(Ω) of holomorphic functions on Ω ⊂ C sufficient conditions for the nuclearity of OV(Ω) in terms of V are derived by Wloka in [ 
where B(t, r t ) is the ball around t with radius r t and A(r t ) is the embedding constant from the Sobolev embedding W k p (B(t, r t )) ↪ C(B(t, r t )), see [30, §1.8, Theorem 1, p. 54]. C(B(t, r t )) denotes the space of continuous functions on the closure B(t, r t ) and W k p (B(t, r t )) the Sobolev space of (equivalence classes of) functions on B(t, r t ) such that all weak partial derivatives up to order k are in the Lebesgue space L p (B(t, r t )). The involvement of the Sobolev embedding constants A(r t ) makes (N p 2 ) less applicable since only knowing their sheer existence might not be helpful, and even if one explicitely knows them, they might depend on t. For example, an explicit Sobolev embedding constant for k = 1 > d p can be found in [31, Theorem 2.E, p. 200] but it still depends on r t and thus possibly on t. Therefore Wloka only applies his conditions (with some additional assumptions) in the case where he can take one r t for all t ∈ Ω n , namely, in the case
The spaces S ρ (Ω) are generated by partial differential operators and Triebel obtains a sufficient condition for nuclearity by using interpolation theory. Namely, if ρ satisfies the conditions
where d ∂Ω (x) is the distance of x ∈ Ω to the boundary ∂Ω of Ω, then S ρ (Ω) is nuclear by [34, 8. for all x ∈ Ω with some C > 0 and a > 0). These conditions are fulfilled for Ω = R d and ρ(x) = 1 + x 2 , x ∈ R d , yielding the nuclearity of the classical Schwartz space as well. Similar to Gelfand and Vilenkin, the drawback of Triebel's conditions is that ρ has to be smooth and all Ω n have to coincide.
Let us outline the content of the paper. In Section 2 we introduce our sufficient conditions on V and (Ω n ) n∈N , stated in Condition 2.1 and Remark 2.7, guaranteeing the nuclearity of EV(Ω) and explore many examples. These conditions are more likely to be applicable as they overcome the disadvantages of Gelfand's and Vilenkin's, Wloka's and Triebel's conditions. In the same section we construct a partition of unity in Lemma 2.11 which is then used in our main Theorem 3.1 in Section 3 to prove the sufficiency for nuclearity of our conditions.
Partition of unity
We begin with our sufficient conditions on the weight functions which are modifications of the conditions (1.1)-(1.3) in [20, p. 204] where the case Ω n = Ω for all n ∈ N is considered. We set x ∞ ∶= max 1≤i≤d x i for x = (x i ) ∈ R d and use the convention inf ∅ ∶= ∞.
2.1. Condition. Let V ∶= (ν n ) n∈N be a family of continuous weights on an open set Ω ⊂ R d and (Ω n ) n∈N a family of non-empty Lebesgue measurable sets such that
for all x ∈ Ω k and for any n ∈ N let there be ψ n ∈ L
1
(Ω k ), ψ n > 0, and I j (n) ≥ n and
In the case Ω n = Ω for all n ∈ N conditions like (ω. for Ω = C d and r ∶= r k = 1 and in [7] for Ω ⊂ C d where the assumption (ii) of [7, Theorem 1, p. 943 ] means that one may take r(z) ∶= r k (z) = e −µ N (z)−C , z ∈ Ω, for some N ∈ N and C > 0 if the family V is given by ν n (z) ∶= e −µn(z) with a sequence of positive continuous plurisubharmonic functions (µ n ). We use the following convention from [20, 1.1 Convention, p. 205].
2.2. Convention. We often delete the number n counting the seminorms (e.g. I j = I j (n) or A j = A j (n)) and indicate compositions with the functions I j only in the index (e.g. I 23 = I 2 (I 3 (n))).
The conditions (ω.1)-(ω.3) are closed under multiplication, more generally, we have:
Proof.
a) Let k, n ∈ N, x ∈ Ω k and define r k ∶= min(r k ,r k ). (ω.1) We set I 1 (n) ∶= max(Î 1 (n),Ĩ 1 (n)) and obtain
The functions r n , n ∈ N, are locally bounded away from zero on Ω n , i.e. for every compact set
since the members of the family V are locally bounded and locally bounded away from zero on Ω.
The following functions generated from r n play a big role in the construction of our partition of unity which is used to derive the nuclearity of EV(Ω) if the family V of continuous weights fulfils (ω.1)-(ω.3).
2.5.
Definition. Let V fulfil (ω.3). For n ∈ N set r n,0 ∶= r n and for k ∈ N let r n,k be given by
For our partition of unity we need the positivity of r n,k for all n ∈ N and k ∈ N 0 which is guaranteed by Remark 2.4 and the proposition below.
is bounded away from zero on U in (i) and locally bounded away from zero on U in (ii) and (iii). In particular, g > 0 on U .
Proof. In case (i) this is obviously true because inf x∈U g(x) ≥ inf x∈U f (x) > 0. Let us turn to case (ii) and (iii) and assume the contrary. Then there is a compact set K ⊂ U such that for every n ∈ N there is x n ∈ K with g(x n ) ≤ 1 (2n). It follows that for every n ∈ N there is η n ∈ {η
The sequence (η n ) n∈N is bounded since r and (x n ) n∈N are bounded. Hence there are a subsequence (η n k ) k∈N and η ∈ U such that η n k → η by the Bolzano-Weierstraß theorem. If η ∈ U , then the set K 0 ∶= {η n k k ∈ N} ∪ {η} is compact in U and f (η n k ) ≤ 1 n k for every k ∈ N which contradicts f being locally bounded away from zero on U . If U is closed, then U = U which settles case (ii). Let η ∈ ∂U and (iii) hold. Then η n k → η implies
This bounded subsequence has again a subsequence (x n kp q ) q∈N which converges to some x ∈ K. Since r is continuous on U , we have r(x n kp q ) → r(x). From
However, this means that η ∈ U which is a contradiction.
2.7. Remark. Let V fulfil (ω.3). From Remark 2.4 and Proposition 2.6 follows by induction that r n,k > 0 on Ω n for every n ∈ N and k ∈ N 0 if (s.1) r n is bounded away from zero on Ω n for all n ∈ N, in particular, if r n is constant for all n ∈ N, or if (s.2) Ω n is closed in R d for all n ∈ N, or if (s.3) Ω n = Ω and r n is continuous for all n ∈ N.
Example. Let Ω ⊂ R
d be open and (Ω n ) n∈N a family of non-empty Lebesgue measurable sets such that Ω n ⊂ Ω n+1 and Ω = ⋃ n∈N Ω n . For n ∈ N set
< ∞ for all n ∈ N, (a n ) n∈N be strictly increasing such that a n ≥ 0 for all n ∈ N or a n ≤ 0 for all n ∈ N. The family V ∶= (ν n ) n∈N of positive continuous functions on Ω given by
with some function µ∶ Ω → [0, ∞) fulfils ν n ≤ ν n+1 for all n ∈ N and
if Ω n is bounded for all n ∈ N and µ = 0.
In addition, r k can be chosen to be (2) to be constant for all k ∈ N in (i), (ii), (iv) and (v), (3) to be constant for all k ∈ N in (iii) if either lim n→∞ a n = ∞, a n ≥ 0 for all n ∈ N or lim n→∞ a n = 0, a n ≤ 0 for all n ∈ N.
Proof.
If a n ≥ 0 for all n ∈ N, it follows that a n µ(x + ζ) ≤ 2a n + a n µ(x + η), and if a n ≤ 0 for all n ∈ N, then a n µ(x + ζ) = − a n µ(x + ζ) ≤ 2 a n + a n µ(x + η).
Hence we obtain (ii) Due to (i) we only need to show that V satisfies (ω.2). For n, p ∈ N we define
for all x ∈ Ω k and thus (ω.2). (iii.1) We start with the case of no further restrictions on the sequence (a n ) n∈N .
Let k ∈ N and choose p ∈ N such that d ≤ 2p − 1 and m ≤ 2p
we obtain by the binomial theorem
Further, we have
2) Now, we consider case (3), i.e. lim n→∞ a n = ∞, a n ≥ 0 for all n ∈ N or lim n→∞ a n = 0, a n ≤ 0 for all n ∈ N. Let k ∈ N. We set r k (x) ∶= 1 for every
If lim n→∞ a n = ∞ and a n ≥ 0 for all n ∈ N resp. lim n→∞ a n = 0 and a n ≤ 0 for all n ∈ N, then for every n ∈ N there is J 1 (n) ∈ N such that a n (1 + 2d)
In the first case follows that a n µ(x + ζ) ≤ a n (1 + 2d)
and in the second that a n µ(x + η) ≤ a n (1 + 2d) m µ(x + ζ) − a n ≤ a J1(n) µ(x + ζ) − a n which yields (ω.1). Moreover, we choose p ∈ N such that d ≤ 2p − 1 and ψ n,p from (ii). Then there is C > 0 such that
and thus (ω.1). Furthermore, we derive (ω.2) and (ω.3) from
(v) This follows directly from the choice r k (x) ∶= min(D ∞ k+1 , 1) 2, x ∈ Ω k , and ψ n ∶= 1.
Further examples of sets Ω and (Ω n ) n∈N satisfying (s.2) and the conditions of the preceding example are given below.
Example. The following non-empty open sets Ω ⊂ R
d and families (Ω n ) n∈N of sets fulfil Ω = ⋃ n∈N Ω n , Ω n ⊂ Ω n+1 for all n ∈ N and 0 < D ∞ n+1 < ∞ for all n ≥ N for some N ∈ N:
(i) Ω arbitrary, Ω n ∶=K n where K n ⊂K n+1 is a compact exhaustion of Ω.
The same is true and additionally (s.2) holds if the family (Ω n ) n∈N in the preceding examples is replaced by the sequence of closures (Ω n ) n∈N .
Choosing Ω and (Ω n ) n∈N from Example 2.9 (ii) or (iii) with I ⊊ {1, . . . , d} and
for I 0 ∶= {1, . . . , d} ∖ I and 0 < γ ≤ 1, we see that we are in the situation of Example 2.8 (ii) with c n ∶= (∑ i∈I n) γ since µ is γ-Hölder continuous. In Example 2.8 (iv) we have EV(R 
−2 and continuous functions µ n ∶ Ω → [0, ∞) such that µ n ≤ µ n+1 defining ν n (z) ∶= e µn(z) for every n ∈ N. The condition [22, (3. 2), p. 37] implies (with x = 0 there and the choice r k (z) ∶= min(D ∞ k+1 , γ, 1) 2, z ∈ Ω k , with γ from that condition) that (ω.1) and (ω.3) hold. For Ω ∶= C ∖ R a similar construction is used.
If Ω ∶= Ω n ∶= R d for all n ∈ N, then condition (s.3) is also fulfilled in the corresponding examples of Example 2.8 since the constructed r k are continuous for every k ∈ N. Next, we consider an example where Ω ≠ R d .
Example.
Let Ω ⊂ R d be a non-empty bounded open set and Ω n ∶= Ω for all n ∈ N. The family V ∶= (ν n ) n∈N of positive continuous functions on Ω given by
. We deduce that ν n (x+ζ) ≤ 3 n ν n (x+η) and conclude that (ω.1) holds. Furthermore, we observe that
holds for all x ∈ Ω yielding (ω.3). We note that r is continuously extendable on Ω by setting r ∶= 0 on ∂Ω. Thus (s.2) and (ω.2) are valid since ψ n ∶= r ∈ L 
form an open covering of Ω n , and any x ∈ Ω n is contained in at most (8 r n,2 (x)) d different balls Figure 1 . Cover of Ω n with squares of the form b k resp.
where J 1 is the j-fold composition of I 1 and P 3 the p-fold composition of I 3 .
Proof. Let Z be the set of subsets X ⊂ Ω n such that
and let Z be equipped with the inclusion ⊂ as partial order. Every chain A ⊂ Z has an upper bound in Z given by ⋃ X∈A X yielding that (Z, ⊂) is inductively ordered. Due to Zorn's Lemma there is a maximal element X 0 ∈ Z. We note that X 0 ⊂ Ω n is a discrete set since r n,1 > 0 on Ω n and {z ∈ X 0 z −y ∞ < r n,1 (y) 2} = {y} for every y ∈ X 0 by (2). Furtheron, a discrete subset of Ω n ⊂ R d cannot be uncountable by [2, 4.1.15 Theorem, p. 255]. Hence there is some l ∈ N ∪ {∞}, a set K ∶= {k ∈ N k ≤ l} and a maximal sequence (z k ) k∈K in Ω n such that
which also implies z k ≠ z j for k ≠ j.
due to the maximality of (z k ) k∈K . Thus the balls b k , k ∈ K, cover Ω n . The condition
The number of balls {B k ∃ k ∈ K ∶ x ∈ B k } coincides with the number of balls β ∶= {β k ∃ k ∈ K ∶ x ∈ B k }. We observe that the elements of β are disjoint. Otherwise, there are k, j ∈ K, k ≠ j, such that x ∈ B k ∩ B j and there is ζ ∈ β k ∩ β j which connotes the contradiction
Moreover,
The ball B contains at most (2 (r n,2 (x) 4)) . Let k ∈ K. We set X ∶= B k , K ∶= b k and choose a positive decreasing sequence (w j ) j∈K such that ∑ j∈K w j = 1, e.g. w j ∶= 1 2 j if K = N or w j ∶= 1 l if the number l of elements of K is finite. Then
and with the choice of d j ∶= w j r n (z k ) 3, j ∈ K, we obtain ∑ j∈K d j = r n (z k ) 3 < δ. Moreover, we observe that for every function ϕ ∈ C ∞ (X, R) and 
between the α-th partial derivative ∂ α ϕ and the differential ϕ ( α ) of order α holds where e n , 1 ≤ n ≤ d, denotes the n-th unit vector in R d . Due to [8, Theorem 1.4.2, p. [25] [26] there exists ϕ k ∈ C ∞ c (B k , R), i.e. ϕ k is smooth on B k and its support supp ϕ k is compact, such that 0 ≤ ϕ k ≤ 1, ϕ k = 1 on a neighbourhood of b k and
where c > 0 only depends on the dimension of R d (and not on k or α).
We denote by q k the number of elements of
and note that
, where the first inequality follows from x − z m ∞ ≤ r n (z m ) and the second from x − z k ∞ ≤ r n (z k ), we get by the Leibniz rule
where we used for (⋆) that (w j ) j∈K is decreasing and α − γ 1 + γ 1 − γ 2 + . . . + γ q k −1 − γ q k + γ q k = α and in the last inequality that the number of sums is at most (8 r n,3 (z k )) d and the number of summands in each sum at most d
(p.4) First, we claim that for every j ∈ N holds
This follows by induction over j. The base case is
where D 0 ∶= A 1 A 3 (I 1 )A 3 (I 31 )⋯A 3 ((P 3 − 1)I 1 ) and P 3 − 1 is the (p − 1)-fold composition of I 3 . Let us suppose that (4) holds for some j ∈ N. Then we have
where J 1 + 1 is the (j + 1)-fold composition of I 1 which proves the claim. Second, let m, j, p ∈ N. Then there is D > 0 such that for k ∈ K and x ∈ B k
In [ 
where we used Fubini's theorem in the last inequality. Furtheron, we set M (x) ∶= {k ∈ K x ∈ supp h k } for x ∈ Ω n . For all x ∈ Ω n there is k ∈ K such that x ∈ B k and hence the number of elements of M (x) is not greater than the one of M k which is at most (8 r n,
Applying the transformation formula to (6), we obtain for all x ∈ Ω n with U ∶= ⋃ j∈K B j and p ∶= I 11 D 3 I 11 (n), where D 3 is the d-fold composition of I 3 ,
. Therefore it follows that
Due to condition (ω.2) there are
By (9) there is at most one
Let ζ ∈ U be such that there exists such a k 0 and setm ∶= (m + 1, . . . , m + 1). Due
for all x ∈ U with x − ζ ∞ < min(δ 1 , δ 2 ). If there is no such k 0 ∈ K for ζ ∈ U , we proceed as follows. First, we show that the family (supp([∂ (m+1,...,m+1)
Then there is k ∈ K such that x ∈ B k . The set B k is a neighbourhood of x in U and by (p.2) it intersects only finitely many B j , j ∈ K. We deduce from (7), (8) and (9) (h j f )] ○ Φ j ), j ∈ K, as well yielding the local finiteness. Second, 
is continuous in ζ ∈ U in both cases which proves our claim. In particular,Ĩ is Borel measurable and so I =Ĩν I2(p) is Lebesgue measurable since ν I2(p) is Lebesgue measurable and scalar multiplication is continuous. In addition, we have
by (11) . Next, we set 
(Ω n+1 ) and U ⊂ Ω n+1 proving our claim where we denote by ⋅ L 1 (Ωn+1) the norm on the Lebesgue space L
1
(Ω n+1 ). Thus there is a positive Radon measure µ on (V ○ , σ * ) by [11, 7.6 .1 Riesz Representation Theorem, p. 139] such that
Altogether, we obtain, keeping in mind that every f ∈ EV(Ω) defines a continuous Since nuclearity is inherited by (topological) subspaces of nuclear spaces due to [25, Proposition 28.6, p . 347], all subspaces of EV(Ω), e.g. spaces of holomorphic or harmonic functions, are nuclear as well if the family of continuous weights V satisfies (ω.1)-(ω.3) and one of the conditions (s.1)-(s.3) is fulfilled.
3.2.
Remark. Theorem 3.1 is still valid if we replace the condition of ν n , n ∈ N, being continuous by being locally bounded away from zero, locally bounded and Lebesgue measurable due to Remark 2.4 and the observation that J is Lebesgue measurable if the functions ν n are Lebesgue measurable. Concerning (s.2), we note that we can switch to an equivalent system of seminorms on EV(Ω) by replacing Ω n by its closure Ω n if Ω n ⊂ Ω n+1 for all n ∈ N. Further, we can replace the conditions (s .1)-(s.3) by the condition that r n,k > 0 on Ω n for all n ∈ N and all k ∈ {1, 2, 3} as this is the implication from (s.1)-(s.3) we need for Lemma 2.11. 
