Perspective on Metallic Antiferromagnets by Siddiqui, Saima A. et al.
Perspective on Metallic Antiferromagnets
Saima A. Siddiqui,1, 2 Joseph Sklenar,3 Kisung Kang,1 Matthew J. Gilbert,4 André Schleife,1, 2, 5 Nadya Mason,2, 6
and Axel Hoffmann1, 4, 2, 6, a)
1)Department of Materials Science and Engineering, University of Illinois at Urbana-Champaign
2)Materials Research Laboratory, University of Illinois at Urbana-Champaign, Urbana, IL 61801,
USA
3)Department of Physics and Astronomy, Wayne State University
4)Department of Electrical and Computer Engineering, University of Illinois at Urbana-Champaign
5)National Center for Supercomputing Applications, University of Illinois at Urbana-Champaign, Urbana, IL 61801,
USA
6)Department of Physics, University of Illinois at Urbana-Champaign
(Dated: 12 May 2020)
Antiferromagnet materials have recently gained renewed interest due to their possible use in spintronics technologies,
where spin transport is the foundation of their functionalities. In that respect metallic antiferromagnets are of particular
interest, since they enable complex interplays between electronic charge transport, spin, optical, and magnetization
dynamics. Here we review phenomena where the metallic conductivity provides unique perspectives for the practical
use and fundamental properties of antiferromagnetic materials.
I. INTRODUCTION
As conventional ferromagnetic (FM) digital storage devices
reach the end of scaling,1 interest has burgeoned in explor-
ing antiferromagnetic (AFM) materials for information stor-
age and manipulation. This interest is largely motivated by
the robustness of antiferromagnetic order to moderate exter-
nal magnetic fields, zero net magnetization that does not pro-
duce stray fields, and switching time-scales that correspond to
switching rates in the THz regime. In particular, the preces-
sion frequency of antiferromagnetic order is set by the geo-
metric mean of the anisotropy and exchange energies,2,3 lead-
ing to antiferromagnetic switching that is up to two orders of
magnitude faster than FM switching. While research on an-
tiferromagnets has been ongoing for decades, antiferromag-
nets had proven difficult to manipulate and read. However,
the field has now been newly motivated by recent experiments
and theory that seem to show that antiferromagnetic order can
be manipulated, possibly by spin-orbit-torques generated by
charge currents,4 staggered local relativistic fields induced by
electrical currents,5 domain wall motion,6 and optical excita-
tion by circularly polarized light.7 Yet many aspects regarding
manipulation of antiferromagnetic order are still unknown, in-
cluding the influence of thermal effects,8 the time-scale of
antiferromagnetic switching and manipulation, and even the
mechanism and robustness of the switching itself.8–10 These
unknowns motivate further experimental and theoretical study
of antiferromagnetic materials.
A large number of antiferromagnetic materials are available
in nature. Insulating antiferromagnets, which are mostly ox-
ides such as NiO and halides such as MnF2, have been well-
studied recently, because of their potential to carry chargeless
spin waves (magnons). Conducting antiferromagnets, while
regularly used as sources of exchange bias in magnetic spin-
valve and tunnel junction-based devices,11 have been less con-
sidered as spintronic devices. Conducting antiferromagnets
a)Electronic mail: axelh@illinois.edu.
also have great potential for fundamental studies and applica-
tions due to their high electrical and thermal conductivities,
and the strong interactions of electrons, spin, phonons, and
photons. In this perspective, we focus on conducting antifer-
romagnets. which include materials that are of high current
research focus such, as CuMnAs, Mn3Sn, Mn2Au, and FeRh.
A detailed review on antiferromagnetic spintronics has
been published previously.12 In this perspective, we discuss
recent progress and understanding of key properties of an-
tiferromagnetic metals: charge transport, dynamics, and op-
tical effects. We first discuss the appearance of anisotropic
magnetoresistance (AMR) effects in AFM metals, where the
electrical resistance depends on the relative orientation of the
current and Néel vector; we also mention the related spin-Hall
magnetoresistance (SMR) effect. We then discuss how anti-
ferromagnetic metals can be used to generate spin currents,
via spin Hall or anomalous Hall effects, as well as absorb spin
currents, possibly leading to tunable sub-THz frequency oscil-
lators. The mechanisms behind all of these "charge-related"
effects are active areas of investigation. Thus, we discuss how
understanding these phenomena may depend on an interplay
between antiferromagnetism and topology, and further show
how tunable magnetism may be derived from first-principles
calculations. Beyond charge transport, we discuss progress
in layered AFM materials and coupling of light to AFM ma-
terials, including studies of the AFM structure, phases, and
dynamics using linear, quadratic, and non-linear magneto-
optical techniques.
II. CHARGE TRANSPORT IN METALLIC
ANTIFERROMAGNETS
A. Magnetoresistance
Anisotropic magnetoresistance (AMR) is a long-studied
electrical property of ferromagnetic metals where resistivity
depends upon the relative orientation between current and
magnetization.13 In spintronics research involving ferromag-
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2netic materials, AMR is used in a variety of contexts. The
mixing of AMR with microwave currents in spintronic de-
vices leads to a rectification effect14,15 that can be used to de-
tect high-frequency magnetization dynamics excited by spin
torques;16,17 this effect is often used to quantify spin torque
symmetries and torque magnitudes.18,19 AMR also enables
the emission of microwave radiation in spin-torque oscillators
that are driven by electric currents.20–23 AMR is not exclusive
to ferromagnets; in antiferromagnet metals, AMR refers to the
dependence of the electrical resistance upon the relative ori-
entation between the current and the Néel vector. As we will
discuss, AMR is a useful way to read out a magnetic mem-
ory state stored within an antiferromagnetic metal.4,24,25 As
interest in these materials evolves, it remains to be seen if the
above noted applications of AMR in ferromagnets will have
analogs in antiferromagnets.
In ferromagnetic materials, a straightforward way to char-
acterize the AMR of a sample is to apply a large enough
magnetic field that overcomes internal demagnetization fields
and anisotropies of the system.26 By saturating the magne-
tization and rotating the applied magnetic field, the resistiv-
ity can be measured as a function of the angle between the
current and the field/magnetization of a given sample. Simi-
lar measurements can be made in antiferromagnets, provided
the magnetocrystalline anisotropies of the material do not re-
strict rotation of the Néel vector. A good example of char-
acterizing AMR with rotating fields can be found in alloys
of CoGd.27 In bilayers of CoGd films with different com-
positions, the temperature can be adjusted to a "compensa-
tion" point where the bilayer behaves as two antiferromagnet-
ically coupled macrospins. At the compensation temperature,
a phase shift of 90◦ in the AMR signal occurs relative to the
AMR traces at higher (or lower) temperatures when there is a
net moment. The phase shift arises from competition between
the Zeeman and antiferromagnetic exchange interaction, lead-
ing to a 90◦ angular offset between the Néel vector and the
external field. Examples of rotating magnetic fields leading
to an AMR signal have been reported in antiferromagnetic
materials, including Sr2IrO4,28,29 MnTe,30 and EuTiO3.31 In
Sr2IrO4 and EuTiO3, a field-dependent AMR signal was re-
ported where both the angular period and the AMR amplitude
were shown to depend on the magnitude of the rotating field.
The origin of the field-dependent AMR in these materials is
still under active investigation.
In antiferromagnetic spintronics, AMR and related effects
can be used to “read” out memory states, e.g. of metallic
antiferromagnets or heterostructures incorporating antiferro-
magnetic layers. An early example was the usage of AMR
in FeRh.24,32 FeRh possesses a first order phase transition
from ferro- to antiferromagnetism which occurs near room
temperature.33 By applying a field in the ferromagnetic phase,
and cooling to the antiferromagnetic phase, the Néel vector
can be initialized perpendicular to the field-cooling orienta-
tion. The field-cooling process “writes” information into the
FeRh, and AMR is used to “read” out the memory state.
Using X-ray linear magnetic dichroism, combined with the
AMR measurement, a higher (lower) resistance state was
found when Néel order was parallel (perpendicular) to the
current.24 In Section II C we discuss how AFM materials such
as CuMnAs and Mn2Au can have memory states “written” by
electrical means.4,25 Although the writing process differs, the
read-out mechanism in these in CuMnAs and Mn2Au was at-
tributed to their intrinsic AMR.
Phenomenologically similar to AMR is the spin Hall mag-
netoresistance (SMR) effect. SMR was first discovered in
bilayers of a ferromagnetic insulator adjacent to a spin Hall
metal.34 Here, an anisotropic resistance is endowed into the
spin Hall metal, that depends upon the relative orientation
between the spin polarization in the spin Hall metal and the
magnetic order. SMR also exists in all-metallic bilayers.35,36
More recently, SMR has been discovered in bilayers consist-
ing of an antiferromagnetic insulator adjacent to a spin Hall
metal.37–40 The resistance depends on the orientation of the
Néel order relative to the spin Hall effect induced spin polar-
ization. Using spin torque effects from the spin Hall metal,
switching experiments that used SMR to read out the memory
state were reported in NiO/Pt.41 The switching experiments in
NiO/Pt were qualitatively quite similar to the experiments in
CuMnAs and Mn2Au.
However, recently there have been a series of experi-
ments in NiO/Pt8,42 and Fe2O3/Pt43,44 suggesting that the
AMR/SMR signal, i.e., the read-out in electrical switching ex-
periments, can be a thermal or electromigration artifact arising
from the high current densities needed to switch the magnetic
(a)
(b)
FIG. 1. (a) Illustration of a multi-terminal device with electrical
leads for both the “writing” and “reading” of information into a het-
erostruture containing Pt with or without NiO. (b) Switching behav-
ior in both the longitudinal and transverse “read” configuration is ob-
served both with and without NiO. Reprinted figure with permission
from Ref. 8.
3state (see Fig. 1). In the Fe2O3/Pt bilayer system, intentional
thermal annealing of the sample was used to distinguish two
distinct types of switching in the magnetoresistance. A saw-
tooth magnetoresistance shape was attributed to the thermal
artifact, while a smaller amplitude step-like change in the re-
sistance was identified as antiferromagnetic switching. The
implications of these new SMR switching experiments have
not been fully reconciled yet with the earlier AMR switching
experiments. Clearly, a future goal in the field of antiferro-
magnetic spintronics will be to identify and separate magne-
toresistance effects arising from thermal or electromigration
artifacts in both SMR and AMR based systems and devices.
B. Spin current generation
In the previous section, we discussed general features of the
charge transport, and how the charge transport interacts with
the spin structure within an antiferromagnet. Another impor-
tant question is how metallic antiferromagnets can be used to
generate spin currents that can be injected into other adjacent
materials. These spin currents may originate from charge cur-
rents, temperature gradients, or magnetization dynamics.
The generation of spin currents from charge currents in the
bulk of conducting materials is known as spin Hall effects.45
These exist in any conducting materials and are a simple con-
sequence of spin-orbit coupling. Therefore, one can naively
expect that spin Hall effects are more pronounced for mate-
rials with heavier elements, and, in fact, a systematic study
of different CuAu-I-type metallic antiferromagnets based on
Mn demonstrated such a dependence, both experimentally and
theoretically.46 Using spin pumping and inverse spin Hall ef-
fect measurements it was shown that the spin Hall angles,
which are material-specific parameters describing the effi-
ciency of the charge- to spin-current conversion, follow the
relationship PtMn > IrMn > PdMn > FeMn. In fact, the
experimentally observed spin Hall conductivities are reason-
ably well explained by first-principles calculations of the in-
trinsic spin Hall effects in these alloys. Similar measure-
ments were subsequently performed by spin-torque ferromag-
netic resonance,47 which has become one of the standard ap-
proaches for quantifying spin Hall effects. When an rf cur-
rent is passed through a bilayer of the spin Hall material and
a ferromagnetic metallic layer [such as Ni80Fe20, permalloy
(Py)] then this will result in different torques acting on the
magnetization of the ferromagnet, as is shown schematically
in Fig. 2(a). An optical image of a sample integrated in a
terminated coplanar waveguide is shown in Fig. 2(b). Here,
the current passing through the antiferromagnetic layer may
generate on Oersted field hr f , which results in a torque τ⊥ ∝
M×hr f , and via the spin Hall effect also generates a damping-
like torque τ‖, which is perpendicular to the torque from the
Oersted field. Note that for investigating spin Hall effects
in metallic antiferromagnets, one commonly inserts a non-
magnetic layer (typically copper) in between the ferromagnet
and antiferromagnet to avoid additional spurious magnetic in-
teractions. Since the two torques are perpendicular to each
other, they drive the magnetization dynamics in the ferromag-
net with different phases. Consequently, the magnetization
dynamics in the ferromagnet results through its anisotropic
magnetoresistance in a time-varying resistance change, which
via mixing with the original rf charge current results in a
phase sensitive detection of the ferromagnetic magnetization
dynamics.14,15 Therefore, analyzing the resonance lineshape
allows the determination of the magnitude of the spin Hall
angle.16 This is shown in Figs. 2(c) and (d), which show volt-
age spectra as a function of applied magnetic field measured
for fixed rf frequency for PtMn and IrMn, respectively.48 In
both cases the lineshape is a combination of an antisymmetric
and a symmetric Lorentzian, which correspond to the Oersted
and spin Hall torques, respectively. Thus the larger symmet-
ric component in Fig. 2(c) compared to Fig. 2(d) indicates a
larger spin Hall angle for PtMn compared to IrMn.
The initial experimental results46 were obtained for poly-
crystalline films of the metallic antiferromagnets. At the
same time, first-principles calculations46 suggested pro-
nounced anisotropies of the spin Hall conductivities, which
reflect the different broken symmetries due to the antifer-
romagnetic order. Subsequent measurements for epitaxial
films grown along different directions confirmed indeed pro-
nounced anisotropies. E.g., PtMn films grown with an a-axis
orientation has a spin Hall conductivity about twice as large
as PtMn films grown with a c-axis orientation.48 Similarly,
large anisotropies for different crystalline orientations have
also been observed for other antiferromagnetic systems, such
as IrMn3.49 Generally, these strong anisotropies directly re-
flect the possibility of additional spin Hall contributions, once
the antiferromagnetic order reduced the symmetry.50 There-
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FIG. 2. (a) Schematic of torques generated due to charge current
flow in a Ni80Fe20 (Py)/Cu/antiferromagnet (AF) multilayer sample.
The torques generated from Oersted fields (τ⊥) are perpendicular to
the damping-like spin-orbit torques (τ‖). (b) Optical image of a sam-
ple integrated into a terminated coplanar waveguide together with
a schematic of a spin-torque ferromagnetic resonance measurement
(ST-FMR). (c) and (d) ST-FMR measurements at different resonance
frequencies for PtMn and IrMn. Reprinted figure with permission
from Ref. 48.
4fore, the question arises in general what the role of the anti-
ferromagnetic spin structure is with respect to the spin Hall
effects in metallic antiferromagnets.46,51 A first attempt to in-
vestigate this question was pursued by assuming that differ-
ent exchange bias configurations also reflect different micro-
scopic spin configurations in the antiferromagnets. However,
so far experiments show that the spin Hall effects are mostly
independent of exchange bias.52,53 Nevertheless, these experi-
ments were performed for polycrystalline films and more con-
clusive investigations may require measurements for epitaxial
systems. Another open question is how spin Hall effects in
antiferromagnetic metallic alloys depend on composition and
doping.
Interestingly, the spin Hall effects in antiferromagnetic met-
als that incorporate heavier elements, such as Ir or Pt, are com-
parable in efficiency to the spin Hall effects that are used in
other commonly used non-magnetic metals. Thus, antiferro-
magnetic metals can be used for switching magnetization via
spin-orbit torques. At the same time, they may provide an
effective field via exchange bias on the magnetization in an
adjacent ferromagnetic layer. This turns out to be useful for
switching magnetization in ferromagnetic layers with perpen-
dicular anisotropies. For many magnetic memory devices, it
is often beneficial to have information stored in perpendicular
magnetized layers. However, in order to have deterministic
electric switching of perpendicular magnetizations via spin-
orbit torques, an additional symmetry breaking in-plane mag-
netic field is required. Thus, if the symmetry breaking mag-
netic field is provided via exchange bias, field-free switching
of perpendicular magnetizations can be achieved even with-
out any additional externally applied magnetic field.54,55 Fur-
thermore, inhomogeneities of exchange bias in polycrystalline
metallic antiferromagnets may result in magnetization switch-
ing via complex intermediate magnetization states, which can
be exploited for memristive behavior54 that has already been
used for implementing associative memory devices.56
In addition to the ordinary spin Hall effects discussed so
far, the magnetic structure in metallic antiferromagnets may
also give rise to spin current generation with unusual symme-
tries. In particular, antiferromagnets with chiral non-collinear
spin structures are expected to show anomalous Hall effects.
This was first discussed theoretically for strained γ-FeMn,57
which has a 3Q spin-structure where spins are arranged on
the corner of a tetrahedron and either point towards or away
from the center of the tetrahedron. More recently, similar
effects have been theoretically predicted for metallic antifer-
romagnets with spins arranged on a Kagome-lattice58,59 and
indeed corresponding anomalous Hall effects have been ob-
served experimentally.60,61 Note that in ferromagnets it has al-
ready been demonstrated that the anomalous Hall effect is ac-
companied by a transverse spin current, which can give rise to
spin accumulations and spin-orbit torques.62–64 Thus, an open
question is whether the anomalous Hall effects in antiferro-
magnets can similarly give rise to concomitant transverse spin
currents. Towards this end, it has already been demonstrated
that the response of the non-collinear spin structure to an ap-
plied field can give rise to a magnetic spin Hall effect, which is
even in magnetic fields. This has been observed for Mn3Sn65
and Mn3Ir.66 Furthermore, it was shown that for [001] ori-
ented Mn3Ir films the generated spin current can have a signif-
icant polarization in the out-of-plane direction,67 which pro-
vides interesting new perspectives for manipulating magne-
tization of ferromagnets with perpendicular anisotropies. In
addition, the close relationship between the broken symme-
tries due to antiferromagnetic spin structure and the resultant
spin currents68 opens up entirely new perspectives for recon-
figurable spin-orbit torques.
Aside from using charge currents in antiferromagnets for
generating spin currents, it is also known that heat current
due to thermal gradients can inject spin current from antiferro-
magnets into ferromagnets,69,70 a phenomenon known as spin
Seebeck effect. Note that due to the compensated nature of the
spin structure there can be degenerate magnon modes with op-
posite spins in antiferromagnets.71 Therefore, a magnetic field
is required to lift this degeneracy in order to generate a net
spin Seebeck signal. Although it is known that magnons can
contribute to spin transport in metallic antiferromagnets,72,73
there has been so far no reports of spin Seebeck effect in
metallic antiferromagnets. Note that unlike for metallic fer-
romagnets, where spin Seebeck effects are hard to distinguish
from anomalous Nernst effects,74 this is generally not an is-
sue with colinear antiferromagnets, where anomalous Hall ef-
fects are absent. At the same time non-colinear, chiral antifer-
romagnets may give rise to anomalous Nernst effects,75 and
therefore, just as with the above discussed anomalous Hall
effects, the question arises, whether these anomalous Nernst
effects also give rise to concomitant spin currents.
Another possibility for generating spin currents from an-
tiferromagnets is via spin pumping from antiferromagnetic
magnetization dynamics,76 in analogy to the well-established
spin pumping from ferromagnetic resonance.77,78 As already
mentioned, magnons in antiferromagnets may carry two op-
posite directions of angular momentum, and thus in principle
it is possible to have two different spin polarizations pumped
from an antiferromagnet. Very recently, it has been shown
that such spin pumping is indeed possible from insulating
antiferromagnets,79 but similar measurements with metallic
antiferromagnets are still missing.
C. Spin torques
Just as metallic antiferromagnets can be utilized for gen-
erating spin currents, they may also absorb spin currents.
The absorption of spin currents becomes of particular inter-
est when the angular momentum associated with the spin cur-
rents gets absorbed into the antiferromagnetic spin structure
and results in changes or dynamic excitations of the spin struc-
tures through spin transfer torques. For ferromagnetic systems
with a net magnetization M, one generally distinguishes be-
tween field-like torques τfl ∝M×σ and damping-like torques
τdl ∝ M× (σ ×M), where σ is the polarization direction
of the injected spin current. If one adopts the same torques
due to spin current injections to antiferromagnetic systems,
then it is easy to see3 that the field-like torques cancel each
other out due to the opposite direction of the two antiferro-
5magnetic spin sublattices. However, since the damping-like
torque is even in the magnetization direction, it creates iden-
tical torques for both sublattices. Thus if a spin current is
injected into the antiferromagnet with a polarization perpen-
dicular to Néel vector, then the spin-torque induced canting
of the two sublattices should lead to a rotation of the Néel
vector via the torques from the antiferromagnetic exchange
interactions [see Fig. 3(a)].80–82 As shown by theoretical cal-
culations, see Fig. 3(b), this may then give rise to tunable os-
cillators in the sub-THz frequency range. So far an experi-
mental demonstration of such dc current driven oscillations
is still missing. One issue might be that the spin diffusion
lengths in metallic antiferromagnets are very short,48,83,84 and
so far are reported to be mostly below 2 nm.12 Nevertheless,
measurements in ultrathin 1-nm thick IrMn films may suggest
some spin-torque related magnetization changes in the metal-
lic antiferromagnet.85
Another possible way to electrically manipulate the anti-
ferromagnetic spin structure is via Néel spin-orbit torques,
as will be discussed further in section III C. The basic idea
is that if the crystal structure of the antiferromagnet is such
that each crystal site for the two antiferromagnetic spin sub-
lattices has locally opposite inversion symmetry, then this
may result in local staggered (Néel) spin accumulation with
opposite signs for each antiferromagnetic spin, and there-
fore result in identical field-like torques for both antiferro-
magnetic sublattices. This idea was first theoretically pro-
posed for Mn2Au,86–88 but experimental observation of sub-
lattice switching via Néel spin-orbit torques was first demon-
strated for CuMnAs.4 Subsequently, similar experimental re-
sults were obtained for Mn2Au films.25,89 Since there are spe-
cific symmetry requirements for the crystal structure of the
metallic antiferromagnet in order to observe Néel spin or-
bit torques, this effect has only been reported for CuMnAs
and Mn2Au. Another experimental complication is that all-
electrical measurements of the current induced switching of
antiferromagnetic spin structures generally require measure-
ments with currents applied in several different directions with
FIG. 3. (a) Schematic of antiferromagnetic magnetization dynam-
ics induced via spin-orbit torques in a bi-axial antiferromagnet. (b)
Numerically calculated rotation frequency of the Néel vector as a
function of driving current. The orange dashed line corresponds to
an analytical approximation, while the blue and green dashed lines
indicate the minimum current densities required to initiate and main-
tain the dynamics, respectively. Reprinted figure with permission
from Ref. 82.
FIG. 4. (a) Crystal structure of XPS3 (X = Mn and Fe). Spin
orientation in (b) MnPS3 and (c) FePS3 from Ref. 90.
respect to the crystalline orientation, and with current densi-
ties that are close to the damaging threshold of the devices.
Thus extrinsic effects due to electromigration may very of-
ten be mistaken for changes of the antiferromagnetic spin-
structure.8,42,43 Therefore, further exploration of Néel torque
related effects will benefit from detailed direct experimental
detection of the antiferromagnetic order in these devices.
III. NEW MATERIALS
A. Layered Materials
Layered ferromagnetic and antiferromagnetic materials
have been studied since the early sixties. Only recently, due to
the advances in exfoliation processes, it has been possible to
separate van der Waals materials into layers with thicknesses
corresponding to a single unit cell. One example is CrX3 (X
= Cl, Br and I), which has magnetic ordering down to mono-
layers at low temperature. Among the trihalides, CrI3 is the
most studied antiferromagnetic insulator and has an out-of-
plane anisotropy. The intralayer Cr3+ ions in CrI3 are coupled
ferromagnetically , while the interlayers are coupled antifer-
romagnetically. CrCl3 has similar magnetic coupling but with
an in-plane anisotropy and CrBr3 is identified as a Heisen-
berg ferromagnetic insulator.91 Other layered materials with
antiferromagnetic ordering include Cr2Ge2Te6,92 XPS3 (X =
Mn and Fe),93,94 VY2 (Y = S and Se),95 and RuCl3.96–98 In
MnPS3, all nearest-neighbor interactions within a layer are
antiferromagnetic99 [see Fig. 4(b)], whereas in FePS3, Fe2+
is coupled ferromagnetically to two of the nearest neighbors
and antiferromagnetically to the third so that within the layer
the Fe2+ moments appear as ferromagnetic chains coupled an-
tiferromagnetically to each other [see Fig. 4(c)].90 For both
compounds the magnetic moments are perpendicular to the
layer. Tunable magnetism has also been identified in many
other novel materials from first-principles calculations.100–102
Only recently, the antiferromagnetic van der Waals metal
GdTe3 has been identified.103 Lei et al. have experimentally
shown for low temperatures that the antiferromagnetic or-
der of GdTe3 persists down to three monolayers. Other lay-
ered antiferromagnetic metals have been predicted from first-
principles calculations to have high spin-orbit torque and Néel
temperatures well above room temperature.104 However, the
6experimental demonstration of such materials yet has to be
explored. One limitation is the air sensitivity of layered anti-
ferromagnetic materials, which adds to the challenges for their
technological applications.
B. Antiferromagnetic Weyl Metals
In addition to layered materials, the advent of topological
materials has cast a new light on many different aspects of
the properties of materials that were, heretofore, considered
to be well-understood. More specifically, there is growing ex-
perimental and theoretical evidence that there is a strong con-
nection between magnetism and topology within condensed
matter and materials,105 though the connection is not under-
stood. The lack of understanding represents a unique oppor-
tunity to explore antiferromagnetic semimetals for signatures
of the presence of topology. In this context, we discuss the
current understanding of both the theoretical and experimen-
tal search for antiferromagnetic Weyl and Dirac semimetals
in an effort to not only uncover the origin of the coexistence
of these two seemingly disparate orders, but to assess their
potential usefulness for future spintronic technologies.
Before descending to the current state of research in topo-
logical antiferromagnetic semimetals, we briefly review some
of the important topological concepts that are needed to under-
stand the developments. To date, the vast majority of observed
topological phases in non-magnetic metals are stabilized as
a result of the presence of time-reversal (T ) and inversion
(P) symmetry.106,107 When either time-reversal symmetry or
inversion symmetry is broken, the resultant non-degenerate
conduction and valence bands may touch at discrete points
or lines within the Brillouin zone. The low-energy quasi-
particle excitations around the non-degenerate band touch-
ing points are two-fold degenerate and described by Weyl
fermions whose Hamiltonian is
H(k) = ∑
i, j=x,y,z
vi jkiσ j, (1)
where σi=x,y,z are the Pauli matrices and vi j is the Fermi ve-
locity assuming that det[vi j] 6= 0. Materials that possess such
bandstructures are referred to as Weyl semimetals.108 The
band touching points, or Weyl nodes, in Weyl semimetals may
not be removed by perturbations due to the fact that there are
no remaining Pauli matrices that may be added to the Hamil-
tonian. Weyl nodes come in pairs and act as monopoles of
Berry curvature with one Weyl node acting as a source of
Berry curvature and the other as the sink. The locations of the
Weyl nodes within the Brillouin zone is determined by the pre-
served symmetry present in the material. Considering the two
aforementioned canonical symmetries individually, we note
that when T is present, then a Weyl node located at k must
have a time-reversed partner located at −k that carries the
same topological charge. Therefore, to avoid having a non-
zero topological charge within a given material, there must
be two additional Weyl nodes present that both carry oppo-
sitely compensating topological charge to ensure that the total
topological charge remains zero. On the other hand, when P
is present, a Weyl node located at k must have a partner of
opposite topological charge located at −k.
The theory of charge transport in Weyl semimetals is well
established and many of the predictions revolve around man-
ifestations of axion electrodynamics. To be more precise, ax-
ion electrodynamics refers to the addition of an axion term
to the traditional electromagnetic Lagrangian where the ac-
tion is Sθ = e
2
2pih
∫
dtdrθ(r, t)E ·B. In the preceding equation,
θ is the axion background, or magnetoelectric polarization,
and E and B are the electric and magnetic fields, respectively.
The presence of this magnetoelectric term in the crystal pro-
duces prominent charge transport responses such as the chiral
anomaly and the anomalous Hall effect (AHE).109,110
The presence of the AHE arises from contributions that
are both intrinsic to the crystal, such as broken T and spin-
orbit coupling, and extrinsic, such as defect scattering.112
It is well understood that the size of the AHE in a given
ferromagnetic crystal will be proportional to the magnetiza-
tion of the system and thus, the AHE in an antiferromag-
netic metal must be zero. In opposition to this assertion, re-
cent theoretical work has shown that antiferromagnetic metals
that have broken time-reversal symmetry and non-collinear
spin order will have a non-zero Berry curvature and, con-
sequently, possess an AHE.113 To illustrate the AHE in an
antiferromagnetically ordered Weyl semimetal, consider the
FIG. 5. (a) Schematic representation of the ab-plane of the Mn3Sn
crystal lattice. The connections between the atoms consisting of al-
ternating large and small triangles illustrate the breathing modes of
the Kagome lattice. Reprinted figure with permission from Ref. 75.
(b) Electronic bandstructure of Mn3Sn from ab-initio calculations
using the spin-density functional approximation. Reprinted figure
with permission from Ref. 111. (c) Measured AHE in Mn3Sn at
room temperature along two different crystal directions. Reprinted
figure with permission from Ref. 60. (d) Measured Nernst signal
in Mn3Sn at room temperature showing clear hysteresis as the in-
plane magnetic field is varied. Reprinted figure with permission from
Ref. 75.
7Heusler compound Mn3Sn. In Fig. 5(a), we show the crys-
tal structure of Mn3Sn. While it is known that Mn3Sn114
may crystallize in both tetragonal and hexagonal structures,
Fig. 5(a) depicts the more common hexagonal form of the
Mn3Sn crystal structure with magnetic ordering temperature
that is well above room temperature.60,75 The crystal con-
sists of a Kagome lattice formed by the Mn atoms within the
ab-plane that are subsequently stacked vertically along the c-
axis to form a tube of face-sharing octahedra. In Fig. 5(b),
we show the ab-initio calculated bandstructure of Mn3Sn to
illustrate the existence of Weyl nodes near the Fermi en-
ergy, EF = 0 eV, giving rise to a large Berry curvature at the
Fermi surface, where the adiabatic motion of the quasiparti-
cles in the Berry curvature leads to the AHE.115 In Fig. 5(c),
the AHE is plotted for Mn3Sn at room temperature along
two distinct crystal directions producing an anomalous Hall
conductivity60 of 20 Ω−1cm−1. In the closely related mate-
rial, i.e. Mn3Ge, that value is 50 Ω−1cm−1, and the predicted
spin Hall conductivity61 is 1100 (h¯/e) Ω−1cm−1, which is
comparable to that of platinum.116
In close association to the Fermi surface properties of the
AHE, measurements on the anomalous Nernst effect, shown
in Fig. 5(d), similarly demonstrate that Mn3Sn possesses a
large Nernst effect resulting in a Seebeck coefficient of ≈
0.35 µVK−1 without an externally applied magnetic field at
room temperature.75
C. Antiferromagnetic Dirac Metals
In addition to the existence of Weyl fermions in anti-
ferromagnetic semimetals, it is possible to find additional
fermionic excitations. To begin to see how one may find Dirac
fermions, consider that in order for the bandstructure of a
Weyl semimetal to remain two-fold degenerate, the material
may not possess both P and T . The resulting energy spec-
trum places Weyl nodes of opposite topological charge at the
same point in momentum space resulting in a four-fold degen-
erate band crossing that is not topologically stable. However,
if there is an additional symmetry present in the semimetal-
lic crystal structure, then Weyl nodes of opposite topologi-
cal charge may be stabilized at the same point in momentum
space. Fortunately, the presence of additional crystalline point
group or space group symmetries is capable of constraining
the Hamiltonian such that the mixing of Weyl nodes is forbid-
den, leading to a stable four-fold degenerate band crossing.
The stable merger of different Weyl nodes realizes a (3+1)-D
Dirac vacuum and materials containing such four-fold degen-
erate nodes are referred to as Dirac semimetals.108
In antiferromagnetic metals, the inherent magnetism breaks
either one or both P and T symmetries. Therefore, in order for
a Dirac semimetal to preserve the 4-fold band degeneracy in
the presence of antiferromagnetism, it must possess an emer-
gent antiunitary symmetry that serves to stabilize relativistic
band crossings within the metal.119 Such conditions are satis-
fied in CuMnAs in which P and T symmetries are individually
broken but the combination PT is preserved in the presence
of an additional nonsymmorphic space group D2h. The result-
ing bandstructure of this material, shown in Fig. 6(a), shows
several degenerate band crossings within the Brillouin zone
that are protected by the expansion of the little group resulting
from the presence of the nonsymmorphic crystalline symme-
tries. In groundbreaking experimental work, charge transport
measurements have demonstrated that in CuMnAs one may
indeed manipulate the antiferromagnetic order using the Néel
spin-orbit torque.4
The work on utilizing the Néel spin-orbit torque clearly
points to the potential for both reading and writing states
in antiferromagnets via manipulation of the position of the
Néel vector between gapped and gapless phases of the topo-
logical antiferromagnet. Clearly, there are additional mate-
rials that possess a similar nonsymmorphic crystal structure,
noncollinear antiferromagnetism, and augmented antiunitary
symmetries that may be capable of operating at higher tem-
peratures than for CuMnAs. In Figs. 6(b) and (c), we plot
the bandstructure calculated via ab-initio methods for MnPd2
for two different orientations of the Néel vector. In Fig. 6(b),
the Néel vector is aligned along the [001]-direction where
several topologically protected degenerate band crossings are
observed, denoted by the arrows.117 Using the Néel spin-
orbit torque, the Néel vector may be reoriented to the [010]-
direction that results in the magnetic orientation breaking the
underlying crystal symmetries that serve to protect the gap-
less nature of the topological phase, creating gaps in spec-
trum. Figure 6(b) and 6(c) show biaxial anisotropy energy
corresponding to the gapped and gapless phases, respectively.
The principle behind the Néel spin-orbit torque is that
charge transport reorients the Néel vector and underlying an-
tiferromagnetic order. While it is certain that the Néel spin-
FIG. 6. (a) Calculated bandstructure for orthorhombic CuMnAs
showing the clear Dirac bandcrossings within the Brillouin zone.
Reprinted figure with permission from Ref. 105. Calculated elec-
tronic bandstructure for MnPd2 with the Néel vector aligned along
the (b) [001]-direction and (c) [010]-direction. Reprinted figure with
permission from Ref. 117. (d) Calculated anisotropy energy for
CuMnAs as a function of the chemical potential where a positive
value indicates that the system prefers a gapless phase and a nega-
tive value a gapped phase. Reprinted figure with permission from
Ref. 118.
8orbit torque provides sufficient torque to reorient the mag-
netism within the topological Dirac semimetal when the phase
is initially gapless, it is unclear if sufficient torque is pro-
duced when the semimetal is in the gapped phase. Another
methodology to reorient the antiferromagnetic order within a
topological Dirac semimetal is to manipulate the location of
the chemical potential within the material using electrostatic
gating.118 In Fig. 6(d), we show the calculated anisotropy en-
ergy for CuMnAs as a function of the location of the chemical
potential. The anisotropy energy is defined as the energetic
difference between the gapless phase when the Néel vector is
aligned along the [100]-direction and the gapped phase when
the Néel vector is aligned along the [001]-direction with pos-
itive values indicating the system prefers the gapless phase.
We see clearly that by simply manipulating the chemical po-
tential we are able to change the preferred state of the system
without the need for a charge current. Therefore, one is able
to move between the two bistable phases with less energy.
IV. DYNAMICS
Ferromagnetic resonance (FMR) and the associated
magnon mode spectrum are the fundamental dynamic exci-
tations of magnetization, and are ubiquitous across many ar-
eas of magnetism such as spintronics120 and magnonics.121
FMR can be thought of as an infinite wavelength magnon
mode. For long wavelength excitations, precession frequen-
cies are in the GHz range and are set by the external magnetic
field, magnetic anisotropies, and the dipolar interaction.122,123
Short wavelength magnons in ferromagnets can have much
higher frequencies that are set by the exchange interaction.124
In antiferromagnets, there are both acoustic and optical an-
tiferromagnetic resonance (AFMR) dynamic modes.125 The
two modes are distinguished by a phase difference in the pre-
cession of the antiferromagnetically coupled magnetic sub-
lattices. The energy scale of optical magnon modes is set by
the exchange interaction across all length scales, and optical
AFMR can have frequencies in the THz range.126–128 Because
spatially uniform modes are easier to access experimentally,
long wavelength THz modes in antiferromagnets represent a
unique difference compared with ferromagnets. These modes
are actively being considered for their technological potential
in terms of ultrafast switching of magnetic memories or as
potential sources for THz electromagnetic radiation.
Basic research into the dynamics of antiferromagnets can
be more readily enabled if the antiferromagnetic exchange in-
teraction is reduced, since this shifts the resonance frequen-
cies into a range that is more readily experimentally accessi-
ble. Synthetic antiferromagnets are an artificial material sys-
tem typically comprised of multiple magnetic layers that are
weakly coupled.129 A simple example is the insertion of a
non-magnetic spacer layer between two ferromagnets which
faciliates an antiferromagnetic interaction via the Ruderman–
Kittel–Kasuya–Yosida interaction. Using the low damping
ferromagnetic material, permalloy (Ni80Fe20, Py), trilayers
of Py/Ru/Py have been used to directly examine acoustic
and optical AFMR.130 More recently, magnetic garnet ma-
terials known to have exceptionally low magnetic damping
have been used to create synthetic antiferromagnets.131 Low
damping ferromagnetic insulators, such as yttrium iron garnet
(YIG), have previously enabled unique coherent magnon phe-
nomena like the Bose-Einstein condensation of magnons.132
There has been previous interest exploring Bose-Einstein con-
densation of magnons within antiferromagnets as well.133,134
It will be intriguing to see if synthetic antiferromagnets, em-
ploying low-damping insulators, can bridge these two areas of
interest.
From the perspective of magnetization dynamics, two di-
mensional magnets based upon van der Waals materials92,137
(see also Sec. III A) are quite similar to synthetic magnets.
In insulating CrI3 and CrCl3 individual atomic layers are fer-
romagnetic, but there is also a weaker antiferromagnetic in-
terlayer coupling.138 Thick platelets of CrCl3 have been been
used to study both optical and acoustic AFMR at GHz fre-
quencies [see Fig. 7(a)].135 After the observation of GHz-
AFMR in CrCl3 it was reported that thinner samples near
the monolayer limit have an increased interlayer exchange
coupling.139 This observation may help explain very recent
experiments where magnons are optically detected in CrI3
with reported frequencies varying from tens of GHz140 to the
THz regime.141 In the thick platelet limit, out-of-plane mag-
netic fields have been used to hybridize optical and acous-
tic magnon modes in CrCl3. This is appealing because par-
allel efforts involving ferromagnetic materials have identi-
fied magnon-photon142–145 and magnon-magnon146–148 hy-
bridized modes as being promising platforms for quantum in-
formation processing. Antiferromagnetic materials may have
unique potential in these hybrid quantum systems simply be-
cause of the separate optical and acoustic modes which can
be independently targeted for hybridization with each other or
(a) (b)
FIG. 7. (a) CrCl3 platelets are fixed onto a co-planar wave guide and
absorption of microwaves in the wave guide, at a fixed frequency, is
measured as a function of external field. Both an optical and acoustic
AFMR mode are observed at less than 10 GHz. (b) An experimental
set-up for measuring AFMR in the frequency domain up to 1.2 THz
is illustrated. The transmission of THz radiation passing through the
NiO sample is measured as a function of frequency, and an AFMR
is identified near 1.0 THz. Reprinted figure with permission from
Ref. 135 and Ref. 136.
9with microwave photons.
The discovery of intrinsic Néel spin-orbit torques and the
associated current-induced switching of memory states in an-
tiferromagnets possessing these torques4,25 raises the ques-
tion of whether current-induced switching at THz speeds is
possible.149,150 In materials with Néel spin-orbit torques, like
CuMnAs and Mn2Au, the state that is switched is comprised
of many magnetic domains.10 The switching process itself in-
volves a redistribution of magnetic domains through domain
wall motion.6,151 A current induced switching process which
exploits THz dynamics in an antiferromagnetic metal has thus
far not been demonstrated. Other promising work indicates
that a pulse train of THz pulses can lead to a switching pro-
cess in CuMnAs similar to how switching occurs after a series
of electrical current pulses.152
Looking ahead, research into the magnetization dynam-
ics of antiferromagnets will benefit from experimental tech-
niques, i.e. measuring antiferromagnetic resonance in the fre-
quency domain. Recently, terahertz spectroscopy techniques
have been used to electrically detect AFMR via spin pumping
and the inverse spin Hall effect in Cr2O3.79 In addition, broad-
band techniques working within the frequency domain have
helped to study the origin of magnetic damping in both poly-
crystalline and single crystalline NiO [see Fig. 7(b)].136 By
measuring the antiferromagnetic resosnance in the frequency
domain, and quantifying the linewidth of AFMR as a function
of field and temperature, damping mechanisms may be par-
tially elucidated. Future devices, such as antiferromagnetic
spin-torque oscillators, will greatly benefit from identifying
materials that have low damping; theoretical progress is being
made in this area.153 From this standpoint, FeRh becomes an
intriguing material. Magnetic damping in the ferromagnetic
phase of FeRh has been reported,154 and it is a relatively low
damping material similar to permalloy. It remains to be seen if
the low damping observed in the ferromagnetic phase has any
implications for damping within the antiferromagnetic phase,
and this would appear to be an interesting direction to pursue.
V. OPTICAL AND MAGNETO-OPTICAL PROPERTIES
Interaction of materials with light provides rich information
both statically, and also dynamically with femto-second time-
resolution. For magnetically ordered materials, this includes
visualization of details of the magnetic structure and magnetic
domains, i.e., fundamental material properties that are also es-
sential for applications. For the specific example of antifer-
romagnetic materials, the Néel vector orientation of domains
can be determined optically, which turns out difficult to probe
otherwise due to the lack of net magnetization.155,156 For de-
vice applications, magneto-optical effects are discussed in the
literature, e.g., for reading and writing information through
manipulation of the magnetic ordering.
This constitutes a challenge especially for antiferromag-
netic metals: While neutron diffraction88,157 and synchrotron
X-ray techniques158,159 analyze the magnetic structure with
high resolution, such measurements require large-scale exper-
imental facilities. Transmission electron diffraction through
FIG. 8. Schematic categorization of optical and magneto-optical
effects in antiferromagnets (AFMs). Each color label represents a
magnetic ordering, studied by different optical or magneto-optical
methods. i,s,m-AFM correspond to insulating, semiconducting, and
metallic antiferromagnets, respectively.
Lorentz microscopy was successfully implemented for anti-
ferromagnetic NiO,160 but suffers from the same problem,
compared to much more easily accessible optical or magneto-
optical probes. We now discuss experimental and theoretical
results for accessing fundamental optical and magneto-optical
effects in metallic antiferromagnets,161 many of which rely on
relatively simple, laboratory-scale experimental setups.162,163
Our discussion will be divided into linear optical and non-
linear optical effects (see Fig. 8), where the former refer to
optical processes that merely affect light polarization, but do
not change the frequency of the light, and the latter allow for
such frequency changes.156
In particular, linear (see Sec. V A) and quadratic magneto-
optical effects (see Sec. V B), both of which are linear optical,
are suitable for reading magnetic configurations of different
domains. Nonlinear optical effects (see Sec. V C), such as
second-harmonic generation, require strong electromagnetic
fields but can provide direct information of the antiferromag-
netic order.156 Manipulation of the magnetic order on time
scales of about 100 fs has been achieved by excitation with
short laser pulses (see Sec. V D). In addition, throughout we
will point out magneto-optical effects that so far were only ob-
served in semiconducting or insulating antiferromagnets, but
that also have high potential for yielding important insight into
metallic antiferromagnets. For a more detailed introduction
and more comprehensive overview we refer to the excellent
reviews in Refs. 155 and 156.
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A. Linear magneto-optical effects
Magneto-optical effects describe the change of polarization
of light upon interaction with the magnetic configuration of
a material. Depending on the magnetic symmetry of the spe-
cific material, linear and quadratic magneto-optical effects can
occur (see Fig. 8). In particular, for two-sublattice collinear
antiferromagnets the Néel vector is a good magnetic order pa-
rameter and magneto-optical effects can be expressed through
an expansion of the complex, frequency-dependent dielectric
tensor128,164–166
εi j = ε
(0)
i j +Ki jkMk+G
MM
i jkl MkMl+G
LL
i jklLkLl+G
ML
i jklMkLl+ . . .
(2)
Here M is the net magnetization (M =M1+M2), L is the Néel
vector (L = M1−M2), ε(0)i j is the magnetization-independent
dielectric tensor, Ki jk is the linear magneto-optic tensor, and
Gi jkl is the quadratic magneto-optic tensor.
Linear magneto-optical effects, as the first-order term
(Ki jkMk) in the expansion in Eq. (2), are proportional to the net
magnetization M. Examples for these include the magneto-
optical Kerr effect (MOKE)167 that is measured in reflected
light and the Faraday effect,168 measured in transmitted light.
Due to the zero net magnetization of collinear antiferromag-
nets the off-diagonal components of the dielectric tensor van-
ish, precluding observation of linear magneto-optical effects
in these materials.
Contrary to ferromagnets, antiferromagnetic materials also
comprise of systems with non-collinear or non-coplanar mag-
netic ordering (see Fig. 8), for which the Néel vector cannot
be defined and Eq. (2) is not applicable. For these, symmetry
analysis and first-principles simulations recently lead to the
prediction of anomalous Hall conductivity113 and magneto-
optical Kerr effect (MOKE).169 These seminal works illus-
trate that magneto-optical effects are not simply linked to the
net magnetization, but instead to the underlying magnetic and
crystalline symmetries as represented in the off-diagonal ele-
ments of the dielectric tensor εi j.170 This insight, along with
potential applications for visualizing antiferromagnetic order,
triggered large interest in magneto-optical effects also for anti-
ferromagnetic metals and in particular, materials with (i) non-
collinear/non-coplanar orderings and (ii) canted collinear or-
derings, or combinations thereof (see Fig. 8).
In 2015, Feng et al. were the first to conclude from
their first-principles simulations that three non-spinpolarized,
non-magnetic metals Mn3X (with X=Rh, Ir, Pt) show large
MOKE.169 They attributed this to strong spin-orbit interaction
and degeneracy-breaking band splitting, arising from non-
collinear antiferromagnetic ordering. The first experimental
observation of MOKE in an antiferromagnetic metal was re-
ported shortly after for Mn3Sn, which shows large zero-field
Kerr rotation, comparable in its magnitude to ferromagnets.171
Mn3Sn also shows non-collinear ordering, with an inverse tri-
angular spin structure and uniform negative vector chirality of
the in-plane Mn magnetic moments. While the authors also
note that the magnetic moments are slightly canted, causing
a small net ferromagnetic moment, they discuss that the large
Hall resistivity and field-dependent MOKE measurements in-
dicate that this ferromagnetic moment is not responsible for
the large MOKE signal they observed.171
This claim is supported by symmetry analyses and cluster
multipole moments, that are suggested as an order param-
eter to measure symmetry breaking for commensurate non-
collinear magnetic order.172 Cluster multipole moments work
similar to ferromagnets and can generate large linear MOKE
and anomalous Hall effect. Higo et al. specifically invoke
magnetic octupole domains171 in their work to explain their
large MOKE signals. In addition, Ref. 171 reports first-
principles calculations that discuss the fully compensated an-
tiferromagnetic state of Mn3Sn, also confirming large MOKE
signals in the absence of any ferromagnetic contributions.
More recently, other works followed up on these results and
investigated MOKE in non-collinear as well as non-coplanar
antiferromagnetic metals: Wimmer et al.173 use symmetry ar-
guments to discuss magneto-optical phenomena and non-zero
off-diagonal elements of the frequency-dependent conductiv-
ity tensor of coplanar, non-collinear Mn3Ir and Mn3Ge. Zhou
et al. investigate different non-collinear antiferromagnetic or-
derings of Mn3XN (X=Ga, Zn, Ag, Ni) and report strong
MOKE signals as well as their dependence on the specific
magnetic ordering. In addition to these coplanar antiferro-
magnetic metals, Feng et al. recently identified compensated
non-coplanar orderings as candidates for strong MOKE sig-
nals and illustrate this using first-principles results for Kerr
rotation angles of γ-Fe0.5Mn0.5.174
Most of the above results focus on polar MOKE, i.e.,
MOKE for surfaces perpendicular to the direction charac-
terizing magnetic ordering, e.g. that of weak magnetization.
In addition, Higo et al. also reported longitudinal MOKE
for Mn3Sn, where weak ferromagnetism lies within the sur-
face plane.171 Also Balk et al. recently measured longitudi-
nal MOKE for non-collinear antiferromagnetic Mn3Sn with
an extremely small in-plane magnetic moment.175 They stud-
ied three different antiferromagnetic orderings by increasing
the temperature above the Néel temperature of about 420 K.
Their results further point to a difference of surface and bulk
magnetism that requires a more detailed investigation.
Finally, spontaneously canted collinear antiferromagnets
with a weak ferromagnetic contribution show linear magneto-
optical effects. Such spontaneous canting of magnetic mo-
ments is typically on the order of 1◦ and can arise, for instance,
due to the Dzyaloshinskii-Moriya interaction.155,176,177 This
was observed early on for the spontaneously canted antifer-
romagnetic insulator α-Fe2O3 using the Faraday effect.178
While orthoferrites are also not metallic, they show cant-
ing and are another example that illustrates observation of
Faraday rotation without any external stimulation.179,180 Pro-
viding direct evidence of magneto-optical effects also in
canted collinear antiferromagnetic metals, and understanding
its magnitude quantitatively, is a promising but outstanding
goal.
In addition to using optical and magneto-optical measure-
ments for visualizing domains, they can also be used to iden-
tify magnetic ordering and magnetic phase transitions of a
material. Saidl et al. illustrated this for the transition from
antiferromagnetic to ferromagnetic FeRh using reflectivity
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FIG. 9. Detecting magnetic phase transitions through switching of
magneto-optical effects for Mn3Sn. Left: Polar magneto-optical Kerr
effect signals for different magnetic phases. The blue curve shows a
computational result by Higo et al.171 Right: Magnetic phase transi-
tions and corresponding temperatures. Above the Néel temperature,
Mn3Sn becomes paramagnetic, but can exhibit ferromagnetic order-
ing under strong external magnetic fields.
and transmittance measurements.181 While the non-collinear
antiferromagnetic metal Mn3Sn has three different magnetic
phase transitions (see Fig. 9), their optical detection was stud-
ied near the magnetic transition temperature Tm:175 Balk et
al. reported that longitudinal MOKE and anomalous Hall
effect are almost zero below Tm, while finite signals arise
when the material is heated right above Tm.175 Motivated by
earlier studies, in which we showed that the combination
of accurate first-principles simulations and experiments can
successfully identify signatures in optical spectra that cor-
relate directly with crystal structure,182,183 we aimed to ex-
plore this also for the magnetic structure, e.g. of Mn3Sn.
To this end, we performed first-principles density functional
theory calculations within the Vienna Ab Initio Simulation
Package (VASP),184,185 using the projector-augmented wave
method to describe electron-ion interaction.186 Kohn-Sham
states were expanded into plane waves with a cutoff energy of
600 eV. Relaxed atomic geometries and electronic and optical
properties187 were computed using a 13×13×13 Monkhorst-
Pack188 k-point grid to sample the Brillouin zone. Exchange
and correlation were described using the generalized-gradient
approximation by Perdew, Burke, and Ernzerhof.189
From our first-principles calculations of the frequency-
dependent complex dielectric tensor across the visible spec-
tral range we find similar results for polar MOKE around Tm
as discussed from experiment,175 allowing the distinction of
the B2g and the E1g phases (see Fig. 9). We also note that our
result for E1g agrees to within 0.2 eV with that of Higo et al.171
We computed polar MOKE for a total of seven non-collinear
antiferromagnetic configurations (E1g-Tx, E1g-Ty, B2g-Tx, B1g-
Ty, A2g-Tz, E2g-Txyz, and E2g-Tz) and three collinear antiferro-
magnetic configurations (Anti-x, Anti-y, Anti-z). Of these,
only E1g-Tx and E1g-Ty show non-vanishing MOKE signals
that are very similar in their magnitude, but exhibit different
directionality: E1g-Tx and E1g-Ty can be detected from differ-
ent surface orientations, i.e., along the x axis and y axis, re-
spectively. Further increasing the temperature from Tm even-
tually turns Mn3Sn paramagnetic above the Néel tempera-
ture TN (see Fig. 9). No polar MOKE signal is expected
for paramagnetic Mn3Sn, indicating that both magnetic phase
transitions can be distinguished by magneto-optical detection.
However, magnetic moments of the paramagnetic state can
align in the presence of a strong enough external field, lead-
ing to a ferromagnetic configuration. For three different ori-
entations of this phase our results show sizable polar MOKE
with different spectral behavior, enabling optical distinction
of these orientations.
B. Quadratic magneto-optical effects
While linear magneto-optical effects occur only in anti-
ferromagnets with certain magnetic orderings, most antifer-
romagnetic metals exhibit collinear ordering. Even though
quadratic magneto-optical effects are typically weaker than
their linear counterparts, they enable studying such collinear
antiferromagnets for which linear magneto-optical properties
vanish. For collinear ordering with a Néel vector larger than
the magnetization the second-order term (GLLi jklLkLl) of the ex-
pansion in Eq. (2) dominates and is proportional to the square
of the Néel vector.
Quadratic magneto-optical effects include magnetic lin-
ear dichroism190,191 and magnetic linear birefringence of
reflected166,192 (also called quadratic MOKE or Hubert-
Schäfer effect) or transmitted light163 (also called Voigt ef-
fect or Cotton-Mouton effect). Magnetic linear birefringence
arises from a contribution to the dielectric tensor that is sep-
arate from crystal-structure driven terms. It can be measured
indirectly through large changes of the birefringence near the
Néel or Curie temperature of magnetic phase transitions. In
this case, changes of the birefringence are typically attributed
exclusively to magnetic contributions. The magnetic contri-
bution can also be measured directly, e.g., in cubic systems
with vanishing structure-driven birefringence, in which mag-
netism reduces the symmetry from cubic to uniaxial, leading
to magnetic birefringence.193
In the context of collinear antiferrogmagnetic metals, Saidl
et al. used the Voigt effect to optically determine the orienta-
tion of the Néel vector in thin films of CuMnAs on a GaP
substrate.163 They used a pump-probe setup to accomplish
separating the small polarization rotation due to the Voigt
effect from all other changes of polarization in experiment,
such as strain. Interestingly, measurements with a laser pump-
probe system also allow studying the connection of the tem-
perature dependence of the magnetic heat capacity and mag-
netic linear birefringence:192 For metallic antiferromagnetic
Fe2As it was shown that this connection is mediated by the ex-
change interaction.166 We also note that magnetic linear bire-
fringence was studied in the canted collinear antiferromagnets
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DyFeO3194 and α-FeO3,195 however, these two materials are
not metallic.
Finally, Pisarev et al. reported linear dichroism for an-
tiferromagnetic KNiF3, attributed it to a purely magneto-
optical origin, and disentangled this contribution from strain
effects.190 Kharchenko et al. report observation of magnetic
linear dichroism in MnF2 with the magnitude of the effect
being large enough to visually observe antiferromagnetic do-
mains in the material.191 While both of these materials are
non-metallic, the potential of linear magnetic dichroism for
visualizing antiferromagnetic domains renders this effect of
interest also for metallic antiferromagnets.
C. Non-linear optical effects
While the previous two sections discussed linear-optical
effects, i.e., processes that do not change the frequency of
the light, also non-linear optical processes couple to mag-
netic properties and magnetic ordering of materials. Due
to their low efficiency, these require high electromagnetic
field strengths, making their experimental realization more in-
volved and, thus, less common. To the best of our knowledge,
non-linear optical effects were not studied in metallic antifer-
romagnets so far; instead, we now highlight important exam-
ples of semiconductors and insulators to illustrate the potential
of non-linear optics for antiferromagnetic metals. Nonlinear
magneto-optical effects have also been discussed, especially
for ferromagnetic materials, in the literature.196,197
The most common non-linear optical technique in the
present context is second-harmonic generation. Similar to the
above discussion of magnetic linear birefringence, there are
also crystal-structure and magnetic-structure driven contribu-
tions to second-harmonic generation,198 that manifest them-
selves in the nonlinear susceptibility tensor of a given mate-
rial. It is reported that second-harmonic generation is partic-
ularly well-suited for studying magnetic ordering with bro-
ken inversion symmetry156 and it is sensitive to the direction
of the Néel vector or net magnetization. This can be mea-
sured using the difference between left and right circularly
polarized light, nonlinear rotation and ellipticity of linearly
polarized light, or studying the temperature dependence of
the second-harmonic signal near the Néel temperature.199 Fur-
thermore, second-harmonic spectra can distinguish 180◦ Néel
vector domains, which cannot be achieved using linear-optical
methods.198 The effect was used to distinguish the sign change
under the time-reversal operation, which allows to investigate
different domains, e.g., in antiferromagnetic Cr2O3.199 Theo-
retical predictions exist that second-harmonic generation can
be used to probe antiferromagnetism at surfaces and in thin
films of NiO196,200 and experimental results were presented
for the model systems CoO and NiO.198 Second-harmonic
generation was also studied from first principles for NiO.201
Finally, this effect was used to study non-collinear antifer-
romagnets such as RMnO3 (R = Sc, Y, In, Ho, Er, Tm,
Yb, Lu).198,202–206 For RMnO3, Fiebig et al. report that they
can distinguish the different magnetic phases corresponding
to different non-collinear antiferromagnetic configurations.198
Manz et al. identified antiferromagnetic spin cycloids in
TbMnO3 by the helicity of the structure.207
Higher order non-linear optical effects are even more rare,
however, one example is the use of the inverse Faraday effect,
as a third-order nonlinear optical effect, to induce a magneti-
zation in antiferromagnetic NiO that was subsequently probed
by means of the Faraday effect.208
The above examples represent studies of insulating or semi-
conducting systems, i.e., materials with a spectral region of
optical transparency. While a comprehensive discussion of the
experimental feasibility of non-linear optical and magneto-
optical effects in antiferromagnetic metals is beyond the scope
of this paper, we note that second-harmonic generation has
been accomplished in ferromagnetic metals209 and third-order
nonlinear optics was studied for metallic thin films210 and,
thus, we envision that it can also be a powerful tool to study
antiferromagnetic metals.
D. Laser-induced dynamics
One exciting potential application of antiferromagnetic
materials in general and metals in particular, is informa-
tion storage, since antiferromagnets are expected to show
orders of magnitude faster spin dynamics, compared to
ferromagnets.211 Reading and writing of information is a pre-
requisite for such applications and has, for instance, been
achieved in non-collinear, non-metallic antiferromagnets.212
Electrical switching of metallic antiferromagnets has indeed
been reported, e.g., in CuMnAs4 and Mn2Au.89 In addition,
magneto-optical effects are effective in reading magnetic in-
formation from metallic antiferromagnets, and they may also
be utilized to write magnetic information optically by re-
orienting spins. This triggered interest in the question of
whether ultrafast switching can be achieved optically in metal-
lic antiferromagnets.156 So far, this question was investigated
experimentally only for semiconducting or insulating antifer-
romagnets, and computionally for metallic antiferromagnets
(see Fig. 10). The prospect of applications and the funda-
mental interest in ultrafast phenomena155,156 are the reason
why laser-induced dynamics remains an interesting, rapidly
evolving research direction and below we provide a current
overview. A review of laser-induced phenomena can be found
in Ref. 7.
Laser-induced dynamical phenomena include
demagnetization,213–216 Néel vector reorientation,211,217
and spin oscillations.128,164,218–220 Most of these optical
techniques to manipulate magnetic order were applied to
insulating and semiconducting antiferromagnets (see Fig. 10)
and below we briefly discuss key insights, since these are
promising research directions also for metallic antiferro-
magnets. To the best of our knowledge, only optical-pump
induced demagnetization was realized experimentally for
a metallic antiferromagnet:166 Fe2As was studied using
a pump-probe technique and the observed change of the
magnetic birefringence signal near the Néel temperature was
attributed to laser-induced demagnetization.166
In 2001, Trzeciecki et al. developed a theoretical descrip-
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FIG. 10. Schematic categorization of laser-induced dynamics in an-
tiferromagnets (AFMs). Color labels represent magnetic structures
studied with different magneto-optical methods. i,s,m-AFM corre-
spond to insulating, semiconducting, and metallic antiferromagnets,
respectively.
tion of ultrafast spin dynamics in antiferromagnetic NiO and
reported femto-second time scales for dephasing-rephasing
dynamics.214 Shortly thereafter, laser-induced demagnetiza-
tion was shown experimentally via the optically induced phase
transition from antiferromagnetic to paramagnetic FeBO3213
and a time scale of 700 ps was reported. The work on NiO was
followed up later to investigate demagnetization and magneto-
optical switching for bulk and the (001) surface of antiferro-
magnetic NiO.215,216
Spin reorientation was triggered by Kimel et al. in antifer-
romagnetic TmFeO3 using a short, 100 fs full width at half
maximum laser pulse and detected using time-resolved lin-
ear magnetic birefringence.211 They report a reorientation of
spins by several tens of degrees within a few picoseconds and
explain the underlying mechanism by an optical excitation
that subsequently causes a change of the magnetocrystalline
anisotropy axis via electron-phonon and phonon-phonon cou-
pling. Their measurement also relies on an optical approach,
making the entire process of influencing and detecting the spin
orientation an all-optical technique.
More recently, Kimel et al. used a magnetic field pulse,
generated from a 100 fs circularly polarized optical pump
pulse by means of the inverse Faraday effect, to demonstrate
an inertia-mediated spin switching mechanism in antiferro-
magnetic HoFeO3.217 They report switching between the Γ12
magnetic state, where the Néel vector is in the zy plane, and
the Γ24 state with the Néel vector in the xz plane. This spin
dynamics was monitored via the Faraday effect in the probe
pulse. The inertia-driven mechanism allows spin switching
with extremely short laser pulses, since it circumvents the use
of very strong fields that are typically needed for ultrashort
pulses, but that are detrimental because they destroy the mag-
netic order. It also decouples addressing a given bit from ac-
tually switching it, which has large potential for writing large
amounts of data.
Optically induced spin and Néel vector oscillations in anti-
ferromagnets were reported early on using the antiferromag-
netic resonance221,222 or magnon generation.223 The first re-
port of optically induced coherent spin oscillations leading to
a net magnetization is for MnF2.224 Later, building on a study
by Satoh et al.,218 Tzschaschel et al. use optical pumping (90
fs, 0.98 eV) and probing (50 fs, 1.55 eV) with linearly and
circularly polarized light to study the excitation of two opti-
cal magnon modes in antiferromagnetic NiO.128 They disen-
tangle in-plane and out-of-plane magnon modes by observ-
ing the Faraday effect and magnetic linear birefringence, in
agreement with their theoretical predictions, including selec-
tion rules for both modes. Essenberger et al. further study the
magnon dispersion of the antiferromagnetic transition-metal
oxides NiO, FeO, MnO, and CoO from first principles.225
Earlier experimental studies of optically induced spin oscil-
lations showed that linearly polarized 150 fs light pulses ex-
cite coherent spin precession in antiferromagnetic FeBO3219
and DyFeO3.164 These were performed in the transparent
regime of the antiferromagnetic materials, which prevented
heating of the sample and allowed non-thermal excitation; this
may constitute a difficulty when applied to antiferromagnetic
metals. In an earlier work on TmFeO3, Kimel et al. showed
that thermal excitations can still excite antiferromagnetic res-
onances, however, at a different frequency than the resonance
that is excited non-thermally.220
Recently, first-principles techniques are increasingly ap-
plied for simulating real-time dynamics of magnetic order.
Different techniques are available to study (de-)magnetization
dynamics of ferromagnetic metals,226–229 but also Heusler
compounds230 and nanoclusters.228 The time scales found in
these studies generally agree with experiment. In addition,
the simulations provide valuable insight into the underlying
mechanisms: This is illustrated, for instance, by the phase di-
agram of all-optical spin switching in Ref. 231, by attributing
demagnetization of Ni and Co to spin flips,232 and by distin-
guishing mechanisms for demagnetization in bulk from those
at surfaces of Ni.233 Spin selective charge transfer between
magnetic sublattices was identified as the underlying mecha-
nism for ultrafast switching of magnetic order in Fe-Mn and
Co-Mn multilayers and antiferromagnetically ordered NiO234
and was also identified as an important mechanism near the
Co/Cu interface of a ferromagnetic heterostructure.235 This
mechanism was also shown to be important in FeNi alloys.236
Real-time propagation was also applied to study magnons in
Fe, Co, and Ni.237
VI. OUTLOOK AND CONCLUSIONS
Over the past five years the interest in metallic antiferro-
magnets has significantly increased due to the realization that
charge transport and magnetic spin structures can have very
complex interactions. While these interactions often were in-
spired by phenomena that have already been well studied with
respect to spintronics based on ferromagnets, it turns out that
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the different symmetries of antiferromagnetic materials en-
able new types of phenomena. In particular, antiferromagnets
with non-collinear chiral or non-coplanar spin structures do
not have easy corresponding systems in typical ferromagnets.
Therefore, exploring further the role of symmetry and topol-
ogy will remain a very fruitful research field in the foreseeable
future.
Clearly many open questions remain regarding the inter-
play of charge currents and magnetic structure for metallic
antiferromagnets. In particular, a better understanding of the
correlation of magnetic structure with charge transport is re-
quired as is indicated by recent results showing that electro-
migration can mimic transport signatures commonly associ-
ated with magnetic structure changes. Related to this is the
challenge to identify materials where smaller current densi-
ties may result in sufficient spin-torques to manipulate anti-
ferromagnetic spin order. This will help to identify and over-
come thermal artifacts. Another challenge is to obtain a clear
understanding of the magnetization dynamics, especially in
non-collinear and non-coplanar structures. Furthermore, an
important open question is whether dc currents can efficiently
manipulate the dynamics in antiferromagnets. Can we elec-
trically change the damping in antiferromagnets to the point
where they spontaneously start to oscillate? If so, then this
may provide completely new perspectives for THz devices
and technologies. Beyond the connection with THz radia-
tion, it will also be important to better understand the interac-
tion of antiferromagnetic spin structures with optical photons,
which ultimately may enable more readily characterizations
of the domain structures. Thus progress with new optical ex-
perimental approaches may be crucial for understanding the
microscopic physics. Lastly, in terms of exploring material
systems, the investigation of metallic antiferromagnets is re-
ally just in its infancy. The research community is just starting
to explore large areas of unusual material platforms, such as
two-dimensional layered systems and topological semimetals.
Therefore, one can expect many new interesting phenomena
to emerge, which will enrich our fundamental understanding
of antiferromagnets, and also provide new technological solu-
tions that are both robust and energy efficient.
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