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ABSTRACT 
  
Soltanian, Mohamad Reza. Ph.D., Environmental Sciences Ph.D. Program, Wright State 
University, 2015. Relating reactive transport to hierarchical and multiscale sedimentary 
architecture. 
 
 
This dissertation addresses the transport of reactive solutes in groundwater. The goal 
is to better link reactive transport processes to what is known about sedimentary 
architecture. New forms of Lagrangian-based models for the processes of retardation and 
dispersion are derived through linking the models to hierarchical and multiscale 
sedimentary architecture. This allows for a fundamental understanding of how these 
processes arise from the hierarchical architecture of sedimentary facies, and allows for a 
quantitative decomposition of these processes into facies-related contributions at different 
scales within the hierarchy.  
The main focus is on reactive transport characterized by a high Damköhler number, 
DN, in which the transport processes are controlled by equilibrium sorption. Reactive 
transport characterized by a low DN, in which transport processes are controlled by the 
rate of kinetic mass transfer, is also considered.   
For the high DN case, the plume behavior is assumed to be controlled by linear-
equilibrium sorption and the heterogeneity in both the log permeability, )ln(kY  , and 
the log sorption distribution coefficient, )ln( dK . Heterogeneity in Y and  arises 
v 
 
from sedimentary processes and is structured by the consequent sedimentary architecture. 
The spatial auto- and cross covariances for the relevant attributes are linear sums of terms 
corresponding to the probability of transitioning across stratal facies types defined at 
different scales. Unlike previous studies that used empirical relationships for the spatial 
covariances, here the model parameters are developed from independent measurements 
of physically quantifiable attributes of the stratal architecture (i.e., proportions and 
lengths of facies types, and univariate statistics for Y and ). Nothing is assumed about 
Y -  point correlation; it is allowed to differ by facies type. However, it is assumed that 
Y  and   variance is small but meaningful, and that pore-scale dispersion is negligible. 
The time-dependent retardation and dispersion are functions of the effective ranges of the 
cross-transition probability structures (i.e., the ranges of indicator correlation structures) 
for each relevant scale of stratal hierarchy. The well-documented perchloroethene (PCE) 
tracer test conducted at the Borden research site is used to illustrate the models. The 
models were parameterized with univariate statistics forY ,   of (PCE), and proportions 
and lengths of lithologic facies types defined at two scales within a two-level hierarchical 
classification. The model gives a viable explanation for the observed time-dependent 
retardation and dispersion of the PCE plume, and thus the processes can be explained by 
the equilibrium sorption and the heterogeneity in k  and dK . The plume velocity and the 
effective retardation stabilized at a large-time limit after the plume centroid had traveled 
a distance that encompassed the effective ranges of the cross-transition probability 
structure. By quantitatively decomposing the retardation and dispersion into facies-
vi 
 
related contributions, it was shown that the retardation and the time-dependent rate of 
spreading were mostly defined by the cross-transition probability correlation structure 
imparted by the proportions and sizes of the larger-scale facies types. The weak k - dK
cross-correlation was shown to not significantly affect the retardation, however, it did 
significantly impact the spreading rate.  
In unconsolidated sedimentary deposits like the Borden aquifer, texturally defined 
facies types can be effectively used to characterize heterogeneity in both hydraulic and 
reactive attributes. However, in bedrock flow systems it is the type of reactive minerals 
and their spatial distributions which exert the strongest control on reactivity. Therefore, 
instead of texturally defined facies, reactive mineral facies can be used to characterize 
heterogeneity in reactive attributes. Lagrangian-based model development is extended for 
analyzing the time-dependent retardation and dispersion in hierarchical porous media 
with multimodal reactive mineral facies  
A model for the  transport  of  kinetically  sorbing  solutes  in heterogeneous  porous  
formations  is  also derived, for the case of a low DN. The effect of sorption kinetics on 
the dispersion of a reactive plume are evaluated relative to the effect of heterogeneity in
Y . In an example illustration, the contribution of each scale of stratal architecture to the 
dispersion of kinetically sorbing solutes is evaluated.  
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     CHAPTER I 
 
            INTRODUCTION 
 
Management and remediation of groundwater contamination requires the ability 
to understand the transport of groundwater contaminants in subsurface environments. 
Three major processes controlling the transport of reactive organic solutes in 
groundwater systems are advection, dispersion, and sorption (Freeze and Cherry, 1979; 
Roberts et al., 1982a; Dagan, 1989). Advection and dispersion describe the bulk rate of 
migration and the spreading of a solute plume, respectively. Sorption is the partitioning 
of a solute between the liquid and solid, and results in the reduction of solute 
concentration without changing the total mass. Sorption also results in the retardation of a 
solute movement relative to the groundwater flow (Bear, 1972; Rubin, 1983).  
The hydraulic and reactive attributes controlling reactive mass transport processes 
can be spatially variable. Their variability can have a spatial structure that corresponds to 
the spatial organization of sedimentary facies types. Sedimentary deposits are often 
conceptualized by sedimentologists as a hierarchy, with a facies type defined at one scale 
comprising assemblages of facies types defined at a smaller-scale, as can be true across 
any number of hierarchical levels, as shown in Figure 1.1 (e.g., Bridge, 2006).  
In this dissertation, models for hierarchical sedimentary architecture are linked to 
Lagrangian-based models for transport of reactive solutes. Dagan (1982, 1984) 
introduced the Lagrangian-based approach to modeling non-reactive solute transport. 
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Dagan’s original model relates the dispersion of non-reactive solutes to the spatial 
variation in fluid particle velocity. This relationship depends on the spatial variation in 
permeability through a spatial correlation model such as the semivariogram or the 
covariance. Dagan’s model has been extended for analyzing the transport of a reactive 
solute by Bellin et al. (1993), Quinodoz and Valocchi (1993), and Bellin and Rinaldo 
(1995). This dissertation further develops these Lagrangian-based theories for reactive 
solute transport through linking them to spatial correlation models for the spatial 
variability of both permeability and reactive attributes, including their covariability 
within the hierarchical and multiscale sedimentary architecture. In this way, the theories 
are developed in terms of quantifiable physical attributes of sedimentary architecture. 
This allows for a fundamental understanding of how retardation and dispersion processes 
arise from the hierarchical architecture of sedimentary facies types, and allows for a 
quantitative decomposition of these processes into facies-related contributions at different 
scales within the hierarchy.  
Sorption processes are described by either equilibrium sorption or rate-limited 
sorption. The dimensionless Damköhler number, defined as the ratio of the reaction rate 
to the advective mass-transport rate, quantifies how far the reaction is from chemical 
equilibrium. For a high Damköhler number, DN, the effect of sorption kinetics is 
negligible (Quinodoz and Valocchi, 1993). In contrast, for a low DN the reaction kinetics 
have an overwhelming effect on reactive solute transport. Chapters 2 through 5 address 
reactive transport under high DN, and chapter 6 under low DN. 
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Over the past three decades, a few systematic and carefully designed large-scale 
natural-gradient tracer tests have been conducted to better understand the transport of 
non-reactive and reactive solutes in heterogeneous aquifers. Examples are the field-scale 
experiment implemented at the Canadian Air Forces Base in Borden, Ontario (Mackay et 
al., 1986), the field-scale experiment conducted at Cape Cod, Massachusetts (LeBlanc et 
al., 1991), and the macrodispersion experiment (MADE) in Columbus, Mississippi 
(Boggs et al., 1992). The Borden field experiment provides the best data reflecting the 
reactive transport of organic solutes, and is the focus of chapters 2 and 3.  
4 
 
 
Figure 1.1. The hierarchical sedimentary architecture found in channel belt deposits. The figure shows three scales of stratification in a hierarchy in which stratal 
boundaries at any one scale comprise assemblages of strata types at the next lower level. In the example shown, the largest-scale of stratification bounds compound 
bar deposits. These comprise unit bar deposits. Unit bar deposits comprise sets of cross-strata defined by three different grain-size categories (i.e., three texturally 
defined facies).The levels in the hierarchy of stratification are numbered, arbitrarily from the smaller to the larger scale. The photo shows an exposure of level I 
facies types in a trench at the Sagavanirktok River field site (from Lunt, 2002). 
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Analysis of data from the Borden experiment revealed important differences 
between transport of non-reactive tracers and reactive contaminants (see Figure 1.2). 
First, the velocities of the centers of mass (i.e. the bulk displacement) of the reactive 
plumes were time-dependent, despite steady-state groundwater flow conditions with 
constant non-reactive tracer velocities. The velocity of the reactive solute plumes 
decreased over time toward an asymptotic limit. This behavior is commonly quantified 
by a time-dependent retardation factor, defined as the ratio of the average centroid 
velocity of a non-reactive plume to the average centroid velocity of a reactive plume. 
Second, the longitudinal spreading of the reactive plumes was significantly larger than 
that of non-reactive tracers, for an equivalent travel distance.    
 Several possible explanations have been provided for the differences between 
reactive and non-reactive solutes (e.g. Roberts et al., 1986; Goltz and Roberts, 1986, 
1988; Dagan, 1989; Ball and Roberts, 1991; Kabala and Sposito, 1991; Quinodoz and 
Valocchi, 1993; Dagan and Cvetkovic, 1993; Cvetkovic and Dagan, 1994; Brusseau, 
1994; Burr et al., 1994; Miralles-Wilhelm and Gelhar, 1996). However, none of the 
models from these studies has been able to satisfactorily explain the behavior observed in 
the Borden field experiments, and a fundamental understanding of reactive transport 
processes is yet to be demonstrated. The DN for the Borden site is high indicating that 
equilibrium sorption should be important. In this dissertation the hypothsis is that the 
different behaviors of reactive solutes can be explained by heterogeneity in permeability 
and in the equilibrium-sorption distribution coefficient. Hierarchical and multiscale 
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sedimentary architecture has a strong control on processes of advection and dispersion of 
non-reactive plumes (e.g. Ramanathan et al., 2010). The goal of this dissertation is to 
more clearly link reactive transport processes to what is known about sedimentary 
architecture in natural groundwater flow systems, and see if it leads to a more basic 
understanding and an improved explanation for the observed behavior of organic solutes. 
 
 
 
 
 
 
 
 
 
Figure 1.2. Vertically average concentration distribution of two solutes observed at the Borden 
natural-gradient tracer experiment: left) non-reactive (chloride), and right) reactive (PCE). The 
longitudinal spreading of the PCE plume is larger than that of the chloride plume for an 
equivalent travel distance. Also, separation of chloride plume from the more slowly migrating 
PCE plume is clear (Mackay et al., 1986; Roberts et al., 1986). 
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In chapter 2, a theory is developed for the time-dependent retardation process 
using the Lagrangian-based approach. The theory incorporates new models for the spatial 
correlation of the hydraulic and reactive attributes at the Borden site, which account for 
multi-scale and hierarchical sedimentary architecture and the corresponding spatial 
variability of the attributes. The theory is evaluated by using model parameters developed 
from highly-resolved data from the Borden site, and compare the results with the reported 
time-dependent retardation of the perchloroethene (PCE) plume from the natural-gradient 
tracer test conducted at the Borden site.  
In chapter 3, a Lagrangian-based theory is developed for the dispersion of reactive 
solute plumes, as quantified by the particle displacement variance. Again, the theory 
incorporates new models for the spatial correlation of hydraulic and reactive attributes, 
the same as used in chapter 2. The theory is evaluated by applying it to the analysis of the 
particle displacement variance of PCE plume transport as observed at the Borden site. 
Further analyses are carried out to understand the relevant scales of stratal architecture 
and quantify the dispersion at each scale. The results quantitatively show how cross-
correlation between reactive and hydraulic attributes can impact the particle displacement 
variance.  
In unconsolidated sedimentary deposits, addressed in chapter 2 and 3, texturally 
defined facies types are used to characterize heterogeneity in both hydraulic and reactive 
attributes. However, in bedrock flow systems it is the type of reactive minerals and their 
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spatial distributions which exert the strongest control on reactivity. Therefore, instead of 
texturally defined facies, reactive mineral facies could be used to characterize 
heterogeneity in reactive attributes. In chapter 4, a Lagrangian-based model is developed 
for analyzing the time-dependent retardation in hierarchical porous media with 
multimodal reactive mineral facies, and in chapter 5, a corresponding model for the 
reactive solute dispersion is developed. 
Chapter 6 represents an initial examination of reactive transport under low DN 
and thus addresses the transport of kinetically sorbing solutes in heterogeneous 
formations. The contribution of each scale of stratal architecture in the dispersion of a 
kinetically sorbing solute plume is analyzed. The effects of sorption kinetics are 
evaluated relative to the effects of permeability heterogeneity on dispersion of a reactive 
plume.  
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     CHAPTER 2 
 
DEVELOPMENT OF A NEW LAGRANGIAN-BASED HIERARCHICAL MODEL 
FOR THE TIME-DEPENDENT EFFECTIVE RETARDATION FACTOR 
 
Note: This chapter was submitted to Water Resources Research on September 3, 2014, 
and was accepted on January 10, 2015. The article is in press at the time of this writing. 
 
2.1. Introduction 
 
Reactive solutes can differ from non-reactive solutes within groundwater 
transport processes, as shown both in experimental data and in numerical studies (e.g., 
Roberts et al., 1986; Garabedian et al., 1988; Tompson, 1993; Burr et al., 1994; Brusseau 
and Srivastava, 1997; Rajaram, 1997; Samper and Yang, 2006; Dai et al., 2009). One 
difference is that reactive solutes can have a time-dependent velocity under the same 
conditions where non-reactive solute velocity is constant. This difference can be 
quantified by the time-dependent effective retardation factor, )(
~
tReff , defined as the ratio 
of the average centroid velocity of a non-reactive plume, U, to the average centroid 
velocity of a reactive  plume, )(~ tu (Rajaram, 1997).  
Several mechanisms have been offered to explain )(
~
tReff  in the literature. These 
include rate-limited sorption (e.g., Quinodoz and Valocchi, 1993; Dagan and Cvetkovic, 
1993; Cvetkovic and Dagan, 1994), micropore diffusion (e.g., Ball and Roberts, 1991; 
Roberts et al., 1986, Goltz and Roberts, 1986, 1988), solute degradation (e.g., Dagan, 
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1989), non-linear isotherms (e.g., Brusseau, 1994), and heterogeneity in the equilibrium 
sorption distribution coefficient (Kd) (e.g., Kabala and Sposito, 1991;  Burr et al., 1994; 
Miralles-Wilhelm and Gelhar, 1996; Rajaram, 1997; Fernàndez-Garcia et al., 2005; 
Maghrebi et al., 2013). Rate-limited sorption is important when Damköhler numbers are 
low and thus reactions are slow relative to advective flow rates. Here the focus is on 
higher Damköhler numbers, where reactions are instantaneous relative to flow rates and 
thus equilibrium sorption is important. Furthermore, the case where )(
~
tReff  is caused by 
heterogeneity in Kd is considered. The retardation factor, R , is locally related to Kd by the 
relationship )()/(1)( xKnxR db  where b  and n are the bulk density and porosity of 
the medium, respectively.  
Rajaram (1997) derived a Lagrangian-based model to analyze )(
~
tReff  caused by 
linear equilibrium sorption and heterogeneity in Kd. Rajaram (1997) showed how )(
~
tReff  
is related to RRC , the spatial covariance of the retardation factor, and vRC , the spatial 
cross-covariance of the groundwater velocity and the retardation factor. The RRC  is 
defined by heterogeneity in Kd and vRC  is defined by heterogeneity both in permeability,
k , and in Kd (Rajaram,1997; Deng et al., 2013). The Lagrangian-based model developed 
by Rajaram (1997) for analyzing )(
~
tReff  is as follows: 
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where R  is the arithmetic average of )(xR . The RR  is the variance of )(xR , and vR  is 
the point covariance of the groundwater velocity and the retardation factor. Equation (2.1) 
is a nonlinear equation but in general it behaves as follows (see Figure 2.1a.).  As time 
increases the plume decelerates so that )(
~
tReff  increases from )1/()0(
~
2 RUR
RR vRRReff


to RReff )(
~
(these limits are confirmed by numerical simulations by Rajaram, 1997). 
From equation (2.1) it is clear that RRC and vRC control the time-dependent behavior. 
Figure 2.1 shows the case where RRC and vRC are exponential functions, as used by 
Rajaram (1997) and Deng et al. (2013), approaching their sills at the effective ranges of 
correlation RRa and vRa . In that case )(
~
tReff  asymptotically approaches R  as the mean 
displacement distance, )(
~
/ tRUt eff , approaches the value of RRa or vRa , whichever is 
larger. 
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Figure 2.1. Conceptual diagram of how the duration of time-dependent retardation relates to spatial covariance structures. (a.) 
)(
~
tReff  increases with time from )1/( 2 RUR
R vRRR

  and asymptotically approaches R .The ordinate is reversed in order to 
emphasize that the plume is decelerating with time. (b. and c.) The Rajaram model links the duration of )(
~
tReff  to the effective 
ranges of spatial correlation of RRC and vRC (they reach 95% of their asymptotic limit at RRa  and vRa , respectively). (e. and f.) The 
effective ranges of RRC and vRC  are, in turn defined by the effective ranges of   and Y  correlation. (f.) We consider the case 
where the effective range of cross-transition probability structures controls all of the above correlation structures (b-e) and, in turn, 
controls the duration of )(
~
tReff . 
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Clearly the models used for RRC  and vRC  are important. Previous studies have 
used RRC and vRC  models that were formulated assuming a uniform point correlation 
between k  and Kd (e.g., Bellin et al., 1993, 1995; Burr et al., 1994; Miralles-Wilhelm 
and Gelhar, 1996; Brusseau and Srivastava, 1997; Rajaram, 1997; Deng et al., 2013). 
However, k  and Kd  point correlation has been found to be non-uniform in field studies 
of sedimentary aquifers, and to instead be specific to sedimentary facies and to vary 
between facies types comprised by the aquifer (Allen-King et al., 1998, 2002, 2006; 
Devine, 2002; Ritzi et al., 2013). Depositional processes create facies types which differ 
in texture (grain size, sorting, and packing which affect k ) and in mineralogy (which 
affects Kd).  
Figure 2.2 shows sedimentary architecture conceptualized as a hierarchy, with a 
facies type defined at one scale comprising assemblages of facies types defined at a 
smaller-scale, as can be true across any number of hierarchical levels (e.g., Bridge, 2006).  
14 
 
  
Figure 2.2. Hierarchical organization of texturally-defined sedimentary facies across two scales, and corresponding modes for an 
attribute ξ such as permeability (k) or sorption distribution coefficient (Kd). 
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Thus, more than one scale of correlation may be relevant. Here RRC  and vRC  
models are developed that represent hierarchical sedimentary architecture based on 
probabilities of transitioning across facies (transition probabilities). The shape and 
effective range of RRC and vRC  are controlled by the shape and effective range of cross-
transition probability structures, which, in turn, are controlled by and are quantitatively 
linked to the proportions and the mean and variance in length of facies units. Thus, RRC  
and vRC  are quantitatively linked to physical attributes of the sedimentary architecture. 
The approach builds on transition-probability based correlation models developed for Kd 
correlation and k -Kd cross-correlation by Ritzi et al. (2013). 
The transition-probability based expressions for RRC  and vRC  are used in the 
Lagrangian-based model developed by Rajaram (1997). The goal is to answer two 
questions. First, how is sedimentary architecture related to the increase of )(
~
tReff , perhaps 
exponential-like, before it reaches its asymptotic limit (i.e. the shape of the growth 
curve)? Second, how is sedimentary architecture related to the time required for )(
~
tReff to 
approach its asymptotic limit (i.e. the duration of the growth curve)? The hypothesis is 
that the proportions and the lengths of lithologic facies types at different scales within the 
sedimentary architecture control both the shape and the duration of )(
~
tReff .  
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The theory is evaluated by using model parameters developed from highly-
resolved data from the Borden site (Ritzi et al., 2013). The data included co-located 
samples of log permeability, Y=ln( k ), the log of the perchloroethene (PCE) sorption 
distribution coefficient,  =ln(Kd), and proportions and length statistics for lithologic 
facies types defined at two scales. The model results are compared to the reported )(
~
tReff
of the PCE plume from the natural tracer test conducted at the Borden site (Roberts et al., 
1986) to see how well the model can explain the observed retardation process.   
2.2. Review of the multi-scale and hierarchical correlation models 
 
In this section the mutli-scale and hierarchical correlation models developed by 
Ritzi et al. (2013) are reviewed which link the two-point bivariate correlation of  , C , 
and the cross-correlation between Y and  , YC , to sedimentary architecture. Ritzi et al. 
(2013) considered a system with a two-level hierarchy of facies types delineated on the 
basis of textural attributes occurring at the Borden site, as illustrated in Figures 2.3, and 
2.4.  
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Figure 2.3. From Ritzi et al.(2013). Maps of strata defined at two levels (scales), as observed in 67 sediment cores. Stratal facies at each 
scale are defined in Table 2. (a) Map of the larger-scale level II facies types and (b) map of the smaller-scale level I facies types comprised 
by them. Maps share the same ordinate and abscissa labels. Samples of k and Kd were taken where each of six horizontal dotted lines 
intersects a core.  
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Figure 2.4. From Ritzi et al. (2013). Cumulative frequency of (left) ln ( )Y k data and (right) ln ( )dK  data, as subdivided into 
subpopulations by stratal facies type at (top) level II and (bottom) level I. The k  and dK  units are 
2cm  and kgL / , respectively. 
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Consider location x  and x  separated by lag vector h . Location x  is within level 
I facies type o which, in turn, is within level II facies type r (region type ro hereafter), 
and that x  is within facies type i  at level I which is within facies type j at level II 
(region type ji). The mutually exclusive occurrence of facies types is represented by an 
indicator random space function, )(xI ro , taking the value of 1 if x  falls within facies 
type ro and 0 otherwise. The composite sample auto- and cross covariances can be 
written in the following way, with designation of regions type into which the heads and 
tails of h  fall (Ritzi et al., 2004; Ritzi and Allen-King, 2007; Ramanathan et al., 2008; 
Ritzi et al., 2013): 
)2.2()(ˆ)(ˆ)(ˆˆ
)()()(ˆ
, hthph
hC
jiroro
r o j i
N
nn
jiro







 
where for the auto-covariance   and  are both samples of  . For the cross-covariance 
  is a sample of   and  is a sample of Y. The ̂ is the univariate (point) sample 
variance (   ) or point covariance (   ). The )(ˆ h
jiro
  are facies specific auto- and 
cross semivarigrams. The )(ˆ , ht jiro   are transition probabilities which give the fraction of 
lags of a specific distance and direction that are of a particular transition type (i.e., the 
fraction with tail in region type ro and head in region type ji). The proportions )(ˆ hpro
give the fraction of lags that start in region type ro. 
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A number of studies of field data have shown that the auto-transition terms (i=j) 
can be neglected, and that the )(ˆ h
jiro
 are well approximated by constants (Ritzi et al., 
2004; Dai et al., 2004, 2005; Ritzi and Allen-King, 2007; Ramanathan et al., 2010; Ritzi 
et al., 2013). They have shown that equation (2.2) is well approximated by: 
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The 
ro
mˆ are the sample means and roro̂ are the univariate (point) sample variance (
  ) or point covariance (   ) computed from the subpopulation of data per level I 
facies types. The first of the two groups on the RHS of equation (2.3) is referred to as the 
 cross-transition group corresponding to lags that are auto-transition at level II and 
cross-transition at level I. The second group is the  cross-transition group 
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corresponding to lags that are cross-transitions at both level I and level II.  The E , F ,
G , and H are computed from univariate statistics. Term H represents the 
difference in the means and G represents the variances, at the tails and heads of 
transitions across different level II facies. Term F represents the difference in the means 
and E represents the variance, at the tails and heads of transitions across different level 
I facies. 
 The structures of C and YC  in equation (2.3) are entirely determined by the 
cross-transition probability structures. The shape is determined by the length variance. 
Facies length distributions are typically Erlangian with a coefficient of variation of the 
order of unity, which gives rise to exponential-like transition probability structures 
(White and Willis, 2000; Ritzi, 2000). In the field studies cited above the cross-transition 
probability structures could be parsimoniously represented by exponential structures, one 
for each level of the hierarchy. Under those conditions, the general correlation model 
could be written as:  
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(Ramanathan et al., 2010), where the effective ranges at each hierarchical level are 
related to proportions and lengths by: 
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where rol  and rl  are the mean length of facies types defined at each hierarchical level 
(Carle and Fogg, 1996; Carle, 1996; Ritzi, 2000).   
All parameters in equation (2.4) are computed from univariate statistics for 
physically quantifiable attributes of the sediment ( k , Kd , proportions and facies length) 
and can be determined by direct measurement. Ritzi et al. (2013) showed the model in 
equation (2.4) explains the sample bivariate spatial correlation for k , Kd , and k -Kd  at the 
Borden research site quite well without any curve-fitting. The composite range of )(ˆ hC
is given by: 
)5.2(])()[(
ˆ
1




aHGaFEa   
The a differs slightly for the C and YC models due to the difference in the E-H 
terms even though they have the same underlying structure defined by the cross-transition 
probabilities. In section 2.3 the models in equation (2.4) are used in order to derive the 
RRC and vRC  models. 
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2.3. Linking RRC  and vRC  to hierarchical stratal architecture 
 
In this section first the related expression for RRC are derived. As discussed below, 
  at the Bordon site is higher than the range strictly valid in Rajaram’s (1997) 
approach and thus a non-linear perturbation is required. This may not be true for the 
space-dependent effective retardation factor (Fernàndez-Garcia et al., 2005), but is true 
for the time-dependent retardation factor because it is more sensitive to the approach. For 
the range of variance considered here (i.e., 1 ), R  can be approximated using a 
Taylor series expansion as follows: 
]
2
[
)/(1



 eKnR Gdb  
where 
G
dK  is the geometric mean of Kd(x). The following approximation is used for the R 
perturbation, RRR  : 
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 Using the Taylor series expansion RRC  is found as follows: 
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Substitution of equation (2.4) gives: 
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The corresponding RR  is: 
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The effective range of the retardation factor, RRa , can be computed by using the 
following relationship and numerical integration: 
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In order to find vRC  we define vRS , the cross-spectral density of the flow velocity 
and the retardation factor, by  using equation (2.6) along with the perturbation of the 
groundwater velocity, v , defined as (Gelhar 1993; Rajaram, 1997; Rubin, 1995; Dai et 
al., 2004, Ramanathan et al., 2008; Deng et al., 2013; Soltanian et al., 2015): 
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where 
GK  is the geometric mean of k , Y   is the perturbation of Y, J  is the mean 
hydraulic gradient, and 
T),,( 321    is a 3-D wave-number vector. Note that a 
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nonlinear expansion for ln(Kd) was used in deriving equation (2.6) and a first-order linear 
expansion for ln( k ) was used in deriving equation (2.11). Bellin et al. (1993) and Bellin 
and Rinaldo (1995) have used the same non-consistent expansion in order to analyze the 
time-dependent dispersion of reactive solutes (see equation (10a) and (17) in Bellin et al., 
1993). Their results were tested against numerical simulations and validated by Bosma et 
al. (1993) for relatively small variances (<1.6). Similarly small variances are assumed 
here.  
The vRS  is expressed as:  
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Using the Taylor series expansion for e , the cross-spectral density of the flow velocity 
and the retardation factor is: 
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where )(YS is the cross-spectral density of YC . The )(YS is obtained as: 
)14()
))3/(1(
)3/(
()()
))3/(1(
)3/(
)(()(
2222
3
2222
3






a
a
HG
a
a
FES YYYYY



   
26 
 
The integration method used for equation (2.14) can be found in Appendix 2A. Then 
substituting (2.14) into (2.13) and using the general relationship between a covariance 
and its spectrum leads to the cross-covariance of v  and R as: 
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approaches zero, the cross-covariance of v  and R becomes: 
)16.2(}{
3
2 ]
!3
[
2 


YYYY
G
d
Gb
vR HGFEeJKK
n


  
The integration method used to attain equations (2.15) and (2.16) can be found in 
Appendix 2B.  The effective range of the velocity and the retardation factor correlation,
vRa  , could be computed by numerically integrating the following relationship: 
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Using equation (2.8) and (2.15) in equation (2.1) leads to the following expression for
( )effR t : 
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 The time to reach the large-time limit depends on the ranges of cross-transition 
probabilities, a  and a  , defined for the level I and II scales of the sedimentary 
architecture, respectively. These ranges are defined by the mean lengths and the 
proportions of the facies types at each of these scales of sedimentary architecture 
(equations 2.4c and 2.4d). Thus, the duration of the plume deceleration can be 
quantitatively linked to measurable physical attributes of the sedimentary architecture. 
 2.4. Application  
 
The Lagrangian-based model developed in section 2.3 is evaluated by comparing 
it to field measurements. The natural gradient tracer test at the Borden site and the PCE 
plume are used (Mackay et al., 1986; Roberts et al., 1986). The univariate statistics for k , 
Kd, and facies lengths and proportions that form the parameters of the model were 
quantified for the Borden site by Ritzi et al. (2013). 
 However, a perfect match is not expected between the model and the reported
)(
~
tReff of the PCE plume from the Borden experiment for a number of reasons. The first 
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reason is that the natural tracer test conducted at the Borden site represents only one 
possible realization within the ensemble result that the Lagrangian-based model 
represents. Burr et al. (1994) showed, in numerical simulations, that the results of )(
~
tReff  
between each single realization within an ensemble can be quite different, and that a 
single realization of )(
~
tReff can be significantly less smooth than the ensemble-average 
behavior. As clearly discussed by Rajaram (1997), the variability among realizations at 
t=0 can be especially pronounced if the source of the plume is small relative to the size of 
the integral scale of heterogeneity. The source was some 6 m in extent and 1.6 m in 
thickness at the start of the Borden tracer test (see Figure 1 in Roberts et al., 1986), and 
could therefore have been contained entirely within just one of the level II facies (the 
transect shown in Figure 2.3 does not go through the source, but indicates the size of 
level II facies that could exist at the source). The early time behavior would vary greatly 
if the plume started within facies M vs. within facies FZ.  Indeed, Rajaram (1997) 
showed that the initial source size would need to be 20,000 times larger than the scale of 
heterogeneity for relatively stable behavior to occur at t=0 among realizations. The size 
of the source in Borden experiments would have to be orders of magnitude larger before 
expecting stable behavior at early time among different locations of emplacement. For 
these reasons, we do not expect the model, representing the ensemble average, to 
perfectly match the results from the single Borden field experiment. A related issue is 
how Roberts et al. (1986) determined )(
~
tReff  from the field experiment. Roberts et al. 
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(1986) fitted power law models to the cumulative distance traveled by the chloride and 
the PCE plumes per cumulative time. They then took the derivatives of the power law 
models to calculate )(
~
tReff . This method imparts considerable smoothing to their values 
of )(
~
tReff  for the field experiment. Here, in evaluating the model, in addition to 
comparing the model to the Roberts et al. (1986) values, it is also compared to values of 
)(
~
tReff for the field experiment calculated by a central-difference approximation of the 
slopes of the observed distances traveled by the chloride and the PCE plume per 
cumulative time, following Burr et al. (1994), which imparts less smoothing and gives an 
alternate impression of the plume behavior. We compare the model to the field results 
calculated both ways, and look for general correspondence.   
A second factor to consider is that the data defining the parameters of the model 
were collected close to but not from the exact transect of the Borden plumes (see Figure 2 
in Ritzi and Allen-King, 2007, and discussion in Ritzi et al., 2013). A third factor to 
consider is that the sample locations in the Borden tracer test did not fully sample the 
plumes in some of the synoptic sampling rounds, in both vertical and horizontal 
directions, and the incomplete sampling causes bias in the calculated spatial moments 
(including the centroid) of the plumes (Rajaram and Gelhar, 1991; Miralles-Wilhelm and 
Gelhar, 1996).  
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Another reason for not expecting an exact match is that R calculated from any of 
the Kd data sets reported in the literature is significantly less than the R indicated by the 
field experiment, which affects the ability of the model to represent )(
~
tReff both at time 
zero and at infinity. Table 2.1 shows R  calculated from Kd data from different studies of 
Borden sediment. The calculated R  varies between 3.03 and 5.06. These values are 
considerably lower than the field observed large-time behavior of )(
~
tReff ; for example 
)(
~
tReff  was reported as 5.9 at a time of 650 days (Roberts et al., 1986). One possible 
reason for the difference between the measured and the observed R  is that equilibrium 
was not fully reached in measurements of Kd. The R reported by Curtis et al. (1986) is 
from measurements allowing three days to reach equilibrium. The Kd measurements 
reported in Allen King et al. (1998, 2006) and in Ritzi et al. (2013, see Allen-King et al., 
2015, for lab methods) also allowed three days for equilibration. The R reported by Ball 
and Roberts (1991) is from measurements allowing twenty days to reach equilibrium. 
This was the longest time allowed for equilibration and theirs is the highest R  among the 
studies. Aside from the possibility of bias in Kd measurements, the discrepancy between 
R  from Kd measurements and R from the field experiment could also be due in part or 
in whole to one or more of the other factors listed above.  
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Table 2.1. Mean R from different studies 
Study Arithmetic Mean Kd (L/kg) Mean R
a 
Curtis et al. (1986) 0.48 3.63 
Ball and Roberts (1991) 0.74 5.06 
Allen King et al. (1998) 0.72 4.95 
Allen King et al. (2006) 0.45 3.47 
Ritzi et al. (2013) 0.37 3.03 
aMean R is calculated using db KnR )/(1  .The average bulk density and the average porosity are 1.81
3/g cm , and 0.33, 
respectively (Mackay et al., 1986). 
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Determining the reason for the discrepancy between R determined from Kd 
measurements and R observed in the tracer test is outside the scope of this dissertation. 
Here this difference is simply acknowledged and the observed R  is used in the model 
calculations, as did Miralles-Wilhelm and Gelhar (1996). In doing so, it is accepted that 
there may be a bias in laboratory determined Kd, however, it is assumed that relative 
differences in the mean Kd and the variance in Kd between facies to be meaningfully 
represented by the Kd data. Importantly, as discussed above, the Kd spatial correlation 
range is mostly controlled by cross-transition probability structure of the stratal 
architecture, and that structure is not influenced by such bias. Using the observed R in the 
model causes it to converge on the same value as the tracer test. This fixes the large-time 
limit in the model, but not the time required to reach that limit (i.e. the duration of the 
time-dependent retardation). The ability of the model to represent the field experiment at 
time zero or at infinity is not evaluated; and rather the focus is on how well the general 
shape and the duration of time-dependent retardation are explained by the model.  
2.5. Computing )(
~
tReff  and comparing to the observed )(
~
tReff   
 
A two level, hierarchical classification of the sedimentary architecture at the 
Borden site is given in Tables 1 and 2 of Ritzi et al. (2013) and cursory point statistics 
computed for each attribute (Y and  ) per facies defined at each scale, are summarized 
here in Table 2.2. The sample cross-transition probability structures exhibited by this 
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stratal architecture were rigorously evaluated by Ritzi et al. (2013) using a highly-
resolved set of 9764 indicator data. Ramanathan et al. (2010) developed statistics for the 
proportions and lengths of the facies types at each scale, corrected for bias. The 
coefficient of variation in lengths is of the order of unity, and thus exponential-like 
structures were anticipated. Ramanathan et al. (2010) computed effective ranges for the 
respective cross-transition probability structures of a =3.57 m and a =6.33 m, 
respectively. The model cross transition probabilities using these a  and a  are shown 
in Figure 4b in Ritzi et al. (2013), and match the sample cross-transition probability 
structures extremely well without any fitting.   
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Level I 
Facies Type Description rop̂  rol  vC  ˆ3 (1 )ro rol p  romˆ   roYm̂  roro̂  roroYY̂  roroY ̂  
MLD Medium sand, distinct lamination 0.19 1.71 0.92 4.17 -1.17 -14.47 0.362 0.214 0.003 
MLF 
 
Medium sand, faint  
Lamination 
0.09 0.9 0.47 2.46 
 
-0.09 
 
-14.70 0.411 0.229 0.047 
MM Medium sand, massive 0.12 1.03 0.54 2.7 -0.47 -14.45 0.516 0.174 0.062 
FLD Fine sand, distinct lamination 0.29 1.69 0.91 3.6 -1.51 -15.42 0.183 0.097 0.040 
FLF Fine sand, faint lamination 0.23 1.88 1.02 4.38 -1.77 -15.30 0.119 0.161 0.051 
FM Fine sand, massive 0.07 0.89 0.46 2.46 -0.84 -15.23 0.650 0.300 0.322 
Z Silt 0.01 0.65 0.34 1.92 -0.53 -15.89 0.461 0.560 -0.397 
a proportions( p̂ ) of horizontal length samples, univariate statistics for length (mean, l , in meters and coefficient of variation, vC ) for level I and II facies type. 
 
 
 
 
Table 2.2. Hierarchy of facies types, and univariate statisticsa. From Ritzi et al. (2013). 
  Level II 
Facies Type Description rp̂  rl  vC  ˆ3 (1 )r rl p  rmˆ   rYm̂  rr̂  rrYY̂  rrY ̂  
Medium 
Sand (M) 
Associations of level I facies 
MLD, MLF, and MM 
0.39 3.00 1.64 5.49 
 
-0.94 
 
-14.54 
 
0.482 
 
0.222 
 
0.029 
Fine Sand 
and Silt (FZ) 
Associations of level I facies 
FLD, FLF, FM and Z 
0.61 5.85 3.40 6.87 
 
-1.52 
 
-15.38 
 
0.295 
 
0.162 
 
0.026 
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Ritzi et al. (2013) also quantified and evaluated the Y, , and Y-  sample spatial 
correlation and how well models in the form of equation (2.4) (expressed as covariance in 
this chapter, and as a semivariogram Ritzi et al., 2013) represented sample spatial 
correlation. Figures 4d, 4f, and 4h in Ritzi et al. (2013) show that the models match the 
corresponding sample spatial correlation structures extremely well, without use of fitting 
parameters. Thus, the Y , , and Y- spatial bivariate correlation at the Borden site can be 
explained well by cross-transition probability structures, and can be modeled well based 
on univariate statistics for proportions and lengths of the facies types, and for Y and  .   
The model parameters were computed from the univariate statistics summarized 
in Table 2.2, and are listed in Table 2.3. Comparing equation (2.18) to equation (2.1) 
shows that the duration of the time-dependent change in )(
~
tReff  in the model will be 
controlled by the effective ranges of the level I and level II cross-transition probability 
structures, a  and a  respectively, and by the E , F , G , and H  terms in the 
expression representing RRC  (second term on RHS of equation 2.18), and also as 
weighted by the YE , YF , YG , and YH  terms in the expression representing vRC (third 
term on RHS of equation 2.18). The level I and level II scale effects are examined 
separately below. Here first their combined effect on the duration of )(
~
tReff is examined. 
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Equation (2.10) gives the combined effective range for RRC  as RRa =4.8 m and 
equation (2.17) gives the combined effective range for vRC as vRa =6.0 m. Figure 2.5 
shows that with these values the model has a time-changing retardation with a duration 
that is reasonable in terms of representing the PCE plume behavior at the Borden site. 
 
The relative contributions of parts of the model is now examined. To examine the 
relative contributions from RRC and vRC , the result without including the contribution 
from vRC  is also shown in Figure 2.5. The )(
~
tReff  is little changed when vRC is removed, 
and thus is explained almost completely by RRC alone. This is not surprising given that the 
v-R correlation is overall weak. 
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Table 2.3. Model parameters. The 
E , F , G , a , and a  were computed  by Ritzi et al. (2013) 
from univariate statistics for   and Y and facies lengths. The RR and vR were calculated with 
adjustment for R as 5.9. The U  is from Sudicky (1986). The b and n are from Mackay et al. (1986). 
 
Parameters Value 
E  
0.1029 
F  0.0501 
G  0.1658 
H  0.1316 
YE  0.020 
YF  -0.0003 
YG  0.0216 
YH  0.1027 
U (m/d) 0.09 
N 0.33 
b (g/cm
3) 1.81 
a (m) 3.57 
a (m) 6.33 
RR  31.8 
vR  0.117 
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To examine the relative contributions from the level I and the level II scales of 
stratal architecture, it should be noted that the C  and YC in equation (2.4) are linear 
sums of terms corresponding to the probability of transitioning across stratal facies types 
of different scales, and therefore the contribution from  (level I) and  (level II) 
cross-transition terms can be shown independently as in Figure 2.5. The PCE plume 
samples the smaller-scale strata types at level I faster than the larger scale strata types at 
level II, and Figure 2.5 shows, accordingly, that the duration of the level I influence on 
)(
~
tReff is shorter than the duration of the level II influence. Note that pre-asymptotic 
)(
~
tReff represents the amount of deviation (i.e. higher PCE velocities and lower effective 
R) from the large-time limit.  In this vein, it is clear in Figure 2.5 that the level II cross-
transitions cause more deviation from the large-time limit than do the level I cross-
transitions.  
To examine the separate contributions of E , F , G , and H  terms to 
)(
~
tReff , the contribution from the vRC  term was ignored in equation (2.18), already 
shown to be relatively small, to make the analysis tractable. Figure 6 shows the G  term 
causes the largest deviation of )(
~
tReff  from the large-time limit. Term H  causes the 
second largest deviation. The contribution from E  and F  terms are the smaller with 
an almost negligible contribution from the F  term. The physical meaning of this is that 
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differences in mean   across level I facies types are not particularly meaningful in this 
context, and the system could be described, modeled, and understood well based on 
delineating the larger-scale level II architecture alone. 
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Figure 2.5. The model of )(
~
tReff  using input parameters for the Borden site based on statistics from Ritzi et al. (2013). The observed data at the Borden site are shown in circles 
as analyzed by Roberts et al. (1986) and squares as analyzed by central differences. The model is also presented with 0vRC and thus only computed with RRC . The relative 
contributions from the level I and level II cross-transitions terms are also shown.  
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Figure 2.6. The relative contributions from the
E , F , G , and H terms. 
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2.6. Discussion and conclusions 
 
Rajaram (1997) lagrangian-based model for the time-dependent effective 
retardation factor, equation (2.1), was combined the with physically-based spatial 
correlation models developed by Ritzi et al. (2004, 2013) for   and Y-  in hierarchical 
and multiscale sedimentary deposits. Deriving the combined model required a nonlinear 
expansion for the perturbation of   (equation 2.6). Using a linear expansion of   gives 
erroneous results within the range of variance examined here and so the nonlinear 
expansion was required. The non-consistent perturbation expansion used in the derivation 
is expected to be valid for variances < 1.0 (Bellin et al., 1993; Bosma et al., 1993). 
Further tests against numerical simulations are suggested to explore the full range of 
validity with this approach; however, it is outside the scope of this chapter. 
The resulting combined model is directly linked to the relevant scales of stratal 
architecture through expressions of cross-transition probabilities. The duration of the 
time-dependent change in effective retardation is a function of the effective ranges of 
cross-transition probability structures (i.e. the ranges of indicator correlation structures) 
for each relevant scale of stratal architecture within a stratal hierarchy. The plume 
velocity and the effective retardation stabilize at a large-time limit after the plume 
centroid has traveled a distance that encompasses the effective ranges of these cross-
transition probability structures.  
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The model parameters can be developed from independent measurements of 
physically quantifiable attributes of the stratal architecture (i.e. proportions and lengths of 
facies types, and univariate statistics for Y and ).  Nothing is assumed about Y-  point 
correlation; it is allowed to differ by facies type.  
The model can give new insight in that it allows separating and analyzing how 
each scale of stratal architecture contributes to a plume’s deceleration as )(
~
tReff increases 
toward its large-time limit. It also allows for separating and analyzing the contribution 
from differences in the mean of Y and   between facies and from the variance within 
facies, at each scale of stratal architecture. 
The model provides a viable explanation of the PCE plume behavior observed in 
the natural gradient tracer experiment performed at the Borden research site. The 
ensemble average behavior indicated by the model is consistent with the observed PCE 
plume behavior in the one experiment. Thus, linear equilibrium sorption and 
heterogeneity in Kd are viable explanations for the )(
~
tReff observed with the PCE plume. 
This is consistent with the suggestion by Miralles-Wilhelm and Gelhar (1996) that the 
heterogeneity in k and Kd can provide a viable explanation for the )(
~
tReff observed with 
the PCE plume based on their calculation of a characteristic heterogeneity time scale. 
The model gives new insight into what might have actually controlled the PCE 
plume deceleration. The plume deceleration can be mostly explained by heterogeneity in 
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Kd   because the model is mostly influenced by the RRC  term; the contribution from the 
vRC term is not significant.  The level II architecture makes a larger contribution and 
gives rise to a longer duration of deceleration as compared to the level I architecture. The 
plume velocity stabilized when the centroid had traveled a distance encompassing the 
effective ranges of cross-transition probability structures. That is to say, the plume 
velocity stabilized when, within the region sampled by the plume, the probability of 
crossing different facies types had stabilized (see Figure 2.1). The system could be 
described, modelled, and understood well based on delineating the larger-scale level II 
architecture alone.  One could also use a lumped correlation scale in equation (2.5) and 
get a similar result (however only with the non-linear perturbation in R). Importantly, it is 
only through the multi-level analysis that the relative contribution of each scale from the 
multi-scale facies architecture becomes clear. Thus, the benefit of the hierarchical and 
multiscale approach is not that it necessarily provides a better prediction, but rather that it 
provides more insight and improves our basic understanding of the process. 
Note that the k , and Kd subpopulations in the Borden example were defined 
according to textural sedimentary facies. Allen-King et al. (2002, 2006, 2015) and 
Kalinovich et al. (2012) showed that the sorption in the Borden sediments is mainly 
controlled by interactions with carbonaceous matter ( is related to abundance of dark 
carbonate lithocomponents containing kerogen within the mineral matrix). They showed 
that the carbonaceous matter content is generally greater within larger-grained and more 
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poorly-sorted facies as a result of depositional processes. The result is that at this site 
textural sedimentary facies serve also as chemohydrofacies. The general method 
presented here does not require that sediments be classified according to textural facies. 
Facies classifications are not unique, and the method would be appropriate for any system 
of chemohydrofacies, assuming they can be defined. 
 The Borden experiment and its PCE plume provide the only field test with all the 
data required to evaluate this theory. Even with that field test, there are many limitations 
on how well the theory can be tested, as described in section 2.4 above. The mean of Kd 
measurements on Borden sediments do not agree with the large-time limit observed in the 
test, so the value of R in the model was set to the observed R . That controlled the value 
at which the model reached the large-time limit, but it did not affect the shape and the 
duration of the model behavior. All other parameters in the model were defined by 
independent measurements of physically quantifiable attributes of sediments, without 
fitting. The duration of )(
~
tReff  was defined by RRa  and vRa . The RRa  and vRa  were 
directly calculated from univariate statistics for k , Kd, and proportions and lengths of 
lithologic facies types. 
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Appendix 2A. Derivation of cross-spectral density of for cross-covariance of Y  
 
Derivation of the spectral density of the covariance of Y  was obtained by Deng et 
al. (2013). Here their approach was modified for the purpose of this chapter. Considering 
a unimodal exponential function, the cross-covariance of Y  is: 
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The Y cross-spectral density, )(YS , is calculated by substituting (A2.1) into the 
following expression: 
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Integration of (A2.2) is implemented in a spherical coordinate system. The scalar product 
 coshh   where    is the angle between wave number vector  and the 
separation vector h . Expressing the element volume dh  in spherical coordinates ),,( h , 
and integrating (A2) results in: 
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(A2.3) is the cross-spectral density for unimodal case. For the hierarchical stratal 
architecture, the covariance model of Y  is easily integrated to obtain corresponding 
spectral density (equation 2.14) by using (A2.3) two times for two exponential terms. 
Appendix 2B. Derivation of cross-covariance of v and R  
 
Derivation of cross-covariance of v  and R was implemented by Deng et al. 
(2013) and has been modified here. The derivation is explained for the unimodal case. 
Using equations (2.13) and (2.A3) one can write: 
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Set I equal to integration term of (2.B1) as: 
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The integration of (B2.2) was explained by Deng et al. (2013) and the corresponding 
result for (B2.1) is 
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Let 0h , the cross-variance of v  and R for unimodal porous media can be given 
below: 
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In this way, the cross-covariance model of v  and R is easily integrated to obtain the 
corresponding v and R cross-covariance for a multimodal and hierarchical stratal 
architecture. 
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     CHAPTER 3 
 
DEVELOPMENT OF A NEW LAGRANGIAN-BASED HIERARCHICAL MODEL 
FOR PARTICLE DISPLACEMENT VARIANCE 
 
Note: This chapter was submitted to Water Resources Research on September 3, 2014, 
and was accepted on January 22, 2015. The article is in press at the time of this writing. 
 
 
 3.1 Introduction 
 
This chapter addresses the dispersion of reactive solutes in groundwater. The goal is 
to represent and evaluate the influence of hierarchical and multi-scale stratal architecture 
within the processes of dispersion. The stratal architecture is represented in Lagrangian-
based models through a hierarchy of cross-transition probability structures. In chapter 2, 
such a model was developed and evaluated for the time-dependent retardation process.  
Here, in chapter 3, the models for the time-dependent (pre-asymptotic) rate of plume 
spreading, for the asymptotic limit on that rate, and for the macrodispersvity are 
developed and evaluated. As in chapter 2, the models are used to explain the PCE plume 
behavior as observed in the natural gradient tracer test conducted at the Borden research 
site (Roberts et al, 1986). 
Ramanathan et al. (2010) showed that the pre-asymptotic dispersion rate for non-
reactive solutes (chloride, bromide) in the Borden tracer test could be explained with a 
Lagrangian-based transport model developed from a two-tiered hierarchy of cross-
transition probability structures representing larger- and smaller-scale stratal facies types 
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occurring at the site. As the mean displacement of the chloride and bromide plumes 
increased from the source, the probability of a particle transitioning across different strata 
types increased towards an asymptotic limit. The rate of spreading increased with time as 
the probability of transitioning across different facies increased. The approach allowed 
identifying, separating, and understanding the individual influences of each scale of 
stratal architecture on the particle displacement variance, and at each scale, how the 
proportions and mean lengths of strata types, and how the variance of permeability, k
,within and differences in mean k  across strata types, each controlled the particle 
displacement variance.   
The longitudinal spreading of reactive solutes is larger than that of non-reactive 
solutes at equivalent mean displacement (e.g. Roberts et al., 1986; Garabedian et al., 
1988; Bellin et al., 1993; Burr et al., 1994; Brusseau and Srivastava, 1997; Rajaram, 
1997). Several mechanisms have been offered to explain this difference including rate-
limited sorption, micropore diffusion, solute degradation, non-linear isotherms, and 
heterogeneity in reactive attributes such as the equilibrium sorption distribution 
coefficient, dK , and correlation to heterogeneity in k (Goltz and Roberts, 1986,1988; 
Wood et al., 1990; Quinodoz and Valocchi, 1993; Dagan and Cvetkovic,1993; Burr et al., 
1994; Brusseau, 1994; Miralles-Wilhelm and Gelhar, 1996; Rajaram, 1997; and 
Maghrebi et al., 2014). This chapter focuses on how heterogeneity in k and dK affect the 
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dispersion of reactive solutes and causes a larger particle displacement variance relative 
to nonreactive solutes. 
Bellin et al. (1993) and Bellin and Rinaldo (1995) introduced a Lagrangian-based 
theory to analyze the role of heterogeneity in both k and dK in the dispersion of reactive 
solutes. They developed a model in which the longitudinal dispersion was controlled by 
three spatial correlation structures: 1)
jivv
C , the spatial covariance of the groundwater 
velocity, 2)
RRC , the spatial covariance of the retardation factor, and 3) RviC , the spatial 
cross-covariance of the flow velocity and the retardation factor. Note that the retardation 
factor, R, is locally related to dK by the relationship )()/(1)( xKnxR db where b
and n  are the bulk density and porosity of the medium, respectively. The
jivv
C ,
RRC , and 
Rvi
C  are defined by the bivariate spatial correlation of k , dK , and the spatial cross-
correlation between k  and dK , respectively. 
The work by Bellin et al. (1993) and Bellin and Rinaldo (1995) illustrated how 
dispersion is affected by k  and dK variability and correlation structures. The dK
variability adds to dispersion created by variability in k  alone, the spatial correlation of 
each reduces the time-changing pre-asymptotic rate of spreading from the large-time 
asymptotic rate, and the spatial cross-correlation between k  and dK can diminish or 
increase the pre-asymptotic rate depending on whether the cross-correlation is positive or 
negative. Positive cross-correlation diminishes spreading because high k values locally 
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counteract high dK values, and low k  values counteract low dK values. Negative cross-
correlation enhances dispersion because high k values and low dK values both enhance 
solute velocities and low k values and high dK values both retard solutes. Field studies 
have found both positive and negative cross-correlation (Robin et al., 1991; Allen-King et 
al., 1998, 2006, 2015; Ritzi et al., 2013). 
Previous studies assumed a uniform point correlation between k  and dK in 
formulating
RRC and RviC  (e.g., Bellin et al., 1993; Bellin and Rinaldo, 1995; Miralles-
Wilhelm and Gelhar, 1996; Rajaram, 1997; Deng et al., 2013). However, field studies 
have shown that the cross-correlation between k  and dK may not be uniform in 
sedimentary aquifers, rather it can vary between facies types comprised by the 
sedimentary architecture (Allen-King et al., 1998, 2002, 2006; Ritzi et al., 2013).  
The goal of this chapter is to develop newer Lagrangian-based expressions for the 
particle displacement variance which represent facies architecture and allow for k , dK , 
and k - dK spatial correlation to vary within and across facies. As in chapter 2, the 
transition-probability based correlation models from Ritzi et al. (2013) are used. In 
chapter 2, the relevant expressions for
RRC , and RviC , were derived, and jivvC follows from 
a similar derivation. Here the salient points are reviewed. 
Consider that there are two hierarchical levels of interest (though the model can be 
written for any number of relevant levels). The larger scale facies types (level II) 
53 
 
comprise any number of the smallest-scale facies types (level I). Consider two points x 
and x' which are separated by a lag vector h. Location x is within level I facies type o 
which, in turn, is within level II facies type r, and that x' is within level I facies type i 
which is within level II facies type j.  
The heart of the covariance models are cross-transition probability structures. They 
are empirically known to be exponential-like when the coefficient of variance in facies 
length is as large as unity (Ritzi, 2000), as has been observed in outcrop studies of 
different deposits with highly resolved data (e.g. White and Willis, 2000; Dai et al., 2005, 
2007; Ritzi et al., 2013), and it is assumed they are here. In these field studies, the system 
of cross-transition probability structures could be parsimoniously represented by: 
)b1.3()1(ˆ)(
)a1.3()1(ˆ)(
,
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
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
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h
jjr
h
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where 
  and  are integral scales of exponential cross-transition probabilities defined 
as  
o r
rororo ppl ˆ)ˆ1( and  
r
rrr ppl ˆ)ˆ1( where rop̂ and rp̂  are the 
proportions and rol  and rl  are mean length of facies types at each hierarchical level. 
Equation (3.1a) represents autotransitions ( ) at level II and cross-transitions (  ) at 
level I, and is referred to as the cross-transition group. Equation (3.1b) represents 
cross-transitions at both levels and is referred to as the  cross-transition group.  
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Field studies in a number of different sedimentary deposits with highly resolved data 
have empirically shown that within-facies correlation of k , dK , and k - dK can be 
neglected (Ritzi et al., 2004; Dai et al., 2005; Ritzi and Allen-King, 2007; Ritzi et al., 
2013). Here it is assumed that is true and model spatial correlation with only cross-facies 
representation as follows: 
)b2.3()(
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For the autocovariance  and  are either both samples of )ln(kY  or both samples of 
)ln( dK . For cross-covariance  is a sample of   and  is a sample of Y. The romˆ
are the sample means and 
roro
̂ are univariate (point) sample variances (   ) or point 
covariance (   ) computed from the subpopulation of data per level I facies type. The
rop̂ are proportions computed by indicator sample statistics, )(xI ro , characterizing 
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sedimentary architecture. The
E , F , G , and H are parameters computed from 
univariate statistics. Ritzi et al. (2013) showed that models in form of equation (3.2) 
explain the sample YYC , C , and YC at the Borden research site quite well without any 
curve-fitting. 
The expressions for 
RRC and RvC 1 were derived in chapter 2 using models in the 
form of equation (3.2). The 
RRC was derived as: 
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where 
G
dK  is the geometric mean of )(xKd . Using equation (3.2), we can rewrite )(hCRR  
as follows: 
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GK  is the geometric mean of k , 
and J  is the mean hydraulic gradient. Expressions for )(
11
hC vv can be found in the 
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literature (e.g., Dagan, 1984; Rubin, 1990; Rubin and Dagan, 1992; Ramanathan et al., 
2008, 2010; Soltanian et al., 2014a). 
Using these covariance models, a Lagrangian-based model for the particle 
displacement variance is derived in section 3.2. The derivation includes important aspects 
from Bellin et al. (1993) and Rajaram (1997), but is not straightforward. The main 
challenge in deriving the model was in finding difficult solutions for a series of 
convolution integrals involving these covariance expressions.  
The model is evaluated by applying it to the analysis of the PCE plume transport as 
observed at the Borden site (Roberts et al., 1986). The parameters are calculated from 
univariate statistics given in Ritzi et al. (2013) derived from co-located samples of log 
permeability, Y =ln( k ), the log of the perchloroethene (PCE) sorption distribution 
coefficient,  =ln( dK ), and proportions and length statistics for lithologic facies types 
defined at two scales. The model results are compared to the reported particle 
displacement variance of the PCE plume from the natural tracer test conducted at the 
Borden site (Mackay et al., 1986; Roberts et al., 1986) to see how well the model can 
explain the observed displacement variance.  
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3.2. Derivation of the Transport Model  
 
The assumptions under which the transport model is derived are the same as for 
Dagan‘s (1984) Lagrangian-based model which include (1) steady state flow, (2) uniform 
velocity field, (3) unbounded flow domain, (4) weak stationarity of log permeability, and 
(5) the variance of log permeability is less than unity. Here it is also assumed that the 
variance of the log sorption distribution coefficient is less than unity. Similar to Bellin et 
al. (1993), it is assumed that the pore scale dispersion has a negligible effect on the 
spatial moments of the reactive plume (see Dagan, 1989; Dagan and Fiori, 1997).   
The advection of reactive solute particles is subjected to the spatial variability in 
the groundwater velocity, and to variability in the local retardation factor. The reactive 
solute velocity, )(xu , is defined by: 
)6.3(
)(
)(
)(
xR
xv
xu   
where )(xv is the groundwater velocity, and )(xR  is the local retardation factor with 
mean R , variance 
RR , and a stationary spatial covariance )(hCRR (Dagan, 1989; Bellin 
et al., 1993; Bellin and Rinaldo, 1995; Rajaram, 1997). The perturbation of the reactive 
solute velocity, iu , is found by linearizing equation (3.6) as: 
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(Rajaram, 1997; Soltanian et al., 2015). Using equation (3.7) and the spectra of the flow 
velocity and the retardation factor (
jivv
S and RRS ) and their cross-spectral density, RviS , 
the spectral density of the reactive solute velocity is found as:   
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where 
T),,( 321    is a 3-D wave-number vector, (see also Rajaram, 1997).  
It has been shown that heterogeneity in Kd only affects the spreading of a reactive 
plume in the longitudinal direction (e.g., Mackay et al., 1986; Garabedian, 1987; 
Garabedian et al., 1988; Bellin et al., 1993; Bellin and Rinaldo, 1995). Therefore, the 
main focus here is only on the longitudinal spreading. As a result, it is assumed that the 
groundwater velocity field is uniform in the average, and that the mean groundwater 
velocity is aligned with the 
1x  axis, such that )0,0,(Uv  . Thus, 
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The covariance of the reactive solute velocity is therefore found as: 
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where 
RRC and RvC 1 are in the form of equations (3.4) and (3.5), respectively. Note that 
Bellin et al. (1993) used both the cross-covariance of Y and R, and the cross-covariance 
of the hydraulic head and R by using a first-order approximation in order to derive RvC 1 .  
 The )(
11
hC uu  is used in the following convolution integral in order to find the 
longitudinal particle displacement variance of the reactive solute plume, )(11 tX
R
:  
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t
R
uu
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(Dagan, 1984, 1989; Bellin et al., 1993; Bellin and Rinaldo, 1995; Rubin, 2003). In 
equation (3.11) it was assumed that the covariance samples the mean trajectory  )(RX  
rather than the actual trajectory. This assumption has been successfully used for 
nonreactive solutes (e.g. Dagan, 1984, 1989) and for reactive solutes (e.g. Bellin et al., 
1993; Bellin and Rinaldo, 1995).  Therefore,  )(RX  is expressed as: 
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R
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Therefore equation (3.11) is rewritten as: 
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After integrating (3.13a), (3.13b) and (3.13c) the final expression for the 3-D model of 
)(11 tX
R
 is found as follows: 
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and where )(xEi is the exponential integral, 



x
s sdsexEi /)( . Part (3.14a), (3.14b), and 
(3.14c) are the contribution from the heterogeneity inY , , and Y- , respectively. The 
integration method used for (3.13b) and (3.13c) can be found in Appendix 3A and 
Appendix 3B, respectively. The integration method for (3.13a) follows the approach by 
Ramanathan et al. (2010) in which Dagan’s (1984) theory was modified to represent the 
hierarchical sedimentary architecture in the model.  
The large time limit of )(11 tX
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is found as: 
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The integration method used for equation (3.14b) can be found in Appendix 3C. From 
equation (3.15) it is clear that as time goes to infinity the particle displacement variance 
of the reactive plume linearly increases with time with a constant rate of spreading,
1m .  
By examination of parts of equation (3.14) one can see that the contributions to
)(11 tX
R
defined from heterogeneity in Y, (3.14a), and heterogeneity in , (3.14b), are both 
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strictly positive and therefore they increase )(11 tX
R
. Increases in the variance in Y or 
within facies or the contrast in the means across facies, or in the mean lengths of facies 
will all increase plume spreading. However, the contribution from (3.14c) depends on the 
specific values of YE , YF , YG and YH which can be positive or negative and therefore 
can increase or decrease )(11 tX
R
.  
3.3. Computing )(ˆ 11 tX
R
and comparing to observed )(11 tX
R

of the Borden PCE plume  
 
The model for )(11 tX
R
was applied to see how well it explains the PCE plume 
behavior observed in the natural gradient tracer test at the Borden site (Mackay et al., 
1986; Roberts et al., 1986). In chapter 2 a number of reasons were discussed that a 
stochastic model should not be expected to exactly match the Borden tracer data 
including that an individual realization, as the field experiment represents, can vary from 
the ensemble average represented by the model. The second moment calculated for the 
ensemble averaged concentrations can be larger than the effective dispersion observed in 
a typical realization of the medium, as discussed by Dentz et al. (2000). The size of the 
Borden plume source is larger than the point source assumed in the theory but not large 
enough, relative to the scales of correlation, to avoid source emplacement effects on the 
variation among realizations. There are potential sources of bias in the tracer data, and 
there are possible sources of bias in the field data used to develop the model parameters. 
Therefore, an exact match is not expected, but rather the focus is on how well the general 
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shape and the duration of the pre-asymptotic dispersion and the larger time rate of 
spreading are explained by the model. 
Univariate statistics from Ramanathan et al. (2010) and Ritzi et al. (2013) were 
used to parameterize the model, and were derived from sediment cores collected on a 
30.5 m long transect parallel to the axis of well-documented Borden natural tracer tests 
(Mackay et al., 1986). The field collection, laboratory methods, and cursory study of the 
data are described in Allen-King et al. (1998), Divine (2002), Allen-King et al.(2006), 
Kalinovich et al. (2012), Ritzi et al. (2013), Soltanian and Ritzi (2014), and Allen-King et 
al. (2015). Ancillary information and plots of the data are already published in other 
papers and are not repeated here. Photographs of some of the facies types on outcrop, 
maps of the level I and II facies types sampled in the cores, and cumulative frequency 
distributions for Y,  and   are given in Ritzi et al. (2013). 
A two level, hierarchical classification of the sedimentary architecture is given in 
Table 1 of Ritzi et al. (2013) and cursory point statistics computed for each attribute (Y
and ) per facies defined at each scale are given in Table 2 of that paper. Importantly, the 
reader is referred to Figure 2.3 in chapter 2 which shows a map of the hierarchical stratal 
architecture. 
The sample cross-transition probability structures exhibited by this stratal 
architecture were rigorously evaluated by Ritzi et al. (2013). Ramanathan et al. (2010) 
developed statistics for the proportions and lengths of the facies types at each scale, 
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corrected for bias. The coefficient of variation in lengths is of the order of unity, and thus 
exponential-like structures were anticipated. Ramanathan et al. (2010) computed  and 
 from the proportion and length statistics as 1.19 m and 2.11 m, respectively 
(summarized in Table 3.1, this chapter). The model cross transition probabilities (see 
equation  3.1, this chapter) using these   and   are shown in Figure 4b in Ritzi et al. 
(2013), and match the sample cross-transition probability structures extremely well 
without any fitting.   
Ritzi et al. (2013) also quantified and evaluated theY , , and Y - sample spatial 
correlation and how well models in the form of equation (3.2) (expressed as covariance in 
this paper, and as a semivariogram in Ritzi et al.(2013)) represented sample spatial 
correlation. Figures 4d, 4f, and 4h in Ritzi et al. (2013) show that the models match the 
corresponding sample spatial correlation structures extremely well, without use of fitting 
parameters. Thus, the Y , , and Y - spatial correlation at the Borden site can be 
explained well by cross-transition probability structures, and can be modeled well based 
on univariate statistics for proportions and lengths of the facies types, and for Y and . 
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Table 3.1. Model parameters. The  and  were computed from proportions and 
length statistics for level I and level II facies types by Ramanathan et al. (2010).  The
E , F , G , and H were computed by Ritzi et al. (2013) from univariate statistics 
for   and Y . The values forU , n , and 
b are from Sudicky (1986).  
 
Parameters Value 
YYE  0.0625 
YYF  0.0051 
YYG  0.0968 
YYH  0.1933 
E  0.1029 
F  0.0501 
G  0.1658 
H  0.1316 
YE  0.0200 
YF  -0.0003 
YG  0.0216 
YH  0.1027 
 (m) 1.19 
 (m) 2.11 
U (m/d) 0.09 
N 0.33 
b (g/cm
3) 1.81 
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The univariate statistics for Y and   in Table 2 of Ritzi et al. (2013) show that 
point correlation varies in both sign and magnitude among the level I and level II facies 
types, but is generally quite weak in any of them. The composite point correlation is 
weakly positive, at 0.144. All the univariate statistics from Ritzi et al. (2013) were used 
to compute the model parameters E  , F , G and H . These are summarized in Table 
3.1, along with the remaining model parameters. The observed R of 5.9 was used in the 
model consistent with parameterizing the model for time-dependent retardation in section 
2.4, and per the discussion around determining R in section 2.4. The observed particle 
displacement variance, )(11 tX
R

, is affected by the fact that plume had finite dimensions at 
time zero. Accordingly, the parameterized model, )(ˆ 11 tX
R
, is augmented by )0(11 tX
R

 
using the field data from Freyberg (1986) for the chloride tracer assuming that all solutes 
covered the same volume at the injection time. This is consistent with Quinodoz and 
Valocchi (1993).  
Figure 3.1 shows the parameterized model )(ˆ 11 tX
R
computed per equation (3.14). 
The rate of spreading clearly increases with time in the first 300 days, and appears 
relatively constant after some 500 or 600 days. The model corresponds generally well to 
the observed )(11 tX
R

through time, also plotted in Figure 3.1. The behavior of )(ˆ 11 tX
R
, 
including the duration of the pre-asymptotic behavior, and the slope of the large-time rate 
of spreading, is governed by the cross-transition probability structures represented in the 
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model. It is clear that these early time and large time aspects of the observed )(11 tX
R

can 
be explained reasonably well by the cross-transition probability structures. 
Figure 3.1 also shows the model results if cross-correlation between Y and is 
omitted, thus omitting RvC 1 . The difference between the two curves shows that the overall 
effect of RvC 1 is to decrease )(
ˆ
11 tX
R
beginning approximately 100 days after injection. 
Thus, though weak, the composite positive cross-correlation between Y and  is relatively 
significant in explaining the observed )(11 tX
R

. 
The model allows separating and analyzing the individual contributions from the 
facies types defined at different scales. Let’s call all terms in equation (3.14) involving 
the parameters E  , F and   the  terms, and those involving the parameters G ,
H and   the  terms. Figure 3.2 shows the collective contribution from all 
terms and  terms independently. The  terms, representing the level II architecture 
and effect of level-II cross-transition probabilities, explain the majority of )(11 tX
R

. The 
 terms, representing the level I architecture, explains a smaller fraction of )(11 tX
R

. 
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Figure 3.1. Results of using the model to explain dispersion of the PCE plume in the Borden natural gradient tracer test.  Shown are the model, 
equation (3.14), and the model computed without the contribution from R-v cross-correlation (without 3.14c). The circles show the observed 
particle displacement variance of PCE at the Borden site (Roberts et al., 1986).   
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The  and  terms were further subdivided and analyzed to evaluate the 
separate contributions from the Y , , and Y -  cross correlation at each level. The 
results are given in Figure 3.3. The   cross correlation defined by cross-transitions at 
level II (i.e. terms of the model involving 
G  , H and  ) has the largest contribution 
to the variance. The second largest contribution to the variance is from Y cross correlation 
defined by cross-transitions at level II. The positive Y - cross correlation defined by 
level II cross-transitions contributes with similar magnitude, but is negative. The 
contributions ofY , , and Y -  cross correlation defined by level I cross-transitions are 
notably smaller than the level II counterparts.   
The longitudinal macrodispersivity, dttXdtD
RR 2/)(ˆ)(ˆ 1111  , (Bosma et al., 1993) is 
plotted in Figure 3.4. Plotting results this way accentuates the view of the preasymtotic 
behavior. It is clear that the  terms, representing transitions across larger-scale level II 
facies types impart a longer duration to the preasymptotic behavior than do transitions 
across smaller-scale level I facies types. The composite asymptotic longitudinal 
macrodispersivity of the PCE plume is 2.31 m. A time of 580 days is required to reach 95% 
of this value. This corresponds to a mean displacement distance of 9.5 m by the PCE plume 
computed using the time-dependent effective retardation model from chapter 2.  
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Figure 3.2. Shown are the separate contributions of the  and   model terms to particle displacement variance. The observed particle 
displacement variance of PCE at the Borden site is shown in circles (Roberts et al., 1986). 
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Figure 3.3. Contributions from different terms of equation (3.14) to )(11 tX
R . Note that the )(ˆ11 tX
R
 model (solid green line) is augmented by 
)0(11 tX
R

 time zero to account for the finite dimensions of the plume source, as per Quniodoz and Valocchi (1993). 
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Figure 3.4. Plot of the longitudinal macrodispersivity.  The separate contributions of the   and   model terms are shown. 
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The asymptotic macrodispersivity can also be separated and analyzed for the 
relative contribution from different terms involving E  , F , G and H . These 
contributions are given in Table 3.2. Because
YE , YG , and YH  terms give negative 
contributions, the percentage of absolute values is reported. The absolute contribution 
from the combined  cross-transition terms at level II is 84%.  Among the terms 
reflecting variability in  , the G  terms that represent  variability at the head or tail 
  cross-transitions, contribute 19%. The H terms that represent the difference in 
mean between facies in   cross-transitions, contribute 17%, and together the
  HG  terms contribute the most at 36%. Considering Y andY -  variability, the 
contributions from YYYY HG  and   YY HG  are at 27% and 20%, respectively. In 
considering  cross transitions at level I, the   FE terms contribute 10%, and the 
contribution from Y andY -  correlation at level I is small and almost negligible.  
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 Level I  Level II 
 
Terms 
YYE  YYF  YYYY FE   YYG  YYH  YYYY HG   
Value 0.150 0.010 0.160 0.382 0.760 1.302 
Absolute 
Contribution 3.55% 0.24% 3.78% 9.03% 17.97% 27.00% 
       
Terms 
E  F    FE  G  H    HG  
Value 0.291 0.134 0.425 0.810 0.733 1.543 
Absolute 
Contribution 6.88% 3.17% 10.05% 19.15% 17.33% 36.48% 
       
Terms 
YE  YF    YY FE  YG  YH    YY HG  
Value -0.080 0.000 -0.080 -0.150 -0.730 -0.880 
Absolute 
contribution  1.89% 0.00% 1.89% 3.55% 17.26% 20.80% 
 
 
 
 
 
Table 3.2. Contribution of different terms to the asymptotic macrodispersivity (2.31 m) of 
the PCE plume.  
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3.4. Discussion and conclusions 
 
Heterogeneity in Y  and   arises from sedimentary processes and is structured by 
the consequent sedimentary architecture. While it has long been known that the sorptive 
plume spreading process depends on the integral scales of heterogeneity, those integral 
scale themselves have not been well understood in terms of sedimentological aspects of 
the aquifer architecture. By applying recent knowledge that the structure of correlation in 
heterogeneous unconsolidated sedimentary aquifers is mostly defined by facies cross-
transition structures, which are in turn defined by the proportions and the mean and 
variance in length of facies types, we can now understand how the sorptive plume 
spreading process is affected by the proportions and the length statistics for facies defined 
within the architecture. Furthermore, there commonly is a hierarchy of sedimentary facies 
types, and a corresponding hierarchy of relevant scales of heterogeneity to be accounted 
for. Through this analysis these scales are appropriately represented, consistent with 
sedimentological conceptualization, and thus the results can be decomposed to examine 
the contribution of each scale. Thus, the analysis allows for a more fundamental 
understanding of what controls the process of sorptive plume spreading. The approach 
may not work for all sedimentary deposits. Prior experience has shown that the approach 
does work well at sites where the sediment can be delineated into stratal facies types 
which have different distributions for permeability and sorption coefficient, within a 
facies assemblage. 
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The legacy research sites like Borden were created to attain a more basic-science 
understanding of contaminant transport processes. The investment required in attaining 
highly resolved data sets reflecting the spatio-temporal distribution of solute 
concentration, and the spatial distribution of permeability, sorption coefficients, and more 
recently the facies proportions and lengths is well beyond what is practical at typical 
cleanup sites, but is required for basic scientific research. In this vein, the analyses 
presented in this chapter are intended to lead to a more fundamental understanding of the 
sorptive plume spreading process. Other issues concerning the data limitations faced at 
typical cleanup sites are separate issues and are not intended to be addressed here. 
However, a few aspects about data requirements could be discussed. Among the different 
types of data considered here, geologic data are most easily acquired, permeability data 
are exceedingly more difficult to acquire, and dK  data require the most investment by 
far. Though this research was not motivated by issues of data efficiency, the following 
discussion shows that the analysis presented here is not data intensive relative to former 
approaches. The analyses presented here required only univariate statistics for 
permeability and dK  by facies type and they were determined from 169 measurement 
locations (Ritzi et al., 2013). By comparison, Sudicky’s seminal analyses of solute 
spreading at the Borden site required determining sample bivariate statistics (for 
permeability in his case) from 1279 locations, almost an order of magnitude more in 
number than used here, and yet it was still found to be “unlikely that one can 
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unequivocally distinguish between various competing variogram models” (Woodbury 
and Sudicky, 1991). The difference is that here the underlying bivariate structure was 
understood through the proportions and lengths of facies measured on maps from the core 
samples. There is a rational basis for representing the parameter covariance, which gets 
around the equivocal aspects of model fitting raised by Woodbury and Sudicky (1991).  
In addition to avoiding the need to fit spatial bivariate statistics, there are other 
advantages which stem from having a model based on geologic data. Strata types can be 
directly observed and their lengths measured from outcrop exposures, cores, geophysical 
transects, or stratigraphic models, as in examples by Dai et al. (2005), Lunt et al. (2004), 
Rubin et al. (2006), and Ritzi and Allen-King (2007). As a result, geologic data are 
typically much more abundant than permeability data and thus there is a strong benefit in 
being able to directly use these data.  
The model allows separating and analyzing the contributions to the particle 
displacement variance from each scale within the stratal hierarchy. The model also allows 
separating and analyzing the contributions to the particle displacement variance fromY ,
 , and Y -  spatial bivariate cross-correlation. Note that local Y -  point correlation 
can vary by facies type within the model. 
The model provides a viable explanation for the particle displacement variance of 
the PCE plume observed in the natural-gradient tracer experiment conducted at the 
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Borden research site. Therefore, linear equilibrium sorption and heterogeneity in k and Kd 
are viable explanations for the observed plume behavior.  
The results show that the effect of cross-transitions within the level II architecture 
explains the majority of the time-dependent change in the rate of PCE plume spreading 
observed in the Borden field experiment. Ramanathan et al. (2010) showed that the level 
II architecture also explains almost all of the time-dependent rate of spreading for the 
chloride and bromide plumes. The level I architecture contributes more to the behavior of 
the PCE plume than to the behavior of the nonreactive plumes. 
The asymptotic macrodispersivity was calculated for the PCE plume as 2.31 m. 
The analyses by Ramanathan et al. (2010) suggest that for nonreactive solutes the 
asymptotic macrodispersivity is 0.62 m and the asymptotic limit is reached after a mean 
displacement distance of 60 m, in 667 days. The asymptotic longitudinal 
macrodispersivity for the PCE plume is 3.7 times larger than that of nonreactive solute 
plumes, but is reached after a mean displacement of only about 9.5 m in roughly the same 
amount of time. The model shows that the separate contributions to the asymptotic 
macrodispersivity from k  and Kd spatial correlation are 31% and 47%, respectively. 
Also, k -Kd cross-correlation collectively contributes negatively, reducing the asymptotic 
macrodispersivity by 23%. 
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Appendix 3A. Derivation of (3.13b) 
 
In this appendix the related expression for the following integral is derived: 
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where )(hCRR is found in equation (3.4). The following singular integrals used to derive 
integral (A3.1).  
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Therefore, 
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Using equation (3.4) one can rewrite (A3.1) as follows: 
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Now changing variable is used as ududueB 

 

/ . Thus,  
)7A3.()(
!
1111
)(
!
111
11
)1(
0
0
)(
0
 
 

 
















t t
t
t
eB
B n
n
n
eB
B
uu
eB
B n
n
n
u
eB
B
uBA
ut
eAeB
duu
B
A
nu
e
du
u
e
duu
B
A
nu
e
due
u
e
dee
































 
Now (A3.3), (A3.4), and (A3.7) are used to calculate (A3.6) which yields: 
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The integral in (A3.8) is approximated by the following expression: 
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Appendix 3B. Derivation of (3.13c) 
 
In this appendix the related expression for the following integral is derived: 
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where )(
1
hC Rv  is found in equation (3.5). First, let’s introduce the expression ),(1 tI Rv  as 
follows: 
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Therefore by calculating (B3.2) one can find ),(
1
tI Rv  as: 
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Now the result of integration in (B3.1) is written as: 
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Appendix 3C. Derivation for a part of equation (3.15) 
 
The goal is to estimate the following expression as t : 
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In the derivation below the following approximation is used: 
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(C3.3) is zero because of the following: 
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Now (C3.2) is derived which can be directly used in deriving equation (3.15). 
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Therefore, 
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To calculate the constant the following is observed using (C3.2):
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     CHAPTER 4 
 
TIME-DEPENDENT RETARDATION FACTOR IN HIERARCHICAL POROUS 
MEDIA WITH MULTIMODAL REACTIVE MINERAL FACIES 
 
 
Note: This chapter was submitted to Transport in Porous Media on June 19, 2014, and 
was accepted on February 28, 2015. The article is in press at the time of this writing. 
 
 
4.1. Introduction 
 
  Nonideal transport behavior of reactive solutes has been observed in 
experimental data and in numerical simulations (e.g., Roberts et al., 1986; Burr et al., 
1994; Brusseau and Srivastava, 1997; Rajaram, 1997). One nonideal behavior is the 
temporal decrease in the average velocity of the reactive plume. This behavior causes a 
time-dependent effective retardation factor, )(
~
tR , defined as the ratio of the average 
centroid velocity of a nonreactive plume to the average centroid velocity of a reactive 
plume (Brusseau and Srivastava, 1997).   
  Deng et al. (2013) presented a model for upscaling )(
~
tR in hierarchical porous 
media with multimodal reactive mineral facies. This model has significant practical 
implications in reactive transport modeling at the field scale and it provides new 
insight into how the effective retardation factor in porous formations is quantitatively 
linked to multimodal reactive mineral distributions. Deng et al. (2013) expanded on a 
Lagrangian-based stochastic theory developed by Rajaram (1997) to analyze )(
~
tR . In 
deriving their model they assumed, like Rajaram (1997), a first order linear 
approximation for the perturbation of the retardation factor in order to make the 
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derivation tractable. They illustrated their model with an example study in which the 
variance of the log-permeability and the log-sorption distribution coefficient were both 
~0.85. 
  Importantly, the linear approximation is known to be valid only to variances of 
0.2 (Rajaram, 1997). In this chapter it is shown that the model can be derived with a 
higher-order approximation, which allows for representing variances from 0.2 to 1.0. 
The derivation is presented, and the resulting model is used to recalculate )(
~
tR for the 
scenario examined by Deng et al. (2013).  
  For transport of a reactive solute undergoing linear equilibrium sorption the 
retardation factor, R , is locally related to dK by the relationship
)()/(1)( xKnxR db where b and n  are the bulk density and porosity of the 
medium, respectively. Consider steady groundwater flow in a three dimensional 
unbounded saturated porous formation with a mean hydraulic gradient, J , oriented in 
1x  direction. Deng et al. (2013) used the following Lagrangian-based expression from 
Rajaram (1997) to analyze )(
~
tR : 
1
1 1
2
2 1
2 2
1
1
1
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where 
1v  is the average groundwater velocity in the mean flow direction, 1x , R  is the 
arithmetic mean of retardation factor, and ),,( 321 RRC  is the two-point spatial 
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covariance of R  (in general form with arguments i  being components of the lag 
vector, but written in equation (4.1) for the mean flow direction only). The RvC 1  is the 
spatial cross-covariance of 
1v  and R  along the mean flow direction. The 
2
R   and Rv1
are the variance of R  and point-covariance of 
1v  and R , respectively. Equation (4.1) 
shows that the time-dependent behavior of )(
~
tR  is determined by RRC  and RvC 1 .   
4.2. Derivation of RRC  and RvC 1 using higher-order approximation 
 
  In this chapter the goal is to calculate )(
~
tR using the Lagrangian-based 
expression by Rajaram (1997), and that for this purpose deriving the related 
expressions for RRC  and RvC 1 are required. In order to derive RRC  and RvC 1 the dK and 
the hydraulic conductivity, K , are use das random variables. It is assumed that these 
random variables are second order stationary and log normally distributed, as did Deng 
et al. (2013). The retardation factor can also be expressed as )()/(1)( xwb enxR   
where )(xw  is )(ln xKd . Using stochastic theory )(xw can be replaced by ww   
where w  and ware the mean and perturbation of )(xw . Deng et al. (2013) used the 
following first order linear approximation presented by Rajaram (1997) in order to find 
the perturbation of R : 
(4.2)Gb dR K w
n

   
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where 
G
dK  is the geometric mean of dKln . The linear approximation is limited to 
variance of dKln  around 0.2 (see Appendix A in Rajaram, 1997).  In the following a 
higher-order approximation is used for the perturbation of R  in order to increase the 
limit on variance of dKln .  
  The average retardation factor, R , is derived using the Taylor series expansion 
for 
we

and the point that 0][E w as: 
2
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By substitution, the perturbation of R  is: 
2
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2( ) (4.4)
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dR R R K e e
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Consequently, by using the Taylor series expansion for 
we

and the point that 0][E w , 
the two-point spatial covariance of R  is derived as: 
2[ ] ( )2( ) ( ) ( ) ( ) ( 1) (4.5)w ww
CGb
RR dC R x R x K e e
n
        
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where   is separation distance or lag distance, and )(wwC  two-point spatial 
covariance of )(ln xKd  which is explained below.  Therefore, the corresponding 
variance of the retardation factor is: 
2 2[ ] [ ]2 2( ) ( 1) (4.6)w wGbR dK e e
n
     
  Deng et al. (2013) considered a porous media domain   filled with N  
reactive mineral assemblages (RMA) of mutually exclusive occurrences. Let )(xY be 
multimodal spatial random variables for Kln or dKln at location x . It can be expressed 
using indicator geostatistics as: 
1
( ) ( ) ( ) (4.7)
N
j j
j
Y x I x Y x

  
where )(xI j is indictor variable within the domain  and )(xY j are variables of the j-th 
RMA. Following Ritzi et al. (2004), the composite mean
YM and variance 
2
Y  of )(xY
are computed as (see also Soltanian et al., 2014): 
1
2 2 2
1 1 1
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where 
jp , jm , and 
2
j  are volumetric proportion, mean, and variance, respectively. It 
is assumed that the means and variances of smaller scale facies are such that the 
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assumption (log normality of the global population) in equation (4.6) is still valid.  
Equation (4.9) is an exact equality and requires no further assumptions. The 
multimodal covariance functions of Kln and dKln could be found in previous studies 
as (e.g., Dai et al., 2004; Soltanian et al., 2015): 
2 2 2 2
1 1 1 1
1
( ) (1 ) ( ) (4.10)
2
j I
N N N N
Y j j j j j i j i j
j i i j
C p e p p e p p m m e
  
    
  
   
      
 
where
j  and I  are the integral scale of the j-th RMA unit and the indicator integral 
scale of the RMAs, respectively; )/( IjIj   . Therefore, for multimodal 
porous media RRC  in equation (4.5) is written as: 
2 2 2 2
2
1 1 1 1
1
(1 ) ( )
[ ] 22( ) ( ) ( 1) (4.11)
N N N N
j I
j wj j j wj i j wi wj
j i i jw
p e p p e p p m m e
Gb
RR dC K e e
n
  
   

  
   
      
   
where wjm , and 
2
wj  are the mean and variance of dKln of the j-th RMA, 
respectively.  
  In order to derive the expression for RvC 1  the longitudinal velocity 
perturbation,
1v , is used in real space presented by Gelhar and Axness (1983) as: 
1
1
( ) (4.12)
GK h
v Jf
n x

  

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In Fourier space equation (4.12) could be found using the spectral representation of 
1x
h


as follows: 
2
1
1 2
(1 ) (4.13)
G kK J
v f
n k
    
where GK  is the geometric mean of the hydraulic conductivity, f  is the perturbation 
of Kln , h  is the perturbation of the piezometric head, and Tkkkk ),,( 321  is a three-
dimensional wave-number vector (see also Appendix A in Rajaram, 1997).  In order to 
better explain the derivation of RvC 1  equation (4.12) is used below.  
  The analysis in this chapter intended to pertain to media in which the variance 
of natural-log hydraulic conductivity is less than 1, as is true in the example problem 
specifically analyzed by Deng et al. (2013). Note that the approximation for 
1v  in 
equation (4.12) has been shown to work well for the range of variance of hydraulic 
conductivity  <1.0, as considered here (e.g., Bellin et al., 1992; Glimm et al., 1993; 
Hsu et al., 1996). Highly heterogeneous porous media is outside the scope of this 
chapter. 
  The product of R and 
1v  is obtained from equation (4.4) and (4.12) as: 
2 2
[ ] [ ]
2 2
1 2
1
E[ ] E[ ( ( ) ( )) ] (4.14)
w w
G G w wb
d
h
v R K K Jf e e e e
n x
 
       

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  Now we

is expanded using the Taylor series expansion by considering the 
points that the odd moments of a log normal distribution are zero and even moments 
can be expressed as a function of the second moment. Thus, )]([E
]
2
[
2
w
eef w



could be 
written as: 
2 3
21E[ ..] E[ (1 ... )] (4.15)
2! 3! 3!
w
w w
f fw f f fw 
 
         
which can be represented as: 
2 sinh( )1(1 ... ) (4.16)
3!
w
w
w
fw fw



     
 where sinh  is the hyperbolic sine function. 
  Following Rajaram (1997) the cross-spectral density function )(
1
kS Rv is 
obtained from (4.14) and (4.16) using the spectral representation of 
1x
h


from Gelhar 
and Axness (1983) as: 
1
2
1
2 2
sinh( )
( ) (1 ) ( ) (4.17)G Gb wv R d fw
w
k
S k K K J S k
n k
 

   
where )(kS fw  is the spectral density of the fluctuations of f w . 
   Similar to Rajaram (1997) and Deng et al. (2013) K  and dK   are assumed to 
be perfectly correlated as bxKaxKd  )(ln)(ln , where a and b are real constants. 
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Using this model it is easily seen that )()( kaSkS fffw  . Therefore, the )(1 kS Rv  is 
expressed as: 
1
2
1
2 2
sinh( )
( ) (1 ) ( ) (4.18)G Gb wv R d ff
w
k
S k K K Ja S k
n k
 

   
  By taking the Fourier transform of equation (4.18) the cross-covariance 
function RvC 1  could be found. Of course the resulting cross-covariance function 
depends on the spectral density function )(kS ff . For an isotropic exponential 
covariance function, 



 eC fff
2)( , the spectral density function )(kS ff is found as: 
2 3
2 2 2 2
( ) (4.19)
(1 )
f
ffS k
k
 
 


 
  For multimodal porous media the corresponding spectral density function for 
the covariance function in equation (4.10) is found as (see also Deng et al., 2013): 
2 3 2 3
2
2 2 2 2 2 2 2 2
1 1
3
2
2 2 2 2
1 1
( ) (1 )
(1 ) (1 )
1
( ) (4.20)
2 (1 )
N N
fj j fj
ff j j j
j ij
N N
I
i j fi fj
i j I
S k p p p
k k
p p m m
k


   
   

 
 
 
  
 
 

 

 
where fjm , and 
2
fj  are the mean and variance of Kln of the j-th RMA, respectively. 
Substituting (4.20) into (4.18), using the relationship between the spectrum and the 
covariance function, and integrating (4.18) over wave number space, the cross-
covariance function RvC 1  for the multimodal isotropic porous medium is found as: 
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1
2 2 2
1 12
1 1
2
1
1 1
sinh( )
( ) { ( ) ( )
1
( ) ( )} (4.21)
2
N N
G Gb w
v R d i f i i j f i
i iw i
N N
i j fi fj
i j I
C K K Ja p F p p F
n
p p m m F

   
  
  


 
 
 
 
 

 
where 












 
 eeeF )(2)(4)1()(4)( 231 . Consequently, the cross-
covariance of 
1v and R  is: 
1
2 2 2 2
2
1 1 1 1
sinh( )2 1
{ ( ) } (4.22)
3 2
N N N N
G Gb w
v R d i f i i j f i i j fi fj
i i i jw
K K Ja p p p p p m m
n
 
  
    
     
The integration method used to attain equations (4.21) and (4.22) can be found in Deng 
et al. (2013). However, for ease of reference we present the integration method in 
Appendix 4A. 
  Note that a nonlinear expansion for dKln  was used in equation (4.4), and a 
first-order for Kln in equation (4.12). For heterogeneity within the range being 
considered here, Bellin et al. (1993) and Bellin and Rinaldo (1995), have used the 
same inconsistent expansion in order to analyze the time-dependent dispersion of 
reactive solutes (see equation (10a) and (17) in Bellin et al., 1993). Importantly, this 
inconsistent expansion approach and their results were tested against numerical 
simulations and validated by Bosma et al. (1993). It has been shown that the linear 
perturbation used in equation (4.12) results in a good approximation for perturbation in 
groundwater velocity because the variability in velocity is small compared to the 
variability in hydraulic conductivity (e.g , Gelhar, 1993; Rubin, 2003). However, this is 
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not the case when approximating the perturbation of the retardation factor. In section 
4.3 it is shown that the difference between 
2
R  resulting from derivation with linear 
and non-linear perturbations is significant for the range of variance in the sorption 
distribution coefficient considered by Deng et al. (2013). 
4.3. Results and Discussion 
 
  The covariance models in form of equations (4.6), (4.11), (4.21), and (4.22) 
were applied to the example presented by Deng et al. (2013) (see Table 4.1).  Table 4.1 
presents the parameter values of the three RMAs within a reactive mineral facies 
(RMF). The global variance of dKln  is 0.84 in this example well above the limit of a 
linear approximation. Using equations (4.6) and (4.22) 
2
R and Rv1  were calculated as 
20.25 and 0.228, respectively, whereas Deng et al. (2013), using first-order linear 
approximation, gave 
2
R  and Rv1 as 5.6 and 0.2, respectively. There is a small 
difference in calculating Rv1 but in the case of 
2
R  the difference is significant. 
Therefore, as discussed in the previous section it is important to use a non-linear 
perturbation for the retardation factor for the range of variance considered here.  
  In the present note the developed theory is assumed to be valid for the aquifers 
with small variability ( 2f ,
2
w   <1). For 
2
f  and
2
w  larger than unity further tests 
against numerical simulations (e.g., Monte Carlo simulation) should be done to explore 
the full range of validity with this approach. However, it is outside the scope of this 
chapter.  
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 The time-dependent effective R is plotted in Figure 4.1 for three cases of 
correlations between Kln and dKln : positively correlated (a = 1), uncorrelated (a = 0), 
and negatively correlated (a = -1). In all three cases, the effective R  increases 
monotonically with time, but effective R  starts with different values. The time-dependent 
effective R  in all three cases converges to R at the large time limit. As discussed by 
Rajaram (1997) negative correlation increases the variance which leads to more deviation 
from the large-time limit (e.g. higher velocity and lower effective R ). Figure 4.1 shows 
that the time-dependent effective R  is larger than R  between times of approximately 800 
to 2000 days for the positively correlated case. This behavior was discussed by Rajaram 
(1997) and attributed to the fact that the positive correlation offsets the influence of spatial 
variability (see also Garabedian et al., 1988).
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Note: RMA = reactive mineral assemblage within a reactive mineral facies (RMF), Cc = calcite, Fe2O3 = iron oxides, QF = quartz and feldspar; For j-th RMA (j 
= 1, 2, 3), jL = facies mean length ( m ),
G
jM = geometric mean, j  = correlation length ( m ), )/( IiIi   , jR = retardation factor; YM = global mean, 
2
Y
= global variance, 
G
YM = global geometric mean, 1v = mean flow velocity ( m/d ), 
2
1Rv
  = cross-covariance of flow velocity and retardation factor, 
I
 = indicator 
correlation length ( m ), n  = porosity, b  = bulk density of the porous media (
3g/cm ), J = average hydraulic gradient, K = hydraulic conductivity ( m/d ), dK = 
sorption coefficient ( /gcm
3
). 
 
 
Table 4.1. Parameters from the example used by Deng et al. (2013). 
RMF RMA jL  jp  Parameters jm  
2
j  
G
jM  j    jR  
Cc-Clay-OM 
RMF 
Cc-QF 
50.0 0.6 
Kln  1.5 0.6 4.48 10 6.67 
2.39 
dKln  -2.2 0.22 0.11 12 7.5 
Clay-Fe2O3-QF 
23.5 0.15 
Kln  0.5 0.3 1.65 6 4.62 
4.76 
dKln  -1.2 0.12 0.3 8 5.71 
Clay-OM-QF 
26.7 0.25 
Kln  0.05 0.15 1.05 9 6.21 
10.26 
dKln  -0.3 0.1 0.74 7 5.19 
Parameters Kln    dKln    R    
Statistics YM  
2
Y  
G
YM  YM  
2
Y  
G
YM  YM  
2
Y  
G
YM  
Values 0.99 0.86 2.68 -1.58 0.84 0.21 4.93 20.25 3.59 
Parameters 1v  
2
1Rv
   I  n  b  J    
Values 0.21 0.228  20.0 0.2 2.5 0.01   
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  There are significant differences from the results presented by Deng et al. 
(2013). First, new expressions for RRC  and RvC 1 change the starting point and shape of 
the growth of )(
~
tR  (c.f. Deng et al., 2013, Figure 2A). Furthermore, in the results of 
Deng et al. (2013) the )(
~
tR  for the two correlated cases is larger than that for the 
uncorrelated case, especially at early times. With the non-linear approximation used 
here, the )(
~
tR  for the non-correlated case properly falls between that for the positive 
and negatively correlated cases over all time before convergence on the large-time 
limit. 
 
104 
 
 
Figure 4.1. Time-dependent effective retardation factor calculated using higher-order approximation. 
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  Figure 4.2 shows that )(
~
tR changes with the indicator correlation length ( I ) 
when the time is fixed at 1000 d.  In Figure 4.2 the general shape for all three cases is 
the same. In the case of positive correlation, the R
~
 stays constant to a maximum at 
about 10.0 m, and then gradually decreases until I  approximately reaches to 2000.0 
m. This is also true for both the negative correlation and the uncorrelated case. 
Although R
~
 decreases to a minimum for three cases, it reaches to different minimum 
values. This reveals the influence of the cross-covariance function. Note that in all 
cases R
~
 starts at its value in large time limit as shown in Figure 4.1 because when I  
is infinitesimal, the full heterogeneity is immediately sampled by the reactive plume.   
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Figure 4.2. Time-dependent effective retardation factors calculated using higher-order approximation vs.  Indicator correlation length. Time fixed at 1000 d. 
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Appendix 4A. Derivation of cross-covariance of 
1v and R  
 
  The derivation of )(
1
RvC  by Deng et al. (2013) is presented here for ease of 
reference. The )(
1
RvC is found by taking the Fourier transform of the equation (4.18). 
Here a unimodal porous media is considered with the spectral density function )(kS ff as 
in equation (4.19). Note that the same integration method is used three times for the three 
exponential terms in equation (4.20). The )(
1
RvC is found by: 
1
2 32
. 1
2 2 2 2 2 2
sinh( )
( ) (1 ) (A4.1)
(1 )
fG G ib w
v R d
w
k
C k K K Ja e d
n k k
 
  

  


 
  
 
We set I equal to the integration part in (A4.1). Therefore, 
2 32
. 1
2 2 2 2 2
(1 ) (A4.2)
(1 )
fi k kI e dk
k k

 
 


 
  
 
One can use a spherical coordinate system and define the following: 
1
1
2
1 2 3
cos (A4.3)
/ cos cos sin sin cos (A4.4)
sin (A4.5)
k k
k k
dk dk dk k dk d d

    
  

 

 
where  is the angle between the separation vector   and the direction of mean flow 
1k  , 
and   is the angle between   and  . The   and   are coordinates of the covariance 
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function. The k ,  , and   are spherical coordinates in wave number space. Substituting 
(A4.3), (A4.4), and (A4.5) into (A4.2) gives: 
2 2
2 2 2 2 2
2
0 0 0
2 4
cos
2 2 2
{[1 cos cos sin sin cos
2cos cos sin sin cos ] sin } (A4.6)
(1 )
f
k
ik
I
k
e dk d d
k
 
 
 

    


       


  
  


  
 
One can let ycos and use the relationship of ykiyke
yik  sincos  to change the 
(A4.6) to the following expression: 
2 2
2
0 0
1 2 4
2 2 2 2 2
2 2 2
1
{[(1 cos ) (1 )sin sin ] cos } (A4.7)
(1 )
f
k
y
I
k
y y k y dk dy d
k





    


 


   

 

 
 Deng et al. (2013) integrated (A4.7) by presenting the following integrals: 
2 4
2 2 2
0
2
2 2 2 2 2
0
2
2 2 2 2 2 2
0
cos (1 ) (A4.8)
(1 ) 4
(1 )sin cos (1 )sin (A4.9)
(1 cos ) 2 (1 cos ) (2 2 cos ) (A4.10)
y
a
b
c
yk
I k y dk e
k
I y d y
I y d y y




 
 
 
    
     


  

   
     



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Substituting (A4.8), (A4.9), and (A4.10) into (A4.7) gives: 
2 1
2 2 2 2
1
{[(2 2 cos ) (1 )sin ](1 ) } (A4.11)
4
y
f
y
y
I y y e dy


 
 



      
Then, one can expand (A4.11) as: 
2 1 1
2 2 2
0 0
1 1
2 2 3
0 0
2
1 2 3 4
{ (1 cos ) (1 3cos )
2
(1 cos ) (1 3cos ) }
( ) (A4.12)
2
y y
f
y y
f
I e dy y e dy
y e dy y e dy
I I I I
 
 
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 

 
 
 
 

 
 
   
   
   
 
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Next, one can find
1I , 2I , 3I , and 4I as (Deng et al., 2013): 
1
2 2
1
0
1
2 2 2 2 3
2
0
1
2 2
3
0
4
(1 cos ) (1 cos )( 1) (A4.13)
(1 3cos ) (3cos 1)[( ) 2( ) 2( ) ( 1)] (A4.14)
(1 cos ) (1 cos )[ ( )( 1)] (A4.15)
(1 3
y
y
y
I e dy e
I y e dy e e e
I y e dy e e
I
 
 
   
   
  
  

 

  
 
  
 
 
 


 
   
  
     
      
      
 



1
2 3 2 2 3
0
cos ) (3cos 1)[ 3( ) 6( ) 6( ) ( 1)] (A4.16)
y
y e d e e e e
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    
  
 
  
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Substituting (A4.13), (A4.14), (A4.15), and (A4.16) into (A4.12), which in turn goes into 
(A4.1), finally gives: 
1
2
2 2
2
2 3
sinh( )
( ) {(1 cos ) (1 3cos )
2
[ 2( ) 4( ) 4( ) ( 1)]} (A4.17)
fG Gb w
v R d
w
C K K Ja e
n
e e e e


   
   
 
  

  
  

   
   
    
 
when the separation vector is parallel to the flow direction, 0 and 1cos
2  , then: 
1
2 3 2
2
sinh( )
( ) [4( ) (1 ) 4( ) 2( ) ] (A4.18)G Gb wv R d f
w
C K K Ja e e e
n
  
  
    
 
   
  
     
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      CHAPTER 5 
 
REACTIVE SOLUTE TRANSPORT IN HETEROGENEOUS POROUS MEDIA WITH 
MULTIMODAL REACTIVE MINERAL FACIES 
 
Note: This chapter was submitted to Chemosphere on September 4, 2014, and was 
accepted on November 26, 2014. The article is scheduled to be published in March 2015. 
 
5.1. Introduction 
 
Reactive transport in porous formations is controlled by heterogeneity in physical 
and chemical properties (Dagan, 1989; Bellin et al., 1993; Miralles-Wilhelm and Gelhar, 
1996; Brusseau and Srivastava, 1997; Rajaram, 1997; Dai et al., 2009; Deng et al., 2010; 
Soltanian et al., 2015a). Examples of these properties are hydraulic conductivity (K), and 
the equilibrium sorption distribution coefficient (Kd). It has been shown that these 
parameters are scale-dependent (Allen-King et al., 1998, 2006; Davis et al., 2004; Ritzi et 
al., 2004; Dai et al., 2007; Ramanathan et al., 2010; Zhang et al., 2013; Ritzi et al., 2013). 
The spatial variations of physical and chemical heterogeneity are known to be responsible 
for the scale-dependence of transport parameters such as the retardation factor and the 
macrodispersivity (Dai et al., 2009; Deng et al., 2013; Soltanian et al., 2015b). 
Different methods have been proposed for dealing with scale-dependent transport 
parameters. For example, it is common to use the upscaling process in order to 
incorporate the effect of small-scale variability on solute transport (Rubin, 2003). Various 
schemes have been suggested in the literature to upscale reactive transport parameters, as 
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reviewed by Dentz et al. (2011). These include volume averaging (e.g., Whitaker, 1999), 
stochastic averaging (e.g., Gelhar and Axness, 1983; Dagan, 1984), homogenization (e.g., 
Lunati et al., 2002), and renormalization (e.g., Zhang, 1998). For example, the time 
evolution of a conservative solute dispersion has been investigated in detail for unimodal 
porous media (e.g., Dagan, 1989, Rajaram and Gelhar, 1993; Rubin et al., 1999; Fiori and 
Dagan, 2002). The time- and scale-dependent effective retardation factor in a unimodal 
porous media was presented by Rajaram (1997) and in a hierarchical porous media by 
Deng et al. (2013) using a Lagrangian-based theory. The time evolution of reactive solute 
dispersion undergoing equilibrium sorption process has been investigated by Bellin et al. 
(1993) and Bellin and Rinaldo (1995) for unimodal porous media. Samper and Yang 
(2006) analyzed the multicomponent cation exchange reactions in heterogeneous porous 
media (see also Yang and Samper, 2009). In this chapter Deng et al. (2013) conceptual 
model is used for for representing a porous media with hierarchical organization of 
reactive minerals (see Figure 5.1), and a Lagrangian-based theory is developed to analyze 
the reactive solute dispersion undergoing equilibrium sorption.  
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Figure 5.1. Conceptual model for reactive mineral facies at different spatial scales, and corresponding modes for the log sorption distribution 
coefficient, ln (Kd). Modified from Deng et al. (2013). 
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Aquifer architecture is often conceptualized as a hierarchy with facies types 
defined at each scale comprising assemblages of facies types defined at a smaller scale, 
across any number of hierarchical levels (e.g. Bridge, 2006). Using the information about 
facies types defined at different scales can considerably simplify the task of 
characterizing subsurface heterogeneity. It has been shown that facies types at different 
scale control the scale-dependence of K and Kd (Allen King et al., 2006, 2015; Ritzi and 
Allen-King, 2007; Dai et al., 2004, 2005; Zhou et al., 2013; Gershenzon et al., 2014, 
2015). Importantly, Kd is known to vary with sedimentary facies types (Allen-King et al., 
1998, 2006; Ritzi et al., 2013; Soltanian and Ritzi, 2014) and reactive mineral facies 
(Cheng et al., 2007; Deng et al., 2013). Information from sedimentary facies types and/or 
reactive mineral facies at different scales could be used in developing models for 
understanding reactive transport processes.  
Facies classifications are not unique (Dai et al., 2005; Soltanian and Ritzi, 2014). 
What is important is that the classification should be useful, and usefulness depends upon 
context. Reactive minerals can be used to define facies for characterizing heterogeneity 
both in K and in Kd. The Deng et al. (2013) conceptual model is useful for geologic 
architecture within bedrock in which the type of reactive minerals and their spatial 
distributions exert the strongest control on the attributes of interest. Using this 
classification might not be appropriate for deposits where K does not co-vary with 
mineralogic facies controlling reactivity. In this chapter, it is accepted that the Deng et al. 
(2013) classification is useful for geologic architecture within certain settings and our 
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goal is to derive a Lagrangian-based theory using their classification for hierarchical 
organization of reactive minerals. Note that the theory developed in this chapter can be 
extended to any type of system classification. In developing the theory Rajaram (1997) 
approach is followed which is different in part from the Lagrangian-based model 
presented by Bellin et al. (1993).  Here the theory is developed in a formation with 
multiple K and Kd modes and hierarchical organization across scales. Note that while 
Bellin et al. (1993) represented three-dimensional isotropic formations with one scale of 
spatial variability, in this chapter a model was derived for three-dimensional anisotropic 
formations.  
In section 5.2, Deng et al. (2013) conceptual model for hierarchical multimodal 
porous media with reactive minerals is briefly reviewed. Section 5.3 presents the 
derivation of a Lagrangian-based theory for reactive solute dispersion. In section 5.4 an 
example is used to illustrate the utility of the developed theory. 
5.2. Conceptual model for hierarchical multimodal porous media and geostatistical 
characterization 
 
Aside from aqueous-phase chemical species and physiochemical conditions such 
as temperature and  pH,  the sorption reactions in porous media depends on  types of 
reactive minerals  and their spatial distributions (Deng et al., 2010, 2013). Mineral 
reactivity is defined in terms of sorption/desorption process. Deng et al. (2013) presented 
a conceptual model of reactive minerals in quartz-feldspar sandstone with multimodal 
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ln(Kd) and ln(K) subpopulations. In their conceptual model mineral facies have a 
hierarchical organization and there is a corresponding hierarchy of ln(Kd) subpopulations 
(see Figure 5.1). In the hierarchy, the reactive minerals (RMs) constitute reactive mineral 
assemblages (RMAs), which, in turn, form reactive mineral facies (RMFs). Here we 
briefly review the hierarchy of reactive minerals.  
The base of the hierarchical organization of reactive minerals is the microform 
scale (10-6 to 10-2 m). The microform scale is associated with RMs. This scale is related 
to the scale of mineral grains in a rock. RMs are minerals that are sensitive to a specified 
geochemical reaction. There is ln(Kd) subpopulations in each RM. Examples of RMs are 
calcite, smectite, and hematite which have different sorption coefficients (see also 
Zavarin et al., 2004). There are also non-reactive minerals (NRMs) with a large volume 
proportions in quartz-feldspar sandstone. These NRMs (e.g., quartz and feldspar) have 
low sorption capabilities. The second hierarchical level is the mesoform scale (10-2 to 101 
m). The mesoform scale has RMAs with occurrences of both NRMs and RMs. Examples 
of RMAs are Clay-Quartz-feldspar, Clay-Fe2O3-Quartz-Feldspar, and Clay-Organic 
Mater-Quartz-Feldspar. The RMA composed of RMs has a multimodal structure for 
uranium sorption coefficients. Also, there can be one or several non-reactive mineral 
assemblages (NRMAs). The third hierarchical level is the macroform scale (101 to 103 m) 
with reactive mineral facies (RMF). These are a body of rock characterized by an 
association of RMAs (or RMAs and NRMAs). Two types of RMFs are Calcite-Clay-
Organic Matter (CCO-RMF) and Clay-Hematite could be found in sandstone. Similar to 
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Deng et al. (2013), for the purpose of demonstration, only the CCO-RMF with three 
RMAs is used in this chapter, and thus flow and transport are assumed to occur within a 
CCO-RMF. The analysis can be easily extended to also include the RM scale. However, 
it is not in the scope of this chapter.  
Consider a domain Ω filled with N number of RMA of mutually exclusive 
occurrences. Let Y(x) be multimodal spatial random variables for ln(K) or ln(Kd) at 
location x. It can be expressed using indicator geostatistics as: 
1
( ) ( ) ( ) (5.1)
N
j j
j
Y x I x Y x

  
where )(xI j is indictor variable within the domain Ω and )(xY j are variables of the j-th 
RMA. Following Ritzi et al. (2004), the composite mean
YM and variance
2
Y  of )(xY j are 
computed as (see also Huang and Dai, 2008): 
1
2 2 2
1 1 1
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where jp , jm , and 
2
j  are volumetric proportion, mean, and variance, respectively. The 
multimodal covariance function of ln(K) and ln(Kd) has been presented from previous 
studies (see also Dai et al., 2004; and Soltanian et al., 2014a): 
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where j  and I  are the integral scale of the j-th RMA unit and the indicator integral 
scale of the RMAs, respectively; )/( IjIj   . 
5.3. The Lagrangian-based theory 
 
Spatial variability of velocity experienced by reactive solutes is the first step in 
characterizing reactive solute spreading (Bellin et al., 1993; Rajaram, 1997). The 
Lagrangian velocity for reactive solutes is as follows: 
( )
( ) (5.5)
( )
v x
u x
R x
  
where u is the reactive solute velocity, v is the groundwater velocity, and R is the 
retardation factor with a constant mean R , variance
2
R and a stationary spatial covariance
)(RRC (Bellin et al., 1993; Rajaram, 1997). For transport of a reactive solute with the 
linear equilibrium sorption assumption, spatial variability of R is related to the spatial 
variability of Kd by the relationship )()/(1)( xKnxR db where b and n are the bulk 
density and porosity of the medium, respectively. The perturbation of the reactive solute 
velocity, iu , is found by linearizing equation (5.5) as: 
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2
(5.6)i ii
v v R
u
R R
 
    
where R  is the R perturbation, and iv is the perturbation  of the groundwater velocity 
(Rajaram, 1997). Using equation (5.6), and the spectra of the flow velocity and the 
retardation factor (
11vv
S and RRS ) and their cross-spectral density, RviS , the spectral density 
of the reactive solute velocity is given by:   
2 4 3 3
1
( ) ( ) ( ) ( ) ( ) (5.7)
i j i j j i
i j ji
u u v v RR v R v R
v v vv
S k S k S k S k S k
R R R R
     
where Tkkkk ),,( 321 is a 3-D wave-number vector (Rajaram, 1997). Thus, the following 
relationship defines the covariance of reactive solute velocity: 
2 4 3 3
1
( ) ( ) ( ) ( ) ( ) (5.8)
i j i j j i
i j ji
u u v v RR v R v R
v v vv
C C C C C
R R R R
         
Following Dagan (1984, 1989) and Bellin et al. (1993) and using the Lagrangian-
based theory the time-dependent dispersion tensor for a reactive solute, )(
~
tDRij , is found 
as: 
0
( ) ( ) (5.9)
i j
t
R
ij u uD t C s ds   
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  Here it is assumed that the velocity covariance depends on the mean particle 
trajectory instead of the actual one. Therefore,  can be approximated by Rtv /1 . This 
assumption has been successfully used for analyzing the dispersion of nonreactive and 
reactive solutes (Dagan, 1989; Bellin et al., 1993; Bellin and Rinaldo, 1995; Dai et al., 
2004). 
Bellin et al. (1993) showed that the transverse retarded velocity is independent of 
the variability of R. The focus here is on analyzing the longitudinal dispersion of a 
reactive plume as has been observed in field experiments (Roberts et al., 1986; 
Garabedian et al., 1988). Therefore, it is assumed that the velocity field is uniform in 
average, and that the mean velocity is aligned with the 1x axis such that )0,0,( 1vv  . 
Thus, 
1 1
1 1
1
1
11
0
1
2
0
2
1 1
4
0
1 1
3
0
( ) ( )
1
( ) (5.10a)
( ) (5.10b)
2
( ) (5.10c)
t
R
u u
t
v v
t
RR
t
v R
v
D t C s ds
R
v
C s ds
R R
v v
C s ds
R R
v v
C s ds
R R








 
Bellin et al. (1993) used both the cross-covariance of ln(K) and R, and the cross-
covariance of the hydraulic head and R by performing first-order approximation in order 
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to derive )(RviC . Here Rajaram (1997) approach is followed in which )(RviC  is derived 
directly from its spectral density, )(kS Rvi , using the cross-correlation between ln(K) and 
ln(Kd). 
The retardation factor can also be expressed as
)()/(1)( xwb enxR   where 
w  is ln(Kd). Using stochastic theory w  can be replaced by ww  where w  and w  are 
the mean and the perturbation of w . Soltanian et al. (2015) derived the following 
expression for the perturbation of R: 
2
[ ]
2( ) (5.11)
w
G wb
dR R R K e e
n

       
where G
dK  is the geometric mean of Kd (x), and 
2
w  is the variance of w . Using the Taylor 
series expansion for 
we

, we calculate 
RRC  approximately as: 
2[ ] ( )2( ) ( ) ( 1) (5.12)w w
CGb
RR dC K e e
n
     
Therefore, the corresponding variance of the retardation factor is: 
2 2[ ] [ ]2 2( ) ( 1) (5.13)w wGbR dK e e
n
     
Following Gelhar (1993), Rajaram (1997), and Deng (2013) the perturbation of v  is obtained 
as: 
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2
1
2
(1 ) (5.14)
G kK J
v f
n k
    
where f is the perturbation of ln(K).  
Note that a nonlinear expansion for ln(Kd) was used in equation (5.11), and first-
order for ln(K), equation (5.14). Bellin et al. (1993) and Bellin and Rinaldo (1995) have 
used the same inconsistent expansion in order to analyze the time-dependent dispersion 
of reactive solutes (see equation (10a) and (17) in Bellin et al., 1993). Their results were 
tested against numerical simulations and validated by Bosma et al. (1993) for relatively 
small variances (<1.6). Similarly, small variances are assumed here. Thus, the developed 
theory is valid for aquifers with mild heterogeneity contrast ( 2
f , 
2
w   <1).   
The 
1
( )v RS k is derived by using equations (5.11) and (5.14). The 1 ( )v RS k is found 
as: 
2
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Using the Taylor series expansion for
we

and considering the point that the odd moments of a 
log normal distribution are zero, 
1
( )v RS k is found as: 
1
2
1
2 2
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where )(kS fw  is the spectral density of the fluctuations of wf  , and sinh is hyperbolic sine 
function. The  K and Kd  are assumed to be perfectly correlated as  ln(Kd)= a ln(K)+ b, where 
a and b are real constants. Then the cross-spectral density of ln(K) and ln(Kd) has a linear 
relationship given by ln(K), i.e. )()( kSakS fffw  . Therefore, )(1 kS Rv  is expressed as: 
1
2
1
2 2
sinh( )
( ) (1 ) ( ) (5.17)G Gb wv R d ff
w
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S k K K J a S k
n k
 

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Using equation (5.14) )(
11
kS vv is easily found as follows: 
1 1
2
2 21
2
( ) ( ) (1 ) ( ) (5.18)
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The relationship between the spectral density and the covariance function is expressed as 
follows: 
.
3
1
( ) ( ) (5.19)
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The )(
11
vvC and )(1 RvC are used in form of their spectral density to find the longitudinal 
dispersion of a reactive solute. Therefore, equation (5.10) can be rewritten as follows: 
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By substituting equations (5.12), (5.17), and (5.18)  into equation (5.20) and using 
equation (5.4) to represent the multimodal covariance function of ln(K) and ln(Kd), the 
final expression for longitudinal dispersivity of a reactive solute in multimodal porous 
media is found as: 
11
2 2 2 2
2
1 1 1 1
2 2 2 211
11 1 1 1
1 1 1 11
1
(1 ) ( )
[ ] 221
3
( ) 1
( ) ( ) (1 ) ( ) ( ) ( )
2
( ) ( (
vv vssN N N NRR i
j wj j j wj i j wi wj
j i i jw
R N N N N
R
j fi i i j j fi i j fi fj I I
j j i j
p e p p e p p m m e
Gb
d
D t R
t p F p p F p p m m F
v
v
K e e
R n
 
 
 

        

 
   
   
      
     

  
1
0
2 2 2
2 22
1 1
2
2
1 1
1) )
sinh( )2
{ ( ) (1 ) ( )
1
( ) ( )} (5.21)
2
s
R It
N N
G Gb w
d j fi i i j j fi
j jw
N N
i j fi fj I I
i j
ds
K K J a p F p p F
R n
p p m m F

 
 
     

 
 
 

  
 

 

 
where 
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Also, is the anisotropy ratio is defined as the vertical integral scale of the hydraulic 
conductivity to the horizontal component. The 0J  and 1J  are the zero and first order 
Bessel functions, respectively. The integration method to find equation (5.21) can be 
found in Appendix 5A, 5B, 5C, and 5D. The expressions in equation (5.21) cannot be 
integrated in closed form. The quadrature method was used in order to numerically 
integrate and evaluate equation (5.21) at a number of points in the parameter space. The 
results are presented in section 5.4.  
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5.4. Results and Discussion  
 
In order to analyze the reactive solute dispersion using the developed Lagrangian-
based model, an example presented by Deng et al. (2013) was considered (see Table 5.1). 
In this example the parameter values of the three RMAs are extracted from a real case. 
The )(11 t
R is plotted in Figure 5.2 for three cases of correlation between ln(K) and 
ln(Kd): positively correlated (a = 1), uncorrelated (a = 0), and negatively correlated (a = -
1). The )(11 t
R increases monotonically with time for all cases. Figure 5.2 shows that the 
values of )(11 t
R  for the negatively correlated case are larger than those of the 
uncorrelated and positively correlated cases. In all cases the value of )(11 t
R converges to 
a constant value when time is sufficiently large. Figure 5.2 also shows the influence of 
anisotropy ratio, , on )(11 t
R . It is observed that  has a relatively small impact upon 
dispersion of reactive solutes in this example. The )(11 t
R is slightly enhanced at early 
times by a smaller   due to lateral mass transfer between streamlines with different 
velocities located adjacent to each other (Rubin, 2003).  Furthermore, as shown in section 
5.4, heterogeneity in ln(Kd) has a relatively larger impact on reactive solute transport than 
ln(K)  heterogeneity or its anisotropy ratio. Figure 5.3 shows )(11 t
R changes with the 
indicator correlation length ( I ) when the time is fixed at 1000 d. In all cases )(11 t
R
increases to a maximum at about I =300 m, and then it stays constant. Although )(11 t
R
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reaches a maximum for three cases, it reaches different values. This reflects the 
contribution from the cross-correlation between R and 
1v , represented by equation 
(5.20c).   
In order to better understand the impact of heterogeneity in both ln(K) and ln(Kd) 
on reactive solute dispersion the effect of changing  the mean, variance, and integral scale 
of ln(K) and ln(Kd) for each RMA were studied and are presented below. 
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Note: RMA = reactive mineral assemblage, Cc = calcite, Fe2O3 = iron oxides, QF = quartz and feldspar; For j-th RMA (j = 1, 2, 3), jL = mean length 
(m), GjM = geometric mean, j =correlation length (m), )/( IiIi   , jR = retardation factor; YM = global mean,
2
Y = global variance, 
G
YM  = 
global geometric mean,
1v = mean flow velocity (m /d), Rv1 = cross-covariance of flow velocity and retardation factor, I = indicator correlation length 
(m), n = porosity, b = bulk density of the porous media (g/ cm
3), J = average hydraulic gradient, K = hydraulic conductivity (m /d), Kd = sorption 
coefficient (cm3 /g). 
 
 
Table 5.1. Synthetic parameters used for model calculation and plotting. Modified from Deng et al. (2013). 
RMF RMA jL  jP  Parameters jm  
2
j  
G
jM  j    jR  
Cc-Clay-OM RMF Cc-QF 
50.0 0.6 
ln(K) 1.5 0.6 4.48 10 6.67 
2.39 
ln(Kd) -2.2 0.22 0.11 12 7.5 
Clay-Fe2O3-QF 
23.5 0.15 
ln(K) 0.5 0.3 1.65 6 4.62 
4.76 
ln(Kd) -1.2 0.12 0.3 8 5.71 
Clay-OM-QF 
26.7 0.25 
ln(K) 0.05 0.15 1.05 9 6.21 
10.26 
ln(Kd) -0.3 0.1 0.74 7 5.19 
Parameters ln(K)   ln(Kd)   R    
Statistics 
YM  
2
Y  
G
YM  YM  
2
Y  
G
YM  YM  
2
Y  
G
YM  
Values 0.99 0.86 2.68 -1.58 0.84 0.21 4.93 20.25 3.59 
Parameters 1v  Rv1   I  n  b  J    
Values 0.21 0.228  20.0 0.2 2.5 0.01   
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Figure 5.2. The longitudinal dispersivity 11( )
R
t  for a porous medium with three RMFs.  Three different cases with positive correlation (a=1), no 
correlation (a=0), and negative correlation (a=-1) are shown. The influence of the anisotropy ratio, , for all of the three cases is presented. 
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Figure 5. 3. The longitudinal dispersivity 11( )
R
t changes with indicator correlation length when time is fixed at 1000 d. Three different cases with 
positive correlation (a=1), no correlation (a=0), and negative correlation (a=-1) are shown. The anisotropy ratio, , is 1. 
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5.4.1. The impact of ln(K) heterogeneity 
 
The influence of changing the mean of log hydraulic conductivity (mj) for each 
RMA is shown in Figure 5.4A. The jm  is set between -2.5 and 2.5 and time is fixed at 
1000 d. Figure 5.4A shows that any changes in values of mean of hydraulic conductivity 
can affect )(11 t
R . However, it depends on the type of RMA. For example, decreasing the 
mean hydraulic conductivity for RMA1 does not significantly affect )(11 t
R for both 
positive and negative correlation, whereas )(11 t
R can increase if the mean of hydraulic 
conductivity for RMA 1 increases. For RMA 2, by decreasing the mean of hydraulic 
conductivity )(11 t
R  increases. The same is true for RMA 3. Note that RMA 1 has the 
largest variance and mean of hydraulic conductivity and the smallest mean sorption. In 
contrast, RMA 3 has the smallest variance and mean of hydraulic conductivity and the 
largest mean sorption coefficient.  
Figure 5.4B illustrates how changes in variances of log hydraulic conductivity for 
RMAs can affect )(11 t
R  when the time is fixed at 1000 d.  Increases in variance of 
hydraulic conductivity for all RMAs lead to a linear increase in )(11 t
R . The dispersivity 
is more sensitive to changes in variance of log hydraulic conductivity for RMA1 than 
other two RMAs which can be attributed to the fact that RMA1 has the largest volume 
proportion. The )(11 t
R  is more sensitive to changes in variance of log hydraulic 
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conductivity for RMA 3 than RMA 2 because the volume proportion of RMA 3 is 
slightly larger than RMA 2.  
Figure 5.4C shows )(11 t
R changes with integral scales of log hydraulic 
conductivity when time is fixed at 1000 d. The changes in integral scales of log hydraulic 
conductivity for RMA 2 and 3 only produce a very small change in )(11 t
R . In contrast, for 
RMA1 it produces a large change in )(11 t
R with a maximum at about j =300 m, and then 
it remains constant. Therefore, )(11 t
R is more sensitive to the integral scale of log 
hydraulic conductivity for RMA 1 because it has the largest volume proportion and also 
the largest integral scale. 
5.4. 2. The impact of ln(Kd) heterogeneity 
 
Figure 5.4D shows how )(11 t
R changes with the mean log sorption distribution 
coefficient when time is fixed at 1000 d.  In general, increases from -2.5 to 0 result in 
slight decreases in )(11 t
R . However, increases from 0 to 2.5 lead to increases )(11 t
R , more 
for RMA 2 and 3. 
Figure 5.4E illustrates how the changes in the variance of the log sorption 
distribution coefficient for RMAs affect 11( )
R
t  when the time is fixed at 1000 d.  
Increases in variances of the sorption distribution coefficient for all RMAs lead to 
increases in 11( )
R
t . In contrast to changing the variance of ln(K), increasing the variance 
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of ln(Kd) leads to nonlinear increases in 11( )
R
t . By comparing Figure 5. 4E to Figure 
5.4B it is clear that 11( )
R
t is more sensitive to changes in the variance of the log sorption 
distribution coefficient for RMAs than the variance of the log hydraulic conductivity for 
RMAs. 
Figure 5. 4F shows 11( )
R
t  changes with the integral scales of the log sorption 
distribution coefficient when time is fixed at 1000 d. The 11( )
R
t is sensitive to changes in 
the integral scale of the log sorption distribution coefficient for RMA 1 which has the 
largest volume proportion and also the largest integral scale. 
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Figure 5. 4. The  longitudinal dispersivity 11( )
R
t changes with (A) the mean hydraulic conductivity; (B) the variance of the hydraulic conductivity; 
(C)  the integral scale of hydraulic conductivity; (D) the mean of the sorption distribution coefficient; (E) the variance of the sorption distribution 
coefficient; (F) the integral scale of the sorption distribution coefficient. Two different cases with positive correlation (a=1) and negative 
correlation (a=-1) are shown for each RMA. Time at 1000 d. Anisotropy ratio, , is 1.   
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5.5. Conclusions 
 
A Lagrangian-based theory was developed for analyzing the time-dependent 
reactive solute dispersion in hierarchical porous media with multimodal reactive mineral 
facies. The results demonstrate that the cross-correlation between K and Kd has a large 
impact on the longitudinal dispersivity 11( )
R
t . The scale-dependence of reactive solute 
dispersion originated from heterogeneity in both K and Kd and their cross-correlation.  
Three types of cross-correlation were considered: perfectly positive cross-
correlation, perfectly negative cross-correlation, and no cross-correlation. The positive 
cross-correlation reduces the reactive solute dispersivity, since heterogeneities in K and 
Kd counteract each other, which means that low K regions occurs with low retardation or 
high K regions occurs with high retardation. The negative cross-correlation causes an 
opposite effect. The results also indicate that anisotropy ratio does not significantly affect 
the transport of reactive solutes undergoing equilibrium sorption in the example used.  
Furthermore, reactive solute dispersion is scale-dependent but not a linear 
function of the indicator correlation scale. Analyses of sensitivity was also performed to 
changes  in the integral  scales of ln(K) and ln(Kd),  and  in the means and variances of 
ln(K) and ln(Kd) for each reactive mineral assemblage. The results show that 
heterogeneity in both ln(K) and ln(Kd) can significantly affect 11( )
R
t . The 11( )
R
t  is very 
sensitive to changes in mean and variance of both ln(K) and ln(Kd). The 11( )
R
t  is most 
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sensitive to changes of integral scales of ln(K) and ln(Kd) for the reactive mineral 
assemblage with a larger volume proportion. 
Appendix 5A. Derivation of spectral density of fluctuations in ln(K) 
 
Considering an exponential covariance function of ln(K): 
2 2 231 2
1 2 3
( ( ) ( ) ( ) )( )
2 2( ) (A5.1)ff f fC e e
 
    
  
   
where i are integral scale. The spectral density of ln(K) is evaluated by taking the 
Fourier transform of equation  (5.19). Substituting (A5.1) into (5.19), then it yields:
( )
. 2
3
1
( ) (A5.2)
(2 )
ik
fS k e e d

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
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Integrating (A5.2) leads to the following expression for spectral density of  ln(K): 
2
1 2 3
2 2 2
1
( ) (A5.3)
(1 ( ) )
f
ffS k
k
   
 


 
where 
2
33
2
22
2
11
2 )()()()( kkkk   . Note that (A5.3) is also used for spectral 
density of ln(Kd). 
 
Appendix 5B. Derivation of equation (5.20a) 
 
Equation (5.20a) contains the following integral: 
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Based on equation (5.18) we can write the following: 
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Changing variables svRs 1
11
1
   and Rtv 11 /   gives: 
2 2 2 2 2
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     Now   21  and  3 which  is the anisotropy ratio.  Thus, 
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Now changing to spherical coordinate system and defining: 
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 Therefore, 
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In order to derive the above integral the following general integrals are used: 
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In case of integral in (B5.1) the following parameters are used in (B5.2a)-(B5.2c): 
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Thus, one can derive (B5.1) as follows: 
144 
 
2
1 2 3
3 3 3 2
20 0 2 2 2
4 5
3 12 3 3
2 32 2
1 1 1
(5.20a) { ( ) 2 [ ] ( )
2 2
1 1 2 2
[ ] ( )}
2 ( )
2
fv r
ds A sr dr r B sr
R v r
u vu v u
r C sr dr
v r v r
v u v u
 



 

   
   
 
 
where 
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The oJ  and 1J  are the zero and first order Bessel functions, respectively. Now changing 
variable  r is implemented. Thus,  
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In above integral one can use the following general integral: 
3 2 2
0 0 02
( )
( ) 1 (B5.4)
1 12
soJrds A sr dr dr e
r r ru

 
 
  
  
    
145 
 
Finally, (5.20a) is found as follows: 
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Appendix 5C. Derivation of equation (5.20c) 
 
Equation (5.20c) contains the following integral: 
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    Therefore, 
dks
R
v
k
kkkk
kk
aJKK
n
dks
R
v
k
kk
k
aJKK
n
s
R
v
C
f
w
wG
d
Gb
kk
f
w
wG
d
Gb
Rv
iii
)cos(
)1(
1
)(
)sinh(
)cos(
))(1(
1
))(1(
)sinh(
)0,0,(
1
1
122
2
2
3
2
3
2
2
2
2
2
1
2
1
2
3
2
3
2
2
2
2
2
321
2
2
1
122
221
2
321
2
2
1
1































  
  
 
   Changing variable as svRs 1
11
1
   and Rtv 11 /   is performed, and consequently 
(5.20c) changes to: 
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     Now let’s consider   21  and  3 . Thus,
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    Now changing to spherical coordinate system and defining: 
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 Therefore we get: 
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In order to derive the integral in equation (C5.1) the general integrals in (B5.2a) and 
(B5.2b) are used. Furthermore, (B5.3a) and (B5.3b) along with (B5.4) are used. The final 
form of equation (5.20c) is presented as follows: 
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Appendix 5D. Derivation of equation (5.20b) 
 
Equation (5.20b) contains the following integral: 
2
1 1
2
0
(5.20b) ( ,0,0)
t
RR
v v
C s ds
R R
   
  )(RRC  is as follows(see equation 5.12): 
)1()()(
)(][2
2

 www CGd
b
RR eeK
n
C  
  where 
148 
 
))()()((
2
)(
2
2
3
32
2
22
1
1
)(










 eeC wwww  
The mean flow direction along x axis is assumed. Thus, 
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Let’s choose  1 so that we can calculate (5.20b) as: 
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Integral in (D5.1) can be easily derived as explained below. In terms of multimodal 
porous media the derivation is not straight forward and a numerical integration is 
performed. In order to derive (D6.1) for unimodal porous media one can use the 
following singular integrals.  
( ) (D5.2)
s
x
e
Ei x ds
s
 

    
(D5.2) is known as exponential integral.  
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(D5.3) is known as Entire function, and ...577.0 is the Euler’s constant. Using the 
above integrals the following integral is derived: 
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Therefore, in case of unimodal distribution of )(wwC  the result of (5.20b) is: 
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     CHAPTER 6 
 
DEVELOPMENT OF A NEW LAGRANGIAN-BASED HIERARCHICAL MODEL 
FOR TRANSPORT OF KINETICALLY SORBING SOLUTES 
 
Note: This chapter was submitted to Stochastic Environmental Research and Risk 
Assessment on January 23, 2014, and was accepted on June 23, 2014. The article is 
scheduled to be published in March 2015. 
 
 
6.1. Introduction 
 
In this chapter the process of the dispersion of kinetically sorbing solutes is 
analyzed as it occurs in groundwater flow through sedimentary deposits. Sedimentary 
deposits commonly comprise sedimentary unit types that are defined at different scales, 
and that have a hierarchical organization. In the hierarchy, larger-scale unit types 
comprise assemblages of smaller-scale unit types (Figure 6.1). 
The hydraulic and geochemical attributes controlling the dispersion of sorbing 
solutes (e.g. hydraulic conductivity, K ) can be spatially variable. Their variability can 
have spatial structure that corresponds to the hierarchical and multi-scale sedimentary 
architecture (Ritzi et al., 2004; Ritzi and Allen-King, 2007; Dai et al., 2004; Ramanathan 
et al., 2010; Deng et al., 2013). The new contribution of this chapter is to expand a 
Lagrangian-based stochastic theory for the dispersion of kinetically-controlled sorbing 
solutes so that it represents a hierarchical organization of sedimentary unit types 
occurring over range of scales, and that it represents the corresponding spatial variability 
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of the attributes controlling mechanical dispersion. The goal is to better link the theory to 
what is known about sedimentary architecture in natural groundwater flow systems. 
If the solute is conservative (non-reactive) then dispersion is controlled by the 
spatial variability of K (Frind et al., 1987; Rubin et al., 1994; Attinger et al., 2004; Bellin 
et al., 2004). The Lagrangian-based stochastic theory has been developed for dispersion 
of non-reactive solute (Dagan 1982, 1984; Rubin, 1995; Dai et al., 2004; Ramanathan et 
al., 2008, 2010). It has been shown successfully account for hierarchical and multi-scale 
sedimentary architecture by comparison to field experiments with conservative tracers 
(Ramanathan et al., 2008, 2010). 
Previous works on kinetic-rate-limited sorption have only considered how K
varies, not kinetic parameters (e.g. kinetic rate, rk ). This restriction is necessary because 
no data are available showing how rk might vary with sedimentary unit types. 
Equilibrium sorption is governed by the distribution coefficient ( dK ). The dK  is known to 
vary with sedimentary structure (Allen-King et al., 1998; Allen-King et al., 2006; Ritzi et 
al., 2013), and reactive mineral facies (Dai et al., 2009; Deng et al., 2010, 2013). The rk  
may also varies in the same way. However, without data, models have relied on the 
assumption that rk  is homogeneous (Quinodoz and Valocchi, 1993; Cvetkovic and 
Dagan, 1994; Massabo et al., 2008). The assumption in this chapter is that kinetic 
parameters are homogeneous, but new ideas are used for how hydraulic conductivity 
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varies with sedimentary architecture. In this way, modeling is moved forward a step by 
including the ways that sedimentary unit types affect transport of reactive solutes. If data 
showing how kinetic parameters vary with sedimentary unit types do become available, 
the model can be adapted accordingly. 
The Damköhler number is the ratio of the reaction rate to the advective mass-
transport rate ( /rDa k U  where U  is pore water velocity and   is an integral scale), 
which quantifies how far the reaction is from chemical equilibrium. Quinodoz and 
Valocchi (1993) showed that for 10Da  the effect of sorption kinetics is negligible. In 
contrast, for 1Da   the reaction kinetics have an overwhelming effect on solute spreading 
at intermediate to large times after injection. Here, the focus is on the case where 1Da  . 
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Figure 6. 1. Conceptual framework of  heterogeneous sediments with multimodal conductivity and hierarchical 
organization across scales.(a) microform scale, (b) mesoform scale variance increases relative to microforms as 
larger volume is sampled, (c) macroform scale. Abscissa is rescaled from (b). (d) Macroform scale (from Dai et al., 
2004). 
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Rubin (1995) extended the Lagrangian-based theory developed by Dagan (1982, 
1984) to model transport of non-reactive solutes in a formation with bimodal K 
populations. Dai et al. (2004) extended Rubin’s approach to model transport of non-
reactive solutes in a formation with multiple K modes and hierarchical organization 
across scales. Massabo et al. (2008) extended the approach by Rubin (1995) and 
Quinodoz and Valocchi (1993) to investigate the spatial moment analysis of kinetically 
sorbing solutes in an aquifer with bimodal K populations.  In this chapter the Massabo et 
al. (2008) approach is extended to model transport of kinetically sorbing solutes in the 
sedimentary architecture exhibiting multimodal K populations. 
Note that while the Quinodoz and Valocchi (1993) model represented three-
dimensional isotropic formations with one scale of spatial variability and the Massabo et 
al. (2008) model represented two-dimensional isotropic formations, in this chapter a 
model is derived for three dimensional anisotropic formations. Through sensitivity 
analyses the influences of anisotropy ratio, indicator scales, integral scales, and contrasts 
in mean log conductivity are investigated upon transport of kinetically sorbing solutes in 
heterogeneous porous formations with multimodal and hierarchical K populations. 
6.2. Model of spatial variability for hierarchical multimodal porous formation 
 
Sedimentary deposits have a hierarchical organization, as shown in Figure 6.1 
(e.g., Dai et al., 2004; Rubin et al., 2006).  There will be a corresponding hierarchy of 
ln( )Y K  subpopulation, as has been shown in field studies by Dai et al. (2005), Ritzi 
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and Allen-King (2007), and Ritzi et al. (2013). The hierarchy of unit types and ln( )K  
subpopulations are described as follows: 
The base of the hierarchical organization (level I) is the microform scale 
represented in Figure 6.1A. They are occurrences of beds (> 1cm thick) or laminae (<1 
cm thick). Different processes responsible in forming microforms and also different bed 
types were explained in details by Scheibe and Freyberg (1995), Ritzi et al. (2004), and 
Dai et al. (2004). The log conductivity subpopulations in each microform type have a 
relatively small variances and the contrast among the mean values is small, as shown in 
Figure 6.1A. 
The second hierarchical level is the mesoform scale as shown in Figure 6.1B. 
Mesoforms are accumulations of microforms with similar geometry and texture. At the 
mesoform scale a ln( )K  subpopulation comprises multiple microform populations, so the 
variance is larger than that of microforms. 
The third hierarchical level is macroform scale. They are formed by grouping the 
mesoforms (Figure 6.1C). The macroform is a larger feature representing the cumulative 
effect of multiple depositional events over a long period of time. At the macroform scale 
ln( )K  subpopulations have larger variance than those of mesoforms. 
Figure 6.1D illustrates a fourth hierarchical level, a macroform assemblage scale, 
in which two macroform types occur. The macroforms are shown to have a bimodal 
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distribution of ln( )K , as shown by Ritzi et al. (2002) for glacio-fluvial channel belt 
sediments. The macroform assemblages represent the level at which the solute transport 
models developed below would not be relevant. 
In order to characterize an aquifer system with hierarchical structure, Ritzi et al. 
(2004) and Dai et al. (2004) presented a general form of multimodal correlation model of 
hydraulic conductivity. Consider a domain made up of N  mesoforms filling space in 
mutually exclusive occurrences. The mesoform regions are made up of 
oN  (or jN ;
, 1,o j N ) types of microforms, also occurring as mutually exclusive entities. Take two 
points, x  and x  separated by a vector h. Location x  occurs in microform k  which is in 
mesoform o  and location x   occurs within microform i  which is in mesoform j . Log 
conductivity at location x  is given by ( )okY x . Dai et al. (2004) developed the following 
global centered covariance of Y  for heterogeneous sediments with multimodal 
conductivity and hierarchical organization across scales: 
2
, ,
1 1 1 1 1 1
,
1
( ) ( ) ( ) ( )
2
( ( )) (6.1)
jo o
NN NN N N
Y ok ok ok ok ok ok ji
o k o j k i
ok ji ok ji
C h p C h t h m m
p p t h
     
  
 
 
 
where 
, ( )ok okC h  is the autocovariance of { ( ), ( )}ok okY x Y x , okm  denotes the mean of ( )okY x
, okp  is volumetric proportion of region ok . The , ( )ok jit h  are the transition probabilities 
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for sedimentary units which are defined by indicator random variable, ( )okI x .The 
, ( )ok jit h  and ( )okI x  are defined by: 
1 if microform occurs in mesoform at location
( ) (6.2)
0 otherwise
{ok k o xI x   
, Pr{ ( ) 1and ( ) 1}/ Pr{ ( ) 1} (6.3)( ) ji ok okok ji I x I x I xt h      
The global log conductivity ( )okY x  can be expressed as: 
1 1
( ) ( ) ( ) (6.4)
oNN
ok ok
o k
Y x I x Y x
 
  
Ritzi (2000) and Ritzi et al. (2004) showed that the transition probabilities and 
covariances approach an exponential structure as the coefficient of variation in the 
lengths of the stratal units approaches unity. The coefficient of variation of length is 
commonly as large as unity in nature (White and Willis, 2002; Guin et al., 2010). 
Therefore, an exponential function is used to model 
, ( )ok okC h  and , ( )ok jit h . Dai et al. 
(2004) considered a uniform indicator integral scale for all levels of stratal hierarchy. 
Here Dai et al. (2004) model is modified in order to incorporate two indicator integral 
scales for unit types at microform scale,  , and also unit types at mesoform scale,  . 
Based on prior studies (Ritzi et al., 2004; Ritzi and Allen-King, 2007; Ramanathan et al., 
2010), the volumetric proportion-weighted average is used at each level to compute 
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for microform scale and   for mesoform scale. The indicator integral scale for 
microform and mesoform scales are given by: 
(1 ) , (1 )ok ok ok r r r
o k r
l p p l p p        
where 
okl  and  rl  are mean length of unit types at each hierarchical scales.  Ritzi and 
Allen-King (2007) showed that the indicator integral scale for auto-transition 
probabilities,  , is equal to  . It is clear that  and   can be computed directly 
from physical attributes of the sedimentary architecture including mean length and 
volumetric proportion of each strata at each hierarchical scale without the need for 
collocated hydraulic conductivity data. Note that strata types can be observed easily and 
their length statistics can be measured from outcrop exposure, geophysical transect cores, 
or stratigraphic models (Ramanathan et al., 2010). Therefore, the geologic data are more 
abundant than permeability (or hydraulic conductivity) measurements and it is a strong 
benefit to use geologic data in finding the related integral scales. Using exponential 
functions with principal spatial correlation scales,  ,   , ok , and z , z , zok
corresponding to Cartesian coordinate direction x ,or y , and z ,  the transition 
probabilities and auto-covariances can be written in a three-dimensional domain as: 
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( / )
, ,( ) ( )
h
ok ji ji ok ji jit h p p e
    for , 1, ; 1, ; 1, (6.5)o jo j N k N i N    
2
,
( / )
( ) okok ok ok
h
C h e



  for  
(6.6)1, ; 1, oo N k N   
where 2
ok denotes the mean of ( )okY x , ,ok ji is the Kronecker delta and 
2 2 2 2
2 2 2 2
2 2 2 2
, / ,
, / ,
, / ,
z
z
ok ok ok zok ok
h x y z
h x y z
h x y z
    
    
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   



   
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   
 
As per Dai et al. (2004), the anisotropy is assumed to be the same for both the indicator 
and permeability correlation. Therefore,
ok        , and 
2 2 2 2 (6.7)okh h h h x y z  
       
Substituting equations (6.5) and (6.6) into (6.1), gives a model of the vertically 
anisotropic covariance function as: 
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( )YC h  is used in section 6.3 to derive the dispersivity coefficient of a non-reactive solute 
using the Lagrangian-based theory.  Dai et al. (2004) developed the following covariance 
model considering a uniform indicator integral scale: 
( ) ( / )
( )2 2 2
1 1 1 1
( )
2
1 1 1 1
( ) (1 )
1
( ) (6.9)
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The composite mean YM and variance 
2
Y  of ( )Y x  can be derived as (see Ritzi et al., 
2004; Ramanathan et al., 2008): 
1 1
( ) (6.10)
oNN
Y ok ok
o k
M p x m
 
  
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where okm  denotes the mean of ( )okY x . The global integral scale Y is defined as 
(Dagan, 1989; Dai et al., 2004): 
2
0
1
( ) (6.12)Y Y
Y
C h dh


   
Then, by using equation (6.8) one can obtain the formulation of global integral scale as: 
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6.3. Transport of non-reactive solutes 
 
The derivation of time-dependent dispersivity for non-reactive solute transport 
follows from relationships presented by Dagan (1988, 1989), and Rubin (1995, 2003). 
These relate the Fourier transforms of the flow velocity and the log conductivity through: 
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1 12
1 12 2
( ) ( ) ( ) ( )
( , 1,..., ) (6.14)
p q
pq p q Y
k k k k
u k U C k
k k
p q D
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
 
where 
pqu  is the velocity covariance in real space, the circumflex denotes the Fourier 
transform operator, /YMU e G n  is the mean velocity assuming that the x  direction is 
aligned with the mean velocity direction, G  is the mean hydraulic gradient in that 
direction, 
1p  is the Kronecker delta, n is the porosity, k  is the modulus of the vector k, 
D  denotes space dimensionality. Then, the dispersivity tensor of non-reactive solutes is 
computed as: 
( ) 0
( )
( ) (6.15)
t
pq
nr
pq
u U t dt
t
U

 


 
The focus here is on the longitudinal dispersivity. Therefore, by using equations (6.9) and 
(6.14) in equation (6.15) one can derive the longitudinal dispersivity of non-reactive 
solutes,
( )
11
nr , for three-dimensional anisotropic domain as follows: 
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where Vokr  , 
2 2 21v r r   , /Vok VoktU  . The integration method used for 
equation (6.16) follows Dagan (1989) and can be found in Appendix 6A and 6B.  The 
coefficients Vok  and Vok can be found in Table 6.1. The 0J  and 1J are the zero and first 
order Bessel functions, respectively. Also, r  is the variable of integration. For a two-
dimensional isotropic velocity field 
( )
11
nr  can be simplified as: 
4
( ) 2
11 3
1 1 1
3
( ) {1 [2( 1) ]} (6.17)
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  
      
Comparing equations (6.16) and (6.17) and their coefficients in Table 6.1 with the global 
covariance in equations (6.8), shows that the sum of the 1,2V   terms in equations (6.16) 
and (6.17) correspond to the auto-covariances of ( )okY x  as weighted by the volumetric 
proportion and auto-transition probabilities. Therefore, 1,2V   are called the auto-terms. 
The 3V   and 4V   terms in equations (6.16) and (6.17) correspond to the expected 
difference in ( )okY x  across the unit boundaries at different scales as weighted by the cross-
transition probabilities. Thus, the 3V   and 4V  terms are the contribution from cross-
terms at microform and mesoform scales, respectively. Using the Dai et al. (2004) 
covariance model, in equation (6.9), the longitudinal dispersivity is derived for three-
dimensional domain anisotropic domain as: 
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where the coefficients for 
Vok and Vok in this case can be found in Table 6.2. In this case 
the 1,2V   represent the contribution from the auto-terms and the 3V   represents the 
contribution from cross-terms. 
To show the time-evolution of dispersivity of non-reactive solute in multimodal 
formations two examples are used. The first example considers the multiscale and 
hierarchical sedimentary architecture and related K variation from a field measurement 
(Ramanathan et al., 2010; Ritzi et al., 2013). In this example two scales of stratal 
architecture have been identified in the literature (Ramanathan et al., 2010).  The 
statistical information of K from the level I and II of the stratal hierarchy are used as 
presented in Table 6.3a and 6.3b.  The ok  have values that are assumed to be reasonable, 
in that they are smaller than the  . Increasing them by up to a factor of ten made little 
difference in the results, so they are not an important parameter in the context of this 
example. The second example is from Dai et al. (2004) using a uniform indicator scale 
165 
 
for which the global domain is composed of two mesoform types which repeat. The 
parameters for this example are listed in Table 6.4. 
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Table 6.1. Coefficients for 
Vok and Vok (for , 1, , 1, , 1,o jo j N k N i N   ) 
V  1 2 3 4 
Vok  ok  / ( )ok ok          
Vok  
2 2
ok okp  
2 (1 )ok ok okp p   
2
1 1
1
( )
2
oNN
ok oi ok oi
o k i k
m m p p
  
  
2
1 1
1
( )
2
oNN
ok j i ok ji
o j o k i k
m m p p
   
  
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Table 6.2. Coefficients for 
Vok and Vok (for , 1, , 1, , 1,o jo j N k N i N   ) (from Dai et al. , 2004 ). 
V  1 2 3 
Vok  ok  / ( )I ok I ok     I  
Vok  
2 2
ok okp  
2 (1 )ok ok okp p   
2
1 1
1
( )
2
iNN
ok ji ok j i
j i
p p m m
 
  
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Table 6.3a.  Parameter used for spatial variability of  K for each  level I unit type  along with univariate statistics for horizontal lengtha (from 
Ramanathan et al., 2010) 
Mesoform (o) Microform (k) okp  okm  ( / )GokK m d  
2
ok      ( )okl m    ˆ(1 )ok okl p   ( )ok m            vC  
1 1 0.19 2.130 8.41 0.214 1.71 1.39 0.14 0.92 
 2 0.09 1.9 6.68 0.229 0.9 0.82 0.08 0.47 
 3 0.12 2.150 8.58 0.174 1.03 0.9 0.09 0.54 
2 1 0.29 1.180 3.25 0.097 1.69 1.2 0.12 0.91 
 2 0.23 1.30 3.67 0.161 1.88 1.46 0.15 1.02 
 3 0.07 1.370 3.93 0.30 0.89 0.82 0.08 0.46 
 4 0.01 0.7103 2.03 0.56 0.65 0.64 0.06 0.34 
a Shown are proportions ( p ) of unit types, and  univariate statistics for length (mean, l , in meters and coefficient of variation, vC ). GokK is the geometric mean of  hydraulic 
conductivity 
Table 6.3b. Parameter used for spatial variability of  K for each  level II unit type along with univariate statistics for horizontal length 
Mesoform (o) op  om  ( / )GoK m d  
2
o  ( )ol m   ˆ(1 )o ol p  vC  
1 0.39 2.060 7.85 0.168 3.0 1.83 1.641 
2 0.61 1.218 3.38 0.222 5.85 2.29 3.40 
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Mesoform (o) Microform(k) okp  ( / )GokK m d  okm  ( )ok m  
2
ok  
1(1 )I okl p
   
1 1 0.2 0.1 -2.303 3 0.1 12.5 
2 1 0.5 0.5 -0.693 5 0.2 20 
 2 0.3 1.0 0 3 0.3 14.3 
 
 
  Table 6.4. The parameters used for computing the dispersion coefficients (using a indicator integral scale 10I  )  
  (from Dai et al., 2004). 
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The auto-and cross-terms of
( )
11
nr for the first example were computed using 
equation (6.16). Using Table 6.3 and the volumetric proportion weighted average, the 
horizontal  is 1.19 m, and horizontal  equal to 2.11 m (Ramanathan et al., 2010). 
The vertical   and   were computed following the same procedure. This gives 
vertical   equal to 0.09 m and vertical   equal to 0.116 m. Consequently, the 
average anisotropy ratio is equal to 0.06.  It is assumed that the mean hydraulic gradient,
G , is 0.005 and the porosity, n , is 0.33.  The global mean log conductivity, variance and 
integral scale are calculated as 1.57YM  , 
2 =0.365Y  and 1.95Y  . Figure 6.2 shows 
the contribution from the auto ( 1V  and 2V  ) and cross ( 3V  and 4V  ) terms to the 
dispersion of non-reactive solute in a three-dimensional domain. It is clear that the non-
reactive plume spreading is mainly controlled by the contribution from cross-terms (
3V   and 4V  ). The 4V  , the contribution from the expected difference in ( )okY x   
across the unit boundaries at mesoform scale controls the majority of the non-reactive 
plume dispersion. 
For the second example it is assumed that the mean hydraulic gradient G  is 0.1 
and the porosity, n , is 0.3. Figure 6.3 shows the contribution of auto-and cross-terms to
( )
11
nr . The global mean log conductivity, variance and integral scale are calculated as
0.807YM  , 
2 0.859Y   and 8.36Y  . In this example 
( )
11
nr  is calculated by equation 
171 
 
(6.18). As was shown in Figure 6.3, the cross-terms have a much greater contribution to 
the time evolution of
( )
11
nr than the sum of auto-terms. 
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Figure 6.2. The contribution of auto-and-cross terms to 
( )
11
nr , versus dimensionless time / YtU  , example 1. 
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Figure 6.3. The contribution of auto- and cross-terms to 
)(
11
nr  versus dimensionless time
YUt / , example 2, 1 . 
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6.4. Transport of kinetically sorbing solutes 
 
Quinodoz and Valocchi (1993) and Massabo et al. (2008) extended Dagan’s 
(1982, 1984) results to the case of a reactive solute undergoing linear reversible 
adsorption. Two separate but independent phases (dissolved and sorbed contaminant) are 
considered. The governing equation can be derived by applying the principle of mass 
balance.  The governing equation is represented as follows (de Marsily, 1986; Quinodoz 
and Valocchi, 1993; Massabo et al., 2008): 
. (6.19)
c s
U c
t t
 
  
 
 
where 3[ ]MLc   and 3[ ]MLs   are the solute concentrations in mobile and immobile 
phases, respectively. In addition to the transport equation, an equation describing the rate 
of adsorption, /s t  , is required. The linear mass transfer equation is used: 
( ) (6.20)f r r d
s
k c k s k K c s
t

   

 
where
fk  and rk  are the forward and backward rate coefficients (both in units of 
1[ ]T 
)and /d f rK k k  is the partition coefficient. Several studies have shown the validity of 
equation (6.20) to approximate more complicated nonequilibrium models involving 
diffusive mass transfer into immobile water zones (van Genuchten, 1985; Parker and 
Valocchi, 1986; Sardin et al., 1991). Equations (6.19) and (6.20) require initial and 
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boundary conditions for both c  and s . An unbounded domain and an instantaneous 
release of solute mass with initial concentration,
0c , in the mobile phase are considered. 
No solute mass is initially stored in the immobile phase.  Transport equations (6.19) and 
(6.20) are solved in a Lagrangian framework considering non-interacting particles which 
are carried by the velocity field and spend part of their time in the immobile phase 
(Massabo et al., 2008). Therefore, the trajectory of a particle of mass is written as 
follows: 
0
( ) [ ( )] (6.21)
mt
X t a u X d     
where 
mt t  and a  are the time the particle spends in the mobile phase and the initial 
position, respectively. Therefore, 
mt t is the time that the particle spends in the 
immobile phase.  Quinodoz  and  Valocchi (1993) and Massabo et al.(2008)  showed  that  
mt  is  the  outcome  of  a  two-state continuous-time Markov chain, which can be seen  as  
the  stochastic  counterpart  of  the  deterministic equation (6.20). Because of the 
combined effect of the Markov process simulating sorption and the stochastic velocity 
field, mt  is itself a random variable. The probability density function of mt  for a particle 
injected into the mobile phase and being in the same phase at time t , assumes the 
following form (Quinodoz and Valocchi, 1993; Massabo et al., 2008): 
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( ) ( )
( ) [ ( ) ] [ ][ ] (6.22)m rf fm m r f r f
k t t k k t
p t g t e k k k k e
   
     
where 
1
2
1
( )
( ) ( ) [ 4 ( )] (6.23)r m mf
r f
m r f m
m
k t t k tk k
g t t e I k k t t t
t t
  
 

 
and where 
1I  is the modified Bessel function of the first kind. The expression (6.23) was 
obtained by Keller and Giddings (1960) in the context of chromatographic theory. The 
related derivations for equation (6.22) and (6.23) could be also found in Quinodoz 
(1992). The first two statistical moments of 
mt  ( mt and
2
mt
 ) are reported in Appendix 
6C. Using the above expressions Massabo et al. (2008) derived the following expressions 
for the first and second moments of ergodic reactive plume spreading undergoing kinetic 
reaction: 
( ) 2
( ) (6.24)
( ) ( ) (6.25)
m
m
m
nr
t
t
ij ij t i j
X t U
X t X U U

 
 
 
 
where ( )nr
ijX is  the  particle displacement variance of a  nonreactive  solute. A time-
dependent retardation factor, sR , for a  sorbing  solute  obeying  the  linear  kinetic  rate  
law  (6.20) is calculated using the following expression: 
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2 3 2 1( ) (1 ) [1 [3 (1 ) ] ] (6.26)s d d d d d r dR t R K e K e R K k t K e
           
where 
r dk R t  , and 1d dR K  . Quinodoz and Valocchi (1993) have shown that at 
early times the velocity of reactive solutes is equal to that of the non-reactive solutes and 
therefore ( 0)sR t  equals unity. It is due to the fact that most particles are still in the 
mobile phase. At large time the ( )sR   approaches dR  and therefore the reactive solute 
plume moves with constant velocity of / dU R . Note that here rk and dK are not spatially 
variable. As discussed in chapter 2, Rajaram (1997) developed Lagrangian-based theory 
for analyzing the time-dependent retardation factor considering the heterogeneity in dK
for cases in which 10Da  (chemical equilibrium). They also concluded that as time 
goes to infinity ( )sR t approaches the arithmetic average of R. More studies on analyzing 
retardation factor can be found in Attinger et al. (1999), Fernandez-Garcia et al. (2005), 
and Maghrebi et al. (2013). 
The dispersion tensor is calculated by the following expression (Massabo et al., 
2008): 
(1) (2)1 1( ) ( ) ( ) (6.27)
2
ij
ij ij ij
dX
t t t
U dt
      
where , 1,...,i j D . In equation (6.27) the dispersivity is separated into the following 
two terms: 
178 
 
( )
(1)
( )
( ) (6.28)
( )
nr
ij tm
ij
s
t
R t
 
   
and 
(2)
3
( ) ( , , ) (6.29)
R
jd i
ij r d
d r
UK U
t P k t K
k U
   
where ( )nr
ij  is the dispersivity tensor of a nonreactive solute, which depends on the model 
of heterogeneity (see section 6.3), and ( , )r dP k t K  is a time-dependent function describing 
the effect of the chemical reaction : 
3 3 2 2 211 1( , , ) (1 ) {2(1 ) (1 ) .(1 ) 1 2 ( 3)
2
1
[6 (1 )]} (6.30)
d
r d d d d d d d d
d
K
P k t K K e K e e K K e K K e K
e e
e K
e
     
 


 
         
 
   
 
The (1) ( )ij t  returns the combined effects of the reaction kinetics and formation 
heterogeneity (dispersion-kinetic term), whereas (2) ( )ij t  represents only the contribution 
from the reaction kinetics (kinetic term). As it was done in the analysis of non-reactive 
solute in section 6.3, the analysis here is also limited to the longitudinal dispersion 
because it has been shown by Quinodoz and Valocchi (1993) and Massabo et al. (2008) 
that the kinetic sorption has much less effect in the transverse direction than in the 
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longitudinal direction. The flow is considered to be aligned with x . The longitudinal (
1i j  ) component of the dispersivity tensor has the following expressions: 
( )
11(1) (2)
11 11 11 3
( )
( ) ( ) ( ) ( , ) (6.31)
( )
m
nr
t d
r d
s d r
K U
t t t P k t K
R t R k
 
       
The asymptotic value of f 11  at large times has the following form: 
(1) (2)
11 11 11
4
1 1 1
3
( ) lim [ ( ) ( )]
(6.32)
o
t
N N
VOK VOKV o k d Y
d d
t t
K
R R Da
  
  

  
  
 
    
The interest in this chapter is to investigate the relative effect of sorption kinetics and 
dispersion. Therefore, 0.1Da   is considered so that the advection time scale is smaller 
than the time scale of reaction. 
To investigate how the combined effects of heterogeneous hydraulic conductivity 
and kinetic reactions influence reactive transport, the multiscale and hierarchical 
sedimentary architecture is used with the related K variation in example 1 (see section 
6.3).  By using the parameters listed in Table 6.3a and 6.3b, the dispersivity of kinetically 
sorbing solutes was computed. Figure 6.4a and 6.4b show the results of the time 
evolution of dispersivity of kinetically sorbing solutes for 0.1Da   using two different 
values for dK . They also show the contribution from the auto ( 1V  and 2V  ) and cross 
( 3V  and 4V  ) terms to the dispersion of the kinetically sorbing solute in a three-
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dimensional domain. Also, the 
(2)
11  contribution is presented along with the non-reactive 
dispersivity. Figure 6.4a and 6.4b show that the majority of the 
(1)
11 is from the 
contribution of cross-terms of the larger scale of stratal architecture ( 4V  ). Also, this 
term mainly controls the general shape of the 
(1)
11 .  Two important time limits for the
(2)
11
can be discussed; they can be related to the 
(1)
11 , as discussed by Quinodoz and Valocchi 
(1993). The first limit is the time when the 
(2)
11 starts to increase, which corresponds to 
the time when 
(1)
11 term begins to deviate from the non-reactive limit. The second limit is 
when the 
(2)
11 attains its asymptotic value, which corresponds to the time when the 
(1)
11  
also approaches its asymptotic value. As is seen in Figs 6.4a and 6.4b, these two limits 
and the shape of the 
(1)
11  are controlled by cross-terms of larger scale of stratal 
architecture ( 4V  ) and the other terms ( 1 3V   ) contribute insignificantly to the 
dispersion. The contribution of 3V   is larger than the auto-terms. Therefore, the auto-
terms can be ignored while still explaining the 
(1)
11 . Note that for a larger dK  value there 
is an early peak in the dispersion of the kinetically sorbing solute which can be larger 
than its asymptotic value. Higher dK  simply means the adsorption rate is faster than 
desorption rate. As a result, a double peak is created in the mobile phase concentration 
distribution. The first peak is caused by the portion of mass that has not been adsorbed 
and therefore travels with mean flow velocity. The second peak corresponds to the 
particles that have adsorbed and desorbed back into the mobile phase. This behavior has 
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been discussed by Bellin et al. (1991), and Quinodoz and Valocchi (1993). The main 
interest in application is on the results of kinetic model,
(1) (2)
11 11  . It is clear that by 
increasing 
dK the shape of the kinetic model is also controlled by 4V  . The collective 
results show that for a given 0.1Da   the dispersion of a kinetically sorbing solute can 
be larger or smaller than the dispersion of non-reactive solutes depending on the value of 
dK . 
The second example (Table 6.4) will be analyzed in section 6.5 below. 
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Figure 6.4.  The contribution of auto-and cross-terms of the dispersion-kinetics component,
(1)
11 , and 
kinetic term, 
(2)
11 , to  longitudinal dispersivity, 11 , versus dimensionless time / YtU  for (a) 1dK  , 
0.1Da   and (b) 5dK  , 0.1Da   
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6.5. Sensitivity Analysis 
 
6.5.1. Two-dimensional versus three-dimensional 
 
Using example 1 we compared the results of effective dispersivity for the 
transport of kinetically sorbing solutes for two dimensional domain versus the three-
dimensional one. The time evolution of the 11( )t  were calculated using equation (6.31) 
and incorporating 
( )
11
nr from equation (6.16) and (6.17) for three-dimensional and two-
dimensional domains, respectively. The results are shown in Figure 4.5a and Figure 4.5b.  
The results of 11( )t  for 2D are smaller than for 3D, especially at the initial stage for both 
1dK   and 5dK  . 
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Figure 6.5. The normalized longitudinal dispersivity ( )(/)( 111111   t ) versus the dimensionless 
time 
YUt /  for (a) 1dK , 1.0aD , and (b) 5dK , 1.0aD  ( 1 ) 
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6.5.2. The influence of anisotropy ratio   
 
The results with different   are plotted in Figure 6.6a and 6.6b. It is observed that 
the anisotropy  ratio    has  a  relatively  small impact upon the transport of kinetically 
sorbing solutes in  a hierarchical  and  multimodal  domain,  in  which  the units have a 
common anisotropy ratio. 
6.5.3. The influence of indicator correlation length, integral scale, and mean conductivity 
The second example (data by Dai et al., 2004) was used in order to perform the 
sensitivity analysis of indicator correlation length, integral scale, and mean conductivity. 
 
6.5.3.1. The influence of indicator scale, I  
 
To perform the sensitivity of 11( )t  to I  the parameters given in Table 6.4 were 
fixed and the I varied from 1 to 20. The results are summarized in Figure 6.7a and 6.7b. 
These results show the dispersion coefficients are sensitive to the indicator scale. 
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Figure 6. 6. The normalized longitudinal dispersivity ( )(/)( 111111   t ) versus the dimensionless 
time 
YUt /  with different   values for (a) 1dK , 1.0aD ,  and (b) 5dK , 1.0aD  
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Figure 6.7. Sensitivity of the normalized longitudinal dispersivity ( )(/)( 111111   t ) to the indicator 
correlation scale versus the dimensionless time 
YUt /  for (a) 1dK , 1.0aD ,  and (b) 5dK , 
1.0aD  ( 1 ) 
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6.5.3.2. Integral scales ok  
 
To perform the sensitivity analysis to ok it is assumed that 11 1m  , 21 22  and 
21 11/   . The other parameters are fixed at the values listed in Table 6.4. The results 
are given in Figure 6.8a and 6.8b and show that the overall influence of ok on 11( )t  is 
not significant. The impact of changing ok is not as significant as I on the transport of 
kinetically sorbing solutes. Just as the results in Figure 6.3, the 3V   term is more 
important than the 1,2V  terms. Therefore, the 
(1)
11  term is less sensitive to the ok . 
6.5.3.3. Mean conductivity GokK  
 
Here 11 0.1 /GK m d , 21 22G GK K and 21 11/G GK K  are considered. When 
1  the cross-terms are zero and (1)11 is composed of only the auto-terms. By increasing 
the  , the difference between mean conductivity of the different units increases and also 
the values of cross terms of 
(1)
11  increases. The results are shown in Figure 6.9a and 
6.9b. Among the parameters examined including indicator scale, integral scale, and mean 
conductivity, the dispersivity coefficient is most sensitive to contrast in mean 
conductivity. 
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Figure 6.8. Sensitivity of the normalized longitudinal dispersivity ( )(/)( 111111   t ) to the integral 
scale versus the dimensionless time 
YUt /  for (a) 1dK , 1.0aD  , and (b) 5dK , 1.0aD  (
1 ) 
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Figure 6. 9. Sensitivity of the normalized longitudinal dispersivity ( )(/)( 111111   t ) to the mean 
conductivity versus the dimensionless time 
YUt /  for (a) 1dK , 1.0aD , and (b) 5dK , 
1.0aD  ( 1 ) 
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6.6. Conclusions 
 
In this chapter the influence of the hierarchical sedimentary architecture upon the 
transport of kinetically sorbing solutes in multimodal heterogeneous porous formations 
was analyzed. The analytical solution developed by Quinodoz and Valocchi (1993) and 
Massabo et al. (2008) for a kinetically sorbing solute is composed of the sum of two 
terms. The first combines the effects of formation heterogeneity and kinetic reaction 
(dispersion-kinetic term), whereas the second specifically represents the influence of 
reaction kinetics (kinetic-term). Indeed, this approach separates the problem into two 
stochastic processes: the process of particle displacement in the dissolved phase and the 
process of sorption and desorption, which yields a statistical measure of the time spent in 
the dissolved phase. The analytical solution for dispersion of non-reactive solute in 
hierarchical multimodal formations was derived which represents the transport of 
particles in the dissolved phase. General global covariance functions were considered by 
combining volumetric proportions, transition probabilities among categories, and 
covariance of log conductivity within sediments organized into hierarchical levels. 
Exponential functions were also considered for the transition probabilities and the local 
covariance. Therefore, two types of correlation lengths are defined in the global 
covariance function: the integral scale of log conductivity and the indicator correlation 
scale at each scale of stratal hierarchy. Combining volumetric proportions, transition 
probabilities among categories and covariance of log conductivity within sediments 
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organized into a hierarchy provides a strong link between the model for the spatial 
variability and the geology it is supposed to represent. The longitudinal dispersion 
coefficient of a kinetically sorbing solute in two-dimensional and three-dimensional 
domains were derived. The results show that the mean difference across unit type 
boundaries of larger scale units of the stratal hierarchy explains the majority of the 
dispersion for non-reactive and reactive solutes undergoing kinetic reaction for the 
examples provided in this chapter. Also, the mean difference across unit type boundaries 
of larger scale units of the stratal hierarchy controls the behavior of dispersion kinetic 
term. The second important contribution to the dispersion-kinetic term comes from the 
mean difference across unit type boundaries at a smaller scale.  In the three-dimensional 
case, the anisotropy ratio has negligible effect upon the longitudinal dispersivity 
coefficients for sorbing solutes. The values of dispersion coefficients vary with the 
changes of indicator correlation scale, integral scale, and the contrast of the mean log 
conductivity between different units. But, the dispersion coefficients of kinetically 
sorbing solutes are more sensitive to contrast in mean conductivity, GokK . 
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Appendix 6A. Derivation of spectral density of fluctuations in ln(K) 
 
Considering an exponential covariance function of ln(K) (Dagan, 1989; Rubin, 2003): 
2 2
2 2 231 2
1 2 3
( ( ) ( ) ( ) )( )
(A6.1)( )
Y Y
hh hh
Y e eC h
   
  
  
where 
i are the integral scales. The Fourier transform of ln(K) is found by: 
.
3
(A6.2)
1
( ) ( )
(2 )
ik h
Y YC k e C h dh




     
Substituting (A6.1) into (A6.2), then it yields: 
2
( )
.
3
(A6.3)
1
( )
(2 )
Y
h
ik h
Y eC k e dh



 

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     
Integrating (A6.2) leads to the following expression for the Fourier transform of ln(K): 
2
1 2 3
2 2 2
(A6.4)
1
( )
(1 ( ) )
Y
YC k
k
   
 


 
where 
2 2 2 2
1 1 2 2 3 3( ) ( ) ( ) ( )k k k k      . (A4) is the Fourier transform of ln(K) for the 
unimodal porous media. For the multimodal porous media, the multimodal covariance 
function of ln(K) (equations (6.8) and/or equation (6.9)) is easily integrated to obtain the 
corresponding Fourier transform of ln(K). 
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Appendix 6B. Derivation of the dispersivity of non-reactive solute 
 
Here the integration method suggested by Dagan (1989) was used to derive the 
related expression for the dispersivity of non-reactive solute. Equation (6.15) contains the 
following integral: 
( ) 0
( )
( ) (B6.1)
t
pq
nr
pq
u U t dt
t
U

 


 
where p qu is the flow velocity covariance. The Fourier transform of flow velocity, 
equation (6.14), is used to evaluate (B6.1). By using (A6.4) we get the Fourier transform 
of flow velocity in the longitudinal direction as: 
2
2 21
11 2
2
2 21
2
2 2
2 21 2 3 1
2 2 2
( ) (1 ) ( )
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Therefore, 
2 2
2 21 2 3 1
11 2 2 2
1
( ) (1 ( ) ) cos( . )
(1 ( ) )
YU ku h k h dk
k k
   
 
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Hence, 
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Changing variables 
1
1s U s
  and 
1/U t   gives: 
2 2 2 2 2
( ) 21 2 2 3 3
11 12 2 2 2 2 2 2 2 2
1 1 2 2 3 30
1
( ) ( ) cos( )
(1 )
nr Y k kt k s dk ds
k k k k

   

   
 
  
    

 
     
 
Now it is considered that
1 2    and 3   which  is the anisotropy ratio.  Thus, 
2 2
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Now changing to spherical coordinate system and defining: 
1 2 3 3
1 2 3 3
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Therefore, 
2 2 2
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In order to derive the above integral the following general integrals are used: 
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In case of integral in (B6.2) the following parameters are used in (B6.3a)-(B6.3c): 
2
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Thus, one can derive (B4.2) as follows: 
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The 
oJ  and 1J  are the zero and first order Bessel functions, respectively.  By changing 
the variable r  the integration in (B6.4) yields: 
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In above integral one can use the following general integral: 
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Finally, 
( )
11 ( )
nr t  is found as follows: 
3
2
( ) 2
11 1 30
2 2
2 ( 2 )
( ) {1 [2 ( ) ( )] (B6.6)nr Y
u r v u
t e r J F r dr
v u
     

       
where 
3
2 3 3 2
1 0
32
3 2
2
2 2 2
(2 ) ( ) ( ) ( 4 ) (5 4 )
( ) [ ][ ]
1
1
J J r v u u v u
F r
r
v u
u r
r
v r r
    

 

    

 

  
 
198 
 
Appendix 6C. Statistical moments of 
mt  
 
The first two temporal moments of 
mt  are given by the following expressions (Quinodoz 
and Valocchi, 1993; Massabo et al, 2008): 
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where ( )mp t  is the pdf of mt  given by the expression (6.22), 1d dR K  , and r dk R t 
. 
 
 
 
 
 
 
 
 
199 
 
     REFERENCES 
 
1. Allen-King, R. M., R. M. Halket, D. R. Gaylord, and M. J. L. Robin (1998), 
Characterizing the heterogeneity and correlation of perchloroethene sorption and 
hydraulic conductivity using a facies-based approach, Water Resour. Res., 34, 
385-396, doi: 10.1029/97WR03496. 
 
2. Allen-King, R. M., P. Grathwohl, and W. P. Ball (2002), New modeling 
paradigms for the sorption of hydrophobic organic chemicals to heterogeneous 
carboniceous matter in soils, sediments, and rocks, Adv. Water Resour., 25, 985– 
1016, doi: 10.1016/S0309-1708(02)00045-3. 
 
3. Allen-King, R. M., D. P. Divine, M. J. L. Robin, J. R. Alldredge, and D. R. 
Gaylord (2006), Spatial distributions of perchloroethylene reactive transport 
parameters in the Borden Aquifer, Water Resour. Res., 42, W01413, 
doi:10.1029/2005WR003977. 
 
4. Allen-King, R.M., I. Kalinovich, D. Dominic, G. Wang, R. Polmanteer and D. 
Divine (2015), Hydrophobic organic contaminant transport property heterogeneity 
in the Borden aquifer, Water Resources Research, doi: 10.1002/2014WR016161. 
 
5. Attinger, S., Dentz, M., Kinzelbach, H., and Kinzelbach, W. (1999) Temporal 
behaviour of a solute cloud in a chemically heterogeneous porous medium. 
Journal of Fluid Mechanics, 386, 77-104, doi: 10.1017/S0022112099004334. 
 
6. Attinger, S., Dentz, M., and Kinzelbach, W. (2004), Exact transverse macro 
dispersion coefficients for transport in heterogeneous porous media. Stochastic 
Environmental Research and Risk Assessment, 18(1), 9-15, doi: 10.1007/s00477-
003-0160-6. 
 
7. Ball, W. P., and P. V. Roberts (1991a), Long-term sorption of halogenated 
organic chemicals by aquifer material, 1. Equilibrium, Environ. Sci. Technol., 25 
(7), 1223– 1237, doi: 10.1021/es00019a002. 
 
8. Bellin, A., A.J.Valocchi, and A.Rinaldo (1991) Double peak formation in reactive 
solute transport in one-dimensional heterogeneous porous media. Quaderni Del 
Dipatimento IDR 1/1991, Dipartimento di Ingegneria Civile et Ambientale, 
Universita degli Studdi Trento. 
 
200 
 
9. Bellin, A., A. Rinaldo, W. J. P. Bosma, S. E. A. T. M. van derZee, and Y. Rubin 
(1993), linear equilibrium adsorbing solute transport in physically and chemically 
heterogeneous porous formations: 1. Analytical solutions, Water Resour. Res., 
29(12), 4019–4030, doi:10.1029/93WR02303. 
 
10. Bellin, A., and A. Rinaldo (1995), Analytical Solutions for Transport of Linearly 
Adsorbing Solutes in Heterogeneous Formations, Water Resour. Res., 31(6), 
1505–1511, doi:10.1029/95WR00200. 
 
11. Bellin, A., Lawrence, A. E., and Rubin, Y. (2004), Models of sub-grid variability 
in numerical simulations of solute transport in heterogeneous porous formations: 
three-dimensional flow and effect of pore-scale dispersion. Stochastic 
Environmental Research and Risk Assessment, 18(1), 31-38, doi: 
10.1007/s00477-003-0164-2. 
 
12. Bridge, J.S., (2006) Fluvial facies models: Recent developments, in Facies 
Models Revisited, SEPM Spec. Publ., 84, edited by H. W. Posamentier and R. G. 
Walker, pp. 85–170, Soc. for Sediment. Geol. (SEPM), Tulsa, Okla. 
 
13. Bosma, W. J. P., A. Bellin, S. E. A. T. M. van derZee, and A. Rinaldo (1993), 
linear equilibrium adsorbing solute transport in physically and chemically 
heterogeneous porous formations: 2. Numerical results, Water Resour. Res., 
29(12), 4031–4043, doi:10.1029/93WR02305. 
 
14. Brusseau, M. L. (1994), Transport of reactive contaminants in heterogeneous 
porous media. Reviews of Geophysics, 32(3), 285-313, DOI: 
10.1029/94RG00624. 
 
15. Brusseau, M.L.,and R. Srivastava (1997), Nonideal transport of reactive solutes in 
heterogeneous porous media: 2. Quantitative analysis of the Borden natural-
gradient field experiment, Journal of Contaminant Hydrology, 28(1-2), 115-
155,doi: 10.1016/S0169-7722(97)00036-3 
 
16. Burr, D. T., E. A. Sudicky, and R. L. Naff (1994), Nonreactive and reactive solute 
transport in three-dimensional heterogeneous porous media: Mean displacement, 
plume spreading, and uncertainty, Water Resour. Res., 30(3), 791–815, 
doi:10.1029/93WR02946. 
 
201 
 
17. Carle, S. F. (1996), A transition probability-based approach to geostatistical 
characterization of hydrostratigraphic architecture, Ph.D. dissertation, Univ. of 
California, Davis. 
 
18. Carle, S. F., and G. E. Fogg (1996), Transition probability-based indicator 
geostatistics, Math. Geol., 28(4), 453–476, doi: 10.1007/BF02083656. 
 
19. Cheng, T., Barnett, M.O., Roden, E.E., Zhuang, J., (2007),  Reactive transport of 
uranium (VI) and phosphate in a goethite-coated sand column: an experimental 
study. Chemosphere 68 (7), 1218–1223, doi: 10.1016/j.chemosphere.2007.01.063. 
 
20. Cvetkovic, V., and G. Dagan, (1994) Transport of kinetically sorbing solute by 
steady random velocity in heterogeneous porous formations.  J. Fluid Mech., 265, 
189–215, doi: 10.1017/S0022112094000807. 
 
21. Curtis, G. P., P. V. Roberts, and M. Reihard (1986), A natural gradient 
experiment on solute transport in a sand aquifer: 4. Sorption of organic solutes 
and its influence on mobility, Water Resour. Res., 22(13), 2059–2067, 
doi:10.1029/WR022i013p02059. 
 
22. Dagan G. (1982) Stochastic modeling of groundwater flow by unconditional and 
conditional probabilities 2.The solute transport. Water Resour. Res., 18(4), 0835-
848, doi: 10.1029/WR018i004p00835. 
 
23. Dagan, G. (1984), Solute transport in heterogeneous porous media, J. Fluid 
Mech., 145, 151– 177, doi:10.1017/S0022112084002858. 
 
24. Dagan,G.(1988) Time-dependent macrodispersion for solute transport in 
anisotropic heterogeneous aquifers, Water Resour. Res., 24(9), 1491-1500, doi: 
10.1029/WR024i009p01491. 
 
25. Dagan, G. (1989), Flow and Transport in Porous Formations, Springer Verlag, 
Berlin, ISBN: 978-3-540-51098-7. 
 
26. Dagan, G. (1991), Dispersion of a passive solute in non-ergodic transport by 
steady velocity fields in heterogeneous formations. Journal of Fluid Mechanics, 
233, 197-210, doi: 10.1017/S0022112091000459. 
 
202 
 
27. Dagan, G., and V. Cvetkovic (1993), Spatial moments of a kinetically sorbing 
solute plume in a heterogeneous aquifer, Water Resour. Res., 29(12), 4053–4061, 
doi:10.1029/93WR02299. 
 
28. Dagan, G., and A. Fiori (1997), The influence of pore-scale dispersion on 
concentration statistical moments in transport through heterogeneous aquifers, 
Water Resour. Res., 33(7), 1595–1605, doi:10.1029/97WR00803. 
 
29. Dai, Z., Ritzi Jr, R. W., Huang, C., Rubin, Y. N., and Dominic, D. F. (2004) 
Transport in heterogeneous sediments with multimodal conductivity and 
hierarchical organization across scales. Journal of Hydrology, 294(1), 68-86, doi: 
10.1016/j.jhydrol.2003.10.024. 
 
30. Dai, Z., R. W. Ritzi Jr., and D. F. Dominic (2005), Improving permeability 
semivariograms with transition probability models of hierarchical sedimentary 
architecture derived from outcrop analog studies, Water Resour. Res., 41, 
W07032, doi:10.1029/2004WR003515. 
 
31. Dai, Z., A. Wolfsberg, Z. Lu, and R. Ritzi Jr. (2007), Representing aquifer 
architecture in macrodispersivity models with an analytical solution of the 
transition probability matrix, Geophys. Res. Lett., 34, L20406, 
doi:10.1029/2007GL031608. 
 
32. Dai,  Z.,  Wolfsberg,  A.V.,  Lu,  Z.,  Reimus,  P. (2007b)  Upscaling  matrix  
diffusion coefficients for heterogeneous fractured rocks. Geophys. Res. Lett. 34, 
L07408, http://dx.doi.org/10.1029/2007 GL029332. 
 
33. Dai, Z., A. Wolfsberg, Z. Lu, and H. Deng, (2009) Scale dependence of sorption 
coefficients for contaminant transport in saturated fractured rock. Geophysical 
Research Letters, 36, L01403, doi:10.1029/2008GL036516. 
 
34. Davis,  J.A.,  Yabusaki,  S.B.,  Steefel,  C.I.,  Zachara,  J.M.,  Curtis,  G.P.,  
Redden,  G.D., Criscenti, L.J., Honey, B.D., 2004. Assessing conceptual models 
for subsurface reactive transport of inorganic contaminants. Trans. Am. Geophys. 
Union, EOS 85(44), November 2. 
 
35. Dentz, M., H. Kinzelbach, S. Attinger, and W. Kinzelbach (2000), Temporal 
behavior of a solute cloud in a heterogeneous porous medium: 1. Point-like 
injection, Water Resour. Res., 36(12), 3591–3604, doi:10.1029/2000WR900162. 
 
203 
 
36. Dentz, M., Le Borgne, T., Englert, A., Bijeljic, B., 2011. Mixing, spreading and 
reaction in heterogeneous media: A brief review. Journal of contaminant 
hydrology, 120, 1-17, doi: 10.1016/j.jconhyd.2010.05.002. 
 
37. Deng, H., Z. Dai, A. Wolfsberg, Z. Lu, M. Ye and P. Reimus, (2010) Upscaling 
of reactive mass transport in fractured rocks with multimodal reactive mineral 
facies. Water Resources Research, 46, W06501, doi:10.1029/2009WR008363. 
 
38. Deng, H., Z. Dai, A. V. Wolfsberg, M. Ye, P. H. Stauffer, Z. Lu, and E. Kwicklis 
(2013), Upscaling retardation factor in hierarchical porous media with multimodal 
reactive mineral facies, Chemosphere, 91(3), 248–257, 
doi:10.1016/j.chemosphere.2012.10.105. 
 
39. de Marsily, G. (1986) Quantitative Hydrogeology. Academic Press, Orlando, 
Florida. 
 
40. Divine, D. P. (2002), Physical and chemical heterogeneity in the subsurface: 
Spatial distribution of transport parameters and their relation to depositional 
processes, M.S. thesis, 192 pp., Wash. State Univ., Pullman, Wash. 
 
41. Fernàndez-Garcia, D., T. H. Illangasekare, and H. Rajaram (2005), Differences in 
the scale dependence of dispersivity and retardation factors estimated from 
forced-gradient and uniform flow tracer tests in three-dimensional physically and 
chemically heterogeneous porous media, Water Resour. Res., 41, W03012, doi: 
10.1029/2004WR003125. 
 
42. Fiori, A., Dagan, G., (2002) Transport of a passive scalar in a strati fied porous 
medium. Transp. Porous Media, 47, 81–98, doi: 10.1023/A:1015079408153. 
 
43. Freyberg, D. L. (1986), A natural gradient experiment on solute transport in a 
sand aquifer: 2. Spatial moments and the advection and dispersion of nonreactive 
tracers, Water Resour.  Res., 22(13), 2031 – 2046, 
doi:10.1029/WR022i013p02031. 
 
44. Frind, E. O., Sudicky, E. A., and Schellenberg, S. L. (1987)  Micro-scale 
modelling in the study of plume evolution in heterogeneous media. Stochastic 
hydrology and Hydraulics, 1(4), 263-279, doi: 10.1007/BF01543098. 
 
204 
 
45. Garabedian, S. P. (1987), Large-scale dispersive transport in aquifers: Field 
experiments and reactive transport theory, Ph.D. dissertation, Mass. Inst. Of 
Technol., Cambridge. 
 
46. Garabedian, S. P., L. W. Gelhar, and M. A. Celia (1988), Large-scale dispersive 
transport in aquifers: Field experiments and reactive transport theory Rep. 315 
Ralph M. Parsons Lab., Dep. of Civ. Eng., Mass. Inst. of Technol., Cambridge. 
 
47. Gelhar, L.W., (1993), Stochastic Subsurface Hydrology. Prentice-Hall, 
Englewood Cliffs, NJ. 
 
48. Gelhar, L.W., Axness, C.L., (1983), Three-dimensional stochastic analysis of 
macrodispersion in aquifers. Water Resour. Res. 19 (1), 161–180, 
doi:10.1029/WR019i001p00161. 
 
49. Gershenzon, N.I., Mohamadreza Soltanian, Robert W. Ritzi, Jr, and David F. 
Dominic (2015),  Understanding the impact of open-framework conglomerates on 
water–oil displacements: the Victor interval of the Ivishak Reservoir, Prudhoe 
Bay Field, Alaska,  Petroleum Geoscience, 21, 43-54, doi:10.1144/petgeo2014-
017. 
 
50. Gershenzon, N. I., Soltanian, M., Ritzi, R. W., & Dominic, D. F. (2014), 
Influence of Small Scale Heterogeneity on CO2Trapping Processes in Deep Saline 
Aquifers. Energy Procedia, 59, 166-173, doi: 10.1016/j.egypro.2014.10.363. 
 
51. Goltz, M. N., and  P. V. Roberts (1986), Interpreting organic solute transport data 
from a field experiment using physical nonequilibrium models, Journal of 
Contaminant Hydrology, 1(1), 77-93, doi:10.1016/0169-7722(86)90008-2. 
 
52. Goltz, M. N., and P. V.  Roberts (1988), Simulations of physical nonequilibrium 
solute transport models: Application to a large-scale field experiment, Journal of 
contaminant hydrology, 3(1), 37-63, doi:10.1016/0169-7722(88)90016-2. 
  
53. Guin, A., R. Ramanathan, R. W. Ritzi Jr., D. F. Dominic, I. A. Lunt, T. D. 
Scheibe, and V. L. Freedman (2010) Simulating the heterogeneity in braided 
channel belt deposits: 2. Examples of results and comparison to natural deposits. 
Water Resour. Res., 46, W04516, doi:10.1029/2009WR008112. 
 
205 
 
54. Hsu, K. C., Zhang, D., Neuman S.P., (1996), Higher-order effects on flow and 
transport in randomly heterogeneous porous media. Water Resources Research, 
32(3), 571-582, doi: 10.1007/978-94-009-0205-3_4. 
 
55. Huang, C., Dai, Z. (2008), Modeling groundwater in multimodal porous media 
with localized decompositions. Mathematical geosciences, 40(6), 689-704, doi: 
10.1007/s11004-008-9167-3. 
 
56. Tompson, A. F. B. (1993), Numerical simulation of chemical migration in 
physically and chemically heterogeneous porous media, Water Resour. Res., 
29(11), 3709–3726, doi:10.1029/93WR01526. 
 
57. Kabala, Z. J., and G. Sposito (1991), A stochastic model of reactive solute 
transport with time-varying velocity in a heterogeneous aquifer, Water Resour. 
Res., 27(3), 341–350, doi:10.1029/90WR01906. 
 
58. Kalinovich, I., R. Allen-King, and K. Thomas (2012), Distribution of 
carbonaceous matter in lithofacies: Impacts on HOC sorption nonlinearity, J. 
Contam. Hydrol., 133, 84–93, doi: 10.1016/j.jconhyd.2012.03.007. 
 
59. Keller, R., and J. Giddings (1960), Multiple zones and spots in chromatography, 
J. Chromatogr., 3, 205–220. 
 
60. Lunati, I., Attinger, S., Kinzelbach, W. (2002), Macrodispersivity for transport in 
arbitrary non-uniform flow fields:  asymptotic and preasymptotic results. Water 
Resour. Res. 38 (10). doi:10.1029/2001WR001203. 
 
61. Lunt, I.A. (2002), A three-dimensional, quantitative depositional model of 
gravelly braided river sediments with special reference to the spatial distribution 
of porosity and permeability. PhD dissertation, State University of New York  
at Binghamton. 
 
62. Lunt, I. A., Bridge, J. S. and Tye, R. S. (2004), A quantitative, three-dimensional 
depositional model of gravelly braided rivers. Sedimentology, 51(3), 377–414. 
doi:10.1111/j.1365-3091.2004.00627.x 
 
63. Mackay, D. M., D. L. Freyberg, P. V. Roberts, and J. A. Cherry (1986), A natural 
gradient experiment on solute transport in a sand aquifer: 1. Approach and 
overview of plume movement, Water Resour. Res., 22(13), 2017–2029, 
doi:10.1029/WR022i013p02017. 
206 
 
 
64. Massabó, M., A. Bellin, and A. J. Valocchi, (2008) Spatial moments analysis of 
kinetically sorbing solutes in aquifer with bimodal permeability distribution. 
Water Resour. Res., 44, W09424, doi:10.1029/2007WR006539. 
 
65. Maghrebi, M., Jankovic, I., Fiori, A., and Dagan, G. (2013) Effective retardation 
factor for transport of reactive solutes in highly heterogeneous porous formations. 
Water Resources Research, 49(12), doi: 10.1002/2013WR014429. 
 
66. Maghrebi, M., Jankovic, I., Allen-King, R. M., Rabideau, A. J., Kalinovich, I., & 
Weissmann, G. S. (2014). Impacts of transport mechanisms and plume history on 
tailing of sorbing plumes in heterogeneous porous formations. Advances in Water 
Resources, 73, 123-133, doi: 10.1016/j.advwatres.2014.07.007. 
 
67. Miralles-Wilhelm, F., and L. W. Gelhar (1996), Stochastic analysis of sorption 
macrokinetics in heterogeneous aquifers, Water Resour. Res., 32(6), 1541–1549, 
doi:10.1029/96WR00791. 
 
68. Parker, J. C., and Valocchi, A. J. (1986) Constraints on the validity of equilibrium 
and first-order kinetic transport models in structured soils. Water Resources 
Research, 22(3), 399-407, doi: 10.1029/WR022i003p00399. 
 
69. Quinodoz, H.A.M. (1992) Transport of kinetically adsorbing contaminants in 
randomly heterogeneous aquifers. Ph.D. thesis, University of Illinois at Urbana-
Champaign. 
 
70. Quinodoz, H. A. M., and A. J. Valocchi (1993), Stochastic analysis of the 
transport of kinetically sorbing solutes in aquifers with randomly heterogeneous 
hydraulic conductivity, Water Resour. Res., 29(9), 3227–3240, 
doi:10.1029/93WR01039. 
 
71. Ramanathan, R., R. W. Ritzi Jr., and C. Huang (2008), Linking hierarchical stratal 
architecture to plume spreading in a Lagrangian-based transport model, Water 
Resour. Res., 44, W04503, doi:10.1029/2007WR006282. 
 
72. Ramanathan, R., R. W. Ritzi Jr., and R. M. Allen-King,(2010), Linking 
hierarchical stratal architecture to plume spreading in a Lagrangian-based 
transport model: 2. Evaluation using new data from the Borden site, Water 
Resour. Res., 46, W01510, doi:10.1029/2009WR007810. 
 
207 
 
73. Rajaram, H. (1997), Time and Scale-Dependent Effective Retardation Factors in 
Heterogeneous Aquifers, Advances in Water Resources, 20(4), 217-230, doi: 
10.1016/S0309-1708(96)00021-8. 
 
74. Rajaram, H.,  Gelhar,  L.W., (1993),  Plume-scale dependent dispersion in 
heterogeneous aquifers:  2. Eulerian analysis and three-dimensional aquifers. 
Water Resour. Res., 29 (9), 3261–3276, doi: 10.1029/93WR01068. 
 
75. Ritzi, R. W. (2000), Behavior of indicator variograms and transition probabilities 
in relation to the variance in lengths of hydrofacies, Water Resour. Res., 36(11), 
3375– 3381, doi:10.1029/2000WR900139. 
 
76. Ritzi, R.W., Dai, Z., Dominic, D.F., Rubin, Y. (2002), Spatial structure of 
permeability in relation to hierarchical sedimentary architecture in buried-valley 
aquifers: centimeter to kilometer scales. In: Findikakis, A., (Ed.), Bridging the 
Gap Between Measurements and Modeling in Heterogeneous Media, IAHS and 
Lawrence Berkeley Laboratory, (on CD-ROM). 
 
77. Ritzi, R. W., Dai, Z., Dominic, D. F., Rubin, Y. N. (2004), Spatial correlation of 
permeability in crossstratified sediment with hierarchical architecture. Water 
Resources Research 40(3), W03513doi: 10.1029/2003WR002420. 
 
78. Ritzi, R. W., and R. M. Allen-King (2007), Why did Sudicky [1986] find an 
exponential-like spatial correlation structure for hydraulic conductivity at the 
Borden research site? Water Resour. Res., 43, W01406, 
doi:10.1029/2006WR004935. 
 
79. Ritzi, R. W. Jr., L. Huang, R. Ramanathan, and R. M. Allen-King (2013), 
Horizontal spatial correlation of hydraulic and reactive transport parameters as 
related to hierarchical sedimentary architecture at the Borden research site, Water 
Resour. Res., 49, 1901–1913, doi:10.1002/wrcr.20165. 
 
80. Roberts, P. V., M. N. Goltz, and D. M. Mackay (1986), A natural gradient 
experiment on solute transport in a sand aquifer: 3. Retardation estimates and 
mass balances for organic solutes, Water Resour. Res., 22(13), 2047–2058, 
doi:10.1029/WR022i013p02047. 
 
81. Robin, M. J. L., E. A. Sudicky, R. W. Gillham, and R. G. Kachanoski (1991), 
Spatial Variability of Strontium Distribution Coefficients and Their Correlation 
208 
 
With Hydraulic Conductivity in the Canadian Forces Base Borden Aquifer, Water 
Resour. Res., 27(10), 2619–2632, doi:10.1029/91WR01107. 
 
82. Rubin, Y. (1990), Stochastic modeling of macrodispersion in heterogeneous 
porous media, Water Resour. Res., 26(1), 133–141, 
doi:10.1029/WR026i001p00133. 
 
83. Rubin, Y., and G. Dagan (1992), A note on head and velocity covariances in 
three-dimensional flow through heterogeneous anisotropic porous media, Water 
Resour. Res., 28(5), 1463–1470, doi:10.1029/92WR00107. 
 
84. Rubin, Y., Cushey, M. A., and Bellin, A. (1994), Modeling of transport in 
groundwater for environmental risk assessment. Stochastic Hydrology and 
Hydraulics, 8(1), 57-77, doi: 10.1007/BF01581390. 
 
85. Rubin, Y. (1995), Flow and transport in bimodal heterogeneous formations. Water 
Resour. Res. 31(10), 1468–2461, doi: 10.1029/95WR01953. 
 
86. Rubin, Y., Sun, A., Maxwell, R., and Bellin, A., (1999), The concept of block-
effective macrodispersivity and a unified approach for grid-scale-and plume-
scale-dependent transport. Journal of Fluid Mechanics, 395, 161-180, doi: 
10.1017/S0022112099005868. 
 
87. Rubin, Y., (2003), Applied Stochastic Hydrogeology. Oxford Univ. Press, New 
York, ISBN-10: 019513804X. 
 
88. Rubin, Y., I. A. Lunt, and J. S. Bridge (2006), Spatial variability in river 
sediments and its link with river channel geometry, Water Resour. Res., 42, 
W06D16, doi:10.1029/2005WR004853. 
 
89. Samper, J., Yang, C., (2006), Stochastic analysis of transport and multicomponent 
competitive monovalent cation exchange in aquifers, Geosphere 2 (2), 102-112, 
doi: 10.1130/GES00030.1. 
 
90. Sardin, M., Schweich, D., Leij, F. J., and Genuchten, M. T. (1991), Modeling the 
nonequilibrium transport of linearly interacting solutes in porous media: A 
review. Water Resources Research, 27(9), 2287-2307, doi: 10.1029/91WR01034. 
 
209 
 
91. Scheibe, T.D., Freyberg, D.L. (1995) The use of sedimentological information for 
geometric simulation of natural porous media structure. Water Resour. Res. 31, 
3259–3270, doi: 10.1029/95WR02570. 
 
92. Soltanian, M. R., R. W. Ritzi, Z. Dai, C. C. Huang, and D. Dominic (2014a), 
Transport of kinetically sorbing solutes in heterogeneous sediments with 
multimodal conductivity and hierarchical organization across scales, Stochastic 
Environ. Res. Risk. Assess. 29 (3), 709-726,doi:10.1007/s00477-014-0922-3. 
 
93. Soltanian, M.R., R.W. Ritzi, C.C. Huang, Z. Dai (2015a), Relating reactive solute 
transport to hierarchical and multi-scale sedimentary architecture to in a 
Lagrangian-based transport model: 1. Time-dependent effective retardation factor, 
Water Resources Research, 51,doi: 10.1002/2014WR016353 
 
94. Soltanian, M.R., R.W. Ritzi, C.C. Huang, Z. Dai (2015b), Relating reactive solute 
transport  to hierarchical and multi-scale sedimentary architecture to in a 
Lagrangian-based transport model: 2. The particle displacement variance, Water 
Resources Research, 51, doi: 10.1002/2014WR016354 
 
95. Soltanian, M. R., and R. W. Ritzi (2014), A new method for analysis of variance 
of the hydraulic and reactive attributes of aquifers as linked to hierarchical and 
multiscaled sedimentary architecture, Water Resour. Res., 50, 
doi:10.1002/2014WR015468. 
 
96. Soltanian, M. R., Ritzi, R. W., Dai, Z., Huang, C. C. (2015), Reactive solute 
transport in physically and chemically heterogeneous porous media with 
multimodal reactive mineral facies: The Lagrangian approach, Chemosphere, 122, 
235-244, doi: 10.1016/j.chemosphere.2014.11.064. 
 
97. Soltanian, M.R., Ritzi, R.W., Huang, C.C., Dai, Z, Deng, H.,(2015), A note on 
upscaling retardation factor in hierarchical porous media with multimodal reactive 
mineral facies, Transport in Porous Media, doi: 10.1007/s11242-015-0480-2. 
 
98. Sudicky, E. A. (1986), A natural gradient experiment on solute transport in a sand 
aquifer: Spatial variability of hydraulic conductivity and its role in the dispersion 
process, Water Resour. Res., 22(13), 2069–2082, 
doi:10.1029/WR022i013p02069. 
 
99. van Genuchten, M. T. (1985). A general approach for modeling solute transport in 
structured soils. Mem. Int. Assoc. Hydrogeol, 17(1), 513-526. 
210 
 
 
100. White, C. D., and B. J. Willis (2000), A method to estimate length distributions 
from outcrop data, Math.  Geol., 32, 389 – 419, doi:10.1023/A:1007510615051. 
 
101. Wood, W. W., T. F. Kraemer, and P.P. Hearn (1990), Intragranular diffusion: an 
important mechanism influencing solute transport in clastic aquifers?, Science, 
247(4950), 1569-1572, doi:10.1126/science.247.4950.1569. 
 
102. Woodbury, A. D., and E. A. Sudicky (1991), The geostatistical characteristics of 
the borden aquifer, Water Resour. Res., 27(4), 533–546, 
doi:10.1029/90WR02545. 
 
103. Yang, C., Samper, J. (2009), Numerical evaluation of multicomponent cation 
exchange reactive transport in physically and geochemically heterogeneous 
porous media, Computational Geosciences, 13 (3), 391-404, doi: 10.1007/s10596-
009-9127-0. 
 
104. Zavarin,   M.,   S.  F. Carle,   and   R. M. Maxwell, (2004),   Upscaling 
Radionuclide Retardation-Linking   the   Surface   Complexation and Ion   
Exchange Mechanistic Approach to a Linear Kd Approach, UCRL-TR-204713, 
Lawrence Livermore National Laboratory, Livermore, California. 
 
105. Zhang, Y., Green, C.T., and Fogg, G.E., (2013) The impact of medium 
architecture of alluvial settings on non-Fickian transport. Advances in Water 
Resources, 54: 78–99, doi: 10.1016/j.advwatres.2013.01.004. 
 
106. Zhang, Q., (1998) Multi-length-scale theories for scale-up problem and 
renormalized perturbation expansion. Adv. Water Res. 20(5-6), 317–333, doi: 
10.1016/S0309-1708(96)00048-6. 
 
107. Zhou, Y., Ritzi, R.W., Soltanian, M. R., and Dominic, D. F., (2014) The 
Influence of Streambed Heterogeneity on Hyporheic Flow in Gravelly Rivers. 
Groundwater, 52(2), 206-216, doi: 10.1111/gwat.12048. 
 
108. Whitaker, S., (1999), The Method of Volume Averaging. Kluwer Academic 
Publishers, ISBN: 978-94-017-3389-2. 
 
 
 
 
