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Abstract
Both historical and linguistic evidence shows that numbers 20 and
40 played a special role in many traditional numerical systems. The
fact that, e.g., the same number 20 appears in unrelated cultures such
as Romans and Mayans is an indication that this number must have
a general explanation related to human experience. In this paper, we
provide a possible explanation of 20 and 40 along these lines: namely,
we show that these numbers can be identified as the smallest sample
sizes for which we can extract statistically significant information.
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Formulation of the Problem

Numbers like 20 and 40 have a special role in several traditional numerical
systems. Sometimes, we know it from the old records – e.g., we know that
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Mayans used a 20-based system; see, e.g., [1, 2, 5, 6, 7, 8, 10, 11]. Sometimes, we
know it from the unusual names of the corresponding numbers in the language:
• in Latin-originated languages such as French and Spanish, most multiples
of ten have names like “three tens” (trenta in Spanish), “ﬁve tens” (cincuenta in Spanish), etc., except for the number 20, which has a special
name (veinte in Spanish);
• in Russian, similarly, most names literally mean “three tens” (tridcat’)
or “ﬁve tens” (piat’desiat), with the exception of the number 40, which
has a special name sorok.
A natural question is: why? The fact that, e.g., the number 20 appears in such
completely unrelated cultures as the Romans and the Mayans indicates that
the special role of this number is probably not accidental: it probably reﬂects
some important feature of general human experience.
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Towards a Possible Explanation

Our main idea. Numbers describe groups (groups of people, groups of dogs,
etc.). In data processing terms, numbers describe sample sizes. Samples are
important: we learn knowledge from our experiences, from observing samples
of the corresponding data.
When the sample is too small, we cannot extract any reliable information
from this sample. For example, after observing only one dog (or even two
dogs), we cannot make reliable conclusions about dogs in general:
• we may encounter a friendly dog, but this does not mean that all dogs
are friendly;
• we may encounter a vicious dog, but this does not mean that all dogs
are vicious.
Since based on samples of small size, we cannot make reliable conclusions,
there should be the smallest sample size nmin based on which we can make
meaningful conclusions. Because of the special important of this smallest sample size, it is reasonable to expect that the corresponding number is specially
marked in a traditional number system.
In this paper, we will show that this idea can provide a possible explanation
of the special role of numbers 20 and 40.
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Analysis of the problem. Based on the sample of values x1 , . . . , xn , the
ﬁrst thing we usually do is estimate the mean µ and standard deviation σ;
see, e.g., [9]. In many cases, the distribution is close to normal, so, in data
processing, we can use formulas corresponding to normal distributions. In
particular, we can usually estimate the mean as the arithmetic mean of the
n
def 1 ∑
sample values µ ≈ µ̂ = ·
xi , and the standard deviation as σ ≈ σ̂, where
n i=1
n
∑
1
def
(σ̂)2 =
·
(xi − µ̂)2 .
n − 1 i=1
These estimates are based on a ﬁnite sample and are, therefore, approximate. In particular, the mean square deviation σe of the diﬀerence σ − σ̂
between the actual (unknown) value σ and its estimate σ̂ is known, for rea√
σ
sonably large n, to be approximately equal to 2 · √ .
n
Based on this standard deviation, we can conclude that with high conﬁdence, the actual value σ deviates from the estimate σ̂, by no more than k0 · σe ,
where usually, we take k0 = 2 (corresponding to conﬁdence 95%) or k0 = 3
(corresponding to conﬁdence 99.9%). So, based on processing a sample of size
n, we conclude that the actual value σ is within the interval [σ−k0 ·σe , σ+k0 ·σe ].
We are looking for the smallest sample size n which can enable us to get
reliable estimates – at least the crude ones. It is known (see, e.g., [3]) that we
base our crude estimates on half-order of magnitude (a possible explanation
for this is given in [4]), i.e., by the factor of three. It is therefore reasonable to
select a sample size for which the resulting estimates are at most half-order of
magnitude diﬀerent from the actual value σ. In other words, we need to select
σ
n for which σ − k0 · σe ≥ and σ + k0 · σe ≤ 3σ.
3
Substituting the above expression for σe into the ﬁrst inequality, we get
√
σ
σ
σ − k0 · 2 · √ ≥ .
n
3
Dividing both sides by σ > 0, we conclude that
√
1
2
1 − k0 · √ ≥ .
n
3
Moving the term containing n to the right-hand side and all other terms to
the left-hand side, we get
√
2
2
k0 · √ ≤ .
n
3
2
4
Squaring both sides, we get k02 · ≤ . Multiplying both sides by n and by
n
9
9
2
, we get n ≥ 4.5 · k0 .
4
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√
σ
For the second inequality, we similarly get σ + k0 · 2 · √ ≤ 3σ, hence
n
√
√
2
2
2
1 + k0 · √ ≤ 3; so, k0 · √ ≤ 2 therefore k02 · ≤ 4, and n ≥ 0.5 · k02 .
n
n
n
For both inequalities to be satisﬁed, we must satisfy both inequalities n ≥
4.5 · k02 and n ≥ 0.5 · k02 . The right-hand side of the ﬁrst inequality is always
greater than the right-hand side of the second one. So, for both inequalities
to be satisﬁed, it is suﬃcient to have n ≥ 4.5 · k02 . Now:
• For k0 = 2, this inequality takes the form n ≥ 18. Thus, the smallest sample size that satisﬁes this inequality is nmin = 18. If we take
into account that our computations were approximate, this is a good
approximation to the number 20.
• For k0 = 3, the above inequality takes the form n ≥ 40.5. Thus, the
smallest sample size that satisﬁes this inequality is nmin ≥ 41. This is an
even better approximation to the number 40.
Conclusion. Numbers ≈ 20 and ≈ 40 indeed naturally appear as sample
sizes for which we can extract reliable conclusions from observations. This
may be an explanation of why there numbers played a special role in the
traditional number systems.
Discussion.
• Our derivation of the numbers 20 and 40 uses basic facts from statistics.
Of course, we do not claim that our ancestors consciously used formulas
of modern statistics – but they did not need to know statistics to come
up with these sample sizes. The formulas leading to 20 and 40 simply
describe which samples are large enough so that we can extract meaningful knowledge from them. Our ancestors could have come up with these
numbers from experience – generalizations based on too small samples
were useless, and these were the smallest sizes for generalization worked.
• We can also speculate why in the South (Romans, Mayans), people used
the number 20 corresponding to the lower conﬁdence of 95%, while in
the North (Russia), they used the number 40 corresponding to the higher
conﬁdence level of 99.9%. A possible explanation may be that in the
South, the environment is more friendly, so possible mistakes are less
critical, while in the harsher Northern climates, a mistake can be fatal –
so it is desirable to have more reliable conclusions.
• Instead of looking for estimates which are one half-order of magnitude
close to σ, we could alternatively look for estimates which are two, three,
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etc., half-orders of magnitude close, i.e., for which, for some integer d =
2, 3, . . ., we get σ − k0 · 3−d · σ and σ + k0 · σe ≤ 3d · σ. By applying
an analysis similar to the one we did for d = 1, we can conclude that
2k02
both inequalities are satisﬁed if and only if n ≥
. We can thus
(1 − 3−d )2
compute the smallest value nmin for which both inequalities are satisﬁed
(i.e., for which we can reconstruct σ modulo d half-orders of magnitude):
– For d = 2 and k0 = 2, we get nmin = 10 – which may explain the
special role of the number 10 in the traditional number systems.
– For d = 2 and k0 = 3, we get nmin = 23 – which is another good
approximation to 20.
– For d ≥ 3 and k0 = 2, we get nmin = 9 (which is close to 10).
– For d ≥ 3 and k0 = 3, we get nmin = 19 (which is also close to 20).
One can see that 20 appears in many more cases than 40; this explains
why more traditional number system assign special role to number 20
than to number 40.
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