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It has been established that the count of ordinal patterns, which do not occur in a time series, called
forbidden patterns, is an effective measure for the detection of determinism in noisy data. A very
recent study has shown that this measure is also partially robust against the effects of irregular
sampling. In this paper, we extend said research with an emphasis on exploring the parameter
space for the method’s sole parameter—the length of the ordinal patterns—and find that the
measure is more robust to under-sampling and irregular sampling than previously reported. Using
numerically generated data from the Lorenz system and the hyper-chaotic R€ossler system, we
investigate the reliability of the relative proportion of ordinal patterns in periodic and chaotic time
series for various degrees of under-sampling, random depletion of data, and timing jitter.
Discussion and interpretation of results focus on determining the limitations of the measure with
respect to optimal parameter selection, the quantity of data available, the sampling period, and the
Lyapunov and de-correlation times of the system. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4968551]
Experienced practitioners of nonlinear time series analy-
sis will understand the importance discerning determinis-
tic dynamics from stochastic processes using measured
data. The reasons are, first, that many of the existing
techniques in the field are theoretically dependent on the
assumption of determinism. This includes any method
requiring a phase space reconstruction using time delay
embedding such as the estimation of the correlation
dimension or Lyapunov exponents.1 Second, knowing
from experimental data that a system that is likely driven
by a deterministic process can be used to justify and
inform the construction of models as systems of equa-
tions. The count of forbidden ordinal patterns2 is a rela-
tively new measure that has been shown to be a powerful
and computationally simple tool for the detection of
determinism in severely noise corrupted data, but how
reliable is this measure when the time series data have
been sampled with insufficient frequency or at irregular
intervals?
I. INTRODUCTION
Irregularly sampled time series are commonplace in
data that have been measured beyond the confines of con-
trolled laboratory experiments. More extreme examples can
arise where measurements can only be taken in particular
weather conditions or when some remote sensing apparatus
is within the range of communication such as astrophysical
data,3 which must be recorded with telescopes or received
from satellites. There are also data that are inherently irregu-
larly sampled such as financial time series where stock prices
are updated when transactions are made,4 or recordings of
biological signals such as cardiac inter-beat intervals.5,6 A
further example is time series affected by the timing jitter in
measurement devices, which can induce bias in amplitude
measurements of sampled waveforms.7
The reality of irregular sampling compels us to investi-
gate the reliability of any measure or method that we would
apply to analyse such data. In a very recent paper by Kulp
et al.,8 the authors undertook a study of the robustness of the
count of forbidden patterns with respect to several irregular
sampling schemes. Forbidden patterns are a phenomenon
that arises from the process of mapping deterministic time
series to a particular symbolic dynamics known as ordinal
patterns.2,9 This method of abstraction was originally intro-
duced by Bandt and Pompe to quantify complexity,10 but
subsequent research has shown that identifying the existence
of a set of ordinal patterns that do not occur in a given time
series, or in the language of the field, confirming the exis-
tence of some set of forbidden patterns, is a theoretically
sound and practically applicable criterion for asserting that
the data contain a deterministic component.2,11,12 Kulp et al.
used numerically generated time series from periodic and
chaotic regimes of the Lorenz system to test the effects of
irregular sampling on the count of forbidden patterns and
found that the measure was robust for the sampling schemes
considered in their study given a limited degree of irregular-
ity but that more extreme fluctuations in sampling period
would cause misleading results. However, they elected to
use a very narrow parameter range for the computation ofa)Electronic mail: michael.mccullough@research.uwa.edu.au
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ordinal patterns with respect to the pattern length and
focussed primarily on qualitative discussion of the frequency
content of the signals and the Nyquist frequency obtained
from Fourier transforms of the time series to explain their
results.
Our investigation is intended to serve as an extension to
the paper by Kulp et al. by virtue of several key distinctions
between this and the former study. First, we study the bene-
fits and potential limitations of exploring a larger parameter
space for the ordinal pattern length. Second, and critically,
we present the interpretation of our results and formulate our
conclusions through the lens of nonlinear dynamical systems
theory, which is not only novel and complementary to the
existing study but also a necessary perspective in light of the
much broader motivation: to detect quantitative evidence of
deterministic dynamics in complex systems based on mea-
sured time series data. Differences in our approach that are
of a technical nature will be detailed throughout this paper
within the context in which they arise.
The remainder of this paper is structured as follows:
Section II provides a brief introduction to the concept of ordinal
patterns and forbidden patterns as a means for detecting deter-
minism. Section III comprises the description of methodology,
results, and discussions for three separate numerical investiga-
tions into the effect of sampling on the count of forbidden pat-
terns as performed on time series from the Lorenz system and
the hyper-chaotic R€ossler system, namely: under-sampling
(Sec. III A), random depletion of data (Sec. III B), and timing
jitter (Sec. III C). Concluding remarks are given in Section IV.
II. COUNTING FORBIDDEN PATTERNS
Consider an arbitrary time series comprising a total of N
temporally ordered observations from a continuous system.
We begin by enumerating the set of ordinal patterns occur-
ring in the time series using the Bandt and Pompe method.10
This is done by taking a sliding window of length m along
the time series and computing the rank order of data points
within each window based on relative amplitude. The rank
ordering of a given window is its ordinal pattern. For brevity,
we omit further details of this mapping procedure and
instead refer readers to the recent review paper by Amigo
et al.9 for a comprehensive definition of the process.
For a given window length, there are a total of m! unique
ordinal patterns that can possibly occur in our time series
(see Figure 1, for example). It is intuitive that all m! patterns
will almost certainly occur in a time series generated by a
stochastic process for N !1. Perhaps less intuitive but piv-
otal in the context of this study is that for time series gener-
ated by deterministic dynamics there will exist a set of
forbidden patterns which can never occur.9 Using analytical
arguments based on the concept of topological permutation
entropy, it has been demonstrated that forbidden patterns
will always exist for deterministic one dimensional piece-
wise monotone interval maps,11 and numerical investigations
suggest that forbidden patterns are also characteristic of con-
tinuous chaotic dynamics.8 By virtue of this phenomenon, it
is possible to use the count of the forbidden patterns to detect
determinism in time series data. Complications arise from
the fact that real data are finite; hence, an ordinal pattern that
is admissible in the dynamics may not occur during the
period of observation.2 However, methods have been devel-
oped with this issue in mind, which are effective for the
detection of determinism in relatively short, highly noisy
data.11,13
Having outlined the means by which the set of ordinal
patterns can be computed from a time series and the theory
underpinning the application of forbidden patterns to the
detection of determinism in noisy time series, we return to
the central question of this study: how reliable is the count of
forbidden patterns from time series when the data are under-
sampled or irregularly sampled? For the remainder of this
study, we will refer to the measure




which is the relative number of forbidden patterns with
respect to the total number of possible patterns dependent on
m, where s is the set of ordinal patterns enumerated from the
time series and j:j denotes cardinality. This measure is an
estimator of the relative number of true forbidden patterns,
or alternatively, 1 PðmÞf is the proportion of patterns admis-
sible by the dynamics which would almost certainly occur as
N !1. In the following investigation, we test the robust-
ness of PðmÞf with respect to various sampling schemes for a
range of m.
III. NUMERICAL INVESTIGATION
Before proceeding with the main line of inquiry, we pre-
sent Figure 2 as a result which motivates the study of PðmÞf
for larger m. Kulp et al.8 limited the scope of their investiga-
tions to m  5. However, it is clear from Figure 2 that PðmÞf
appears to be a more robust measure against both noise and
false forbidden patterns as m increases (provided N  m!).
This is due to the outgrowth property which causes forbidden
patterns to dominate (super-exponential growth) with respect
to admissible patterns (exponential growth) as m increases
for deterministic time series.2 Moreover, while smaller m
may be sufficient for detecting determinism in periodic
dynamics and single scroll phase coherent chaos generated
by the R€ossler system, more complex chaotic time series
from the two scroll Lorenz and Chua circuit attractors appear
FIG. 1. The set of all possible ordinal patterns of length m ¼ 3. Data points
are ranked in descending order.
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to require m  5 before the measure would become a reliable
estimator in the presence of even small amounts of noise.
The method of investigation used for this study gener-
ally follows the approach taken by Kulp et al.8 but with sev-
eral fundamental exceptions. First, we have elected to report
the relative number of forbidden patterns as a percentage
rather than an absolute count, thereby enabling easier com-
parison between results for different m. Second, Kulp et al.
specified a fixed time series length N while varying the sam-
pling period Dt. This meant that the total integration time
length of each time series was directly proportional to the
experimental variable Dt and changed with each simulation.
Instead, we opt to fix the integration time length and allow N
to vary. The practical analogy for our approach, distinct
from the former, is that we are constrained to observe a sys-
tem for some fixed time; hence, the system generates some
fixed total amount of information, and we concern ourselves
with the question of how highly or regularly the system be
sampled to extract information of significant quantity and
quality for PðmÞf to be a reliable estimator.
We perform our investigation on highly sampled time
series generated by the Lorenz system in both periodic and
chaotic regimes, in line with Kulp et al.8—readers should
refer to this paper for details of equations and system param-
eters. Time series were generated by solving the systems
using a fourth-fifth order Runge-Kutta algorithm and transi-
ents were removed.
A. Under-sampling
To test the effect of under-sampling for a regular sam-
pling period, we generate time series for total integration
time length of 20 000 time units (approximately 6 105
cycles) for 0:01  Dt  0:3 and then compute PðmÞf for
3  m  8. In the periodic case (Figure 3(a)), it can be
observed that PðmÞf  0 as expected and is stable for
6  m  8. However, the value of the measure appears to be
sensitive to Dt in a highly non-trivial manner when m  5.
This sensitivity is very likely due to aliasing effects as postu-
lated by Kulp et al., who also reported that when Dt is such
that the sampling frequency 1=Dt is less than the Nyquist fre-
quency, results should be discarded because the data are no
longer sufficient to describe the waveform of the underlying
dynamics.8 On the latter point, we assert that that PðmÞf will
be non-zero for all Dt given regular sampling period and for
sufficient m. This is because aliasing will result in a time
series with a period greater than the original signal but one
which is still strictly periodic; hence, forbidden patterns will
still exist and be a characteristic indicator for the detection
of determinism even as Dt becomes large.
For chaotic time series, results in Figure 3(b) show
PðmÞf  0 converging to zero for m ¼ 3; :::; 7. This is best
explained by the fact that time series points in each window
become de-correlated with increasing Dt due to sensitivity to
initial conditions imposed by the chaotic dynamics, and sub-
sequently the time series will resemble a random process
when Dt is sufficiently large. We can find an estimate for this
value of Dt by computing the autocorrelation function and
Lyapunov time of the time series, shown in Figure 4.
Therefore, it should be expected that PðmÞf > 0 for Dt 0:28
and PðmÞf  0 for any larger Dt. Referring back to Figure
3(b), this suggests that selecting m ¼ 7 provides the most
robust PðmÞf for the range of Dt where the time series retains
evidence of the underlying determinism.
However, this also implies an anomaly in the results for
m ¼ 8 because PðmÞf  0 and does not appear to be converg-
ing anywhere close to zero. We have included this curve to
highlight the issue of false forbidden patterns and insufficient
data. It is generally accepted that ordinal pattern statistics
will be reliable if the length of data available meets the
FIG. 2. Percentage of forbidden patterns against pattern order m in long
(N  m!) highly sampled time series from periodic and chaotic regimes of
archetypal chaotic systems.
FIG. 3. Percentage of forbidden patterns against sampling period Dt for reg-
ularly sampled time series generated by the Lorenz system in the (a) periodic
and (b) chaotic regimes.
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heuristic condition N  m!þ m 1 to ensure that it will be
likely that most of the admissible patterns occur in the data.2
In the case of the results for m ¼ 8 shown in Figure 3(b), we
have N  70 000 for Dt ¼ 0:28 and m! ¼ 8! ¼ 40 320, so
this condition is not met as Dt approaches the Lyapunov
time. Therefore, it is probable that the estimate of PðmÞf for
m ¼ 8 includes many false forbidden patterns and, as such,
is inaccurate. To confirm this, we compute PðmÞf with m ¼ 8
against N  106 for several Dt either side of the Lyapunov
time, as shown in Figure 5. These results show that PðmÞf con-
verges to zero (or very close to zero) with increasing N for
Dt > 0:28 and is non-zero for Dt in the lower range where
the time series exhibits a reasonable degree of correlation
due to determinism. For the remainder of this study, we use
Dt ¼ 0:05 and 0:1 as our fundamental sampling periods
(before depletion or jitter are applied to the data) because
PðmÞf is non-zero and stable up to m ¼ 8 for N > 105.
Our key findings in this subsection are as follows. First,
detection of determinism using only PðmÞf will likely fail for
chaotic time series when the sampling period exceeds the
Lyapunov time or the point at which the autocorrelation
function approaches zero. We note here, however, that this
finding does not exclude the possibility that other more rigor-
ous quantitative methods for detecting determinism using
forbidden patterns11,13 may still be effective for sparse irreg-
ularly sample time series. Second, selecting larger m will
provide better detection of determinism when using forbid-
den patterns methods until the point where there are insuffi-
cient data to ensure accurate sampling of admissible ordinal
patterns.
In order to verify our findings with other example sys-
tems, we repeated our numerical experiments using x-com-
ponent time series generated by the R€ossler system in an
8-periodic regime ða; b; cÞ ¼ ð0:3848; 2; 4Þ and the four-
dimensional (4D) R€ossler system in a hyper-chaotic regime
ða; b; c; dÞ ¼ ð0:25; 3; 0:5; 0:05Þ. The range of Dt values for
simulations with these data are selected to ensure an approxi-
mate equivalence of sampling intervals with respect to the
points-per-mean-cycle between the different time series data
used in this study. We do this because one of the central
aspects of these investigations is the relationship between the
sampling frequency and the time scale of dynamical evolu-
tion, as highlighted in the study by Kulp et al.8 Figure 6
shows the sensitivity of the relative count of forbidden pat-
terns to the sampling period for the hyper-chaotic 4D
R€ossler time series. The results are different from those for
the Lorenz time series, in that PðmÞf remains non-zero for
large Dt where m  5, and even in the case of m ¼ 4 where
the measures does reach zero, it trends upwards again to a
non-zero value. We postulate that the difference between the
results for the two systems arises from their respective auto-
correlation functions. As shown in Figure 4, the Lorenz time
series decorrelates rapidly with values near zero. On the other
hand, the autocorrelation function for the hyper-chaotic
R€ossler system is highly cyclic with slow decay. This is a
reflection of the strongly quasi-periodic motion of the phase-
space trajectory with respect to the one-dimensional projec-
tion onto the x-coordinate. Because ordinal patterns are
robust to small changes in amplitude and the system has rela-
tively consistent phase dynamics, the time series retains an
element of its characteristic determinism to which ordinal
patterns are sensitive, even for very sparse sampling, and
hence why PðmÞf is non-zero for large Dt. However, it is
almost certain that PðmÞf would eventually decrease. The dips
in PðmÞf for m  7 are likely an aliasing phenomenon as also
observed in the results for the periodic Lorenz time series
(Figure 3(a)).
FIG. 4. The autocorrelation function and Lyapunov time (vertical dashed
line) for the regularly sampled chaotic Lorenz time series. The Lyapunov
time of the system which was estimated from the time series using the
TISEAN14 software package function lyap_k.
FIG. 5. The percentage of forbidden patterns against the length of the time
series N for m ¼ 8 (results for white noise are included for reference).
FIG. 6. Percentage of forbidden patterns against sampling period Dt for regu-
larly sampled time series generated by the hyper-chaotic 4D R€ossler system.
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B. Random depletion
For this test, we generate time series for total integration
time length of 20 000 time units for Dt  0:05 and then ran-
domly remove data points from the time series. Once more
we have followed the methodology of Kulp et al.8 but extend
the computations to larger m.
Figure 7 shows PðmÞf with respect to the percentage
depleted (d%). Beginning at the leftmost point of the figure,
one observes that PðmÞf decreases with d% for both periodic
and chaotic dynamics. The count of forbidden patterns
decreases because random depletion introduces a stochastic
component in the dynamics by way of random distortion of
the temporal correlation between elements in each m-length
window of successive data points from which the ordinal
patterns are computed. This eventually results in time series
with no forbidden patterns, as can be observed in the curves
for m ¼ 5; :::; 7, at which point PðmÞf is no longer a reliable
criterion for determinism.
The first feature of these results which is new in this
study is that all of the curves ultimately trend upward to
PðmÞf ¼ 100%, most notably for m ¼ 8 where the forbidden
pattern count trends upward at d%  80% before it is able to
reach zero. This is due to false forbidden patterns becoming
prevalent such that the condition for reliable sampling of
ordinal patterns Nð1 d%Þ  m! is no longer met. For
example, for d% ¼ 90% we have 0:1N ¼ 40 000  8! and
therefore d% must be far less than this level for PðmÞf to be a
usable measure when m ¼ 8.
The second new finding in this study pertaining to random
depletion is that, as per the under-sampling test, the results for
both periodic and chaotic time series show that PðmÞf is higher
for larger m and therefore provides a more robust measure for
the detection of determinism. This can be explained by exam-
ining the worst case for PðmÞf affected by the process of random
depletion. For simplicity, assume very long data and a level of
depletion such that Nð1 d%Þ  m!. Then assume the case
that for all m-length windows of the data, removing a single
data point from within a window will result in a new ordinal
pattern that was forbidden before the removal of the said data
point and that the pattern originally corresponding to this win-
dow is also counted somewhere else in the data. Now consider
Nd% points depleted from the data each spaced by a minimum
of m 1 data points such that the maximal number of new pat-
terns, equal to Nmd%, is observed. Therefore, forbidden pat-
terns can only be observed if m! Nmd% > 0. This condition
is not intended to serve as a heuristic for electing to use forbid-
den patterns as a test for determinism because in that capacity
FIG. 7. Percentage of forbidden patterns against the percentage of the obser-
vations that have been randomly removed from the data for time series gen-
erated by the Lorenz system in the (a) periodic and (b) chaotic regimes. The
data were sampled with regular period Dt ¼ 0:05 prior to the depletion pro-
cess. Each datum is the mean of 100 realisations of the simulation. Variance
across all simulations is less than 2:4%.
FIG. 8. Percentage of forbidden patterns against depletion percentage for time
series generated by the (a) 8-periodic R€ossler and (b) hyper-chaotic 4D
R€ossler time series. The data were sampled at regular periods (a) Dt ¼ 0:31
and (b) Dt ¼ 0:285, respectively, prior to the depletion process. Each datum is
the mean of 100 realisations of the simulation. Variance across all simulations
is less than 0:2%.
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it is excessively conservative. However, it implies that for a
given length of data and percentage of depletion, using larger
m should provide a more reliable count of forbidden patterns
where sufficient data are available.
Figure 8 shows the corresponding results for the
8-periodic R€ossler and the hyper-chaotic 4D R€ossler experi-
ments. The Dt value used is such that we sample 20 points
per mean cycle in both cases. Evidently, the results are con-
sistent with our previous analysis for the Lorenz data. We
have elected to include the plot for the 8-periodic regime to
highlight two observations. First, the large PðmÞf count which
characterises periodic systems. Second, the robustness of the
count even at significant depletion percentages, as the very
low rate of decrease for d%  40% in Figure 8(a) illustrates.
C. Timing jitter
In this final test, we investigate PðmÞf for time series with
simulated timing jitter applied to the sampling period. This
is achieved by defining a vector of sampling times with regu-
lar period and perturbing each sample time by realisations of
a random variable with a normal distribution of zero mean.
The intensity of the jitter is controlled by the standard devia-
tion r. If a sampling time index is perturbed to the extent
that it overlaps with adjacent indices, then the vector is
sorted to recover temporal ordering. The Runge-Kutta solver
returns observations for the periodic and chaotic Lorenz sys-
tems at the times specified by the sampling vector for total
integration time length of 20 000 time units. Note that N 
m! holds for these tests.
The results for the periodic case are shown in Figure 9.
It can be observed that PðmÞf appears to converge to a steady
value when r  Dt. The increasing jitter perturbs the tempo-
ral correlation between adjacent data points resulting in
more admissible patterns until r > Dt when the sampling
scheme is essentially random with constant average density
on the time scale Dt. This is likely to be an unrealistic level
of jitter for most applications; nonetheless, in this scenario
the primary factor affecting the count of forbidden patterns
is the average density of sampling. As can be seen by com-
paring Figure 9(a) with Figure 9(b), larger sampling periods
make PðmÞf less reliable in the presence of the timing jitter.
However, the key finding is that PðmÞf maintains non-zero
values for r as large as 2Dt and beyond when m is suffi-
ciently large. The prior work of Kulp et al.8 only provides
results for the jitter timing test for m ¼ 5. For this choice of
m, PðmÞf is only non-zero in the periodic time series for jitter
with r < 0:5 when Dt ¼ 0:05.
Results are similar in the chaotic case as observable in
Figure 10. The estimator PðmÞf remains a reliable criterion for
determinism for sufficiently large m. On the other hand, for
larger Dt the count of forbidden patterns is severely dimin-
ished in the presence even for small r (Figure 10(b)) despite
this sampling period providing reliable results for regular
sampling. This is because the correlation between adjacent
data points in a chaotic time series disintegrates rapidly as Dt
increases due to exponential divergence of trajectories as dis-
cussed in Section III A. Under these dynamical conditions,
even small perturbations to temporal correlation can be
significant. Finally, as was clear for periodic time series, it is
reasonable to postulate from these curves that the density of
sampling, rather than the regularity of the sampling period,
should be the primary concern when assessing the likelihood
of obtaining a reliable PðmÞf from experimental data affected
by timing jitter.
Figure 11 depicts the results for the hyper-chaotic 4D
R€ossler experiment. All key findings are consistent with
those for the Lorenz time series. We observe a saturation to a
limiting value once r ’ Dt ¼ 0:285 for m  7 and non-zero
values for all r ¼ 2Dt and beyond regardless of m. The esti-
mator PðmÞf retains its reliability in detecting determinism
and the regularity of sampling period seems to be of second-
ary concern in comparison to the density of sampling. Note
that the sampling frequency of the underlying (unperturbed)
regular grid corresponds to 20 points per mean cycle, which
is sufficiently high as shown in Figure 6.
IV. CONCLUDING REMARKS
In this study, we have investigated the robustness of the
count of forbidden patterns as a criterion for the detection of
determinism with respect to data that have been under-
sampled or irregularly sampled by a process of random
depletion and timing jitter. For each flawed sampling
FIG. 9. Percentage of forbidden patterns against the timing jitter for time
series generated by a periodic Lorenz system. In this experiment, the under-
lying regular sampling period was set to (a) Dt ¼ 0:05 and (b) Dt ¼ 0:1, and
the degree to which the regular sampling period was perturbed was governed
by Nð0;r2Þ.
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scheme, we generated continuous model time series from
data from the Lorenz system in both periodic and chaotic
regimes and the R€ossler system in 8-periodic and hyper-
chaotic regimes. From these data, we computed the relative
number of forbidden patterns for ordinal patterns up to
m ¼ 8. Our results demonstrated that the count of forbidden
patterns is robust under certain conditions for all of the sam-
pling schemes that we tested.
In the case of under-sampling for periodic time series,
we found that the count of forbidden patterns remains
non-zero for significantly under-sampled data and showed
that it will remain non-zero for any regular sampling inter-
val given sufficient m. For chaotic time series, successive
time series points will rapidly de-correlate as the sampling
interval increases due to the sensitivity to initial conditions
that is inherent in chaotic systems. When the sampling
interval is too large, the time series resembles a random
process and, hence, forbidden patterns will no longer
occur. We found it necessary for the sampling interval to
be in the range where correlation can still clearly be
observed from the autocorrelation function of the time
series. Where data have been randomly depleted from the
time series we observe that the count of forbidden patterns
will become unreliable when the length of data available
approaches the number of possible permutations, as gov-
erned by the window length parameter m. This finding
applies to all of our results—unsurprisingly because this is
a well known condition for sampling ordinal patterns. For
time series affected by timing jitter, our results indicate
that it is the average density of sampling rather than the
degree of jitter, which determines the reliability of the
count of forbidden patterns.
The central, overarching finding in this investigation is,
however, that the window length m should be chosen as large
as possible for a given length N of data available. Broadly
speaking, our results agree with those of Kulp et al.8 yet we
found that the count of forbidden patterns was significantly
more robust when m was chosen larger in all instances.
Furthermore, we provided a simple analytical argument for
the importance of selecting m as large as possible for the
case of random depletion.
There are, of course, numerous other models for irregu-
lar sampling schemes, including Poisson and power law dis-
tributions, which may be closer to reality in certain
applications such as the analysis of pre-historic climate data.
We refer readers to the second paper in this series where we
continue our investigation of the reliability of forbidden pat-
terns in data that have been irregularly sampled based on
these and other distributions.15
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the degree to which the regular sampling period was perturbed was governed
by Nð0; r2Þ.
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