Maximum likelihood estimation method, uniformly minimum variance unbiased estimation method and minimum mean square error estimation, as classical estimation procedures, are frequently used for parameter estimation in statistics, which assuming the parameter is constant , while Bayes method assuming the parameter is random variable and hence the Bayes estimator is an estimator which minimize the Bayes risk for each value the random observable and for square error lose function the Bayes estimator is the posterior mean. It is well known that the Bayesian estimation is hardly used as a parameter estimation technique due to some difficulties to finding a prior distribution.
Introduction
Bayesian theory and Bayesian probability are named after Thomas Bayes The Pareto distribution is easy to manipulate analytically and provides a good starting point for discussions of more general distribution. For the more it's analytical tractability allows exploration of the relationships between classical and Bayesian estimators.
In this paper we consider the problem of estimating the shape parameter of Pareto distribution using both classical and Bayesian approach. Bayesian estimator derived from posterior distribution has been used to derive the three classical estimators.
The main object of this paper is to examine the classical estimators can be obtained from various choices made within a Bayesian framework for the Pareto distribution for different values of the pair of hyper parameters of the prior function, the Bayes estimator provides three classical estimators. 
Some classical estimation methods
The likelihood function is: 
To obtain uniformly minimum variance unbiased estimator ( UMVUE ) for α by
Lehmann Scheffe, let us set the density function to exponential family as 
Bayes method
To obtain a Bayes estimator for α, we will consider the improper prior distribution for α of the form 
