Retrieval in a multimedia database usually involves combining information from different modalities of data, such as text and images. However, all modalities of the data may not be available to form the query. The results from such a partial query are often less than satisfactory. In this paper, we present an approach to complete a partial query by estimating the missing features in the query. Our experiments with a database of images and their associated captions show that, with an initial text-only query, our completion method has similar performance to a full query with both image and text features. In addition, when we use relevance feedback, our approach outperforms the results obtained using a full query.
INTRODUCTION
A common problem in multimedia retrieval is that offinding a face for a name so that we can determine if the face is present in other images without the associated name. A related problem is one where we want to associate a name with a face so we can determine if the name appears in any text documents.
This task of finding a name given a face or a face given a name in a database of documents, each containing one or more captioned images, can be difficult. If we consider the entire text of the document, we may find names unrelated to the faces in the images. A solution is to consider just the caption as it often provides a concise summary of the events in the image. But, this has drawbacks as well. If we query using the name of a person, we may get incorrect results when either the caption contains the name, but the associated image does not contain the person or the image of the person is present, but the caption does not include the name. Alternatively, focusing on the image has the well known problem of recognizing faces, given the variation due to changing illumination, different poses and view angles, changing hairstyles, and the presence or absence of makeup or accessories. It therefore makes sense to exploit both the text and the image to improve the retrieval performance.
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Ideally, we would expect the best results when we use image and text information in both the query and in the retrieval process. Unfortunately, in many cases, we have only a partial query, where either the text or the image is missing. Recent work on combining text and images has focused mainly on the computationally expensive technique of modeling the joint probability distribution between words and image regions [1] . In this paper, we present an approach to estimating missing features which is both simple and computationally inexpensive. We focus on the specific problem of retrieving documents composed of images of faces and their associated captions given either a name or an image containing a face, and show how we can improve the retrieval results.
EXTRACTING TEXT AND IMAGE FEATURES
We represent each item in our database by a feature vector v (I, t), where I are features extracted from a face image I and t is the text feature vector derived from the associated caption. If an image has several faces in it, each face in the image has a copy of the text features, but different image features derived from the individual faces.
Text Features
Given a caption, we extract the text features using the script, doc2mat [2] , which removes common words and finds the root words or tokens in the caption. For example, the caption "President George W. Bush..." becomes the set of tokens w = {presi, georg, bush}. We process the tokens using the term frequency inverse document frequency (TFIDF) representation from text retrieval [3] . This represents the text part of the feature vector, t = (t1, .. . t I), as:
where T is the set of all tokens in the data set and ci c T is the ith token in the set of all tokens for the data set, c is the current set of tokens for the caption, n is the number of documents in the data set, and dfi is the number of documents that contain the token ci. Figure 1 (a) shows an example of the results obtained using Mikolajcyzk's face detector [4] . The five face regions, including one which is clearly not a face, are outlined using a square box. Another typical error occurs with images of text documents where non-faces, with a similar intensity distribution as the eyes in a face, are identified as faces as shown in Figure 1(b As the top k* documents tend to be the most relevant, we increase their weight by 6 c [1, 2] such that 0 < C < 1.
The parameter a > 1 weights the distance values such that even the least relevant documents have weight > 0.001. We used parameters a = 2, / = 0.1, and k* = 100 for our experiments, which we determined empirically. The 
EXPERIMENTAL RESULTS
We conducted our experiments using a data set of 5910 documents comprised of images and their associated captions. The documents were obtained using the Google Images Agent and the ten text queries in Table 1 . 42% of the data are non-faces, 23% are unknown faces and the remaining 35% are divided among ten known faces. The non-faces correspond to errors in the face detector. We chose a low threshold to ensure few faces were missed. This lowered the precision, increasing the number of non-faces detected. We also manually labeled the documents to evaluate the quality of the results and to mimic relevance feedback. We consider 50 queries, 5 per known face. An image query was the image of a face, a text query was a unique descriptive caption (name or title), and a full query combined the two. We used precision-scope curves to evaluate our retrieval algorithms. Scope is the number of retrieved documents and precision is the ratio of the number of relevant documents retrieved to the scope. We used 20 iterations of query completion without relevance feedback or until the queries converged (queries differ by less than 0.00 1). For query completion with relevance feedback, we used only 2 iterations, each with 200 documents, as we do not expect the users to provide feedback on a large number of documents.
The results for text-only queries (Figure 2(a) ) are relatively flat due to a large number of documents equidistant to the query. By estimating the image features, we can break ties among documents with identical captions, resulting in performance close to that of the full query. When we include relevance feedback (Figure 2(b) ), the text query with estimated image features again performs as well as the full query and exceeds the full query results with no relevance feedback.
In contrast, the image-only queries (Figure 2(c) (Figure 2(d) ), the completed query improves performance beyond the full query results and approaches the performance of the full query with relevance feedback.
CONCLUSIONS
In this paper 
