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Abstract—Ballistocardiogram (BCG) artifact is considered here
as the sum of a number of independent cyclostationary components
having the same cycle frequency. Our proposed method, called cy-
clostationary source extraction (CSE), is able to extract these com-
ponents without much destructive effect on the background elec-
troencephalogram (EEG). It is shown that the proposed method
outperforms other methods particularly in preserving the remain-
ing signals. The CSE is utilized to remove the BCG artifact from
real EEG data recorded inside the magnetic resonance (MR) scan-
ner, i.e., visual evoked potential (VEP). The results are compared
to the results of benchmark BCG removal techniques. Analyzing
the power spectral density of the cleaned EEG data, it is shown that
CSE effectively removes the frequency components corresponding
to the BCG artifact. It is also shown that VEPs recorded inside
the scanner and processed using the proposed method are more
correlated with the VEPs recorded outside the scanner. Moreover,
there is no need for electrocardiogram (ECG) data in this method
as the cycle frequency of the BCG is directly computed from the
contaminated EEG signals.
Index Terms—Artifact removal, ballistocardiogram (BCG), cy-
clostationarity, cyclostationary blind source separation.
I. INTRODUCTION
INFORMATION from simultaneous recording of electroen-cephalogram (EEG) and blood-oxygen-level dependence
data provides a great opportunity to examine the temporal and
spatial activities of the brain. This information is used by neu-
roscientists to study spontaneous brain activity which, by its
nature, is nonreproducible and, hence, difficult to study with sep-
arate EEG and functional magnetic resonance imaging (fMRI)
recordings. One of the expected results of such studies is iden-
tification of different areas of the brain involved during EEG
events. However, concurrent EEG–fMRI recording poses some
difficulties.
EEG data recorded during MR scanning are affected by the
interaction between the patient’s body, the EEG electrodes, and
the magnetic field inside the MR scanner [1]. During imaging,
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switching magnetic fields induce electromotive forces (EMFs)
which obscure the EEG signals with a regular artifact having
an amplitude of up to 100 times larger than the EEG amplitude
and with a very short-time course [1], [2]. This artifact is coined
the gradient artifact and is independent of movements of the
head and leads. Several methods have been proposed to remove
the gradient artifact. In [3], frequencies related to the power-
spectrum template of the artifact are filtered out. As the shape
of this artifact is relatively invariant over time [4], an average
template of the artifact can be formed and subtracted from the
EEGs as in [5]–[8].
The other significant source of artifact is the tilting—
movement—of the subject’s head within the MR scanner, which
changes the area of interelectrode loops normal to the magnetic
field. This type of artifacts can be divided into two groups. The
first group, which are caused by deliberate movements of the
head, have higher amplitudes and happen in short courses of
recording. The second group, called ballistocardiogram (BCG),
are caused by micromovements of the head as a result of cardiac
pulsation and obscure the underlying EEG mainly at the alpha
frequency (8–13 Hz) and below, with amplitudes around 150 µV
at 1.5 T magnetic field [9]. It is also likely that BCG is the result
of blood flow perpendicular to the static magnetic field inside
the scanner [1], [10] and the movements of the electrodes and
scalp due to expansion and contraction of scalp arteries between
systolic and diastolic phases [11].
In an early attempt to remove the BCG artifact, a method
based on average subtraction has been proposed in [1]. The QRS
complexes of subject’s ECG are first detected. Then, a limited
number of the EEG signal slices corresponding to the QRS
timing are averaged to create a template for the BCG artifact
to be reduced from each channel. This method, which is called
average artifact subtraction (AAS), is very popular [2]. However,
the assumption that all the waveforms are similar during the
scans is not always valid [8]. In order to deal with the heart beat
timing variations a weighted averaging approach is proposed in
a subsequent study [12]. In [7], the problem of variability of
the artifact is addressed using a clustering algorithm. For all the
methods, which are based on averaging technique, a reference
ECG channel is essential. However, in some cases, this channel
is not present or the heart beats are not accurately detectable.
A new type of multipath EEG cap is proposed in [13] that
oversamples the electrode space to provide an overcomplete
representation of the data. Using the assumption that neural
activity is Kirchhoffian and the BCG artifacts are not, the arti-
facts are removed by solving an overcomplete representation of
the single trial EEG data.
0018-9294/$26.00 © 2010 IEEE
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Adaptive filtering has also been used for BCG removal [9],
[11], [14]. The reference signal comes from a movement de-
tector, i.e., a piezoelectric sensor, attached to the body of the
subject inside the scanner [9] and instead of a simple averaging,
median filtering is used to create the BCG template [11]. The
authors in [15] enhanced their work by exploiting both average
subtraction and adaptive filtering.
Different independent component analysis (ICA)-based
methods have also been used for BCG removal [2], [16]–[18].
These methods assume that the brain neural activity including
evoked potentials, oscillatory waves, artifacts caused by mus-
cles, and noise are all mixed linearly and are independent or at
least can be categorized in groups of independent components.
As aforementioned, three phenomena with different character-
istics generate the BCG artifact. It implies that BCG consists
of more than one independent component added linearly to
the EEG data [1], [10]. Hence, the artifact can still be sepa-
rated using ICA methods. The advantage of these methods is
that they do not require ECG channel. More importantly, they
do not assume that the BCG artifacts are reproducible. Info-
max [17] is used in [19] to extract the BCG sources. In [16],
fastICA [20], [21] is utilized to remove imaging, BCG, and
occular artifacts. In a comparative work, the performance of In-
fomax, fastICA, second-order blind identification (SOBI) [22],
and complexity pursuit [23] are evaluated and compared to the
AAS in [2]. A sequential blind extraction method [24] is used
in [18] to extract the BCG artifacts and a simple peak detector
is utilized to track the time varying period.
Based on the assumption that each occurrence of the BCG
artifact in any EEG channel is independent of the previous ob-
servations, principal component analysis is employed in the
optimal basis set (OBS) method [8]. In the next step, for each
EEG channel few of the principal components are chosen as the
basis set, which is then fitted (scaled in time and amplitude) and
subtracted from each BCG instance. To remove any possible
BCG residuals, it is proposed in [4] and [25] to apply Infomax
to the OBS output.
An important issue of concern in BCG artifact removal is
selecting the correct number of BCG components. In ICA-based
methods, an incorrect assumption about the number of BCGs
may influence the independence assumption. It is assumed in [2]
that the BCG artifacts are caused only by head movements inside
the scanner. In this case, it is mathematically and experimentally
shown that the number of independent BCG components is
three. Their experiments also show that assuming three BCG
components provides reliable results. In another attempt, the
number of components is not set fixed and three to six indepen-
dent components are chosen for different subjects by threshold-
ing the correlation of the estimated independent components
(ICs) with the ECG channel [16]. The authors in [8] opted a
conservative approach and fixed the number of components to
three. In [13], only the strongest component (in terms of power)
from the ICA decomposition of the EEG data is labeled as BCG.
In this paper, we propose an ICA-based blind source extrac-
tion method for extracting the sources with periodic statistics.
Similar to other ICA methods, it is assumed that the original
sources and the mixing medium are generally unknown, how-
ever, a priori knowledge about the periodicities helps to improve
the extraction performance [26], [27]. This method, called cy-
clostationary source extraction (CSE), is used to remove the
BCG artifacts from the EEG data recorded inside the MR scan-
ner. The period of the second-order statistics is obtained di-
rectly from the EEG data (availability of the ECG channel,
necessary to some of the other removal methods is not essential
here). In order to find the appropriate number of BCG compo-
nents, we analyze the outputs of different methods using the
defined performance indices. Moreover, we show that the pro-
posed method preserves the remaining data better than the other
methods.
The fundamental theory of the cyclostationary blind source
extraction method is presented in Section II. The proposed algo-
rithm is detailed in Section III. Results of applying this method
on synthetic data and EEG recordings are, respectively, re-
ported in Sections IV and V. Section VI presents our concluding
remarks.
II. PROBLEM FORMULATION
Assume that m unknown mutually (statistically) independent
sources are mixed instantaneously through an unknown medium
and n sensors (n ≥ m) are used to measure these signals. This
system can be formulated in a vector form as
x(t) = As(t) + v(t) (1)
where s(t) = [s1(t), . . . , sm (t)]T is an m× 1 source vector,
v(t) = [v1(t), . . . , vn (t)]T is an n× 1 stationary noise vector,
x(t) = [x1(t), . . . , xn (t)]T is an n× 1 observation vector, A is
an n×m unknown full column rank mixing matrix, and the
superscript T represents the vector transpose operator.
The source vector s(t) is modeled as a stationary multivariate
process except for some of the sources, which are known to be
second-order cyclostationary in the wide sense1.
It is shown in [29] that if s(t) is cyclostationary then s(t) and
its frequency-shifted version s(t)eJβt are correlated for some
β where J =
√−1 and β = 0 is called the cycle frequency of
s(t). Hence, the cyclic correlation matrix of the n× 1 complex
signal vector x(t) is defined as
Rβx(τ) = [r
β
pq (x, τ)]pq

= 〈x(t)xH (t + τ)eJβt〉 (2)
where rβpq (x, τ) = 〈xp(t)xq (t + τ)eJβt〉, 〈.〉 denotes time
averaging operator, i.e., limT→∞ (1/(2T + 1))
∑T
t=−T xp(t)
xq (t + τ)e
Jβt
, (.) represents the complex conjugate of a vari-
able, and superscript H denotes the complex conjugate transpose
of a matrix.
The cyclic cross-correlation of the source vector s(t) has the
following properties [30]:
r
βp
pq (s, τ) = 〈sp(t)sq (t + τ)eJβp t〉 = 0, if p = q
r
βq
pp (s, τ) = 〈sp(t)sp(t + τ)eJβq t〉 = 0, if βp = βq
r
βp
pp (s, 0) = 〈sp(t)sp(t)eJβp t〉 = 0, ∀p (3)
1A process is called second-order cyclostationary in the wide sense if its
mean and autocorrelation functions are periodic with some period T0 [25].
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where βi is the cycle frequency of the source si(t). Based on
the stationarity assumption of the noise vector, it can also be
concluded that for all the τ and β values Rβn(τ) = 〈n(t)nH (t +
τ)eJβt〉 = 0, where 0 is n× n zero matrix. [29]. The objective
of the CSE method is to estimate cyclostationary sources in (1)
assuming their cycle frequencies are known a priori. For real
world applications where the original sources are not available,
a method is proposed in the sequel which can assess the cycle
frequencies from the mixtures.
If ρp(τ) is the cyclic autocorrelation function of the pth source
signal, the 1× (K + 1) cyclic autocorrelation vector is defined
as ρp = [ρp(0), ρp(τ1), . . . , ρp(τK )]. It is proved in [30] that
separation of cyclostationary sources can be achieved if and
only if no two distinct sources sp(t) and sq (t) exist whose cycle
frequencies are equal and whose cyclic autocorrelation vectors
ρp and ρq are linearly dependent. This criterion is called the
identifiability condition [30].
Assuming that the identifiability condition is met, observa-
tions are first spatially prewhitened by a matrix W to obtain
z(t) = Wx(t) = Cs(t), where C = WA. In order to find an
estimation of the source signals, the whitened data are then
rotated by a matrix B to generate zˆ(t) = BH z(t) such that d
elements of zˆ(t) are estimations of the cyclostationary sources
of interest.
Each entry of the cyclic correlation matrix of zˆ at a typical
cycle frequency β can be written as
rβpq (zˆ, τ) = 〈zˆp(t)zˆq (t + τ)eJβt〉
= bHp 〈z(t)z(t + τ)eJβt〉bq
= bHp C〈s(t)s(t + τ)eJβt〉CH bq (4)
where bi is the ith column of matrix B.
In [26], we proved the necessary and sufficient conditions
for extracting one cyclostationary source from the set of ob-
servations in Theorem 1. That work covers the cases that the
cycle frequencies of the sources are distinct and known a priori.
Moreover, in [27] and here, we developed this theory to the more
complicated case of the sources with common cycle frequencies.
Assume that d sources have the same cycle frequency βp
and satisfy the identifiability condition. We exploit the scal-
ing ambiguity of the ICA to assume that the sources are
unit norm. Therefore, the cyclic correlation matrix of sp(t) =
[sp1 (t), sp2 (t), . . . , spd (t)] at τ = 0 equals to Id , where Id is a
d× d identity matrix and the cyclic correlation matrix of s(t)
at τ = 0 is
Rβps (0) =
[
Id 0
0 0
]
. (5)
This property is used in the following theorem to find the
extracting matrix. For proof of the theorem, see Appendix.
Theorem 1: Assume z(t) is a white instantaneous mix-
ture of independent sources with stationary additive noise.
The sources satisfy the identifiability condition and sp(t) =
[sp1 (t), sp2 (t), . . . , spd (t)] is a vector of d cyclostationary
sources with common cycle frequency βp . Define zˆ(t) =
BH z(t). Any unitary matrix B, is an extracting matrix of sp(t)
if and only if for d columns (rows) of Rβpzˆ (0), the off-diagonal
elements are zero and the diagonal elements are not.
If a matrix B can be found such that the conditions of the
aforementioned theorem are satisfied, the mixed cyclostationary
sources will effectively be extracted.
III. ALGORITHM
A. Source Extraction
Assume β is a set of P (P < m) a priori known cycle fre-
quencies of the sources of interest, i.e., β = {βp |1 ≤ p ≤ P}.
The proposed algorithm is developed based on the assumption
that there are dp sources having the same cycle frequency βp .
Referring to Theorem 1, our goal here is to find a matrix B for
which off{Rβpzˆ (0)} is minimum. Operator off{.} computes the
sum of the squared magnitudes of the off-diagonal elements of a
matrix. In order to find the minimum point of cost function, we
use the extended Jacobi technique for diagonalizing complex
matrices [31].
The complex rotation matrix V(i, j, c, s) is defined to be
equal to the identity matrix except for the following entries:[
vii vij
vji vjj
]
=
[
c s
−s c
]
c, s ∈ C and |c|2 + |s|2 = 1. (6)
In the kth iteration of the diagonalization algorithm, an ordered
pair (i, j) is selected. If the input matrix is Mk , it is desir-
able to find complex angles c and s that minimize f(V(i, j,
c, s),Mk ) = off{VH (i, j, c, s)MkV(i, j, c, s)}, where M1 =
Rβpzˆ (0) and Mk+1 = VH (i, j, c, s)MkV(i, j, c, s). The solu-
tion, as in [31], is
c =
√
x + r
2r
s =
y − Jz√
2r(x + r)
r =
√
x2 + y2 + z2 (7)
where [x, y, z]T is the eigenvector associated with the largest
eigenvalue of G = (hH (M)h(M)) and h(M) = [mii −
mjj ,mij + mji, J(mji −mij )]. An efficient approach to im-
plement this technique for diagonalizing an n× n matrix is
to face the problem in row-by-row fashion, that is, instead of
minimizing f for all ordered pairs (i, j), only using those el-
ements for which 1 ≤ i ≤ n− 1 and i + 1 ≤ j ≤ n [32]. We
have presented the details of this approach earlier in [33].
The steps of the proposed CSE method are described in the
following.
1) Calculate the covariance matrix of x(t); denote the eigen-
values of this matrix by λ1 , λ2 , . . ., and λn and the corre-
sponding eigenvectors by e1 , e2 , . . ., and en .
2) Obtain the whitened data from z(t) = Wx(t), where
W = Λ−1/2ET , Λ = diag{λ1 , λ2 , . . . , λn} and E =
[e1 , e2 , . . . , en ].
3) Calculate Rβpz (0), the cyclic correlation matrix of z(t) at
τ = 0, using (2).
4) Use the extended Jacobi technique to find the unitary ma-
trix B, the minimizer of cost function off{BH Rβpz (0)B}.
5) Estimate dp cyclostationary sources as zˆdp (t) =
[bd1 bd2 . . . bdp ]
H x(t), where bdi s are dp column
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vectors of B corresponding to the largest diagonal val-
ues of Rβpzˆ (0).
B. Cycle Frequency Estimation
As the cycle frequency of the cyclostationary signals appear
as high peaks in their power-spectral density (PSD) [28], the
cycle frequencies in real world scenarios can be estimated using
the PSD of the mixtures as long as the SNR and energy of the
sources of interest are not too low. Therefore, a simple way
to find the cycle frequency is investigating the PSD of those
channels, which have more periodic behavior (or the average of
the PSDs of all or some of the channels). This approach takes
advantage of the cyclostationarity and works even for those
signals that have hidden periodicity, i.e., any periodic behavior
which may be hard to be distinguished from visual inspection
of the temporal waveform [34].
C. Deflating Sources of Interest
After finding the extracting matrix, the output channels which
show the highest cyclostationarity at cycle frequency βp can be
determined visually. Alternatively, as an automated solution,
one can choose those sources that have the highest correlation
with a reference signal [19]. It is shown in [25] that since the
ECG channel contains some features that are not present in
the EEG (and vice versa), this method is not suitable for BCG
removal. Here, we identify the sources of interest by examining
the PSD of the output signals and selecting those having the
highest PSD peaks at βp and its two harmonics by smoothing
the PSD of each output channel and subtracting the smoothed
PSD from the original PSD. The outputs are sorted by the sum
of values of the modified PSD at the cycle frequency and the
harmonics. The first d sources are the sources of interest.
To deflate the estimated sources, it is enough to switch off
all the d estimated sources of interest and project the remaining
data back to the sensor space. If we define z¯(t) to be equal to
zˆ(t) except for the rows p1 , p2 , . . . , pd which are all set to zero,
then xˆ(t) = (BH W) # z¯(t) is the remaining observation vector,
where # denotes pseudoinverse.
IV. EXPERIMENTS
To quantify the performance of the proposed algorithm, it is
compared to different ICA methods using a set of artificially
mixed synthetic signals. The CSE method is then applied to the
real world EEG data and the results are compared to the outputs
of the standard BCG removal methods. Several performance
indices are utilized to assess the quality of the extracted sources
and the deflation process.
A. Performance Evaluation
The objective of all extraction algorithms is to find a vector
bi for each source of interest such that zˆi(t) = biWx(t) is
an estimation of the source. Ideally, fi = biWA = ckek is a
column vector which has just one nonzero element in, say, kth
row and, thus, zˆi(t) = cksk (t), where ck is an arbitrary nonzero
scaler and ek is the kth unit base vector along the kth coordinate
direction.
In order to evaluate the performance of a typical algorithm
which extracts d sources, the following performance index is
defined [35], [36]:
PI1=
1
d
d∑
i=1
10 log10
(
1
m
×
( ∑m
j=1 f
2
i,j
max{f 2i,1 , f 2i,2 , . . . , f 2i,m}
− 1
))
(8)
where fi = [fi,1 fi,2 . . . fi,m ]T . Smaller values of this index
show better performance of the extraction algorithm.
The second index used in the sequel is the averaged corre-
lation of the remaining data at time delays close to the period
of the deflated data. If the remaining data are represented by
xˆ(t) = [xˆ1(t) xˆ2(t) . . . xˆm (t)]T and the cycle frequency of
the deflated data is βp , PI2 is defined as
PI2 =
1
m
m∑
i=1
10 log10
∑
τ ∈W
|∑t(xˆi(t− τ)− µˆi)(xˆi(t)− µˆi)|∑
t(xˆi(t)− µˆi)2
(9)
where W is an l second length time window centered at 1/βp
seconds and µˆi is the mean of xˆi(t) [2]. PI2 is a measure
which shows the amount of the deflated sources still present in
the remaining data. Again, smaller values of this performance
index are desirable.
Improvement in normalized power spectrum ratio (INPS) [2],
[19] is used to measure how the deflation process succeeds in
clearing the undesired sources from the data. If φxi (f) denotes
power spectral density of x(i), INPS is defined as
PI3 =
1
m
m∑
i=1
10 log10
∑
f∈F φxˆi (f)∑
f∈F φxi (f)
(10)
where F is a set of intervals around βp and its harmonics.
Smaller values of PI3 represent better performance.
The indices defined so far are useful tools to evaluate the
extraction and deflation qualities. In addition, we need to know
whether the remaining data are distorted by the deflation pro-
cess. To do so, we define s¯(t) to be equal to s(t) except for the
sources of interest which are all set to zero. In definition of the
last performance index, x¯(t) = As¯(t) is used as a reference to
evaluate the performance of the deflation process
PI4 =
1
m
m∑
i=1
10 log10
∣∣∣∣∣ 〈x¯i(t), xˆi(t)〉√〈x¯i(t), x¯i(t)〉〈xˆi(t), xˆi(t)〉 − 1
∣∣∣∣∣ .
(11)
This index measures the similarity between x¯ and xˆ. The smaller
the value of PI4 , the better the performance.
SOBI, Infomax, and fastICA are selected as benchmarks for
comparison using synthetic data. SOBI is a widely used blind
source separation method, which estimates the sources by si-
multaneously diagonalizing a set of time delayed covariance
matrices. In other words, the SOBI defines an average eigen-
structure of the data [22]. Infomax is based on maximization
of the estimated entropy, i.e., maximizing the mutual informa-
tion between the observations and the estimations [17]. The
main idea in fastICA is to maximize the negentropy of every
estimated signal [20].
GHADERI et al.: REMOVAL OF BCG ARTIFACTS USING THE CSE 2671
Fig. 1. Five signals which are mixed synthetically to evaluate performance of
the proposed method. S1 and S3 have a common cycle frequency.
Average artifact subtraction and optimal basis set methods
are fully automated methods commonly used as benchmark in
BCG removal [2], [4]. Therefore, for real world EEG data, CSE
results are compared with the results of these methods. In this
case, the performance evaluation is restricted to PI2 and PI3 ,
as the original data are unknown.
B. Synthetic Data
A set of five independent sources including a BCG signal
extracted from an EEG recording (for details of the recording,
see the following section) is selected as in Fig. 1 in which
S1 represents the BCG signal, S2 is a periodic signal, S3 is
a Gaussian random noise modulated with a sine wave of half
the frequency of the BCG channel in S1, S4 is a sine wave,
and S5 is a uniform random noise. The first two sources are
super-Gaussian, sources S4 and S5 are sub-Gaussian, and S3 is
close to Gaussian. To evaluate the performance of the method,
the sources are mixed through random 5× 5 full column rank
matrices and different separation methods are applied to extract
the sources that have common cycle frequency, i.e., the BCG
channel and the modulated Gaussian noise.
Fig. 2 provides an illustrative comparison between the PSD
of the mixtures x(t), the desired output x¯(t), the result of CSE
xˆ(t), and the output of the other ICA methods. Visual inspection
of the PSDs in Fig. 2(a) and (b) suggests that all the methods
successfully extracted the cyclostationary sources.
Table I shows the average values for each performance index
after 1000 independent trials and their corresponding standard
deviations. For every trial, a new random mixing matrix is gen-
erated. Since the period of S1 is 1.12 s, the length of W in calcu-
lating PI2 is set to 0.4 s and the frequency intervals around the
main cycle frequency and its two harmonics in calculating PI3
are 0.5 Hz. The values of PI1 , which measures the accuracy
of the separation algorithm in terms of sparsity of the product
of the extracting vectors and the mixing matrix, show that the
CSE method provides the smallest value. Although the methods
do not show any significant difference in the values of PI2 and
PI3 , CSE still provides the lowest values for both indices. The
values of PI4 approve that CSE preserves the remaining signals
better than the other methods.
Fig. 2. Comparison between the average of the power spectral density of
the mixtures, the desired outputs, and outputs of the ICA methods applied to
the mixtures, (a) mixtures x(t), desired output x¯(t), and CSE output xˆ(t),
(b) desired and all ICA outputs.
TABLE I
AVERAGES AND THEIR CORRESPONDING STANDARD DEVIATIONS OF THE
RESULTS OF 1000 INDEPENDENT TRIALS OF DIFFERENT ICA METHODS
OVER THE LINEAR MIXTURES OF THE SOURCES IN FIG. 1
PI2 and PI3 measure the correlation and the power of the
remaining data in the neighborhoods of the period and cycle
frequency of the sources of interest. On the other hand, PI1
and PI4 consider the overall behavior of the removal method
rather than the performance just within certain time or frequency
ranges. The values of performance indices in Table I approve that
CSE effectively extracts the sources of interest and preserves the
remaining data.
V. EEG–FMRI DATA
Data from five of the 14 subjects participated in the study
of [34] were selected. There was no restricting criterion for this
selection. These subjects were all recruited from the University
of Birmingham and paid for their participation. All observers
had normal or corrected to normal vision, no history of neuro-
logical disorders, and gave written informed consent. The study
was approved by the local ethics committee.
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The experiment was conducted at the University of
Birmingham Imaging Centre using a 3 T Philips Achieva MRI
scanner. Gradient echo-pulse sequence was acquired from 20
slices (2.5× 2.5× 3 mm resolution, TR 1500 ms, TE 35 ms,
SENSE factor 2, flip angle 80◦, with equidistant temporal slice
spacing to facilitate synchronization of the EEG clock).
The EEG data were recorded using a 64-channel MR com-
patible EEG system (BrainAmp MR Plus, Brain Products,
Munich, Germany) consisting of 62 scalp electrodes (following
the 10− 20 electrode positioning system) and two additional
ECG and electrooculogram electrodes. Current limiting resis-
tors of 5 kΩ at the amplifier input were considered for each elec-
trode. The EEG data acquisition setup clock was synchronized
with the MRI scanner clock using Brain Product’s SyncBox.
The sampling rate was set to 5 kHz.
As stimuli, left hemifield reversing checkerboards were pre-
sented at a spatial frequency of two cycles per degree of visual
angle at two different contrasts as, i.e., high and low. Stimuli
were presented together with a central fixation cross. We were
interested in the visual evoked potentials (VEPs) elicited by
these stimuli. Further details of recording can be found else-
where [37].
Raw EEG data were partitioned into data acquisition ses-
sions and exported to ∗.dat format using Brain Vision Analyzer
(Brain Products, Munich, Germany). Subsequently, the gradient
artifacts were removed using the Brain Vision Analyzer built-
in functions. After segmenting the data corresponding to high
and low contrast stimuli, EEGs were low-pass filtered at 25 Hz
and down-sampled to 256 Hz. To reduce the computational cost
of different BCG removal methods, we also spatially down-
sampled the data to 20 channels including Fp1, Fp2, F7, Fz,
F8, T7, C3, Cz, T8, C4, Tp7, Tp8, P3, P4, Pz, O1, O2, PO3,
PO4 and ECG, having electrodes distributed across all areas of
the head2. Measurements were then exported to MATLAB for
further analysis3. A 5-s segment of the recorded data from one
of the subjects is depicted in Fig. 3.
A. Results
Three methods, i.e., AAS, OBS and CSE, were applied to the
EEG data in order to remove BCG artifact. We used the func-
tional magnetic resonance imaging of the brain plug-in provided
in EEGLAB [39] which includes implementations of AAS and
OBS and is freely available.
To use CSE, we first check the validity of the basic assump-
tions. Since they originate from the sources of different nature,
it is valid to assume that EEG and BCG signals are independent.
As BCG components are synchronized with the heart beats, they
have the same cycle frequency. Moreover, since the BCGs are in-
dependent, the identifiability condition is satisfied for this prob-
lem. Therefore, all the prerequisites to apply the CSE method
to this problem are met.
2EEG–fMRI data analysis is mainly performed off-line and, hence, the com-
putational cost of different BCG removal methods was not of our major concern
here.
3In removing the BCG artifact using the CSE algorithm, the eye-blink artifact
is also cleaned as a by-product. Although other advanced methods such as [38]
can be utilized.
Fig. 3. Nineteen EEG channels recorded inside MR scanner after cleaning
the gradient artifact. ECG channel is also recorded which is used in some BCG
artifact removal methods as a reference of cardiac pulsation.
Fig. 4. Averaged power spectral densities of the outputs of AAS, OBS, and
CSE methods. The PSDs of 19 EEG channels are averaged for each method.
Averaged PSD of the same subject’s EEG data recorded inside the scanner and
the EEGs recorded outside the scanner are also provided for comparison.
In developing CSE, prior knowledge of the cycle frequency of
the sources of interest is necessary. The concurrently recorded
ECG channel is a good source of information about the BCG
cycle frequency, however, in those cases where this channel is
corrupted or not recorded, the required information can still be
extracted from other channels. Due to the high amplitude of
BCG artifacts, one can measure the cycle frequency from those
channels that bear BCGs with the highest amplitudes. Fig. 4
includes the averaged PSDs for one of the subjects before and
after the artifact removal. The averages are calculated from the
PSDs of all EEG channels and show clear peaks in the original
data at the main frequency and harmonics of the subject’s heart
beat frequency.
As the heart rate is not strictly fixed, we may encounter some
variations in the cycle frequency which influence the perfor-
mance of the extraction algorithm. One way to overcome this
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Fig. 5. Averaged values of P I2 and P I3 over five subjects calculated for
different artifact removal methods when the number of BCG components is
not known. Performance indices are calculated for three–six BCG components.
(a) P I2 . (b) P I3 .
problem is to warp the signals after detecting the peaks, in order
to force them to have a fixed cycle frequency, and de-warp the
estimated and/or remaining data after deflation, as we did in [33].
This method is only applicable in such cases that the peaks are
accurately detectable and imposes a significant computational
cost for warping/de-warping procedures. Alternatively, apply-
ing CSE to smaller segments of data can also make the extraction
procedure more robust. For a pure periodic signal, each cycle
frequency generates a high peak in the PSD of the signal. In
quasi-periodic signals, the cycle frequencies have wider peaks.
If the width of the peaks is small, (3) and (5) are still satisfied
and, hence, the proposed algorithm is able to extract the sources
with common cycle frequency βp .
Here, the length of each EEG segment is selected to be 10 s.
This length is short enough to assume that in the experimental
environment the heart rate does not dramatically vary and the
cycle frequencies can be calculated with an acceptable precision.
Finally, CSE output is bandpass filtered between 0.1 and 25 Hz
using a second-order butterworth filter.
The correct number of BCG components is not known. There-
fore, we tested how selecting different numbers of BCG com-
ponents would influence the performance of CSE and OBS.
These methods follow two different approaches for decompos-
ing the data. The first method decomposes the data to spatially
independent components, whereas in the latter, it is assumed
that every occurrence of the artifact in each channel is inde-
pendent of the previous ones and, hence, a temporal decompo-
sition is performed. However, as the origin of the components
in both methods are the same, the numbers of the components
are comparable. Starting with three, the performance of the re-
moval methods against different assumptions about the number
of BCG components is evaluated in terms of PI2 and PI3 . The
evaluation has been performed for up to six components and
averaged over five subjects. The results are presented in Fig. 5.
The values of PI2 and PI3 in Fig. 5 imply that CSE and OBS
outperform the AAS method. It can also be noticed that generally
CSE performs better than OBS in terms of PI2 and PI3 . The
trend of changes in the performance index values suggests the
appropriate number of BCG channels. For the OBS method,
there is a shift in the value of PI2 and PI3 between three and
four components, but CSE has a continuous decreasing trend for
both PIs. From step 5 of the CSE algorithm, it can be concluded
that sources are estimated based on their cyclic autocorrelation
Fig. 6. Topographic maps corresponding to VEPs of one subject, (a)–(c)
recorded outside the scanner, (d)–(f) recorded inside MR scanner. The BCG
artifacts are removed using CSE, (g)–(i) restored using OBS.
values at βp , which implies that as long as the diagonal values
of Rβpzˆ (0) are not zero, we can expect more components to be
extracted. That is why both the indices have decreasing values
for CSE.
The appropriate number of BCG components can be the one
for which the performance indices have their minimum values.
This number is four for OBS and six for CSE. However, the
values returned by PI2 and PI3 only show how the periodic
sources are removed. None of these performance indices evalu-
ate the possible distortion of the remaining data after deflating
more components. Therefore, as there is no significant change
in the values of the indices for more than four BCG components,
we empirically select this number.
The effects of the removal methods on the signals in frequency
domain are presented in Fig. 4. The averages of power spectral
densities of 19 EEG channels for the original data of one of the
subjects, outputs of AAS, OBS, and CSE, and the outside scan-
ner data are illustrated. The peaks at the frequencies around the
cardiac frequency and its harmonics are dramatically removed
by CSE. Although OBS has reduced the power of signal at the
peak points, the peaks are still visible.
VEPs are obtained after baseline correction of the averaged
data. The topographic map for the first positive peak at 100 ms
after the stimulus (P100 peak) of one of the subjects averaged
over 90 trials for the EEG data recorded outside scanner is shown
in Fig. 6.(a)–(c). It is expected that the highest values can be seen
in the electrodes located on the right occipital region. Fig. 6.(d)–
(f) and Fig. 6.(g)–(i) show the topographic maps of the same sub-
ject for which the data were recorded inside the scanner and BCG
artifacts removed using CSE and OBS methods, respectively.
Correlation of the peak values of the output of the removal meth-
ods and the outside scanner data over all the channels is evalu-
ated in order to compare the similarity. However, as the sample
correlation coefficients (rs values) are not distributed normally,
under the null hypothesis that the population correlation
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Fig. 7. VEP on PO4 electrode obtained from EEG recorded inside the MR
scanner and restored with CSE and two standard BCG removal methods, AAS
and OBS. (a) High contrast stimuli. (b) Low contrast stimuli.
coefficient (ρ) equals zero, the Fisher’s Z transformation is em-
ployed to transform the coefficients into normally distributed
values, i.e., z = (
√
n− 3)/2 ln(1 + rs)/(1− rs), where n is
the number of sample correlation coefficients [40]. Setting α,
the level of significance, to 0.05, the critical values to reject the
null hypothesis will be ±1.96. The correlation coefficients of
the outside scanner peaks and the results of the OBS and CSE
methods over 19 EEG channels are 2.17 and 2.90, respectively.
The waveforms of the obtained VEP from PO4 electrode are
illustrated in Fig. 7. The VEPs are processed by AAS, OBS, and
CSE. Visually, three methods perform similarly on extracting
VEPs. In order to quantitatively evaluate the performance of
the methods, correlation coefficients derived by comparing the
outside scanner VEPs and those recorded inside scanner and
restored by removal methods are averaged over 19 channels for
five different subjects and presented in Table II. The correla-
tion coefficients are averaged over all the channels after being
normalized by Fisher’s Z transform. High correlation values in
Table II (compared to 1.96) lead to rejection of the null hy-
pothesis ρ = 0. CSE and OBS provide better correlations for
high contrast stimulus VEPs. Although the standard deviations
of the CSE results are bigger than those of the other methods,
on average, the CSE results are more correlated with the outside
scanner data.
To distinguish the signal and noise contributions in the ob-
tained VEPs, the SNR is evaluated by dividing the amplitude of
the P100 peak by the standard deviation of the EEG in the 200 ms
prestimulus interval [4]. The SNR values for PO4 channel for
TABLE II
AVERAGED CORRELATION BETWEEN AVERAGED VEPS OBTAINED FROM EEG
DATA RECORDED OUTSIDE SCANNER AND THOSE OBTAINED FROM THE
PROCESSED EEG DATA RECORDED INSIDE THE SCANNER
high contrast stimuli VEP are 5.91, 10.13, 8.42, 8.81, and 9.06
for the original (BCG contaminated) data, outside scanner data,
and the output of AAS, OBS, and CSE methods, respectively.
The same measures for low contrast stimuli VEP are 3.46, 5.83,
3.96, 4.03, and 4.59, respectively. Although the P100 amplitudes
of the data restored by CSE have lower values compared to the
AAS and OBS peak values, the higher SNRs of CSE indicate a
better noise reduction of the proposed method.
VI. SUMMARY AND CONCLUSION
The CSE method is developed in this paper. This method
exploits periodicity in first- and second-order statistics of the
sources and extracts those sources, which have higher power
spectral density levels in the cycle frequency of interest. The
mathematical proof is provided in the Appendix and the per-
formance of the method on synthetically mixed signals is com-
pared to standard ICA methods. The extraction performance is
comparable with the other methods, while CSE preserves the
remaining signals better than the others.
Unlike standard removal methods, which are based on remov-
ing a template built from the average of previous samples and
time locked to QRS peaks, the proposed method does not need
the ECG channel. The cycle frequency of the sources can be
calculated using the highest peaks in the average of the PSDs.
To identify the BCG components, the output channels of the
algorithm are sorted based on their PSD values at the main cy-
cle frequency and its two harmonics. Based on the values of
the performance indices, it is shown that there is no significant
improvement in the performance if more than four output chan-
nels are deflated. After removing the BCG signals, the data are
projected back to the sensor space using the estimated mixing
matrix. For VEP analysis, bandpass filtering of the data is the
final stage of the artifact removal method.
Higher performance of CSE in removing BCG artifacts is
reflected by two performance indices, which measure how well
the artifacts are removed from the EEG signals. The power
spectrum of the EEG signals restored by different methods is
also analyzed. Comparing the VEPs obtained from different
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removal methods, it is shown that the results of the proposed
method are more correlated with the VEPs obtained from outside
the scanner. The proposed method also results in higher SNR
values.
The CSE method can be used for extracting various types of
sources or artifacts, which originate from periodic phenomena
even when the periodicity cannot be detected visually in the
observations. For those cases that the frequency of the periodic
signals vary by time, two solutions are provided which make
CSE a robust method for extracting quasi-periodic sources.
APPENDIX
In Theorem 1, the necessary and sufficient conditions for ex-
tractability of d cyclostationary sources from a set of n mixtures
are discussed. The sources have to satisfy the identifiability con-
dition and all the d sources have a common cycle frequency βp .
The proof of this algorithm is provided here for the case of
m = n = 3, where two of the sources have a common cycle
frequency. The proof can be generalized to higher dimensions
and more numbers of sources.
We first prove sufficiency of the theorem. From (5) and the
assumption that two of the sources have a common cycle fre-
quency, it is known that the cyclic correlation matrix of s(t)
has two nonzero diagonal elements while all other elements are
zero. Without loss of generality, we can assume that the two first
elements of this matrix are 1.
Therefore
Rβpzˆ (0) = B
H C

 1 0 00 1 0
0 0 0

CH B. (12)
Expanding (12) results in rβpij (zˆ, 0) = bHi c1cH1 bj +
bHi c2c
H
2 bj . If B is an extracting matrix, R
βp
zˆ (0) must
be diagonal and as its rank is 2, two diagonal elements of it are
nonzero, while all the off-diagonal elements in each column of
Rβpzˆ (0) are zero. That is ∀i = j
bHi c1c
H
1 bj + b
H
i c2c
H
2 bj = b
H
i (c1c
H
1 bj + c2c
H
2 bj )
= bHi (α1jc1 + α2jc2) = 0 (13)
where α1j = cH1 bj and α2j = cH2 bj are two scalar values that
form a linear combination of c1 and c2 . The equality in (13) can
happen just in one of the following cases.
1) bi = 0; this can never happen as B is a unitary matrix.
2) α1jc1 + α2jc2 = 0; this is also not possible, unless α1j =
0 and α2j = 0.
3) bi ⊥ α1jc1 + α2jc2 ∀i, 1 < i ≤ n; in this case b2 and
b3 are both orthogonal to the space spanned by c1 and c2 .
But as long as α1j , α2j = 0, this is not possible because
bis are orthogonal vectors.
4) (bHi c1cH1 bj = 0 and bHi c2cH2 bj = 0∀i, j (i = j)); for
each term one of the two following alternative conditions
have to be true
bHi c1c
H
1 bj = 0 ⇒


bHi c1 = 0 a©
or
cH1 bj = 0 b©
bHi c2c
H
2 bj = 0 ⇒


bHi c2 = 0 c©
or
cH2 bj = 0 d©.
As Rβpzˆ (0) is a symmetric matrix, we only evaluate the
lower triangular elements of this matrix.
For each off-diagonal element of cyclic correlation ma-
trix, there are four different combinations of the afore-
mentioned conditions and it is easy to see that a©− c©
and b©− d© cause the diagonal elements rβp22 (zˆ, 0) and
r
βp
33 (zˆ, 0) to be zero simultaneously, so these are not valid
combinations.
For j = 1, if we assume that the combination a©− d©
is true, then it can be concluded that b2 ⊥ c1 , b3 ⊥ c1 ,
and b1 ⊥ c2 . It implies that b1 ‖ c1 . As cH2 b2 = 0,
the necessary condition for rβp32 (zˆ, 0) = 0 is bH3 c2 = 0
or in other words b3 ⊥ c2 , hence, b2 ‖ c2 and b3 ‖
c3 and, therefore, zˆ1(t) = α1s1(t) + v1(t) and zˆ2(t) =
α2s2(t) + v2(t), where α1 and α2 are scalars and v1(t)
and v2(t) are effects of noise on the estimations that are
inevitable in all ICA methods. Analyzing the combination
d© and c© provides similar results.
As for the necessary condition, it is obvious that for any sep-
arating matrix B, the cyclic correlation matrix Rβpzˆ (0) satisfies
(5).
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