Introduction
Until a few years ago, adaptive linear [1, 2] and geometric nonlinear [3.4] methods belngcd to tvo separate areas of control theory. They were helpful in the design of controllers for plants containing either unknown parameters or known noniinc,,ities, but not both. In the last few years the problem of adaptive nonlinear control was formulated to deal with the fat plants containing both unknown parameters and known nonlinearities. The purpose of this paper is to avoid the full-state feedback assumption and to remove the specific restrictions of previous output-feedback results [16, 17] .
In the linear case, the adaptive output-feedback designs follow either a direct modelreference path or an indirect path via adaptive observers. Current research on adaptive observers for nonlinear systems [18] [19] [20] indicates that the indirect path may become promising for adaptive nonlinear control. However, the major stumbling block along this path continues to be its linear-like proof of stability which imposes restrictive conic conditions on the nonlinearities [16, 17] . Under such linear growth constraints the actual nonlinear problem is, in fact, not addressed.
In this paper we formulate and solve a truly nonlinear output-feedback problem by following the direct modcl-reference path of Feuer and Morse [21] . In contrast to other more popular adaptive linear control methods [1, 2] , the method of Feuer and Morse offers a possibility to prove stability without any growth constraints. In a companion paper [22] we have exploited this possibility to solve a full-state-feedback adaptive nonlinear control problem.
In this paper we present an adaptive output-feedback result without nonlinearity growth -constraints.
a
The results of this paper apply to nonlinear input-output models consisting of a linear transfer function and output-dependent nonlinearities. The coefficients of the transfer function and the parameters multiplying the nonlinearitie4 ;re unknown. For th-linear p,)rt. tdi-assumptions of minimum phase and known sign of the high-frequency gain are the same as in the adaptive linear, control theory, which now appears as a special case of the nonlinear theory presented. i his paper.
For easier understanding, the new adaptive scheme is first designed for a particular system of sufficient complexity to be illustrative of both the design procedure and the stability proper, s of the resulting closed-loop adaptive system. In Section 2 we design the adaptive scheme for this system and then prove the stability and tracking properties of the resulting adaptive system in full detail. The design procedure for the general case is presented in Section 3, and the proof of stability and tracking is given in Section 4.
Nonlinear input-output models are intimately tied to state-space equations which originate from nonlinear physical laws expressed in specific state coordinates. In Section 5 we give a state-space form of the class of nonlinear plants which have the desired input-output representation, and characterize this class of plants via a set of geometric conditions.
Adaptive Scheme Design: An Example
The purpose of this section is to make both the proposed adaptive scheme and the main features of the Feuer-Morse method more easily accessible to the reader with the usual background in control theory and limited familiarity with adaptive linear control.
2.1. Nonlinear system properties. The nonlinear system is assumed to be minimumphase [3, Chap. 4] and its nonlinearities depend only on the output variable. This implies that the nonlinar system is linearizable by output injection [23] . The input-output description of a typical nonlinear system of this kind is given by
where u and y are the scalar control and output, respectively, D = £, arid 0 is an unknown constant parameter. To address a truly nonlinear problem, we choose the nonlinearities which do not satisfy linear growth constraints:
(2.2)
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It is important to notice that these nonlinearities are not in the span of u, and, hence, the system (2. jThe above structural and growth properties of (2.1) and its relative degree [3, Chap. 4] show that (2.1) is a nonlinear system of considerable complexity. However, this system also satisfies a structural constraint under which the results of this peper are applicable: ,LL nonlinearities do not enter the system before the control input u.
2.2. Augmenting the CE control. As in most adaptive designs, our first step is to find a dynamic output-feedback control that guarantees the specified stability and tracking
properties when the parameter 0 is known. Most adaptive schemes thcn replace th unknown 0 with its estimate 0 and implement the so formed "certainty-equivalence" control. Such certainty-equivalence designs have been satisfactory in adaptive linear control, but have failed to produce truly nonlinear results because of their inherent linear growth constraints [16, 17] .
To avoid this difficulty we mu6i go beyond the certainty-equivalence approach. Following
I
Feuer and Morse [211, we will augment the certainty-equivalence control by an additive term CL which will counteract the effects of rapidly growing nonlinearities. It will also provide us with additional flexibility in the proof of stability.
The certainty-equivalence part of our control will be designed to match a reference model
of the same relative degree as that of the nonlinear plant (2.1). As this plant is inputoutput linearizable by full-state feedback, we will choose the simplest lincar reference model of relative degree three:
3)
The first step in matching this reference model is to filter the plant equation 
and that G, a polynomial of degree 4, and F satisfy the polynomial equation
Note that the polynomial FB -E.2 in (2.5) is of degree 3, since FB and E2 are both monic polynomials of degree 4. As an illustration, the choice E2 = (D + 2)' yields the following I solution of (2.7):
(2.9)
When the control (2.5) is applied to the system (2.1) and the initial conditions of the filters used in (2.3), (2.5) and (2.6) are exactly matched with those of the system (2.1). then I (2.5) achieves the exact tracking y(t) = yr(t) for all t > 0. However, the initial conditions of (2.1) are unknown and the tracking can be achieved only asymptotically, that is.,
where e(t) is the exponentially decaying tracking error caused by the mismatch of the initial conditions.
When the parameter 0 is unknown, we replace it in (2.5) by its estimate 0, to be obtained from a parameter update law. To this "certainty-eq(uivalence" part of our control we aild a term u, which will be a handy tool later. So, our adaptive control will be of the tollowinlg for n l:
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When applied to the nonlinear plant (2.1), this control yields the following input-output description of the resulting feedback system:
where, as in the case when 0 was known, f(t) contains all the exponentially decaying terms caused by the mismatch of the initial conditions. It should be observed that with an exact estimate 9 = 0 the linearization of (2.12) is achieved. (+ 1)T, Difforontiating (2.14) and substituitinig -O)v(ij) + u~ from (2.11), weo obtain for 11. 2:
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(2.30)
Next, v:e prove that the state of the plant is bounded. From (2.12) it follows that D., 
implies that go --0 as f ---+ oc by (2.21). We conclude that S-Y = -q0 0as t---4 cc (2.5t)
The Systematic Design Procedure
Even though the expressions in the general case become more complicated than in the preceding section, the main steps of the design procedure remain essentially the same.
3.1.
Nonlinear system properties. We consider the class of n-dimensional nonlinear systems which have an input-output description expressed globally by the n-th order scalar differential equation 
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Systems in this class are linearizable by output injection, and input-output linearizable by full-state feedback, but not necessarily full-state linearizable, even by full-state feedback, as will be shown in Sect. 5.
3.2.
Augmenting the CE control. The design objective of the certainty-eqivalence part of our control is to match a reference model of the same relative degree as that of the nonlinear plant (3.1). As this plant is input-output linearizable b output f,,,Ilback, we choose the linear reference mo(lel: and the parameters 01 are known, the desired matching is achieved by the control
provided that G, a polynomial of degree n -1, F, M, T and Lo satisfy the polynornial 
.S) b1
Note that L 0 is a polynomial of degree n-2, since both -FB and E2 are monic polynomials b, of degree n -1. When the control (3.4) is applied to the system (3.1). asymptotic tracking is achieved: 
E22 Po(y) E' T2 
where, as in the case when 0 is known, e(t) denotes a linear combination of exponentially decaying terms caused by the mismatch of the initial conditions. Substitution of (3.13) into 
where
Eo(D)(D + Ao) = Ei(D). (3.22)
In contrast to the example of Sect. 2, where the high-frequency gain bm was known, here it is unknown. Therefore, using an estimate bm and denoting b, = b, -b,, we rewrite (3.21) in the form
+ C(t) . (:3.2:3)
Since the first summand in (3.23) is in the desired SPR form, we define the augmented error = e + 77o, (3.2-1) where the term iro represents all the undesirable terms in (3.23):
0-D + AO[m11 Eo

E )
The vector multiplying 0 in the first term is denoted by 
I
From Sect. 2 we kic, that in the proof of stability there will be a need to balance the interaction between q and H. Therefore, we introduce the new variables (:
where n n -rn -1,
and Ii×, is the 1 x i identity matrix. The components of the i-dimensional row vectors C, are nonlinear functions of the elements of H which represent the aforementioned additional degrees of design freedom. In order to show that the matrix S defined in (3.35) is invertible, we note that, because of the structure of the matrices E,,, defined by (3.38), the matrix :
is lower triangular with ones on its diagonal. From this and the aforementioned functional dependence of , on H, it follows that E' always exists and that the elements of both E and -are polynomial functions of the elements of H. Furthermore, C-1 exists because (c', A 0 ) is assumed to be an observable pair.
The nonnegative function to be used in our stability proof is V," The form of (3.39) is the same as that of (2.30), where P is the positive definite solution of th e L y ap u n ov eq ua tio n
To evaluate V we need 4, which is obtained by differentiating (3.35) and using (3.30), (3.33) and (3.36)-(3.38): and compute the time derivative of V as
S-'AoS( + S-'(bi + sgn(bm)HFOb ) -S-'
=4( -sgn(b,)S-'HFQ + S-'(AoS
3.5. Design equation. The tools we have at our disposal to make V" nonpositive are the functions ,(H) and the control term ii. With these tools we will attempt to represent the quantity enclosed in braces in (3.45) as the sum of it squares. It turns out that this is possible to achieve by decomposing P as P Pi such that the following design equation holds:
PiwwTp, = P(WV + S-'bfi). (3.46)
The substitution of (3.46) into (3.45) yields the desired form for f;: 
Ii×,= CP-iM
Premultiplying both sides of (3.52) by Ci and using the identity
we obtain
Evaluating (3.54) at i = h and using the nonsingularity of C, we obtain (3.50). Furthermore, premultiplying (3.54) by Epi, where j < i, and using (3.53) again, we obtain 
I
where we have used the definition of Cf to obtain the last equality. Finally, from the definition (3.28) of the tr.ple (c, A,, b) we have:
At this point, we have almost achieved our goal of findino , and ?t which satisfv t i ,:
equiation and thus render V nonpositive. Still, (3.65)-(:3.66) are in a rather cornpll( ,1 ! ) Ii and, moreover. they involve the time derivatives of the functions c,. Therefore, we ,.\ ,-'k out to simplify (3.65)-(3.66) and to express -as explicit functions of available Kids.
\lotivated by the appearance of the terms C' " in (3.65)-(3.66
w,, which are defined its w, = Ciw , I
< < n .
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Combining (3.67) with (1.53 we see that these vectorssatisfv the recursiw, Uc, = C fte 
II[U'c
(367 
The designed closed-loop adaptive system is:
I I I
Pla nt:
IT.
Control
U=_ [_ (T(y, I, r) 6 + " T 77s
Update law: Ihle stability and tracking properties of (3.90) are established in the iext section.
I 4 Stability and Tracking
Ve are now ready to state and prove our main result: Istarting from e o-and using (3.90) and the facts that the derivative of ( is given by
and that the elements of wi, N, and j are polynomial functions of the elements of C, H. 
I= ), EoE ET[q.y-u]+ (t).
(1.11) Hence, cTAt0H is bounded.
This proves that H is bounded, which, by (4.3), means that c ( ' , 1 < I < fi, are bounded.
Next, we prove the boundedness of it. From (3.13), the boundedness of 0 and the fact that q(y) is bounded away from zero, it. follows that u is bounded if fu and 6(y, a, r) are bounded. 
is bounded, which proves that u is bounded.
In order to show the boundedness of the state of the plant, we note that the boundedness of u and (3.16) imply that D'y, 0 < i < n -m, are bounded. From this and the fact that
B(D)
is Hurwitz, we conclude that the state x in (3.90) is bounded.
We have thus proved that the state of the closed-loop adaptive system (3.90) is bounded on [0, tf). Hence, tf = 3o
To prove the convergence of the tracking error e to zero, we first note that (3.39) and (3.17)
imply that fV' is bounded and integrable on [0, oc). Furthermore, the boundedness of t-(cf. We first note that a minimal state representation of (5. Proof. Using Proposition 3 of [23]., it is straightforwaird to show that conditions (C1)-(C3)
are necessary aad sufficient for the existence of a local diffeomorphism such that in thee ew
