One contribution of 12 to a theme issue 'Understanding images in biological and computer vision'. Two dilemmas arise in inferring shape information from shading. First, depending on the rendering physics, images can change significantly with (even) small changes in lighting or viewpoint, while the percept frequently does not. Second, brightness variations can be induced by material effectssuch as pigmentation-as well as by shading effects. Improperly interpreted, material effects would confound shading effects. We show how these dilemmas are coupled by reviewing recent developments in shape inference together with a role for colour in separating material from shading effects. Aspects of both are represented in a common geometric (flow) framework, and novel displays of hue/shape interaction demonstrate a global effect with interactions limited to localized regions. Not all parts of an image are perceptually equal; shape percepts appear to be constructed from image anchor regions.
Introduction
Informally, when one looks at an image containing an object (figure 1a), one sees 'the' shape 'immediately' and in its 'entirety'. This holds true regardless of the reflectance model, the type of shape and even the type of image. Remarkably, the same holds true for many physically unrealistic models, such as shading models based directly on the surface slant (figure 1b) [1] , or on nonphotorealistic renderings, such as image contours (figure 1c). While we can clearly infer shape robustly and rapidly from a variety of renderings and under a variety of conditions, it is a substantial challenge to theoreticians to understand how these different renderings can be related to a common shape percept; it is a substantial challenge to psychophysicists to understand the precise nature of this percept; and it is a substantial challenge to neuroscientists to understand how brains might realize it.
A closer inspection of the three words in quotes in the opening sentence further illuminates certain subleties underlying these challenges. The first word, 'the', implies uniqueness in perception: that we all perceive 'the' (same, identical) shape. Consistent with much work in visual psychophysics, and with recent computational work, we shall challenge this uniqueness. But it is the second word, 'immediately', and the third, 'entirety', that suggest a more direct route to our goal in this paper. While they also relate to computation, they connote a sense that all pixels somehow contribute equally and uniformly to this computation. For brevity, we shall denote this as the uniformity assumption, and our overall goal will be to develop a rich counter-proposal to uniformity; namely, to show that there exist image regions that serve as anchors for shape inferences, and that understanding these regions illuminates the shape inference process.
Of course, the uniformity assumption is a straw man position. Even classical computational models, such as shape-from-shading, are inconsistent with it in a strict sense. Although certain differential equations can be thought of as treating each pixel uniformly (e.g. via the image irradiance equation [2] ), boundary conditions dictate that certain positions are special. Mostly boundary conditions are taken as exterior (occluding) boundaries of the shape [3] (but see [4] ); here we shall concentrate on identifying those loci within a shape's interior that are important. But in a weaker sense the partial differential equation approaches are consistent with a type of uniformity assumption, in that they seek to compute a value (e.g. depth or surface normal) at each position; this is also the case for regularization approaches [5] and current artificial neural networks [6] . We seek, instead, to find those positions that, if identified correctly, yield a kind of scaffold on which the surface could be constructed. This implies a multi-stage process. Such intermediate stages would then be useful for characterizing computations. They could also motivate different intermediate stages for another class of neural networks [7] and provide novel interpretations of intermediate stages in primate shape processing [8, 9] .
Line drawings provide strong evidence against the uniformity assumption. Clearly contour locations matter [10] and provide rich information when curves are connected to, or away from, the occluding boundary. Drawings can be strikingly informative about surface properties [11] . They raise the question of how to 'fill in' the (missing) information between them.
Some insight into the missing information can be obtained by working in the forward direction. Starting with a given three-dimensional object, notions of 'almost selfocclusion' provide a model for suggestive contours [12] and apparent ridges [13] . Suggestive contours were illustrated in (figure 1c); they are two examples of how contours can provide a non-photorealistic rendering of a shape. That they derive from certain positions on the three-dimensional shape again suggests that certain regions in the image could be important, but it does not dictate what they are. Our concern is with the inverse, inference problem. We ask which parts of an image relate directly to which parts of a (three-dimensional) shape, and how.
Line drawings stress neighbourhoods (the area around a contour), occlusion can be used to (de-)emphasize neighbourhoods. The occlusion trick has been used for line drawings-for example, recognition declined when junctions were concealed [15] . De-emphasizing shading neighbourhoods, say by occluding regions of either high or low (intensity) gradient figure 1d-e, changes the percept [14] . Occluding high-gradient regions causes the object percepts to slant in depth; when the low-gradient regions are occluded, the bumps and ridges are more prominent. In effect, different image regions matter for different reasons.
We shall use a rather different trick to reveal structural properties within the shape. Colour, or spectral information, can be indicative of material properties [16] , such as a ripening fruit (figure 1f ), and colour is known to influence shape perception [17] . The delicacy arises because brightness changes can also be induced by pigment variations or other rsfs.royalsocietypublishing.org Interface Focus 8: 20180019 material effects. Should these brightness variations be misinterpreted as shading effects, then the shape inference will be altered. This situation differs from occlusion, in that it is about how different cues interact rather than how they might block one another. We shall exploit it later in this paper. The paper is mainly a review of two different research streams that are united in a common approach: a geometric view provides a common representational framework to think about colour, intensity and shape. The key ideas are defined in the next section but, for now, we simply note that the guiding principle is that orientation matters in a deep way. That is, both shading and colour variations are represented as flows-a kind of vector field indicating constancy (or changes)-but certain portions of these flows matter more than others. We shall show how colour and its interactions with shading can be understood from shape inference models [18, 19] . It follows, of course, that it is also flows which underlie shape perception [20 -22] , but this shall take on a new twist here. One new result in this paper is to demonstrate directly that, when colour and shading effects are controlled in limited neighbourhoods the effects are global. This is a new attack against the uniformity assumption.
The concentration in this paper is on interior properties of image regions, and how they matter for global shape. The review is mainly limited to these areas. Other global aspects of shape are also important, such as symmetries and axes and pose [23, 24] , but are not included in this review.
The flow concept
Flows are at the centre of our approach, and in this section we introduce this concept in an intuitive manner. Eventually, we shall introduce flows in hue, but for now we concentrate on shading-that is, flows in intensity.
An overview is shown in figure 2 . It helps to visualize intensity as a kind of landscape over position, with brighter points being higher and darker ones deeper (figure 2a). Note that this is a scalar function at each point. Focusing on smooth intensity variations, isophotes, or the curves of constant brightness (also the level sets of intensity), can be defined (figure 2b). Note that there is an isophote passing through every point but, for display purposes, they are typically only shown at discrete steps in intensity (levels).
Since the intensity function is smooth (we are ignoring edges and noise at this point), the isophotes are smooth. Choosing a point on an isophote, a natural coordinate frame can be defined. In the tangential direction, the intensity is constant, or 'iso', and in the normal direction the intensity changes the most rapidly (this is also the gradient direction at that point). Such a frame is defined at every point, and the tangential and normal directions are also orthogonal everywhere. Thus, in total, there is a field of frames over position.
The tangential direction provides a local orientation at every point. It can be signalled by cells in visual cortex, for example, via Gabor receptive fields. That is, as it is brighter on one side of the isophote and darker on the other, the cell whose receptive field aligns with these regions will respond most strongly. Furthermore, as there is a 'hypercolumn' of such cells at every point in visual cortex [25] (figure 2c), the most active cells in these columns defines a field of local orientations over the image. The columns make it possible to represent all possible orientations at every point. This field of local orientations is the shading flow, or the tangent map to the isophotes.
Thus far, we have only specified a tangent orientation, or the best linear approximation locally; if the direction in which to traverse the isophotes is further specified, then the tangent line can become a vector (a line with a head and a tail) at each position. Taken together, these specify a vector field (figure 2d), provided there is only a single orientationselective unit in each hypercolumn that is the active one.
The field of orientations and the vector fields are what we refer to as flows. The term comes from the notion that the vector fields represent something like the flow of 'water': if a particle were dropped into the vector field-the water-at a single point, it would be transported-flow-in the direction of the vector to a nearby point, after which it would flow in the (new) direction. Note that, in this manner, the particle would continue to trace out a curve (the path along which it flowed). This path is called an integral curve and suggests that each vector is like a local derivative. For the above orientation field, the particle would trace out an isophote. If an entire collection of particles were dropped, they would each flow along the vector field. If a continuum of points were dropped, the whole image would flow. For colour information, one can think of the hue at every point as a tiny 'vector' pointing in the hue circle [26] ; the hue at every point is then, also, an orientation at each position, a hue flow. For orientation fields, the angular variation is only over p, since flowing forward and flowing backward are identical; for the hue flow the angular variation is over 2p, as opposite sides of the hue circle are complementary colours. (We shall have much more to say about hue flows shortly.)
Overview
In the next section, we review one way in which shading flows interact naturally with contours; we then develop hue flows and review our approach to shape inferences. These sections will clarify, we hope, the three words in quotes at the beginning of this section. Starting with 'the' shape, our approach is based on the psychophysical observation that different people 'see' qualitatively-but not quantitatively-the same shape [27] . This implies that there exists a class of related but different shapes that people can see from a given image. We formalize this class with a topologicalgeometric basis for shape perception [28, 29] . At the heart of this theory are critical contours, the result of a shading concentration limit that specifies a neighbourhood around which shape perception can be anchored. (These will turn out to be the neighbourhoods interior to the shape that anchor perceptions in the title.) 'Immediately' raises the issue of computation; this is elaborated in the sections that follow.
After discussing the role of shading/hue interactions, and shading inferences anchored by critical contours, we bring them together to demonstrate that, when only certain portions of the shading information are blocked, the depth percept is inhibited. In the end, then, we argue that it is an interaction between colour and shading that matters, but they do not matter in the same way everywhere. That is, we show in a novel fashion that the uniformity assumption does not hold.
Flows from shading and flows from hue
To illustrate the ideas behind our approach, we start with the basic question of how different features might conspire to distinguish a figure from its background. It illustrates the advantage implicit in visual cortex-like representations, where orientation maps and flows are prominent. We then begin to consider interior parts of the shape, which may or may not have any connection to the boundary.
Flows and boundaries
Separating figure from ground necessarily involves the bounding contour and the manner in which shading changes as it is approached (we here review ideas from [30] [31] [32] ; for related psychophysical tests, see [33] ).
The notions of folds and cuts are illustrated in figure 3 . The basic idea is that the surface of a smooth object folds away from the viewer at its boundary, and that such foreground objects cut off whatever pattern is behind them. You might think of an occluder and an occludee.
In more detail, for a smooth occluder object, the surface normal points outward from the boundary contour, because the view vector lies in the surface tangent plane. Following the terminology from differential topology [34] , this is called a fold because the tangent plane to the surface of the object 'folds' away from the viewer's gaze as it moves towards the boundary of the object. We now extend this idea to understand how the isophotes approach the boundary.
If the surface reflectance were similar to Lambertian, and if the lighting were not at an awkward angle, then the image of an object would become darker very close to the boundary (figure 3a). By foreshortening, it follows that, for smooth surfaces, the isophotes must curve in a direction to make them parallel to the bounding contour. As the shading flow is derived from the isophotes, it will approach the bounding contour in a tangential fashion. That is, the tangents to the isophotes will approach the tangents to the bounding contour in angle (figure 3c). This is the photometric description of a smooth approach to a boundary. Because it is driven by the basic geometry of isophotes, it holds for variations in the light source and the surface material unless, of course, the rendering function does not depend on the surface normal or the light field takes on a non-generic form.
By the same argument, when a smooth object occludes a background object or scene, little or nothing can be said constructively about the orientation of the isophotes at the point where they are cut off by the occluder. It is as if the surface were broken or cracked (figure 3b). Therefore, almost certainly the isophotes on the occludee will be cut in a random manner, so that the flow will approach the bounding contour transversely (i.e. not in a tangential fashion; figure 3d). Thus, shading flows into bounding contours in a highly structured manner; following along the flow has predictive power on when it is approaching a bounding contour. This is a key concept underlying our development.
Hue flows and material effects
The mango example in figure 1f confounds the clean case of folds and cuts, because intensity differences may be due to material rather than shading effects. In other words, material properties could control the isophotes as well as the shading. Attributing shading properties to the pigment variations in the mango's skin would lead to incorrect shape inferences (regardless of the algorithm). Somehow the visual system must separate the two causes of brightness variationmaterial versus shading-before attempting the shape inference. The material in this section reviews that presented in [18, 19] .
Previously, we showed how orientationally selective cells in visual cortex signal the orientation along which luminance changes least (i.e. the tangents to the isophotes). A formal colour analogue to isophotes are iso-hue contours; the tangents to isohue curves define the hue flow, the flow along level curves in hue ( figure 4 ). An 'iso-hue' orientation structure thus derives from the combination of red/green and blue/yellow double-opponent responses (weighted by single-opponent responses). This provides a new role for the orientationally selective 'double-opponent' cells prevalent in superficial layers of visual cortex [35] : they are the natural rsfs.royalsocietypublishing.org Interface Focus 8: 20180019
candidate for representing chromatic orientation flows [36] (figure 4).
Suppose one had an example of a shading flow from one object and an example of a hue flow from another object, and they were independent of one another. As there is no relationship between them, there should be no relationship between the flows; the chance is essentially nil that the shading vector will be parallel to the hue vector. That is, generically, two arbitrary flows should intersect transversely, not tangentially. Only when changes derive from the same cause, as in the mango's pigment, might the flows be parallel. Others have noted that when colour changes are due to material properties, intensity is also likely to change [37] . Psychophysically, it has been shown that sinusoidal colour gratings suppress a depth percept from luminance gratings (the 'colour-shading effect') [17, 38, 39] , although other interpretations exist [40] . Our geometric model allows more natural configurations to be examined. In flow terms, the colour-shading effect predicts that when directions of constant hue (iso-hue orientations) are aligned with directions of constant intensity (isophote orientations), the shading percept should be suppressed. That is, when hue is flowing identically to brightness, this is almost certainly a material effect. By contrast, when the pattern of colour variation in the image is independent of intensity variation, the shading percept should remain unaffected. Hue and brightness are flowing independently (figure 5).
To test whether the colour-shading effect holds for natural objects, it is necessary to generate iso-hue flows in a controllable manner. We have developed an algorithm to do this [18, 19] , which is illustrated in figure 6 . In brief, an isoluminant flow in hue is constructed from the original intensity (shading) distribution by mapping a hue to each intensity value. This yields a new isoluminant colour image, which can be combined pointwise with the original one. The result is an image with the same intensity distribution but with a hue flow that is parallel to the original shading flow. When noise is substituted for the shading information and combined, the resultant image has the same intensity distribution but the hue flow is almost never aligned with the shading flow. Depth persists and the surface appears coloured in a curious fashion.
Given that different types of orientation-selective cells could characterize both shading flows and hue flows, they could also characterize when they are parallel. Ignoring these locations, then, would reveal the shading-induced flow positions. Thus, we are now ready to return to the shading inference problem, using only the information from those flows that are transverse to the hue.
Shading flows and surface inferences
Separating the basic material changes from those due to geometry is still only the first step in shape inference for natural images. We need to deal with two remaining, fundamental issues: (i) even if one could assume that the surface were Lambertian, the shape-from-shading inference is still illposed; and (ii) there remains a wide class (technically, an infinitely large class) of different reflectance models other than Lambertian that can arise in the natural world. We are developing a theory for how brains (and machines) might cope with these two difficulties, and it is briefly overviewed in this section (consult [28, 29] for a more formal presentation, connections to the literature and further details).
To start with point (i), even though the Lambertian problem has an infinity of possible solutions, there are some locations that exhibit a notable structure (figure 7) [42] . Specifically, focusing on a ridge (figure 7b) reveals ambiguity (figure 7c), although of a stereotyped variety. This stereotype has two manifestations. First, on the image side, notice that a bright -dark-bright transition occurs across the ridge. Second, on the surface side, the shape has a prototype 'S' shape corresponding to this transition, with the normal to the surface constrained to point in about the same direction figure 7c [41] . Now, viewed again from the image, this stereotypical brightness variation has a 'U'-shaped structure (figure 8).
As the ridge gets steeper and steeper, the shading concentrates until, in the limit, it approaches a contour (with infinitely steep 'walls' comprising the 'U'). This is referred to as a critical contour. It will provide the anchors for inferring shape because it has certain remarkable properties.
We first emphasize the limiting process. Starting with a neighbourhood around the critical contour, notice that the isophotes form a set of nested, bent ellipses. As the shading concentrates, the ellipses get closer and closer; in the earlier terms, the gradient across the critical contour increases in both directions. At the end of the limiting process, these ellipses are essentially piled directly on top of one another.
While the isophote limit is curious and has started to look potentially interesting, there could be a problem. It has been observed that the isophotes change when the light source changes, even for a Lambertian surface [43] [44] [45] , and even Figure 5 . Flow interaction provides a cue to separate material from shading effects. Zoom in on an image of a mango; note the bump in the central region. When the flows for the shading (blue denotes isophote tangents) and the hue (black denotes isohue tangents) are superimposed, they separate into two types of regions. In the first (upper) region, the flows align, which implies that shading and colour are covarying together. In the second (lower) region, they are unaligned, which implies that the shading and colour are changing independently. It is for this reason, we propose, that the bump is perceived. (Online version in colour.) rsfs.royalsocietypublishing.org Interface Focus 8: 20180019
for small movements of the light source ( figure 9 ). As the shape does not appear to change, however, this would seemingly violate the invariance required to ground the shape inference process. Therefore, we examine the critical contour in detail. For the critical contour to be related to shape, its position should not change with the lighting. Checking how it cuts through the isophotes reveals a stability property. This is the first remarkable property: the cut is in the normal direction (i.e. through the nested ellipses in the gradient direction) and, importantly, the isophotes remain stable around the critical contour although they change with the source almost everywhere else. Furthermore, the critical contours begin and end at certain singular locations on the image; these correspond to maxima, minima and saddles (examples of saddles and minima are shown). By definition, it is at these critical points that the gradient of the image intensities is 0. Thus, we surmise that the critical contours are integral curves through the gradient flow of the image.
We are now ready for a major leap. Integral curves through a gradient flow are a key ingredient of the Morse -Smale (MS) complex, a topological network that separates 'hills' from 'dales' [46] (figure 10). The MS complex has a deep historical roots [47, 48] and, in simpler form, has been used in multi-scale image and relief analysis [49] [50] [51] [52] [53] [54] [55] . The modern form [56, 57] , based on gradient flows, allows a global, principled simplification process to remove insignificant 'bumps' [58] . Importantly, it is these flows that inspire physiologically meaningful computations. The topological nature of the MS complex allows us to return to the opening point about shape perception, that it is qualitatively but not quantitatively identical across individuals. While subjects tend to agree on the overall shape, percepts differ in details; see [44, [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] among others. Topology-rubbersheet geometry-allows for precisely this kind of variation.
The definition of a critical contour is a contour that is smooth along its length, has high-intensity 'walls' along its sides, and drops to background at the ends. An aspect of the proof that critical contours form part of the MS complex is illustrated in figure 11 . The generic step is that this construction holds not just for Lambertian rendering functions, but for a wide range of rendering functions that simply require dependency on the normal (or tangent) plane; examples include different diffuse light sources, specular surfaces [60] , etc. The main theorem is that, if there is a critical contour for one member of this class of rendering functions, there is an equivalent critical contour for all members of the class of rendering functions. The final step follows from this theorem: as surface slant (recall figure 1b) is within the class of rendering Figure 9 . Effects of light source position on isophotes. A random smooth Lambertian shape illuminated from one position (a) and another (b). The green curves indicate the isophotes; notice how they vary significantly almost-but not-everywhere. In particular, the blue curves isolate a distinct locus of points: they cut through the nested families of isophotes in a structured fashion: starting at saddle points and proceeding to minima. The blue curves in this instance are suggestive contours computed from the three-dimensional surface; that they enjoy such a special signature suggests a correspondence between the image and the surface. Our theory includes these suggestive contours as instances of critical contours and proves they correspond to a surface invariant. (Online version in colour.) rsfs.royalsocietypublishing.org Interface Focus 8: 20180019
functions, a critical contour computed from the image has a corresponding critical contour in the surface slant. This establishes a one-to-one relationship between (a structure on) the image and (a structure on) the surface. Again, the formal definitions, proofs and motivations are in [28, 29] .
Bumps on bumps
As the MS complex is global, it implies a global partition. By the theorem just sketched this partition is shared between the image and the surface; an example is shown in figure 12 . By identifying certain contour inferences with shading inferences, it also constrains how the surface can be 'filled in' between the image contours. (Recall that this was the issue with line drawings and the uniformity discussion: how can the blank spaces between the lines be filled in?) But it does not reduce the reconstructed surface to a singleton-any completion of the MS complex to a full surface suffices, and this completion may differ between viewers. (Recall that this was the issue with the word 'the' in the opening sentence of this paper.) In effect, by working between the geometry of ridges and the topology of surfaces, we were able to find the foundation for qualitative surface inferences. (Completions of the surface from the MS complex are not shown in this paper, which refers to the next stage in shape inferencing.)
As the gross topology is fixed by the MS complex, each 2-cell is a 'bump' unto itself. Several predictions follow. First, comparisons within a 2-cell should be more accurate than comparisons between 2-cells, and there exists evidence in support of this. For example, predictions about surface height are poorly constrained between different 2-cells, a point for which there is psychophysical support [69] . The second prediction illustrates the power of the partitioning property with a new demonstration. Convexconcave reversals are classical in shape-from-shading inferences, and even give rise to illusions such as the hollow face. But they are restricted to global reversals. We now illustrate the restriction of the convex -concave reversal to within a single cell ( figure 13 ). This is the first illustration, to our knowledge, of an ambiguous reversing figure constrained by a critical contour that comprises an MS complex 2-cell.
Critical contours and colour
We are now in a position to put the two main parts of this paper together. First, if hue flows are parallel to shading flows, then shape percepts are flattened; it is as if the brightness variations were allocated to a material effect. Second, if critical contours are the scaffolding on which shape percepts are built, then it is the neighbourhood around them that is most important for shape inferences. This is our main argument against the uniformity hypothesis.
Thus far, the material in this paper has mainly been a review, organized about the spectral and spatial support for shape inferences. We now bring these two aspects of the paper together. The logic is that, if it is only the neighbourhood about critical contours that matters, then camouflaging them alone should flatten the shape percept. Furthermore, it follows that this camouflaging can be accomplished by the hue flow, restricted to a small neighbourhood around the critical contour. Satisfying this is a necessary condition for the critical contours.
As shown in figure 14 , this is precisely what happens. In cartoon form, figure 14a denotes a region around a critical contour, and the hue flow that is parallel to the shading flow in this region. Outside of this region, the flow remains transverse to the shading. The two examples show that parallel flows within the neighbourhood suffice; that is, they are as good as inducing material effects as the full, global flow. The argument against uniformity remains in place.
Summary and conclusion
We began with a statement about shape perception: that one sees 'the' shape 'immediately' and in its 'entirety'. We argued that there is not a single, unique shape, but rather an equivalent class of shapes, each of which can be inferred from an image-'the' should be replaced with 'a'. But the possible shapes within this equivalence class are not unrelated. The invariant running across them are the critical contours, a portion of the MS global topological complex. In the image, these have steep intensity walls flanking them and on the surface, they correspond to extrema of slant.
The immediacy of perception is an illusion, of course; we would now argue that one should have replaced Figure 14 . Camouflaging critical contours with aligned flows impedes shape perception. (a) A cartoon of the algorithm for creating the images. Following the procedure in figure 6 , we construct flows that are aligned with (red), or transverse to (blue), the shading flow. We restrict the aligned flow to a small neighbourhood around the critical contour. (b -g) Two example shapes with a fully aligned hue flow and a partially aligned hue flow. Notice how the depth collapses in both cases, indicating that the colour variation around the critical contour is interpreted as a material effect. Furthermore, the transverse flow away from the critical contour does not leave sufficient information to support a surface inference.
'immediately' with a computation involving critical contours. And finally, 'entirety', extremized as the uniformity assumption, was shown to be incorrect. Just as the critical contours anchor shape perception, hiding them under an aligned flow transforms them into an material effect. The image intensities, and their variation, matter primarily around the critical contours, at least as far as shape perception is concerned. This was confirmed with new demonstrations involving parallel hue and shading flows. It opens the door to modern ways to think about many questions in perceptual organization as interactions between different types of flows. Finally, we observed that the MS complex induces a partition of the shape, which breaks it into (pseudo)independent parts. Crudely, each part could tend towards a bump or a dent, and we showed a multistable image in which these alternated within a closed critical contour cycle. This demonstration was also novel. It suggests, further, that independence between cells may well be the beginning of a proper notion of image segmentation: one that relates to basic surface shape properties. If so, this would further ground the desiderata of early vision in intermediate-level terms.
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