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ABSTRACT 
This thesis investigates the stability of the Rayleigh-Ritz-Galerkin 
procedure for the approximate solution of certain classes of linear and non-
linear elliptic boundary value problems. 
In numerical analysis literature over the last decade, piecewise Hermite 
and spline subspaces have often been proposed for the Rayleigh-Ritz-Galerkin 
procedure for the solution of elliptic boundary value problems . However, the 
use of piecewise polynomial subspaces has not been investigated f rom the 
point of view of Mikhlin stability , and this thesis rectifies this neglect in 
the literature . 
In Chapter 2, we introduce the Rayleigh-Ritz, the Galerkin, the 
generalized Rayleigh-Ritz, and the generalized Galerkin methods for the 
approximate solution of linear operator equations. As well as the concept 
of Mikhlin stability for linear numerical processes, we also introduce Tucker 
stability for nonlinear numeric~l processes. 
Chapter 3 is concerned with certain classes of linear elliptic boundary 
value problems, where for each class, we establish basic stability theorems 
and then investigate the Mikhlin stability of the Rayleigh-Ritz-Galerkin 
procedure when the coordinate functions are appropriately scaled B-splines 
or elementary Hermites. The three classes that we consider are one 
dimensional, two dimensional, and multidimensional elliptic boundary value 
problems with Dirichlet boundary conditions. 
Chapter 4 is similar to Chapter 3 except that in this case, we are 
concerned with nonlinear elliptic boundary value problems. The first and 
second class considered are nonlinear two-point boundary value problems with 
Dirichlet and nonlinear boundary conditions, respectively. We also study a 
"model" nonlinear multidimensional problem. 
In Chapter 5, we study normalized uniformly asymptotically diagonal 
systems from the point of view of Mikhlin stability, and illustrate the type 
(vi) 
of instability that can arise with a numerical example . 
CHAPTER l 
INTRODUCTION 
1.1 Introduction 
In the recent mathematical literature, there has been a growth of 
interest in the Rayleigh-Ritz-Galerkin procedure for the approximate 
solution of elliptic boW1dary value problems in mathematical physics. This 
growth is closely connected with 
(i) the remarkable success of the finite element method for the 
solution of engineering problems (see the excellent survey 
article by Zienkiewicz [69]), 
(ii) the fact that, in the last decade , a rigorous mathematical 
basis has been developed for the finite element method (see, 
for example, Strang and Fix [61], Aziz [3], Whiteman [66], 
Hubbard [25]), and 
(iii) advances in approximation theory related to splines. 
Corresponding to the finite element method in the Western literature, the 
variational difference method has attracted the attention of a number of 
Russian authors (see, for ~xample, Mikhlin [38], [39], [40], [41], [42], 
Oganesjan [43], Oganesjan and Rukhovets [44]). 
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In this thesis, we analyse the stability of the Rayleigh-Ritz-Galerkin 
procedure for the approximate solution of various classes of elliptic boW1dary 
value problems, both linear and nonlinear. The concept of stability used 
throughout this thesis was first introduced by Mikhlin in [32], and since 
then has been used by many Russian authors, for example, Dovbysh [16], 
Vaynikko [64], Veliev [65], Yaskova and Yakovlev [67], as well as extensively 
by Mikhlin [33], [34], [35], [ 36] . We shall refer to such stability as 
Mikhlin stability. 
The stability of the Rayleigh-Ritz-Galerkin procedure is intrinsically 
2 
connected with the choice of coordinate functions, as we shall see below in 
Chapter 2, and therefore the actual choice of coordinate functions is a 
centrdl theme of this thesis. In numerical analys i s literature over t he last 
decade , there has been a positive glut of papers concerned with the genera l 
topic of splines . In particular , piecewise Hermite, spline, and L-spline 
subspaces have often been proposed for the Rayleigh- Ritz- Galerkin procedure 
for the solution of elliptic boundary value problems (see, for example, [4], 
[8], [9], [10] , [19] , [20], [45], [48], [56], [57], [58], [61], [63]). 
These papers amply demonstrate the high rates of convergence achievable for 
such subspaces . However, the use of piecewise polynomial subspaces has not 
been investigated from the point of view of Mikhlin stability, and this 
thesis attempts to fill this gap in the literature . Motivated by [8], [19], 
[20], [45], [56] , [57], and [63] , the particular coordinate functions that 
we shall investigate are appropriately scaled B- splines (see §3.3) and 
appropriately scaled elementary Hermites (see §3.4). Such coordinate 
functions have proved computationally attractive because of their minimal 
support properties which give rise to sparse Rayleigh-Ritz-Galerkin matrices. 
Eisenstat and Schultz [19], [20] , Schultz [56], and Omodei [45] have 
demonstrated the advantages of such coordinate functions from a computational 
complexity point of view, and they are therefore worthy of special attention. 
In a number of papers ([15] , [29]), Delves and Mead have derived some 
useful rate of convergence results which can be applied to variational 
approximations of the solution of linear positive definite operator equations 
when the system of coordinate functions is uniformly asymptotically diagonal 
(see Definition 5.2. 1). Except for [21], the question of the Mikhlin 
stability of uniformly asymptotically diagonal systems has been ignored, and 
therefore, in Chapter 5, we shall investigate the Mikhlin stability of such 
coordinate systems . 
1. 2 Thesis Outline 
In Chapter 2, we introduce the Rayleigh-Ritz method, the Galerkin 
method , the generalized Rayleigh- Ritz method, and the generalized Galerkin 
method for the approximate solution of linear operator equations. The 
stability results derived for the generalized Rayleigh-Ritz method and the 
generalized Galerkin method are new. As well as the concept of Mikhlin 
stability for linear numerical processes, we also introduce Tucker's [62] 
definition of stability for nonlinear numerical processes arising from non-
linear operator equations. 
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Chapter 3 is concerned with certain classes of linear elliptic boundary 
value problems, where for each class, we establish basic stability theorems 
and then investigate the Mikhlin stability of the Rayleigh-Ritz-Galerkin 
procedure when the coordinate functions are appropriately scaled extended 
B-splines or elementary Hermites. The three classes that we consider are one 
dimensional, two dimensional, and multidimensional elliptic boundary value 
problems with Dirichlet boundary conditions. 
Chapter 4 is similar to Chapter 3 except that in this case, we are 
concerned with nonlinear elliptic boundary value problems. The first and 
second class considered are nonlinear two-point boundary value problems with 
Dirichlet and nonlinear boundary conditions, respectively. We then study a 
"model" nonlinear multidimensional problem. 
In Chapter 5, we study normalized uniformly asymptotically diagonal 
systems from the point of view of Mikhlin stability, and illustrate the type 
of instability that can arise with a numerical example. 
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CHAPTER 2 
THE CONCEPT OF STABILITY 
2.1 Introduction 
In this chapter , we analyse the stability of certain numerical proce00C0 
that arise out of the application of such techniques as the Rayleigh-Ritz 
method and the Galerkin method. The chapter is preliminary in nature and the 
results established will be used frequently in the ensuing chapters of the 
thesis. Many of the results are proved in Mikhlin [36]. When this is so, 
they are stated without proof. However, other results, for example those in 
§§2.6 and 2.7, are new. These are given with proofs. 
In §2 .2, we shall introduce a general linear numerical process and then 
define the concept of Mikhlin stability for such a numerical process. Two 
fundamental stability theorems are stated, giving necessary and sufficient 
conditions for Mikhlin stability. Before a stability analysis can be applied 
to specific numerical processes, it will be necessary in §2.3 to introduce a 
classification of systems of coordinate functions in a Hilbert space, in 
particular, the concepts of minimal, strongly minimal, and almost orthonormal 
systems. In §2.4, we introduce the Rayleigh-Ritz method and briefly show how 
it leads to the Rayleigh-Ritz-Galerkin process. Note that we refer to the 
numerical process as the Rayleigh- Ritz-Galerkin process because both the 
Rayleigh-Ritz method and the Galerkin method result in exactly the same 
numerical process, even though the Galerkin method is more widely upplic,J.ble . 
Furthermore , the expression Rayleigh-Ritz-Galerkin procedure is used to rcl·cr 
to the two methods collectively, and for brevity we shall consistently use the 
letters RRG . We then define stability and state the fundamental result that 
strong minimality of the coordinate functions in the appropriate energy space 
is a necessary and sufficient condition for the Mikhlin stability of the 
Rayleigh-Ritz-Galerkin (RRG) process and of the Rayleigh-Ritz-Galerkin (RRG) 
approximate solution . In §2 . s , we present a br ief outline of the Galerkin 
method and associated stability theorems . 
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The K- positive definite operator theory introduced by Petryshyn [49], 
[50] has made it possible to extend the applicability of the Rayleigh-Ritz 
and Galerkin methods . Accordingly , in §2 . 6, we present the generalized 
Rayleigh- Ritz method and associated stability results , and similarly in §2 .7 
for the generalized Galerkin method . The stability theorems in §2. G and 
§2 . 7 are new . 
f inally , in §2 . 8 , we introduc~ a generalization, due to Tucker [G2], ol 
Mikhlin stability , for analysing the stability of nonlinear numerical 
processes . We also state a fundament al theorem on Tucker stahility which is 
used repeatedly in Chapter 4 . 
2.2 Stability of Li near Numeri cal Processes 
Following Mikhlin [36 , §13] , l e t us consider the linear numerical 
process defined by the sequence of equations 
(n) 
- y 
' 
n - 1 , 2 , •.• , (2.2.1) 
where is a linear operator mapping a Banach space X 
n 
into a Banach 
space y 
n 
(note that a Banach space is a complete normed linear space) . We 
- 1 
assume that the inverse A(n) is defined for all n 
-1 
and that V (A (n) ) , 
the domain of , equals y 
n • 
Corresponding to the numerical process (2 . 2.1), we consider the 
perturbed numerical process, where we perturb 
by some linear operator r(n) 
cS 
(n) 
+ ' 
(n) y by some 
n = 1, 2, .... 
and 
(2.2.2) 
Definition 2.2.1 . We say that the numerical process (2.2.l) is 
6 
Mikhlin stahle, if there exist constants p, q , and r, independent of n , 
such that , for ilf(n)II ~ r and arbitrary cS(n) , equations (2.2.2) are 
solvable and 
(2.2.3) 
The results of Note land Note 2 of Mikhlin [36] establish the following 
fundamental stability theorem. 
THEOREM 2.2ol. A sufficient condition for the Mikhlin stahility of the 
-1 
numerical process ( 2. 2 .1) is that the norms IIA (n) 11 and llx (n) II be 
bounded independently of n. This condition is also necessary if there 
exists a positive constant c such that 
-1 
IIA (n) 11 > c > 0 for all n . 
THEOREM 2.2.2 - (see [36, Theorem 13.3]). If the numerical process 
( (n)) (2.2.1) is convergent i.e., there exists a lirrrit x 0 = lim x , then a n-+00 
necessary and sufficient condition for the Mikhlin stahility of the numerical 
-1 
process (2. 2 .1) is that the norms IIA (n) II be bounded independently of n . 
2.3 The Minimal Classification 
In this section we define what is meant by minimal, strongly minimal, 
and almost orthonormal systems of coordinate functions in a Hilbert space 
(complete inner product space). Following Mikhlin [36], let {¢k};=l be J 
system of coordinate functions in a Hilbert space H. 
Definition 2.3.1. The system { ~ } 00 is called a rrrinimal system in 
'+'k k=l 
H , if the deletion of any one of the coordinate functions from the system 
restricts the span of the new set to a proper subspace of the space spanned 
by the original set. 
Consider the Gram matrix of the first n coordinate functions of the 
7 
system {<t>k};=l. 
(¢1, <P1)H (¢1, <P2)H ... (¢1, cpn)H 
(¢2, ¢1)H (¢2' ¢2)H • • • ( ¢2' ¢n) H 
G(n) 
= • 
. . . . . . . .. . . . 
(<t>n' <1\)H ... . . . (cpn' <Pn)H 
Since the matrix is Hermitian and positive, its eigenvalues are non-negative 
and can be written in _increasing order as 
Definition 
o < A(n) < 
1 
(n) A
2 
. s ... < A(n) . 
n 
2.3.2. 
00 
The system {¢k}k=l is called strongly rrrinimal in 
H , if there exists a positive constant A0 independent of n such that 
inf A (n) = lim A (n) > A > 0 • 1 1 - 0 
n n--too 
Definition 2.3.3. The system {cpk}~=l lS called almost orthonormal 
in H , if there exist positive constants A0 and A0 such that for all m 
and n , m < n , the following inequality holds: 
Remark 2.3.1. (i) Every strongly minimal system is minimal (see 
Mikhlin [36, Theorem 2.1]). 
(ii) A minimal system can always be renormalized to yield a strongly 
minimal system (see Dovbysh [17]). 
In the Western numerical analysis literature, the use of piecewise 
polynomial coordinate functions has become very popular for the Rayleigh-
Ritz-Galerkin procedure, especially within the framework of the finite 
element method. In contrast, the Russian literature has emphasized poly-
nomial and eigenfunction coordinate functions for which the accuracy· of the 
Rayleigh-Ritz-Galerkin approximation can be improved by simply adding more 
coordinate functions to the original set. Thus Mikhlin considers coordinate 
00 
functions {¢k}k=l where the k-th coordinate function <pk is independent 
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of the dimension of the subspace i n which the approximate s olution i s s ought . 
However, i f pie cewise polynomia l coordinate f unctions are being used , then 
t he accuracy of the RRG approximation is improved by refining the mesh , and 
this leads to a completely new set of coordinate functions . Thus , throughout 
this thesis except for §2.5, §2.7, and Chapter 5, we shall consider sys tems 
of coordinate functions of the form 
denotes the dimension of the approximating s ubspace 
and lim m. - 00 • 
1,, i-',W 
. 
1,, - 1, 2, • . • , wher e 
s 
m. 
1,, 
spanned by 
m. 
1,, 
Bearing in mind the above, we shall now extend the de finitions of s trong 
minimality and almost orthonormality to a system of coordinate functions of 
. 
i, = 1, 2, • • •• 
Defi ni tion { (mi)}mi 2. 3.3. The system of coordinate functions ¢k , 
k=l 
i = 1 , 2 , . . . ' is called strongly minimal in a Hilbert space H , if, for 
arbitrary i , the smallest eigenvalue of the Gram matrix of t he functions 
{
<j, h) }mi 
k k=l 
is bounded below by a positive cons tant independent of 
. 
1,, • 
Equivalently (see Mikhlin [36 , (2.5)]), there exists a pos itive constant \ 0 
independent of . 1,, such that 
o < A < inf 
0 
Cl 
where Cl i s a vector 
mi (m.) 2 
I °7<.ct>k 1,, 
k=l H 
ll all 2 
a.2' ... ' a ) m. 
1,, 
' 
i, = 1, 2, ... , (2.3.1) 
and 
() 
Definition 2.3.4. The system ?/ - 1 , ? , ... , 1 ~ CJlkcl 
almost orthonormal in H , if, for arbitrary & , the eigenvalues of the 
Gram matrix of the functions are bounded above and below by 
positive constants independent of & • Equivalently, there exist positive 
constants AO and A0 independent of & such that for arbitrary o, 
11 0 11 2 
& - 1, 2 , .... (?.3. :> ) 
This equivalence follows from the expression for the smallest eigenvalue 
of the Gram matrix given in (2.5) of [36] and the expression for the largest 
eigenvalue [36 , p. · 12]. 
Let us remark here that Theorems 4.2 and 4.3 of Mikhlin [36] remain 
valid for the extended definitions of strong minimality and almost 
orthonormality . 
2.4 The Rayleigh-Ritz Method 
Let A[u] be a homogeneo~s quadratic f unctional ( sec Mikhlin [30, p . 3 ]) 
with domain V( A) a linear manifold dense in a given Hilbert space H (real 
or complex) . Let A[u] correspond to the bilinear functional A[u, v] with 
the same domain such that A[u] = A[u , u] . Assume that A[u] is positive, 
i . e . , 
A[u] > O , u # O , u E V(A) . 
If H is real, then we must also assume that A[u, v] is symmetric , i . e ., 
A[u, v] = A[v, u] for all u, v E V( A) . 
If H is complex , then th s ymmetry of A[u, v] i::..: .implied uy Lli c I ,wl 111 .J I 
A [u] .i :.3 rcu.l ( see Mikhlin [ 31 :i p . 317]) . Under the Lt!Jovc <1:;:; umµ Li 011:; , I I H , 
following energy inner product and energy norm are well-dctined on V( ~ ) : 
10 
[u, v]A = A[u, v] , u, v E V( A) , ( 2 . 4 . 1) 
llluJII = IJJullk = IA [u J , u E V(A) . ( 2 . 4 . 2 ) 
We now complete V(A) with respect to the energy norm to f orm a new Hilber t 
space HA which is called the energy space. Let l(u) be a bounded linear 
functional on HA and consider the problem of minimizing the followin g 
functional in the space HA 
F(u) = lllulll2 - l(u) - Z(u) . 
Using the Riesz Representation Theorem [68, p. 90], it can be shown ( see 
A 
Mikhlin [36, p . 17]) that there exists a unique element w E HA which 
A 
minimizes the functional F(u) , and w is referred to as the generalized 
solution of the problem of the minimum of F(u) • 
In order to introduce the Rayleigh-Ritz-Galerkin process, we assume that 
is separable , and we choose a coordinate system {~~mi)}mi , 
k=l 
i = 1, 2 , ••• , which satisfies the following conditions ~nalogous to those 
of Mikhlin [36, p. 17]: 
1 . 
2 . 
3 . 
(m.) 
. ¢ 1, 
k E HA , for all 
1 < k < m. ' 1, 1, - 1, 2, ..• , 
{A-k(mi) }mi ~ are linearly independent for any 1, , and k=l 
letting 
then 
s 
m. 
1, 
denote the linear space spanned by 
lim inf I llw-w Ill = 0 • 
i-+m WES 
m. 
1, 
(2.4.3) 
The last condition is essentially a completeness (or density) condition. 
For each 1, , the RRG approximate solution (or variational solution) of 
the problem of the minimum of F(u) is defined to be 
where the RRG coefficients 
A 
w 
m. 
1., 
= 
{a (m) }mi k k=l are chosen so t hat F(w ) m. 1., 
"' 
minimized. It i s easily shown (cf. Mikhlin [30, p. 23]) that w m. 
1., 
11 
( 2 . 4 . 4 ) 
lS 
e xis t s 
and is unique, and that are uniquely determined by the RRG 
process 
(m.) (m.) 
R 1., a 1., 
(m.) 
= f 1., 
(m.) ( (mi}] 
where the RRG matrix R 1.- -- rjk -
(m.) [ (mi} (m)J 1., 
rjk = <Pk '<Pj A 
with 
(m.) 
a 1., 
and 
' 
' 
i = 1, 2, .•• , 
is given by 
J' k - 1, 2, •.. ,m., 1., 
(2.4.5) 
It is clear from Mikhlin [30, §B, Theorem 3] and the completeness condition 
A 
(2.4.3) that the sequence {w rX) 
m. . 1 
1., 1., = 
converges to w in the energy norm. 
Having presented an abstract derivation of the RRG process (2.4.5), we 
shall now show how it can be applied to a positive definite linear operator 
equation in a Hilbert space. Consider the equation 
Au= f, f EH, 
where A is a positive definite linear operator defined on a domain V(A) , 
a linear manifold dense i n a given separable Hilbert space H By positive 
12 
definite, we mean that there exists a positive constant y such that 
(Au, u) ~ y 2 ilull 2 for all u E V(A) • 
If H is a real space, then we must assume A to be symmetric, i. e ., 
(Au, v) = (u, Av) , u, v E V(A) • 
Letting the quadratic functional J1[u] = (J1u, u) , u E V(/1 l , and 
. l ( u ) = ( u , f) , _it can be s h own ( see [ 3 G , p • 18] , [ JO , p • 7 _I ) t I 1 J t / ( u ) I •. . ' 
a bounded functional in HA cJ.nd hence we can apply the Ruyleigh-Ri t z 111c tl1 ou 
(m.) 
to obtain the RRG process (2.4.5). If ¢ 1,, E V (A) , k k - 1, 2, .•. , m. , 1,, 
then 
j, k = 1, 2, ••• , m • • 
1,, 
See (2.5.3) for the complete system of linear algebraic equations. 
"' Remark 2.4 ol. The generalized solution w of the problem of the 
minimum of F(u) can now be called the generalized s olution of tlic e qua l i o n 
A A 
Au= f since , if w E V(J1) , then w satisfies Au= f ( see 
A 
Mikhlin [30, §2, Theorem l]); w is then called a classical solution of 
Au = f • 
Following §2.2, let us consider the non-exact RRG process 
(m.) (m.) 
=f 1,, +o 1,, 
' 
(m.) (m.) (m.) (R 1,, +r 1,, )b 1,, . 1,, - 1, 2, •.• , (2.4.6) 
where (mi) - [ (mi)] r = yjk , J, k - 1, 2, •.. , m. 
1,, 
, is the Hermitian matrix of 
(small) errors arising in evaluation of the elements of 
(m.) 
R i, 
(m.) 
0 1,, the 
' 
corresponding error for the right-hand- s ide vector, 
(m.) 
f 1,, and 
' 
is 
the column-vector of the non-exact RRG coefficients. Analogous to De f i nition 
2 . 2.1, we have 
Definition 2.4.1. The RRG process is Mikhlin stable, if there exist 
constants p, q , and r, independent of . 1,, , s uch that for 
(m.) 
II r 1,, 11 s r 
(us ing t he spectral norm), and arbitrciry 
13 
(m.) 
'l, o , the non-exact RRG process (2.4.6) is solvable and the following 
inequality holds : 
(m.) (m .) (m.) (m.) 
ll b i- -a i- II s pllr i- II + qllo i- 11 • (2.4.7) 
In the opposite case, we say that the RRG process is Mikhlin unstable. 
Corresponding to the exact RRG approximate solution (2.4.4), the 
(m.) 
. b 'l, solution of the non-exact RRG process (2.4. 6) yields the non-exact 
RRG approximate solution 
A 
V 
m. 
'l, 
• 
(2.4.8) 
Definition 2.4.2. The solution of the exact RRG process (2.4.5) is 
Mikhlin stable, if there exist constants p 1 , q1 , and r 1 , independent of 
i , such that for 
(m.) 
llf i- II s r 1 and arbitrary 
(m.) 
o i, , the following 
inequality holds: 
(2.4.9) 
The following two theorems are of fundamental importance. 
THEOREM 2.4.l . (cf. [36, Theorem 9.1]). In order that the RRG process 
be Mikhlin stable~ it is necessary and sufficient that its generating 
coordinate system be strongly minimal in the appropriate energy space. 
The proof is completely analogous to that of Theorem 9 .1 of Mikhlin 
[36], remembering that we must use the extended definition of strong 
minimality, Definition 2.3.3. Sufficiency in Theorem 2.4 .l could also be 
proved as a corollary to Theorem 2.2.l where the RRG process (2.4.5) is just 
a special case of the general linear numerical process ( 2 . 2.1), i . e ., 
However, necessity in Theorem 2 . 4 . l can only be obtained as 
a corollary to Theorem 2.2.l if we use a coordinate system {¢k}00 (see 
k=l 
------------------------------- - ~ 
14 
Mikhlin [36, p. 62]). 
THEOREM 2.4.2 (cf. [36, Theorem 10.l]). A necessary and sufficient 
condition for the Mikhlin stahility of the RRG approximate solution is that 
the corresponding coordinate system be strongly minimal in the appropriate 
energy space. 
Again, the proof is completely analogous to that of Theorem 10 . l of 
Mikhlin [36] . 
2.5 The Galerkin Method 
In this section, we discuss a generalization o.f the Rayleigh-Ritz 
method which Mikhlin [31], [36] refers to as the Bubnov-Galerkin method but 
is more generally referred to as the Galerkin method. The content of this 
section is not basic to subsequent chapters of this thesis, but is presented 
as a preliminary to §2.7 on the generalized Galerkin method for which we 
establish new stability results. Following Mikhlin [36, §14], we shall only 
consider coordinate systems of the form {¢k} 00 • 
k=l 
Consider the equation 
Au = f (2.5.1) 
where the linear operator A has the form 
(2.5.2) 
where A 0 is positive definite in a given separable Hilbert space H (real 
or complex), V( B) => V(A
0
) , and the product can be extended to a 
completely continuous operator in the energy space HA . If H is real, 
0 
then we also assume A 0 to be symmetric. We choose a coordinate system 
{¢k}00 which satisfies 
k=l 
1 . ¢k E V (A 0) , k - 1, 2, • • • , 
2. for arbitrary n , the functions ¢1 , ¢2 , •.• , ¢n are linearly 
~ - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - ~ -
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independent, and 
3. are complete in HA • 
0 
Note that we have assumed ¢k E V(A 0) , k = 1, 2, ••• , instead of 
<1\ E HA , k = 1, 2, • ·• • , in order to simplify the presentation, without 
0 
loss of any essential generality. 
(2 . 5.1) is defined to be 
A 
w 
n 
. n 
= 
h h ff . . { (n)} were t e coe icients ak 
k=l 
The RRG approximate solution 
A 
w 
n 
are defined by the condition that 
(Awn-f) lS orthogonal to ¢1, ¢2, ••• , ¢n with respect to the inner 
product of H • This yields the RRG process 
n = 1, 2, . . . ' 
where the RRG matrix R(n) - (rjk) . . by - lS given -
(A¢k' ¢ .) 
. k 1, 2, rjk = J' = • • • ' n 
' ' J 
with 
and 
of 
(2.5.3) 
Remark 2.5. 1. If the operator A in (2.5.1) is positive definite, 
then the Rayleigh-Ritz method is applicable, and we obtain exactly the same 
system of linear algebraic equations (2.5.3), thus confirming the terminology 
Rayleigh-Ritz-Galerkin (RRG) process. 
-1 Applying the operator A 0 to both sides of equation (2.5.1), we obtain 
the new equation 
16 
-1 -1 
u + AO Bu = AO f • (2. 5 .4) 
Then any solution of (2.5.4) belonging to HA is regarded as a geneI'alized 
0 
solution of (2.5.1). It can be shown ( see Mikhlin [31, §78]) that, if 
equation (2.5.1) has at most one solution, then the RRG approximate solution 
w converges to the unique exact generalized solution of (2.5.l) with 
n 
respect to the energy norm in HA (hence, by Mikhlin [30, p. 6], 
0 
convergence in H is also ensured). 
THEOREM 2.5.1 (see [36, Theorem 14.l]). If the coordinate system 
{¢k} 00 is strongly minimal in HA and equation (2.5.1) has at most one 
k=l 0 
solution, then the RRG process (2.5.3) is Mikhlin stable. 
THEOREM 2.5.2 (see [36, Theorem 14.2]). A necessary and sufficient 
condition for the Mikhlin stability of the RRG approximate solution 
that the coordinate system be strongly minima_l in HA . 
0 
A 
w 
n 
Note that the appropriate definition of stability is Definition 2.4.2 
where the norm 111 ·IIIA is used in the left-hand-side of inequality ( 2. 4-. 9). 
0 
Remark 2.5.2. A generalization of the Galerkin method that we shall 
mention, but not discuss in detail, is the Petrov-Galerkin method (see 
Yaskova and Yakovlev [67], Strang and Fix [61, §2.3]). Yaskova and Yakovlev 
[67] analyse the Mikhlin stability of the Petrov-Galerkin method. 
2.6 The Generalized Rayleigh-Ritz Method 
As a preliminary to this section and also §2.7, we need to briefly 
discuss the K-positive definite operator theory developed by Petryshyn [4-9], · 
[50] as an extension of the original idea of Martyniuk [28]. We shall closely 
follow Pelryshyn [50]. 
Let H be a separable Hilbert space ( rec1l or complex), ancl we. cons _i cJ.cr 
I 'J 
he problem of solving the equation 
Au= f, f EH , (2.6.1) 
where A is a linear , in general unbounded, operator defined on a domain 
V(A ) which is dense in H . If H is real, we assume that A is 
K-syrronetric , i . e ., 
(Au, Kv) = (Ku, Av) for all u, v E V(A) . 
Definition 2.6.1. The operator A is called K-positive definite 
i.f then.' exists J. closeaLlc linear oµerc1tor !( w.i"lll V(K) > V(/1) 111,qip 111; 1• 
V(A) cml.t) ,1 dc11~;e ~;uli:;cL of H, cmd Ll1crc c xi.:;L Lwo 1>u:;iLivc cu11:;L.111l.:; 
anJ. such that 
(Au, Ku) u E V(A) , (2.6.2) 
and 
i!Kuii 2 ::: a2(Au, Ku) , u E V(A) . (2.6.3) 
Remark 2.6.1. This class of K-positive definite operators includes 
the class considered in Petryshyn [49] where K is required to be closed, 
and contains as a subclass some weakly elliptic boundary value problems of 
both odd and even order, which are, in general, nonself-adjoint. 
The following inner product and norm are well-defined on V(A) 
[u, v]A K = (Au, Kv) , u, v E V(A) , 
' 
h: liiui!k K = (Au, Ku) 2 , u E V(A) • 
' 
(2.6.4) 
(2.6.5) 
We now complete V(A) with respect to the norm Ill· Ilk K to form the Hilbert 
' 
space HA K . Let us consider the functional 
' 
F(u) = (Au, Ku) - (Ku, f) - (f, Ku) (2.6.6) 
defined on V(A) • Petryshyn [50, p. 5] shows how F(u) can be extended to 
" the entire space HA K , and that there exists a unique element 
' 
w which 
minimizes F(u) over HA K. Furthermore, Petryshyn [49, Theorem 1.2] has 
' 
" " shown that, if w E V(A) , then w is a solution of equation (2 . 6.1), and 
18 
"' hence w is referred to as a generalized solution of equation (2.6.1). 
We shall now construct the generalized RRG process. We choose a system 
{ 
(mi)}mi 
of coordinate functions ¢k , 
k=l 
i - 1, 2 • • • • , which satisfy 
(m .) 
1 . ¢k 1., E V (A) for all l < k < m • , 1., = 1, 2 , • • • , 
1., 
2 . {
th (mi) }mi 
~ are linearly independent for any 1., , and 
k k=l 
3. letting s 
m. 
1., 
denote the linear space spdnnecl Ly { 
(m.) }rn'i ¢ 1, 
k k=l' 
then 
A 
lim inf lllw-wllk ,K - O • 
i~ WES 
m. 
1., 
(2.6.7) 
For each i , the generalized RRG approximate solution of (2.6.l) is defined 
to be 
where the coefficients 
A 
w 
m. 
1., 
= 
are chosen so that F(w ) 
m. 
1., 
lS 
(2.6.8) 
minimized. Analogously to the Rayleigh-Ritz method, this condition yields 
the generalizedRRG process which uniquely determines the 
(m.} (m.) 
G i,a 1., = 
(m.) 
where the generalized RRG matrix G 1., 
with 
j, k = 
is given by 
1, 2, ... ,m., 
1., 
(2.6.9) 
(2.6.10) 
(m .) 
a i, 
and 
( m . ) [[ ( m . ) l [ ( m. ) l [ ( m. ) l] T f ~ = f, K~l ~ , f, K~2 ~ , ... , f, K~mi~ 
In the special case when K = I , A becomes positive definite and the 
generalized Rayleigh- Ritz method reduces to the ord.indry l<c1ylcir~l1-l -~ i Lz 
l <) 
f\.nother special case is when K = A , c.rnc.i tJij~ lea.cl:; Lo l l1c L.Jmi Ii ,tr' 111eLho(/ 
of least squares (see Mikhlin [31, Chapter X]). 
LEMMA 2.6.1. From Petryshyn [50, p. 21] and the completeness condition 
(2.6.7), the sequence 
A 
converges to w in the norm lll·IIIA K j and 
' 
hence, from (2.6.2), convergence in H is also ensured. 
We shall now investigate the Mikhlin stability of the generalized RRG 
process (2.6.9) and of the generalized RRG approximate solution 
A 
w 
m. 
i, 
• 
As 
in §2 . 4 (equations (2 . 4 . 6) and (2 . 4.8)), let us consider the non-exact 
generalized RRG process 
(m.) (m.) (m.) (c -i +r -i )b -i (m.) (m .) = f -i + o -i , i = 1, 2 , ... , 
and the non- exact generalized RRG approximate solution 
A 
V 
m. 
i, 
mi (m.) (m.) Ib -ict> -i 
k=l k k 
(2.6.11) 
(2.6.12) 
Definition 2.6.2. The generalized RRG process is Mikhlin stable, if 
there exist constants p, q , and r , independen_t of i, , such that for 
(m .) 
llf i, II s r and arbitrary 
(m .) 
o i, , the non-exact generalized RR(; proce~:;c; 
(2 . 6 . 11) is solvable and the following in~quality holds: 
(m.) (m.) (m.) (m.) 
lib -i -a -i II s p II r -i II + q II o -i II • (2.6.13) 
Definition 2.6.3. The generalized RRG approximate solution w 
m. 
1.,, 
is 
Mikhlin stahle , if there exist constants p1 , q1 and r 1 , independent of 
i , such that for 
(m.) 
and arbitrary 6 i, , the following 
inequality holds: 
A A (m.) (m.) 
20 
111 v -w 111 s P 1 11 r i, 11 + q 1 11 <S i, 11 • m. m. AK (2. 6 . 14 ) 
1.,, 1.,, ' 
The following two theorems are the main results of this section . 
THEOREM 2.6.1. A necessary and sufficient condition for the Mikhlin 
stahility of the generalized RRG process is that the generating coordinate 
system i = 1, 2, •.• , be strongly minimal in 
Proof . Necessity: The argument here is analogous to that in the proof 
of Theorem 9 .1 of Mikhlin [36]. Let the generalized RRG process (2.6.9) 
(m.) 
be Mikhlin stable. Assuming r i, = 0 , we obtain 
(m.) (m.) 
llb 1.,, -a 1.,, 11 (m.) < qllo 1.,, II • 
Let 
(m.) 
A -i 
l 
(m.) 
denote the smallest eigenvalue of G i, and 
corresponding normalized eigenvector. Let 
(m.) (m.) 
0 i, = X i, 
l 
(2 . 6 . 11) to obtain 
Hence 
and thus 
(m.) (m.) 
G 1.,, b i, (m.) (m.) = f 1.,, + X i, 
l 
(m.) 
b 1.,, 
(m.)-1 (m.) 
= G 1.,, f i, 
(m.) - 1 (m.) 
+ G i, X i, 
(m.) 1 (m.) 
- a 1.,, + ~~- X i, (m.) l 
A i, 
l 
l 
' 
(m.) 
X i, 
l 
(2.6.15) 
its 
in equation 
(m,} (m.} 
11 b 1, -a 1, II = 
(m.} 
-
1 
......... II o i- II • (m.} 
"- ,z, 
1 
21 
(m .) 
From inequality (2.6. 15) , we have that 11. 1 i, ~ 1/q independently of i, , 
which proves that the generating coordinate system is strongly minimal in 
HA,K. 
Sufficiency: { 
(m.)}mi 
Let the coordinate system ¢k i, , 
k=l 
i, ; 1 , 2, .. . , 
be strongly minimal in HA K , and hence there exists a positive cons tant 
' 
(m.} (m.} 
Ao independent of 
. such that "- i, > 
"'o where 
A i, 
1,, 1 - 1 
denotes the 
(m.) 
smallest eigenvalue of G i, . Thus 
(m.}-1 
II G 1, II = ___,.._1 _ < -2:. (m. J - "'o , 
"- i, 
1 
. 
1,, - 1, 2, . . . . (2.6.16) 
Since the coordinate system i = 1, 2, ••• , is strongly 
minimal in HA ,K , then, by ( 2. 3 .1) , 
mi ( m . ) ( m . )112 Ia i- ¢ i-
k=1 k k A K 
' > 
Il a [mi) 11 2 
"'o > o ' 
. 
1,, - 1, 2, • • • • (2.6.17) 
A 
Since , by Lemma 2.6.1, the sequence converges to W in the norm 
A 
Ill ·\!IA ,K , there exists a constant k such that 
lllw 111 s k , 
mi A,K 
i = 1 , 2, . . . . (2 . 6 . lR ) 
Combining (2.6.17) and (2.6. 18), we obtain 
(m •) A 
Il a i- II s ~ . 
~ 
(2 . 6 . 19) 
Using (2 . 6 . 16) and (2 . 6 . 17), we can apply Theorem 2.2.l to prove that the 
generalized RRG process is Mikhlin stable . D 
Rema rk 2. 6.2. An alternative proof of sufficiency in Theorem 2 . 6 . l 
can be obtained by reproducing the argument in the proof of Theorem 9 .1 of 
Mikhlin [36] almost word for word . 
THEO REM 2.6.2. A necessary and sufficient condition for the Mikhlin 
stahility of the generalized RRG approximate solution is that the 
{ (mi)}mi corresponding coordinate system ¢k , k=l ~ - 1, 2 , . • • , be strongly 
minimal in HA K . 
' 
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Proof. We shall not write out the proof in detail since it is completely 
analogous to the proof of Theorem 10.l of Mikhlin [36], in which we replace 
the energy norm Ill · Ill by the norm Ill· Ilk K • Sufficiency can also be proved 
' 
as a corollary to Theorem 2 . 2 . 2 since the arguments of Mikhlin [36 , pp . 61-62] 
apply to the generalized RRG process almost word for word . D 
2.7 The General ized Galerkin Me thod 
In this section , we use the K-positive definite operator theory of 
Petryshyn [49] , [50] to generalize the Galerkin method discussed in §2 . 5. 
Petryshyn [49] refer s to the method as the generalized method of moments. 
As _ in §2 . 5 , we wish to find an approximate solution of the general linear 
equation of the form 
Au= A0u +Bu= f, f EH , ( 2 .7.1) 
where H is a given separable Hilbert space (real or complex) . For the 
generalized Galerkin method, we assume that A0 is K-positive definite 
(see Definition 2.6 . 1), V(B) :J V (A 0 ) , and that can be extended to a 
completely continuous operator in If H is real, we assume that 
23 
A0 is K-symmetric, i.e., 
To construct the generalized RRG process, let us choose the same 
00 
system of coordinate functions {ct\} as in §2.5, satisfying the conditi.ons 
k=l 
A 
1, 2, and 3. The generalized RRG approximate solution LJ 
n 
of (2.7.1) 1-S 
defined to be 
A (2.7.2) 
where the coefficients {a(n)}n are defined by the condition that k k=l 
(A~n-f) is orthogonal to K¢1 , K¢ 2, ... , K¢n with respect to the inner 
product of H • This condition yields the generalized RRG process 
G(n) a (n) = f(n) 
' 
n = 1, 2, ...• , 
where the generalized RRG matrix G(n) - (gjk) is given by 
g jk - (A¢k, Kcp j) , J, k - 1, 2, •.. , n , 
with 
and 
(2.7.3) 
(2.7.4) 
In the special case when K = I , the generalized Galerkin method reduces to 
the ordinary Galerkin method. Clearly, the generalized RRG process (2.7.3) 
becomes the RRG process (2.5.3). 
As in §2.s, we can apply the operator to both sides of equation 
(2.7.1) to obtain the definition of a generalized solution of (2.7.1). 
LEMMA 2.7.1 (see Petryshyn [49, Theorem 2.2]) . If equation (2.7.1) 
has at mot one solution, then 
(a) there exists an integer n0 such that, for n ~ n0 , the 
(b) 
generalized RRG process (2.7.3) has a un&que solution 
and 
the sequence { ;, }00 w of generalized RRG approximate solut ions 
n 
n=l 
converges &n ( and in H) to the un&que exact 
generalized solution of (2.7.1). 
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The proof given in [49] assumes that the operator K is closed; 
however, the proof is also valid in our case where K is only required to 
be close able. 
We shall now investigate the question of Mikhlin stability for the 
generalized RRG process (2.7.3) and the generalized RRG approximate solution 
"' w • As in §2.6 (equations (2.6.11) and (2.6.12)), we consider the non-exact n 
generalized RRG process 
n = 1, 2, 
and the non-exact generalized RRG approximate solution 
"' V 
n 
. . . ' (2.7.5) 
(2.7.6) 
The definitions of Mikhlin stability are definitions 2.6.2 and 2.6.3, with 
Ill· Ilk K on the left-hand-side of inequality ( 2. 6 .14) replaced by Ill· Ilk K • 
' 0 ' 
We shall assume that equation (2.7.l) has at most one solution. 
THEOREM 2.7.l. If the coordinate system {¢k}00 is strongly minimal 
k=l 
in HA K, then the generalized RRG process (2.7.3) for n > n0 &S Mikhlin 
o' 
stable, where n 0 is defined in Lerru-na 2.7.l (a). 
Proof. The proof is completely analogous to the proof of Theorem 14.1 
of Mikhlin [36], where the convergence result in Lemma 2.7.1 (b) is used in 
establishing the boundedness of Ila (n) II • 
25 
THEOREM 2. 7.2. A necessary and sufficient condition for the Mikhlin 
stahility of the generalized RRG approximate solution for n > n 
- 0 1.,$ 
00 
that the corresponding coordinate system {¢k} be strongly minimal i-n 
k=l 
Proof. Again the proof is completely analogous to the proof of Theorem 
14 . 2 of Mikhlin [36]. 
2.8 Stabili ty of Nonlinear Numerical Processes 
In §2.2 , we discussed Mikhlin's definition of stability for a general 
linear numerical process (see Definition 2.2.1). Tucker [62] has success-
fully extended the definition of Mikhlin stability in a natural way to 
general nonlinear numerical processes, and has derived necessary and 
sufficient conditions for such stability. 
Let us consider· the nonlinear numerical process defined by the 
sequence of equations 
(n) 
= y 
' 
n = 1, 2, .•• , 
where is a nonlinear operator mapping a Banach space 
(2.8.1) 
X into a 
n 
Banach space y 
n • 
Assume that the equations (2.8.1) are uniquely solvable 
for a given set { (n) }oo Y n=l and the set of unique solutions 
taken as fixed . Let us perturb 
(n) y by some 
specified sense) to become the nonlinear operator 
the perturbed numerical process 
.c-(n) 
+ u ' n = 1, 2, .... 
{x(n)}oo 
n=l lS 
(in a 
thus obtaining 
(2.8.2) 
Roughly speaking, we say that the numerical process (2.8.1) is stable at 
{ x (n)} :=l if the pertur,bed numerical process ( 2. 8. 2) i~; ~;ol vable , and Lile 
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differences between (n) z and (n) X are small if the are small and 
the differences between and are small. To make this precise, 
we require the following definition. 
Definition 2.8.1 (see [62, Definition 1.2]). B(n) is said to lie in 
~ - ( (n) r, b )-neighbourhood of A(n) if B(n) = A (n) + b u(n) an - X ' 
' n n n n 
where u(n) lS nonexpansi ve in K [x(n) 
n ' rn) = {x I llx-x(n)JI <_ Y' } n n , 0nd 
Then the stability definition corresponding to Definition 2.2.1 is as 
follows. 
Definition 2.8.2 (see [62, Definition 1.3]). The numerical process 
(2.8.1) is Tucker stahle at {x(n)}oo 
n=l 
neighbourhoods 
that, if is in an 
if, ·for each r , there exist 
n 
P and constants n ' s and t such 
with 
b s p and o(n) ES , then the perturbed numerical process (2.8.2) is 
n n n 
solvable, and 
where s and t are independent of n , but may depend on the sequence 
Definition 2.8.2 is related to Definition 2.2.l for a linear numericul 
process by taking nn = +00 for all n , and Pn = r for all n . 
The following theorem is fundamental and is used repeatedly in Chapter 4. 
THEOREM 2. 8. 1 (see [62, Theorem 3.1]). Assv.m. e that the spaces X Y 
n' n 
are finite-dimensional with dim X = dim Y for each n. 
n n 
The numerical 
process (2.8.1) ~s Tucker stahle at {x(n)}~=l if the following hold: 
(i) the A(n) : X + Y are continuous; 
n n 
(ii) the ll x(n) II are bounded above independently of n ; and 
n 
(iii) there exists a positive constant a, independent of n, 
such that, for all u, VEX , 
n 
27 
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CHAPTER 3 
LINEAR ELLIPTIC BOUNDARY VALUE PROBLEMS 
3. 1 Introduction 
In this chapter, we shall investigate certain classes of linear 
elliptic boundary value problems . Throughout this chapter and also Chapter 
1+, it i:3 .important to note that all the problems consiucred will IJC..' de; 1 i ri e;d 
within the framework of real Hilbert spaces , and hence all f un c Li on:; 
mentioned are assumed to be real-valued. For each class of problems, we 
shall establish basic stability theorems and then investigate the Mikhlin 
stability of the RRG process and the RRG approximate solution when the 
coordinate functions are appropriately scaled normalized B-splines or 
normalized elementary Hermites. Extended B-splines are introduced in 
§3.3 and elementary Hermites in §3.4. We shall introduce the definitions 
and properties of Sobolev spaces as we need them. 
In §3.2, we study a class of two-point boundary value problems 
considered by Birkhoff, Schultz, and Varga [4]. After establishing that the 
Rayleigh-Ritz method is applicable, we then state the basic stability 
theorems (Theorems 3.2.l and 3.2.2) that give necessary and sufficient 
conditions for the Mikhlin stability of the RRG process and the REG 
approximate solution. Nonhomogeneous boundary conditions, an extension, and 
an important special case are also considered in §3.2. 
§3 . 3 deals with the stable use of normalized B-spline coordinate 
functions (appropriately scaled) for the class of problems considered in 
§3 . 2. At first, conditions are established that ensure that the coordinate 
system satisfies conditions 1, 2, and 3 of §2.4, and then we prove that the 
REG process and the RRG approximate solution are Mikhlin stable for a 
coordinate system consisting of appropriately scaled normalized B- spline~ . 
§3.4 is analogous to §3 . 3 except that, in this case, the coordinate functions 
are appropriately scaled normalized elementary Hermites. 
In §3.5, we consider a class of boundary value problems defined on a 
rectangular polygon. This class was also considered by [4]. As in §3.2, 
we establish the basic stability theorem. In §3.6, product B-splines are 
introduced and we prove that the RRG process and RRG approximate solution 
for the class of problems in §3.5 are Mikhlin stable when the coordinate 
system consists of appropriately scaled normalized product B-splines . 
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In §3.7, boundary value problems in higher dimensions are studied, 
extending the results of §3.5. Similarly, §3.8 extends §3 .6 to the case of 
multivariate B-splines. 
3.2 One Dimensional Boundary Value Problems 
In this section, we shall consider the following general class of high 
order linear two-point boundary value problems in divergence form 
L[u(x)] = 
x E (0, 1) , f E L 2 [o, l] , n > 1 , (3.2.1) 
with homogeneous Dirichlet boundary conditions 
(3.2.2) 
Since we are seeking a generalized solution (see below) of (3.2.1)-(3.2.2), 
we can ensure complete generality by making the mild assumption that the 
coefficients p.(x) , j = O, 1, ••• , n , are bounded measurable functions 
J 
on [O, l] . It is a simple matter to extend the results of this section 
and §§3.3 and 3.4 to the general interval [a, b] • 
Before we proceed further, let us introduce Sobolev spaces. 
Definition 3.2.1. Let w1'1' 2[o, l] , r ~ 1 , denote the set of 
functions having all possible generalized derivatives in (0, 1) up to and 
including order r , and belonging to L 2 [o, l] together with their 
derivatives . w2" ' 2 [o, l] is a normed linear space with respect to the 
Sobolev norm 
30 
{ r J 1 k 2 }t llw (x) II 2 = I [v w (x )] dx , lf' k=O 0 (3.2.3) 
where we regard the elements of w2"' 2[o, l] as equivalence classes of 
functions which are equal almost everywhere on [O, l] • 
It can be shown that w1" ' 2 [o, l] is a Hilbert space with r espect to 
the Sobolev inner product (see Smirnov [59, p. 533], Yoshida [ 68 , p . ~)~ -1), 
y> I l k k (w, v) 2 = I D w(x)D v(x)dx . lf' k=O 0 (3.?.11) 
Let Cz[O , l] denote the set of ali Z times continuously 
CX) 
differentiable functions on [O, l] , and let C [O, l] denote the set of 
all infinitely differentiable functions on [O, l] • 
Defi ni t i on 3. 2.2 (see Schultz [53]). Let W::' 2 [o, l] , r ~ n , denote 
the completion with respect to the Sobolev norm (3.2.3) of the set of all 
CX) 
functions belonging to C [O, l] which satisfy the boundary conditions 
(3 . 2 . 2) . 
W::' 2 [o, l] is also a Hilbert space with respect to the inner product 
(3 . 2 . 4) . 
By virtue of Sobolev's Imbedding Theorem [59, p. 340], [60, p. 56], 
w1" ' 2[o, l] can be represented as the collection of all functions w(x) 
defined on [O , l] such that w(x) E c11-1[o, l] and Dr-lw(x) 
absolutely continuous on [O, l] with the generalized derivative 
Drw(x) E L2[o, l] , where we regard the elements of w1"' 2[o, l] 
lS 
as 
equivalence classes of functions which are equal almost everywhere on [O, ll . 
LEMMA 3. 2. 1. w;;_, 2[0, l] consists of t he set of all f unclions w(x) 
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defined on [O, l] such that w(x) E cf-1[ o , l] , Dr- l w(x) ~s ahsolutely 
continuous on [O, l] with r 2 D w(x) EL [O, l], and w(x) satisfies the 
bowidary conditions (3.2.2). 
Proof. Let i72', 2[0, l] denote the completion with respect to the 
00 
Sobolev norm of the set of functions belonging to C [O, l ] with 
compact support in (0, l) • It is well known that t he Sobolev s pace 
wi' 2[o, l] cons ists of those functions belonging to Wn' 2[o, l] wh ich 
satisfy the boundary conditions (3.2.2) (see, for exampl e , Aubin [2 , µ. ~7 ] , 
Schultz [54]). Obviously, from the definitions, 
To prove that ifl'2[o l] c wi, 2 [o l] , we must prove that an arbitrary 
n ' - ' 
function w(x) E ifl' 2[o l] 
n ' 
satisfies the boundary conditions (3.2.2). 
From Definition 3.2.2, w(x) can be obtained as the limit, with respect to 
the Sobolev norm II· II 2 , of a sequence of infinitely differentiable ifl' 
functions {wk(x)}00 which satisfy the boundary conditions (3.2.2). 
. k=l 
Applying the inequality in Sobolev's Imbedding Theorem to the sequence 
{w(x)-wk(x)} 00 , we can prove that w(x) satisfies the boundary conditions 
k=l 
(3.2.2). Hence ifl' 2[o, l] = w71' 2[o, l] • 
n 
In order to prove the statement of the lemma, it is now sufficient to 
prove that 
It can easily be shown from the definitions that 
l] n ifl' 2[o, l] . 
n 
So let w(x) 
(3.2.5) 
be an arbitrary funct i on 
belonging to It is known that lS the 
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00 
completion, with respect to the Sobolev norm 11 • IJ 2 , of C [ O, l] lf' 
(see 
Ladyzhenskaya and Ural'tseva [27, p. 41]). Hence , there exists a sequence 
00 00 
of functions {wk(x)} belonging to C [O, l] such that 
k=l 
lim llw-wkJI 2 = O • k-+m v, 
(3.2 . 6 ) 
For each wk , let pk(x) be the unique polynomial of degree < 2n- l which 
satisfies the 2n conditions 
l - O, 1, ••• , n-1 . (3.2.7) 
Since w E ~' 2[o, l] , it satisfies the boundary conditions (3.2.2), and 
. applying the inequality in Sobolev's Imbedding Theorem to the sequence 
{w(x)-wk(x)} 00 , and using (3.2.7), we obtain 
k=l 
lim Dlpk(O) = 0 , 
k-¥X) 
lim Dlpk(l) - 0 , 
k-w::> 
l - O , 1, •.. , n-1 • 
Hence, it can be shown that 
0 • 
However , 
and thus by (3.2.6) and (3.2.8), we obtain 
0 • 
00 
But the sequence C [O, l] and satisfies the 
(3.2.8) 
boundary conditions (3.2.2), and hence and the equivalence 
(3 . 2 . 5) is proved . D 
We shall assume that there exists a positive constant K such thc1t 
2 fl { n · 2} Kllwll~n 2 2 .I p .(x) [lfw(x)] dx = A[w] 
W ' 0 J=O J 
(3.2.9) 
for all w E vf, 2[o, l] (see Birkhoff, Schultz, and Varga [4, p. 250]). 
n 
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Using the terminology of Cea [7] and Aubin [2], condition (3.2.9) means that 
the bilinear form 
I l { n . . } A[w, v] = .I p .(x)rflw(x)rflv(x) & , 0 J=O J (3.2.10) 
lS vf' 2 [o, l]-elliptic. 
n 
Clearly from (3.2.9), A[w] is a positive homogeneous quadratic 
functional. Also A[w, v] is symmetric, and hence, as in §2.4, the energy 
norm and energy space are well-defined. 
LEMMA 3.2.2. The Sobolev norm II· II~, 2 and the energy norm 
v'A[• J = Ill· Ill are equivalent norms on the set . i-.e., 
positive constants c1 and c 2 such that 
for all w E w1' 2[o, l]. 
n 
there exist 
(3.2.11) 
Proof. The left-hand inequality of (3.2.11) follows directly from 
(3.2.9) with c1 = Ii. Since p .(x) , j = 0, 1, ••• , n , are bounded J 
measurable functions on [O, l] , there exists a positive constant P such 
that, for all w E vf'2[o l] 
n ' ' 
and hence the right-hand inequality .of (3.2.11) is satisfied with 
As a consequence of Lemma 3.2.2, the energy space HA of the functional 
A consists of the same functions as ~' 2[o, l] • 
LEMMA 3.2.3. The linear functional l(w) = (f, w) 
2 
is a bounded 
L 
functional in the energy space HA. 
Jlj 
Proof. from inequality (3.2.9) 
where 
Th us , for all w E HA , 
and hence, we have the desired result. D 
Since A is a positive homogeneous quadratic functional and l is 0 
bounded linear functional in HA , we can apply the Rayleigh-Ritz method as 
in §2 . 4, to obtain a sequence of RRG approximate solutions 
A 
{w } 00 
m. . 1 
1., 1., = 
converging to the exact generalized solution w of (3.2.1)-(3.2.2) in the 
. 
energy norm . As in Remark 2.4.1, if p.(x) E c.J[o, l] , 
. J 
. 0 J = ' 1, ... , n , 
and 
A 2n A 
w(x) EC (O , l) , then w(x) becomes a classical solution of 
(3 . 2 . 1)-(3 . 2 . 2). A classical solution of (3.2 . 1)-(3.2.2) is defined to be a 
a function belonging to c2n(O, 1) n d1-1 [o, l] which satisfies 
(3 . 2 . 1)-(3.2 . 2). 
THEOREM 3.2 . 1 (cf. Theorem 2.4.1). In order that the RRG process 
(2 . 4 . 5) for the problem (3.2.1)-(3.2.2) be Mikhlin stable, it is necessary 
and sufficient that its generating coordinate system 
i = 1, 2, ... , be strongly minimal in ~' 2[o, l]. 
Proof. From Lemma 3.2.2, ll·llifl, 2 and 111·111 are equivalent norms on 
r/1' ' 2 [ 0, 1 J , and hence we can apply Theorem 4. 2 of Mikhlin [ 36] to obtain the 
n 
result that strong minimality in is equivalent to strong 
minimality in the energy space HA • Hence the theorem is proved as a 
consequence of Theorem 2.4.1 . D 
The following theorem can be proved in the same way as Theorem 3.2.1 
was proved. 
THEOREM 3.2.2 (cf. Theorem 2.4.2). A necessary and sufficient 
condition for the Mikhlin stahility of the RRG approximate solution A w 
m. 
-i 
of the problem (3.2.1)-(3.2.2) is that the corresponding coordinate system 
i - 1, 2, ••• , be strongly rrrinimal -in 
Nonhomogeneous boundary conditions. Corresponding to the problem 
(3.2.1)-(3.2.2), let us consider the problem 
35 
L[u(x)] = I (-l)jDjf""pJ.(x)Dju(x)J = f(x) , 
j=O ~ 
2 f E L [O, l] , (3.2.12) 
with nonhomogeneous Dirichlet boundary conditions 
k D u( O) = ak , k D u(l) = Sk , O < k::: n-1, (3.2.13) 
where ~ and Sk · are constants. We shall now show that the problem 
(3.2.12)-(3.2.13) can be reduced to a problem of the form (3.2.1)-(3.2.2) by 
a suitable change of the dependent variable. 
Assume that there exists a function u0 E f11,
2[o, l] , which satisfies 
the boundary conditions (3.2.13). Now consider the problem of minimizing the 
following functional in the space HA where A is defined by (3.2.9): 
F(u) = lllull~ - 2l(u) 
where the linear functional l(u) - (f u) lllu 11 2 
- ' 2 - 0 'A • 
L 
From Lemma 3.2.3, it 
can be easily be shown that l(u) is a bounded linear functional in HA' and 
hence , as in §2.4, there exists a unique function A w(x) E HA which minimizes 
A 
the functional F(u) . Then is regarded as a generalized solution 
A 
of the problem (3.2.12)-(3.2.13). As in Remark 2.4.1, if w and 
. 
and p . E cJ [ 0 , 1] , J = 0 , .•• , n , th en it can be sh own 
J 
A 
that w(x) becomes a classical solution of the problem 
L[u(x)J = f(x) - L[u0 (x)J , 
k k D u(O) = D u(l) = O , o s ks n-1 , 
A 
and hence w + u0 becomes a classical solution of (3.2.12) satisfying the 
nonhomogeneous boundary conditions (3.2.13). The Rayleigh-Ritz method c an 
be used to generate the RRG approximate solution 
A A 
A 
7.J 
m. 
1,, 
wm. + u0 becomes the approximate solution to w + u0 • 1,, 
A 
to w , and hence 
An extension. Let us now consider the case where assumption (3.2.9) 
is weakened to become the following: 
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< f 1 { .I p .(x) [zlw(x)] 2}dx -
0 J=O J 
A[w] (3.2.14) 
for all w E ~' 2[o, l] , for some positive constant K , where 
llwll 
00 
-
L 
sup lw(x) I • 
xE[O,l] 
From Sobolev's Imbedding Theorem [59, p. 340], 
(3.2.9) implies (3.2.14). Clearly, A remains a positive homogeneous 
quadratic functional . In this case, however, the energy space HA (which 
is the completion of vf, 2 [o l] 
n ' with respect to the energy norm Ill· Ill ) 
cannot be identified with if,2[o l] 
n ' 
since the energy norm and the Sobolev 
norm ll · llif ,2 are not necessarily equivalent. However, the right-hand 
inequality in Lemma 3.2.2 remains valid, i.e., 
It is easily shown that 
for all w E ~' 2[o, l] • 
n 
(3.2.15) 
llw II 2 s II w II 00 L L 
and hence from (3.2.14), 
for all w E ifl ,2[o, l] , 
n 
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llw II 2 S K-,llw Ill for all 
L 
w E rf '2[o, l] . 
n 
(3.2. 16) 
Using this result, we can apply the same argument as in the proof of Lemma 
3.2.3 to prove that l(w) = (f, w) 2 is a bounded linear functional in L 
From what has been said above, we can apply the Rayleigh-Ritz method , 
as in §2.4, to the problem (3.2.1)-(3.2.2). Furthermore, the stability 
Theorems 2.4.l and 2.4.2 are also applicable. 
A special case. We shall conclude this section by considering the 
problem (3.2.1)-(3.2.2) where the following assumptions are made (see 
Mikhlin [36, §25]): the coefficients 
. 
p .(x) E cJ[o, l] , 
J 
• 0 J = ' 1, ... , n, 
and are all nonnegative, and there exists a positive constant p such that 
p (x) ~ p > 0 for all x E [O, l] • Obviously these assumptions imply that 
n 
pj(x) , J = o, 1, ••• , n, are bounded measurable functions on [O, l] • 
For the domain V(L) of L , we shall consider the set of all 
f t . b l . c2n ( 0 , l) unc ions e onging to which satisfy the boundary conditions 
(3.2.2). Repeated integration by parts and taking (3.2.2) in account, yields, 
for w E V(L) , 
(Lw, w) 
2 L 
= fl { .I p .(x) [v7°w(x)] 2}a.x 
0 J=O J 
(3.2.17) 
Repeated application of the Rayleigh-Ritz inequality [24, p. 185] yields 
II Dn w 11 2 ~ 7T n-j 11 Dj w 11 2 , j = O , l , • • • , n-1 , w E V ( L ) • ( 3 • 2 • 18 ) L L 
An inequality similar to (3.2.18) can be obtained by using Friedrich's 
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inequality (see Mikhlin [37, p. 290], Smirnov [59, p . 355 ]), or for J > 1 , 
by using Poincare's inequality (see Mikhlin [36, p. 121 ], Smi rnov [59 , 
p. 355]) . Comb i ning (3. 2 .17) and (3. 2 .18), it can be shown that ther 
e xists a pos itive constant K such that 
fl { n · 2} Kllw ll 2 2 ::: .L p .(x) [v7w(x)] dx = (Lw, w) 2 , 
· w7'' 0 J=O J L 
w E V(L) . (3.2.19 ) 
Clearly, from (3.2.19), L is a positive definite operator, and hence the 
Rayleigh-Ritz method is applicable. Let us rewrite ( 3 .2.19 ) as 
K//w//~ ,2 S !l/w/112 = A[w] , w E V(L) • (3. 2 .20 ) 
The energy space HA is the completion of V(L) with respect to the energy 
norm Ill· Ill , and, as a consequence of Definition 3. 2. 2, w'-' 2[0, l] l S t he 
n 
completion of V(L) with respect to the Sobolev norm ll·llw",
2 
• Hence, 
inequality (3.2.19) can be extended to w"' 2 [o, l] , and thus we have 
n 
established inequality (3.2.9), and hence we have a special case of the 
general assumptions made in this section. 
The assumptions made for this special case enable us to prove the 
important result that the generalized solution A w of (3.2.1)-(3.2.2) belongs 
h W2n, 2[o l] . l tl f L 3 2 l tote space n , , or equiva en y rom emma •• , A w lS (2n-l) 
times continuously differentiable on [O, l] such that is 
absolutely continuous with 2nA 2 A D w EL [O, l] , and w satisfies (3.2.2) (see 
Mikhlin [36, §25]). 
. 
Finally, let us remark that the assumption that p . (x) ' 
J 
J = o, 1, ... , n , are nonnegative can be weakened; in the case when 
n - l , we only require that p (x) > -µ 
0 where µ is the smallest 
eigenvalue of the operator -D(p1 (x)D) (see Mikhlin [36, §23]). 
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3.3 B-Splines and One Dimensional Problems 
In this section , we investigate the Mikhlin stability of the RRG 
process (2.4.5) and the RRG approximate solution 1.J 
m. 
1., 
(2.4.4) for the t wo-
point boundary value problem (3.2.1)-(3.2.2), where the generating 
coordinate functions are extended B- splines defined on extended partitions 
of [O, l] . We shall only be concerned with establishing sufficient 
conditions for stability. Let us require that the weakened assumption 
(3.2.14) be valid. 
Following the construction of de Boor [12], for a positive integer d , 
the finite set of real numbers 
TI·. o = x
0 
< x1 < x < < x < x - 1 11 - 2 - ••• - N N+ 1 - (3.3.1) 
is said to be a (d+l)-extended partition of [O, l] , if and only if 
for all 0 < k:::: N-d+l; i.e., if fk denotes the multiplicity 
of the knot , and f - fk , then f:::: d . Let xk ln TI - max - lsi<.:51J 
I - {o < k :::: N I xk < xk+l} and define -- -
' 
t:. - (xk+l-xk) and cS - (xk+l-xk) (3.3.2) - max - min - - • 
kEI kEI 
Definition 3.3.1. Let Sp(d, TI) denote the extended spline space of 
all extended splines of degree d on TI , i.e., Sp(d, TI) consists of 
those real-valued functions on [O, l] which reduce to a polynomial of 
degree < d on each of the intervals [xk, xk+ 1] for all k E I , and which 
have d - fk continuous derivatives in a neighbourhood of xk , for all 
l<k::::N. 
Definition 3.3.2. Let Sp (d, TI) 
n 
denote the subspace of Sp(d, TI) 
satisfying the boundary conditions (3.2.2). 
Assuming that n:::: d, we add 2(d-n) extra knots to TI to form the 
partition 
...., 
TI X 
-d+n . . . ... - xN+cl+l-n · 
(3.3.3) 
We now define the classical B-splines for the partition ( see Curry and 
Schoenberg [11]). 
M:<.(x) = (d+l)g(xk' xk+l' •.• , xk+d+l; x) , -d+n <ks N-n , (3.3.4) 
is (d+l) times the (d+l)-th divided difference in y of the function 
g(y; x) - (y-x)~ .= 
( Y-x) d , i· f ( ) d > O y-x - ' 
0 , otherwise , 
based on the points xk' xk+l' ..• , xk+d+l. Thus, if 
xk < xk+l < ••• < xk+d+l, then 
k+d+l (xz-x) ~ 
Mk(x) - (d+l) I - k+d+l • l=k n (xz-xm) 
m=k 
mtl 
As in de Boor [12], it is more convenient to work with the following 
extended spline functions which we shall refer to as the normalized 
B- splines (see de Boor [13], de Boor and Fix [14]): 
X -X 
'"k(x) _= k+d+l k M (x) k - d+n N n 
't' d+ 1 · k ' - ' .. • ' - . 
(3.3.5) 
(3.3.6) 
I {'''k(x) }N-n f . ( t can be shown that 't' orm a basis i.e., linearly independent 
k=-d+n 
spanning set) for Sp (d, TI) (see Curry and Shoenberg [11], de Boor and 
n 
Fix [14]). 
Using Corollary 1 of Theorem 3.1 of [12], we obtain the following 
important lemma. 
LEMMA 3.3.1. For an a:rbitrary (d+l)-extended partition TI, there 
exists a positive constant Dd depending on d but not on TI, such that 
for all _N+d+l- 2n a E g ., (3.3.7) 
where II all00 = max IC\ I • lsksN+d+l-2n 
Let {TI.} 00 be a sequence of (d+l)-extended partitions of [O , l] 
i, . 1 i,= 
such that, for each TI . ' i, and 0 in (3.3.2) become and 0 . ' i, 
respectively, N in (3.3.1) becomes N. , and f becomes 
i, 
f. . In order 
i, 
to apply the Rayleigh-Ritz method, we shall take as our sequence of 
approximating subspaces, {s = Sp (d, TI.)} 00 , where the dimension m. 
m. n i, • 
1 
i, 
i, i-= 
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of S equals 
m. 
(N.+d+l-2n) • For each S , we shall take as coordinate 
i, m. 
i, i, 
functions, the normalized B-splines (3.3.6) based on and appropriately 
scaled (see below). We must firstly establish that the system of coordinate 
functions satisfies the conditions 1, 2, and 3 in §2.4. Condition 2 is 
obviously satisfied. In order to ensure that condition 1 is satisfied, let 
us assume that 
fi s d+l-n , . i, - 1, 2, ••• , ( 3. 3. 8.) 
where f. 
i, TI • • i, From is the maximum multiplicity of the interior knots of 
Definitions 3.3.1 and 3.3.2, and (3.3.8), an arbitrary function s from 
,..n-1 belongs to G' [O, l] , 
with s 
n-1 D s is absolutely continuous o~ 
satisfies the boundary conditions [O, l] 
(3.2.2). Thus from Lemma 3.2.1, for arbitrary . i, ' Sp ( d, TI.) n i, lS a 
subspace of ~' 2[o l] and hence of the energy space 
n ' ' 
which is the 
completion of ~' 2[o l] 
n ' 
with respect to the energy · norm. Clearly, then, 
condition 1 is satisfied. 
Defi ni ti on . lS 3.3.3. The sequence of extended partitions 
said to be quasi-uniform if and only if there exists a positive constant 
p such that 
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(~./o.) s P i,. i,. . i,. • (3.3.9) for all 
The following important lemma establishes conditions under which our 
system of coordinate functions satisfies condition 3, i.e., equation (2.4.3). 
LEMMA 3. 3. 2. Let {n.}00 be a sequence of (d+l)-extended partitions 
i,. • 1 i,.= 
of [O, l] satisfying (3.3.8), and let us assume that lirn ~. - 0 • i,. i-t<X) 
the generalized solution w(x) E ~' 2[o, l], then the co"pleteness 
n 
conditz:on 
(i) 
(ii) 
(2 . 4.3) is satisfied for 
odd 
(a) 
(b) 
(c) 
even 
degree spline spaces (d = 
n < m , provided r > n . , 
n S m , provided r > 2n 
n s m , provided r > n 
. qua,si-mi form; and i,.s 
degree spline spaces (d 
r > n . ., 
2m-l) 
or 
. or ., 
and the 
- 2m) -
or (a) 
(b) 
n < m , provided 
n s m , provided r > 2n · ., or 
which satisfy 
00 
sequence {TI.} 
i,. • 
i,.=l 
which satisfy 
(c) n < m, provided r > n and the sequence 
is quasi- miform. 
If 
Proof. From inequality (3.2.15), it is sufficient to prove that 
"' lim inf llw-s II 2 = 0 • i-+m sESp (d,n.) rf", 
n i,. 
(3.3.10) 
Repeated application of the Rayleigh-Ritz inequality [24, p. 185] yields 
. . 
J J-n n IID wll 2 s TI IID wll 2 , j = O, 1, ... , n-1 , L L 
and hence, there exists a positive constant C, such that 
n llwll 2 s CIID wll 2 r/1', L for all w E ~'
2[o, l] • 
n 
From inequality (3.3.12), it is sufficient to prove that 
lirn 
i-+ro 
I n "' inf I D (w-s) II 2 = O • 
s ESp ( d, TI . ) L 
n i,. 
(3.3.11) 
(3 . . 3 . 12) 
(3.3.13) 
(i) The results (a), (b), and (c) can be proved by applying the 
appropriate parts of Theorem 2 .1 of Schultz [53]. As remarked by Schultz 
[53], his results are applicable when the multiplicity of the interior 
knots depends upon the knot . 
( ) W"' E .n+l,2[0 J . . a Since r > n , Wn , 1 , and we can apply inequality 
(2.17) of Theorem 2.1 of [53] to obtain 
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n "' inf !ID (w-s) II 2 (3.3. 14) 
s ESp ( 2 m-1 , TT • ) L 
n -i 
for some constant K1 independent of i , provided n < m-1. Hence 
condition (3.3.13) is satisfied for n < m-1. Furthermore, we can apply 
inequality (2.7) of Theorem 2.1 of [53] to obtain 
I n A A inf ID (w-s) II 2 S K26 - llwll 1 2 
sESp (2n+1,n.} L -i rfL+ ' 
n -i 
(3.3.15) 
for some constant K2 independent of i , and hence condition (3.3.13) is 
satisfied for n = m - 1. Thus part (a) is proved. 
(b) The proof in this case is the same as that of part (a), except 
that we must prove that condition (3.3.13) is satisfied when n = m. Since 
r ~ 2n , w E W~n' 2[o, l] , and we can apply inequality (2.10) of Theorem 
2.1 of [53] to obtain 
inf IIDn(~-s) II 2 S K36~llwll 2 2 
s ESp ( 2n- l , TT • } L -i W n ' 
n -i 
(3.3.16) 
for some constant independent of . -i , and hence we have the desired 
result. 
(c) The proof in this case is the same as that of part (a), except 
that we must prove that condition (3.3.13) is satisfied when n = m , 
assuming quasi-uniformity. Since r > n , W"' E ~n+l,2[0 l] d w , an we can 
n ' 
apply inequality (2.13) of Theorem 2.1 of [53] to obtain 
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n A [ti i J A inf IID (w-s) II 2 < 11 6. llwll t"' o ,'). i ~ n+ 1, 2 (3.3.17) 
sESp (2n-1,n.) L v w 
n b 
where µ(t) is a continuous function of t on [O, 00 ) • Since the sequence 
00 
{ TI • } 
b . l b= 
such that 
is quasi-uniform, there exists a constant 
and hence the result follows. 
K
4 
, independent of 
(ii) The results (a), (b), and Cc) can be proved by applying the 
appropriate parts of Theorem 2.2 of Schultz [53]. We shall not give the 
details since they are completely analogous to those in the proof of (a), 
(b), and (c) of (i). The inequalities (2.20), (2.22), (2.24), and (2.27) 
of [53] are used. D 
. 
b ' 
Remark 3.3.1. If the two-point boundary value problem (3.2.1)-(3.2.2) 
is an example of the "special case" dis cussed at the end of §3.2, then we 
know that w E w2n' 2 [o, l] • Hence we can apply (i) (b) of Lemma 3.3.2 to 
n 
establish that the completeness condition (2.4.3) is satisfied for odd degree 
spline spaces with n ~ m. Also, we can apply (ii) (a) of Lemma 3.3.2 for 
even degree spline spaces with n < m. 
The following theorem is the main result of this section and its proof 
is based· on that of Schultz [55, Theorem]. 
THEOREM 3.3.1. Let {n.}00 be a sequence of (d+l)-extended 
b . l b= 
partitions of [O, l] which generate the sequence of approximating subspaces 
S = Sp (d, n .) , b = 1, 2, .••• For each Sp (d, n .) , we choose the 
m. n b n b 
b 
following spline coordinate fwictions based on the normalized B-splines 
(3.3.6): 
(m .) 
<Pk b (x) -
(m.) 
C. lpk b d l (x) ., 
b +n- -
k - 1, 2, ..• , m . ., 
b 
(3.3.18) 
where the scaling factor c. ~ 
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satisfies 
(3.3.19) 
for some positive constant T independent of ~ . Let us make assumptions 
as in Lemma 3.3.2 to ensure that the system of coordinate functions 
i - 1, 2, ••• , satisfies the conditions 1, 2 and 3 in §2.4. 
Then, under assumption (3.2.14), the RRG process (2.4.5) and the RRG 
approximate solution 
A 
w 
m. 
~ 
for the two-point boundary value problem 
(3.2.1)-(3.2.2) are Mikhlin stable for this choice of spline coordinate 
functions. 
Proof. From the stability Theorems 2.4.l and 2.4.2, it is sufficient 
{ 
(mi) }mi 
to prove that the coordinate system ¢k , . ~ - 1, 2, • • . , lS 
k=l 
strongly minimal in the energy space HA of the quadratic functional A in 
(3 . 2 . 14); i . e . , the smallest eigenvalue of the Gram matrix of the functions 
{
th (mi) }mi ~ with respect to the energy inner product 
k k=l 
(3.2.10) is 
bounded below by a positive constant independent of ~ . 
For clarity of presentation, we shall not express the dependence upon 
mi explicitly. Thus, we have a (d+l)-extended partition 
7T : 0 = 
with basis functions 
X < · x 0 1 ••• 
¢k(x) = c~k+n-d-l(x) , k = 1, 2, ••• , N+d+l-2n , (3.3.20) 
~ 
with C :::: T / 0 2 • 
Let G be the Gram matrix of { th (x) }N+d+l-2n ~ with respect to the 
k k=l 
energy inner product [•, •]A . Since G is symmetric and positive definite, 
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any eigenvalue A of G satisfies 
A > a.T Ga. inf T 
a.ERN+d+ l-2n ex ex 
• 
(3.3.21) 
Following Schultz [55, Theorem], setting N' = N + d + 1 - 2n , and u0~n~ 
ssumption ( 3 . 2 . 14), we obtain fo r all a E g1
1 
, 
N' 2 
:::: K L akcpk oo 
k=l L 
(3.3.22) 
which by Lemma 3.3.1 yields 
Kc2Dd2 
> T 
- N+d+l-2n CJ. CJ. 
since N + d + 1 - 2n is the number of components of a. However, 
~ 
N + d + 1 - 2n < d/o and c:::: T/0 2 , and therefore 
T0- K 2d-1D2 T f a vu:::: T if' CJ., or all a E /'' • 
Thus, from (3.3.21), 
(3.3.23) 
where the right-hand-side is a constant independent of the partition TI • ' i. 
and thus the coordinate system {~~mi]}mi , 
k=l 
. 
i. - 1, 2, . . • , is strongly 
minimal in the energy space HA and the theorem is proved. D 
COROLLARY 3.3.1. Under the asswnptions of Theorem 3 . 3.1, if there 
exists a positive constant a, independent of i, such that 
0 . 
~:::: 0 > 0, i, - 1, 2, ••. , 
6. . 
'l, 
then the classical B-splines provide a basis for Sp (d, n.) = S n i, m. 
'l, 
4 7 
( 3 .3. 24 ) 
that 
ensures the MikhZin stability of the RRG process and of the RRG approximate 
solution for the problem (3.2.1)-(3.2.2). 
We note that condition (3.3.24) will always be satisfied for uniform 
or quasi-uniform extended partitions. 
Proof. Again suppressing the m. , let 
'l, 
G be the Gram matrix of t he 
B-splines {Mk(x)} N-n . h h . d wit respect tote energy inner pro uct. 
k=-d+n 
Theorem 3.3.1 (3.3.22), we obtain 
T 
a,Ga,>K 
N-n a 2 
= K(d+l)2 L k+d-n+l W (x) 
k=-d+n xk+d+l-xk k L
00 
from (3.3.6). Applying Lemma 3.3.1, we obtain 
KD2 
d T 
> ------ a. a. 
t:. 2 (N+d+l-2n) 
T 
0, 0, 
2 -1 T 
:::: KD Ji- a a. a. 
a k+d-n+l 
X -X k+d+l k r 
As in 
from (3.3.24), and hence the result follows as in the proof of Theorem 
3.3.1. 0 
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3.4 Piecewise Hennite Subspaces 
By studying sp line subspaces based on e xtended partitions , we hc1vc 0:; c1 
special case , piecewise Hermite subspaces based on strictly increasing 
partitions. As in Ciarlet , Schultz , and Varga [8], let 
TI : 0 - X < X < 0 1 • • • < X < X = 1 N N+l (3.4.1) 
be any strictly increasing partition of [O, l] , and let d and m be 
positive integers such that d+l > 2m. Then, the piecewise Hermite space 
H(d, m, TI) consists of those real-valued functi ons belonging to cf1-1 [o, ll 
which reduce to a polynomial of degree < d on each of the subintervals 
[x., x. 1] 1,, 1,, + ' 0 < i s N , of TI • When d + 1 = 2m, we have the us uul 
smooth piecewise Hermite space which we shall denote by H(d , n) (see [8], 
Birkhoff, Schultz, and Varga [4], and Varga [63]). Let H (d, m, TI) , 
n 
n S d, denote the subspace of H(d, m, TI) satisfying the homogeneous 
boundary conditions (3.2.2). 
A 
Now let TI be the extended partition of [O, l] obtained from TI by 
giving each interior knot of TI a multiplicity of (d+l-m) • Then it can 
easily be shown from the definitions that 
H (d, m, n) 
n 
(3.4.2) 
For the remainder of this section, we shall restri ct our attention to 
the commonly used smooth piecewise Hermite space H ( d, TI ) , i.e. , the 
n 
subspace of H(d, TI) satisfying the boundary conditions (3.2.2). Although 
we can construct a B-spline basis for 
A 
Sp (d, TI) , and hence for 
n 
H (d, TI) , 
n 
we shall now consider the most commonly used basis for H (d, TI) , especially 
n 
in the context of the finite element method (see Eisenstat and Schultz [ 19] , 
Omodei [45]). In order to define this basis , it i s necessary to assume that 
n s m = 
d+l 
2 
(3.4. 3) 
As in Ciarlet , Schultz, and Varga [8] and Varga [63], the set of basis 
functions for H (d, n) 
n 
lS 
{ }m-1 { }N m- 1 { }m- 1 s 0 l (x) u s. l (x) ' u sN+l,l (x) 1 =n 
' l=n J, j=l,l=O & 
where we have the defining relations 
Dl 
I
s O, l ( xJ.,) = o O . ,o l l' , 0 s j 
1 s N+ l , n S l , l' < m- 1 , 
,J ' 
vl ' s . 1(x.,) - 0 .. ,01 11 ' 
J ' & J J ,J & ' & 
. O<J.'< ls JS N, N+l, 0 < l , l 1 < m- 1 , 
and 
where o denotes the Kronecker delta, i .e., 
l 'if l = l' 
' 
0 , i f l # l' . 
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(3.4.4) 
(3.4.5) 
(3.4 . 6) 
As is well known, s O l (x) , n S l S m-1 , has support in [x0 , x 1] , 
' 
s . l (x) l < . < N 0 < ls m-1 , has support in [x. ' and J X. J 
' ' 
- J+l ' J' J-1 
8 N+l l(x) n < l < m-1 , has support in [xN, xN+l] Let us refer to 
' 
• 
' 
these basis functions as the elementary Hermites (see Osborne [4 7]). 
We wish to establish conditions under which the use of these piecewise 
Hermite coordinate functions (appropriately scaled) will ensure the Mikhlin 
stability of the RRG process · and the RRG approximate solution for the problem 
(3.2.1)-(3.2.2). It is more convenient to work with the following basis 
functions, which we shall refer to as the normalized elementary Hermites. 
ho l (x) = so l(x)/(xl-xO)l n s l < m-1 
' ' 
' ' 
h . l (x) = s. l(x)!(x. 1-x. l)z l sj < N 0 < l < m- 1 and (3.4.7) 
' 
-
' 
-
' J ' J' J+ J-
The total number of basis functions N' = mN + 2(m-n) • Let us consecutively 
order the normalized elementary Hermites (3.4.7) in the following manner: 
ho ' ,n ... ' h ' h ' O m-1 1 O 
' ' 
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... ' h 1 ,m-1 ' h 2 , O ' • • · ' h 2 ,m-1 ' · • • ' 
hN ,O' ••• ' hN ,m-1' hN+l,n' ... ' hN+l,m-1 ' 
and then we can rename the normalized elementary Hermites as 
LEMMA 3.4.1. Let TI be an arbitrary strictly increasing partition 
(3.4.1) of [O, l] such that the local mesh ratio M is bounded above by TI 
a constant M ., independent of TI . ., i..e . ., 
M 
TI 
max 
I . . , I xJ. '+1-xJ., J-J =l 
X. 1-x. J+ J 
osj ,j '91 
<M. (3.4.8) 
Then., there exists a positive constant Ed depending on d but not on TI., 
such that 
> E dll8ll 00 for all 8 E If' . (3.4.9) 
00 
L 
Proof. As in §3.3, let us construct the normalized B-spline basis for 
A 
Sp (d, TI) and then, maintaining the natural ordering, we can rename the 
n 
normalized B-splines as Since we intend to prove the result 
(3.4.9) as a corollary of Lemma 3.3.1, we must first relate the normalized 
elementary Hermite basis for H (d, TI) 
n 
to the normalized 
B-spline basis 
N' 
for H ( d, TI) • 
n 
Let 
Bk(x) = I gkk'Hk 1 (x) , k = 1, 2, ••. , N' , 
k'=l 
(3.4.10) 
and therefore the matrix G = (gkk') , 1 S k,k' SN' , is the change of 
basis matrix. Due to the compact support properties of the functions 
{ N' Bk (x)} and 
k=l 
N' {Hk(x)} , it can be shown that the matrix G has the 
k=l 
block diagonal form 
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G(O) 
G(l) 0 
G(2) 
G = • (3.4.11) 
• 
• 
0 
' 
where G(O) = ( (0)) 
- gll' ' l S Z,Z' s m-n , 
G J J. ( .) - ( ( ")] 
gll' ' ls l,l' :=: m , 
ls J. s N , and G(N+l) = ( (N+l)l 
- gll' ' ls Z,Z' s m-n. From 
the definition of the normalized elementary Hermites (3.4.4), (3.4.5), 
(3.4.6), and (3.4.7), it can be shown that 
Z'-1 Z'-1 
( X ·+1-x. 1) D Bl+ . (x.) , J J- Jm-n J 
1 s l,l' s m, ls j s N , 
and 
(N+l) 
gll' ( )
n+Z'-1 n+Z'-1 
= xN+l-xN D 3 z+(N+l)m-n(l) ' 
E 
_N' 
Let us choose an arbitrary vector a H 
and hence 
1 S l,l' S m-n . 
, and then define 
(by (3.4.15)). 
(3.4.12) 
(3.4.13) 
(3.4.14) 
(3.4.15) 
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From Lemma 3 . 3 . 1, we have that 
N' 
L akBk > D dilaii 00 , 00 -
k=l L 
and hence 
N' tt SkHk > D ai~ali 00 • • (3.4. 16 ) 00 -L 
From ( 3 .4. 15 ), using the induced ma tri x norm 11 • 11 00 correspondinP,; to the 
ve ct or norm 11 • 11 , we obtain 
00 
(3.4. 17) 
where 
iidI'll00 = max (NkL=,l I gkk, I] • 
lsk '<5N, 
(3.4.18) 
Combining (3 . 4 . 16) and (3.4.17), we obtain 
N' I Da ll ts II I SH ::: 00, 
k=l k k 'L00 li ef ii 
00 
(3.4.19) 
and hence, to prove the lemma, it is sufficient to prove that lS 
bounded above by a constant independent of the partition TI. From (3.4. 11 ) 
and (3 . 4 . 18), we have 
max 
osj9/+1 00 
From Lemma 3 . 1 of de Boor and Fix [14], there exists a constant 
C(d , n+Z'-1) independent of TI such that 
, ( )n+Z'-1 s C(d, n+l -1)/ x1-x0 , 1 < Z , Z ' s m-n , 
and hence from (3 . 4.12), 
(0) gll' S C( d , n+l'-1) , 1 s Z,Z' s m-n. 
Thus, there exists a constant c1 independent of TI such that 
Similarly, applying Lemma 3 . 1 of [14] to (3.4 . 14), we obtai n 
(3.4.20) 
(3.4.21 ) 
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IIG(N+l)TI s c1 . (3 . 4.22) 
00 
App ying Lemma 3.1 of [14] to (3.4.13), there exists a constant C(d, l'-1) 
independent of TI such that 
g (j) ll' 
(x. 1-x. 1) 
< J+ J-( ) C(d, Z'-1) , 
min x . 1-x . ,x .-x . 1 J+ J J J-
S 2M C(d, Z'-1) (from (3.4.8)). 
l<Z,-,'< {,, - m ' 
Hence, there exists a constant c2 independent of TI such that 
j = 1, 2, ••• , N. (3.4.23) 
Combining (3.4.19), (3.4.20), (3.4.21), (3.4.22), and (3.4.23), we obtain 
the desired result with Ed= Dd/max(C1 , C2) • D 
00 Let {TI.} be a sequence of strictly increasing partitions of 
1, • l i,= 
A 
[O, l] such that, for each n. , we form the extended partition 1, by 
giving each interior knot of TI . 
1, 
a multiplicity of m. Also let N . in 
(3.4.1) become N. , and let 
1, 
0 . 
1, 
and be the minimum and maximum gap, 
respectively, between successive knots of TI . • 
1, 
In preparation for the 
Rayleigh-Ritz method, we shall take as our seuqnece of approximating 
subspaces, {s = H (d, TI.)}00 , where the dimension 
m. n i, • 1 
m. 
1, 
of S 
m. 
1, 
equals 
1, i,= 
mN. + 2(m-n) . For each S , we shall take as coordinate functions the 
i, m. 
1, 
normalized elementary Hermites (3.4.7) based on TI. 
1, 
and appropriately 
scaled. Since n Sm, it can be shown as in §3.3 that our coordinate 
system satisfies condition l of §2.4. 
LEMMA 3.4o2. Let 
partitions of [O, l] 
{TI.}00 be a sequence of strictly increasing 
1, • l i,= 
such that lim ~. = 0 • 
1, i-+00 
If the generalized solution 
,,... 
w(x) of (3.2.1)-(3.2.2) belongs to w1'1' 2[o, l], then the comple t eness 
n 
condition (2 .4.3) is satisfied by the smooth piecewise Hermite spaces 
{H (d, n .)}00 which satisfy 
n 1., • 1 
1.,= 
(a) n < m, provided r > n; or 
(b) n s m , provided r > 2n · , or 
(c) n s m, provided r > n and the sequence 
uniform. 
Proof. This lemma is a direct consequence of Lemma 3.3.2 (i) and the 
fact that H (d, n.) = Sp (d, ;.) . D 
n 1., n 1., 
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The following theorem is the main result of this section , but we shall 
not give the details of the proof since the proof is completely analogous to 
that of Theorem 3.3.1. The proof makes use of Lemma 3.4.1. 
THEOREM 3o4olo Let {n.}00 be a sequence of strictly increasing 
1., • 1 1.,= 
partitions of [O, l] satisfying (3.4.8) and which generate the sequence of 
approximating subspaces S = H (d, n.) , i = 1, 2, .... For each m. n 1., 
'l, 
H (d, n.) , we choose the following piecewise Hermite coordinate functions 
n 1., 
based on the normalized elementary Hermites (3.4.7): 
(m.) 
'l, 
<1\ (x) 
where the scaling factor c. 
'l, 
satisfies 
k - 1, 2, •.. , m. , 
1., 
(3.4.24) 
for some positive constant T independent of . 'l, • Let us make assumptions 
as in Lerruna 3.4.2 to ensure that our system of coordinate functions 
i = 1, 2, ••. , satisfies the conditions 1, 2, and 3 of §2.4. 
Then, under asswrrption (3.2.14), the RRG process (2.4.5) and the RRG 
approximate solution A w 
m. 
1.,, 
for the problem (3.2.1)~(3.2.2) are Mikhli n 
stable for this choice of coordinate functions. 
3.5 Two Dimensional Boundary Value Problems 
55 
In this section, we shall consider a general class of high order 
linear boundary value problems defined on an arbitrary rectangular polygon 
with homogeneous Dirichlet boundary conditions. This class has been 
studied by Birkhoff, Schultz, and Varga [4] with an emphasis upon obtaining 
error bounds for the RRG approximate solution when using piecewise Hermite 
s ubspaces . 
Let T be an arbitrary rectangular polygon in the (x, y)-plane, i.e., 
a polygon whose sides are parallel to either the x or the y axis, such 
that T is composed on a finite number of rectangles E. ' J j = 1, 2, .•• , p • 
In. other words , 
p 
T = U E. 
j=l J 
and l < j,k Sp , is either void 
of a subset of an edge of E j and an edge of Ek • Let 'a·T denote the 
boundary of T , and let int(T) denote the interior of T. Following [4], 
we consider the boundary value problem in divergence form 
L[u(x, y)] = L 
oss+tsn 
Osq+r<n 
(-l)s+t D(s,t)1p t (x, y)D(q,r)u(x, y)J ~ s, ,q,r 
= f (x, y ) , ( 3. 5 .1) 
where (x , y ) E int (T) , 2 f(x, y) EL (T) , n ~ l , and we use the notation 
D(s,t) _ as+t 
ax8 ay t . The boundary conditions are 
D(s,t) ( ) u x, y = 0 , (x, y) E 2JT, 0 < s+t S n-1. (3.5.2) 
We assume that the coefficients p t (x, y) are bounded measurable 
s, ,q ,r 
functions in T, and that 
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p 
s,t,q,r p t ' 
O < s+t ::: n , O ::: q+r ::: n . (3. 5.3) q ,r ,s, 
Before we can proceed further, we need to introduce Sobolev spaces. 
Definition 3o5ol. Let lf' 2 (T) , r ~ l , denote the set of functi ons 
having all possible generalized derivatives in int(T) up to and including 
order r , and belonging to L2(T) together with their derivatives. 
lf ' 2 (T) is a normed linear space with respect to the Sobolev norm 
. ~ 
_ { II r (s t) J 2 } 2 11 W ( x , y ) 11 2 = L J) ' w ( x , y ) dxdy , lf' oss+tsr T 
where we regard the elements of lf' 2(T) as equivalence classes of 
functions which are equal almost everywhere in T. 
(3. 5 .4) 
It can be shown (see Yoshida [68, p. 55]) that lf' 2 (T) is a Hilbert 
space with respect to the Sobolev inner product 
(w, v)~.r,
2 
= L II D(s,t)w(x, y)D(s,t)v(x, y)dxdy . 
w O:::s+t:::r T 
(3.5.5) 
Definition (see Schultz [53]). Let r ~ n , denote 
the completion with respect to the Sobolev norm (3.5.4) of the set of all 
infinitely differentiable functions on T which satisfy the boundary 
conditions (3.5.2). is also a Hilbert space with respect to the 
inner product (3.5.5). 
We shall assume that there exists a positive constant ~ such that 
2 Kllwll 2 r/2' 
< If { \' (s,t) (q,r) } ~ p t (x, y)D w(x, y)D w(x, y) dxdy = A[w] 
T oss+tsn 8 ' ,q,r 
O:::q+r:::n (3. 5. b) 
for all w E rJ1, 2(T) (cf. Birkhoff, Schultz, and Varga [4, p. 251]). Using 
n 
the terminology of Cea [7] and Aubin [2], condition (3.5.6) means that t he 
bilinear form 
A[w, v] = JJT { L p (x, y)D(s,t)w(x, y)D(q,r)v(x , y)}dxdy , 
oss+tsn s , t,q,r 
O:::q+r:::n 
w, V E if"' 2 (T) , is 
n 
if"' 2 (T)-e l liptic. 
n 
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It follows from condition (3.5.3) that A[w , v] is symmetric. Also, 
from inequality (3.5.6), it follows that A[w] is a positive homogeneous 
quadratic functional, and hence, as in §2.4, the energy norm and the energy 
space are well-defined. 
LEMMA 3 .. 5ol (cf. Lemma 3.2.2). The Sobolev norm ll · llvfZ,2 
ifl' 2 (T) 
and the 
energy norm IA[• J = Ill· Ill are equivalent norms on the set n , 
there exist positive constants c1 and c 2 such that 
for all w E vfZ, 2(T) • 
n . 
-i . e . , 
(3.5.7) 
Proof. The left-hand inequality of (3.5.7) follows directly from 
(3.5.6) with c 1 = Ii. Since p t ( x , y ) , 0 :::: s + t S n , s, ,q ,r 
Os q+r s n , are bounded measurable functions in T , there exists a 
positive constant P such that, for all w E vfZ, 2 (T) , 
n 
lllwlf = A[w] = IIT { I Ps t q r(x, y)D(s,t)w(x, y)D(q,r)w(x, y)}rlxdy 
o<s+t::::n ' ' ' 
Hence 
O:::q+r::::n 
s p I 
oss+t::::n 
0 :::q + !Sn 
p 
< -
- 2 L I IT { [ D ( s ' t ) w ( x ' y ) J 2 + [ D ( q 'r) w ( x ' y ) J 2 } rlxdy 
oss+t::::n 
osq+r::::n 
P ( 1) ( 2) ' II [D ( s 't),, (x' y )] 2 ,:]-dy • :::: 2 n+ n+ · L w cw; OSs+tSn T 
for all w E rf"' 2 (T) , 
n 
with c 2 = B (n+l)(n+2)J~ , D 
As a consequence of Lemma 3.5.1, the energy space HA of the functional 
A consists of the same functions as vf ' 2[o, l] . 
n 
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LEMMA 3.5.2 (cf. Lemma 3.2.3). The linear functional l(w) - (f, ) 2 L 
&Sa bounded linear functional &n the energy space HA. 
Proof. The proof of this lemma is completely analogous to that of 
Lemma 3 . 2 . 2 , and hence we shall not give the details. D 
Si.nee A is a positive homogeneous quadratic functional and l u.; cJ 
bounded linear functional in HA , we can apply the Rayleigh-Kitz me Lltod c1:: 
{;, }(X) in §2.4, to obtain a sequence of RRG approximate solutions w 
m. . & &=l 
A 
converging to the exact generalized solution w of (3.5.1)-(3.5.2) in the 
energy norm. As in Remark 2.4.1, if p E Cs+t(T) , 
s,t,q,r O < s+t < n, 
0 s q+r s n , and w E c2n(int(T)) , then it can be shown that 
classical solution of (3.5.1)-(3.5.2) (see Sobolev [60, §14 .l]). 
w becomes a 
THEOREM 3.5.1 (cf. Theorems 2.4.1, 2.4.2). In order that the RRG 
process (2.4.5) and the RRG approximate solution A w 
m. 
& 
for the problem 
(3.5.1)-(3.5.2) be Mikhlin stable, it is necessary and sufficient that the 
generating coordinate system 
minimal in vf, 2 (T) • 
n 
{
cj, (m) }mi 
k k=l , 
& - 1, 2, ••• , be strongly 
Proof. From Lemma 3.5.1, ll · llvf ,2 and 111·111 are equivalent norms on 
vf' 2(T) , and hence we can apply Theorem 4.2 of Mikhlin [36] to obtain the 
n 
result that strong minimality in is equivalent to strong 
minimality in the energy space HA . Hence the theorem is proved as a 
consequence of Theorem 2.4.1 and Theorem 2.4.2. D 
An extension. Let us consider the case where assumption (3.5.6) is 
weakened to become the following: 
59 
< ff { L P t r(x, y)D(s,t)w(x, y)D(q,r)w(x, y)}dxdy - A[w] (3. 5.8) 
T oss+t<n 8 ' ,q' 
osq+rsn 
for all w E w7'' 2(T) , for some l , l < Z < n , and for some positive 
n 
constant K . Clearly, A remains a positive homogeneous quadratic 
functional. As in §3.2, the energy space HA cannot be identified with 
w1'' 2(T) , but as in Lemma 3.5.1, we still have 
n 
(3. 5. 9 ) 
Repeated application of Friedrich's inequality (see Mikhlin [37, p . 2901, 
Smirnov [59, p. 355]) yields the following inequality 
(3.5.10) 
for all w E ~' 2 (T) , and for some positive constant K1 • Combining 
(3.5.8) and (3.5.10), we obtain 
(3.5.11) 
Using this result, we can apply the same argument as in the proof of Lemma 
3.2.3 to prove that l(w) = (f, w) 2 is a bounded linear functional in L 
HA . Hence, as in §2.4, we can apply the Rayleigh-Ritz method to the 
problem (3.5.1)-(3.5.2). Furthermore, the stability Theorems 2.4.l and 
2.4.2 are also applicable. 
Remark 3.5.1. We shall conclude this section by noting that all the 
results of the section are equally applicable to an arbitrary region which 
is a bounded open connected set in R 2 possessing a "piecewise-smooth 
boundary". For a strict definition of what is meant by a "piecewise-smooth 
boundary", see Ladyzhenskaya and Ural'tseva [27, p. 6]. 
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3.6 B-Splines and Two Dimensional Problems 
In this s e ct ion, we i nves tiga te the Mikh lin s t ability of the RRG process 
(2.4.5) and the RRG approxi mate solut i on uJ (x' y) 
m. 
( 2 . 4 . 4 ) fo r t he boundary 
'l, 
value problem (3.5.1)-(3.5.2), where the generating coordinate functions are 
extended product B-splines. Let us require that the weakened assumption 
(3.5.8) be valid. For clarity of presentation, we s hall restrict t he 
rectangular polygon T to be the unit square S = [O, l ] x [O, l] • 
Firstly, we extend the definition of extended spline spaces and 
extended B-splines given in §3.3 to extended product spline spaces and 
extended product B-splines, respectively. Using the construction i n §3.3, 
let TI and TI be (d+l)-extended partitions of [O, l] in the x and 
X y 
y directions, respectively: 
TI y ••• 
- l ' 
< YN +l - l. 
y 
(3.6.l) 
Let o , 6 , o , and 6 be defined as in (3.3.2). Using expression 
X X y y 
N -n 
(3.3.6), we construct the normalized B-spline basis {~k(x)} x for 
k=-d+n 
N -n 
Sp (d, TI) , and the normalized B-spline basis 
n X 
{~k(y)} Y for 
k=-d+n 
Sp ( d, TI } • Let TI denote the (d+l)-extended product partition TI X TI 
n y 
of S and let 
Definition 
6 = max(6, 6) , 
X y o = min (o , o ) • . X y 
3.6.1. The extended product spline space 
defined to be the tensor product Sp (d, TI) (8) Sp (d, TI) • 
n x n y 
Sp (d, TI) 
n 
It can be shown that Sp (d, TI) is the linear span of all the 
n 
normalized product B-splines 
X . !f 
(3. 6 . 2 ) 
lS 
Gl 
wk (x)wk (y) -d+n < k s N -n - d+n < k s N -n 
' 
-
' 
-
. 
X X y y (3 . G. 3) 
X y 
To simplify t he notation, the basis (3.6.3 ) can be renamed as 
{ Bk (x, y) I k = 1, 2' ••• ' N} where N = (N +d+l-2n) (N +d+l-2n) • X y (3.6 . 4) 
LEMMA 3.6.1 (cf. Lemma 3.3.1). For an arbitrary (d+l)-extended 
A 
product partition TI, there exists a positive constant Dd depending on d 
but not on TI, such that 
(3.6. 5) 
Proof. For each k ' 1 S k SN , there exists k ' X -d+n < k < N -n X - X ' 
and k , -d+n S k < N -n such that y y - y ' 
Bk(x , y) = Wk (x)wk (y) . 
For arbitrary a , let 
X y 
ak = a k a k ' x, y, 
X y 
1 < k SN , where a 
x,k 
X 
and 
a y,k y 
are real numbers, -d+n < k < N -n 
- X - X ' 
-d+n < k < N -n . y - y Then 
N 
L ~Bk 00 
k=l L (S) 
= ( 
N X -n l ( Ny -n l I a k wk <x) I a k wk <y) 
k =-d+n x, x x k =-d+n Y, y y 
X y 
N -n 
X 
N -n 
00 
L (S) 
= I 
k =-d+n 
X 
ax k wk (x) 00 
'X X L [0,1] 
YL 
k =-d+n y 
a k wk (y) 00 • 
y, y y L [O,l] . 
Applying Lemma 3.3.1, we obtain 
for all 
N I 2 L B ~ D max 
k=l ~ k L00 d -d+nsk 91 -n 
X X 
a E II' , with DA - D2 d d • D 
I ax 'k I max I a k I 
x -d+nsk s.Y -n Y ' y y y 
Let {TI.}00 be a sequence of (d+l) -extended product partitions of the 
1., • 1 
square S 
1.,= 
such that, for each TI. , 
1., 
and 8 in (3.6.2) be come lL 1., and 
8. , respectively, and N in (3.6.4) becomes N . • Let TI . - TI • x TI • , 
1., 1., 1., X ' 1., y ' 1., 
62 
. 2 d 1,, = 1 , , • . • , an , for each denote the and TI • , let 
1,, 
maximum multiplicity of the interior knots of TI • 
X ' 1-
and TI . , respecti vely , 
y '1,, 
with f f . S d, and let 
x ,i ' y,1- and f. 'l, denote the maximum of f X i 
' 
In order to apply the Rayleigh-Ritz method, we shall take as our sequence 
of approximating subspaces, {s - Sp ( d , TI • ) } 00 , where the dimension 
m. 
1,, 
of S 
m. 
'l, 
equals N. • 
1,, 
m. 
1,, n 1- • 1 1,,= 
For each Sp (d, TI.) , we shall take as 
n i, 
coordinate functions, the normalized product B-splines (3.6.3) based on 
TI. and appropriately scaled (see below). 
1,, 
We must firstly establish that the system of coordinate functions 
satisfies the conditions 1, 2, and 3 in §2.4. Condition 2 is obvious ly 
satisfied. In order to ensure that condition l is satisfied, let us assume 
that 
f. s · d+l-n , 
1,, 
. 
1,, - 1, 2, •.•. (3.6.6) 
From Definitions 3.3.1, 3.3.2, and 3.6.1, and (3.6.6), an arbitrary function 
iv(x, y) from Sp ( d, TI • ) 
n i, 
b 1 Cn-l(S) ' e ongs to q + .r = n - 1 , 
ab 1 1 . . h D(s,t),_, E L 2 (S) , are so ute y continuous wit w s + t = n , and iv 
satisfies the boundary conditions (3.5.2). Following Burenkov [6] and 
Kazarjan [26], we define 
w(x, y) , (x, y) E S , 
<P(x, y) -
0 2 (x, y) E R -S • 
' 
It ·1 h IT\(x, y) E ¥n' 2 (R2) , d h f [6] d [2 J is easi y seen tat ~ W an ence, rom an 6 , 
it follows that iv E rJ1, 2(S) • 
n 
Thus, for arbitrary . 
'l, ' Sp ( d, TI.) n i, lS a 
subspace of ~' 2(S) , and hence of the energy space HA which is the 
completion of with respect to the energy norm . Clearly, then, 
condition 1 of §2.4 is satisfied. 
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Definition 3.6.2. The sequence of extended product partitions 
{n.}00 is said to be quasi-uniform if and only if there exists a positive 
t, • l i,= 
constant p such that 
I::, • 
-2.. < p 
cS • - for all 
. 
t, • (3.6.7) 
t, 
The following important lemma establishes conditions under which our 
system of coordinate functions satisfies condition 3, i . e ., equdtion (2.4.3). 
(cf. Lemma 3.3.2). Let {n.}00 be a quasi-uniform 
t, • l i,= 
sequence of (d+l)-extended product partitions of S satisfying (3.6.6), 
and let us assume that lim /::,. = 0. If the generalized solution 
t, i~ 
~(x, y) E w:;, 2(S), then the completeness condition (2.4.3) is satisfied for 
(i) odd degree product spline spaces (d = 2m-l) which satisfy 
n s m, provided r > n; and 
(ii) even degree product spline spaces (d = 2m) which satisfy 
n s m , provided r > n . 
Proof. From inequality (3.5.9), it is sufficient to prove that 
(3.6.8) 
In order to apply the results of Schultz [53], it should be noted that his 
results are applicable when the multiplicity of the interior knots depends 
upon the knot, and that r.f, 2 (S) can be shown (see Ladyzhenskaya and 
00 
Ural'tseva [27, p. 41]) to be the completion of C (S) with respect to the 
Sobolev norm 
(i) Since r > n 
' 
,~ E ~ ..n+ 1, 2 (S) . . ( ) 
w W , and we can apply inequality 3.20 
n 
of the Corollary of Theorem 3.3 of [53] to obtain 
A A 
inf llw-s 11 2 s K1~. llwll 1 2 s·E-Sp ( 2m-l, TI.) vf' . i, vf + ' 
n i, 
for some constant K
1 
independent of & • Hence condition (3.6.8) is 
satisfied. 
(ii) Similarly, since r > n , w E ~+l, 2 (S) , and we can apply 
inequality (3.24) of the Corollary of Theorem 3.4 of [53] to obtain the 
desired result. D 
The following theorem is the main result of this section and the me L:hoc] 
of proof uses Sobolev' s Imbedding Theorem [ 59, p. 3L~O J and thu:..; rcqu i_rc:_; LI 1<' 
assumption that n ~ 2 . 
THEOREM 3.6.l (cf. Theorem 3.3.1). Let {n.}00 be a quasi-uniform 
& • 1 &= 
sequence of (d+l)-extended product partition of S which generate the 
sequence of approximating subspaces S = Sp (d, n.) , m. n & & = 1, 2, ..•. 
-i 
For each Sp (d, n.) , we choose the following spline coordinate functions 
n -i 
based on the normalized product B-splines (3.6.4): 
where the scaling factor c. 
& 
satisfies 
k - 1, 2, ... , m • ., 
& 
(3.6.9) 
(3.6.10) 
for some positive constant independent of Let us make assumptions T . -i • 
as in Lemma 3.6.2 to ensure that the system of coordinate functions 
., -i - 1, 2, ••• , satisfies the conditions 1., 2., and 3 of §2.4 . 
If n ~ 2 and assumption (3.5.8) is valid for l ~ 2., then the RRG process 
(2.4.5) and the RRG approximate solution w 
m. 
7., 
for the p-roblem 
(3.5.1)-(3.5.2) are Mikhlin stable for this choic:e of vpl-ine c:oor•dinale 
functions. 
Proof. The proof is very similar to that of Theorem 3.3.1. By Theorems 
2.4.1 and 2 . 4.2, it is sufficient to prove that the coordinate system 
65 
b - 1 , 2 , .. • , in strongly minimal in the energy space 
of the functional A in (3.5 . 6) . 
For clarity of presentation, we shall not express the dependence upon 
m . explicitly . Thus, we have the basis functions 
b 
<Pk (X, y) = cBk (x, y) , k = 1, 2, ••. , N , 
with N - (N +d+l- 2n) (N +d+1-2n) and c > t/6 • 
X y 
(3.6.11) 
Let G be the Gram matrix of 
N {¢k(x, y)} with respect to the energy 
k=l 
inner product [ •, •]A . Since G is symmetric and positive definite, any 
eigenvalue A of G satisfies 
\ > a? Ga. inf T · 
__1v a a a EH. 
• 
From the definition of G and assumption (3.5.8), we obtain for all 
N 
a E R , 
>KL • 
s+t=Z 
(3.6.12) 
(3.6.13) 
It can be shown by repeated application of Friedrich's inequality (see 
Mikhlin [37 , p . 290] , Smirnov [59, p. 355]) that there exists a positive 
constant K 2 such that 
II 11 2 ~ IID(s ' t )n.,,, 22 K2 W l 2 S L w 
W ' s +t=Z L 
for all w E r/7'' 2 (S) • 
n 
(3.6.14) 
Since l ~ 2 , it follows from Sobolev's Imbedding Theorem [59, p. 340] that 
there exists a positive constant K 3 such that 
llwll z 2 w ' 
for all w E w7' ' 2 ( S) • 
n 
(3.6.15) 
Gli 
Combini ng (3 . 6 . 13) , (3 . 6 . 14) , and (3.6.15), we obtain 
( 3 . 6 . 16) 
which by Lemma 3 . 6 . l yields 
since N is the number of components of a . However, N < (d/8) 2 and 
c ~ T/o , and therefore 
for all N a E R • 
Thus , from (3 . 6 . 12 ), 
where the right-hand-side is a constant independent of the partition TI • ' 1,, 
and thus the coordinate system . i, - 1, 2, • • • , is strongly 
minimal in the energy space HA and the theorem is proved. D 
We shall now consider the classical product B-spline basis for 
Sp (d , TI) 
n 
based on the product partition TI = TI X TI 
X y (3 . 6.1), viz., 
{Mk (x)Mk (y) I -d+n s kx s Nx-n' -d+n < k s N -n} , (3.6. 1 7) 
where Mk (x) 
X 
X y y y 
and Mk (y) are defined as in (3 . 3 . 5). We shall rename the 
y 
basis (3 . 6 . 17) as 
{ Mk (x, y) [ k = 1, 2, ••• , N} • ( 3 . 6 . 18 ) 
COROLLARY 3. 6. 1 (cf. Corollary 3 . 3 . 1) . Under the asswrrptions of 
Theorem 3 . 6 . 1, the product B-splines provide a basis f or Sp (d, n .) = S 
n i, m. 
1,, 
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that ensures the Mikhlin stahility of the RRG process and the RRG approximate 
solution for the problem (3.5.1)-(3.5.2). 
Proof. Again suppressing the m. , let 
1.,. 
G be the Gram matrix of the 
product B-splines N {Mk(x, y)} with respect to the energy inner product. 
k=l 
As in Theorem 3.6.l (3.6.16), we obtain 
from (3.3.6), where kx and k y depend upon k 
3.6.1. Applying Lemma 3.6.1, we obtain 
T 2 ~2[ a Ga ~ KK2K 3 (d+l) D d max 
-d+nsk sN -n 
X X 
-d+nsk sN -n y y 
2 4A2 llall~ 
> KK.2K3(d+l) Dd 4 4 
T 
Cl Cl 
(d+l) 6 
as in the proof of Lemma 
since our sequence of partitions {n.}00 is quasi-uniform. Hence the 
1.,. • l 1.,.= 
result follows as in the proof of Theorem 3.6.1. 0 
Remark 3.6.1. As in §3.4, by studying product spline subspaces based 
on extended partitions of S, we have, as a special case, product piecewise 
Hermite subspaces based on strictly increasing partitions. We can extend the 
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results of §3.4 for coordinate systems of appropriate ly scal ed nor malized 
e lementary Hermites to the two-dimensional case wher e the coordinate 
functions are appropriately scaled normalized elementary pr oduct llermites 
(i.e., the product of one-dimensional normalized elementary Hermites ). Th i s 
extension is carried out in the same way as §3.6 extends §3.3 and therefore, 
we shall not give the details. 
Application to the finite element method. For a comprehensive analys i s 
of the finite element method, see Strang and Fix [61]. From t he results of 
this section, the use of appropriately scaled product B-s plines or 
elementary product Hermites as basis functions for the f inite element met hod 
for a wide class of linear elliptic partial differential equations , wi ll 
lead to a Mikhlin stable RRG process and RRG approximate s olution. The 
elements being used are assumed to be rectangular and the domain is a 
rectangle . An example is given in Omodei [45], where the basis functions 
are either bicubic elementary Hermites or bicubic B-splines (without 
multiplicity). 
The assumption that n > 2 in Theorem 3.6.1 does not appear to be 
natural, but is required because of the method of proof . When n = 1 i n 
the finite element method, the smallest eigenvalue of the global stiffness 
matrix, i . e ., the Gram matrix of the basis functions with respect to the 
energy inner product , can still be bounded away from zero independently of 
the partition (assumed to be quasi-uniform) , provided that the basis 
functions are appropriately scaled. To establish these lower bounds, the 
technique of Strang and Fix [61, p. 214] can be used. 
3.7 Boundary Value Problems in Higher Dimensions 
In this · section , we investigate the application of the Rayleigh-Ritz 
method to a general class of high order linear elliptic boundary value 
problems defined on some M-dimensional region n which is a bounded open 
G9 
connected set in Jl4 possessing a "piecewise-smooth boundary" denoted Ly 
a~ . See Ladyzhenskaya and Ural'tseva [27, p. 6] for a strict definition of 
the term "piecewise smooth boundary". The class is very similar to that 
considered in §28 of Mikhlin [30], and as in §3.2 and §3.5, we aim to 
establish necessary and sufficient conditions for the Mikhlin stability of 
the RRG process and the RRG approximate solution. The details are very 
similar to those in §3.5 . 
We define the boundary value problem 
L[u(x)] = f(x) , XE D, f E L2(~) , 
with homogeneous Dirichlet boundary conditions 
Dau(x) = O , x E &n, Os lal s n-1, n ~ 1, 
where the linear differential operator L is defined by 
(J.7.1) 
(3.7.2) 
(3.7.3) 
We are using the usual multi-index notation (cf. Mikhlin [36, §28]) where 
a and B are multi-indices, i.e., 
Furthermore, if y - (y1 , y 2 , ••• , yM) is a multi-index, then 
M 
IYI - L yk ' 
k=l 
and 
Let the initial domain V(L) of the operator L be the set of all functions 
which are 2n times continuously differentiable in ~ (i.e., belonging to 
C2n(n) ) H and have compact support in ~ . We assume that the coefficients 
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O < !al ,I Si < n. (3.7.4) 
Let us now introduce Sobolev spaces. 
Definition 3.7.1. Let ~' 2(n) , r ~ l , denote the set of functions 
having all poss ible generalized derivatives in n up to and including order 
r , and be longing to L2(n) together with their derivatives. ~' 2(n) 
.LS <l 
normed linear space with respect to the Sobolev norm 
J.:: 
llwC x) II 2 = { L f [v'\,(x)] 2ax} 2 , 
. ~' oslalsn n 
(3.7.5) 
where we regard the elements of ~' 2(n) as equivalence classes of functions 
which are equal almost everywhere in n . 
It can be shown (see Yoshida [68, p. 55]) that w1'1' 2(n) is a Hilbert 
space with respect to the Sobolev inner product 
- ' J Cl Cl (w, v) 2 = L D w( x)D v( x)dx . vi ' os I a I sn n 
(3.7. 6 ) 
Defi ni ti on 3.7.2 (see Schultz [53]). Let r ~ n , denote 
the completion with respect to the Sobolev norm (3.7.5) of the set of all 
infinitely differentiable functions on n which satisfy the boundary 
conditions (3.7. 2) . lf'2 (n) is also a Hilbert space with respect to the 
n 
inner product (3.7.6). 
Analogously to (3.5.6), we shall assume that there exists a positive 
constant K such that 
(3.7.7) 
for all w E V(L) . 
LEMMA 3.7.1. The operator L is positive definite and syrronetric. 
Proof. Repeated integration by parts and the definition of V(L) 
yields, for all w E V(L) , 
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(Lw, w) 2 = f { L p 6vaw(x)v6w(x)}dx = A[wJ (3.7.8) L n oslal ,lslsn a 
~ Kllwll ~n 2 ~ Kllwll 2 2 , 
w ' L 
and hence L is positive definite. Using (3.7.4), it is a simple matter to 
show that L is symmetric. D 
As a consequence of Lemma 3.7.1, the energy norm and the energy space 
of the operator L (or the functional A ) are well-defined as in §2 .4. 
LEMMA 3.7.2 (cf. Lemma 3.5.1). The energy space HA consists of the 
same functions as ~ ' 2 (12) , and the Soho lev norm JI • II ifl, 2 and the energy 
norm IA [ • J = Ill· Ill are equivalent norms on the set . , i-.e., there 
exist positive constants c1 and c 2 such that 
for aii w E rr' 2 (n) • 
n 
(3.7.9) 
Proof. From (3.7.7), setting a = IK , we obtain l 
for all w E V (L ) • (3.7.10) 
Since Pas E c(n) , 0 S lal , ISi Sn , there exists a positive constant P 
such that , for all w E V(L) , we obtain using (3.7.8), 
(Lw, w) 2 s P L 
L o< I a I , I S I sn 
p 
< - '\"' 
- 2 L 
os I a I , I S I sn 
In IDaw(x) 1 lv13w(x) I dx 
I { [Daw (x )] 2 + [DBw (x )] 2 }dx n 
s K ' L J [Daw ( x ) J 2 dx 
oslalsn n 
for some positive constant K' , and thus, setting c =~,we obtain 2 
for all w E V (L) • (3.7.11) 
It f ollows f rom Definition 3.7.2 and Smirnov [59, p. 338] that w2' 2 (r2) 
n 
the completion of V(L) with respect to the Sobolev norm II · II r/7' , 2 . The 
l S 
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energy space HA is by definition the completion of V(L) with respect to 
the energy norm Ill· Ill . Hence, using ( 3. 7 .10) and ( 3. 7 .11), the statement of 
the lemma is valid. D 
Since the operator L is positive definite and symmetric, the Rayleigh-
Ritz method is applicable as in §2.4, and we have the following theorem: 
THEOREM 3.7.l (cf. Theorems 2.4.1, 2.4.2). In order that the RRG 
process (2.4.5) and the RRG approximate solution 
A 
w 
m. 
'i 
(2.4.4) for the 
problem (3.7.1)-(3.7.2) be Mikhlin stable, it is necessary and sufficient 
{ 
(mi)}mi 
that the generating coordinate system ¢k , 
k=l 
i - 1, 2, • • . , be 
strongly minimal in 
Proof. The proof is completely analogous to that of Theorem 3.5.1. D 
Remark 3.7.l. As in §3.2 and §3.5, we can extend the class of 
problems considered by weakening assumption (3.7.7) so that we have an 
assumption analogous to (3.5.8). To avoid repetition, we shall not give the 
details. 
3.8 B-Splines and M-Dimensional Problems 
This section is a direct extension of §3.6 and we shall therefore try 
to be brief. We shall restrict the region n to be an M-dimensional 
M 
hypercube, i.e. , n - X [ 0, l] , and we shall require assumption ( 3. 7. 7) 
to be valid. 
For each . J ' 
j=l 
1 s j s M , let TI • 
J 
[O, l] in the j-th dimension: 
( . ) < (j) < (j) 
TI • 0 = X J < xl - x2 -J 0 
and let 0 . and ti . be defined as in 
J J 
be a (d+l)-extended partition of 
< (j) < x(j) 
- 1 (3.8.l) 
••• 
- XN. -
' N.+l J J 
(3.3.2). Using . (3.3.6), expression 
N .-n 
we construct the normalized B-spline basis r~k(x(j))} J ~ for 
l. k=-a+n 
Sp ( d , TI • ) , J - 1 , 2 , • • • , M • 
n J 
M 
Let TI = X TI. be a (d+l) - extended 
j=l J 
'/3 
product partition of n and let 
max /;:, . , min cS • • (3.8.2) 
lsj'5:M J ls;j'5:Af J 
Definition 3. 8. 1. The extended multivariate spline space Sp (d, n) n 
M 
is defined to be the tensor product ® Sp (d, TI.) 
n J· j=l 
It can be shown that Sp (d, TI) 
n 
is the linear span of all the 
normalized multivariate B- splines 
(3.8.3) 
To simplify the notation , the basis (3.8 . 3) can be renamed as 
{ I m where x = (x(l), x( 2) , • •• , x(M)) Bk( X) k = 1 , 2 , • • • , NI 
M 
and N = ~ (N .+d+l-2n) • (3. 8.4) 
j=l J 
LEMMA 3.8.l (cf. Lemma 3.6 . 1) . For an arbitrary (d+l)-extended 
product partition - o/ TI n , there exists a positive constant Dd 
depending on d but not on TI , such that 
N 
If . 11kt akBk( x ) 00 ::: D dll a. 11 00 for all a. E L (3.8.5) 
Proo f . Since the proof is completely analogous to that of Lemma 3.6.1, 
we shall not give the details . The constant Dd = d'J. where Dd is defined 
in Lemma 3 . 3 . 1 . D 
Let { TI • } 00 be a sequence of ( d+ 1 )- extended product partitions of n 
1., • 1 1.,= 
such that, for each TI • ' 1., /;:, and cS in (3.8 . 2) become !:::, • 1., and cS . , 1., 
respectively, and N in (3.8.4) becomes N. • 
'l, 
i = 1, 2, .•. , and, for each Tr • • , let f. . J ,i, J ,i, 
Let 
M 
1r. - X 
'l, j=l 
denote the maximum 
multiplicity of the interior knots of with f . . < d ; 
J ''l, 
and let 
f. = 
'l, 
max f . . , 
lsjSM J 'i, 
. 
'l, - 1, 2, . . . . In order to apply the Rayleigh-Ritz 
method, we shall take as our sequence of approximating subspaces, 
{ S = Sp ( d , Tr • ) } co , 
m. n i, • 1 'l, 'l, = 
where the dimension m. 
1., 
of S 
m. 
1., 
equals N. • 
1, 
each Sp (d, Tr.) , we shall take as coordinate functions, the normalized 
n i, 
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ror 
multivariate B-splines (3.8.3) based on Tr • 
1, 
and appropriately scaled ( see 
below). 
As in §3.6, we must firstly establish that the coordinate system 
satisfies conditions 1, 2, and 3 of §2.4. Assuming 
f. ~ d+l-n , 
'l, 
i = 1, 2, 
. . . ' (3.8.6) 
and using Burenkov [6] and Kazarjan [26] as in §3.6, it can be shown that, 
for arbitrary . 
'l, ' is a subspace of vf, 2(~) , and hence n 
condition l of §2 .4 is satisfied . Condition 2 is clearly satisfied. 
Definition 3.8.2. The sequence of extended product partitions 
{1r.}co is said to be quasi-uniform if and only if there exists a positive 
'l, • l i,= 
constant p such that 
K. 
-3:_ < p for all . 'l, • (3.8.7) 
o. 
'l, 
The following important lemma establishes conditions under which our 
coordinate system satisfies condition 3, i.e., equation (2.4.3). 
LEMMA 3.8.2 (cf. Lemma 3.6.2). Let {Tr.} co be a quasi-uniform 
'l, • l i,= 
sequence of (d+l)-extended product partitions of ~ satisfying (3.8.G), 
and let us assume that lim 6. = O. If the generalized solution 
i-'tm 1, 
w(x) E w2"' 2(~), then the completeness condition (2.4.3) is satisfied for 
n 
(i) odd degree multivariate spline spaces (d - 2m- l) which 
satisfy n s m ~ provided r > n ; and 
(ii) even degree multivariate spline spaces (d = 2m) which 
satisfy n s m, provided r > n. 
Proof. From Lemma 3.7.2, it is sufficient to prove that 
A 
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lim inf llw-s II 2 = 0 • i-¥X) sESp (d,n.) rf", (3.8.8) 
n 1., 
Again, the proof is completely analogous to that of Lemma 3.6.2, us1ng the 
Corollary of Theorem 3.3 of Schultz [53] to prove (i), and the Corollary of 
Theorem 3.4 of [53] to prove (ii). D 
We shall now prove the main result of this section. 
THEOREM 3. 8. 1 (cf. Theorem 3.6.1). Let {n •} OO be a quasi-uniform 
1., • l 1.,= 
sequence of (d+l)-extended product partitions of ~ which generate the 
sequence of approximating subspaces s = Sp ( d ' TI.) , m. n 1., i = 1, 2, ..•. 
1., 
For each Sp (d, n.) , we choose the following spline coordinate functions 
n 1., 
based on the normalized multivariate B-splines (3.8.4): 
where the s·caling factor 
for some positive constant 
c. 
1., 
T 
k = 1, 2, 
satisfies 
independent of . 1., • 
... ' m. , 1., 
(3.8.9) 
(3.8.10) 
Let us make assumptions 
{ 
(mi)}mi 
as in Lemma 3.8.2 to ensure that the coordinate system ~k , 
k=l 
i = 1, 2, .•. , satisfies conditions 1, 2, and 3 of §2.4. If 2n > M and 
assumption (3.7.7) is valid, then the RRG process (2.4.~) and the !UtC 
A 
approximate solution W (X) 
m. 
(2.4.4) for the problem (3 .7.1 ) -( 3 . 7 . 2) are 
1., 
Mikhlin stable for this choice of spline coordinate functions. 
Proof. The proof is very similar to that of Theorem 3.6.1. By 
Theorems 2 . 4 . 1 and 2 . 4 . 2, it is sufficient to prove that the coordi nate 
system 
. 
-i - 1, 2, . . . , is strongly minimal in the energy 
space HA of the functional A in (3.7.7). 
Suppressing the m. , we have the basis functions 
-i 
7G 
<f\ ( X) = cBk ( X ) , k = 1, 2 , .•• , N , (3.8.11) 
with 
M 
N = 1--i- (N .+d+l- 2n) 
j=l J 
and C > T f112 . Let G be the Gram matri x of 
{¢k(x)}N with respect to the energy inner product [•, •]A • From Lemma 
k=l 
3. 7 . 2 , we obtain for all a E RN , 
T 
a Ga = 
N 2 
I ~¢k 
k=l 
N 
> Ktt <\<Pkl rJl ,2 • 
Since 2n > M , we can apply Sobolev's Imbedding Theorem [59, p. 340] to 
obtain a positive constant K1 such that 
T N 2 
a Ga ~ KK 1 L ~ ¢k oo 
k=l L 
which by Lemma 3 . 8. 1 yields 
However, c ~ ~ 12 , and therefore 
cS 
(3.8.12) 
for all a E Fi'1. 
L is a constant in epen ent o t e partition TI. , it Sl·nce KK1Dd
2
-r
2d-M · d d f h · · · 
1, 
follows, as in the proof of Theorem 3.6.1, that the coordinate system 
i - 1, 2, ••• , is strongly minimal in HA . 0 
Let us consider the classical multivariate B-spline basis for 
Sp ( d, TI) , 
n 
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(3.8.13) 
where j = 1, 2, ••• , M, are defined as in (3.3.5). We shall 
rename the basis (3.8.13) as 
{Mk ( X) I k = 1, 2, ••• , N} • (3.8.14) 
COROLLARY 3.8.l (cf. Corollary 3.6.1). Under the assumptions of 
Theorem 3.8.1, the multivariate B-splines provide a basis for Sp (d, TI.) n i, 
that ensures the Mikhlin stability of the RRG process and the RRG approximate 
solution for the problem (3.7.1)-(3.7.2). 
Proof. Suppressing the m. , let 
1, 
G be the Gram matrix of 
with respect to the energy inner product. As in Theorem 3.8.1 (3.8.12), we 
obtain 
N a 
- KK (d+l)2M L k 
1 k=l h(x(j) -x(j)l 
. l k .+d+l k. 
J= J J 
2 
00 
L 
from (3.3.6) and (3.8.1), where k . 
J 
depends on k (cf. the proof of Lemma 
3.6.1). Applying Lemma 3.8.1, we obtain 
aTGo. ~ KK (d+l) 2MD2 max 
1 d -d+nsk.sN .-n J J 
ll all~ 
> KKl(d+l)2MDd2 ~~~~­(d+ 1) 2Ml:12M 
KK v2t1 1 d T > ----aa 
~2MJ1 
M ( ( .) ( .)) n X J -X J 
. l k .+d+ 1 k . 
J= J J 
since our sequence of partitions {TI.} 00 is quasi-uni form . 
1., • 1 1.,= 
result follows as in the proof of Theorem 3.8.1. D 
2 
Hence the 
Remark 3.8.1. We note here that Remark 3.6.1 can be extended to 
multivariate piecewise Hermite subspaces and normalized elementary 
multivariate Hermites . We shall not give the details. 
?B 
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CHAPTER 4 
NONLINEAR ELLIPTIC BOUNDARY VALUE PROBLEMS 
4.1 Introduction 
This chapter investigates the Tucker stability (see Definition 2.8.2) 
of the nonlinear RRG process for certain classes of nonlin ur elliptjc 
boundary value problems . In the literature, little attention app<.'ur:; Lo 
have been paid to the question of the stability of the nonlinear l?HG pro<'(':;:; 
except for Schiop [51], [52], Mikhlin [36, §76], and Dzhishkariani [18]. 
Hence, the main aim of this chapter is to establish sufficient conditions 
for the Tucker stability of the RRG process for a wide range of nonlinear 
boundary value problems. Having established such sufficient conditions, we 
then show how appropriately scaled normalized B-splines satisfy the 
sufficient conditions and hence we can ensure that the RRG process is Tucker 
stable. 
In §4.2, we consider the class of nonlinear two-point boundary value 
problems with Dirichlet boundary conditions considered by Ciarlet, Schult z , 
and Varga [8] in their pioneering pape~. The Tucker stability of the RRG 
process for this class was first investigated by Schiop [51]. However, we 
shall show that Schiop's stability result is only valid if suitable 
assumptions about the choice of the coordinate functions are made. §4.2 and 
§4.3 are based on the paper of Omodei and Anderssen [46]. In §4.3, we show 
that the use of appropriately scaled normalized B-splines will ensure 
stability in the sense of Tucker of the RRG process for the class of two-
point boundary value problems of Ciarlet, Schultz, and Varga [8]. Normalized 
elementary Hermites are also discussed. 
In §4.4, we consider a general class of problems studied by Gladwell L23]. 
In particular, we establish sufficient conditions for the Tucker stability of 
the RRG process for a class of nonlinear two-point boundary value problems 
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with nonlinear boundary conditions . A special case of the general class of 
problems studied by Gladwell [23] has been studied by Ciarlet, Schultz, and 
Varga [9]. This special case is concerned with second order problems with 
nonlinear natural boundary conditions . Ciarlet et al [9] establish rates of 
convergence of the RRG process for certain piecewise polynomial subspaces, 
whereas Gladwell [23] does not analyse specific subspaces . Therefore, in 
§4 . 5 , we show that the use of appropriately scaled normalized B-splines 
ensures the Tucker stability of RRG process for the class of problems of 
Ciarlet , Schultz , and Varga [9]. 
Following Ciarlet, Schultz, and Varga [10], we consider in §4.6 a 
"model problem" defined on a region Sl in d'4. For more general nonlinear 
elliptic partial differential equations (cf. [10, §3]), very restrictive 
assumptions are needed in order to employ the monotone operator theory as 
discussed in [10, §2] . Following [10], we modify the "model problem" so 
that the monotone operator theory is applicable and also that the unique 
solution of the modified problem coincides with the solution of the "model 
problem". We then prove that the RRG process for the modified problem is Tucker 
stable provided that the coordinate system is strongly minimal in the 
appropriate Sobolev space. 
4.2 Two-Point Boundary Value Problems 
Following Ciarlet , Schultz, and Varga [8] and Schiop [51], we consider 
the numerical approximation of the solution of the nonlinear (or semilinear) 
two-point boundary value problem 
L[u(x)J = f(x, u(x)) , O < x < l, (4.2.1) 
with homogeneous Dirichlet boundary conditions 
k k D u(O) = D u(l) = O , O <ks n-1 , (4.2.2) 
where the linear differential operator . L is defined by 
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(4.2. 3) 
where the coefficients p.(x) E cJ[o, l] , j = O, 1, ••. , n. 
J 
As in [8], we make the following assumptions: 
I. There exist two real constants B and K such that 
ll wll 00 - sup lw(x)I s x{J1
0 
[Ji-o r/xl(rr1"w(x)) 2+B(w(x)) 2]axf' 
L xE[O,l] 
for all w E rfl, 2[o, l] (see Definition 3.2.2 and Lemma 3.2.1). 
n 
(4.2.4) 
From Sobolev's Imbedding Theorem [59, p. 340], (4.2.4) is implied by 
the following: 
for all w E vf' 2[o, l] , and for some Z , 1 < Z ~ n . 
n 
(4.2.5) 
II. The functions f(x, u) , af~:,u) E C([O, l] x R) , and there 
exists a constant y such that 
af (x ,u) = f ( ) > r. ~ - X, U ~ Y -H 
au u 
for all x E [O, l] , u ER, where the finite quantity 
A = inf 
wEvf' 2[0,l] 
n 
w$o J
l 2 
0 
[w(x)] dx 
" 
(4.2.6) 
(4.2.7) 
III. A classical solution w(x) of (4.2.1)-(4.2.2) exists, i.e., 
w(x) E c2n(O, 1) n cfl-1[o, l] and satisfies (4.2.1)-(4.2.2). We shall 
show later in an extension that assumption II can be considerably weakened. 
In order to proceed further, let us summarize the theory and results 
required from Ciarlet, Schultz, and Varga [8]. 
LEMMA 4.2.1 (see [8, Lemma 2]). If h(x) > y' > -A is a continuous 
B? 
function on [O, l] , then the following inner product and noI'm are well-
defined on vf , 2 [o l] : 
n ' 
Jl { n . . } [w, v]h = .I p .(x)Iilw(x)DJv(x)+h(x)w(x)v(x) dx, 0 J=O J 
W, VE vf '2[o, l] , and 
n 
Furthermore , the noI'ms 
lllwll~ 
Ill· II~ and Ill· II~ are equivalent noI'ms on 
~'
2 [o, l] , and, in particular, 
where 
for all w E ~' 2[o, l] , 
n 
= (i + max(y-y' ,o )] 
c2 A+y • 
(4.2.8) 
(4.2.9) 
(4.2.10) 
The RRG process (see [8, §3]). {s }(X) Let be a sequence of 
m. . 1 
1,, 1,, = 
subspaces of w2' 2 [o, l] satisfying the completeness condition 
n 
lim inf 111~-w!II 
i~ wES y 
m. 
1,, 
where m. = dim S 
i, m. • 
For each subspace 
1,, 
basis . Note that the coordinate system 
= 0 
s 
m. 
1,, 
' 
, .let 
(4.2.11) 
{ 
(m.) }mi 
<Pk i, (x) be a 
k=l 
i, = 1, 2, ••• • 
satisfies conditions analogous to conditions 1, 2, and 3 in §2.4. Then the 
nonlinear RRG process for the prob le~ (4,2.1)-(4.2.2) is given by 
(m.) (m.) 
J i,a i, =0 
' 
. 
i, - 1, 2, ••. , (4.2.12) 
where 
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(m.) 
a 'Z, 
(m.) (m.) 
J 'Z, a 'Z, [ 
(m .) (m.) (m.) (m.) 
= J 'Z, a 'Z, J 'Z, a 'Z, 
1 ' 2 ' 
(m.) (m.)]T 
'Z, 'Z, 
••• , J a , 
m. 
'Z, 
(m.) 
and the nonlinear operator J 'Z, is defined by 
(m.) (m.) Jl { n [ mi (m.) . (m.) J . (m.) 
'Z, 'Z, \ \ 'Z, J 'Z, J 'Z, Jk a = .L p.(x) L al D <Pz (x) D <Pk (x) 
0 J=O J l=l 
( 
mi (m.) (m.) l (m.) } 
+ f x, Z~l az ~ $z ~ (x) $k ~ (x) dx, k = 1, 2, .•. , m • • 
'Z, 
(4.2 . 13) 
For each i , the RRG approximate solution is given by 
A 
w (x) 
m. 
'Z, 
mi (m.) (m.) 
\ 'Z, 'Z,() 
= L· ak <j)k X • 
k=l 
(4.2.14) 
A 
It follows from [8, Theorem l] that the classical solution w is unique in 
wi, 2[o, l] , and from [8, §3] that 
n 
A 
w 
m. 
'Z, 
exists and is unique. 
LEMMA 4.2.2 (see [8, Theorems 3 and 4]). Under the asswrrptions I, 
II, III, and (4.2.11), the sequence {w (x)}00 
m. . 1 
'Z, 'Z, = 
A 
converges to w(x) in the 
norm 11 • ll y • 
We shall now prove the main result of this section. 
THEOREM 4.2.1. If the coordinate system {
$ (mJ }mi 
k k=l , 
-i - 1, 2, ... , 
is strongly minimal in ~' 2[o, l] with respect to the inner product 
[•, ·Jy (i . e., h(x) = y in (4.2.8)), then the F.RG process (4.2.12) for 
the nonlineari two-point boundary value problem (4.2.1)-(4.2.2) -is Tucker 
stable . 
Proof. From Theorem 2.8.1, it is sufficient to prove that the three 
conditions (i), (ii) ,and (iii) of Theorem 2.8.1 are satisfied. 
m. 
(i) Using (4.2.13), for all c, d ER & , 
II 
(m .) (m .) 
11
2 mi [fl J n [ mi . (m.) ] . (m.) 
J & c-J & d = I l ·I p .(x) I (cz-dz)DJ<Pz & (x) DJ<Pk & (x) 
k=l O J=O J Z=l 
where II · II is the Euclidean norm . 
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Since f (x, u) E C([O , l] x R) , we can apply the Mean Value Theorem 
u 
to obtain 
II 
(m.) (m.) 
11
2 
J & c-J & d 
(4.2.15) 
where 
mi (m.) mi (m .) 
~(x, C, d) = e(x, C, d) L cz<Pz & (x) + [l-8(x, c, d)] L dz<Pz & (x) , 
Z=l Z=l 
m. 
0 < 8(x, C, d) < l, 0 S x S 1 , C, d ER & • 
Clearly , then, 
f (x, ~(x, c, d)) -
u 
and since f(x , u ), f (x, u ) E C([O, l] x R) , it can be shown that 
u 
f (x, ~(x, c, d)) is a continuous function of x, C , and d , OS x ~ 1 , 
u 
m. 
c, d ER & • From assumption II , we can apply Lemma 4 . 2.1 so that (4.2 . 15) 
becomes 
I __ 
II 
(m.) (m.) 
11
2 
J 1, e-J 1, d 
Regarding e as fixed and assuming that li e-di! < 1 , f (x' ~) u lS a 
continuous function of x and d , 0 S x < 1 , lie-di! < 1 , and hence, 
there exists a constant M(e) depending on e such that 
f (x, ~) s M( e) , o s x s 1 , II e.-d II s 1 • 
u 
Thus 
II (m.} (m.} /12 [ mi (m.} 2 J m. (m.) 2 '1, J '1, e-J '1, d s I cp '1, I (cz_-dz_) cpl 1, lle-d 11 < 1 . 
k M(e) ' 
-
k=l l=l M(e) 
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Since all norms on the finite dimensional space s are equivalent, there m. 
'1, 
exists a constant µ(e) depending on e , not necessarily independent of 
i , such that 
II 
(m.) (m.) ll2 
J 1, e-J 1, d s µ(e)lle-dll 2 , lie-di! s 1 , 
(m.) 
and hence we have established the continuity of J 1, , i = 1, 2, •••. 
(ii) From Lemma 4.2.2, {w }(X) 
m. . 1 
'1, '1, = 
A 
A 
converges to w in the norm Ill ·I lly , 
and hence there exists a constant k , independent of i , such that 
(4.2.16) 
{ 
(m.) }mi 
Since the coordinate system cpk 1, 
k=l ' 
i = 1 , 2 , • • • , is strongly 
minimal in ~' 2[o, l] with respect to the inner product [•, ·Jy , then, 
by (2.3.1), there exists a constant AO , independent of i , such that 
Hence, 
Ill~ m )II 2 
1, y 
o < A0 s ---.(-m-.),--2 , i, - 1, 2, .... 
Il a i- II 
(m.) 2 k2 
Il a i- 11 s -r- , i = 1, 2 , .•• , 
0 
and condition (ii) of Theorem 2.8.1 is satisfied . 
m . 
1, (iii) By (4.2.9), for all c, d ER , 
by Cauchy ' s inequality [24, §2 . 4] . Thus, by (4.2 . 15), 
(m.) (m.) 
< II c-d II II J i- c-J i- d 11 • 
From Lemma 4 . 2 . 1 and expression (4.2 . 10), we obtain 
8G 
(4.2.17) 
(4.2.18) 
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< 
' 
(4.2.1g ) 
f (x,~) 
u 
and using strong minimality as in (ii), we obtain 
(4.2.20) 
Combining (4.2.18), (4.2.19), and (4.2.20), we achieve the desired result 
(m.) (m.) 
11 J -i c-J -i d 11 ~ AO 11 c-d 11 , i = 1 , 2 , • • • • o 
Remark 4.2.1. We shall now show that strong minimality of the 
coordinate system {
cf, (mJ }mi ' 
k k=l 
i = 1, 2, ••• , with respect to the 
inner product will ensure strong minimality with respect to the inner 
product [•, ·Jy . 
From [8, Corollary 2], for all w E ~' 2[o, l] , we have that 
llwlli'X> < KJllwll~ , and since llwll 2 ~ llwll 00 , we obtain L L 
llw II 2 ~ KJllw II~ • L 
(4.2.21) 
As remarked in §2.3, Theorem 4.2 of Mikhlin [36] remains valid for the 
extended definition of strong minimality (Definition 2.3.3). Hence, using 
{ 
(mi)}mi 
(4.2.21), strong minimality of ¢k , i = 1, 2, ••• , with respect 
k=l 
2 to the L inner product implies strong minimality with respect to the 
inner product [•, ·Jy. 
Remark 4.2.2. Schiop [51., Theorem 2] implies that the stability of the 
RRG process (4.2.12) is independent of the choice of the coordinate 
functions {
cf, (mJ }mi 
k k=l 
for each subspace s 
m. 
'i 
• 
However, the proof of 
[ __ 
Schiop's theorem seems defective in the following respects: 
(i) To obtain (4.2.17) from (4.2.16) (cf. [51, (18)-(19)]), Schiop 
used the following argument: "In a finite dimensional space all norms are 
equivalent , thus there exists a constant M 
(m .) 
independent of m. 
1,, 
so that 
U8 
II a 1,, II s M • " (4.2.22) 
However , the following example demonstrates that for a particular choice of 
coordinate functions for a particular problem , a suitable constant M 
independent of m. 
1,, 
EXAMPLE . Let 
and 
(m.) 
does not exist . 
2 D u(x) = -1, 0 < x < 1, 
u(O) = u(l) - O , 
1,, 
<Pk (x) - ¢k(x) = /2 sin knx , 
(kn)q+l k - 1, 2, ... , 
where q is a constant. With y - 0 'it is easily shown that -
"' 2 lll"'mjlly = 
and 
m. 
1,, 
I 
k=l 
k odd 
m. 
1,, 
I 
k=l 
k odd 
8 
k41T4 
Hence, the lllwm .111 are bounded independently of 
1,, y 
• 
m. , but, for 
1,, 
q > 3/2 , 
the cannot be bounded independently of m. , which estulili. s li os 
1,, 
that M of (4.2.22) does not exist . 
(ii) The same argument, as mentioned in (i), was used by Schiop in 
deducing (22) from (21) in [51]. 
Remark 4 •. 2.3. Mikhliri [36, §76] gives an alternative definition of 
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stability of the nonlinear RRG process (4.2.12). Applying Theorem 76.l of 
Mikhlin [36], strong minimality of the coordinate system with respect to the 
inner product [. ' • J y will ensure stability in the sense of Mikhlin. 
can be shown that Theorem 76.1 of [36] remains valid for the extended 
definition of strong minimality (Definition 2.3.3). 
An extension. Following Ciarlet, Schultz, and Varga [8, §BJ and 
It 
Perrin, Price, and Varga [48], we shall extend our previous results to cover 
a more general class of nonlinear boundary value problems. In particulur, 
we make the following weakened assumption about f(x, u) instead of 
assumption II: 
II '. The function f(x, u) E C([O, l] x R) , and there exists a 
constant y such that 
f(x,u)-f(x,v) > 
u-v 
y > -A (4.2.23) 
for all x E [O, l] , and all u, VER , with u # v , and for each 
positive constant c , there exists a finite constant M(c) such that 
f(x,u)-f(x,v) < M(c) 
u-v 
(4.2.24) 
for all x E [O' l] 
' 
lul < C 
' 
!vi :::: C 
' 
with u # V • 
As remarked in [8], all the results of [8] are valid when assumption II 
. 
replaced by assumption II'. Furthermore, it be shown that Theorem lS can 
4.2.1 remains valid. However, we shall not give the details of the proof 
since the proof is similar to that of Theorem 4.2.1. 
4.3 B-Splines and One Dimensional Problems 
Ciarlet, Schultz, and Varga [8] analyse the convergence properties of 
the computationally attractive piecewise Hermite and spline subspaces for the 
Rayleigh-Ritz solution of the problem (4.2.1)-(4.2.2). In this section, we 
establish sufficient conditions for the Tucker stability of the RRG process 
(4.2.12) when the coordinate functions are approriately scaled normalized 
<Jo 
B-splines. Throughout this section , we require that assumptions I, I I', and 
III of §4 .2 be valid. We shall make extensive use of the results of §3.3. 
Following §3.3, let {TI.} 00 be a sequence of (d+l)-extended 
1., • l 1.,= 
partitions of [O, l] and we shall take as our sequence of approximating 
subspaces , { S = Sp ( d , TI . ) } 00 • It follows directly from Lemma 3.3.2 m. n 1., • 1 1., 1., = 
that if we make assumptions as in Lemma 3 .3.2, then we cun ensure that 
{ Sp ( d , TI . ) } 00 
n -i • 
1., =l 
is a sequence of subspaces of s atis fy in I~ the 
completeness condition (4.2.11)~ It is worth noting that since the class ical 
l · w~ E c2n(o, 1) n ,...n-l[o, l] l th f th t · so ution G' , we on y require e ur er assump ion 
that ~ E c2n-l[O, l] to ensure that (i) (b) of Lemma 3.3.2 is applicable. 
Analogous remarks can be made concerning the other parts of Lemma 3.3.2. 
THEOREM 4. 3. l (see Theorem 3.3.1). Let {TI.} 00 be a sequence of 1., • 1.,=l 
(d+l)-extended partitions of [O, l] which generate the sequence of 
approximating subspaces S = Sp ( d , TI • ) , m. n 1., i . = 1, 2, • • . . For each 
1., 
Sp ( d, n.) , we choose the fo i 'lowing sp 'line coordinate functions based on 
n -i 
the normalized B-sp'lines (3.3.6): 
(m.) 
1., 
<Pk (x) 
(m.) 
- c.~k 1., d l(x)' 
1., +n- -
k = 1, 2, .•• , m., 
1., 
where the scaling factor c. 
1., 
satisfies 
t 
C. :::: T./0. 
1., 1., 
(4.3.1) 
(4.3.2) 
for some positive constant T. independent of . 1., • Let us make assumptions 
as in Lerrona 3.3.2 to ensure that the sequence of subspaces { Sp ( d , n . ) } 00 
n -i • l 1.,= 
satisfies the completeness condition (4.2.11). Then the RRG process 
(4.2.12) for the nonlinear two-point boundary value problem (4.2.1)-(4.2.2) 
is Tucker stable for this choice of spline coordinate functions. 
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Proof. By Theorem 4.2.1, it is sufficient to prove that the coordinate 
system 
. 
b - 1, 2, ••• , is strongly minimal in 
with respect to the inner product [•, •] . y Since 
w E wi, 2[o, l] , it follows from assumption I that 
n 
llwll 2 < 
L 
{Il [ n · 2 2] }t llwll 2 :s K .L p .(x) (DJw(x)) +B(w(x)) dx L O J=O J 
wi, 2 [0 l] 
n ' 
llw II 00 
L 
for all 
(4.3. 3 ) 
for all w E ~' 2[o, l] • Then, from the definition of A (4.2.7), it cdn 
n 
easily be shown that 
S > -A + J:.. > -A 
K2 ' 
and hence , by Lemma 4 . 2 . 1 , lll ·llly and lll·llls are equivalent norms on 
w1' 2[o, l] • Thus, by Theorem 4.2 of Mikhlin [36], it is sufficient to 
n 
prove that the coordinate system . b = 1, 2, • • • , is strongly 
minimal in ~ ' 2[o , l] with respect to the inner product [•, •JS . 
For clarity of presentation, we shall not express the dependence upon 
m. explicitly . Thus, as in the proof of Theorem 3.3.1, we have basis 
b 
functions 
= c1J)k+n-d-l(x) ' k = l 2 N , ' ' ' ... ' 
with k C ~ 'T:/0 2 • Let G be the Gram matrix of N' {¢k(x)} with respect to 
k=l 
the inner product [•, •JS. Then, using assumption I, we obtain for all 
a E ff 1 , 
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The remainder of the proof is exactly the same as the proof of Theorem 3.3.1, 
and hence , we shall not repeat it here. D 
COROLLARY 4.3.l (see Corollary 3.3.1). Under the assumptions of 
Theorem 4 . 3 .1., if there exists _a positive constant a., independent of i., 
such that 
0 . 
~::::. a > o ., i - 1, 2, ... ., 
!:. . 
1., 
(4.3.4-) 
then the classical B-splines provide a basis for Sp ( d, TT.) that ensures n i. 
the Tucker stability of the RRG process for the problem (4-.2.1)-(4-.2.2). 
Proof. The proof is completely analogous to that of Corollary 3.3.1. D 
As in §3 .4-, let us now consider the case where the approximating 
subspaces are smooth piecewise Hermite spaces. 
THEOREM 4.3.2 (see Theorem 3.4.1). Let {n.}00 be a sequence of 
1., • l 1.,= 
strictly increasing partitions of [O, l] satisfying (3.4.8) and which 
generate the sequence of approximating subspaces S ~ H (d, TT.) ., m. n 1., 
1., 
i = 1, 2, .... For each H (d, TT.) ., we choose the following piecewise n i. 
Hermite coordinate functions based on the normalized elementary Hermites 
(3.4.7): 
where the scaling factor c. 
1., 
satisfies 
k - 1, 2, ... , m • ., 
1., 
k 
c.:::'..T/o: 
1., 1., 
(4-.3.5) 
for some constant T independent of 1., . Let us make assumptions as i.n 
Lerrrma 3. 4-. 2 to ensure that our sequence of subspaces { II ( d , ·,r • ) } 
00 
n i. . l 1.,= 
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satisfies the completeness condition (4.2.11). Then the RRG process 
(4.2.12) for the problem (4.2.1)-(4.2.2) is Tucker stable for this choice of 
coordinate functions. 
Proof. The proof is completely analogous to the proof to Theorem 
4.3.1. The proof makes use of Lemma 3.4.1. D 
4.4 Nonlinear Boundary Conditions 
Following Gladwell [23], we consider the numerical approximation of the 
solution of the nonlinear two-point boundary value problem 
where 
and 
L[u(x)J = F[x, u(x)] , O < x < 1, 
L[u(x)] = I (-l)jrl[gJ.(x)rlu(x)J , n > 1 , 
j=O 
n-1 [ J F[x, u(x)J = I (-l)jDj fJ.(x, r?u(x)) • 
j=O 
Associated with equation ( 4. 4 .1), we. consider the nonlinear boundary 
conditions 
• • • • • • • • • • 
' 
0 0 
where 
(4.4.1) 
(4.4.2) 
(4.4.3) 
(4.4.4) 
T [ 2n-l ] u0 = u(O), Du(O), ••• , D u(O) , 
-T [ 2n-l ] u0 = u(l), Du(l), ••• , D u(l) , 
d and a are n-component vectors in which the i-th components are 
continuously differentiable functions of the i-th components of u0 and 
-u0 , respectively, and U and U are 2n x 2n matrices. 
We shall now summarize the assumptions of Gladwell [23] required to 
ensure that the nonlinear RRG process for the problem (4.4.1)-(4.4.4) is 
. 
well-defined and convergent. Let PcJ[o, l] denote the set of functions 
with continuous (j-1)-th derivative on [O, l] and bounded piecewise 
continuous j-th derivative on (0, 1) . 
Al. Assume that the coefficient functions ln (4.4.2) satisfy 
g. (x) E PcJ [O, 
J 
l] 
' 
J = 0 
' 
1, . . . ' n 
' 
gn (x) > 0 for all X E ( 0' 1) , and gn ( 0)' g (1) ~ 0 n 
A2 . The f unctions f· , 0 <JS n-1 , in (4.4.3) satisfy 
J 
. 
af.(x,ifu) 
J E Pc7 ( [ 0 , 1] x l? ) 
a (DJ u) 
• 
(4.4.5) 
(4.4.6) 
(4.4.7) 
where the piecewise behaviour is only with respect to the first argument. 
A 
A3. Assume that a classical solution w(x) of (4.4.1)-(4.4.4) exists 
(see Ciarlet, Schultz, and Varga [8, p. 420] for a precise definition of a 
classical solution) . 
Let us define 
s1 - {w I w E Pd'1[o, l], J: w(x)L[w(x)]dx exists and is bounded, 
uw0 = o, uw0 = o}. (4.4.aJ 
A4 . Assume that L is self-adjoint on s1 , i.e., 
J: w(x)L[v(x)]dx = J: v(x)L[w(x)Jdx for all w, v E s1 • 
Gladwell [23, §2] has · shown that the boundary conditions (4.4.4) can be 
rewritten in the following form: 
Plul 
R[{] = [-; ·] w • • • • • • = ' 
P2U2 
(4.4.9a) 
Plul 
R[·r·J [·~·] w • • • • • • - -- - ' P2U2 (4.4.9b) 
ul ul 
where uo - •••• and uo - • • • • ul, ul, u2, u2 each having n - -
' 
u2 u2 
components; P1 , P1 , P2 , P2 are permutation matrices of order n ; R , R 
are nonsingular matrices; and W, W have the form 
w . 1 • 
• 
• 
0 • W • I 
• 3 • r 
• • 2 
• • 
• • • • • • • • • • • • • • • • • • • • • 
w • 1 • 
• 
• 
0 • W • I-
• 3 • r 
• • 2 
• • 
• • • • • • • • • • • • • • • • • • • • • 
()5 
• • w - W • I • 0 
' 
w = • • W • I- • 0 2 • r • 
• 1 • 
(4.4.10) 
2 • r • 
• 1 • 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
0 0 
where I lS the order s identity matrix, the matrices w1, w2, w3, 
s 
w2' w3 have dimensions r2 X (n-r1) , rl X (n-r1) , r 2 X (n-r 2) , 
- (n-r1 ) , r 1 x (n-r1) , (n-r2) r2 X r2 X , respectively. rl, r2, rl, r2 
uniquely determined . The first r 2 equations of (4.4.9a) comprise the 
natural boundary conditions and the next r 1 equations comprise the 
essential boundary conditions, and similarly for equations (4.4.9b). 
w1, 
are 
AS. Assume that only the natural boundary conditions can be nonlinear, 
i.e . , e and e have and components, respectively. 
A6 . As in [23] , certain restrictions on r 1 , r 2 , r 1 , r 2 are necessary 
to ensure that (4 . 4.1)-(4.4.4) is a well-determined two-point boundary value 
problem. 
From Theorem 2.1 of [23], there exist symmetric matrices G and G 
such that 
f
l 
w(x )L[w(x) ]dx 
0 
for all w E s1 . Let us define 
S - {w I w E Pc'2[o, l], f1 w(x)L[w(x)]dx exists and is bounded, 
0 
(4.4.11) 
and w satisfies the essential boundary conditions} • (4.4.12) 
A7. Assume that the terms of F in (4.4.3) satisfy the condition 
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[
n-1 j-1 
I r. 
j=l k=O 
x=l 
(-l)j+kJ-k-lfix, rlw(x)) Dkv(x)t=O - O (4.4.13) 
for all w, v ES. 
AB. Assume that the following matrices are diagonal: 
C • 0 C4 • 0 4 • • T • ~ • Rl • • • • • • • • p • • • • • • • • p • 1 ' • l 
• • 
(l~. 4 . 14 ) 
0 • 0 0 • 0 
where R
1
, R
1 
are the principal submatrices of order n of R, R , and 
are the last rows of the matrices 
I I -
n-r n-r 
p 2] C1Pi 
l 
P J C1P~ 
l 
[o • [o • • ••••••• • • •••••• 
• ' • ' 
-W -W 2 2 
where c
1
, c
1 
are defined, using arbitrary w(x) and v(x) , by 
n j-1 . k . k [ . l k 
- - I ·I (-l)J+ DJ- -l g.(o)vJw(o) D v(o) , 
j=l k=O J 
Before we can state the remaining assumptions made by Gladwell [23], 
we need to introduce some notation. Consider various (n+2)-, (n+3)-tuples 
defined as 
... ' hn-l (x), H~ Hj , 
where H, H, T, T are matrices of order n , and we formally define the 
bilinear functional 
(4.4.15) 
and hence the quadratic functional 
9 7 
2 lllwlll.t ,h - [w , w Jt ,h • (4.4. 16) 
Let us define 
where 
and 
we choose q and the 
q .(x) > 0 for all X 
-
J 
positive semi-definite 
2 
A _ inf lllwlllg ,0 
2 
w ss llli411 0 q,A w$o ' 
constants 80, cS l' . . . ' 8 n-1' 
E [O, l] J = 1, 2' ••• , n-1 
' 
matrices, and the constants 
each take the value ±1 independently. 
cS ' 8 such that 
' 
Q and Q are 
cS O' cS l' ... ' 8 n-1' cS ' 
A9 . Assume that Ill ·Illa ,q exists and defines a norm on S , and that 
A# 0 and is finite. 
We now choose e - [e0 , 81 , ••• , 8n-l' 8, ~ such that each e . ' J 
8 
0 S j S n-1 , takes the value zero or unity independently, each of 8, 8 is 
a zero or unit matrix, and 
8 .• q. (x) = O , 
1.,, 'l, 
. 
i, = O, 1, ••• , n-1, 8 Q = o , 8 Q - o • (4.4.17) 
Definition 4o4.l. The vector h(x) = [h 0 (x), h1 (x), ••• , hn_1 (x), H, H] 
is said to be q-bounded if there exist constants E(h) > 0 , f(h) such 
that 
~lli411~ ,q - E(h ~11~11~ ,q+e > 111~11~ ,h > r Ch )111~11~ ,q+e 
for all w ES. 
AlO. Finally, assume that the following bounds exis t: 
d f . ( X ,if W (x ) ) 
a .(x) < _J _______ < z .(x) , 
J 8(DJu) J 
(4.4.18) 
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A . < c .Dd . ( DJ W ( 0 ) } < Z , , A . S c .Da . ( DJ w ( 1)) S Z . , 
J J J J 
(4.4.19 ) 
J J J J 
j = o, 1, 
q-bounded: 
... ' n-1 , for all w ES , and that the following vectors are 
... ' 
a 
1
(x), diag(A .) , diag(A .. )} , 
n- . J . J 
J J 
. . . ' z l (x), diag (z .) , diag (z .)] . 
n- j J j J 
From Lemma 4 . 1 of [23], [•, ·Jg,-z is an inner product and lll •lll g,-z 
a norm on S . Theorem 3.1 of [23] ensures that the solution w of 
(4.4.1)-(4.4.4) is unique. 
The RRG proc_ess (see [23, §3.2]). Let {sm)~ be a sequence of 
b -i=l 
subspaces of S satisfying the completeness condition 
where m. = dim S • 
-i m. 
b 
A 
lim inf lllw-wlll _ = 0 
i~ WES 'g, Z 
m. 
b 
For each subspace s ' m. 
b 
let 
(4.4.20) 
basis. Then the nonlinear RRG process for the problem (4.4.1)-(4.4.4) is 
given by 
(m.) (m.) 
J -i a -i = 0 ' . b - 1, 2, oe• , (4.4.21) 
(m.) 
where a -i 
(m.) (m.) 
and J -i a -i 
m. 
are column vectors in R -i , and 
(m.) (m.) 
J -i a -i 
k 
n ( mi (m.) fl . (m.) . (m.) l 
= I I az -i g.(x)Ii1¢i -i (x)DJ¢k b (x)dx 
j=O Z=l o J 
mi (m.) [ (m.)T (m.) 
\ b b b 
+ L az <Pz 1 Gq>k 1 
Z=l ' ' 
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( 
mi ( m . ) . ( m . ) l . ( m . ) ( mi ( m . ) . ( m . ) l · (m . ) } 
-i J b J b - b J b b 
c.d. L al D ¢i (0) D ¢k (0) + c.d. ~ al D ¢i (1) ~¢k (1 ) , 
J J Z=l J J Z=l 
(4.4.22) 
. 
k = 1, 2, ..• , m • • 
b 
For each ~ , the RRG approximate solution is given by 
A 
w (x) 
m. 
-i 
mi (m.) (m.) 
\ b b ( ) 
= L ak ¢k X • 
k=l 
(4.4.23) 
A 
Theorem 3.2 of [23] ensures that 1.t) m. 
-i 
exists and is unique, and Theorem 4.4 
of [23] ensures the convergence of the sequence {~ } 00 to ~ in the 
m. . 
· b -i=l 
norm Ill· Ill • 
'g ,-z 
THEOREM 4.4.l (cf. Theorem 4.2.1). If the coordinate system 
. 
-i = 1, 2, • • • , is strongly minimal in S with respect to the 
inner produce [•, ·Jg,-z, then the RRG process (4.4.21) for the problem 
(4.4.1)-(4.4.4) is Tucker stable. 
Proof. For the proof, it is sufficient to establish that the three 
conditions (i), (ii), and (iii) of Theorem 2.8.1 are satisfied. 
(i) To simplify the presentation, we shall not express the dependence 
upon m. explicitly. 
-i 
m. 
a, f3 E R ~ , 
Using (4.4.15) and (4.4.22), we obtain for all 
2 11Ja-J8 11 
m. 
1., 
= I 
k=l 
We can apply the Mean Value Theorem to obtain 
m. 
2 1., 
IJJa-JSII = L 
k=l 
n-1 
- I j=O 
where 
m. 
1., • 
~.=~.ex, a, e) = w.cx, a, a) I azli1¢zCx) 
J J J Z::;l 
100 
2 
2 
(4.4.24) 
m. 
1., • 
+ [ 1-w . ( x , a , 8 ) ] L B z Ji}¢ z ( x) , 
J Z=l 
~ ~ ( 
.... - .... 
~·-~-Cl, 
J J 
and 
m. 
for all x E [O, l] , a, e ER~ • 
Thus, by (4.4.15), 
where 
h = h(x, a, 8) 
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(4.4.25) 
diag ( o . . Dd . ( 2 . ) ) , diag ( c .Da. ( 2 . ) )] • 
. J J J . J J J 
J J 
From assumption AlO, it can be shown that h is q-bounded, and hence, by 
Lemma 4.1 of [23], is an inner product and lll·lllg,-h a norm on 
S. Thus, from (4.4.25), 
11Ja-JB11 2 s [ ~i lll<P~ll 2 J 
k=l 9,-h 
(4.4.26) 
Regarding a as fixed and assuming that lla-811 S 1 , it can be shown that 
af.(x,~.) 
J J I 
a (vJ u) 
, J = O, 1, ••• , n-1 , are bounded functions of x 
0 S X S 1 , Ila-BIi s 1 , and that c .Dd. (2 .) J J J and c .Da. ( 2 . ) , J J J 
and 8 , 
j = 0, 1, ••• , n-1 , are bounded functions of f3 , lla-811 S 1 • Let the 
positive constant M(a) be the common bound. From (4.4.16), it follows that 
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< 
Then, using the fact that all norms on the finite dimensional space s m. 
1.,, 
are 
equivalent, it is not difficult to show that there exists a constant µ 1 (a) 
such that 
(4.4.27) 
Similarly, it can be shown that there exists a constant µ 2 (a) such that 
Setting µ(a)= µ
1
(a)µ
2
(a) , it follows from (4.4.26), (4.4.27), and 
(4.4.28) that 
2 2 IIJa-JBII s µCa) Ila-Bil , Ila-a II < l - ' 
(4.4.28) 
and hence, reintroducing the dependence upon m. explicitly, we have 
1.,, 
(m.) 
established the continuity of J ~ , i = 1, 2, •••• 
(ii) The proof of this part is completely analogous to the proof in 
(ii) of Theorem 4.2.2 where we replace the norm 
lll·lllg,-z · 
Ill ·Ill by the norm y 
m. 
(iii) Using (4.4.16) and (4.4.24), for all a, SER~ , it follows 
that (cf. (iii) of Theorem 4.2.2) 
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g ,-h 
by Cauchy's inequality [24, §2.4]. Thus 
II 
(m.) (m.) II 
s Ila-all J b a-J b a . (4.4.29) 
g ,-h 
It can be shown from assumption AlO that 
< 
• (4.4.30) 
9,-Z 9,-h 
Since the coordinate system 
. . . ' is strongly 
minimal in S with respect to the inner product [•, ·Jg,-z , there exists 
a positive constant Ao independent of 
. 
, such that 
' 
b 
m. (m.) 2 b 2 I (ak-sk)<Pk b > \ 0 lla-all • (4.4.31) -· k=l 9,-z 
Combining (4 . 4 . 29), (4.4.30); and (4.4.31), we obtain the desired result 
1, 2, • • • • D 
4o5 B-Splines and Second Order Problems with Nonlinear Boundary Conditions 
Following Ciarlet, Schultz, and Varga [9], we consider the nonlinear 
second order two-point boundary value problem 
L [ u ( x) J = D LP 1 ( x) Du ( x)] - p O ( x) u ( x) = f ( x , u ( x)) , o < x < 1 , ( 4 • 5 • l) 
with nonlinear natu:eal boundary conditions 
Du ( O ) = 1jJ 
O 
( u ( 0 ) ) , Du ( 1 ) = - \jJ 
1 
( u ( 1 ) ) • (4.5.2) 
As in [9], we make the following assumptions: 
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(a) 1 Assume that p1 (x) EC [O, l] , 
0 p
0
(x) EC [O, l] , and that there 
exists a positive constant w such that 
p1 (x) ~ w > 0 for all x E [O, l] • (4.5.3) 
(b) Assume that ~0(t), ~1 (t) E c
1(R) , ~0(0) = 0 , ~1 (o) = 0 , and 
that there exist constants a and b such that 
(4.5.4) 
(c) Given the constants u: and b in (4.5.4), there exist two real 
constants B and K such that 
for all w E w1,2[0, l] (see Definition 3.2.1). If a 
negative, it follows from Lemma l of [9] that (4.5.5) . lS 
it is not an added assumption in this case. 
( d) The functions f(x, u)' . af(x,u) E C([O, l] X R) au 
a constant y such that 
af(x,u) = f (x, u) ~ y > -A 
au u 
for all x E [O, l] , u ER , where the finite quantity 
A = inf 
wEW1 ' 2[0,l] 
w$o 
"' 
and b 
valid, 
' 
and 
(e) A classical solution w(x) of (4.5.1)-(4.5.2) exists. 
(4.5.5) 
are non-
and hence, 
there exists 
(4.5.6) 
(4.5.7) 
From Lemma 3 of [9], the following inner product and norm are well 
defined on w1 ' 2[o, l] : 
• 
-~ 
10 5 
Ilo [w, v Jyab - [p1 (x)Dw(x )Dv (x )+ (p O (x )+y )w(x )v(x )] dx 
+ ap
1
(o)w(O)v(O) + bp1 (l)w(l)v(l) , (4 . 5 . 8) 
w, VE W1 ' 2[0, l] , and 
(4.5.9) 
The RRG process (see [9, p. 336]). {s }00 Let be a sequence of 
m. . l 1., 1.,= 
l 2 subspaces of W' [O, l] satisfying the completeness condition 
A . 
lim inf lllw-~11 ab = O . 
i-+ro WES y 
(4.5.10) 
m. 
1., 
For each subspace S , let 
m. 
be a basis. Then the nonlinear 
1., 
RRG process for the problem (4.5.1)-(4.5.2) is given by 
(m.) 
1., 
where a 
(m.) (m.) 
J 1., a 1., 
k 
(m.) (m.) 
J 1., a 1., = O · 1 
' 1., = ' 2' . . . ' 
(m.) (m.) 
and J 1., a 1., 
m. 
are column vectors in R 1., , and 
fl ( mi (m.) (m.) l (m.) + f x, L al 1., ¢i 1., (x) ¢k 1., (x)dx 0 Z.=l 
(4.5.11) 
(4.5.12) 
k = 1, 2, ..• , m . . For each i , the RRG approximate solution is given by 
1., 
A 
w (x) 
m. 
1., 
(4.5.13) 
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A 
Theorem 2 of [9] ensures that w 
m. 
'i 
exists and is unique , and Theorem 3 of 
A 
[9] ens ures the convergence of the sequence to w in the norm 
111 ·lllyab • We now state without proof the basic s tability theorem analo8ous 
to Theorem 4.4.1. 
THEOREM 4.5.1. If the coordinate system {$~mi)}mi , 
k=l 
-i - 1, 2, ... , 
-is strongly minimal in w1' 2[o, l] with respect to the inner product 
[•, ·Jyab, then the RRG process (4.5.11) for the problem (4.5.1)-(4.5.2) 
is Tucker stable. 
Since the boundary conditions (4.5.2) are natural, the sequence of 
s ubs paces {s }00 need not satisfy them (see [61]). 
m. . 1 
Because of this, the 
'i 'i = 
results we use from spline approximation theory apply more directly here 
than in previous sections. Using the notation of §3.3, let Sp(d, TI) be a 
t · 1 Cd 1) t d d 1· ub f w1 ' 2[o, 1J d · d ypica + -ex en e spines space o , an , in or er to 
define a basis, we add 2d extra knots to TI (3.3.1) to form the partition 
TI*: X < X = 
-d -d+l • • • 
with -x 1 and 
= X = X < X < < X < X 
-1 0 1 - .•• N N+l 
- XN+2 = ... = XN+d < XN+d+l ' (4.5.14) 
Then the normalized B-splines 
{~k(x)}N form a basis for Sp(d, TI) (see [11] and [14]). 
k=-d 
From Corollary 1 of Theorem 3.1 of de Boor [12], we obtain the following 
lemma. 
LEMMA 4.5.1 (cf. Lemma 3.3.1). For an arbitrary (d+l)-extended 
partition TI, there exists a positive constant Dd depending on d but not 
on TI such that 
10 7 
II 
N II _N+d+ l I ak+d+1'i\ 00::: Ddlla.1100 for all a.EK • 
k=-d L 
(4. 5 .15 ) 
LEMMA 4.5.2 (cf. Lemma 3.6.2). Let {n.}00 be a sequence of quasi-
1, • l 
uniform (d+l)-extended partitions of [O, l] 
i,= 
such that lim /J.. - 0 • 
i-¥XJ 1, 
If 
~ E ~' 2[o, l], r::: 2, then the completeness condition 
lim inf lllw-&-111 b = 0 
i-¥XJ sESpld,n.) ya 
1, 
(4.5. 16 ) 
is satisfied for all odd and even degree spline spaces. 
Proof. Using the inequality in Sobolev's Imbedding Theorem [59, p . 340 ] 
to bound w(O) and w(l) , it can be shown that there exists a positive 
constant P such that 
(4.5.17) 
Hence, it is sufficient to prove that 
0 • (4.5.18) 
Using inequality (3.19) of the Corollary of Theorem 3.3 of Schultz [53], it 
can be shown that (4.5.18) is valid for odd degree spline spaces, and using 
inequality (3.23) of the Corollary of Theorem 3.4 of [53], (4.5.18) is valid 
for even degree spline spaces. D 
THEOREM 4.5.2 (cf. Theorem 4.3.1). Let {n.}00 be a sequence of 
1, • l 1,= 
quasi-uniform (d+l)-extended partitions of [O, l] which generate the 
sequence of approximating suhspaces S = Sp(d, n~) , m. V i = 1, 2, .... For 
1, 
each Sp(d, ni), we choose the following spline coordinate functions based 
on the normalized B-splines: 
(m.) 
<Pk i, (x) -
where the scaling factor 
(m.) 
1, 
ci~k-d-1 (x) ' 
c. 
1, 
satisfies 
k = 1, 2, .•. ,m., 
1, 
(4.5.19) 
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(4.5.20) 
for some positive constant T independent of . 1,, • Let us make asswrrptions 
as in Lemma 4.5.2 to ensure that the sequence of suhspaces 
atisfies the completeness condition (4.5.16). Then the RRG process 
(4. 5 . 11) foP the problem (4.5.1)-(4.5.2) is Tucker stable for this choice of' 
spline coordinate functions. 
Proof. From assumption (4.5.5) and the definition of A (4.5.7), it 
follows, as in the proof of Theorem 4.3.1, that 
1 
Q > -1\. + - > -1\. µ - 2 ' 
K 
and hence, by Lemma 3 of [9], Ill ·lllyab and Ill ·I ll Bab are equivalent norms on 
w1 ' 2[o, l] . The remainder of the proof is completely analogous to that of 
Theorem 4 .3.1. D 
COROLLARY 4o5ol. Under the asswrrptions of Theorem 4.5.2, the classical 
B-splines provide a basis for .sp(d, n.) that ensures the Tucker stability 
1,, 
of the RRG process for the problem (4.5.1)-(4.5.2). 
Proof. The proof is analogous to that of Corollaries 3.3.1 and 3.6.1.D 
A theorem analogous to Theorem 4.3.2 is also valid. 
Extensions. (i) The results of this section can be extended to the 
case where the boundary conditions (4.5.2) are replaced by the boundary 
conditions 
u(O) = O , Du(l) = -~1 (u(l)) (4.5. 21 ) 
with ~l satisfying assumption (b). Here we have one essential and one 
natural boundary condition. The sequence of approximating subspaces need 
only satisfy the essential boundary condition. 
(ii) Another extension is obtained by weakening assumption (d) to 
become assumption II' of §4.2 with A defined by (4. 5 .7). Furthermore , 
assumption (b) can be weakened such that ~0(t) E c
0 (R) with 
~o ( t1)-~o ( t2) 
tl-t2 
for all real 
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(4.5. 22) 
and that , for each c > 0 , there exists a finite number M0 (c) such that 
(4.5.23) 
for all jt
1
j ~ c , lt21 ~ c , with t 1 # t 2 • Obviously, an analogous 
weakened hypothesis can also be made for ~1 (t) . 
4.6 A Model Problem in Higher Dimensions 
Following Ciarlet, Schultz, and Varga [10], we consider the problem of 
finding an approximate solution of the nonlinear elliptic boundary value 
problem 
M 
!::.u(x) - L 
j=l 
with boundary conditions 
= f( X, u) , 
u(X) = 0 , XE an, 
X E n , (4.6.1) 
(4.6.2) 
where n is a bounded open connected set in d1 possessing a "piecewise-
smooth boundary" an (see §3.7). The Sobolev Imbedding Theorem holds for 
such n (see [27, p. 43]). Using the "model problem" (4.6.1)-(4.6.2), 
Ciarlet, Schultz, and Varga [10] illustrate a general method for studying 
nonlinear Dirichlet problems without the restrictive assumption (3.6) of 
[10]. The method consists of finding a priori bounds for the solution of 
00 (4.6.1)-(4.6.2) in the L -norm, and using these bounds to modify the problem 
so that the monotone operator theory is applicable. 
LEMMA 4.6.l (see Theorem 4.1 of [10]). Assume that f(X, u) E C(nxR), 
and that 
. . f f(X,u) > lim in 
lul-++oo u 
O ., uniformly for x E n . 
A Then if w( x) is a classical solution of (4.6.1)-(4.6.2)., i.e . ., 
110 
(4.6 . 3) 
A O - 2 
w( x ) EC (D) n C (D) ., there exists a constant M1 which can be computed 
a priori such that 
jjwjj 
00 
S M1 • L 
LEMMA 4.6.2 (see Theorem 4 . 2 of [10]). 
sense that the boundary value problem 
8,u(X) - - 1 X E D - ., 
u(x) = 0 ., x E an 
has a cl(JJ3sical solution 'l'(X) . Assume that 
Let an 
., 
., 
f(x, u) 
p = ll'±'II 00 ., M = sup{!f(x, o)I; x En} 
L 
(4.6.4) 
be smooth 1,,n the 
E ccn X R) and let 
. 
Assume further that f(x, u) is continuously differentiable with respect to 
u for each x En., and that 
af( X ,u) > 
au 
1 y > - p for all X E D ., u E R ., 
A for some constant y < 0. If w(x) is a classical solution of 
(4.6.1)-(4.6.2)., then 
where M2 = Mp/(l+yp) . 
(4.6.5) 
(4.6.6) 
Using the two different sets of assumptions , we now define the two 
corresponding modified boundary value problems: 
8,u(x) = fr(x, u) , x En , r - 1, 2 , 
u(x) - o 
' 
x E an , 
where 
fr(x , u) = f(x, ~M (u)) , r - 1 , 2 , 
r 
where ~M (u) is defined for all real u , r - 1, 2 , by 
r 
(4.6.7) 
(4.6.8) 
(4.6.9) 
M + l - exp(M -u) 
r r 
~M - u 
r 
' 
' 
M < u , 
r 
lul s. M ' r 
u < -M 
r 
M1 and M2 are the constants in (4.6.4) and (4.6.6), respectively. 
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(4.6.10) 
THEOREM 4.6.1 (see Theorem 4.3 of [10]). With the same asswrptions as 
A 
in Lemmas 4.6.l and 4.6.2, respectively, w(x) is a classical solution of 
(4.6.1)--(4.6.2) if and only if it is classical solution of (4.6.7)-(4.6.8) 
for r = 1, 2, respectively. 
THEOREM 4.6.2 (see Theorem 4.4 of [10]). Consider solving the 
modified boundary value problems (4.6.7)-(4.6.8), r = 1, 2, with the same 
assumptions as in Lemmas 4.6.1 and 4.6.2, respectively, together with the 
further assumption in the case r = 1 that f(x, u) is continuously 
differentiahle with respect to u for each x En and that 
af(x,u) > > -A ~or all au - y .I I X E IT , u E R , (4.6.11) 
for some constant y s. o, where A is a positive quantity defined by 
A = inf 
wEW~' 2 (Q) 
w$o 
I f [aw(x)j 2.dx ri • l ax . 
~G J= J 
Then each of the modified boundary value problems (4.6.7)-(4.6.8), 
r = 1, 2, has a unique generalized solution w(X) E ~' 2 (Q) (see 
Definition 3.7.2). 
The RRG process. {s }00 Let be a sequence of subspaces of 
m. . 1 
1,, 1,, = 
~'
2 (n) satisfying the completeness condition 
lim inf 
i-¥XJ wES 
m. 
1,, 
llw-w ll 2 = 0 • w1, 
(4.6.12) 
(4.6.13) 
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For each subspace S , let 
m. 
Th e n Ll1 e n o 11 l i fl ('.Jr 
b 
RRG process for the modified boundary v0lue problems (4. G.7)-(11. G. 8), 
r = 1, 2 , is given by 
(m.) (m.) 
J &a & -0, . & - 1, 2, ••• , (4.6.14) 
(m.) 
where a & 
(m.) (m.) 
and J b a & 
m. 
1 R b d are co umn vectors in , an 
(m.) (m.) J 
J b a & 
k - St 
(m.) (m.) 
~ [ ~i a (mi) d<f>z 1., (x)j 84\ & (x) 
· -, l l dX , dX • J=l 1,,= J J 
[ 
mi (m.) (m.) l (m.) 
+ fr X, l~l al 1., <l>z 1., (X) </>k 1., (X) dX , (4.6.15) 
k = 1, 2, ••• , m. , and r - 1 or 2 • For each i , the RRG approximate 
b 
solution is given by 
A 
W (X) = 
m. 
(4.6.16) 
b 
A 
It follows from Theorem 4.4 of [10] that W (X) exists and . and is unique 
that 
m. 
b 
00 A {~ } converges to w in the norm II • 11 
w1,2 
. 
mi i=l 
THEOREM 4.6.3 (cf. Theorem 4.2.1). If the coordinate system 
i = 1, 2, ••. , '&S strongly minimal in w1' 2 (s-t) with respect 
1 
to the Sobolev inner product (3.7.6), then the RRG process for the modified 
boundary value problems (4.6.7)-(4.6.8), r = 1, 2 , is Tucker stable. 
Proof. It is sufficient to prove that the three conditions (i), (ii), 
and (iii) of Theorem 2.8.1 are valid. 
m. 
(i) Using (4.6.15), for all C, d ER'& , r = 1, 2 , 
11 3 
(m.) 
acpk -i (x) 
~x. 
(4. 6 .17) 
J 
m. m. (m.) (m.) 
-i M -i ~~ < I I I (c -d ) k - 7,, l 2 dX • 2 k=l j=l Z=l L J L 
2 
af (x,u) m. (m.) (m.) 
+ sup{ E R} '[,1, r XE r2, u (cz-dz) <Pz -i <P -i . au ' k • Z=l L2 L2 
However, from [10, p. 60], 
af (x,u) 
r 
dU , r = 1, 2 , are bounded for all 
2 
XE n and all real u. Hence, using Cauchy's inequality [24, §2.4], it is 
not difficult to show that there exists a constant K such that 
II 
(m.) (m.) 
11
2 [ mi (m.) 2 J 
J -i c-J -id s K I <Pk -i 
k=l w1,2 
• 
Since all norms on the finite dimensional space S are equivalent, there 
m. 
-i 
exists a constant µ , not necessarily independent of i , such that 
11 
( m . ) ( m . ) ·
11
2 
2 J -i c-J -i d s µllc-dll , 
and hence we have established the continuity of 
(m.) 
-i . 
J ' i = 1, 2, •... 
(ii) The proof of this part is completely analogous to the proof of 
(ii) in Theorem 4.2.2 ·where we replace the norm lll·llly by the norm II· llw1, 2 • 
(iii) Firstly, for• all w E W1 ' 2 (n) , we obtain 1 
llwll21 2 = J { I [aw(x)]2 + y(A+l) [w(x)J2 + J\(1-y) [w(x)J2L,1x . 
w , n j = l ax j J A +y A +y J 
114 
-1 (4.6.5), (4.6.11), and the fact that - p ~ -A ( see (4 . 14) of [lOJ), imv1y 
that A(l-y)/(A+y) > 0 , and using (4. 6 . 12), we obtain 
m. 
Hence , for all c , d E R 1., , 
< 
< A+l I 
- A+y ~ 
(m .) 2 
M [ m. cJlhk i, (x) J\+l I 1., ) 't' 
S J\ +y .L L (ck-~ x . 
~ J =l k=l J 
r = 1, 2 , by (4.6.11) and (4.6.5), respectively. Thus 
(m.) 3\ 1., · (x) 
dX. 
J 
By Cauchy' s inequality [24, §2.4] and (4.6.17), we obtain 
(4 . 6 .18) 
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Since the coordinate system . i, = 1, 2, ••• , is strongly 
minimal in with respect to the inner product (•, •) ' 
w1,2 
exists a positive constant A0 , independent of 
. 
i, , such that 
Combining (4.6 . 18) and (4.6 . 19), we achieve the desired result 
II 
(m.) (m.) II A0 (A+y) J i, c-J i, d ::: A+ 1 llc-dll , 
. 
i, = 1, 2, .•.. 0 
there 
(4.6.19) 
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CHAPTER 5 
UNIFORMLY ASYMPTOTICALLY DIAGONAL SYSTEMS 
5. 1 Introduction 
The aim of this chapter is to relate the work of Delves and Mead ([15, 
[29]) on uniformly asymptotically diagonal systems to Mikhlin's work on the 
minimal classification and necessary and sufficient conditions for the 
stability of variational methods. This chapter closely follows Anderssen 
and Omodei [l]. 
We restrict our attention to the linear operator equation 
Au= f, f EH, (5.1.1) 
where A is a positive definite operator defined on a domain V(A) , a 
linear manifold dense in a given separable Hilbert space H (real or 
complex), and the range of A is in H. If H is a real space, then we 
must assume A to be symmetric. We choose a coordinate system {¢k}00 
k=l 
satisfying conditions 1, 2, and 3 of §6 of Mikhlin [36]. As in §2.4, we 
can define the energy space HA of the operator A . The RRG approximate 
A 
solution w of (5.1.1) is defined to be 
n 
A 
w 
n 
= 
where the coefficients {a(n)}n are defined by · the RRG process k k=l 
n = 1, 2, 
. . . ' 
where the RRG matrix R (n) = ( ) 
- rjk is given by 
r jk = [ ¢k' ¢ j] A ' j' k = 1, 2' .•• ' n ' 
with 
(5.1. 2 ) 
(5.1.3) 
11 7 
and 
In the limit as n -+ oo ' becomes the infinite RRG matrix R. 
It is shown in Mikhlin [30, §5] that the positive definite operator A 
can be extended to a selfadjoint operator the domain of which is in HA • 
Denoting the extension of A as A , it follows from Mikhlin [30, §5, §8] 
that 
(i) (5.1.l) defines a one-one mapping from V(A) , the domain 
(ii) 
of the extension, onto H , and 
A 
if w denotes the exact solution of (5.1.1), then 
A A 
lim lllw -will = O • 
n n~ 
For these reasons, we restrict attention to such operators, thus ensuring 
the existence and uniqueness of the exact solution, and the convergence of 
the RRG approximate solution to the exact solution in HA • Furthermore, 
from Mikhlin [31, p. 324], convergence in H is also ensured. 
We note in passing that approximate variational solutions can be 
constructed for operators which are positive, i.e., (Au, u) > 0 for all 
u ;f. 0 
' 
u E V(A) 
' 
but not positive definite. However, care must be 
A 
exercised to ensure that (5.1.1) has a solution and that w converges to 
n 
"' §6]). w in H (see, for example, Mikhlin [30, 
Two independent classes of coordinate systems have been discussed in 
recent literature, viz., the uniformly asymptotically diagonal systems of 
Delves and Mead, and the minimal systems of Mikhlin. For their uniformly 
asymptotically diagonal systems, Delves and Mead derive rate of convergence 
results but ignore the question of stability. Mikhlin has shown that a 
necessary and sufficient condi-cion for the Mikhlin stability of the RRG 
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process and the RRG approximate solution is that the coordinate system {¢k}00 
k=l 
be strongly minimal in the energy space (see Theorems 2.4.1 and 2.4.2). 
Therefore, we examine the properties of normalized uniformly asymptotically 
diagonal systems in terms of the minimal classification of Mikhlin (see 
§2 .3). After developing preliminaries in §5.2, we establish in §5.3 that 
(a) the largest eigenvalue of a normalized uniformly asymptotically 
diagonal system is bounded above, independently of the size 
of the system, and 
(b) a normalized uniformly asymptotically diagonal system is either 
nonstrongly minimal or almost orthonormal. 
Throughout this chapter, unless specified otherwise, the terms strongly 
minimal and almost orthonormal should be interpreted with respect to the 
energy space HA . We consider two classes of coordinate systems which show 
that neither strongly minimal systems nor normalized uniformly asymptotically 
diagonal systems are subclasses of the other. By constructing a specific 
example, we show in §5.4 that normalized uniformly asymptotically diagonal 
systems which are nonstrongly minimal can exhibit numerical instability. 
5.2 Preliminaries 
In this section, we state the relevant definitions and results from the 
theory developed by Delves and Mead, as well as some other preliminary 
results. 
The Delves and Mead Results (see [15], [29]). 
Definition 5.2.1. An infinite Hermitian matrix R - (rjk) is said to 
be uniformly asymptotically diagonal (U.A.D.) of degree p ( > 0) if, for 
all . J and for all k > j , there exists a positive constant C such that 
(5.2.1) 
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Remark 5.2.1. If (5.2.1) is true for all k and J , k > j , then it 
can be shown that (5.2.1) will hold for all k and J , k # j . 
Remark 5.2.2. Regarding terminology, we ·refer to the coordinate 
system {¢k} 00 as a U. A. D. system with respect to the operator A , if and 
k=l 
only if the corresponding infinite RRG matrix R is U. A. D. 
Remark 5.2.3. Delves and Mead [15] have shown that the U. ~. D. property 
is invariant under an arbitrary renormalization of the coordinate system 
{¢k}00 • Therefore, we can always rcnormallze to ensure that 
k=l 
rkk = 1 , k = 1, 2 , . • . . (5.2.2) 
For this reason, Delves and Mead ([15], [29]) only considered matrices R 
which had been renormalized in this way, and their theorems are proved for 
such systems . 
Definition 5.2.2. A U.A.D. system of degree p is said to be "nice" 
if 
(i) p > l ' 
(ii) the system is normalized such that rkk - 1 , k - 1, 2, •.. , 
and 
(iii) 0 < C < C(p) where C is the constant in Definition 5.2.1, 
and 
C(p) = (5.2.3) 
Remark 5.2 o4. In Delves and Mead ([15], [29]), "nice" systems are 
used extensively. In fact, only one of the rate of convergence theorems in 
[15] applies to non-nice systems . 
Dropping the restriction on C in (iii) leads to the following 
definition. 
Definition 5.2.3. A normalized wiiformly asymptotically diagonal 
(N . U. A. D. ) system of degree p is a U. A. D. system satisfying 
1 ) 0 
(i) p > l , and 
(ii) - 1 
' 
k = 1 , 2, .... 
Remark 5.2.5. We could have defined a less restrictive U.A.D. system 
than the N.U.A.D. system, but this would not change the character of the 
results derived below, but only lead to a rather cwnbersome presentation. 
The Mikhlin Results that we shall require are given in §2.3 and §2.4. 
Two other preliminaries that we shall require are as follows. 
Brauer's Theorem ( see Brauer [5]). The modulus of the largest e~gen-
value of a square matrix cannot exceed the largest sum of the moduli of 
the terms along any row or column. 
Gerschgorin's Theorem (see Gerschgorin [23]). Let p. be the sum of J 
the moduli of the terms along the j-th row of the square matrix A 
excluding the diagonal element a . . . JJ 
Then every eigenvalue of A 
inside or on the boundary of at least one of the discs 
I A-a .. j s p . • JJ J 
5.3 The Minimal Classification of N.U.A.D. Systems 
lies 
In this section, we show that N.U.A.D. systems are either nonstrongly 
minimal or almost orthonormal. We start by deriving conditions under which 
N.U.A.D. systems are almost orthonormal. 
THEOREM 5.3.1. The largest eigenvalue of an N.U.A.D. system is bounded 
above independently of n. 
Proof. We use Brauer's Theorem, and since the RRG matrix R(n) lS 
Hermitian, we only need consider rows. Considering the largest eigenvalue 
of R(n) , 
;\ (n) < 
n 
n 
max L lrjkl 
j=l,2, ••. ,n k=l 
max 
j=l,2, .•• ,n (Ir .. 1 + JJ 
n 
I 
k=l 
k-tj 
Using (5.2.1) and (5.2.2), it can be shown that 
where 
A
0 
- l + _!:___ D 
p-1 
THEOREM 5.3.2. The smallest eigenvalue of an N.U.A.D. system is 
bounded below by a positive constant independent of n provided 
121 
C < 1 
r;(p)-1 (5.3.l) 
where C and p are defined in Definition 5.2.1, and r; denotes the 
Riema.nn Zeta function, 
Proof. Let (n) P· J 
00 
. i, . e. , r; (p) - I -p k • 
. k=l 
be the sum of the moduli of the terms along the 
j-th row of R(n) excluding the diagonal element, i.e., 
(n) 
P· J 
n 
= I 
k=l 
k-tj 
Using (5.2.1) and (5.2.2), it can be shown that 
00 
(n) C ' p. < L, 
J k=2 
k-p = C[s(p)-1] , for all n 
Applying Gerschgorin's Theorem, we have 
where 1 . f R(n) is the smal est eigenvalue o . 
obtain 
and . J ' n::::j • 
Thus , using (5.3.1), we 
A(n) > 1 - C[s(p)-1] > o for all n , 
1 
and hence, letting A0 = 1 - C[s(p)-1] , the theorem is proved. D 
COROLLARY 5.3.1. An N.U.A.D. system is almost orthonormal in the 
energy space HA provided 
C < 1 
sCP )-1 • 
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Proof. This is an immediate consequence of Theorems 5.3.1 and 5.3.2. D 
COROLLARY 5.3.2. The "nice" systems of Delves and Mead are almost 
orthonormal in HA. 
Proof. A "nice" system is an N.U.A.D. system satisfying 
C < C(p) = 
For p > 1 , it can be shown that 
and that 
Hence, 
C(p) < p - 1 , 
~(p) - 1 < ~ x-pd:,: = 
1 
C < 1 
sCp)-1 ' 
1 
-p-1 • 
and using Corollary 5.3.l, we obtain the desired result. D 
COROLLARY 5.3.3. N.U.A.D. systems are either nonstrongly rrrinimal or 
almost orthonormal in HA. 
Proof. Since· the eigenvalues of an N.U.A.D. system are bounded above 
independently of n , an N.U.A.D system which is strongly minimal in HA 
must also be almost orthonormal in HA . D 
It should be noted that Corollary 5.3.l is a specific example of 
Corollary 2 of Theorem 11 of Freeman, Delves, and Reid [21]. 
Next, we show by constructing two classes of systems that 
(i) there exist almost orthonormal systems which are normalized 
but not N. U. A. D., and 
(ii) there exist N. U. A. D. systems which are nonstrongly minimal 
and hence not almost orthonormal . 
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Definition 5.3.1. A coordinate system will be said to be of Class A 
if its infinite RRG matrix R has the following form 
1 al a2 a3 . . . 
al l 0 0 ... 
R = a2 0 1 0 ... (5.3.2) 
' 
a3 0 0 l . . . 
• . • • 
. . . 
• • 
. . • •• 
• . • • 
. . . 
and satisfies the following conditions: 
(a) Jakl ~ c/k , k = 1, 2, ••• , for some positive constant 
C and 
' 
00 
I 2 (b) lakl < 1 . 
k=l 
Such a matrix . lS 
1 a(t)q a( .!)q 3 a(J:i)q . . . 
a(~)q 1 0 0 . . . 
a(.!)q 0 1 0 . . . 3 
R = a(J:i)q 0 0 l ... (5.3.3) 
. • 
. . . .. 
. • 
. • 
. .. 
• • 
. • 
. . . 
where q and a are constants such that 
[ 00 rt t < q < l and o < a < I k-2q 
-
. 
k=2 
It is easily shown that conditions (a) and (b) of Definition 5.3.l are 
satisfied . A coordinate system which generates such an infinite RRG matrix 
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is as follows: Let the operator A ip (5.1.l) be the identity operator in 
L 2 [o, n] , and as coordinate functions, we take 
<1\(x) = A (n-x) , <1\(x) = A sin kx, k - 2, 3, •.•• 
1T 
THEOREM 5.3.3. Systems of Class A are almost orthonormal and 
normalized but not N.U.A.D. 
Proof. Initially, we determine the eigenvalues of the RRG matrix 
R(n) . It is easily shown that 
yields 
>,_ (n) = 
l ' 
and thus, for all n , 
and 
>,_(n) < 
n 
l + 1\.0 , say, 
From condition (b) of Definition 5.3.1, we obtain 
O < A < >,_(n) < A 
o m o 
for all n and m, n ~ m, i.e., the system is almost orthonormal. 
(5.3.4) 
From condition (a) of Definition 5.3.1, the system cannot be N.U.A.D. D 
Definition 5.3.2. A coordinate system will be said to be of CZa,ss B 
if its infinite RRG matrix R has the same form as (5.3.2) and satisfies 
the following conditions: 
(a) lakl S Ck-p , k = 1, 2, .•• , where C is a positive 
constant and p > 1 , and 
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co 
(b) 2 L lakl = 1 with infinitely many ak # 0 • 
k=l 
Such a matrix is given by (5.3.3) with 
[ 
co ]-\ 
a.= I k-2q 
k=2 
and q > 1 . 
It is easily shown that conditions (a) and (b) of Definition 5.3.2 are 
satisfied . A coordinate system which generates such an infinite RRG matrix 
is as follows: Let 
Au -
with V( A) the set of twice continuously differentiable functions in 
(0, TI) which satisfy u(O) = u(n) = O , and 2 H = L [O, n]. As coordinate 
functions , we take 
l /5 
<f\(x) = 2 ; 5 x(x-n)(x-2n) , 
1T 
¢k+l(x) = ~f sin kx, k = 1, 2, •••• 
THEOREM 5.3.4. Systems of Class Bare N.U.A.D. but nonstrongly 
rrrinimal. 
Proof. Since lakl s Ck-p , k = 1, 2, ••• , where p > l , it is 
easily verified that the system is N.U.A.D. 
Since 
From (5.3.4) in Theorem 5.3.3, 
A (n) = 
1 
co 
l -
2 I I ak I = 1 , 
k=l 
the system is nonstrongly minimal and the theorem is proved . D 
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5.4 The Numerical Stability of N.U.A.D. Systems 
In this section, we show that the use of N.U.A.D. systems to solve 
positive definite operator equations can lead to numerically unstable 
solutions . In §5 .3, we showed that N. U.A.D.systems are sometimes strongly 
minimal and sometimes not. Hence, on the basis of Theorem 2.4.1, the 
corresponding RRG process for the N.U.A.D. system is Mikhlin stable or 
unstable, respectively . In particular, the use of an N.U .A.D. system of 
Class B can yield numerically unstable results. In order to confirm thl. s , 
we construct a specific N.U.A.D. system which is nonstrongly minimal in the 
energy space, and use it to solve a positive definite operator equation. 
Let the operator equation be 
Au = _ d
2
u = 
dx2 f' 
2 f · E L [ 0, TI] , (5.4.1) 
with V(A) the set of twice continuously differentiable functions in 
(O, rr) which satisfy u(O) = u(rr) = 0 • It is easily shown this defines a 
positive definite symmetric operator. 
As coordinate functions, we take the Class B system 
(5.4.2) 
<Pk+l(x) =At sin kx 
' 
k = 1 
' 
2, . . . . 
Since rjk = [cpk' ¢ j]A = (A¢k' ¢ .) 2 'it follows that J L 
rkk - 1 k = 1, 2, -
' 
••• 
' 
- 0 # k; 
. k 1, 2' rj+l,k+l J J' = - ' ••• ' (5 . 4.3) 
-2ill for k odd, 
rr2k2 
for k even. 
12 7 
Since 
I I 6ill k-2 r. k+l ~ 2 
J ' 7T 
for all . J and k ' J < k ' 
the system is N~V.A.D. with p = 2 • 
00 
Because {cos ix}i=l are complete in the space of functions 
g E L 2[o, rr] which satisfy J: g(x)dx - 0 , it follows that, given any 
positive s , there exists an integer N and constants 
such that 
{"-rs (3x2-2nx) - f a. cos ixl < s . v -:;_;;s i=1 1,, 2 
L 
On the basis of Theorem 1.1 of Mikhlin [36], this proves the nonminimality 
and hence nonstrong minimality of the coordinate system (5.4.2) in the 
energy space. 
Letting f - l in (5.4.1), we obtain the RRG process (5.1.3) with 
' 
(5.4.4) 
0 for k even, 
f(k+l) -
for k odd. 
Because of the simple form of , we can solve the system of equations 
(5.1.3) directly to yield the following explicit formulae for the RRG 
coefficients: 
{- 4 n 
odd it} 
= a {TI4 _ 
2!__ + I (n) 96 i=l . 
' 
1,, 
al 
L=l,ii 
n ' l 
.~} -+ 9 I 60 
odd i 4 i=2, . 1,, even 1,, 
(5.4.5) 
(n) 6n5 (n) for k odd and k ::: 3 ak - al - 2 2 ' TI (k-1) 
(5.4.6) 
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and 
a (n) = 2/is [/1s3 + a(n)J k 2 for k even and k > 2 • n2(k-l) 7.5 l (5.4.7) 
Using these equations, we can examine the source of potential numerical 
instability in the above example. The numerical instability that arises 
in the calculation of the RRG coefficients {a(n)}n is a direct k k=l 
consequence of the form of (5.4.5). In (5.4.5), both the numerator and 
the denominator approach zero as n ~ 00 • Thus, as n increases, 
cancellation error will eventually dominate the computation of both 
numerator and denominator. The full effect of this cancellation error is 
carried over to (5.4.6), and to a lesser extent to (5.4.7) since 
We can calculate the exact RRG coefficients {a(n)}n for values of k k=l 
n ranging from 5, 10, ••• , 40 with 7 significant digits of accuracy 
by taking the nature of (5.4.5), (5.4.6), and (5.4.7) into account. The 
results are given in Table 5.4.1. We calculate the non-exact RRG coefficients 
{b(n)}n k k=l 
n 
(see §2.4) after rounding the values of {f(k)}k=l to 4 
significant digits. The results are tabulated in Table 5.4.2 . Comparing 
Tables 5.4.1 and 5.4.2, it can be seen that the coefficients for a system of 
size 40 differ by a factor of about 10 for all 9 coefficients shown. 
This was in fact true for all the coefficients (40) ak ' k = 1, 2, ••. , 40. 
Thus , the numerical instability of the calculation of the RRG coefficients is 
clearly established for the above N.U.A.D. system. 
Since the exact solution of (5.4.1) is known explicitly, viz., 
A 
w(x) = - ~x(x-n) , 
we can calculate the energy norm of the error for the exact RRG approximate 
k = l 5 10 
n 
5 -3.517259E-l 5.175848E-2 
10 -l.529826E-l 2.251226E-2 l.821856E-2 
15 -2 . 441850E-l 3.593322E-2 l.733488E-2 
20 -l.769356E-l 2.603708E-2 l.798648E-2 
25 -2.268062E-l 3.337582E-2 l.750327E-2 
30 -l.854837E-l 2 .729499E-2 l.790365E-2 
35 -2.197839E-l 3.234247E-2 1. 757131E-2 
40 -l.898548E-l 2.793822E-2 l.786130E-2 
TABLE 5. 4. 1 
The exact RRG coefficients (n) ak 
15 20 25 
2.933324E-3 
2.125476E-3 4.035747E-3 
2.724557E-3 3.927326E-3 9.271062E-4 
2.228163E-3 4.017163E-3 7.581942E-4 
2.640201E-3 3.942593E-3 8. 9 84018E-4 
2.280671E-3 4.007660E-3 7.760618E-4 
30 35 
l.724371E-3 
l.692361E-3 4.476466E-4 
l.720292E-3 3.866882E-4 
40 
9.511935E-4 
1--' 
~ 
lD 
k = 1 5 10 
n 
5 -3.551313E-l 5.225960E-2 
10 -l.741036E-l 2. 5 62034E-2 l.801306E-2 
15 -3. 357901E-l 4.941343E-2 l.644644E-2 
20 -3.694753E-l 5.437040E-2 l.612006E-2 
25 -6.526245E-l 9.603744E-2 l.337655E-2 
30 -8.648082E-l l.272615E-l l.132064E-2 
35 -1.390970 2.046891E-l 6.222527E-3 
40 -1.836431 2.702413E-l l.906335E-3 
TABLE 5.4.2 
The non-exact RRG coefficients b(n) k 
15 20 25 
4.033750E-3 
4.438400E-3 3.616744E-3 
7.839791E-3 3.001164E-3 2.667707E-3 
1. 0 38869E-2 2.539867E-3 3.535041E-3 
l.670934E-2 l.395969E-3 5.685809E-3 
2.206051E-2 4.275156E-4 7.506702E-3 
30 35 
l.089951E-3 
5.989318E-4 2.833067E-3 
l.832225E-4 3.740364E-3 
40 
l.Ol4084E-4 
f-' 
(A) 
0 
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solution w (x) ' viz . ' 111-w-w Ill • These values accurate to 3 decimal 
n n 
places are given in the first column of Table 5.4.3 for n = 5, 10, .•• , 40 . 
Similarly, we can calculate the energy norm of the error for the non- exact 
RRG approximate solution 
A 
V (x) 
n 
(see §2 .4). The results are given in the 
second column of Table 5.4.3. A comparison of the first and second columns 
of Table 5. 4. 3 illustrates clearly the effect of numerical instability j n the 
RRG approximate solution . In particular , for a s ystem of ~ize 40 the 
' 
energy norm of the error for the non-exact solution is about 4 times as 
large as that for the exact solution. 
TABLE 5.4o3 
Energy norm of the error for the RRG approximate solution 
n Exact RRG solution Non-exact RRG solution 
5 0.070 0.070 
10 0.020 0.022 
15 0 .012 0.012 
20 0 . 007 0.008 
25 0.005 0.006 
30 0.004 0.007 
35 0 .00 3 0.007 
40 0.002 0.008 
Similar results were observed when we calculated the 
2 L -norm of the 
error for the exact and non-exact RRG approximate solutions . However, the 
actual magnitude of the norm of the errors was much smaller. 
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