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1. INTRODUCTION 
The techniques of invariant imbedding have been used extensively in the 
study of ordinary differential equations [ 11. Viewed as a sort of perturbation 
theory on the structure of systems, there is every reason to believe that in 
principle invariant imbedding techniques are applicable to systems modeled 
by equations involving many independent variables, particularly partial 
differential equations. In this work, an example is presented in which the 
application of invariant imbedding concepts yields new and very useful infor- 
mation about the scattering kernels of a one-dimensional dissipative time 
dependent wave equation. 
For an equation of the type treated here, impulse response functions 
[ 2-6, 81 or more generally scattering kernels provide a mechanism for 
mapping incident waves into reflected and transmitted waves. (The 
connection between reflection kernels and impulse response functions is 
shown in 141.) The,construction of scattering kernels is not a straightforward 
process, however, especially for the case of wave equations with variable 
coefficients. For example, it is shown in [S ] that determining the reflection 
and transmission kernels requires solving a second order hyperbolic partial 
differential equation and two volterra integral equations as well as requiring 
several quadratures. The primary results of this paper yield a direct method 
for obtaining scattering kernels. 
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II. SCATTERING OPERATORS 
The model equation to be investigated in this paper is 
u xx - u,, + A(x) u, + B(x) u, = 0 (2-l) 
for -co<x<co, -co<t<co. As shown in (3,4], this equation is 
sufficiently general to model a variety of electromagnetic and elastic wave 
scattering phenomena. The coefficients A and B have support on the interval 
LX’, x”] and are assumed to be continuous except possibly at x’ and x” 
where they may suffer at most finite jumps. It is assumed that U, uI, and U, 
are continuous everywhere. (In the notation of [3], this means that c, and c, 
are both one.) 
FOX x < x’, solutions of (2.1) can clearly be written as 
while for x > x” 
u(x, t) =f(x - t) + g(x + t) (2.2a) 
u(x, t) = h(x - t) + k(x + t). 
It is convenient to introduce the notation 
(2.2b) 
24(x, t) = u”, (x - t) + u”(x + t), x < x’, (2.3a) 
24(x, t) = u”, (x - t) + Ub(X + t), x > x”, (2.3b) 
where U: denotes a right moving incident field and ub denotes a left moving 
incident field. It is assumed that incident fields at x’, x” are zero prior to 
some (finite) time fr. The resulting scattered (reflected and transmitted) fields 
are UY and u”, . 
It has been shown in [3] that operators 9 * and F* exist such that 
u” =A?++ua, + g-u”, (2.4a) 
u”, =dfu”, +.sr-Ub. (2.4b) 
The operator 9+ carries an incident right moving wave into a scattered (in 
this case reflected) left going wave. The operator d - carries an incident left 
moving wave into a scattered (in this case transmitted) left moving wave. 
Like descriptions hold for 9 - and d +. More generally, if x’ < x, < x2 < xl’ 
and A and B are set equal to zero for x < x,, x > x2, then scattering 
operators 9*(x1,x2, .), &?*(x1,x2, a) can be defined for subintervals of 
[x’, x”]. Again following [3], these operators are defined by 
~+(xl~x2,r)u(: 
= uyg = j” R+(x,,x,,s+r-2x,)u”,(s)ds, (2Sa) 
2X1-I 
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xH-(x,,x,. rl)Ub 
=I4 b;‘(q) = “f’lt-” R-(x,,x,,s+n-2x,)u%)ds, 
E- + (x, . x, 3 II) u”, 
(2Sb) 
= u?‘(v) = t+ (x,, x2) u”,(q) + (=’ T+(x,, x2, 9 - s) u”, (s) ds, 
‘” 
(2.k) 
R (x, . x*. () Ub 
=u”‘(r)=t~(X,rXq)Ub(r)+ Ii T~(x,,.Y?,r--S)Uh(S)ds. (2.5d) 
. -r/ 
where 
t*(x,,x,)=exp 
and the functions R *, T* are bounded on finite intervals. As a matter 
of convenience, define Rt(~,,~z,-~)=R~(~,,xz,s)=TS(~x,,~z,~)= 
T-(x1,x,,--s)=Ofors>O. 
The principal objective of this work is to derive a set of differential 
equations that the kernels R * and T* satisfy. This is done by using the 
combinatoric results of the next section together with expessions for R * and 
T* for a slab of material that is infinitesimaly narrow, e.g., bounded between 
some x2 and x2 + A. 
As shown in Appendix 1, the kernels R * and Tf have the following 
behavior: 
T’(x,,x,+4v)=O@), 
= O(A’), 
-24 < rl < 0, 
(2.7a) 
rl < --24: 
T-- (~2, x2 + A, t) = O(A), 
= O(A’), 
0<(<2A, 
(2.7b) 
24 < <; 
R+(x,.x,+A,<)=-$(A-B)IxZ+O(A), 0<5< 24, 
= O(A’), 
(2.7~) 
24 < 5: 
R--(x2, x2 + A, ‘I) = +(A + B)lxZ + O(A), 
= O(A’), 
-24 < t/ < 0, 
(2.7d) 
rj < -24. 
Equations (2.5-2.7) together with the combinatorics of the following 
section yield differential equations for R *, T* as will now be shown. 
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III. COMBINATORICS OF SCATTERING OPERATORS 
In this section the concepts used to derive the Redheffer *-product are 
applied to the general case of scattering operators. The integral operators 
discussed in the previous section are an example. To arrive at the desired 
result, consider the scattering operators associated with a region, region 1 
u” =9:u”+ + a;u:“, u”+d?-:u; +9;u:’ (3.1) 
together with scattering operators associated with a second region, region 2 
ub’=.5qub;+E--;ub, - u”, =fT;ub,‘+9;ub-. (3.2) 
Suppose that 
g' = ub' g’ = Ub’ - -2 + t' (3.3) 
This is the case, for example, if region 1 lies to the left of region 2 and the 
right going wave leaving region 1 feeds directly into region 2 and the left 
going wave leaving region 2 feeds directly into region 1, e.g., the regions are 
contiguous, see Fig. 1. 
If (3.3) is satisfied, then UT’ (= u”,‘) can be eliminated from (3.1) and 
W), 
Thus, 
u”+‘=(l -,$ie,.~;)-’ {P-;u”, +.qquh ) 
provided the inverse of 1 - .Y? ; C tP: exists. It follows that 
u” = (9: + f5-;(1-.%?:5P;)-‘Lz:a:} u”t 
+a;(1 -9;9;)-‘a;u” 
(3.4) 
(35) 
FIGURE 1. 
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and in the same fashion 
+ (2%; +8--;(14?;9$))‘<2;~-,}u”. (3.6) 
The operator connecting u”+ with UT is itself a reflection operator, denoted 
by .A;. The operator connecting u” with u? is itself a transmission 
operator, denoted by E; and similarly with the operators connecting u”, and 
uh with u”, . Thus, 
H(f =,TP; +F;(1 -.#;.#c’)) ’ .K’; F;. (3.7a) 
g, =K’;(l -.a;,a,>- la-;. (3.7b) 
F,: =F”+(l -.$J,-.$;)) %I’, (3.7c) 
.#< =,H’z +FTz’(1 -.H/ll.H’zi) ’ H, rz . (3.7d) 
These results, the Redheffer *-product of the scattering operators of two 
regions, will now be used to derive the equations for the scattering operators 
of a single region. 
IV. DERIVATION OF EQUATIONS FOR SCATTERING KERNELS 
To obtain the differential equations that the kernels R ’ and T’ satisfy. it 
is necessary to consider two sets of scattering operators. The first set .d i . 
;“-f is associated with the region Ix,, x2/, x, < x2. The second set .;u’: . i j 
is associated with the region [x2, x2 + A 1, where A is small and positive. 
Using the combinatorics of Section III, the set of operators .H,’ , *-f for the 
composite region Ix,, x2 + A] is obtained. The difference between, say, the 
kernels for .R,. and .fl; measures the change in the kernel for #’ due to 
the increment of material between x2 and x2 + A. If this difference is divided 
by A and the limit A -+ 0 taken, the result is the differential change in the 
kernel for A? with respect to a differential change in x,. Thus, to arrive at 
the differential equations of interest, it is only necessary to use the definition 
of the derivative. 
The first equation to be derived is that for .R -. For convenience, the 
subscript c will be dropped from (3.7d). Thus, the kernel of the composite 
.R -- operator is defined by 
.z(x>tA)-tl 
(4.1) 
=I Rp(x,,x2+A,s+~-2(.5 tA))Uh(s)ds. “-7j 
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where the arguments and limits of integration are specified according to 
definition (2.5). Since no confusion is possible, the superscript b will be 
suppressed in what follows. Also, subscripts 1 and 2 will denote operators 
and kernels for the regions [x1, x2] and [x2, x2 + d], respectively, and so the 
arguments x,, x2 and x2 + d will be suppressed. Thus, for example, 
To arrive at an expression for the kernel of the composite 3-, the 
operators a;, 9;) etc., will be applied successively to u- as indicated in 
(4.1). Only terms through O(d) will be retained in the resulting kernel. Now 
(4.2) 
x [fW + j’, T;(S -s’) up(s’) ds’ 1 ds 
!’ 
2x2-a = R;(s+r/-2x,)t,u-(s)ds 
-02 
+i 
2x2-v u's'[j2x" 
R;(s’+q-2x,)T;(s’-s)ds’ ds, 
-a? s 1 
(4.3) 
where the second integral results from interchanging the order of integration. 
Using (2.7b) now yields 
R ;(s’ + r;l - 2x,) T;(s’ - s) ds’ 
=I 
2x2-'I-2A 
R,(s’+r-2x,)T;(s’-s)ds’ 
5 
+i 
2x2-v 
R;(s’+q-2x,)T,(s’-s)ds’ 
2x,-q-2A 
R;(s’+tj-2x2)0(A2)ds’ 
+I 
2x2-v 
R;(s’+~-2x2)O(d)ds’ 
2x,-q-2A 
= O(d2). (4.4) 
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The first integral in (4.4) is O(d*) because R ; is piecewise continuous and 
therefore bounded on finite intervals and the lower limit of integration s 
satisfies s > tf, where U- vanishes prior to tf. The second integral in (4.4) is 
O(A*) by virtue of the mean value theorem for integrals. Thus, 
.,lp; B-- * up /‘I = t; \*- R,(s+p2x,)u (s)ds, (4.5) 
. -m 
through O(d) terms in the kernel. 
Recall that (1 - .Z”,.‘%‘~))’ can be defined by the operator series 
1 +.#;-.1pi t,is;,%?:.Z;,3~ t . . . . To first order in A, (1 -.~‘(il.Yt) ’ 
can be replaced by 1 $3; ,Y@: . Now after changing the order of integration 
<ip:9;B;u. /< 
1 t, (-i u-(s) j- R:(s'fr-2x2)R,~(sts'-2x2)ds'ds (4.6) 
I “2X2-5 
and 
2; .'%+q9-,u_lf, 
= r, i‘*.v” 
" ~3" u&") I';'" [ R ;(s t v - 2x2) 
x .f*ys7 " L 
R:(s’ts-2x,)R,(s”+s’-2x,)ds’ ds ds”. 1 I (4.7) 
It now follows from (2.5~) that 
a:(1 t9;.w:).a,E-,u. In 
= t; t; !, ~2x2-~u-(s") R;(s"t?-2x2)+!l:*-"R;(str7-2x~) I 
R;(s’ t s - 2x,)R,(s” t s’ - 2x2)ds’ 
I i 
ds ds”, (4.8) 
where terms of O(d’) have again been dropped from the bracketed term 
multiplying u _ (s”). 
Now use (2.5b) and recall the domain of ,‘Y; to obtain 
(2(x*+J)-rl R;(s” + q - 2(x, + A)) u (s”) ds”. (4.9) 
From (4.1), the kernel of S’, R-(x,, x2 + A, s + v - 2(x, + A)), is given 
by the sum of the kernels (4.8) and (4.9) after a Heavyside function has been 
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introduced in (4.8) so that the resulting integration extends over 
--oc) ( s ( 2(x, + A) - v. Thus, letting 9’ = s” + q - 2x, 
R -(x, , x2 + A, 3’ - 24) 
=R,(q’-2A)+H(-q’)t;t; R;(~‘)+j;,;‘-nR,(s+ry-s”) 
I 
X R;(s’+s-2x,)R,(s”+s’-2x,)ds’ 1 I ds , (4.10) 
where H(-q’) is 0 for -q’ < 0 and 1 for -q’ > 0. 
Since the argument of the reflection kernel R - in (4.10) need only be 
considered for negative values (according to (2Sb), it suffices to consider 
q’ - 24 < 0, or q’ < 24. Furthermore, since n’ will be held fixed while 
A + 0, it follows that 9’ may be considered to be less than zero, and in 
particular, -v’ > 24. Now the iterated integral in (4.10) can be written as 
= 
j:d R;(a)[ j-" R;(V+y)R;(a-y)dy da 
a I 
RF(I?'+Y)R;(~-Y)~Y da 
I 
= j:A R:(a)[j-’ R,(g’+y)R;(a--y)dy da+O(A’), (4.11) 
a I 
where the last equality is obtained from (2.7~) and the fact that RF is 
everywhere finite. Using the mean value theorem, (4.11) can be written to 
first order in A as 
R:(a*)2A jpq R;(v’+y)R;(a*-y)dy] 
I ’ a’ 
= -~(/I - B)lXZ 24 ja;” R;W+Y)RF(~*-Y)& (4.12) 
=;(A -B) j)WW;W- y)dy, 
where in the last equality a* was taken to be zero in anticipation of the limit 
A + 0. 
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Returning to (4. IO), observe that R;(q’ - 24) = O(d’) when A is 
sufficiently small for any fixed II’ (see (2.7d)). To first order 
r;t; =t+(x,,x,+Ll)t-(x2,x,+&= 1 +B(xz)d. (4.13) 
Thus, to first order (4.10) is 
R-(x,.x,+A,?/‘-26) 
= R;(v’) + 
1 
Wx,) R;(v) + W(x,)-Wd) 
(4.14) 
It follows that 
-+ (R-(x ,,x,+d,rl’-2A)-R;(x,,x,,tl’)J 
=B(~,)R;(~‘)+~(A(~-,)-B(x~))~~‘R;(Y)R;(~/-Y)~~~. (4.15) 
1 0 
Thus, in the limit A -+ 0 (4.15) yields 
X~o~R~(x,.x,~)R-(x,,x.rl-y)~~,~<O. (4.16) 
The boundary conditions 
R-(xI,x,,v)=O, II < 0, 
(4.17) 
R p(x,,x,O) = &4(x) + B(x)) 
follow from Appendix 1 and complete the specification of the scattering 
kernel R - (x, , x, v). The set (4.16)-(4.17) is the principal result of this work. 
Figure 2 illustrates the domain of R -(xl, x, r). 
Equation (4.16) can be transformed to a Ricatti equation in the x variable 
by means of a Laplace transform with respect to -q. To do this, define 
R -^(x,,x,w)= me-wSR~(~I,~,-~)ds= 1” 
I’ 
e”“R--(x,,x,s)ds. 
0 . I 
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3 
h R-(+,x,0) = $ (A(x)+ B(x)) 
x = x, 
\ 
: x 
\ 
\ 
\ 
r;- 
R-(x,,x,,q) = 0 
\ 
rq = 2’x’-x’ 
\ 
\ 
\ 
FIG. 2. The integro-partial differential equation (4.16) is solved in the quadrant x > x,, 
7 < 0 to determine R-(x,, x, 9). If a(A(x,) + B(x,)) # 0, then a jump discontinuity in R 
(given by (4.30)) will propagate along the dashed line. 
Then (4.16) becomes 
$-(X,,X,W)f(2W-B(X))k(X,,X,W) 
= + (A(x) + B(x)). (4.18) 
Equations for T* can be obtained in a similar fashion. The results are 
+~~T-(x,,x,~)~~(x,.x,sr)ds , I t > 0, (4.19a) 
T-(x,,x,,t)=Q (4.19b) 
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+/“T+(x,,x.s)K~(x,.x.~-s)ds ) tf < 0. (4.20a) 
‘I 
7” (x,, x, , q) = 0. (4.20b) 
An equation for the kernel of the reflection operator .# ’ is now derived. 
The operator .,ip,’ is defined by 
-= .A’(x,,x,+A,~)u”, = I R + (x,, x2 + A, s + t - 2x,) u”, (s) ds .2x-1 
= [.m; +F;(1--.#‘:R,)-‘.R; @-;;LL”‘:. (4.21) 
The subscript c has been suppressed in (4.21). Again, the first step is to 
compute the kernel on the right-hand side of (4.21) to first order in A. Using 
the expression for (1 - 9: .S’;) and the behavior of the kernel of .;l”i as 
given by (2.7c), it is easy to see that only the identity term in 
(1 - iri’t. R ;)- ’ contributes to first order in the overall product on the right- 
hand side of (4.21). Thus, it is only necessary to compute the action of 
(.“1: + F; .Y; Ft) to obtain the kernel of .W+ to first order. 
The first term of interest is 
I TL 
~:u+I,=r:u+(rl)+J 7-:(~-s)u,(s)ds. (4.22) 
n 
Here the superscript a on u, has been suppressed. It follows that 
.f?;F-; U+lb= ia, u+(s) t:R:(s + r- 2x2) 
-2x,-5 L 
+f T:(s’-s)R+(s’+&2x2)ds’ ds. (4.23) 
2X- I I 
Thus. 
+t, (-( Z-:(s’-s)R;(s’+<-2x2)ds’ 
‘2X*-l 
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T:(s”-s)R:(s”+s’-2x2)ds” ds’ ds 
i 1 
I 
cc 
= u+(s) Z(s + t - 2x,) ds, (4.24) 
2X1-6 
where, after changing the order of integration, I is given by 
T;(s”) T:(s’ + s” -s) ds” 1 ds’. (4.25) 
Adding the contribution of 9: to (4.24) yields the expression for the action 
of 9+. A Heavyside function must be introduced in the integrand of (4.24) 
to allow the limits of integration of both terms in the sum to agree. Thus, 
9+(x1,x2+4r)u+= O” I u+(S)[q+(s+r-24 2X1-l 
+ H(s + ( - 2x,) I(s + < - 2x,)] ds (4.26) 
and so the kernel for the composite region is 
R+(x,,x2+d,~)=R:(r)+H(r-2(x,-x,))~(r-2(x2-x,)). (4.27) 
Notice that 
R+(x,,x,+d,r)=R:(r)~R+(x,,x,,r) if r < 2(x2 -x1). 
In other words, 
~+(x,~x,r)=~+(x,,x, + (rp)+,r) if C < 2(x-x,). (4.28) 
This implies that a change in the medium at x=x2 does not affect the 
reflected field at x=x, until the incident signal at x1 has had time to 
propagate to x = x2 and return. On the other hand, when r > 2(x, -xl) 
Eq. (4.24) becomes (to first order in d) 
R+(x,,x,+d,r)=R+(x,,x,,r)-t~(~-~>I,, t,c’(2(x,-x,)-r) 
+ t: KC4 - w, -x1)) 
T;(s) T:(s - t + 2(x7 - x,)) ds 
1 
. (4.29) 
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The mean value theorem for integrals was used in deriving (4.29) along with 
Eq. (2.7~) and the assumption that 24 < < - 2(x, - x,). Dividing (4.29) by A 
and letting A --t 0 yields the differential equation for R + 
=-~(A(x)B(~))lt-(x,.I)Tt(x,,~~.2(x-I,)-t) 
tt+(.K,,X)T-(x,,x,~-2(x-x,)) 
+ r -2(x-x’) r-(X,,.K,S)T:(x,,x,s-t;+2(x-x,))ds ‘0 I 
(4.30) 
for 5 > 2(x - x,). The initial condition for R ’ is shown in Appendix 1 to be 
R+(X,,x,,r)=o, 5> 0. (4.3 1) 
In general, the kernels R * will contain jump discontinuities. Equations 
(4.27) and (4.25) show that 
IR+(x,,x,t)l 1 - f :~~-~:~’ = :(A - B)l, exp (!I B(s) ds) , (4.32) 
which agrees with 13, Eq. (5.3)]. Therefore, the system specifying 
R ‘(xl, x, <) is (4.28) and (4.30)-(4.32) ( see Fig. 3). Similarly, R (x,, x, ~7) 
will be discontinuous along the line q = -2x, + 2x. In this case, the discon- 
tinuity occurs if the boundary conditions (4.17) do not match at the point 
(x, II) = (xi, 0); i.e., if (A + B)lXI # 0. This discontinuity is propagated by the 
integro-partial differential equation (4.16). Its magnitude can be derived from 
(4.32) and the technique of Appendix 2. Thus, 
IR~(x,,x,rl)]::_Iiil=~=:~i= $(A +f?)l,Iexp ({~,R(s)ds) (4.33) 
(see Fig. 2). 
V. AN EXAMPLE 
The purpose of this example is to demonstrate the use of the equations 
developed in Section IV and Appendix 2. Let the coefficients in Eq. (2.1) be 
given by 
A(x) = B(x) = -2, o<s< 1, 
(5.1) 
A (x) = B(x) = 0, elsewhere. 
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Then Eqs. (4.16), (4.17) ,..., become (with x, = 0, 0 < x < 1) 
~R-(O,x,~)=2~R-(O,x.~)-2R-(O,x,rl). 
R-(O,O,rl)=O, 
R-(0,x,0)=-1, 
g T- (0, x, t) = -2r (0, x, g, r> 0, 
T- (0, 0, t) = 0, 
$ T+ (0, x, rl) = 0, rl < 0, 
T+ (0, 0, v> = 0, 
gR+(O,x,s')=O, r > 2-G 
R + (0, 0, 8 = 0, 
[R+(O,x,Q];:;;'=O, 
R+(O,X,~)=R+(O,(~/~)+,~), 
The solution of (5.2) is 
R-(0,x, rj)= -e", -2x < ?j < 0, 
= 0, q < -2x, 
v < 0, (5.2a) 
(5.2b) 
(5.2c) 
(5.3) 
(5.4) 
(5.5) 
<< 2x. 
while (5.3)-(5.5) yield R+(O,x, t)= T-(0,x,@= T+(O,x, 17)s 0. The 
kernels of the scattering operators for (2.1) with coefficients given by (5.1) 
are obtained by setting x = 1 in the above solutions 
R-(0, l,n)=---eV, -2 <?f<o, 
=o v < -2, 
andR+(O,l,<)=T-(O,l,~)=T’(O,l,n)-0. 
It is instructive to use the equations developed in Appendix 2 to obtain 
these same results. Setting x2 = 1, Eqs. (A2.3) become (with 0 < x < 1) 
;R+(x,l,S)=2-$R+(x, Lt)+2R+(x, I,<), r> 0, 
R+(L Ll)=0, 
R+(x, l,O)=O, 
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which imply 
R+((x, l,l)=O. 
Equations (A2.4) and (A2.5) then imply 
7-+(x, l,?j)=T(x, l,<)=O. 
Finally, Eqs. (A2.6) become 
;R (x, l,v>=O, r < 0, l+r]/2<x< 1, (5.6a) 
R (1, l,rl)=O, (5.6b) 
[R-(x, 1, ~)];:1~~~1~{‘= -e 2” .‘I. (5.6~) 
R (x, 1, I?> = R-(1 t (r/2)-, 1, or>, 0 <.Y < 1 t v/2. (5.6d) 
From (5.6a), (5.6b), it follows that 
R (x, 1, q) = 0, v < 0, 1 + ?I/2 < x < 1 
and so from (5.6c), (5.6d), 
R-(x, l,v)=-ev, r < 0, 0 <x < 1 t ?]/2. 
Upon setting x = 0, these results coincide with obtained using the equations 
of Section IV. Notice that in this case, it is the discontinuity (5.6~) which 
creates the nonzero kernel (see Fig. 3). 
E 
R+(x,,x,,<) = 0 
W-E=Z(x-$1 
/ 
k 
k= 
FIG. 3. The differential equation (4.30) is solved in the wedge x > x, . < > 2(x - x,) to 
determine R ’ (x,, x, {). A jump discontinuity in R + given by (4.32) occurs across the dashed 
line. In the region x > xl, c < 2(x -xl), R . (x , , x. <) is independent of .Y and therefore is 
constant on lines c = constant. 
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The results in this section can be verified independently by constructing 
the scattering kernels in a different way. A general solution of (2.1) with 
coefficients (5.1) is 
u(x, t) =f(x + t) eX-’ + g(x - t), o<x< 1, (5.7) 
where f and g are arbitrary. Now consider a- plane wave incident from the 
right, so that for x > 1, 
u(x, t) = f&(X + t) + u”, (x - t), (5.8) 
where U! is the incident wave and u”, is the reflected wave. Assume 
U!(X + t) = 0 for x + t < 0. It follows by causality that inside the medium 
(i.e., in the region where (5.7) holds), g(x - t) = 0 for 0 < x - t < 2. Now 
equate the t derivatives of (5.7) and (5.8) across x = 1, and similarly equate 
the x derivatives. Subtracting the resulting equations yields 
ub,‘(l -t)=f(l +t)e’-’ 
=-u6(1 +t)+u;(l -t), -1 <t< 1. (5.9) 
Equation (5.9) implies that 
ub,(?)=-1*-*e”‘“-*Ub(s)ds, o<n<2 (5.10) 
0 
and so 
R-(0, 1, q)= -eV, -2<q<o. 
In order to determine R - for q < -2, it is necessary to display how the 
solution of (2.1) depends on u!(x + t) for x - t < -2. This is done by 
propagating the solution of (2.1) through the medium alternately from right 
to left, then left to right, etc. In so doing, the transmission kernel T- will 
also be developed. 
Now from (5.7), (5.8), and (5.10), the equality 
f(<) = e”-* 
[ 1 
tP(c) - ‘es-W(s) ds , 
I 
o<t<2 (5.11) 
0 
can be established. Also, for x < 0 the solution of (2.1) is simply a left 
moving wave, 
u(x, t) = uY(x + t). (5.12) 
Now equate the t derivatives of (5.7) and (5.12) across x = 0, and similarly 
equate the x derivatives. Add the resulting equations to obtain 
uLb(t) =f’(t) e-‘, O<t<2 
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1’ I 
7 
-7f 
7 
-4 
A----g 
R-(0,1.-r)) = -eT 
-I 
4 7p-2-l 
R-(o,l.q) = 0 
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FIG. 4. This illustrates the process of solving for R (0, 1, ~7) as outlined in Eq. (5.6). (I I 
In the region 0 < .Y < I, q < 2(1 -x), the differential equation (5.6a) and initial conditions 
(5.6b) imply R (x. 1, a) = 0. (2) The discontinuity (5.6~) across PI= 2( 1 ~ .u) implies that 
R (1 + (r//2) . I, a) = --e”. (3) In the region 0 < .Y < I. ,I > -2( I --x). R (x. I. t/) IS 
constant on lines d = constant, as shown by (5.6d). (4) Settlng x = 0 yields the scattering 
kernel R (0. 1. q). 
which, using (5.1 l), implies that 
u?(t) = ep2ub(t), 0<5<2. 
Thus, 
T-(0, 1,5)=0, o<L$-<2. 
It is now possible to determine g(v) for -2 < q < 0, since, from (5.7), 
g(4) = UT (4) -f(t) e --‘, O<t<2 
or 
-2 < q < 0. 
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Now consider the solution of (2.1) again at x = 1, but this time for 
1 < t < 3. Equating derivatives across x = 1, it can be shown that 
U;b(l-t)=Ub+(l-t)+S(l+t)+g’(l-t)-g(l-t), l<t<3 
and so 
-2 < g < 0. (5.13) 
Comparing this with (5.10) and recognizing that u!(s) = 0 for s ( 0 shows 
that (5.13) is valid for -2 ( v ( 2 and so 
R-(0, l,rj)=-e-V, -2 < q < 0, 
= 0, -4 < tj < -2. 
Continuing in this manner, it can next be shown that T-(0, 1, r) = 0 for 
2 < c ( 4, then R -(O, 1, r) = 0 for -6 < r < -4, etc. This provides a partial 
verification of the results presented earlier in this section. Notice that this 
verification was considerably more complicated than solving the equations 
(5.2~(5.5), and was only possible because a general solution of the form 
(5.7) was available. A similar technique using a wave incident from the left 
could be used to show that 
R+(O, l,<)=T+(O, l,q)=O. 
APPENDIX 1: PROPERTIES OF THE REFLECTION 
AND TRANSMISSION KERNELS 
To determine the boundary values of the kernels R *, T* and the behavior 
of these kernels for slabs of small thickness A some additional functions 
must be introduced. The kernels R + and Tt are known to be related to 
functions V and W through the formulas 
R+(x,,x2,r)=t+(x,,x2) W,~d,+i”~ V(X~,XZ,~+S)T+(X,,X~,S)~~, 
r > 0, (Al.l) 
[t+(x1,x*)]-‘T+(x~,x~,r)+t+(x~,x~)W(x,,x~,r) 
+I” W(X,,X~,~-~)T+(x,,x~,~)d~=o, q < 0. (A1.2) 
rl 
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(See [3, Eqs. (4) (1 l), (13)j.) In turn, the functions V and W are related to a 
function N via the equations 
V(x,,x,,s)=~[t+(~,,x,)]~~[N(x,,s+x,)+~(s)l~ 
0 < s < 2(x* - x,), (A1.3) 
W(x,,x,,--s)=~[t+(x,,~~)]~~ INx,,s+x,)--@)I, 
0 < s < 2(X? -x,), (Al.4) 
where 
fTs) = - wx, 9 Xl> - (‘4 - mv, 
(See 15, Eq. (19t(21)].) It is also known that 
V(x,,x*,s)= w(x~,x*,-s)=@ s > 2(x, -x,). (A1.5) 
(See [ 6 1.) Finally, N(x, y) is the solution of the characteristic value problem 
1% Eq. (15H1811 
N,, - A’,, + B(x)(N, + NJ + D(x) N = 0. 
x, < x < x2, x <4’< 2x,-x (A 1.6) 
with 
N(X, x) = f (B -FI)I,~ - 2 lx* D(s) ds 
[ . ‘I I 
. 
N(x, 2x, - x) = ;(B - x4)(,2 exp (l-yB(s)ds), 
D(x) = b[B’(x) -A*(x)\ - ;[A’(x) - B’(x)\. 
(A1.7) 
(A1.8) 
(More precisely, N should be written as N(x, J’, x,, x2) but the last two 
arguments will be suppressed here.) 
Now consider a “slice” of the medium of width A. Thus, set x2 =x, + A. 
Since N and N, are bounded quantities on the interval Ix,, x, + A 1, it 
follows from (Al.3) and (Al.5) that 
V(x,, x, + A, s) = -a@ - B)I,, + O(A), 0 < s < 24, (A1.9a) 
= 0, 24 <A-, (A1.9b) 
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and from (A1.4), (A1.5), and (A1.7), 
W(x,,x,+A,-s)=O(A), O<s<2A, (Al.lOa) 
= 0, 24 < s. (Al.lOb) 
The behavior of T+ (x1, x1 + A, q) for -24 < n < 0 can be determined from 
(A1.2), (Al.lOa). Notice that t+(x,,x, +A)= 1 +0(A) and that the 
integral in (A 1.2) is O(A ‘). Thus, 
T+(x,, x, + A, v) = -W(x,, x, + A, rl) + O(A’) 
= O(A), -24 < rj < 0. (Al.1 la) 
For q < -24, (A1.2), (Al.lO), and (Al.lla) imply 
T+ (xl, x, + A, r) = WA’), v < -24. (Al.1 lb) 
Similarly, (Al.l), (A1.9), and (Al.1 1) show that 
R+(x,,x,+A,r)=-~(A-B)I,,+O(A), 0<(<24, (A1.12a) 
= O(A2), 26 < t. (A1.12b) 
Analogous formulas for R -, T- can be obtained from (Al. 11) and (A 1.12) 
via the technique in Appendix 2 
T-(x, , x, + A, 4 = O(A), 0 < (< 24, 
= O(A’), 24 < t; 
(A1.13) 
R -(xl, x1 + A, r) = $(A + B)t,, + O(A), -24 < rl< 0, 
= O(A*), v < -24. 
(A1.14) 
From the behavior of the kernels shown in (A 1.11 )--(A i.14), the boundary 
values R * (xr , x, , s), T* (x1, x, , s) can be determined. For example, fix l> 0 
in (Al. 12) and let A --f 0. Then (Al. 12b) implies that R ‘(x, , x1, s) = 0. 
Similarly, R-(x,, x1, s) = T*(x,, x,, s) = 0. 
To determine R+(x,, x2, 0), let r- 0’ in Eq. (A1.1) and then use (Al.3) 
to obtain 
R + (xl, x2, 0) = +(A - I?)[,, . 
Using the technique in Appendix 2 now yields 
R -(x, , x2 10) = $4 + B)lx2. 
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APPENDIX2: FORMULAS INVOLVING DIFFERENTIATION WITH 
RESPECT TO THE LEFT-HAND ENDPOINT 
To derive equations analogous to (4.16), for the case involving differen- 
tiation with respect to the left-hand endpoint, a change of variables will be 
used. Set 
and 
x = -J 
in (2.1) to obtain 
(A2.1) 
where 
K(y) = -A (-y) = -A(x), B(y) = B(,v) = B(x). 
Similarly, 
u”t(x-t)=u~(--!,-r)=Ch(y+t), (A2.2a) 
u”(x + t) = u”_(-y + t) = $(y - t), (A2.2b) 
u”,(x - t) = u”(y + t), (A2.2~) 
Ub(X + t) = u”,(y - t). (A2.2d) 
The scattering kernels I?*, F* for (A2.1) satisfy (4.16). (4.17) ,.... For 
example, 
But Eqs. (A2.2) and the form of the scattering operators (2.5) imply that 
R *(x, . ~2 2 s> = R’(-q, -x1, -s), T* (x, , .x2, s) = ?(-q, -x, , -s). 
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The desired equations now follow (for x < xJ: 
=2~R+(x,x,,T)--B(x)R+(x,x,,r) 
-4M4 + B(x)) 
x SR+(x,x,:5-S)R+(x,xz,s)ds, .r 0 
Rf(x2,x*,~)=0, 
R + (x, x,, 0) = - b@(x) - B(x)), 
t;> 0, (A2.3a) 
(A2.3b) 
(A2.3~) 
= &4(x) - B(x)) T+ (x, ~2, ‘I) 
-f(A(x)+B(x)) t+(~,x~)R+(x,x~,-v) 
[ 
-I 
rl 
T+(x,x,,s)R+(x,x,,s-rl)ds , 4 < 0, (A2.4a) 
0 1 
T(+&r)=O, (A2.4b) 
=-t(A(x)+B(x)) T-(x,x,,r)+t-(x,x,)R+(x,x,,r) 
[ 
i 
I 
+ T-(x,x~,s)R+(x,x~,~--)~~ , r> 0, (A2Sa) 
0 1 
T-(-q,-q,t)=O, (A2Sb) 
=-f(A(x)+B(x)) t+(x,x*)T-(x,x2,-q-2(x,-x)) 
[ 
+ t-(x, x2) T+ (x, x2, ‘I + 2(x, - x)) (A2.6a) 
-I 
q+2(x>-x) 
T+(x,x,,s)T-(x,x,,s-q-2(x,-x))ds , 
0 I 
r? < 2(x - 4, 
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(A2.6b) 
(A2.6~) 
(A2.6d) 
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