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Control CA Main CA Control CA Main CA Control CA Main CA Control CA Main CA
Output Rule Output Rule Output Rule Output Rule
000000 15 010000 46 100000 77 110000 105
000001 240 010001 116 100001 178 110001 150
000010 23 010010 51 100010 78 110010 113
000011 232 010011 204 100011 114 110011 142
000100 27 010100 53 100100 83 110100 135
000101 216 010101 172 100101 202 110101 225
000110 29 010110 54 100110 85 110110 139
000111 184 010111 108 100111 170 110111 209
001000 30 011000 57 101000 86 111000 141
001001 120 011001 156 101001 106 111001 177
001010 39 011010 58 101010 89 111010 147
001011 228 011011 92 101011 154 111011 201
001100 43 011100 71 101100 99 111100 149
001101 212 011101 226 101101 198 111101 169
001110 45 011110 75 101110 101 111110 163


























































































































Test Name Bad p­values Total p­values Pct. Bad p­values No. Failures
Overlapping Sums 10 20 50.0 10
Overall 5
Birthday spacings 4 20 20.0 4
Count­the­1's (specific) 29 500 5.8 4
OQSO 31 560 5.5 3
GCD 3 40 7.5 3
Craps Test 2 3 40 7.5 3
OPSO 26 460 5.7 3
Binary rank (32x32) 2 20 10.0 2
Gorilla 2 20 10.0 2
Parking lot 2 20 10.0 2
Bitstream test 15 400 3.8 1
Binary rank (6x8) 1 20 5.0 1
DNA 33 620 5.3 1
Craps Test 1 0 40 0.0 0
Count­the­1's (stream) 0 20 0.0 0
3D Spheres 0 20 0.0 0
Minimum Distance 0 20 0.0 0
Binary rank (31x31) 0 20 0.0 0
Squeeze 0 20 0.0 0
TOTAL: 161 2880 5.6 44
58
Xorshift DIEHARD Results
Test Name Bad p­values Total p­values Pct. Bad p­values No. Failures
Overlapping Sums 7 20 35.0 7
Count­the­1's (specific) 34 500 6.8 6
Birthday spacings 4 20 20.0 4
3D Spheres 4 20 20.0 4
Minimum distance 4 20 20.0 4
OQSO 24 560 4.3 3
Binary rank (32x32) 3 20 15.0 3
Count­the­1's (stream) 3 20 15.0 3
OPSO 27 460 5.9 3
Squeeze 3 20 15.0 3
Overall 3
Craps Test 1 2 40 5.0 2
Bitstream test 19 400 4.8 1
Parking lot 1 20 5.0 1
Gorilla 1 20 5.0 1
Craps Test 2 1 40 2.5 1
Binary rank (6x8) 1 20 5.0 1
Binary rank (31x31) 1 20 5.0 1
GCD 1 40 2.5 1
DNA 37 620 6.0 0










Test Name Bad p­values Total p­values Pct. Bad p­values No. Failures
Overlapping Sums 7 20 35.0 7
OPSO 29 460 6.3 4
OQSO 32 560 5.7 4
Count­the­1's (specific) 29 500 5.8 4
Craps Test 2 3 40 7.5 3
Overall 1
Birthday spacings 1 20 5.0 1
DNA 26 620 4.2 1
GCD 1 40 2.5 1
Binary rank (31x31) 1 20 5.0 1
Binary rank (6x8) 1 20 5.0 1
Bitstream 18 400 4.5 0
Squeeze 0 20 0.0 0
Craps Test 1 0 40 0.0 0
3D Spheres 0 20 0.0 0
Minimum Distance 0 20 0.0 0
Count­the­1s (stream) 0 20 0.0 0
Binary rank (32x32) 0 20 0.0 0
Parking lot 0 20 0.0 0
Gorilla 0 20 0.0 0













































































































































A B C D
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 1
1 0 0 1
1 0 1 0
1 1 0 0










A B C D X
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 0 1 1 1
0 1 0 0 0
0 1 0 1 1
0 1 1 0 0
0 1 1 1 1
1 0 0 0 0
1 0 0 1 1
1 0 1 0 1
1 0 1 1 0
1 1 0 0 1
1 1 0 1 0
1 1 1 0 1


















































































































































CA Size Size of CNF File (MB) Time to Solve Time to Solve (seconds) Memory Used (MB)
6 1.1 1s 1 29.6 4.8875
7 1.6 1s 1 48.4 5.5969
8 2.2 3s 3 87.6 6.4529
9 2.8 2s 2 76.0 1.0000 6.2479
10 3.5 6s 6 148.4 2.5850 7.2133
11 4.3 10s 10 212.4 3.3219 7.7306
12 5.2 49s 49 593.1 5.6147 9.2121
13 6.1 1m29s 89 910.0 6.4757 9.8297
14 7.2 2m16s 136 818.1 7.0875 9.6761
15 8.3 5m42s 342 2,462.1 8.4179 11.2657
16 9.4 9m31s 571 3,235.0 9.1573 11.6595
17 10.7 17m51s 1071 2,796.3 10.0647 11.4493
18 12.0 1h11m36s 4296 2,172.5 12.0688 11.0851
19 13.4 3h01m59s 10919 Unknown 13.4146 Unknown

































































































Cell Size Time (Java program) Time (C program) Log2(Time [C program]) (in secs)
6 0s 0s ­
7 1s 0s ­
8 1s 0s ­
9 4s 1s 0.0000
10 19s 3s 1.5850
11 1m23s 14s 3.8074
12 6m21s 1m04s 6.0000
13 29m34s 4m58s 8.2192
14 2h21m55s 22m57s 10.4273
15 11h21m12s 1h49m25s 12.6806








































































































































Cell Size No. Possible Streams No. Unique Streams Pct. Unique
6 4,096 862 21.0%
7 16,384 4,348 26.5%
8 65,536 13,515 20.6%
9 262,144 49,264 18.8%
10 1,048,576 170,790 16.3%
11 4,194,304 593,684 14.2%
12 16,777,216 1,765,457 10.5%
13 67,108,864 5,981,877 8.9%
10. FUTURE WORK
As with any good research, there are ideas to expand upon and techniques to 
improve.
Firstly, as pointed out in section 9.9, the Sum­4 cipher does not produce a large 
percentage of unique key­streams.  This significant vulnerability in the security of the 
cipher was not discovered until late in the research process.  Due to time constraints, it 
could not be rectified.  However, we believe that it is a solvable problem.  It may be 
possible to combine the cipher with fast, non­cryptographic pseudo­random number 
generators such as the MWC or Xorshift generators mentioned in section 9.3.  MWC and 
Xorshift can be implemented very efficiently in both software and hardware, and have 
very high execution speed.  In theory, these generators could be incorporated into the 
cipher design without much extra overhead.
Secondly, we believed since the initial cipher design that it is plausible that 
multiple cells per generation could be sampled in order to generate multiple key­streams 
from the same CAs.  Work needs to be done to show that this is possible without 
sacrificing the security of the cipher; an attacker could perform a known­plaintext attack 
to recover parallel streams, but should not be able to discover enough information to 
predict future bits from any stream.  If this design idea is successful, then n parallel 
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streams could be generated from the same amount of computation, or the throughput of 
the cipher could be increased n times (where n is the number of cells that can be safely 
sampled in parallel).  This idea, too, might be implemented by combining fast, non­
cryptographic generators into the cipher design.  Unfortunately, this task was also not 
pursued due to time constraints.
Thirdly, cycle lengths could be studied empirically for small cell sizes.  Short 
cycle lengths with respect to cell sizes would indicate a problem with the cipher.  If a 
plaintext longer than the cycle length were encrypted, the key­stream would repeat itself, 
degenerating into the vulnerable Vigenere cipher.
Fourth, the cipher's speed might be improved by replacing the control CA with a 
fast, non­cryptographic pseudo­random number generator.  One would have to study the 
randomness of its output and research what vulnerabilities, if any, might arise from such a 
combination.
Fifth, a better software implementation of the Sum­4 cipher could be made.  The 
current implementation does not incorporate any parallelism whatsoever, even though 
cellular automata are naturally highly parallel.  Furthermore, the current implementation 
stores one cell value per memory location, which causes it to be memory­bound.  The 
execution speed is largely regulated by the speed of the computer's memory controller. 
This can be greatly improved by storing multiple cell values per memory location and 
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operating upon all of them simultaneously in the processor's registers.  These 
improvements could speed up execution by many factors—enough to reach (or possibly 
surpass) the speed of AES.
Sixth, cellular automata can be very efficiently implemented in hardware since all 
cells can be updated synchronously each generation with only one clock cycle. 
Unfortunately, hardware design and implementation is outside the expertise of the author.
Seventh, it would seem wise that a practical implementation of the cipher should 
“prime the pump” as mentioned in [KAM04]; this involves transitioning an n­bit CA n 
times after startup and discarding the output so that the initial key is properly mixed into 
the CA state.  This concept should be studied more closely to see if more than n initial 
bits should be discarded.
Lastly, the Sum­4 cipher could be analyzed using the TestU01 random number 
testing suite [LEC07], as it is mentioned in [LEC07] that the DIEHARD suite has several 
shortcomings, some of which overlook statistical weaknesses in the Xorshift generator 
[PAN05].
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11. CONCLUSION
In this paper, we have provided an in­depth literature search in chapters 2 through 
8 covering all published papers arising from Wolfram's break­through idea to use cellular 
automata in stream ciphers [WOL86].  In chapter 9, we presented a novel design for a 
stream cipher based on cellular automata called Sum­4 and studied its performance and 
security properties.  In chapter 10, we presented ideas for future work that can make the 
Sum­4 cipher both more secure and more efficient.
It is our hope that the work done in this thesis can either one day be used in a 
practical system, or inspire future cryptographers to create practical systems using 
versatile cellular automata.
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APPENDIX A: DIEHARD Test Descriptions
Below are the descriptions for all the tests used in DIEHARD, taken directly from 
the testing suite itself [MAR98]:
Birthday Spacings: Choose m birthdays in a "year" of n days.  List the 
spacings between the birthdays.  Let j be the number of values that occur 
more than once in that list, then j is asymptotically Poisson distributed 
with mean m^3/(4n).  Experience shows n must be quite large, say 
n>=2^18, for comparing the results to the Poisson distribution with that 
mean.  This test uses |n=2^24 and m=2^10, so that the underlying 
distribution for j is taken to be Poisson with lambda=2^30/(2^26)=16. A 
sample of 200 j's is taken, and a chi­square goodness of fit test provides a 
p value.  The first test uses bits 1­24 (counting from the left) from 32­bit 
integers in the specified file.  The file is closed and reopened, then bits 
2­25 of the same integers are used to provide birthdays, and so on to bits 
9­32. Each set of bits provides a p­value, and the nine  p­values provide a 
sample for a KSTEST.
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GCD:   Let the (32­bit) RNG produce two successive integers u,v.  Use 
Euclids algorithm to find the gcd, say x, of u and v. Let k be the number 
of steps needed to get x.   Then k is approximately binomial with p=.376 
and n=50,  while the distribution of x is very close to Pr(x=i)=c/i^2, with 
c=6/pi^2.   The gcd test uses ten million such pairs u,v to see if the 
resulting frequencies of k's and x's are consistent with the above 
distributions.  Congruential RNG's­­­even those with prime modulus­­­
fail this test for the distribution of k, the number of steps, and often for 
the distribution of gcd values x as well.
Gorilla:  This is the GORILLA test, a strong version of the monkey tests 
that I developed in the 70's. It concerns strings formed from specified bits 
in 32­bit integers from the RNG.  We specify the bit position to be 
studied, from 0 to 31, say bit 3. Then we generate 67,108,889 (2^26+25) 
numbers from the generator and form a string of 2^26+25 bits by taking 
bit 3 from each of those numbers. In that string of 2^26+25 bits we count 
the number of 26­bit segments that do not appear. That count should be 
approximately normal with mean 24687971 and std. deviation 4170. This 
leads to a normal z­score and hence to a p­value. The test is applied for 
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each bit position 0 (leftmost) to 31. (Some older tests use Fortran's 1­32 
for most­ to least­ significant bits. Gorilla and newer tests use C's 0 to 31.) 
This is the BINARY RANK TEST for 31x31 matrices. The leftmost 31 
bits of 31 random integers from the test sequence are used to form a 
31x31 binary matrix over the field {0,1}. The rank is determined. That 
rank can be from 0 to 31, but ranks< 28 are rare, and their counts are 
pooled with those for rank 28.  Ranks are found for 40,000 such random 
matrices and a chisquare test is performed on counts for ranks 31,30,28 
and <=28.  (The 31x31 choice is based on the unjustified popularity of the 
proposed "industry standard" generator x(n) = 16807*x(n­1) mod 2^31­1, 
not a very good one.)
Binary rank (32x32):  This is the BINARY RANK TEST for 32x32 
matrices. A random 32x32 binary matrix is formed, each row a 32­bit 
random integer.  The rank is determined. That rank can be from 0 to 32. 
Ranks less than 29 are rare, and their counts are pooled with those for 
rank 29.  Ranks are found for 40,000 such random matrices and a 
chisquare test is performed on counts for ranks  32,31, 30 and <=29. 
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Binary rank (6x8):  This is the BINARY RANK TEST for 6x8 matrices. 
From each of six random 32­bit integers from the generator under test, a 
specified byte is chosen, and the resulting six bytes form a 6x8 binary 
matrix whose rank is determined.  That rank can be from 0 to 6, but ranks 
0,1,2,3 are rare; their counts are pooled with those for rank 4. Ranks are 
found for 100,000 random matrices, and a chi­square test is performed on 
counts for ranks <=4, 5 and 6.
Bitstream:  The file under test is viewed as a stream of bits. Call them |
b1,b2,... .  Consider an alphabet with two "letters", 0 and 1 and think of 
the stream of bits as a succession of 20­letter "words", overlapping.  Thus 
the first word is b1b2...b20, the second is b2b3...b21, and so on.  The 
bitstream test counts the number of missing 20­letter (20­bit) words in a 
string of 2^21 overlapping 20­letter words.  There are 2^20 possible 20 
letter words.  For a truly random string of 2^21+19 bits, the number of 
missing words j should be (very close to) normally distributed with mean 
141,909 and sigma 428.  Thus (j­141909)/428 should be a standard normal 
variate (z score) that leads to a uniform [0,1) p value.  The test is repeated 
twenty times.
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OPSO (Overlapping­Pairs­Sparse­Occupancy):  The OPSO test 
considers 2­letter words from an alphabet of 1024 letters.  Each letter is 
determined by a specified ten bits from a 32­bit integer in the sequence to 
be tested. OPSO generates  2^21 (overlapping) 2­letter words  (from 
2^21+1 "keystrokes")  and counts the number of missing words­­­that is,
2­letter words which do not appear in the entire sequence. That count 
should be very close to normally distributed with mean 141,909, sigma 
290. Thus (missingwrds­141909)/290 should be a standard normal 
variable. The OPSO test takes 32 bits at a time from the test file and uses 
a designated set of ten consecutive bits. It then restarts the file for the 
next designated 10 bits, and so on.
OQSO (Overlapping­Quadruples­Sparse­Occupancy):  The test 
OQSO is similar, except that it considers 4­letter words from an alphabet 
of 32 letters, each letter determined by a designated string of 5 
consecutive bits from the test file, elements of which are assumed 32­bit 
random integers. The mean number of missing words in a sequence of 
2^21 four­ letter words,  (2^21+3 "keystrokes"), is again 141909, with 
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sigma = 295.  The mean is based on theory; sigma comes from extensive 
simulation. 
DNA:  The DNA test considers an alphabet of 4 letters: C,G,A,T, 
determined by two designated bits in the sequence of random integers 
being tested.  It considers 10­letter words, so that as in OPSO and OQSO, 
there are 2^20 possible words, and the mean number of missing words 
from a string of 2^21  (over­ lapping)  10­letter  words (2^21+9 
"keystrokes") is 141909. The standard deviation sigma=339 was 
determined as for OQSO by simulation.  (Sigma for OPSO, 290, is the 
true value (to three places), not determined by simulation. 
Count­the­1's (stream):  This is the COUNT­THE­1's TEST on a stream 
of bytes. Consider the file under test as a stream of bytes (four per 32 bit 
integer).  Each byte can contain from 0 to 8 1's with probabilities 
1,8,28,56,70,56,28,8,1 over 256.  Now let the stream of bytes provide a 
string of overlapping  5­letter words, each "letter" taking values 
A,B,C,D,E. The letters are determined by the number of 1's in a byte: 
0,1,or 2 yield A 3 yields B, 4 yields C, 5 yields D and 6,7 or 8 yield E. 
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Thus we have a monkey at a typewriter hitting five keys with vari­ ous 
probabilities (37,56,70,56,37 over 256).  There are 5^5 possible 5­letter 
words, and from a string of 256,000 (over­ lapping) 5­letter words, counts 
are made on the frequencies for each word.   The quadratic form in the 
weak inverse of the covariance matrix of the cell counts provides a 
chisquare test: Q5­Q4, the difference of the naive Pearson sums of (OBS­
EXP)^2/EXP on counts for 5­ and 4­letter cell counts. 
Count­the­1's (specific):  This is the COUNT­THE­1's TEST for specific 
bytes. Consider the file under test as a stream of 32­bit integers. From 
each integer, a specific byte is chosen , say the left­ most: bits 1 to 8. 
Each byte can contain from 0 to 8 1's, with probabilitie 
1,8,28,56,70,56,28,8,1 over 256.  Now let the specified bytes from 
successive integers provide a string of (overlapping) 5­letter words, each 
"letter"  taking values A,B,C,D,E. The letters are determined  by the 
number of 1's, in that byte: 0,1,or 2 ­­­> A, 3 ­­­> B, 4 ­­­> C, 5 ­­­> D, 
and  6,7 or 8 ­­­> E.  Thus we have a monkey at a typewriter hitting five 
keys with with various probabilities: 37,56,70, 56,37 over 256. There are 
5^5 possible 5­letter words, and from a string of 256,000 (overlapping) 5­
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letter words, counts are made on the frequencies for each word. The 
quadratic form in the weak inverse of the covariance matrix of the cell 
counts provides a chisquare test: Q5­Q4, the difference of the naive 
Pearson  sums of (OBS­EXP)^2/EXP on counts for 5­ and 4­letter cell 
counts. 
Parking lot:  In a square of side 100, randomly "park" a car­­­a circle of 
radius 1.   Then try to park a 2nd, a 3rd, and so on, each time parking "by 
ear".  That is, if an attempt to park a car causes a crash with one already 
parked, try again at a new random location. (To avoid path problems, 
consider parking helicopters rather than cars.)   Each attempt leads to 
either a crash or a success, the latter followed by an increment to the list 
of cars already parked. If we plot n: the number of attempts, versus k: the 
number successfully parked, we get a curve that should be similar to 
those provided by a perfect random number generator.  Theory for the 
behavior of such a random curve seems beyond reach, and as graphics 
displays are not available for this battery of tests, a simple characteriz 
ation of the random experiment is used: k, the number of cars 
successfully parked after n=12,000 attempts. Simulation shows that k 
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should average 3523 with sigma 21.9 and be approximate to normally 
distributed.  Thus (k­3523)/21.9 should serve as a standard normal 
variable, which, converted to a p  uniform in [0,1), provides input to a 
KSTEST based on a sample of 10. 
Minimum Distance:  It does this ten times:  choose n=8000 random 
points in a square of side 10000.  Find d, the minimum distance between 
the (n^2­n)/2 pairs of points.  If the points are truly inde­ pendent 
uniform, then d^2, the square of the minimum distance should be (very 
close to) exponentially distributed with mean .995 .  Thus 1­exp(­
d^2/.995) should provide a p­value and  a KSTEST on the resulting 10 
values serves as a test of uni­ formity for those samples of 8000 random 
points in a square. 
3D Spheres:  Choose  4000 random points in a cube of edge 1000.  At 
each point, center a sphere large enough to reach the next closest point. 
Then the volume of the smallest such sphere is (very close to) 
exponentially distributed with mean 120pi/3.  Thus the radius cubed is 
exponential with mean 30. (The mean is obtained by extensive 
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simulation).  The 3DSPHERES test gener­ ates 4000 such spheres 20 
times.  Each min radius cubed leads to a uniform variable by means of 1­
exp(­r^3/30.), then a KSTEST is done on the 20 p­values. 
Squeeze:  Random integers are floated to get uniforms on [0,1). Starting 
with k=2^31=2147483647, the test finds j, the number of iterations 
necessary to reduce k to 1, using the reduction k=ceiling(k*U), with U 
provided by floating integers from the file being tested.  Such j's are 
found 100,000 times, then counts for the number of times j was 
<=6,7,...,47,>=48 are used to provide a chi­square test for cell frequencies. 
Overlapping Sums (OSUM):  Integers are floated to get a sequence 
U(1),U(2),... of uni­ form [0,1) variables.  Then overlapping sums, 
S(1)=U(1)+...+U(100), S2=U(2)+...+U(101),... are formed. The S's are 
virtually normal with a certain covariance mat­ rix.  A linear 
transformation of the S's converts them to a sequence of independent 
standard normals, which are converted to uniform variables for a 
KSTEST. 
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Craps 1:  It plays 200,000 games of craps, counts the number of wins 
and the number of throws necessary to end each game.  The number of 
wins should be (very close to) a normal with mean 200000p and variance 
200000p(1­p), and p=244/495.  Throws necessary to complete the game 
can vary from 1 to infinity, but counts for all>21 are lumped with 21. A 
chi­square test is made on the no.­of­throws cell counts. Each 32­bit 
integer from the test file provides the value for the throw of a die, by 
floating to [0,1), multiplying by 6 and taking 1 plus the integer part of the 
result. 
Craps 2:  This is the CRAPS TEST with different dice. Each die value is 
determined by the rightmost three bits of the 32­bit random integer; 
values 1 to 6 are accepted, others rejected.  As in the first test, 200,000 
games of craps are played, counting the number of wins and the number 
of throws necessary to end each game.  The number of wins should be 
(very close to) a normal with mean 200000p and variance 200000p(1­p), 
and p=244/495.  Throws necessary to complete the game can vary from 1 
to infinity, but counts for all>21 are lumped with 21. A chi­square test is 
made on the no.­of­throws cell counts. 
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Overall:  In response to requests, we have provided a list of all the p­
values produced by the tests you have chosen for this run. The individual 
p­values are supposed to be uniform in [0,1), but they are not necessarily 
independent. So even though we have applied a KSTEST to the 
accumulated p­values, the result is not necessarily­­­even if your file 
contains truly random bits­­­uniform in [0,1). But it is probably pretty 
close, so take that last p­value with a grain of salt. In particular, there 
may be some values so close to 0 or 1 that the tests they came from 
should be applied several more times, or new, related tests should be 
undertaken. 
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APPENDIX B:  Developer Manual
The following describes how to compile all software associated with this Master's thesis 
paper.  Note that all software was developed and tested on Linux.  While it probably can 
work with little or no changes on other platforms, no guarantees can be made.
1.) The four PHP scripts (autoresults.php, autotester.php, boolgenrules.php, and 
lfsrtest.php) do not need to be compiled.
2.) To compile CASAT.java, ensure that Java v5 is installed and type at a command 
prompt:
        $ javac CASAT.java
3.) The four C programs (aes.c, mwc.c, s4ca.c, and xorshift.c) can be compiled with a 
single Makefile.  aes.c requires that libgcrypt v.1.2.0 or later (and its development files) 
be installed.  It is available as a pre­compiled package on many Linux distributions, 
including Ubuntu (or it can be compiled from source from <http://www.gnupg.org/> as of 
April 16, 2008.)
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Ensure that a working gcc environment is available and that the four C programs are in 
the same directory as the Makefile and type:
        $ make
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APPENDIX C: User Manual
The following describes how to use all software associated with this Master's thesis paper. 
Note that all software was developed and tested on Linux.  While it probably can work 
with little or no changes on other platforms, no guarantees can be made.
autotester.php
Description: This script runs the DIEHARD suite on all the *.rnd files in the specified 
directory.  If 'test_directory' is the name of the directory containing *.rnd files, then the 
results are put in 'test_directory_results'.
Usage: $ php autotester.php test_directory
autoresults.php
Description: Processes the results from the autotester.php script.  When run on the 
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result directory created by that script, this script will compile and tabulate the results into 
a file called 'results.txt' in the result directory.
Usage: $ php autoresults.php results_directory
boolgenrules.php
Description: This script generates the CNF expressions for one­dimensional, one­radius 
CA rules in the $rules array.  It outputs the expressions into a Java code string so that it 
may be directly imported.  This script was used to generate the 'ruleCNFs' array in 
CASAT.java.
Usage: $ php boolgenrules.php
lfsrtest.php
Description: This script takes 256 bits from the Sum­4 key stream (given by the user as 
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the program argument) and calculates a 256­bit linear finite shift register (LFSR) that is 
capable of generating those bits.  It then uses the LFSR to generate another 512 kilobits 
and compares them to the next 512 kilobits in the key stream file.  It tabulates how many 
bits match and how many differ.  If an LFSR can approximate the key stream of a 
generator, then this is strong evidence that it is weak.
Tests performed on the Sum­4 cipher suggest that a 256­bit LFSR can 
predict its output no better than random guessing, as close to 50% of the bits match.  This 
is a good sign of security.
This script requires SAGE to be installed.  SAGE is an open­source 
mathematics program that contains an implementation of J.L. Massey's algorithm to 
construct an LFSR based on output bits (in section 3 of "Shift­register synthesis and BCH 
decoding," IEEE Trans. Inform. Theory,
vol. IT­15, pp. 122­127, Jan. 19 69.).  SAGE is available at: 
<http://modular.math.washington.edu/sage/>.
This script will periodically save its progress to 'file.rnd.lfsr' so that if 
interrupted, it can automatically resume where it left off.  That file will contain the batch 
number (which is of no concern to the user), number of similar bits, and total number of 
bits tested in a format such as "12|6294636|12582912".
To use this script, edit the $SAGE_DIR variable to point to the directory
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where SAGE is installed, then execute:
Usage: $ php lfsrtest.php file.rnd
CASAT.java
Description: This program outputs a boolean expression for the Sum­4 stream
cipher.  The expression will be in conjunctive normal form (CNF) and is suitable for 
processing by a SAT solver such as zChaff.  It is also able to calculate the number of 
unique key streams from a certain cell size.  Lastly, it can brute­force a cipher so that 
timing information can be obtained with respect to CA size.
Usage: To generate a CNF file with 18 cells (for control and main CAs *each*) 
and with 36 output bits:
$ java CASAT ­­cells=18 ­­outputFactor=2 \
­­output=cell18_output36.cnf
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To calculate the number of unique key streams arising from 8 cells and 16 output bits:
$ java CASAT ­­cells=8 ­­outputFactor=2 ­­test­
uniqueness
To brute­force a 14­cell cipher with 14 output bits (NOTE:  this option is obsoleted by the 
s4ca.c program!):
$ time java CASAT ­­cells=14 ­­outputFactor=1 ­­
brute­force
aes.c
Description: This program encrypts a set plaintext block with 128­bit AES.  It is useful 
for benchmarking purposes only.
Usage (to encrypt 10MB of plaintext and put it into file.enc):
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$ ./aes 10 file.enc
mwc.c
Description: This is an implementation of the Multiple with Carry (MWC) random 
number generator, published by G. Marsaglia (2003) in "Xorshift RNGs", Journal of 
Statistical Software, vol. 8, no. 14, pp. 1­6.
Usage: $ ./mwc 10 tenmegs.rnd
s4ca.c
Description: This is the (relatively) optimized version of the cipher.  It can:
• run the cipher with any number of cells.
• create files of any size containing the key stream.
• provide time measurements for generating key streams.
• brute­force a cipher with any number of cells.
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Usage:
To output 5 megabytes into the file 'stream.rnd' using 256 cells for the control and main 
CAs each:
$ ./s4ca ­­cells=256 ­­output­megs=5 \
­­output­file=stream.rnd
To brute­force a cipher with 14 cells and 28 output bits:
$ ./s4ca ­­cells=14 ­­output­bits=28 ­­brute­force
xorshift.c
Description: This is an implementation of the XOR­shift random number generator, 
published by G. Marsaglia (2003) in "Xorshift RNGs", Journal of Statistical Software, 
vol. 8, no. 14, pp. 1­6.
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Usage: $ ./xorshift 20 twentymegs.rnd
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