The single-class verification framework is gaining increasing attention for problems involving authentication and retrieval. In this paper, nonlinear features are extracted using the kernel trick. The class of interest is modeled by using all the available samples rather than a single representative sample. Kernel selection is used to enhance the class specific feature set. A tunable objective function is used to select the kernel which enables the adjustment of the false acceptance and false rejection rates. The errors caused due to the presence of highly similar classes are reduced by using a two-stage hierarchical authentication framework. The performance of the resulting verification system is demonstrated on the hand-geometry based authentication problem with encouraging results.
Introduction
The single class recognition framework is gaining increasing attention for problems such as biometric authentication 1 where the task is to verify the claimed label of a previously unseen sample. In problems involving multiple classes, posing the authentication problem as a single-class recognition problem needs a feature set that discriminates between the class of interest(positive class) and the rest(negative classes). When the features are highly discriminative, as in the case of strong biometrics such as finger prints, 3 this is not a serious problem. However when the features distributions of different classes overlap substantially a class-specific feature selection scheme is essential for reliable authentication. Feature selection algorithms such as multiple discriminant analysis(MDA) that identify a global set of features that aid in discriminating between a set of classes are conventionally used for biometric based recognition. 4 Class specific feature selection scheme using the biased discriminant analysis(BDA) is applied to handgeometry based authentication in 5 with significant improvement in the false acceptance and false rejection rates (FAR and FRR respectively). It is known that different applications require a different combination of these rates. 1, 2 In this paper, nonlinear variant of the biased discriminant analysis using the kernel trick 6 is used for identification of class-specific features. Kernel selection is used for both identification of the appropriate feature set and to tune the FAR and FRR rates as desired. A hierarchical verification scheme is used to reduce the number of errors caused due the presence of highly similar classes.
The use of kernel variants of the biased discriminant algorithm is motivated by several factors that aid in enhancing the performance of a verification system: i) The use of kernel functions enables working with features that are nonlinearly related to the input features. This helps in capturing higher order correlations in the features unlike the linear biasmap algorithm which considers only the covariance structure of the data. ii) The use of class specific kernel functions provides an elegant way to identify class specific features. Selection of the kernel function and its parameters to minimize a weighted combination of the FAR and FRR provides a framework to identify the appropriate feature set and achieve the desired FAR and FRR rates. iii) As kernel methods are nonparametric they are free of assumptions on the distribution of the data unlike linear algorithms which are designed for the normal distribution. Further, modeling the positive class by using all the positive examples and not by their mean alone allows us to handle distributions that deviate from the normal distribution. The contributions of this work are : i) A novel way of using the kernel selection as a tool for both identification of a class specific feature set and also to tune the FAR and FRR rates to suit the application. ii) Modeling the positive class using a set of positive examples rather than a single representative sample i.e. the mean of the samples. iii) A two-stage authentication framework used that reduces the errors due to highly similar classes with-out sacrificing the efficiency provided by the single class framework. Our results demonstrate that the proposed scheme results in improved performance of the verification system. Section 2 reviews the Biased Discriminant Algorithm (BDA) and its kernel variant. Its modified version which takes all the samples of positive class and its kernel variant are derived. Section 3 describes the way the kernel function is chosen. A hierarchical authentication algorithm that retains efficiency of single class framework and gives more accurate results is introduced. Section 4 gives the experimental results on hand-geometry data.
Kernel BDA and Multiple Exemplar BDA
Kernelization of linear algorithms using the kernel function 6 resulted in nonlinear methods that saw great success, most notably the support vector machine(SVM) 7 and kernelized subspace methods.
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Kernelization involves the reformulation of linear algorithms in terms of dot products between the available data points and then use the kernel function κ(x 1 , x 2 ) = φ(x 1 ), φ(x 2 ) for computation of the inner product between the pairs of images of vectors x 1 and x 2 under a nonlinear transformation φ(.) without explicit computation of φ(.). Let a d-dimensional data collection of N points be represented as a matrix X = x 1 · · · x N d×N with column x i representing a data point. The kernelized version K of the Gram matrix X t X can be computed using the kernel function as K ij = κ(x i , x j ). This matrix is central to kernel-based algorithms as it encodes the geometry between all pairs of the points in φ(x i ). The matrix J m×n which denotes a m × n matrix with all elements equal to 1 is frequently used to make the kernelization easier.
BDA and Nonlinear BDA
Biased Discriminant Analysis BDA 11 extracts features that best separate the positive class from the negative class. Let X p and X n denote the data matrices consisting of the positive and negative examples. The scalars p and n denote the number of positive and negative examples respectively. The goal of BDA is to find the discriminant direction w which maximizes
where the scatter matrices S p and S n are expressed in terms of the positive and negative data matrices centered around the positive mean,
The kernel variant of BDA has been suggested in 12 to overcome the small sample problem in retrieval applications.The kernelization of BDA has been approached in various ways. 13, 14 We derive it using the dual formulation. Since the discriminants vector w lies in the space spanned by input data:
The problem now is to solve for α that maximizes
Substituting the values of D p and D n , using the notation K p and K n for the kernelized versions of the matrices X t X p and X t X n the kernel BDA problem reduces to finding α that maximizes
The solution to this problem is obtained by solving a generalized eigen value problem involving the two matrices in the above equation. A method to overcome singularity and small-sample issues proposed for MDA 14 is used for solving this equation. The projection of a test sample onto w can be evaluated as α t X t x, since the kernelized version of X t x is computable using κ(., .).
Kernel Multiple Exemplar BDA
Two well-known drawbacks of the traditional discriminant analysis schemes is the assumption that data is distributed normally and the small-sample size problem. 15 The assumption that data follows a Gaussian distribution is violated in the case of face images and similar biometrics. Similarly, the number of samples available is often insufficient to model the positive class in BDA. Moreover, the fact that the positive class is modeled by the mean of the available samples alone implies that the positive samples are not used completely to describe the distribution of the positive class. A technique to address these problems by modeling the class of interest using the set available exemplars and not just their mean is proposed in the case of Linear Discriminant Analysis. 15 Using the same idea for BDA results in Multiple Exemplar BDA(MEBDA)
where the key difference with the traditional BDA is that the scatter matrices
As in the previous case α can be found by solving the generalized eigen value problem involving the matrices given above. The manner in which the projections of a test sample on the discriminant directions are computed does not change as the discriminants are a linear combination of all the samples present in the dataset in both the cases. A comparison of the results of the normal KBDA and Kernel MEBDA are given in Table 2 .
Kernel Selection for Verification
The kernel function plays an important role in kernel-based algorithms as it encodes the similarity between the images of the samples in a different feature space. Selecting the appropriate kernel for a specific problem is a challenging and widely researched issue. 6 In the case of single-class problems the objective of kernel selection differs from other problems since the goal is to choose a kernel that maximizes the similarity between positive samples and the dissimilarity between the positive and negative samples while the (dis)similarities between negative samples bear no significance. Using a different kernel for each class implies a different set of class-specific features are extracted for each class which is desirable for verification algorithms. Moreover, the non-parametric nature of the kernel-based algorithms may lead to over-fitting. For instance, by using a Gaussian-rbf kernel of sufficiently small width σ it is possible to obtain an arbitrarily small FAR while the FRR might increase. To address these problems we select the optimal kernel function for each class by performing a search over a set of kernel functions (the parameters of which are varied smoothly during the search) such that the quantity
over a validation dataset is minimized. The parameter η allows us to change the relative importance of FAR and FRR in determining the feature set. The quantities FAR and FRR are dependent on the data set used and hence it must be ensured that they reflect the true values. This is done by partitioning the data set randomly into train and validation sets several times and acquiring the mean values of FAR and FRR. The objective function used above was found to vary smoothly as the parameters of the kernel function are varied. Offline and gradient-descent based methods for searching the optimal kernel are being explored. Figure 1 shows the variations of FAR and FRR as the kernel parameters are varied and the optimal FAR and FRR rates as the value of η is varied. It can be seen that by selecting an appropriate kernel and η it is possible to obtain acceptable FAR and FRR.
(a) (b) Fig. 1. (a) The variation of the FAR and FRR rates using the KBDA algorithm as the width of the Gaussian kernel is varied (b) The FAR and FRR rates at the optimal value of J(κ) obtained for different values of η using the linear(-), polynomial(-) and Gaussian(-.) kernels. It can bee seen that the polynomial and Gaussian kernels perform better in general.
Hierarchical Authentication
A major source of errors in a verification system is the presence of similar classes in the data which affects the performance in two ways. Since the biasmap algorithm treats all the classes other than the positive class as a single class, the presence of data distributed similarly as the positive class results in higher number of false acceptances and also corrupts the computed biased discriminants resulting in other errors. The reason for this is that the small number of features that help in discriminating between the two similar classes are overlooked in the presence of a large number of negative classes. A direct way to overcome this is to introduce hybrid classes that consist of classes that are difficult to separate using the biasmap. The authentication is done in two stages after forming the hybrid class. In the first stage, a biasmap-based method authenticates if the sample belongs to the correct hybrid class (the hybrid class might be homogeneous if it is well separated from other classes). In the second stage the sample is recognized by combining multiple dichotomizers that use discriminative features for separating two classes which are extracted using kernel fisher discriminant analysis. 10 The second stage requires the more discriminative framework owing to the high similarity between classes within the hybrid classes. This hierarchical framework is similar, in spirit, to the one used for classification. 16 The resulting algorithm provides an increased performance particularly in the case of similar classes.
Experimental Results
The proposed scheme is used to perform biometric authentication using hand-geometry features used in.
5 Figure 2 shows the image acquired and the contour extracted. The raw features describing the hand-geometry are not rich enough to discriminate between the subjects accurately. Alternate set of features were extracted using linear and nonlinear variants of BDA. Figure 3 depicts the resulting feature distributions of a subset of the classes. The authentication experiments were performed by using the features extracted by projecting on to the top 15 discriminants. The complete dataset is randomly split in to two sets : the test and train datasets. The biased discriminants for each class are learned using the train set. Then, for each class, the test samples are all claimed to have the label of that class and are authenticated by projecting on the discriminant space of that class. The mean FRR and FAR values over all the classes is taken as the FRR and FAR values for the dataset. The average values of FRR and FAR over 100 such trials using the raw, BDA-transformed and kernel BDA-transformed features are shown in Table 1 . A second degree polynomial kernel and Gaussian-rbf kernel of width 0.5 were used. Note the increase in FRR and and decrease in FAR with kernel BDA. This is expected as the estimated distribution is more closer to the distribution of train samples. The kernel selection experiments were done in a similar manner and the kernel was selected to minimize (F AR + ηF RR)
2 and the results using the optimal kernel selected are shown in Table 3 . Observe that with the kernel selection both the FAR and FRR reach an acceptable value while it may not be so in the general case. Further the parameter η allows us to weigh the importance of these two rates. A value η = 0.5 was used for the experiments. This means that the F AR is given more importance than the F RR. The results obtained reflect this fact. When the two-stage hierarchical authentication scheme was used the results further improved. The 40 classes resulted in 24 hybrid classes with all the hybrid classes containing less then 3 homogeneous classes. The kernels for the second level (in KFDA) were chose using cross validation. The resulting FAR and FRR are shown in Table 3 . Observe the increase in both the FRR and FAR over the normal scheme. Fig. 2 . The hand image acquired and the raw hand-geometry features extracted from these images Table 1 . FAR and FRR rates using the linear and kernel BDA using different kernels. Fig. 3 . Five classes from the hand-geometry data on to the top two directions found by the linear (a) and kernel variants of BDA (b). A Gaussian-rbf kernel with σ = 2 was used. It can be seen the positive class(shown in red) is better separated in the second case. 
Conclusion
In this paper techniques for improving the performance of a verification systems are investigated. Nonlinear biased discriminants based on the kernel trick are used for authentication. The feature selection problem is posed as a kernel selection problem. The tunable objective function using FAR and FRR rates is used to perform the selection. The full set of available samples is used to describe the distribution of the positive class. A hierarchical authentication framework is introduced to reduce the errors caused by highly similar classes. Efficient search techniques for kernel selection and for learning a class specific kernel matrix are promising directions for future research.
