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Abstract
Business intelligence and analytics is an area of research that analyzes the existing
business data to extract the insights needed for a successful business planning. Tex-
tual data derived from tweets, forum posts, and blogs are from different business
domains, and contain useful information for the organizations. This thesis proposes a
method for extracting brand and product names from text; brand names as a subset
of named entities can give a great deal of information about the whole document.
In this thesis, a context window is defined to capture the context of a word in a
sentence. In addition, a word embedding model is locally trained to have a domain
specific model and finally, a domain adaptation technique is employed to transfer the
knowledge from one domain with labeled data to a new domain. The results indicate
a significant improvement in recall measure for extracting brand names from a new
domain.
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The amount of text data generated through the internet has grown exponentially
over the past three decades. Organizations and companies can use the information
extracted from this data to address challenges and opportunities. Business Intelli-
gence and Analytics (BI&A) is a challenging area of research in both industry and
academia. From a business’s point of view, organizations are more inclined to gain ac-
cess to the information they need by spending the least amount of money. Therefore,
an information extraction system that can work for different products and business
domains is the ideal approach. However, this is a challenging task for researchers be-
cause the information and patterns that one can extract from the text in one business
domain is often different from other information. This is even more challenging for
machine learning researchers, since the most important part of modeling is training
datasets with a significant amount of labeled data; labeling data is expensive and
time-consuming. In addition, most of the time, a human annotator and/or domain
expert are needed.
Information Extraction (IE) is one of the tasks in Natural Language Processing
(NLP), and NER, as one of the sub tasks of IE, plays an important role in it [1].
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Therefore, improving the performance of NER systems might improve the perfor-
mance of overall IE systems. In the business world, the brand and product names
used in sentences can give a great deal of information about the textual data. More-
over, the extracted brand names can be used in market analysis, business intelligence,
IE, the creation of brand catalogues, and sentiment analysis of products and brands.
For instance, it may help a company extract information from social media, and an-
alyze the needs and opinions a target society to make proper decisions and increase
profits. Brand and product names can be represented with a proper noun, there-
fore, brand name extraction is a subset of NER. This field of study is important in
the competitive business world, and the first serious discussion and analysis of NER
regarded extracting company names from financial news stories [2].
Textual data can come from different domains. People can post tweets, write blogs
and reviews, and add comments about automotive, apparel, technology, etc. Using
traditional machine learning approaches, such as supervised learning, is not always
feasible due to the high cost of generating training data and also the evolving nature
of named entities, which causes some entities to appear in the evaluation that have
not been seen in the training data.
To overcome this challenge, two methods are used in this thesis: Domain adapta-
tion, and word embedding. In domain adaptation, knowledge from one domain can
be transferred to other domains. Hence, with the labeled data of one domain, it is
possible to label other domains’ data. The context of words can carry significant
knowledge about a domain, and for this purpose, word embedding can be employed.
Word embedding is a form of word representation. Word embedding has received
considerable attention in recent decades, and many deep learning-based word embed-
ding approaches such as GloVe, Word2Vec, fastText, and BERT are used in different
studies.
2
This thesis consists of five chapters. Following the introduction in Chapter 1, a
review of NER is provided in Chapter 2 with the problem statement at the end of
the chapter. Chapter 3 describes the proposed approach for extracting brand names.
Chapter 4 the experiments and results are discussed. Chapter 5 gives a brief summary





A named entity is a unit of information such as a person, organization or location [3].
NER is a key component in many natural language processing applications such
as automatic forwarding, question-answering systems, document searching, and text
summarization.
One of the first discussions and analysis of named entity extraction emerged during
the 1990s with Lisa F. Rau’s paper, which focused on extracting company names from
textual data [2]. By relying on the concepts of rule-based and heuristic methods, Rau
was able to extract the company names from financial news with 95% accuracy. In
recent years, there has been an increasing amount of literature on NER and the
importance of this field in other NLP tasks.
In this chapter, a background of NER is provided. The applications of NER are
discussed in section 2.2, followed by section 2.3 which discusses the challenges that
an NER system may face. The traditional machine learning approaches which can
be used in an NER system are reviewed in section 2.5, where the evaluation of these
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methods is discussed in section 2.6.
2.2 Applications of Named Entity Recognition
NER is one of the most important subtasks of information extraction [1]. It is also a
tool for pre-processing texts in a myriad of important NLP tasks, and in most cases,
it increases the performance significantly. In this section, some of the applications of
NER are discussed.
2.2.1 Question answering systems
Automatic Question Answering (QA) systems are developed to generate answers from
structured and unstructured data for human questions. QA systems should handle
different types of questions: questions with Yes/No answers, factoid questions, and
multiple choice questions.
A major type of question in QA systems are factoid type questions, the answers to
which are concise facts. Factoid questions are ‘wh-words’ (what, when, whom, why,
where, how long, how far, etc.) and can generally be answered in short texts. Hence,
extracting Named Entitys (NEs) can be advantageous in answering these types of
questions. The answer to “who” is a PERSON, “when” is TIME or DATE, “how far”
is LENGTH, “how rich” is MONEY, and so on. By applying a named entity tagger
on TREC-8 QA track competition, R. Srihari et al. achieved 66.0% accuracy [4].
However, there is always ambiguity in labeling entities. Some entities can have
different labels in different situations. For example, “Dell” can be both a company
named entity and a person named entity as its founder, “Michael Dell”. Traditional
NER usually supports one label per named entity. D. Molla et al. demonstrated that
assigning multiple labels to a named entity and letting the QA system decide the
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correct label with further investigations would eventually increase the recall [5].
2.2.2 Machine Translation
Machine Translation (MT) refers to an automated translation of text or speech from
one language into another language [6]. Named entities are an important part of MT,
and the incorrect labeling can cause serious problems in the system. It is crucial
to differentiate common nouns from named entities because failing to do so may
decrease the performance of the translation system. B. Babych et al. concluded
that information extraction techniques (including NER) can increase the quality of
output in MT systems [7]. Similarly, Y. Chen et al. showed that proper named entity
identification and named entity alignment between Chinese and English can increase
the result significantly: 21.3% relative improvement in F-score [8].
2.2.3 Opinion mining
In the world of social media and blogs, people share their opinions on different organi-
zations, products, and events; and have a chance to read others’ opinions. Analyzing
the opinions of customers can make an immense difference in the profit of organiza-
tions or the career success of individuals. Opinion mining, or sentiment analysis, is
the process of extracting peoples’ opinions about products, services, events, organi-
zations, and in general about entities [9].
Most studies regarding NER focus on lengthy textual data. However, with the
advent of Web 2.0, the studies on micro-text such as tweets and comments attain more
attention [10]. With this intention, Jung et al. improved the online NER task by
proposing a new approach for clustering the microtexts based on different contextual
associations, which improved the precision of extracting information significantly [11].
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Another research on employing NER in opinion mining systems is the work from
Spina et al., where they defined filter keywords, such as the words in a tweet, that can
accurately argue whether the tweet indicates a company name [12]. Spina proposed
a method for company name disambiguation by identifying filter keywords without
using any annotated data related to the target company. Classifying the tweets using
these keywords, a machine learning algorithm can then be applied on all tweets. In
comparison to other supervised approaches, this unsupervised classification achieved
a promising result.
2.2.4 Semantic search
Semantic search focuses on improving the search experience by trying to learn the
user’s intention which results in more personalized, reliable and relevant answers. Fur-
thermore, the semantic search can then be used in Decision Support Systems (DSS)
which have applications in Business Intelligence, Information Retrieval, emergency
management, etc. [13].
I.Habernal et al. [14] demonstrated the necessity of extracting named entities from
texts in semantic search. They added relative location and relative price words, such
as near, cheap, and internet, to the traditional named entity categories.
2.3 Challenges
NER like any other NLP tasks requires prior knowledge to achieve a complex predic-
tion. NER has many challenges such as nested entities, data annotation, capitalization
issues, spelling diversity, etc. Some important challenges are discussed in this section.
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Nested entities Named entities may contain other named entities. Due to techno-
logical reasons, nested entities are usually ignored by NER tools. However, recognition
of nested entities may improve the overall performance of the system significantly [15].
Segment labeling, also known as chunk tagging, is one of the approaches that can
handle nested entities [16,17].
Ambiguity One named entity can refer to various entities. For instance, Python
can be a name of programming language, snake or a movie. Tackling this issue is
called Named Entity Disambiguation (NED) which is a main component in Entity
Linking (EL) [18]. One of the approaches for NED is to analyze the contextual
information where the word appears.
Annotation Annotating the training data for supervised learning methods is re-
markably time-consuming and expensive. Moreover, since the documents are in dif-
ferent domains, domain experts are needed for annotating each different document.
One of the main approaches for this issue is annotating the data using semi-
supervised learning algorithms to achieve a large annotated dataset using a slight
number of annotated data [19,20].
Availability of Resources Although there are numerous resources in English such
as gazetteers, POS taggers, etc., that may help finding named entities, most of the
languages lack resources for NER systems and, therefore, the NER classification task
is more challenging in these languages [16].
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2.4 Features
Feature engineering is one the most preeminent tasks in machine learning based NER
whereas in rule based NER, features are not collected due to the large volume of data
and the complexity of formats and diverse content. Features describe the characteris-
tics of the words and can be represented by Boolean, numeric, or nominal values [21].
For instance, a Boolean value can be used as a feature and set to true if the word
contains digits, and false otherwise. Similarly, the length of the word can be employed
as a numeric feature, and the stem of the word as nominal feature.
In this section, the word level features and representation learning are discussed.
2.4.1 Word level features
Word level features describe the characteristics of the word in the character level.
Some examples of word level features are provided in Table 2.1. Digit patterns and
functions from the table are discussed in the following.
Digit patterns Dates, percentage, and intervals are some of the examples of digit
patterns that may give a cue about the named entities. There are certain patterns
for showing the dates (two digits for days and months and four digits for years) and
digits followed by % symbol can stand for percentage [21]. These patterns can also
be employed to categorize named entities.
Functions Applying a function on words can create a feature set. For instance,
an n-gram function (discussed in section 2.4.2) can be applied on the document to
create an n-gram feature set. Another approach is to apply shape functions to map
the words to predefined patterns.
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Features Case Examples
Case - wi is all uppercased/lowercased/mixed case APPLE, apple, eBay
- wi starts with a capital letter Apple
Punctuation - wi has period at the end or in the middle Dr., C.N.N., Corp.
- wi has apostrophe, hyphen, or ampersand in the
middle
O’Malley
Digit - wi contains digits T120
- wi is cardinal or ordinal one, first
- wi is a Roman number VI, IX
- wi has a digit pattern 1989, 80s, 50Kg
Part-of-speech - The categorization of wi as noun, pronoun, verb,
adverb, etc.
Morphology - Prefixes and suffixes of length n in wi un-, -ful, -ness
- wi stem fishing and fished, stem:
fish
- wi has similar ending with other known words psychotherapist, journal-
ist, Nagpur, Jaipur
Function - n-gram of wi
- Shape and short shape of wi
- wi length
Character - wi contains any special symbol student’s, Θ
Table 2.1: Given a sequence of words in a sentence: ..., wi−2, wi−1, wi, wi+1, wi+2,
the suggested features for the current word wi has been shown in the table
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2.4.2 Representation learning
Using words in a document to create document representation is an intuitive approach
in NLP. A set of unique words w can create a dimensional feature space d in which
text T can be represented as a point [22]. For instance, Tw = [w1, w2, ...wd] is the
representation vector that does not keep the word order in the text; d = Rksize is
based on the Heap’s law, k ∈< 0.3, 0.7 > which is set using the language, and Rsize is
the size of the document. This representation is called bag-of-words. Bag-of-words,
first introduced in 1988 by Salton and Buckley [23], is a document representation
with a fixed-length vector; each component in the vector represents one word in the
document and the length of the vector is the number of unique words. The d value
may be very large when it is calculated for a large document. Hence, some pre-
processings, such as stop words filtering, stemming, and lemmatization, may help
reducing the d value.
Based on a similar idea, n-gram was defined as Tnw = [nw1, nw2, ..., nwd] where
nw is a set of n unique neighbouring words in the document [22]. Therefore, as it is
shown in Fig. 2.1, instead of using single terms in the representation, chunks of n
words can be employed to capture the semantic of the text.
Figure 2.1: N-Gram representation when n = 1,2,3
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Generally, high dimensionality or ”curse of dimensionality” has always been an
immense challenge in learning problems. Bag-of-words and n-gram were two examples
of traditional document representations in which the representation suffers from the
curse of dimensionality. Most of the current research on document representation
pays particular attention to word embeddings in which words or phrases are mapped
to vectors with optional and usually low dimensionality. In this section, a review of
word embedding is presented.
Word Embedding
Word embedding which was first proposed in 1989 is a language model that maps
words or phrases to corresponding vectors [24]. In other word, it is defined as the
mapping of V → RD : w 7−→ w where w is a word, V is the vocabulary, w is a
real-valued vector, and D is the dimensionality of the embedding space [25].
Beside the significantly reduced dimensionality of feature space in word embed-
ding compared to the traditional document representations, word embedding has two
major deficiencies: Out Of Vocabulary (OOV) words and ambiguity.
OOV words are the words which did not appeared in the text that was used in
the training of word embedding model and, therefore, there are no mapping vectors
for these words in the model. Researchers have investigated a variety of approaches
to handle OOV. Some of these approaches are as follows:
• Zero padding: Assign zero vector to the OOV word with the same dimension-
ality as other vectors in the model.
• Random vector: Assign a vector with random noise to the OOV word and store
it for its next occurrence [26].
If a word is not OOV, the other issue that may come up is ambiguity. While vectors
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are point estimates, the word in the document may have different senses. Therefore,
finding the right sense is crucial before assigning the corresponding vectors. Using
the word context is one of the approaches to find the right sense for each word.
There are different models that can be used to create a word embedding; Word2Vec
[27], GloVe [28], fastText [29], and BERT [30] are some of the most used models in
research and industry. In this study, Word2Vec is employed and hence, a review of
this model is presented in the next section.
Word2Vec
Word2Vec is a distributed representation of words learned by a two-layer neural
network-based approach. First introduced by Mikolov et al. [27] in 2013, Word2Vec
model uses two architectures, Continuous Bag of Words (CBOW) and Skip-gram, to
train word vector representation. Iterating over the corpus, CBOW aims to predict
the current word using the surrounding words. On the opposite side, skip-gram tries
to predict the surrounding words using the current word.
The training complexity for both CBOW and skip-gram is:
O = E × T ×Q, (2.1)
where E specifies the number of training epochs, T shows the number of words
in the training set, and Q is the computational complexity per each training in the
architecture [27].
Continuous Bag of Words CBOW model focuses on predicting the current word
using the related context which in this case is n words from the history and n words
from the future. As shown in Fig.2.2 [27], CBOW predicts the current word using
w(t − 2), w(t − 1) from history and w(t + 1) and w(t + 2) from the future. After
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Figure 2.2: Different architectures of CBOW and Skip-gram
counting the frequency of each word in the training corpus, the CBOW model applies
Huffman encoding to be able to show each word with ”0” and ”1”.
This model is a bag-of-words model because first, the order of words in the history
is not of paramount importance and second, the context has a continuous distributed
representation.
The Q in equation 2.1 for CBOW model is
Q = N ×D + D × log2(V ),
where N is the number of inputs, D is word representations, and V is dimension-
ality [27].
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2.5 Machine Learning Methods used in NER
Machine learning is the science that helps computer systems automatically learn
complex patterns from the data in order to operate a particular task on the data
without any predefined rules. In this section, three machine learning methods are
discussed: supervised learning, semi-supervised learning, and unsupervised learning.
These methods can be applied to the data when the source dataset and target dataset
are from the same domains. At the end, a brief introduction to domain adaptation
is presented. Domain adaptation can work when the source and target dataset are
from different domains.
2.5.1 Supervised Learning
Supervised learning is a form of classification in which feature set and labeled data are
needed to train the model. In NER, the named entities in training data are labeled
manually by experienced human annotators and the annotation is often expensive
and time-consuming.
One of the most important tasks in supervised learning is selecting the relevant
features to help the model to find the patterns between similar data. An explanation
on features that can be used in NER tasks is given in section 2.4.
There are different learning algorithms that can be used for NER tasks. Hid-
den Markov Model (HMM) [31], Support Vector Machine (SVM), and Conditional
Random Field (CRF) are some of these algorithms.
2.5.2 Unsupervised Learning
Unlike supervised learning, there is no labeled data in unsupervised learning ap-
proaches. The idea is using data distribution and hidden patterns to gain knowledge
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about the data.
The most common unsupervised learning task is clustering [32,33]. In NER tasks,
context similarity and distributional statistics can be employed to label the named
entities.
2.5.3 Semi-supervised Learning
It was noted in section 2.5.1 that creating a reliable annotated data is expensive,
time-consuming, and sometimes unattainable. To overcome this deficiency, semi-
supervised learning used a large number of unlabeled data and the limited provided
labeled data. This approach employs the knowledge from the labeled data to label
unlabeled data. As a result, more labeled data are generated that can then be used
to train the model.
Bootstrapping [34], self-training and co-training [35,36], and graph-based methods
[37] are some of the most popular methods of semi-supervised learning used in NER
systems.
2.5.4 Domain Adaptation
In the previous mentioned learning methods, the assumption is that the training
data and test data are from the same domain. However, having access to labeled
training data is not always feasible and, therefore, the assumption does not hold.
Transfer learning and domain adaptation are the methods that can be employed in
these scenarios and are explained in section 3.2 in detail.
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2.6 Evaluation Methods
Like any other machine learning tasks, the evaluation of an NER system plays an
important role in their development. The correct labels are usually annotated by
a linguist or someone who is the domain expert. The evaluation is the comparison
between the correct labels and the system’s predicted labels to check the performance
of the system.
In this section, two most used evaluation in NER systems are discussed.
2.6.1 Recall, precision, and F-score
Precision, Recall, and F-score are calculated using the parameters that are shown in
Figure 2.3. True Positive (TP) are the cases in which the labels are correctly predicted
as positive, while False Positive (FP) are the cases in which the labels are predicted
positive while the actual label were negative. Furthermore, False Negative (FN) are
when the actual labels are positive but the model predicted them as negative, and
True Negative (TN) are the cases in which the model are correctly predicted the





Number of correct positive predictions






Number of correct positive predictions
Total number of instances that should have been classified as positive
(2.3)
F-score takes both FP and FN into account since it is the harmonic average of
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Figure 2.3: Confusion matrix demonstrates the performance of a classification model
precision and recall. With this definition, one can compute F-score:




Cross-validation is an easy implemented statistical method to evaluate the perfor-
mance of a machine learning model. This evaluation method is commonly used for
supervised learning approaches.
This technique, also called k-fold cross-validation, splits the randomly shuffled
dataset into k chunks and train a model based on k-1 chunks and then evaluate
it on the remained chunk. This training is repeated for k iterations and the error
estimation is the average of all k trial scores. Hence, every instance has a chance to
be in the training data k-1 times and once in the test data. Therefore, cross-validation
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results in a lower bias evaluation compared to the simple train/test split as all the
data is being used in the training phase. In addition, the variance may be lowered
accordingly as all the data is being employed in the test set.
2.7 Brand Names Extraction
A brand name can be represented with a proper noun. Therefore, brand names are
named entities and brand name extraction is a subset of Named Entity Extraction.
Extracting brand names plays an important role in business intelligence, information
extraction, and creation of brand catalogues. Furthermore, it may help the companies
to extract information from social media and analyze the need and opinion of the
target society to make proper decisions and increase the profit. Accordingly, The
first systematic study of NER was done by Rau in 1991 for extracting company
names from financial news stories [2].
There are numerous studies on extracting brand and company names extraction,
and brand analysis solutions. Spranger et al. [38] proposed COBRA, brand and repu-
tation analysis solution, that monitors massive amount of Consumer Generated Media
(CGM), such as message boards and forums, content and alerts brand and reputation
issues. In the same vein, Mostafa [39] analyzed 3516 tweets for sentiment polarity
towards well-known brands. In his paper, he points out that customer relationship
management, text filtering, and public opinion tracking are some of the fields that
can benefit from sentiment mining. Another study on brands is brand associations
which is anything that comes to customer’s mind about the brand. Malouf’s [40]
investigated the quantitative techniques for extracting brand associations of eight
leading medications for seizure disorder. He noted that the basic sentiment analysis
is not useful for medical brand association extraction since most writings related to
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seizure’s medications are negative.
All things considered, brand and product names have different characteristics. A
brand name may:
• Starts with an uppercase letter: Apple, Honda
• Contains punctuations: Coca-Cola, Yahoo!, Toys”R”Us
• Contains digit(s): 3M, 7 Up, 7-Eleven
• Contains all uppercased letters: BMW, LEGO, IBM
• Be in the position of subject or object in the sentence.
• Be in the verb position: You can google this rule.
In NLP, a text preprocessing step is always needed before data exploration and
modeling. The number of steps taken in the text preprocessing depends on the task
and the normalization steps can vary. In brand name extraction, text preprocessing
may interfere with the task. For example, if a brand name contains digits, for example
Q50, then a preprocessing may remove the digits. In addition, stemming may change
the word, for instance ”Mercedes” would change to ”Merced” with Porter stemmer.
Converting text to lower case or removing the punctuations may result in the loss
of useful information about some of the brand names.
The primary problem with extracting brand names from texts is ambiguity. ”George”,
”Apple”, ”Bell”, and ”Gap” are some of the examples that can be both brand names
and common nouns. In addition, words such as ”Jet Ski”, ”Jacuzzi”, and ”Kleenex”
were once brand names and nowadays are often used as a general word in everyday
vocabulary. Hence, disambiguation is a major area of interest within the field of NER
and resolving it can increase the performance of the system significantly.
20
On the other hand, brand names can be from different domains. For example,
”Apple” is from technology domain, ”Honda” is from automotive domain, and ”Zara”
is from fashion domain. The vocabulary that customers and companies use to write
about a product in a specific domain is usually different than writing about a product
from other domains and this can cause problem in NLP tasks.
In the next chapter, a proposed methodology for extracting brand names is pro-
vided.
2.8 Summary
This chapter began by describing NER, its applications, and challenges. It went on to
describe representation learning in NLP. It was mentioned that bag-of-words and n-
gram, as two examples of traditional document representations, are at a disadvantage
of curse of dimensionality and lack of global knowledge. Therefore, word embedding
approaches were discussed and Word2Vec as a method that is used in this study
was introduced. Moreover, a summary of machine learning methods in NER and
evaluation metrics were provided.
Furthermore, a brand name can be represented with a proper noun. Therefore,
brand names are named entities and brand name extraction is a subset of Named
Entity Extraction. On the other hand, the text data that contains brand names can
be from different domains. This raises questions about the methods that can be used
for brand name extraction which will be discussed in the next chapter.
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Chapter 3
The Proposed Approach for
Extracting Brand Names
3.1 Introduction
Extracting brand names is an important component in business intelligence, informa-
tion extraction, creation of brands catalogue, and public opinion tracking. A brand
name is a unique and original proper noun; therefore, brand name extraction can be
considered as a subset of NER.
Similar to NER, brand name extraction faces many challenges. First, companies
try to pick a novel and unique name since they want their brand seat in customer’s
mind. Therefore, the brands vocabulary is expanding daily and there is no rules,
patterns or an up-to-date catalogue that can identify them in text. Second, most of
the brand names are words that can also be used as common nouns and conversely,
there are everyday words that once were brand and product names. As a result,
ambiguity is a serious challenge in extracting brand names and it may be resolved by
taking the context into consideration.
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As mentioned in section 2.5, traditional machine learning can support supervised,
semi-supervised and unsupervised learning. In all the mentioned learning method-
ologies, training and test data are taken from the same domain. However, labeling
training data for brand names is expensive, time consuming and a domain expert
is needed for each domain. Therefore, the domain adaptation technique can be em-
ployed in order to overcome this deficiency.
Word embedding, as discussed in section 2.4.2, has the ability to capture the
meaning and the context of a word in a document, the relationship between words,
and the semantic and syntactic similarity. Therefore, employing word embedding
might help with resolving the ambiguity in brand name extraction when the brand
names are from different domains.
In particular, this thesis will examine two main research questions:
1. Does using the context of the words improve the performance of the brand name
extraction system?
2. Does using the trained word embedding instead of pre-trained models increase
the performance and resolve ambiguity?
This chapter describes and discusses the methods used in this study. The first
section describes the domain adaptation technique. The second section moves on to
describe the proposed methodology to extract the brand names from texts in different
domains using trained Word2Vec model and iterative domain adaptation.
3.2 Domain adaptation
In traditional machine learning methods, training data and test data are from the
same domain (same feature space and data distribution). With the rise of big data
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and the considerable data that is generated everyday in different shapes and domains,
training the learners that can be applied to the data from different domains is crucial.
This learning framework is called transfer learning. More recent attention has focused
on the provision of transfer learning since in real-world problems, data-labeling is
expensive, time-consuming, or difficult. In transfer learning, the sample space, label
space, and distribution can be different in source domain and target domain. In
domain adaptation, as one of the settings of transfer learning, only the probability
distribution may vary where the sample and label space is the same in both domains
[41].
3.2.1 Notations
In this section, some notations are introduced to facilitate discussion. These notations
have been used by Pan and Weiss [42,43] in their survey paper.
In this thesis, each domain D contains a feature space X and a marginal probabil-
ity distribution P(X), where X = {x1, x2, ..., xn} ∈ X . Furthermore, for each domain
D, a task T contains a label space Y , and a predictive function f(.) is defined. f(.) is
formed using training data, pairs {xi, yi} where xi ∈ X and yi ∈ Y , and the feature
vector. Given an instance x, the label of x, which is f(x), can be predicted using the
function f(.).
Accordingly, DS = {(xS1 , yS1), ..., (xSn , ySn)} is the source domain where the data
instance xSi ∈ XS from DS has the class label of ySi ∈ YS. Likewise, DT =
{(xT1 , yT1), ..., (xTn , yTn)} is the target domain where the data instance xTi ∈ XT
from DT has the class label of yTi ∈ YT . The source task TS and the target task TT
are also defined for the further references.
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3.2.2 Definitions
Given a source domain DS and its task TS, a target domain DT and its task TT ,
transfer learning is based on the idea of improving target predictive function fT (.) in
DT by employing the information and knowledge from DS and TS, where DS 6= DT ,
or TS 6= TT .
Domain adaptation, also known as transductive transfer learning, happens when
TS and TT are the same, but DS and DT are different. In this case, all the knowledge is
from the source domain with a great amount of labeled data where the target domain
has no labeled data.
In domain adaptation, unlike the marginal probability the feature space in source
and target domains are the same. Therefore, XS = XT and P (XS) 6= P (XT ) [42].
3.2.3 Iterative Training in Domain Adaptation
Using domain adaptation, the knowledge from labeled data in source domain is em-
ployed to gradually label instances from the target domain which has none or a small
amount of labeled data. There are different types of problems in which the iterative
training can be applied [44]:
• The buildup of a new corpus using iterative learning: A model is trained
using labeled source data xSi . This model is then employed to classify xTi and
add the data with the highest confidence score to the source data based on a
fixed threshold. This process will be repeated several times and each time the
number of labeled data from the target domain will increase in the training
corpus.
• Learning using multiple source datasets: In this setting, some or all the
source domains are joined together to build a training corpus.
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Figure 3.1: Different types of domain adaptation based on target labels
• Making a decision based on the vote of each source’s classifier: The
idea is to build a models for each source corpus and the final classifier will be
selected based on the decision of all the classifiers.
• The combination of voting and iterative learning: It is based on training
N models from N source domains. The data with the highest confidence score
then will be added to the training dataset.
The number of iterations is based on the nature of the problem. The batch domain
adaptation is when the iteration happens only once. Moreover, domain adaptation is
categorized into supervised, semi-supervised and unsupervised which is based on the
status of labeled data in target domain (Fig. 3.1) [45]. In supervised domain adap-
tation, the target domain has labeled data. In semi-supervised domain adaptation,
the target domain has both labeled and unlabeled data, and there is no labeled data
in unsupervised domain adaptation.
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3.3 The Proposed Approach
In this section, the proposed approach for extracting brand names has been discussed
and is shown in Fig. 3.2. First, a Word2Vec model is trained using the forum posts
from different domains. Second, a feature set is created using the context window
idea and the trained word embedding model. A domain adaptation technique is then
applied to build a learning model for predicting brand names in other domains and
finally, the system is evaluated using evaluation metrics.
Figure 3.2: The process of proposed approach.
The results are based on textual data in English language provided by Ver-
ticalScope company1, Toronto. As an integrated multi-platform media company
founded in 1999, VerticalScope has an enormous textual dataset gathered from more
than 800 websites with more than 25 million aggregate pages of content and more
than 125 Million unique visitors per month [46]. The provided dataset contained
information about forum posts written in different verticals (domains), such as auto-
motive, powersports, outdoor, home, health, and technology. However, not all of the
1https://www.verticalscope.com/
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domains have labeled data; automotive, powersports and a relatively small number
of outdoor instances have manual human-labelled data. The high cost of generating
training data for each domain made the company to seek other solutions to identify
the divergent types of products from all verticals. Each dataset contains forum posts
from a specific domain and each post contains one or several sentences and is accom-
panied by indices indicating the position of brand names in the sentences. Hence, the
problem is a binary classification; true if the word is a brand name, false otherwise.
3.3.1 Training Word2Vec Model
To date various methods have been developed and introduced to generate word vec-
tors. In this study, a CBOW Word2Vec model was trained on the text data of
forum posts in different domains. For training, 20,567,045 sentences were feed to the
Word2Vec constructor in the gensim Python library.
The attributes in Word2Vec constructor in the gensim are defined as follows:
• size: The dimension of the word vectors.
• window: the maximum distance between the target word and its surrounding
words.
• min count: The model would ignore the words that have the frequency less
than this value. In large datasets, the extremely infrequent words are mainly
frivolous.
• sg: It specifies the training algorithms. CBOW or skip-gram.
In this study, the size parameter is set to 300 which is a default size in most word
representation problems. Window is set to 5 which means any neighbour which is
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Figure 3.3: The feature extraction for word ”Toronto”. The context window of size
7 and a feature set size of 3n
located in the distance more than 5, is not treated as a related word of the target
word. In addition, min count is set to 5, and sg to CBOW.
3.3.2 Feature Extraction
In the Word2Vec model which was described in section 3.3.1, each word is mapped to
a vector. In this study, each word was represented by its surrounding words. Hence,
a context window containing k consecutive words , k/2 words before and k/2 words
after the current word, was considered as a representation for each word. Each word
in the context window can be depicted by a corresponding vector from the Word2Vec
model. Given the context window, the concatenation of the average vector of the
words before the current word, the vector of the current word, and the average vector
of the words after the current word is set as the word feature. If the dimensionality
of the word vectors in the Word2Vec model was n, the result vector of the context
window would be 3n, which is the dimensionality of the features set. An overview of
the feature extraction is shown in Fig. 3.3.
For the words at the beginning or end of the posts, zero vector is considered for
missing words. In addition, zero padding technique is used for OOV words.
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3.3.3 Domain Adaptation
In the available dataset, the limited number of annotation in some domains was
evident. Since automotive domain had a considerable amount of labeled data, an
unsupervised iterative domain adaptation was employed to resolve the lack of labels
in other domains. While DS and DT are different in this problem, the TS and TT are
both extracting the brand names. Furthermore, the feature space XS = XT and they
were represented as it was described in section 3.3.2.
In this study, the iterative training in domain adaptation was used (section 3.2.3).
As shown in Figure 3.4, the labeled data from a source domain are taken to gradually
label instances from the target domain which has none or a small amount of labeled
data. In each iteration, the data with the higher confidence score is added to the
training dataset using the model that was trained on the labeled source data. The
same amount of added data is randomly removed from the training data. This process
is repeated several times and each time the number of labeled data from the target
domain is increased in the training corpus.
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Figure 3.4: Domain adaptation process when the source domain is automotive and
target domain is powersport
3.4 Summary
Two main research questions were raised in the beginning of this chapter:
1. Does using the context of the words improve the performance of the brand name
extraction system?
2. Does using the trained word embedding instead of pre-trained models increase
the performance and resolve ambiguity?
The rest of the chapter explained domain adaptation technique in details. In
contrast to traditional machine learning methods, domain adaptation is used when
the training and test datasets are from different domains.
The proposed approach, which was explained in the last section, employed Word2Vec
model and context window to represent the words. This representation was used in a
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supervised learning algorithm during domain adaptation process. The domain adap-






In this chapter, different experiments that were done in this study are discussed.
There were different settings for the proposed approach that needed to be surveyed:
the properties of the context window; the type of word embedding model; and the
learning algorithm used in the domain adaptation.
All the experiments were done on word level and, therefore, the sentences were
tokenized and each words was given the specified label. As mentioned in the previous
chapter, text preprocessing may interfere with the brand names extraction. For this
reason, no specific preprocessing was done on the data.
Furthermore, the ideal scenario in every business problem is to achieve the max-
imum precision and recall. However, in reality Machine Learning (ML) technologies
have their own deficiencies which prevents the business owners from having the best
of two worlds. For example, in selecting the potential customers for a certain product,
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it is more important to catch every possible customer even if it means the marketing
department might need to call some false positive. In this research, the evaluation
was based on the recall, since the recall metric is more important in the industry;
companies tend to lose less positive data and have a prediction with higher coverage
on the required data.
In the experiments of this chapter, the evaluations are the average performance
of ten runs of the approach on a randomly shuffled dataset. In addition, the number
of instances in automotive domain is 80,000, the powersport domain 7,000, and the
outdoor domain 6,775.
4.2 Context Window
The idea of using a context window was discussed in section 3.3.2. Context window
can capture the word context and, therefore, may reduce the ambiguity. In this
section, three main questions about the context window are surveyed regarding recall:
1. What is the best size for the context window?
2. Should the context window include the main word or not?
3. Should the context window contain the vectors of the surrounding words or the
average of the vectors?
4.2.1 The Performance Of using Average Vectors and Actual
Vectors
The context window contains the vectors of the word and its surroundings. When
the context window’s size is greater than 1, more than one vector would be in the
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Table 4.1: Training dataset Automotive - Test dataset Automotive - The main word




3 0.42 0.14 0.21
5 0.70 0.05 0.1
7 0.47 0.01 0.02
9 0.25 0 0
11 0.47 0.02 0.04
13 0 0 0
15 0 0 0
window. Hence, considering the average vector of these vectors may result in a better
performance.
Table 4.2 provides the results obtained from using the actual vector instead of the
average when the training set and test set are from the same domain and similarly
Table 4.3 provides the results when the source and target domains are different. Since
the dimensionality of each word vectors is 300, the feature size for one word in the
context window of size 3, is 900. Likewise, the feature size of a word in the context
window of size 5 is 1500 and with the context window of size 7 is 2100. In this
scenario, it wasn’t feasible to examine the higher size of context window since the
feature set size was increasing linearly. The performance of the learning with the
average vectors is provided in the next section. Taken together, these results suggest
that using the average vector improve the performance and decrease the amount of
memory needed for the feature set significantly.
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Table 4.2: Training dataset Automotive - Test dataset Automotive - The context




3 0.81 0.75 0.78
5 0.67 0.82 0.73
7 0.76 0.69 0.73
Table 4.3: Training dataset Automotive - Test dataset PowerSport - The context




3 0.80 0.58 0.67
5 0.63 0.67 0.65
7 0.73 0.53 0.62
4.2.2 Context Window with the Average Vectors
Changes in the recall and precision were compared using different sizes of context
window. The context window with the length of five, seven, nine, and eleven were
used in this study. The differences between the performance metrics using different
context window size are highlighted in Table 4.4. In this table, the training and test
datasets are from the same domain and Linear SVM learning algorithm is used for
classification. Table 4.5 also provides the results obtained from using two different
domains as training and test datasets. Other settings remained unchanged for a
better comparison.
The results of the Table 4.4 and Table 4.5 are plotted in Figure 4.1 and Figure 4.2
respectively to show the non-dominated (Pareto-front) points. As it was mentioned
before, the aim of these experiments is to maximize the recall measurement. However,
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in the batch domain adaptation in which the findings is used in iterative domain
adaptation, the aim was to maximize both recall and precision. Therefore, a Pareto
front curve was employed to find the points which maximize both objective function
parameters; on the Pareto front curve, a set of optimum solution can be found in a
way that no better and feasible solutions can be found [47].
It is apparent from this figure that context window of size seven has a better
performance regarding precision and recall compared to other window lengths.




3 0.81 0.76 0.78
5 0.72 0.83 0.77
7 0.84 0.76 0.79
9 0.83 0.73 0.78
11 0.84 0.71 0.77
13 0.90 0.60 0.72
15 0.85 0.63 0.72




3 0.78 0.55 0.64
5 0.76 0.57 0.65
7 0.80 0.62 0.69
9 0.81 0.53 0.64
11 0.80 0.48 0.60
13 0.84 0.42 0.56
15 0.78 0.43 0.55
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Figure 4.1: The comparison between the context window size when the training
dataset and test dataset are taken from the same domain.The line shows the non-
dominated (Pareto-front) points. Model: locally trained Word2Vec.
Figure 4.2: The comparison between context window size when the training dataset
and test dataset are taken from different domains. The line shows the non-dominated
(Pareto-front) points. Model: locally trained Word2Vec
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4.2.3 The Performance of Inclusion and Exclusion of the
Main Word
There are two settings that can be employed for making the context window: 1. The
context window with the current word included 2. The context window contains the
surrounding words and not the current word.
The results for different sizes of context window excluding the main word are
shown in Table 4.1. In this example, the training set and test set are taken from the
same domain. Comparing the result in Table 4.1 and Table 4.4, it can be seen that
the performance of the scenario with the inclusion of the main word is higher than
the other one.
4.2.4 Discussion
As can be seen from the Table 4.4, the proposed algorithm offers a very low recall
when the main word is excluded from the context window. This result was expected
since removing the main word would remove the meaning and context of the word
from the feature set.
Moreover, comparing the Table 4.2 and the Table 4.4, the model shows a lower
performance when the actual vectors are used instead of the average vector. This
result may be explained by the fact that the order of the words loses its importance
when the average vector is used where the average vector depict the context of the
surrounding words. Furthermore, using the actual vector is not feasible for the larger
size of context windows since the feature set size would be increased linearly.
Finally, as can be seen in Fig. 4.1 and Fig. 4.2, the best performance, both when
the source and target domains are the same and when they are different, is when
the context window is of size 7. A possible explanation for this results may be the
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average length of English sentences. When the size of the context window increases,
the connection between the words may decrease.
Taken together, these results suggest that the model might get a better recall
when the size of the context window is 7, the main word included in the context
window, and the average vectors are used for surrounding words.
4.3 Word2Vec Model
Google released a pre-trained vectors contains 3 million words and phrases in 2013 [48].
This model was trained on roughly 100 billion words from Google News dataset and
has 300-dimensional vectors 1.
Furthermore, as mentioned in chapter 3 section 3.3.1, a Word2Vec model can
be trained using texts per application. A case study approach was used in [49] to
examine the performance of an NER system when using locally trained Word2Vec.
In this study, a Word2Vec model was trained on texts from forum posts in different
domains. The Word2Vec constructor parameters was discussed in the mentioned
section. The values that was employed in this study was the window size of 5, the
vector dimensionality of 300, and the min count of 5. The dimensionality was chosen
the same as Google’s pre-trained vectors for a fair comparison.
Figure 4.3 and Figure 4.4 shows the Precision-Recall performance of Google’s pre-
trained Word2Vec and locally trained model with two different context window size.
Table 4.6 and Table 4.7 also presents the detailed results of this comparison. As can
be seen from the tables, the locally trained model performs better specially when the
training and test data are from different domains.
1https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit
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Figure 4.3: The comparison between context window size when the training dataset
and test dataset are taken from the same domain. The line shows the non-dominated
(Pareto-front) points. Model: Google’s pre-trained Word2Vec
Figure 4.4: The comparison between context window size when the training dataset
and test dataset are taken from different domains. The line shows the non-dominated
(Pareto-front) points. Model: Google’s pre-trained Word2Vec
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3 0.83 0.65 0.73
5 0.84 0.64 0.72
7 0.84 0.63 0.72
9 0.83 0.62 0.71
11 0.83 0.61 0.70
13 0.84 0.59 0.69
15 0.83 0.57 0.67





3 0.72 0.35 0.47
5 0.74 0.37 0.49
7 0.75 0.36 0.48
9 0.75 0.35 0.48
11 0.73 0.33 0.45
13 0.73 0.31 0.43
15 0.72 0.29 0.41
4.3.1 Discussion
The results of using pre-trained Word2Vec model when the training set and test set
are from the same domain was shown in 4.6. Turning now to the results of using
locally trained Word2Vec model in Table 4.4, it can be seen that the performance of
the latter is higher than the pre-trained model. For example, for the context window
of size 7, the recall of locally trained model is %76 and the recall of pre-trained model
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is %63.
The difference is more when the taining set and test set are from different domains.
Comparing the two results in Table 4.5 and Table 4.7, it can be seen that for window
size of 7, the recall is %55 for the locally trained Word2Vec while it is %36 for the
other.
A comparison of the two results reveals that a locally trained Word2Vec performs
better than a general pre-trained model. It can be seen that it is specially performs
better when the training dataset and test dataset are from different domains.
Together these results provide important insights into the importance of locally
trained word embedding models. The observed increase in recall could be attributed
to the fact that locally trained models can capture the essence of the domain and may
perform better in the domain specific tasks compared to general pre-trained models.
4.4 Learning algorithm
Different learning algorithms can be employed in the domain adaptation technique.
For comparing the algorithms, one iteration of learning are used for comparison. In
this study, logistic regression, SVM (with rbf kernel), and linear SVM were compared
when the context window size is 7 and the word embedding model is locally trained.
As shown in Figure 4.5 and Figure 4.6, the performance of Linear SVM was more
promising than the other algorithms. Detailed results are shown in Table 4.8 and
Table 4.9 and confirms that when two setting of the problem, one domain and two
domains, take into consideration, Linear SVM works better than logistic regression
or SVM (rbf kernel).
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Figure 4.5: The comparison between different algorithms when the training dataset
and test dataset are taken from the same domain. The line shows the non-dominated
(Pareto-front) points. Model: locally trained Word2Vec
Figure 4.6: The comparison between different algorithms when the training dataset
and test dataset are taken from different domains. The line shows the non-dominated
(Pareto-front) points. Model: locally trained Word2Vec
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Logistic Regression 0.73 0.82 0.77
SVM (rbf kernel) 0.92 0.73 0.81
Linear SVM 0.74 0.79 0.76





Logistic Regression 0.81 0.52 0.63
SVM (rbf kernel) 0.91 0.51 0.65
Linear SVM 0.72 0.62 0.66
4.4.1 Discussion
From the Table 4.8, logistic regression algorithm showed a better recall performance
compared to the two other algorithms when the source and target domain are the
same. On the other hand, when the target and source domain are different, linear
SVM performs better than logistic regression and SVM based on Table 4.9.
These results were expected, since a considerable number of text classification
problems are linearly separable [50]. Besides, when the number of instances and
features are large, like in text classification, mapping data to a higher dimensional
space (nonlinear mapping) does not improve the performance [51]. In addition, the
linear kernel is faster [51] and there are fewer parameters to optimize compared to
other kernels.
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As a result, it was decided to use linear SVM in the domain adaptation process.
4.5 Domain adaptation
There were three labeled domain specific datasets in the dataset that were used:
automotive, powersport, and outdoor. When people talk about their hobbies and
interests in different domains, their use of words and the general characteristics of
their sentences are different. For instance, when someone is talking about his favorite
car is different than when he is talking about the outdoor equipment.
Furthermore, automotive and powersport are relatively similar domains based
on the way people tend to talk about them and contrarily automotive and outdoor
domains have different characteristics. Therefore, the study of the performance of do-
main adaptation were broke down into two subsections: Domain adaptation on similar
domains (experiment 1) and domain adaptation on dissimilar domains (experiment
2).
4.5.1 Experiment 1
Automotive and powersport are two domains in the available dataset with the labeled
data. The examples of brand names in automotive domain are Honda, NSX, Land
Rover, CRV and for the powersport domain are Stryker, Harley, and T120.
Table 4.10 presents the results obtained from domain adaptation process with the
automotive as the source domain (training dataset), and powersport as the target
domain (test dataset).
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Table 4.10: Training dataset Automotive - Test dataset Powersport
Method Precision Recall F-score
Batch domain adaptation 0.80 0.62 0.69
Iterative domain adaptation 0.84 0.71 0.77
4.5.2 Experiment 2
Automotive and outdoor are two domains in the available datasets. In addition,
the labeled dataset for outdoor domain was relatively small. The examples of brand
names in automotive domain are Senna, Malibu, E30 and for the outdoor domain are
Three Rivers Archery, Hamskea, and Nature-Trek, and Ruger.
The results obtained from domain adaptation with automotive as the source do-
main and outdoor as the target domain can be compared in Table 4.11. It is apparent
from this table that there was a significant difference between the two settings. In
batch domain adaptation, the recall of 0.06 was achieved which was expected since the
two domains are completely different. However, a comparison of the results between
batch domain adaptation and iterative domain adaptation reveals that adding the
instances from outdoor domain with the higher confidence score to the source data
improved the performance of the classifier significantly. In each iteration, a predefined
percentage of instances from target domain with the highest confidence score is added
to the training set; by the end of the iterations, half of the main target domain was
transferred to the training set.
Furthermore, in Figure 4.7 there is a clear trend of decreasing in F-score as the
iterations continued. The F-score in this table is the F-score of the data from the
target domain that were added to the training set up to the specified iteration.
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Table 4.11: Training dataset Automotive - Test dataset Outdoor
Method Precision Recall F-score
Batch domain adaptation 0.75 0.06 0.11
Iterative domain adaptation 0.46 0.58 0.51
Figure 4.7: F-score decreases as more iterations are performed.
Discussion
This study set out with the aim of transferring the knowledge from a domain with
labeled data to a new domain. The procedure was successful as it was able to increase
the recall in two new domains: powersport, and outdoor.
First, the recall metric of batch domain adaptation when the powersport is the
target domain was %62 (Table 4.10). It seems possible that these results are due to
the similarity of automotive and powersport domain. However, the iterative domain
adaptation increased the recall by %9 which can be explained by the added data from
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the powersport domain to the training set.
Second, automotive and outdoor domains are dissimilar domains based on the
nature of the brand names and also the words that users employ to write about their
experience. This claim can be confirmed by the recall metric of batch domain adap-
tation shown in Table 4.11. However, the recall increased by %52 with performing
the iterative domain adaptation.
Finally, the decrease of the F-score was illustrated in Figure 4.7. It is difficult to
explain this result, since in each iteration, the training set contains more and more
data from the outdoor domain. However, there are several possible explanations for
this result. First, as the iteration continues, the information in the target domain
gets more domain specific. Second, although the training set contains data from
the outdoor domain, it is still relatively low compared to the number of instances
from the automotive domain. Therefore, even though the recall stays high during the
iterations, precision drops and caused the decrease in the F-score.
4.6 Summary
The results in this Chapter indicate that domain adaptation can increase the perfor-
mance of brand name extraction system significantly. Firstly, different experiments
were designed to choose the best settings that need to be used in domain adapta-
tion procedure; the results shows the optimal context window’s properties, Word2Vec
model, and learning algorithm that can increase the performance of the system..
Then, these settings were used in the domain adaptation procedure for two different
target domains. The %9 recall improvement when the target domain is powersport
and %52 recall improvement when the target domain is outdoor was achieved in these
experiments.
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These results answered the two research questions in the previous Chapter. Using
word context improved the performance of the system. Moreover, the locally trained
Word2Vec performed better compared to the pre-trained Word2Vec.
50
Chapter 5
Conclusions and future works
5.1 Summary and Conclusions
Extracting brand names plays an important role in business intelligence, information
extraction, and the creation of brand catalogues. In addition, labeling training data
for brand names is expensive, time-consuming and a domain expert is needed for each
domain. This thesis was undertaken to design a brand name extraction system and
evaluate the performance of using locally trained word embedding in the design.
The results in this thesis were based upon textual data in English language pro-
vided by VerticalScope company, Toronto. The dataset contains forum posts in dif-
ferent domains with labeled brand names; it belongs to VerticalScope company and
can not be shared. However, the proposed method is independent of the dataset and
can be applied on other textual datasets with similar specifications.
Returning to the questions posed at the beginning of Chapter 3, it is now possible
to state that first, using the context of the words improved the performance of brand
name extraction. Second, the locally trained Word2Vec performed better compared
to the pre-trained Word2vec; it improved the recall by %13 when the source and
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target domains are the same and by %19 when they are different.
Moreover, a domain adaptation technique was employed since in the traditional
machine learning approaches, the training and test data are taken from the same
domain. The experiments have shown that domain adaptation on similar source and
target domains, such as automotive and powersport, increased the recall by %9 . In
addition, the domain adaptation on dissimilar source and target domains, such as
automotive and outdoor, increased the recall by %52.
This research has several practical applications. Firstly, it points to the advantage
of using locally trained word embedding in NER. This understanding can be employed
in other NLP tasks. Secondly, in the NLP world, where the labeled data is valuable,
using the domain adaptation techniques can be advantageous. Although the current
study is based on a small number of domains, the findings suggest that the proposed
method can be used and improved in other similar problems.
5.2 Limitations and Future works
The current investigation was limited by the lack of labeled data in different domains.
Therefore, with having more labeled data, one can create a new source dataset using
a mixture of different domains and examine the performance.
There are many ways in which this work can be continued.
Resolving the named entities ambiguity problem As it was discussed in sec-
tion 2.3, named entities ambiguity is one of the biggest challenges in NER. There is
no method that can be claimed to find the problematic words completely. In this
study the locally trained word embedding partially resolved the ambiguity; however,
a further study could add other techniques to the study for disambiguation.
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Working on Out of Vocabulary In section 2.4.2, the approaches to handle OOV
was explained. In this study, zero padding was employed for the words that are not
found in the word embedding model. Further research in this field would be of great
help in word embedding studies.
Examining the proposed method for extracting other types of named en-
tities In the majority of NLP studies, finding an authentic labeled dataset is one of
the first issues a researcher faces. In this study, three datasets from different domains
with brand names label was used. Further research on different datasets might inves-
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