Materials and General Procedures. All chemical reagents were of analytical grade, obtained from commercial suppliers, and used without further purification unless otherwise noted. All reaction flasks were oven dried prior to use. Analytical thin layer chromatography (TLC) was performed on Analtech 250mm silica gel G plates and visualized by staining with ceric ammonium molybdate, ninhydrin, or by absorbance of UV light at 254 nm. 1 H NMR spectra were obtained with a 400 MHz Bruker spectrometer. Chemical shifts are reported in ppm referenced to the solvent peak for 1 H NMR. Coupling constants (J) are reported in Hz. Reversed-phase (RP) HPLC was performed on a Rainin Dynamax SD-200 HPLC system with 210-nm and 254-nm detection using a Microsorb C18 analytical or preparative column.
organic extracts were dried over MgSO 4 . The crude product was purified using reverse-phase HPLC with a gradient of 15% to 60% acetonitrile containing 0.1% TFA over 40 min. All fractions were kept in foil until the solvent was removed by rotary evaporation to yield a white solid. Compound 1. 1 Barstar Mutagenesis and Purification. A plasmid containing the Bacillus amyloliquefaciens protein Barstar as a 6xHis fusion in a pQE30 expression vector was obtained from D. Tirrell (California Insititue of Technology). A construct encoding the single point mutant I26C was prepared using the Quickchange protocol (Stratagene). The mutant was expressed and purified analogously to the wild-type protein (4 Barstar Labeling with Dibromide Cysteine-alkylating Tag. A 50 uL aliquot of a 0.4 mg mL -1 solution of I26C Barstar in 250 mM ammonium bicarbonate was labeled with dibromide tag 1 following the same protocol for BSA labeling.
LC-MS Analysis. Samples were subjected to RP chromatography with an Agilent 1200 LC system that was connected in-line with an LTQ Orbitrap XL hybrid mass spectrometer. External mass calibration was performed prior to analysis. A binary solvent system consisting of buffer A (0.1% formic acid in water (v/v)) and buffer B (0.1% formic acid in acetonitrile (v/v)) was employed.
For BSA peptide samples, the mass spectrometer was outfitted with a nanospray ionization source. The LC was performed using a 100 µm fritted capillary (New Objective) pre-column self-packed with 1 cm of 5 µm, 200 Å Magic C18AQ resin (Michrom Bioresources) followed by a 100 µm fused silica capillary (Polymicro Technologies) self-packed with 10 cm of 5 µm, 100 Å Magic C18AQ resin (Michrom Bioresources). After injection of the sample and a 10 min loading step in 2% buffer B, a gradient was employed from 10% to 40% buffer B for 62 min., followed by a washing step in 99% buffer B for 10 min. A solvent split was used to maintain a flow rate of 200 nL min -1 at the column tip. Mass spectra were recorded in a single stage of MS in positive ion mode over the m/z scan range of 400 to 2000 using the Orbitrap mass analyzer in full-scan, profile mode, at a resolution of 60,000 (at 400 m/z).
For the intact Barstar samples, the mass spectrometer was outfitted with an Ion Max electrospray ionization source. The LC was equipped with a Poroshell 300SB-C8 column and a 100 µL sample loop. For each run, after 100 to 200 picomoles of protein was injected onto the column, analyte trapping was performed for 5 min with 0.5% B, followed by a linear gradient from 30% to 95% B over 19.5 min, and finished with a washing step in 95% B for 5 min. The flow rate was maintained at 90 µL min -1 . Mass spectra were recorded in positive ion mode over the m/z scan range of 500 to 2000 using the Orbitrap mass analyzer in full-scan, profile mode. Raw mass spectra were processed using Xcalibur (version 4.1, Thermo) and measured charge state distributions were deconvoluted using ProMass (version 2.5 SR-1, Novatia), using the default "small protein" parameters and a background subtraction factor of 1.5.
Full-scan Data Analysis and Inclusion List Generation. All full-scan LC-MS data were collected in profile mode. Noise reduction and peak detection were performed using software developed in-house based on the method described by Du et al. which makes use of a continuous wavelet transform (5) . The centroided mzXML files were then searched for the presence of a desired isotopic pattern using software developed in-house following the algorithm described in the main text. The output was an inclusion list that contained the m/z values and a retention time window of three minutes for each tagged species.
True Positive Determination. This was done by performing an in silico digestion of BSA (up to two tryptic missed cleavages and a mass range of 600 to 4000 Da), and predicting the masses of tag labeled single cysteine-containing peptides. From this list of putative masses, LC-MS data from samples composed of 30 picomoles of halogen-tagged BSA were manually searched by obtaining an extracted ion chromatogram (EIC) for each predicted mass, in up to five charge states. Each EIC was used to determine the visual presence of the appropriate halogen pattern. Peptides were considered a true positive if at least one charge state of the predicted mass value with the appropriate isotopic signature was detected (see Supplementary Table 4 ).
LC-MS/MS Analysis. Samples were subjected to RP chromatography with an Agilent 1200 LC system that was connected in-line with an LTQ Orbitrap XL hybrid mass spectrometer. External mass calibration was performed prior to analysis. A binary solvent system consisting of buffer A (0.1% formic acid in water (v/v)) and buffer B (0.1% formic acid in acetonitrile (v/v)) was employed. The mass spectrometer was outfitted with a nanospray ionization source. The LC was performed using a 100 µm fritted capillary (New Objective) pre-column selfpacked with 1 cm of 5 µm, 200 Å Magic C18AQ resin (Michrom Bioresources) followed by a 100 µm fused silica capillary (Polymicro Technologies) self-packed with 15 cm of 5 µm, 100 Å Magic C18AQ resin (Michrom Bioresources). After injection of the sample and a 20 min. loading step in 2% buffer B, a gradient was employed from 10% to 35% buffer B for 120 min, followed by a washing step in 99% buffer B for 15 min. A solvent split was used to maintain a flow rate of 200 nL min -1 at the column tip.
Iodoacetamide-labeled BSA samples were subjected to a data-dependent acquisition method, where each full-scan mass spectra was recorded in positive ion mode over the m/z scan range of 400 to 1800 using the Orbitrap mass analyzer in profile mode at a resolution of 60,000 (at 400 m/z). The ten most intense peaks were selected for collision induced dissociation (CID) fragmentation in the linear ion trap. Dynamic exclusion and charge state screening were enabled, rejecting ions with an unknown or +1 charge state. An isolation window of 3, a threshold of 500 ion counts, and activation energy of 35 were used when triggering a fragmentation event.
Dibromide-labeled BSA samples were subjected to an inclusion-list driven targeted acquisition method. The first step was collecting only full-scan mass spectra in positive ion mode over the m/z scan range of 400 to 1800 using the Orbitrap mass analyzer in profile mode at a resolution of 60,000 (at 400 m/z). The data were searched for the presence of dibromide-labeled peptides and each labeled species was recorded in an inclusion list, which contained the m/z value (M+2 ion in the labeled peptide's isotopic envelope) and a retention time window for each labeled peptide. The same sample (and same injection volume) was then reanalyzed using an inclusion-list driven selection of precursor ions for fragmentation. The inclusion list was entered into the global mass list, and for each full-scan mass spectra up to eight CID fragmentation events could take place in the linear ion trap. Dynamic exclusion and charge state screening were enabled, rejecting ions with an unknown or +1 charge state. An isolation window of 4, a threshold of 500 ion counts, and activation energy of 35 were used when triggering a fragmentation event.
Fragmentation Data Analysis. Raw MS/MS data were searched using Proteome Discoverer 1.2 (Sequest, Thermo-Fisher) against the human database (UniProtKB/Swiss-Prot, November 2009) with the Bovine Serum Albumin sequence appended (Uniprot P02769), allowing for three missed cleavages, one non-tryptic termini, and the following variable modifications: methionine oxidation and either cysteine carboxyamidomethylation or cysteine labeling with dibromide tag 1 (allowing for all three isotopologs). Precursor ion tolerance was set to 10 ppm and fragment tolerance was set to 0.8 Da. An FDR of 1% was used for filtering iodoacetamide-labeled peptide assignments. For dibromide-labeled peptide assignments the additional high intensity isotope peaks associated with each fragment ion that contained the dibromide tag lowered Sequests's XCorr calculation. Therefore, an FDR of ≤ 8% and a delta of 10 ppm for the precursor mass were used to narrow the search results, and each correct assignment was manually verified. 
Synthesis of Halogenated Cysteine-alkylating Tags
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Computational Simulation of Peptides With or Without a Halogen Tag
The natural abundances of biological elements produce a skewing effect on a peptide's isotopic distribution with increasing molecular weight. This change was computationally simulated for an average peptide ranging in weight from 500 Da to 5000 Da. At each molecular weight shown, the average elemental composition for a peptide was generated without or with a halogen tag. Using the natural abundances of the pertinent isotopes, the isotopic envelope was calculated for each molecular formula. 
Analysis of the Averagine Model in Predicting the Elemental Composition of an Unlabeled or a Halogen-labeled Peptide of a Known Mass
The accuracy of the averagine method was confirmed by comparing the root mean squared deviation (RMSD) between the isotopic envelope calculated for the elemental compositions of 20,000 human tryptic peptides, with the isotopic envelope calculated for an averagine predicted elemental composition based on accurate molecular weight (MW), i.e. "Null" pattern. In calculating the RMSD, m/z was assumed to be identical; relative peak heights, i.e. the isotopic pattern, were compared. Under this context, the "Null" pattern had a median deviation of less than 4% from the actual pattern. If the molecular weight (MW) is incorrect by 10%, the averagine model still produces an accurate estimation of the actual elemental composition, and consequently the actual isotopic envelope. However, as we consider peptides that contain halogenated tags, the averagine prediction of elemental composition from a given MW becomes less accurate as we proceed from a monochloride-, to a dichloride-, to a monobromide-, and finally to a dibromide-labeled peptide. The consequence of this deviation from the averagine model is visually depicted in Supplementary Figure 2 , where the isotopic envelope associated with a halogen labeled peptide is markedly different from that of an unlabeled peptide. 
Schematic of the Graph-theoretic Construct
In many cases, the searching algorithm has to match isotopic signatures of halogen-labeled peptides in non-ideal data, which can produce a significant number of false positive identifications. To reduce this number, the algorithm exploits two features of LC-MS data: peptides are often detected in multiple charge states and in several adjacent scans. If a given match is really from a peptide, then it is likely that more of the same peptide will be found in neighboring scans and in multiple charge states. Both of these factors were taken into account using a graph-theoretic construct. A visual representation of this technique is illustrated in Supplementary Figure 4 .
Supplementary Figure 4:
A schematic of the graph-theoretic construct. (a) Each dot represents a putative peptide match based solely on pattern matching, many of which are false positives. (b) Edges are drawn between dots (i.e. nodes) that could represent the same peptide. (c) The graph is decomposed into disjoint sets, which can be scored and filtered to remove false positive matches. The simplest filter is to discard any nodes that have no neighbors. In practice, a multitiered scoring approach works well, where each set of nodes is awarded points depending on the charge states detected, the total number of nodes in the set, and the pattern alignment score of the best match in each set.
A Computational Simulation to Analyze the Effect of a Graph-theoretic Construct on the False Positive Rate
A Monte Carlo simulation was performed to analyze the ability of a graphtheoretic construct to improve discrimination between real and false positive hits. The graph geometry used is similar to the schematic in Supplementary Figure 4 , where nodes are placed at regular intervals on a C x 100 grid, where C is the number of charge states and 100 scans are considered. Nodes were considered to be neighbors if they were separated by one scan or less, e.g. nodes in scan 1 and 3 are neighbors, while nodes in scan 1 and 4 are not.
Using the assumption that each node has an independent probability of being assigned a positive value (the individual match rate), a Monte Carlo simulation was performed by randomly assigning nodes a binary value of either true or false ("matched" or "not-matched," respectively) with a probability p, except for a reference node at scan 0, which was given a charge state +1 and defined as true. Edges were then drawn between all neighboring nodes assigned a value of true, and the final graph was decomposed into disjoint sets. The set containing the reference node was then analyzed to determine the size of the set, and a net match rate was determined based on a minimum required number of nodes in the set.
The Monte Carlo simulation was performed for values of C in the range [0,6] and values of p in the range [0,1], at intervals separated by 0.001 units, with 500,000 replicates at each value of p. The results (Supplementary Figure 5) show that the graph-theoretic construct is able to strongly amplify differences between the true positive and false positive determination rates, leading to a higher confidence in true positives and a lower incidence of false positives.
Supplementary Figure 5:
A graph-theoretic construct can strongly amplify the difference between the true positive and false positive rates of a naive patternsearching algorithm. In this analysis, the net match rate for a single peptide (the probability that the peptide is a true positive given that it should be found in multiple charge states and in multiple scans, i.e. using the graph-theoretic approach) was analyzed as a function of the individual match rate (the probability that the peptide is a true positive when treated as an individual, isolated isotopic pattern match, i.e. without using the graph-theoretic). Monte Carlo simulations were performed on the graph construct under searching parameters allowing up to (a) 3, (b) 4, or (c) 5 charge states of a matched peptide within two scans, in each case varying the number of neighbors required before a match is considered valid. (d) The approach was also analyzed by fixing the minimum number of neighbors at 15 and comparing the effects of allowing up to 3 to 6 identified charge states. As can be seen, when the individual match rate was low (less than ~0.3), which was true of false positives identified by the naïve patternsearching algorithm, the match received a reduced rate when using the graph, as reflected in a low net match rate. Contrastingly, when the individual match rate was greater than ~0.3, which was true of true positives identified by the naïve pattern-searching algorithm, the match received an improved rate when using the graph, as reflected in a higher net match rate.
The Dibromide Tag is Superior with Respect to the False Negative Rate
To determine the false negative (FN) rate for each halogen tag, we used the same searching parameters that were used for calculating sensitivity (i.e. fixed the maximum number of false positive identifications at 100 when searching MS data derived from 10 µg of Jurkat whole cell lysate without BSA), since FN = 1 -sensitivity To calculate sensitivity: Sensitivity = TP/(TP+FN), TP = true positives For this analysis, the sum of TP + FN is defined as the total manually detectable single-cysteine containing peptides in a sample of 30 pmoles of halogen-tagged BSA. Therefore, we are under approximating our sensitivity at low BSA concentrations because we are assuming that all the possible detectable peptides at the high concentration are also detectable at the low concentration. This assumption was made because we wanted to calculate the sensitivity associated with the entire process, including effects of sample dilution and MS sensitivity limitations. The calculated false negative rates are shown in Supplementary Figure 6 .
Supplementary Figure 6:
The dibromide motif is superior to other halogen motifs with respect to the false negative rate. By titrating 3.0 to 0.03 picomoles of halogen-tagged BSA into 10 µg of Jurkat whole cell lysate and subjecting the tryptic digest to LC-MS, when searching the datasets the dibromide tag resulted in a lower false negative rate at all concentrations.
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The Dibromide Tag Maximizes Sensitivity and Selectivity in ROC plots
In order to generate ROC (Receiver Operating Characteristic) plots for each halogen tag, we made the following assumptions:
1. Total positives (P) were defined for each sample of halogen-labeled BSA based on the total expected peptides to be found, as defined from manual searching of 30 picomoles of BSA in the absence of lysate (see Supplementary Table 4 ). This was 25 for dibromide-, 19 for dichloride-, and 24 for monobromide-labeled BSA. 2. True positives (TP) were determined from a computational search for each single cysteine-containing BSA peptide from searching a sample containing the indicated quantity of halogen-tagged BSA in the presence of 10 µg of Jurkat whole cell lysate. In order to vary the TP values we adjusted tolerances for key parameters of the graph-theoretic algorithm. 3. Total Negatives (N) were defined as the total number of peptides in the digested sample that are not labeled with a halogen tag (i.e., the number of peptides in trypsinized Jurkat whole cell lysate). For this calculation we approximated that there are 35,000 proteins in the human genome and that we would expect a total of 10 tryptic peptides per protein, giving 350,000 total peptides. 4. False Positives (FP) were determined as the difference between all ions that were computationally identified and the number of true positive ions. Unfortunately, we could not convert the number of ions into the number of peptides because we don't know what peptides each ion represents. In contrast, when determining the TP we could convert ions into peptides because we were only considering peptides from BSA. In order to vary the FP values we adjusted tolerances for key parameters of the graphtheoretic algorithm.
Therefore, our ROC plots are generated as True Positive Rate (TPR) = TP peptides /P peptides . False positive rate (FPR) = FP ions /N peptides .
which implies that the calculated FPR is an over approximation (since we report ions/peptides instead of peptides/peptides), and the actual FPR is expected to be better than reported.
As illustrated in Supplementary Figure 7 , the ROC plots demonstrate that the IsoStamp algorithm can be tailored for each halogen tag, optimizing sensitivity (high TPR) and selectivity (low FPR) in each case. Additionally, for each halogen tag, the FPR is low while the TPR is high, with the dibromide tag showing the best overall performance, even at low concentrations.
Analysis of Barstar Labeling with the Averagine Model
To determine whether the dibromide tag's isotopic signature can be detected on large peptides, we labeled the small protein Barstar from B. cenocepacia (11.7 kDa, including a N-terminal 6xHis tag) with dibromide tag 1 on a single cysteine residue introduced by site-directed mutagenesis (I26C). The labeled intact protein was analyzed by LC-MS on an LTQ-Orbitrap XL mass spectrometer. Shown in Supplementary Figure 7 are the mass spectra of unlabeled (panel A) and dibromide-labeled (panel B) Barstar in the +9 charge state. Using the averagine system, we predicted the mass envelope of the protein with and without the dibromide tag and depicted the peak intensities in the form of red and blue curves, respectively. An overlay of the two curves suggested that addition of the dibromide tag should cause a detectable widening of the mass envelope. In order to score how well the averagine predictions matched the experimental data, we calculated the RMSD between the peak intensities from the MS data and each of the predicted mass envelopes.
The averagine-based models for isotopic envelopes of Barstar labeled with or without the dibromide tag 1 were predicted based on the molecular weight of Barstar (monoisotopic mass of 11659.84 Da). Models (reference pattern, ! R) were fit against centroided experimental data by first determining the value of a scaling factor k such that the reference pattern could be optimally aligned with the data ( ! D) in the intensity dimension. This was accomplished by performing a binary search such that the sum of the squared difference (SSD) between each peak in the reference pattern ( ! r i " R) and its counterpart in the actual data set (
After intensity alignment, the score for the fit was calculated as:
where σ is a measure of peak intensity variance and ƒ is a scoring function for each peak that produces a value in the range [0,1]
in which erfc(x) is the complement of the Gaussian error function and the parameter is a measure of the tightness of the peak matching in the intensity dimension. In the case of measuring goodness of fit for the Barstar data, the score was calculated using values of ε = 10 -5 , σ = 25% (RMS intensity), and N = 16. Because scores produced in this manner are typically very small, the log values of the scores were compared: The experimental data for the dibromide tagged protein showed a lower RMSD from its averagine-predicted mass spectrum than from the predicted spectrum of the untagged protein (and vice versa). The small RMSD difference, while computationally detectable, suggests that masses approaching 12 kDa are most likely at the limit of detection for the IsoStamp technology. Alternative isotopic perturbations as well as a more sophisticated searching algorithm can be explored towards developing a more robust system that is capable of identifying changes in this mass region. Figure 8 . The dibromide tag can be detected on purified small proteins. The averagine predicted isotopic envelope with (red) and without (blue) the dibromide tag fit to mass spectra of (a) barstar and (b) dibromide-labeled barstar. Barstar's predicted MW = 11.7 kDa. Spectra shown are from the +9 charge state.
Supplementary
Detection of Dibromide-labeled BSA peptides on a Waters QTof Instrument
The ability to detect the dibromide pattern depends primarily on two instrument parameters: the m/z resolution and the desired sensitivity. It is possible to match the dibromide pattern on lower resolution instruments provided that the isotopic pattern itself is recreated faithfully. Alternatively, pattern matching on a higher mass-resolution instrument requires less fidelity in the isotopic pattern itself. The type of instrument that can be used is also dependent on the acceptable false positive rate, as higher acceptable false positive identifications will permit the use of lower resolution instruments.
To test the sensitivity of detecting dibromide-labeled BSA at resolutions lower than 60,000, we performed a titration experiment with dibromide-labeled BSA (identical to that described in the Methods section), and subjected the peptide mixture to LC-MS analysis on a Waters QTof mass spectrometer a resolution of 10,000. The data were searched for dibromide-labeled peptides and the results are shown in Supplementary Figure 8 .
Supplementary Figure 9:
The dibromide motif can be detected on different types of mass spectrometers. A comparison of the sensitivity of detecting dibromide-labeled BSA peptides was performed between a Waters QTof (square) and a LTQ Orbitrap XL (circle) mass spectrometer. Sensitivity was determined by titrating 3.0 to 0.03 picomoles of dibromide-tagged BSA into 10 µg of Jurkat whole cell lysate and analyzing the digest by LC-MS. The number of peptides corresponding to dibromide-tagged BSA is reported as a proportion of the detectable cysteine containing peptides, and at all concentrations both instruments perform almost identically. 
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