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Abstract—To overcome the limited coverage in traditional
wireless sensor networks, mobile crowd sensing (MCS) has
emerged as a new sensing paradigm. To achieve longer battery
lives of user devices and incentive human involvement, this
paper presents a novel approach that seamlessly integrates MCS
with wireless power transfer, called wirelessly powered crowd
sensing (WPCS), for supporting crowd sensing with energy
consumption and offering rewards as incentives. The optimization
problem is formulated to simultaneously maximize the data
utility and minimize the energy consumption for service operator,
by jointly controlling wireless-power allocation at the access
point (AP) as well as sensing-data size, compression ratio, and
sensor-transmission duration at mobile sensor (MS). Given the
fixed compression ratios, the optimal power allocation policy
is shown to have a threshold-based structure with respect to a
defined crowd-sensing priority function for each MS. Given fixed
sensing-data utilities, the compression policy achieves the optimal
compression ratio. Extensive simulations are also presented to
verify the efficiency of the contributed mechanisms.
I. INTRODUCTION
Recently, leveraging a massive number of sensors in per-
vasive wearable devices and opportunistic human mobility,
mobile crowd sensing (MCS) has emerged as a new sensing
paradigm that includes human as part of the sensing infrastruc-
ture [1]. Among others, prolonging device battery lives and in-
centivizing human involvement are two key design challenges.
One promising solution approach is employing the advanced
wireless power transfer (WPT) technique for powering mobile
sensor (MS) in exchange for sensing data, that motivates the
current framework, called wirelessly powered crowd sensing
(WPCS) which is firstly proposed in [2].
The recent development of MCS has motivated fast-growing
research on developing advanced technologies that are more
complex than traditional WSN, such as personal location-
based systems, trustworthy sensing platforms, and people-
centric sensing applications [1]. One key design issue of MCS
is how to involve people in collaborative sensing. There exist
two solution approaches, called opportunistic and participa-
tory sensing [3]. The former refers to the paradigm where the
applications may run in the background and opportunistically
collect data without involvement of users, which is fully
unconscious. While the latter requires users to consciously
participate the sensing activities initiated by the operator and
transmit the required data back timely. This, however, may
consume significant resource at the devices (e.g., battery and
computing power) and even pose potential privacy threats.
Hence, it is essential to design incentive mechanisms to engage
the participants with sufficient rewards for compensating the
cost, which has been extensively studied in recent papers [4]–
[6]. However, the issue of energy consumption at MSs persists
in the prior work. In contrast, the current work resolves this
issue by leveraging the advanced WPT techniques.
The WPT technology initially designed for point-to-point
power transmission, recently, has been further developed to
power wireless transmission by leveraging advanced tech-
niques from inductive coupling and electromagnetic radiation
[7]. Combing information and power transmission gives rise
to the emergence of an active field called simultaneous wire-
less information and power transfer (SWIPT) [8]. A series
of research works focus on applying SWIPT to a variety
of communication systems and networks, including two-way
transmission [9], relaying [10], multiple-input-multiple-output
(MIMO) communication [8], cognitive networks [11], as well
as edge-computing networks [12]. Note that the above existing
works focus on optimizing the WPT efficiency for increas-
ing the sensing-and-communication throughput but disregard
incentive design and operator’s reward. In this work, we
integrates WPT with MCS for powering as well as motivating
humans to participate in sensing activities.
In this paper, we consider a multiuser WPCS system con-
trolled by an operator that deploys a multiple-antenna access
point (AP) for transferring energy to multiple single antenna
MSs. Each MS stores part of the energy as a reward and
applies the rest to operate the sensing tasks including sensing,
data compression, and transmission of the compressed data
to the AP. We design joint control policy for simultaneously
maximizing data utility and minimizing energy consumption
at the AP. The main contributions of this work are:
• Problem formulation and iterative solution: To solve the
optimization problem, an iterative solution is proposed
for the joint optimization of power allocation, sensing,
compression, and transmission.
• Joint Optimization of Power Allocation, Sensing, and
Transmission: Given the fixed compression ratios, we de-
rive a semi-closed form expression for the optimal sensor-
transmission duration. The results are used for deriving
the optimal wireless-power allocation and sensing-data
sizes.
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Figure 1: A multiuser WPCS system.
• Joint Optimization of Compression and Transmis-
sion: Given the fixed sensing-data sizes, the sensor-
transmission durations and compression ratios are opti-
mized for minimizing energy consumption at the operator.
II. SYSTEM MODEL
Consider a multiuser WPCS system shown in Fig. 1 com-
prising multiple single-antenna MSs and one multi-antenna
AP. In message-passing phase, the AP jointly optimizes the
power allocation and sensor operation based on the feedback
parameters from each MS. The parallel data collection is
enabled by transmissions over orthogonal channels allocated
by the AP to sensors. The time duration for crowd sensing,
denoted as T , is divided into three slots with durations t(s)n ,
t
(c)
n , and tn, which are used for sensing, compression, and
transmission, respectively. This introduces the following time
constraint:
t(s)n + t
(c)
n + tn ≤ T. (1)
In a fixed duration of T0 time slots, the AP transfers energy
simultaneously to N MSs by multi-antenna beamforming. Let
hn denote the effective channel gain between the AP and MS n
and Pn denote the transmit power of the corresponding beam.
The AP transmit power is assumed to be fixed and represented
by P0, leading to the following power constraint:
N∑
n=1
Pn ≤ P0. (2)
The energy transferred from the AP to MS n, denoted by
E
(h)
n (Pn), is E
(h)
n (Pn) = ηPnhnT0, where the constant 0 <
η < 1 represents the energy conversion efficiency. Each sensor
will store part of the received energy as its reward, denoted by
E
(r)
n (`
(s)
n ) = q
(r)
n `
(s)
n with q
(r)
n being a fixed scaling factor. The
remaining energy is consumed by sensing, compression, and
transmission, represented by E(s)n , E
(c)
n , and E
(t)
n , respectively,
leading to the following energy constraint:
N∑
n=1
(
E(r)n + E
(s)
n + E
(c)
n + E
(t)
n
)
≤ ηhnP0T0. (3)
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Figure 2: Mobile architecture for WPCS.
At each MS, crowd sensing comprises three sequential oper-
ations: data sensing, data compression, and data transmission,
as shown in Fig. 2 and modeled as follows.
Data Sensing: Consider MS n. Let sn denote the output
data rate. Given the sensing time duration t(s)n , the size of raw
sensing data, denoted by `(s)n , is `
(s)
n = snt
(s)
n . Let q
(s)
n denote
the sensing energy consumption for generating 1-bit of data.
The total energy consumption for sensing at MS n, denoted
as E(s)n (`
(s)
n ), is given as E
(s)
n (`
(s)
n ) = q
(s)
n `
(s)
n .
Data Compression: Consider lossless compression for
sensing data, for which the original data can be perfectly
reconstructed from the compressed data. Let Rmax denote the
maximum ratio between the sizes of raw and compressed data,
thus MS n can choose the compression ratio Rn ∈ [1, Rmax].
Then the size of compressed data is given as `n = `
(s)
n /Rn.
Specifically, the required CPU cycles for compressing 1-bit of
data can be approximated as an exponential function [13] of
the compression ratio Rn as:
C(Rn, ) = e
Rn − e, (4)
where  is a constant depending on the compression method.
Let fn denote the fixed CPU-cycle frequency at MS n, then
the compression time duration t(c)n = (`
(s)
n C(Rn, ))/fn. The
energy consumption for data compression at MS n, denoted by
E
(c)
n (`
(s)
n , Rn), is given as E
(c)
n (`
(s)
n , Rn) = q
(c)
n `
(s)
n C(Rn, )
with C(Rn, ) in (4). It follows that
E(c)n (`
(s)
n , Rn) = q
(c)
n `
(s)
n
(
eRn−e) . (5)
Data Transmission: Each MS transmits its compressed
data to the AP. Let P (t)n denote the transmit power and
tn denote the transmission time duration. Assuming channel
reciprocity, the achievable transmission rate (in bit/s) can be
given as vn = `n/tn = B log2(1 +
hnP
(t)
n
N0
), where B is the
bandwidth and N0 is the variance of complex-white-Gaussian
noise. As such, the transmission energy consumption denoted
by E(t)n (`n) follows: E
(t)
n (`n) = P
(t)
n tn =
tn
hn
f(`n/tn),
where the function f(x) is defined as f(x) = N0(2
x
B − 1).
The operator’s reward is provided as follows. Following a
commonly used model [14], the utility of `n-bit data deliv-
ered by sensor n is measured with the logarithmic function
an log
(
1 + `
(s)
n
)
, where an is a weight factor that depends
on the type of data. The sum data utility for the operator can
be expressed as
U(`(s)n ) =
N∑
n=1
an log(1 + bn`
(s)
n ). (6)
Then the operator’s reward can be modeled as
R(`(s)n , Pn) =
N∑
n=1
an log(1 + bn`
(s)
n )− c
N∑
n=1
PnT0, (7)
where c denotes the price of unit energy with respect to that
of unit data utility.
III. PROBLEM FORMULATION AND ITERATIVE SOLUTION
In this section, we formulate and solve the problem of
jointly optimizing power allocation, sensing, lossless compres-
sion, and transmission as discussed in Section II. This yields
the optimal policy for operating the proposed WPCS system.
A. Problem Formulation
The specific design problem here is to jointly optimize the
AP power allocation for WPT to sensors, {Pn}, the sizes
of sensing data, {`(s)n }, the data compression ratios, {Rn},
and the partitioning of crowd-sensing time for sensing and
compression, determined by {tn} together with {`(s)n } and
{Rn}. The objective is to maximize the operator’s reward in
(7) under the time constraint in (1), power constraint in (2),
and energy constraint in (3). Mathematically, the optimization
problem can be formulated as follows:
max
Pn≥0,`(s)n ≥0,
Rn∈[1,Rmax],tn≥0
N∑
n=1
an log(1 + `
(s)
n )− c
N∑
n=1
PnT0
(P1) s.t.
N∑
n=1
Pn ≤ P0,
`
(s)
n
sn
+
`
(s)
n C(Rn, )
fn
+ tn ≤ T,[
q(r)n +q
(s)
n +q
(c)
n C(Rn, )
]
`(s)n +
tn
hn
f
(
`
(s)
n
tnRn
)
≤ ηPnhnT0.
B. Iterative Solution Approach
Problem P1 is a non-convex problem, since the optimization
variables,
{
`
(s)
n , Rn, tn
}
, are coupled at the constraints in
form of `(s)n C(Rn, ) and
tn
hn
f
(
`
(s)
n /(tnRn)
)
. To solve this
challenging problem and characterize the policy structure, we
propose an iterative solution approach as shown in Fig. 3.
Specifically, it decomposes Problem P1 into two sub-problems,
P1-A and P1-B as formulated in the sequel. By iteratively
solving these two problems, the solution is guaranteed to
converge and reach the local optimum of Problem P1.
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Figure 3: Operator-and-sensor cooperation for WPCS systems.
1) Joint optimization of wireless power allocation, sens-
ing, and transmission: Given compression ratios R =
[R1, R2, · · · , RN ] as fixed, Problem P1 can be reduced to
the optimization problem below, which jointly optimizes the
wireless power allocation, sensing-data size, and transmission
duration for the maximum operator’s reward.
max
Pn≥0,`(s)n ≥0,tn≥0
N∑
n=1
an log(1 + `
(s)
n )− c
N∑
n=1
PnT0
(P1-A) s.t.
N∑
n=1
Pn ≤ P0,
βn`
(s)
n + tn ≤ T,
αn`
(s)
n +
tn
hn
f
(
`
(s)
n
Rntn
)
≤ ηPnhnT0,
where αn=q
(r)
n +q
(s)
n +q
(c)
n C(Rn, ) and βn=
1
sn
+
C(Rn, )
fn
.
2) Joint optimization of compression and transmission:
Given the fixed sensing-data size, `(s), which results in con-
stant sum data utility, Problem P1 is reduced to minimizing
the sum energy consumption:
∑N
n=1 PnT0. Moreover, it can be
derived from the energy constraints in (3) that the sum energy
consumption can be achieved by separately minimizing Pn for
each MS, which should satisfy the following:[
q(r)n +q
(s)
n +q
(c)
n C(Rn, )
]
`(s)n +
tn
hn
f
(
`
(s)
n
tnRn
)
= ηPnhnT0.
(8)
Hence, the solution for the minimum sum energy consumption
can be derived by solving the following problem for each MS:
min
1≤Rn≤Rmax,tn≥0
[
q(r)n +q
(s)
n +q
(c)
n C(Rn, )
]
`(s)n +
tn
hn
f
(
`
(s)
n
tnRn
)
(P1-B) s.t.
`
(s)
n
sn
+
`
(s)
n C(Rn, )
fn
+ tn ≤ T.
IV. JOINT OPTIMIZATION OF WIRELESS POWER
ALLOCATION, SENSING, AND TRANSMISSION
In this section, given the fixed compression ratios, we
equivalently transform the original optimization problem into
the one focusing on the sensor-transmission optimization.
Observe that Problem P1-A is always feasible since {Pn =
0, `
(s)
n = 0, Rn = 1} for each n is a feasible solution. To
characterize the policy structure, we first present two necessary
conditions for the optimal solution in the lemma below, proved
in Appendix A.
Lemma 1. Given the fixed compression ratios at sensors, the
optimal sensor transmission, wireless power allocation, and
sensing-data size for each MS solving Problem P1-A, denoted
by t∗n, P
∗
n , and (`
(s)
n )∗, respectively, satisfy the following:
αn
(
`(s)n
)∗
+
t∗n
hn
f
(
(`
(s)
n )∗
Rnt∗n
)
= ηP ∗nhnT0,
βn
(
`(s)n
)∗
+ t∗n = T.
It means that to maximize the operator’s reward, each MS
should fully utilize the allocated transferred energy and the
crowd-sensing time duration. Using Lemma 1, Problem P1-A
can be equivalently transformed into Problem P2 as follows.
max
tn≥0
N∑
n=1
an log
(
1 +
T − tn
βn
)
− c
N∑
n=1
E(tn)
(P2) s.t.
N∑
n=1
[
αn(T − tn)
ηβnhn
+
tn
ηh2n
f
(
T − tn
Rnβntn
)]
≤ P0T0,
0 ≤ tn ≤ T.
where E(tn) =
αn(T−tn)
ηβnhn
+
tn
ηh2n
f
(
T−tn
Rnβntn
)
. The convexity
of Problem P2 is given as following, proved in Appendix B.
Lemma 2. Problem P2 is a convex optimization problem.
As a result, Problem P2 can be solved by the Lagrange
method. The corresponding partial Lagrange function is
L(tn, λ)=
N∑
n=1
(λ+c)
(
αn(T−tn)
ηβnhn
+
tn
ηh2n
f
(
T−tn
Rnβntn
))
−an log
(
1+
T−tn
βn
)
−λP0T0. (9)
Define a function y(x) as y(x) = f(x)− (x+ 1Rnβn )f ′(x)
and t∗n as the optimal solution for solving Problem P2. Then
applying Karush-Kuhn-Tucker (KKT) conditions leads to the
following necessary and sufficient conditions:
∂L
∂t∗n
=
an
βn+(T−t∗n)
+
(λ∗+cn)
ηhn
[
1
hn
y
(
T − t∗n
Rnβnt∗n
)
−αn
βn
]

> 0, t∗n = 0,
= 0, 0 < t∗n < T,
< 0, t∗n = T,
(10)
λ∗
(
N∑
n=1
[
t∗n
ηh2n
f
(
T−t∗n
Rnβnt∗n
)
+
αn(T−t∗n)
ηβnhn
]
−P0T0
)
=0.
(11)
Combining these conditions yields the optimal sensor trans-
mission policy given as follows.
Algorithm 1 A Bisection Algorithm for Computing the Op-
timal Sensor Transmissions
• Step 1 [Initialize]: Let λ` = 0, λh = λmax, ε > 0.
Obtain tn,` and tn,h based on (1), calculate E` =∑N
n=1
αn(T−tn,`)
ηβnhn
+
tn,`
ηh2n
f
(
T−tn,`
Rnβntn,`
)
and Eh =∑N
n=1
αn(T−tn,h)
ηβnhn
+
tn,h
ηh2n
f
(
T−tn,h
Rnβntn,h
)
, respectively.
• Step 2 [Bisection search]: While E` 6= P0T0 and Eh 6=
P0T0, update λ` and λh as follows.
(1) Define λm = (λ`+λh)/2, compute tn,m and Em =∑N
n=1
αn(T−tn,m)
ηβnhn
+
tn,m
ηh2n
f
(
T−tn,m
Rnβntn,m
)
.
(2) If Em < P0T0, let λh = λm, else λ` = λm.
Until λh − λ` < ε. Return t∗n = tn,m.
Proposition 1 (Optimal Sensor Transmission). Given the fixed
compression ratios, for each MS selected for crowd sensing
with (0 < t∗n ≤ T ), the optimal transmission duration t∗n
satisfies:
(λ∗ + c)N0
ηh2n
[(
1− T ln 2
BRnβnt∗n
)
2
T−t∗n
BRnβnt∗n − 1
]
+
an
βn + (T − t∗n)
− (λ
∗ + c)αn
ηhnβn
= 0,
where λ∗ satisfies the condition in (11).
One can observe from Proposition 1 that the optimal sensor-
transmission duration has no closed form. To derive the values,
we propose an efficient bisection method to compute the
policy as described in Algorithm 1. Based on Proposition 1,
the effects of parameters on the sensor-transmission duration
are characterized in the following corollary, proved in Ap-
pendix C.
Corollary 1 (Properties of Optimal Sensor Transmission). The
optimal sensor-transmission durations {t∗n} have the following
properties:
1) If the channel gains {hn} are identical but the utility
weights satisfy a1 ≥ a2 · · · ≥ aN , then t∗1 ≤ t∗2 · · · ≤ t∗N .
2) If the utility weights {an} are identical but the channel
gains satisfy h1 ≥ h2 · · · ≥ hN , then t∗1 ≤ t∗2 · · · ≤ t∗N .
These cases indicate that for a sensor with a large utility
weight and channel gain, it is beneficial to have a short
transmission duration and thus it can take a long duration for
sensing larger amounts of data to increase the sum data utility.
Based on Proposition 1, the optimal wireless-power alloca-
tion policy is shown as following, proved in Appendix D.
Proposition 2 (Optimal Wireless-Power Allocation). Given
the fixed compression ratios, the optimal wireless-power allo-
cation policy for maximizing the operator’s reward, P ∗n , has
the following structure:
P ∗n =

1
hnηT0
[
t∗n
hn
f
(
T−t∗n
Rnβnt∗n
)
+
αn(T−t∗n)
βn
]
, ϕn≥λ∗,
0, ϕn<λ
∗,
where t∗n and λ
∗ are given in Proposition 1, and ϕn is defined
as the crowd-sensing priority function, offered by
ϕn=κn−c with κn 4= anηhn
q
(r)
n +q
(s)
n +q
(c)
n C(Rn, )+
N0 ln 2
hnBRn
.
Proposition 2 reveals that given the information of MSs, the
optimal wireless-power allocation policy has a threshold-based
structure. In other words, only the MSs with (crowd-sensing)
priority functions exceeding the threshold λ∗ will be allocated
with wireless power for participating in the crowd sensing.
V. JOINT OPTIMIZATION OF COMPRESSION AND
TRANSMISSION
Consider the optimization problem formulated in Problem
P1-B. First, the problem convexity is established in the follow-
ing lemma, which can be easily proved by using the property
of perspective function [15]..
Lemma 3. Problem P1-B is a convex optimization problem.
Therefore, Problem P1-B can be solved by the Lagrange
method. The partial Lagrange function is thus
Lˆ(Rn, tn, λˆ) = Q(Rn)`
(s)
n +
tn
hn
f
(
`
(s)
n
tnRn
)
+λˆ
(
tn +
`
(s)
n C(Rn, )
fn
+
`
(s)
n
sn
− T
)
, (12)
where Q(Rn) = q
(r)
n +q
(s)
n +q
(c)
n C(Rn, ). Let g(x) = f(x)−
xf
′
(x) and t∗n, R
∗
n denote the optimal solution for solving
Problem P1-B. Directly applying the KKT conditions results
in the following necessary and sufficient conditions:
∂Lˆ
∂R∗n
=
(
q(c)n +
λˆ∗
fn
)
`(s)n e
R∗n − `
(s)
n
hnR∗2n
f ′
(
`
(s)
n
t∗nR∗n
)

> 0, R∗n = 1,
= 0, 1 < R∗n < Rmax,
< 0, R∗n = Rmax,
(13)
∂Lˆ
∂t∗n
=
1
hn
g
(
`sn
t∗nR∗n
)
+ λˆ
∗

> 0, t∗n = 0,
= 0, 0 < t∗n < T,
< 0, t∗n = T,
(14)
λˆ∗
(
t∗n +
`
(s)
n C(Rn, )
fn
+
`
(s)
n
sn
− T
)
= 0. (15)
Based on the conditions in (13)-(15), the key result of
this subsection is derived, stated as the following, proved in
Appendix E.
Proposition 3 (Optimal Compression and Transmission). The
solution of Problem P1-B is as follows.
1) The optimal sensor-transmission durations {t∗n} are
t∗n = T −
`
(s)
n
(
eR
∗
n − e)
fn
− `
(s)
n
sn
, ∀ n, (16)
Algorithm 2 Optimal Lossless Compression Ratio Algorithm
• Step 1 [Initialize]: Let R` = 1, Rh = Rmax, ε > 0.
Obtain z(R`), z(Rh).
• Step 2 [Bisection search]: While z(R`) 6= 0 and z(Rh) 6=
0, update R` and Rh as follows.
(1) Define R∗n = (R` +Rh)/2, compute z(R
∗
n).
(2) If z(R∗n) > 0, let Rh = R
∗
n, else R` = R
∗
n.
Until Rh −R` < ε.
which corresponds to full utilization of the crowd-sensing
duration.
2) The optimal compression ratios {R∗n} are
R∗n = max
{
min
{
Rˆn, Rmax
}
, 1
}
, ∀ n, (17)
where Rˆn satisfies: z(Rˆn) = 0 with the function z(Rn)
defined by
z(Rn) =
[
q(c)n −
1
hnfn
g
(
1
d(Rn)Rn
)]
eRn
− 1
hnR2n
f ′
(
1
d(Rn)Rn
)
, (18)
and d(Rn)
4
=
T
`
(s)
n
− 1
sn
− 1
fn
C(Rn, ) > 0.
Even though Rˆn has no closed form, it can be computed
by the bisection method as detailed in Algorithm 2. This is
due to the monotone property of function z(Rn) proved in
Appendix F.
Lemma 4. z(Rn) is a monotone-increasing function of Rn.
Further, the effects of parameters on the optimal compres-
sion ratio are detailed in the following, proved in Appendix G.
Corollary 2 (Properties of Optimal Compression Ratios).
The optimal compression ratios {R∗n} have the following
properties:
1) If compression powers {q(c)n } are identical but channel
gains satisfy h1≥h2· · ·≥hN , then R∗1≤R∗2· · ·≤R∗N .
2) If channel gains {hn} are identical but compression pow-
ers satisfy q(c)1 ≥q(c)2 · · ·≥q(c)n , then R∗1≤R∗2· · ·≤R∗N .
Combining the results in the preceding sections, the efficient
control policy for achieving the maximum operator’s reward
can be computed by an iterative algorithm summarized in
Algorithm 3.
VI. NUMERICAL RESULTS AND DISCUSSION
In this section, the performance of proposed operator-and-
mobile cooperation algorithm is evaluated by simulations.
The WPCS system comprises 1 AP and 10 MSs where the
AP transfers wireless power to MSs in the time duration
T0 = 1 s. The channels {hn} are modeled as independent
Rayleigh fading with average signal attenuation set as 10−3.
The bandwidth is Bn = 10 KHz and the variance of complex-
white-Gaussian-channel noise is N0 = 10−9 W. For the system
Algorithm 3 Efficient Algorithm for Lossless Compression
Solving Problem P1
• Step 1: Initialize the compression ratio R∗n.
• Step 2: Repeat
(1) Given the fixed compression ratio, find the optimal
power allocation P ∗n and the sensing-data size (`
(s)
n )∗ by
using Algorithm 1.
(2) Given the fixed sensing-data size, update the com-
pression ratio R∗n by using Algorithm 2.
Until convergence or a maximum number of iterations
has been reached.
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Figure 4: Operator’s reward versus the maximum transferred energy.
reward, the utility weights of all the MSs are an = 0.04
and the cost weight is c = 0.6. For each MS, the sensing
rate follows a uniform distribution with sn ∈ [1, 10] × 104
bit/s with energy consumption per bit distributed by q(s)n ∈
[1, 10] × 10−12 J/bit. For the data compression, the required
number of CPU cycles is Cn ∈ [0, 3000] cycles/bit, CPU-
cycle frequency is fn ∈ [0.1, 1] GHz, and energy consumption
per cycle is q(c)n ∈ [1, 10] × 10−14 J/bit, respectively. In
addition, the energy reward per bit is uniformly distributed
as: q(r)n ∈ [1, 10] × 10−12 J/bit. The maximum compression
ratio is Rmax = 3 and  = 4.
Two baseline policies are considered for performance com-
parison. The first one optimizes the power allocation with
the fixed compression ratio (FCR). Specifically, the fixed
compression ratio is set as Rn = 1.5. The second policy
considers no compression operation.
The values of the operator’s reward versus the maximum
amount of transferred energy are displayed in Fig. 4. The time
duration for crowd-sensing is set as T = 1 s. It can be observed
that the operator’s reward for the optimal policy is log-like and
increases with the transferred energy. The optimal policy has
significant performance gain over the two baseline policies.
Further, Fig. 5 shows the values of the operator’s reward
versus the crowd-sensing time duration for both compression
methods. It can be observed that the operator’s reward is
monotone-increasing with an extension of crowd-sensing time
duration, as it can reduce transmission-energy consumption so
as to spare more energy for data sensing.
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Figure 5: Operator’s reward versus the time slot for crowd sensing.
VII. CONCLUDING REMARKS
This work studied power allocation for a multi-user WPCS
system and the optimal compression adjustment. A crowd-
sensing priority function was derived to select the MS. An
iterative algorithm was designed to maximize the operator’s
reward, which has the optimal performance in simulations.
This work can be further extended to other interesting scenar-
ios such as lossy compression or distributed inference.
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APPENDIX A
PROOF OF LEMMA 1
This lemma can be proved by contradiction. First, as-
sume that {
(
`
(s)
n
)∗
, t∗n, P
∗
n} is the optimal solution satisfying
αn
(
`
(s)
n
)∗
+
t∗n
hn
f
(
(`(s)n )
∗
Rntn
)
< ηP ∗nhnT0. Then, there exists
another feasible power allocation policy, denoted by P (1)n ,
satisfying P (1)n < P ∗n and αn(`
(s)
n )
∗
+
t∗n
hn
f
(
(`(s)n )
∗
Rntn
)
=
ηP
(1)
n hnT0. It leads to the following
N∑
n=1
an log(1 + (`
(s)
n )
∗)− c
N∑
n=1
P (1)n T0 >
N∑
n=1
an log(1 + (`
(s)
n )
∗)− c
N∑
n=1
P ∗nT0,
which contradicts the optimality. Similarly, if the optimal
solution leads to βn
(
`
(s)
n
)∗
+t∗n < T , then there exist another
feasible policy with (`(s)n )(1) satisfying (`
(s)
n )(1) =
T−t∗n
βn
>(
`
(s)
n
)∗
. This new policy yields larger operator’s reward as
N∑
n=1
an log(1 + (`
(s)
n )
(1))− c
N∑
n=1
P ∗nT0 >
N∑
n=1
an log(1 +
(
`(s)n
)∗
)− c
N∑
n=1
P ∗nT0,
contradicting the assumption. Combing above together leads
to the desired results.
APPENDIX B
PROOF OF LEMMA 2
First, it is easy to prove that
∑N
n=1 an log
(
1 + T−tnβn
)
and αn(T−tn)ηhnβntn are concave functions for tn. Next, the second
derivative of function Etn(tn) is:
∂2Etn(tn)
∂t2n
=
N0(T ln 2)
2
η(hnBRnβn)2t3n
2
T−tn
BRnβntn > 0
for 0 < tn < T . Thus, Etn(tn) is a convex function and
−Etn(tn) is a concave function. It follows that the objective
function, being a summation of a set of convex functions, pre-
serves the convexity. Combining it with the convex constraints
yields the desired result.
APPENDIX C
PROOF OF COROLLARY 1
From (1), the utility weight can be expressed as:
an =
(λ∗ + c)N0[βn + (T − t∗n)]
ηh2n
×[(
T ln 2
BRnβnt∗n
− 1
)
e
T ln 2
BRnβnt∗n
− ln 2BRnβn +
αnhn
N0βn
+ 1
]
.
Given a1 < a2, it can be directly observed from the above
equation that t1 > t2. As for channel gain, it should satisfy
the following equation:
hn
[
anηhn
(λ∗ + c)N0[βn + (T − t∗n)]
− αn
N0βn
]
=(
T ln 2
BRnβnt∗n
− 1
)
e
T ln 2
BRnβnt∗n
− ln 2BRnβn + 1.
Since the item
(
T ln 2
BRnβnt∗n
− 1
)
e
T ln 2
BRnβnt∗n
− ln 2BRnβn + 1 and
N0[βn + (T − t∗n)] are both decreasing with tn, t1 should
be larger than t2 given h1 < h2, ending the proof.
APPENDIX D
PROOF OF PROPOSITION 2
First, combing αn
(
`
(s)
n
)∗
+
t∗n
hn
f
(
(`(s)n )
∗
Rntn
)
= ηP ∗nhnT0
and βn
(
`
(s)
n
)∗
+ t∗n = T gives
P ∗n =
1
hnηT0
[
t∗n
hn
f
(
T − t∗n
Rnβnt∗n
)
+
αn(T − t∗n)
βn
]
.
Next, the first and second derivative of Pn are given as follows.
∂Pn
∂tn
=
N0
ηh2nT0
[(
1− T ln 2
BRnβntn
)
2
T−tn
BRnβntn −1
]
− αn
ηβnhn
,
∂2Pn
∂t2n
=
N0(T ln 2)
2
ηT0(hnBRnβn)2t3n
2
T−tn
BRnβntn .
It can be observed that ∂
2Pn
∂t2n
> 0 for 0 ≤ tn ≤ T . Thus ∂Pn∂tn
is monotone increasing for 0 ≤ tn ≤ T and(
∂Pn
∂tn
)
max
=
∂Pn
∂tn
∣∣∣∣
tn=T
= − Nn ln 2
ηh2nBRnβn
− αn
ηβnhn
< 0.
It means Pn is monotone decreasing with tn and (Pn)min =
Pn|tn=T = 0. Combing (10) and 0 ≤ tn ≤ T gives
λ∗ >
an
βn+(T−t∗n)
αn
ηhnβn
− N0ηh2n
[(
1− T ln 2BRnβnt∗n
)
2
T−t∗n
BRnβnt∗n − 1
] − c
=
anηhn
q
(r)
n + q
(s)
n + q
(c)
n eRn +
N0 ln 2
hnBRn
− c = ϕn.
If λ∗ < ϕn, the optimal sensing time will exceed the time slot
constraint, i.e., t∗n > T , thus the sensor will not be selected
and no power will be allocated to it, i.e., Pn = 0, ending the
proof.
APPENDIX E
PROOF OF PROPOSITION 3
Based on (15), at least one of the two equations λˆ∗ = 0 or
t∗n+
`(s)n
(
eR
∗
n−e
)
fn
+
`(s)n
sn
−T = 0 should be satisfied. Assume
that t∗n+
`(s)n
(
eR
∗
n−e
)
fn
+
`(s)n
sn
−T 6= 0, then λˆ∗ = 0 must hold,
thus the optimal compression ratio R∗n → ∞ according to
(14). However, the compression ratio cannot be infinite, which
contradicts to the assumption, thus t∗n+
`(s)n
(
eR
∗
n−e
)
fn
+
`(s)n
sn
=
T must be satisfied. The optimal solution should satisfy (13),
i.e., (
q(c)n +
λˆ∗
fn
)
eR
∗
n − 1
hn(R∗n)2
f ′
(
`
(s)
n
t∗nR∗n
)
= 0.
Combining the above with the constraints λˆ∗ =
− 1
hn
g
(
`
(s)
n
t∗nR∗n
)
and t∗n = T −
`
(s)
n
(
eR
∗
n − e)
fn
− `
(s)
n
sn
according to (14) and (15) gives the desired result.
APPENDIX F
PROOF OF LEMMA 4
The first derivative of function z(Rn) is
∂z(Rn)
∂Rn
=
[
q(c)n −
1
hnfn
g
(
1
d(Rn)Rn
)]
2eRn+
N0 ln 2
BR2nhn
[
2
Rn
+
ln 2[Rnd(Rn)]
′
B[Rnd(Rn)]2
(
1− Rnd
′(Rn)
d(Rn)
)]
e
ln 2
BRnd(Rn) .
First, it has [Rnd(Rn)]
′
= d(Rn) − Rnd′(Rn). Thus,
[Rnd(Rn)]
′ > 0 when d(Rn) > Rnd′(Rn), and
[Rnd(Rn)]
′ < 0 when d(Rn) < Rnd′(Rn). Combining them
together leads to
ln 2[Rnd(Rn)]
′
B[Rnd(Rn)]2
(
1− Rnd
′(Rn)
d(Rn)
)
> 0, for Rn ∈ [1, Rmax].
Next, the first derivative of function g(x) can be given as
g′(x) = −xf ′′(x) = −N0 ln 2
2
B2
2
x
B < 0, for x > 0.
It means that g(x) is monotonically decreasing with x and
thus g(x) ≤ g(x)|x=0 = 0 for x > 0. Since 1d(Rn)Rn > 0, it
has
[
q
(c)
n − 1hnfn g
(
1
d(Rn)Rn
)]
> 0 for x > 0. Combining the
above discussions leads to ∂z(Rn)∂Rn > 0 for Rn ∈ [1, Rmax],
ending the proof.
APPENDIX G
PROOF OF COROLLARY 2
Denote function ϕ(Rn) = q
(c)
n hn, according to equation (3),
ϕ(Rn)=q
(c)
n hn=
1
fn
g
(
1
d(Rn)Rn
)
+
1
R2ne
Rn
f ′
(
1
d(Rn)Rn
)
.
The derivation of ϕ(Rn) is
− N0 ln 2
BR2ne
Rn
[
2+
RneRn
+
ln 2[Rnd(Rn)]
′
B[Rnd(Rn)]2
(
1−Rne
Rn
fnd(Rn)
)]
e
ln 2
BRnd(Rn) .
Since the term ln 2[Rnd(Rn)]
′
B[Rnd(Rn)]2
(
1− RneRnfnd(Rn)
)
is always positive
as proved in Appendix F, the function ϕ(Rn) is monotonically
decreasing for Rn ∈ [1, Rmax]. Given qc1 > qc2, it can be
observed that R1 < R2, similarly R1 < R2 when h1 > h2,
ending the proof.
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