Rice's Theorem states that all nontrivial language properties of recursively enumerable sets are undecidable. Borchert and Stephan [BS00] started the search for complexity-theoretic analogs of Rice's Theorem, and proved that every nontrivial counting property of boolean circuits is UP-hard. Hemaspaandra and Rothe [HR00] improved the UP-hardness lower bound to UP O(1) -hardness. The present paper raises the lower bound for nontrivial counting properties from UP O(1) -hardness to FewP-hardness, i.e., from constant-ambiguity nondeterminism to polynomial-ambiguity nondeterminism.
Introduction
The relationship between languages and the machines used to recognize them plays an important role in both computability theory and complexity theory. Languages are semantic objects with which computability and complexity theories deal. Machines are syntactic objects used to describe the languages.
Rice's Theorem ( [Ric53] , see also [Ric56] ) links, in a rather thrilling and broad way, these semantic and syntactic objects. Rice's Theorem says that for any language class C, ∅ C RE, the set of all machines whose languages belong to C is highly noncomputable, in particular is RE-≤ m -hard or coRE-≤ m -hard. Note that Rice's Theorem not only bridges
Preliminaries
This section presents the notation and definitions used in the paper. All sets, unless otherwise stated, are considered subsets of Σ * , where Σ is the standard alphabet {0, 1}. The length of a string x is denoted by |x|. Σ n denotes the set of strings in Σ * of length exactly n. For any C and n, C =n = {a | a ∈ C ∧ |a| = n}. We say that a set A is a nontrivial subset of B if ∅ A B. ·, . . . , · usually denotes a standard, fixed, easily computable and invertible multi-arity pairing function (see [HHT97] ) or a standard, fixed, easily computable and invertible 2-ary pairing function (which holds will be clear from context).
For any set A, χ A denotes the characteristic function of A. That is, for any x ∈ A, χ A (x) = 0, and for any x ∈ A, χ A (x) = 1. A boolean predicate Q is a total function from Σ * to {0, 1}. SAT denotes the set of all satisfiable boolean formulas. FP denotes the class of all (total) polynomial-time computable functions.
For any Turing machine N and any x ∈ Σ * , we will use N (x) as an abbreviation for "the computation of N on x."
We will use DPTM as an abbreviation for "deterministic polynomial-time Turing machine." We will use NPTM as an abbreviation for "nondeterministic polynomial-time Turing machine." For any NPTM N , #acc N is the function such that, for any x ∈ Σ * , #acc N (x) is equal to the number of accepting computation paths of N (x). We will use UPTM as an abbreviation for "unambiguous, nondeterministic polynomial-time Turing machine." That is, N is a UPTM if and only if N is an NPTM and, for all x ∈ Σ * , the number of accepting paths of N on input x is at most 1.
We now define some standard counting-based limited-ambiguity classes. We make use of the ambiguity-limited counting operator # g [HR00] in defining these classes. In the definitions below, for simplicity of notation, we use # k when we actually mean # λx.k .
Definition 2.1 1. [Val79] #P is the class of all functions f : Σ * → N such that there exists an NPTM N such that, for all x ∈ Σ * , the number of accepting paths of N on input x is exactly f (x).
[HR00]
For any total function f : N → N, and for any complexity class C, # f · C is the set of all functions g : Σ * → N such that there exist a language L ∈ C and a polynomial p such that the following hold for each x ∈ Σ * :
(a) g(x) ≤ f (|x|), and (b) ||{y | |y| = p(|x|) ∧ x, y ∈ L}|| = g(x).
For each class C, let # const · C = {g : Σ * → N | (∃k)[g ∈ # k · C]}.
[HV95]
For each class C, let # few · C = {g : Σ * → N | (∃ polynomial q)[g ∈ # q · C]}.
5.
[Val76] UP = {L | (∃g ∈ # 1 · P)(∀x ∈ Σ * )[x ∈ L ⇐⇒ g(x) > 0]}.
6.
[AR88] FewP = {L | (∃g ∈ # few · P)(∀x ∈ Σ * )[x ∈ L ⇐⇒ g(x) > 0]}.
7.
[CH90] Few = P # few ·P[1] , i.e., the class of languages accepted by P machines that on each input are allowed at most one query to a function from # few · P.
8. [OH93, FFK94] SPP is the class of all languages such that there exist a function f ∈ #P and a polynomial-computable function g : Σ * → N such that, for all x, the following hold:
(a) x / ∈ L =⇒ f (x) = g(x), and (b) x ∈ L =⇒ f (x) = g(x) + 1.
FewP-hardness and Few-hardness are known to coincide (e.g., by using prefix search to pull down certificates one at a time, bit by bit, but note that doing so is truly using the adaptive nature of Turing reductions). FewP-≤ p tt -hardness and Few-≤ p tt -hardness are not known to coincide (and the "obvious" proof that they coincide, namely guessing all census values in parallel, does not seem to work-informally speaking, due to the fact that
, where q is a nonconstant polynomial, may be exponentially large), though certainly all Few-≤ p tt -hard sets are FewP-≤ p tt -hard. We now define the standard reductions used in the paper. Definition 2.2 Let A and B be arbitrary sets.
1. We say that A ≤ m B (A recursively many-one reduces to B) if there exists a recursive function σ such that, for all x, x ∈ A if and only if σ(x) ∈ B. 6. For any h : N → N, we say that A ≤ p h(n)-tt B (A polynomial-time h(n)-truth-table reduces to B) if there exists a DPTM M and a polynomial-time computable function f such that, for any x, there exists an integer m ≤ h(|x|) such that (a) f (x) = q 1 , q 2 , . . . q m , and
We say that
Next we present some notations about circuits and boolean formulas that will be used in the paper. Definition 2.3 (see [BS00] ) For any boolean formula (respectively, boolean circuits) x, # b (x) (respectively, # c (x)) denotes the number of satisfying assignments of x (respectively, the number of appropriate-length input bit vectors that make the output of the circuit 1).
In light of the existence of parsimonious versions of Cook's reduction (see [Gal74, Sim75] ) and of efficient, parsimonious transformations between formulas and circuits, it holds that for each #P function f there exist functionsĉ f ∈ FP andb f ∈ FP such that, for each
). For each f ∈ #P, arbitrarily choose one suchĉ f and one sucĥ b f and denote these henceforward byĉ f andb f . We now present definitions related to the counting properties of circuits.
Definition 2.4 Let A ⊆ N.
[BS00] Counting(A)
is the set of all boolean circuits such that the number of satisfying assignments of the circuit is a member of A. That is,
2. We say that T 0 (A) holds if and only if there exists an n such that n ∈ A ⇐⇒ n + 1 ∈ A, and the least such n belongs to A.
3. We say that T 1 (A) holds if and only if there exists an n such that n ∈ A ⇐⇒ n + 1 ∈ A, and the least such n belongs to A.
4. For each A ⊆ N, we say that Counting(A) is a counting property of circuits.
For each ∅
A N, we say that Counting(A) is a nontrivial counting property of circuits.
Let M 1 , M 2 , . . . be any acceptable enumeration of Turing machines. The halting problem, which is RE-≤ m -complete, is HP = {x |M rank(x) (x) halts}, where rank(x) denotes the lexicographic rank of x, i.e., rank(ǫ) = 1, rank(0) = 2, rank(1) = 3, rank(00) = 4, etc.
USAT Q and Hardness for Polynomial Ambiguity
Hemaspaandra and Rothe [HR00] prove that every nontrivial counting property of circuits is UP O(1) -hard. They also prove that it is unlikely that the UP O(1) lower bound can be raised much higher: If every nontrivial counting property of circuits is SPP-hard, then SPP ⊆ P NP . (Fortnow [For97] provides a relativization in which SPP is not contained in P NP .) In the light of these two results, it is natural to examine the complexity classes that fall between UP O(1) and SPP, and to ask whether it is possible to raise the UP O(1) -hardness lower bound that holds for nontrivial counting properties.
Two natural complexity classes that lie between UP O(1) and SPP are FewP and Few. FewP is the polynomial-ambiguity version of UP, and Few is the class of languages accepted by polynomial-ambiguity nondeterministic Turing machines operating under any polynomial-time computable counting acceptance mechanism (see [CH90] for full details, or see Definition 2.1 for a simple alternate definition/characterization of the class). It is known that UP O(1) ⊆ FewP ⊆ Few ⊆ SPP [KSTT92, FFK94] .
In this section we prove that every nontrivial counting property of circuits is Few-hard, thus raising the lower bound. We first prove that for any nontrivial property A, there exists a predicate Q such that at least one of Counting(A) and Counting(A) is ≤ p m -hard for USAT Q , where, for any boolean predicate Q, USAT Q is defined (see [VV86] ) as follows.
The flavor of the following lemma, which we prove here for completeness, is implicit in the comments at the end of Section 5.1 of [BS00] .
Proof We will prove (1). The proof of (2) is analogous. Let b = min{i ∈ N | i ∈ A ∧ i + 1 ∈ A}. b is defined if the hypothesis of (1) holds. Let N SAT be the obvious, natural NPTM for SAT. In particular, for any x, the number of accepting path of N SAT (x) is equal to the number of satisfying assignments of x. Let g be the #P function defined as g(x) = #acc N SAT (x) + b. Define a predicate Q as follows. For all x, Q(x) is 1 if and only if g(x) ∈ A. Consider a map σ from boolean formulas to circuits, defined as follows.
σ is polynomial-time computable. If #acc N SAT (x) = 0, then, by the definition of USAT Q , x ∈ USAT Q . Also, # c (σ(x)) = b ∈ A, and so σ(x) ∈ Counting(A). If #acc N SAT (x) = 1, then, by the definition of USAT Q , x ∈ USAT Q . Also, # c (σ(x)) = b + 1 ∈ A, and so σ(x) ∈ Counting(A). If #acc N SAT (x) ∈ {0, 1}, then σ(x) ∈ Counting(A) if and only if g(x) ∈ A, which itself holds if and only if Q(x) is 1. Thus, we have proved that USAT Q ≤ p m Counting(A), via σ. u Glaßer and Hemaspaandra [GH00] prove that for every Q,
We now can state the strengthening of the lower bound on the hardness of nontrivial counting properties of circuits from constant-ambiguity nondeterminism to polynomialambiguity nondeterminism. We can prove Theorem 3.3 by noting that using Theorem 3.2 and Lemma 3.1 it follows. As this indirect proof obscures what is actually going on, we also provide a direct proof.
Proof Let A be any nontrivial subset of N. Then T 0 (A) holds or T 1 (A) holds. Assume T 0 (A) holds (the proof for the case when T 1 (A) holds is analogous). Then there exists an a ∈ N such that a + 1 ∈ A, and for all m ≤ a, m ∈ A. Let L be an arbitrary Few set. Then, by definition, there exists a DPTM M and
We may, without loss of generality, choose M such that, on each input x, M makes exactly one oracle query. Let e(x) denote that query. Let N f be an NPTM such that, for all x, #acc N f (x) = f (x). Let q be a monotonic polynomial bounding the run time of N f . Let p f be a monotonic polynomial such that, for all x, f (x) ≤ p f (|x|). Let N ′ be an NPTM that on input y, i does the following. 
Thus, the following holds.
We now describe a Turing machine M 1 that, with just truth-table access to Counting(A), accepts L. Let x be an input string. M 1 on input x computes e(x) and m = p f (|e(x)|). It then computes the query set Q = {q 0 , q 1 , . . . , q m+1 }, where for each i,
. M 1 now asks the queries q 0 , q 1 , . . . , q m+1 in parallel (nonadaptively) to Counting(A). Now how should we act based on the answers? (We are using a standard, slight modification of Definition 2.2, part 5 in that we are speaking of M 1 both generating the queries and then acting on the queries' answers.) We would like to use the answers to compute
Since q 0 ∈ Counting(A) and q m+1 ∈ Counting(A), n is well-defined. Also, n can easily be computed in polynomial time, given the answers to q 0 , q 1 , . . . , q m+1 . Now, having computed n, M 1 simulates M λz.n (x) (i.e., in effect assuming that f (e(x)) = n). Thus, to prove that M 1 is a valid polynomial-time truth-table transduction of L to Counting(A), it suffices to show that n = f (e(x)). We know that f (e(x)) ∈ {0, 1, . . . , m}. If f (e(x)) = 0, then, for all 1 ≤ i ≤ m, # c (q i ) = a and thus, for 1 ≤ i ≤ m, q i ∈ Counting(A). Thus, by the definition of n, n = 0 and so we have n = f (e(x)). If f (e(x)) > 0, let f (e(x)) = k, for some k such that 1 ≤ k ≤ m. Then, for all j such that k < j ≤ m, # c (q j ) = a and thus, for k < j ≤ m, q j ∈ Counting(A). Also, # c (q k ) = a + 1, thus q k ∈ Counting(A). By the definition of n, n = k and so we have n = f (e(x)). u Valiant and Vazirani [VV86] prove that, for every Q, USAT Q is ≤ p randomized -hard for NP, where we are using ≤ 
Proof We will prove (1). The proof of (2) is analogous. Let n = min{i ∈ N |i ∈ A ∧ i+1 ∈ A}. n is well defined since, by hypothesis, T 0 (A) holds.
Let N be the NPTM that, on each input x, guesses n + 1 distinct, lexicographically ordered, appropriate length inputs z 1 , . . . , z n+1 to circuit x, and that on each guessed path accepts if and only if circuit x accepts each of z 1 , . . . , z n+1 . Thus, for all x, #acc N (x) = #c(x) n+1 . (Note that, for k < l, k l is defined to be 0, as is standard). Let predicate Q be defined as follows. For any boolean formula y, Q(y) is true if and only if there exists l ∈ A such that # c (y) = l n+1 . Consider a map σ from circuits to boolean formulas defined as follows. σ(x) =b #acc N (x). Clearly, σ is polynomial-time computable. Consider the case x ∈ Counting(A). Then # c (x) ≥ n + 1 and # c (x) ∈ A. Also, by construction,
and thus, by our choice of Q, Q(σ(x)) is true, and so σ(x) ∈ USAT Q . Consider the case x ∈ Counting(A).
n+1 , where n + 1 < # c (x) ∈ A, and thus, since j n+1 takes on distinct values for j ∈ {n + 2, n + 3, . . .}, Q(σ(x)) does not hold. Before we state and prove Theorem 4.4, we need to state what we mean by "counting property relative to an oracle." Counting, as defined and used in earlier sections, is based on the number of appropriate-length bit vectors that make the output of the circuit 1. For the purpose of relativizing counting properties we will define and use another equivalent, easily relativizable version of counting based on the number of accepting paths of NPTMs. For any A ⊆ N, we call this version of counting PathCounting(A) and define it as follows. In what follows, let N 1 , N 2 , . . . be a fixed, nice enumeration of NPTMs such that, for each x ∈ Σ * , N i on input x robustly (i.e., for all oracles) runs within time |x| i + i. 
Next we turn to the following result, which shows that relativizable proof techniques cannot improve the FewP-≤ Before starting the proof, we give some definitions and lemmas that will be needed. For completeness, we explicitly state the definition of relativized truth-table reductions. Intuitively, the lemma states the following combinatorial fact. Let 1, 2, . . . , l denote distinct persons in a party. For each i, let S i denote the set of people (at the party) known to person i. The Party Lemma gives a set of sufficient conditions for the existence of a set of perfect strangers (i.e., a set T ⊆ {1, 2, . . . , l} such that no person e ∈ T knows any person in T other than him-or herself) at the party. In the proof of Theorem 4.4, each i ∈ {1, 2, . . . , l} represents an accepting path in some oracle Turing machine computation M A (x). Each S i represents the set of strings queried on path i. We will use the Party Lemma to claim the existence of a set of k strings at a particular length such that adding the k strings to the oracle increases the number of accepting paths of M A (x) by k.
The following notation, modified slightly from Hemaspaandra et al. [HHH98] , deals with Turing machines that have access to multiple oracles. Note that our standard enumeration, M 1 , M 2 , . . ., of oracle DPTMs will have the property that machine M i in this enumeration runs within time n i + i for every oracle. It follows that the "any number of" in Definition 4.7 will, for each such M i , have a polynomial upper bound that is independent of M i 's oracle.
We now are ready to start the proof, but first we mention why a much "easier" proof approach cannot possibly work. One might hope that the set A of Theorem 4.4 could be chosen to be A = {1} and then the construction of B could build on the intuition that polynomial ambiguity should not ≤ 
is the class of languages L such that there exists an NPTM N such that, for each x, x ∈ L if and only if N (x) has exactly one accepting path. The "one might hope" fails as PathCounting({1}) is not a "promise-like" object (in contrast, the class UP is a "promise-like" class-unlike US's machines, UP's machines must obey the promise that they on no input have more than one accepting path). In fact, by easy manipulations (see Lemma 3.1) it is clear (both in the real world and all relativized worlds) that if A, ∅ A N, is finite or cofinite, then FewP (and even NP) is contained in
Proof of Theorem 4.4 Let M 1 , M 2 , . . . be a fixed enumeration of oracle DPTMs such that machine M i robustly (i.e., for all oracles) runs within time n i + i. For any set C, let L C be defined as
It is easy to see that if C is sparse, then L C ∈ FewP C . We will construct A ⊆ N and B ⊆ Σ * such that the following conditions hold.
1.
A is a nonempty, proper subset of N.
2. For each m ≥ 0, ||B =m || ≤ m, and thus B is sparse.
For each
We will construct A and B in stages by adding zero or more elements to A and B at each stage. At each stage i ≥ 1, we will ensure that the elements added to A or B at stage i have not been frozen in earlier stages. For each i, n i ∈ N (defined below) will be the only length at which strings are added to B in stage i. Let A i (respectively, B i ) be the set consisting of all the elements added to A (respectively, B) before stage i. We take A = i≥1 A i and B = i≥1 B i . Let A 1 = {1}, B 1 = ∅, n 0 = 1. At stage i, we will show that the M i
Stage i, i ≥ 1. Let M = M i . Choose n i to be the smallest integer in N that satisfies the following conditions.
i−1 +i−1 , and 2.
where, for any nonempty finite set S ⊆ N, max(S) denotes the maximum element in S. Note that, for each n i−1 ∈ N and each nonempty finite A i , n i is well-defined. Let Q be the set of queries made by M PathCounting
Note that, since the running time of
does not query its oracle PathCounting 
q ∈ PathCounting
Cases 2 and 4. Note that in both these cases M PathCounting
(Also, our construction will in fact ensure that both these behaviors are preserved, i.e., that 1 n i ∈ L(M PathCounting B (A)[1],B ) yet B =n i = ∅. We will explain, at the end of this proof, why such preservation holds.) Go to Stage i + 1.
(1 n i ) rejects. Let Q ′ be the set of queries made by
w is the lexicographically smallest string in Σ n i − (Q ∪ Q ′ ). Note that w is welldefined since ||Q ∪ Q ′ || ≤ 2(n i i + i) and, by our choice of n i , 2 n i > 2(n i i + i). Thus, ||B (z) such that w is queried along the path p w . For each w ∈ R, define S ′ w as follows.
Note that, for all w ∈ R, w ∈ S ′ w . We have two cases based on the value of r (i.e., the cardinality of R): r > (n i i + i)(n i − 1) + 1 and r ≤ (n i i + i)(n i − 1) + 1. r > (n i i + 1)(n i − 1) + 1. Consider an arbitrary w ∈ R. The number of strings of length n i queried on each path in N B i ∪{w} m (z) is at most
. This is so as (a) |q| ≤ n i i + i and q is of the form m, z, 1 |z| m +m so (under natural assumptions about our pairing function) |z| m + m ≤ n i i + i, and (b) we assume for convenience that our model is such that the oracle tape is implicitly erased by the asking of any query. Thus, ||S ′ w || ≤
For each 1 ≤ j ≤ r, let S j = S ′ z j . Thus, the precondition of the Party Lemma (Lemma 4.6) holds for k = n i and l = r. Hence, by Lemma 4.6, we know that there exists a set of (distinct) strings T = {y 1 , y 2 , . . . , y n i } ⊆ R such that, for each j ≤ n i , S ′ y j ∩ (T − y j ) = ∅. Thus, for each j ≤ n i , p y j is an accepting path in N B i ∪T m (z). Now consider the number of accepting paths in N B i ∪T m (z). For each j, j ′ ≤ n i and j = j ′ , it holds, by Lemma 4.6, that y j ∈ S ′ y j ′ . Consider any j, j ′ satisfying j, j ′ ≤ n i and j = j ′ . Thus, by the definition of S ′ y j ′ , y j is not queried on path p y j ′ . But we know that y j is queried on path p y j , and hence p y j and p y j ′ are distinct accepting paths in N B i ∪T m (z). By the same token, p y 1 , p y 2 , . . . , p yn i are all distinct paths, and hence the number of accepting paths in N B i ∪T m (z) is at least n i . But, by our choice of n i , n i > max(A i ), and it follows that q ∈ PathCounting
(1 n i ) rejects. (Again, these behaviors will be preserved.) Go to Stage i + 1. r ≤ (n i i + i)(n i − 1) + 1. Recall that R consists of all strings in Σ n i − Q that are not queried on any accepting path in N B i m (z) and r = ||R||. Loosely speaking, r ≤ (n i i + i)(n i − 1) + 1 means that there are very many (all but a polynomial number of) strings in Σ n i that are queried among the accepting paths in N B i m (z). Let R ′ be the set of strings in Σ n i − Q that are queried on at least one accepting path in N B i m (z). Since each string in Σ n i − Q is queried on at least one path in
Since there can be at most n i i + i strings queried on each path in
. Also, since the maximum number of strings that can be queried on one accepting path is n i i + i, there must exist a string w m ∈ R ′ such that w m is queried on at most s(n i i + i)/||R ′ || accepting paths in N B i m (z). Thus, the number of accepting paths in N B i m (z) that do not query w m is at least s(1 −
, where the final inequality is from our choice of n i . Thus, there are at least 2 n i /2 accepting paths that do not query w m . Since these paths do not query w m , they will remain accepting even if we add w m to the oracle B i . In other words, #acc
Then ||B
(1 n i ) rejects. (Again, these behaviors will be preserved.) Go to Stage i + 1.
Case 3. We know that q ∈ PathCounting B i (A i ). Thus, q = m, z, 1 |z| m +m , for some m ∈ N and z ∈ Σ * .
Either
where w is the lexicographically smallest string in Σ n i − (Q ∪ Q ′ ). Note that w welldefined since ||Q∪Q ′ || ≤ 2(n i i +i) and, by our choice of n i , 2 n i > 2(n i i +i). ||B (z) such that w is queried along path p w . For each w ∈ R, define S ′ w as follows.
Note that, for all w ∈ R, it holds that w ∈ S ′ w . We have two cases based on the value of r (i.e., the cardinality of R): r > (n i i + i)(n i − 1) + 1 and r ≤ (n i i + i)(n i − 1) + 1. r > (n i i + 1)(n i − 1) + 1. Consider an arbitrary w ∈ R. The number of queries of length n i on each path in N B i ∪{w} m (z) is at most
Since r > (n i i + i)(n i − 1) + 1, it follows that
For each 1 ≤ j ≤ r, let S j = S ′ z j . Thus, the precondition of the Party Lemma (Lemma 4.6) holds for k = n i and l = r. Hence, by the Party Lemma, we know that there exists a set of strings T = {y 1 , y 2 , . . . , y n i } ⊆ R such that, for each j ≤ n i , S y j ∩ (T − y j ) = ∅. Now consider the number of accepting paths in N B i ∪T m (z). For each j, j ′ ≤ n i and j = j ′ , it holds, by Lemma 4.6, that y j ∈ S ′ y j ′ . Let j and j ′ be arbitrary j and j ′ satisfying j, j ′ ≤ n i and j = j ′ . By the definition of S ′ y j ′ , y j is not queried on path p y j ′ . But, we know that y j is queried on path p y j , and hence p y j and p y j ′ are distinct accepting paths. Thus, p y 1 , p y 2 , . . . , p yn i are distinct paths and so the number of accepting paths in N B i ∪T m (z) is at least n i . But, by our choice of n i , n i > max(A i ), and it follows that q ∈ PathCounting B i ∪T (A i ). Now, let B i+1 = B i ∪ T and
(1 n i ) rejects. (We will preserve this behavior.)
Go to Stage i + 1. r ≤ (n i i + i)(n i − 1) + 1. Recall that R consists of all strings in Σ n i − Q that are not queried on any accepting path in N B i m (z) and r = ||R||. Loosely speaking, ||R|| ≤ (n i i + i)(n i − 1) + 1 means that there are very many (all but a polynomial number of) strings in Σ n i that are queried among the accepting paths in N B i m (z). Let R ′ be the set of strings in Σ n i − Q that are queried on at least one accepting path in N B i m (z). Since each string in Σ n i − Q is queried in at least one path in
. By our choice of n i , 2. the number of strings added at length n i is no more than n i , and
(1 n i ) accepts if and only if B =n i i+1 = ∅ (it is easy to check that this holds by simply checking that this holds for each case).
Since our choice of n j , j > i, is such that n j is larger than any string queried explicitly or (via q) implicitly during Stage i, we have that Rice's Theorem deals with language properties of RE sets. Borchert and Stephan [BS00] started the search for complexity-theoretic analogs of Rice's Theorem. They proved an analog of Rice's Theorem in circuit complexity that deals with the counting properties of circuits. In this section, we state an analog of Rice's theorem that deals with the language properties of NP. To be clear, let us specify more clearly our terminology. Let N 1 , N 2 , . . . be a fixed, nice enumeration of NPTMs. For specificity, let the enumeration be that of Du and Ko [DK00, Section 1.5] (though any effective enumeration of languages in NP in the formal time-sensitive sense of [DK00, Section 1.5] would work equally well). A property of NP is any subset of NP. A set A ⊆ N is said to be a language property of NP if there exists a property ρ of NP such that A = {i ∈ N | L(N i ) ∈ ρ}.
We prove that any nontrivial language property of NP sets is NP-hard. Note that this is, in some sense, the exact analog of Rice's Theorem for NP : Any nontrivial language property of NP is NP-≤ Consider case (1). Let L 1 be a set in A. Since A is nonempty, such a set will exist. Let N L 1 be an NPTM accepting L 1 . Let σ be a function defined as follows. For any boolean formula x, σ(x) is the index of a Turing machine N that on any input y does the following. N guesses a truth assignment z for x. If z satisfies x, N simulates N L 1 (y). Otherwise (if z does not satisfy x), N rejects.
Clearly, N is an NPTM. Also, it is easy to see that σ ∈ FP. Let x ∈ SAT. Then, since there is at least one satisfying assignment of x, for all y ∈ Σ * , N (y) accepts if and only if N L 1 (y) accepts. Thus, L(N ) = L(N L 1 ) = L 1 ∈ A. Thus, σ(x) ∈ L A . Let x ∈ SAT. Then, since there are no satisfying assignments of x, for all y ∈ Σ * , N (y) rejects. Thus, L(N ) = ∅ ∈ A. Thus, σ(x) ∈ L A . Hence SAT ≤ p m L A via σ. Consider case (2). Let L 1 be a set in A. Since A = NP, such a set will exist. Also, let N L 1 be an NPTM accepting L 1 . Let σ be defined as above (i.e., in case 1). Then, by an argument analogous to that in case (1), it follows that SAT ≤ p m L A via σ.
u As an immediate corollary, we have the following result. Note that Theorem 5.1 is a natural complexity-theoretic analog of Theorem 1.1 and Corollary 5.2 is a natural complexity-theoretic analog of Theorem 1.2.
However are these two results trivial in light of the following fact which states that every nontrivial language property of NP is undecidable? Then {i | L(N i ) ∈ A} is undecidable (in fact, is either RE-≤ m -hard or coRE-≤ m -hard).
It might seem that Theorem 5.1 follows from Fact 5.3. However, as we will show (as Theorem 5.6), under reasonable complexity-theoretic assumptions, RE-≤ m -hardness does not imply NP-≤ 1. For each language class C and each function f : N → N, C/f is defined as follows.
C/f = {L | (∃g)(∃L 1 ∈ C)(∀x)[|g(1
2. For each language class C and each function class F, C/F is defined as follows.
Theorem 5.5 [KL80] If SAT ∈ P/O(log n), then P = NP.
