Abstract. This paper deals with some types of semilinear parabolic systems with localized or nonlocal sources and nonlocal boundary conditions. The authors first derive some global existence and blow-up criteria. And then, for blow-up solutions, they study the global blow-up property as well as the precise blow-up rate estimates, which has been seldom studied until now.
Introduction
In this paper, we investigate several types of reaction-diffusion systems with localized or nonlocal sources and nonlocal boundary conditions. We first study the following two power-type systems with localized reaction terms (1.1) u t = ∆u + v p (x 0 , t), v t = ∆v + u q (x 0 , t), x ∈ Ω, t > 0, and with nonlocal sources (1.2) u t = ∆u + Ω v p (y, t)dy, v t = ∆v + Ω u q (y, t)dy, x ∈ Ω, t > 0, respectively, where Ω ⊂ R N (N ≥ 1) is a bounded domain with smooth boundary ∂Ω, x 0 is a fixed point in Ω and p, q > 0. And then, we investigate two exponent-type systems with localized sources (1.3) u t = ∆u + λe pv(x0,t) , v t = ∆v + µe qu(x0,t) , x ∈ Ω, t > 0, and with nonlocal sources (1.4) u t = ∆u + λ Ω e pv(y,t) dy, v t = ∆v + µ Ω e qu(y,t) dy, x ∈ Ω, t > 0, respectively, where λ, µ, p, q > 0 are constants. Each system will be considered in Ω with the following nonlocal boundary conditions and initial data (1.5) u(x, t) = Ω ϕ(x, y)u(y, t)dy, v(x, t) = Ω ψ(x, y)v(y, t)dy, x ∈ ∂Ω, t > 0, u(x, 0) = u 0 (x), v(x, 0) = v 0 (x), x ∈ Ω.
Most physical settings lead to the default assumption that the functions ϕ(x, y), ψ(x, y) defined for (x, y) ∈ ∂Ω × Ω are nonnegative and continuous, and that the initial data u 0 (x), v 0 (x) ∈ C 1 (Ω) are nonnegative. These assumptions are mathematically convenient and currently followed throughout this paper. We also assume that (u 0 , v 0 ) satisfies the compatibility condition on ∂Ω, and that ϕ(x, ·) ≡ 0 and ψ(x, ·) ≡ 0 for any x ∈ ∂Ω for the sake of the meaning of nonlocal boundary conditions. Systems (1.1) and (1.3) describe some physical phenomena in which the nonlinear reaction in a dynamical system takes place only at a single point (see [3, 13, 17, 24] ). Systems (1.2) and (1.4) are related to some ignition models for compressible reactive gases (see [2, 24] ).
Over the past few decades, a considerable effort has been devoted to studying the blow-up properties of solutions to parabolic equations with local boundary conditions, say Dirichlet, Neumann, or Robin boundary condition, which can be used to describe heat propagation on the boundary of container (see the survey paper [12, 15] ). In [5] , Chadam et al. studied the following single equations with localized source (1.6) u t = ∆u + f (u(x 0 , t)), (x, t) ∈ Ω × (0, T ), and with nonlocal term (1.7) u t = ∆u + Ω f (u(y, t))dy, (x, t) ∈ Ω × (0, T ), respectively, with Neumann boundary conditions. They showed some sufficient conditions for the solutions to blow up in finite time, and also proved that the blow-up set in the whole domain Ω whenever a solution blows up in a finite time T . In the case of (1.6), they also proved that u(x 0 , t) ≤ (2/(p−1)(T −t))
, and u(x 0 , t) ≤ ln 2/(T − t) for f (s) = e s , if the initial datum u 0 (x) satisfies ∆u 0 (x) ≥ 0. Later, Wang and Wang [27] investigated the heat equation with a nonlocal source and a local absorption term
coupled with homogeneous Dirichlet and Neumann boundary conditions. It was shown that the blow-up occurs for large initial data if q > p > 1, while all solutions exist globally if 1 ≤ q < p. As for the critical case p = q, they proved that whether or not the solutions blow up in finite time depending on the comparison of |Ω| and k. Global blow-up property was also proved. For more works on parabolic equations or systems with localized or nonlocal sources, we refer the readers to [1, 6, 18, 25, 29] . On the other hand, parabolic equations with nonlocal boundary conditions also arise naturally in applied sciences (see [4, 9, 10] ). For example, in the study of heat conduction within linear thermoelasticity, Day [9, 10] investigated a heat equation coupled with nonlocal boundary condition. Later, Friedman [7] generalized Day's results to a parabolic equation (1.9) u t = ∆u + g(x, u), x ∈ Ω, t > 0, which is subject to the following nonlocal boundary condition
He established the global existence of classical solution and discussed its monotonic decay property. Comparison principle and some other further results were also obtained for Problem (1.9) coupled with nonlocal boundary condition (see [11, 22, 23, 31] ), and some of these results were extended to quasilinear parabolic equations by Wang et al. (see [26] ). For other works related to nonlocal boundary conditions, we refer the interested readers to [14, 19, 20, 21, 30, 32] . In particular, by using some ideas of Souplet [24] , Kong and Wang [14] obtained the blow-up conditions and blow-up profile of the following system (1.11)
subject to nonlocal boundary condition (1.5), and Zheng and Kong gave the sufficient conditions for global existence or blow-up of solutions to the following similar system
coupled with the same nonlocal boundary condition. The typical characterization of systems (1.11) and (1.12) is the complete couple of the nonlocal sources, which leads to the analysis of simultaneous blow-up. Motivated by the above works, we intend to study Problems (1.1)-(1.4) with nonlocal boundary conditions. It is our purpose to investigate the roles of weight functions in the blow-up properties of solutions to these systems. It should be remarked that in the works mentioned above, blow-up rates or blowup profile results were derived under the conditions that
In this article, blow-up profiles are studied in the case that
which has been seldom studied until now.
The rest of this paper is organized as follows. In Section 2, we present some preliminaries including the comparison principle and local existence of a nonnegative solution to Problems (1.1)-(1.4) with condition (1.5). Global existence and blow-up results will be given in Section 3. In Section 4, we investigate the blow-up profile of blow-up solutions of Problems (1.1)-(1.4) for a special case. We shall concentrate our main consideration on Systems (1.1), (1.5) and (1.3), (1.5) . For the conclusions of (1.2), (1.5) and (1.4), (1.5), we only give a sketch of the proofs.
Preliminaries
In this section, we use sub and supersolution technique to prove the global existence and blow-up results. We first remark that local existence of nonnegative classical solutions of (1.1)-(1.4) with (1.5) can be proved by similar arguments as [11] . Moreover, if the maximal existence time T < +∞, then we easily deduce lim t→T ( u ∞ + v ∞ ) = +∞. We begin this section with the definition of sub and supersolution of systems (1.1)-(1.4) with condition (1.5). For convenience, we denote Q T = Ω × (0, T ) and S T = ∂Ω × (0, T ).
A supersolution is defined with each inequality reversed. A function is called a solution of Problems (1.1), (1.5) if it is both a subsolution and a supersolution.
Sub and supersolutions of other problems can be defined similarly. We next give a positivity lemma, which will play important roles in the following discussion.
Lemma 2.1. Suppose that c 1 , c 2 , ϕ and ψ are nonnegative functions in their respective domains. If
Proof. The method for proving this lemma is more or less standard. We shall sketch the arguments here for the convenience of the readers.
We shall show that t 1 = T . Assume on the contrary that t 1 < T . Then we have ω 1 (x 1 , t 1 ) = 0 or ω 2 (x 1 , t 1 ) = 0 for some x 1 ∈ Ω. Without loss of generality, we may suppose that ω 1 (x 1 , t 1 ) = 0 = inf Qt 1 ω 1 .
If x ∈ Ω, we first notice that
In addition, it is clear that
Then it follows from the strong maximum principle that
where we have used the facts that ϕ(x, ·) ≡ 0 for any x ∈ ∂Ω and ω 1 (y, t 1 ) > 0 for any y ∈ Ω. Again we obtain a contradiction. Therefore, the claim is true and thus t 1 = T , which implies that ω 1 , ω 2 > 0 on Q T . The proof is complete.
In fact, for any ǫ > 0, we can conclude that (ω 1 (x, t) + ǫe t , ω 2 (x, t) + ǫe t ) > (0, 0) on Q T , by using similar arguments as in the proof of Lemma 2.1. Then the desired result follows from the limit procedure ǫ → 0.
Corresponding to Problems (1.2) and (1.4), we have the following lemma which is similar to Lemma 2.1. Lemma 2.2. Suppose that c 1 , c 2 , ϕ and ψ are nonnegative functions in their respective domains. If
Proof. By using similar arguments as in Lemma 2.1, we can prove this lemma. Details are omitted here.
From the above lemmas, we obtain the following comparison principle by standard arguments. Proposition 2.1. Let (u, v) and (u, v) be a subsolution and a supersolution of Problem (1.1) (or (1.2), or (1.3), or (1.4) 
Global existence and blow-up
In this section, we shall use super and subsolution technique to prove the global existence and finite time blow-up results of solutions to our systems. We first introduce a lemma as a preliminary for the proof of global existence results.
Lemma 3.1. Let f (x, y) and ω 0 (x) be continuous, nonnegative functions on ∂Ω × Ω and Ω, respectively, and the nonnegative constants θ 1 , θ 2 , θ 3 , θ 4 satisfy 0 < θ 1 + θ 2 ≤ 1, 0 < θ 3 + θ 4 ≤ 1. Then the solutions of the nonlocal problem
Proof. We can easily choose a positive function
Let θ > 0 be large enough such that 2θ min
This implies that ω is a global supersolution of (3.1). The proof is complete.
Theorem 3.1. If pq ≤ 1, then all solutions of (1.1), (1.5) are global.
Proof. Since pq ≤ 1, there exist two constants α, β ∈ (0, 1) such that
β . Let Φ(x, y) ≥ max{ϕ(x, y), ψ(x, y)} be a continuous function defined for (x, y) ∈ ∂Ω × Ω and set
Notice that (3.2) implies that 1 − α + pβ ≤ 1 and 1 − β + qα ≤ 1. In view of Lemma 3.1 we know that z is global. Moreover, z > 1 in Ω × [0, ∞) by the maximum principle. Set (u, v) = (z α , z β ). A simple computation yields
and thus we have
For (x, t) ∈ ∂Ω × (0, ∞), we have by using Hölder's inequality
Similarly, we have
in Ω, we see that (u, v) is a global supersolution of (1.1), (1.5). Comparison principle implies that (u, v) < (u, v), and hence (u, v) exists globally. This completes the proof.
Theorem 3.2. Suppose that pq > 1.
(i) For any nonnegative ϕ(x, y) and ψ(x, y), solutions of (1.1), (1.5) blow up in finite time provided that the initial data are large enough.
(ii) If Ω ϕ(x, y)dy ≥ 1, Ω ψ(x, y)dy ≥ 1 for any x ∈ ∂Ω, then any solution to (1.1), (1.5) with positive initial data blows up in finite time.
(iii) If Ω ϕ(x, y)dy < 1, Ω ψ(x, y)dy < 1 for any x ∈ ∂Ω, then solutions to (1.1), (1.5) with small initial data exist globally.
Proof. (i) Let (u, v) be the solution to the homogeneous Dirichlet boundary problem. Then it is well known that for sufficiently large initial data, the solution (u, v) blows up in finite time when pq > 1 (see [16] ). On the other hand, it is obvious that (u, v) is a subsolution of (1.1), (1.5). Hence, the solutions of (1.1), (1.5) with large initial data blow up in finite time provide that pq > 1.
(ii) Consider the following ODE system
We know from the theory of ODE that pq > 1 implies that (f, g) blows up in finite time (see also [29] ). Under the assumptions that Ω ϕ(x, y)dy ≥ 1, Ω ψ(x, y)dy ≥ 1 for any x ∈ ∂Ω, (f, g) is a subsolution of Problems (1.1), (1.5). Therefore, by Proposition 2.1, we see that the solution (u, v) of (1.1), (1.5) satisfies (u, v) > (f, g) and thus (u, v) also blows up in finite time.
(iii) Let Ψ 1 (x) and Ψ 2 (x) be the positive solutions of the following linear elliptic problems
ϕ(x, y)dy, x ∈ ∂Ω, and (3.5)
respectively, where ǫ 0 is positive constant such that 0 ≤ Ψ i ≤ 1 (i = 1, 2). Such ǫ 0 exists since Ω ϕ(x, y)dy, Ω ψ(x, y)dy < 1 for all x ∈ ∂Ω.
where a = ǫ . We shall show that (u, v) is a supersolution of (1.1), (1.5) for small initial data (u 0 , v 0 ). Indeed, it follows from a p = bǫ 0 , b
For any x ∈ ∂Ω, t > 0, we have
Here we use Ψ i ≤ 1 (i = 1, 2). The above inequalities show that (u, v) is a supersolution of (1.1), (1.5) provide that u 0 (x) < aΨ 1 (x), v 0 (x) < bΨ 2 (x). Therefore, all solutions of (1.1), (1.5) are global in this case. The proof is complete. The following theorem establishes the global existence and blow-up criteria for the exponent-type systems (1.3) and (1.4).
Theorem 3.3. (i)
Suppose that Ω ϕ(x, y)dy < 1, Ω ψ(x, y)dy < 1 for any x ∈ ∂Ω. Then for any given initial datum (u 0 , v 0 ), the solutions to (1.3), (1.5) and (1.4), (1.5) exist globally when λ and µ are sufficiently small.
(ii) All solutions of (1.3), (1.5) and (1.4), (1.5) with large initial data blow up in finite time.
(iii) Suppose that Ω ϕ(x, y)dy ≥ 1, Ω ψ(x, y)dy ≥ 1 for all x ∈ ∂Ω. Then any solution of (1.3), (1.5) and (1.4), (1.5) with positive initial data blows up in finite time.
Proof. (i) Let Ψ 1 (x) and Ψ 2 (x) be defined as in (3.4) and (3.5), respectively, and (u, v) be a solution of (1.3), (1.5). For any given initial datum (u 0 , v 0 ), there exist constants a, b > 0 such that
We shall show that (u, v) = (aΨ 1 (x), bΨ 2 (x)) is a supersolution of (1.3), (1.5) for small coefficients λ and µ.
Thus we obtain by the comparison principle that (u, v) < (u, v), and hence it exists globally.
(ii) Applying the basic inequality e s ≥ 1 2 s 2 and making use of (i) of Theorem 3.2, we can easily get the desired result in this case.
(iii) Again by using e s ≥ 1 2 s 2 and Ω ϕ(x, y)dy ≥ 1, Ω ψ(x, y)dy ≥ 1, we see that the solution (f, g) of the following ODE
, is a subsolution of (1.3), (1.5). On the other hand, (f, g) blows up in finite time and so does (u, v).
For Problems (1.4), (1.5), we can prove our conclusion similarly by taking almost the same super and subsolutions and using Proposition 2.1. The proof is completed.
Blow-up profiles
In this section, we investigate the asymptotic behavior of blow-up solutions near the blow-up time for the case of Ω ϕ(x, y)dy ≥ 1, Ω ψ(x, y)dy ≥ 1 (x ∈ ∂Ω). Our main results are the following two theorems on the blow-up profiles of solutions to Problems (1.1)-(1.4). Let (u, v) be a solution to Problems (1.1), (1.5) or (1.2), (1.5) which blows up at a finite time T . Then we have (i) for the case of localized sources (1.1), (1.5),
uniformly on Ω; (ii) for the case of nonlocal sources (1.2), (1.5),
Let (u, v) be a solution to Problems (1.3), (1.5) or (1.4), (1.5) which blows up at a finite time T . Then there exists a constant C > 0 such that
Corollary 4.1. Assume that all the conditions in Theorem 4.2 hold. Then, we have
uniformly on Ω. 
where g i (t)(i = 1, 2) represent the localized or nonlocal sources in (1.1)-(1.4).
Let (u, v) be a solution of Problem (4.1) which blows up at a finite time T . Then we have, for all x ∈ Ω and t > 0,
where
Proof. Assume that (u, v) blows up in a finite time T , i.e., lim t→T ( u ∞ + v ∞ ) = +∞. Without loss of generality, we may assume that lim t→T u ∞ = +∞. Let
Then U (t) and V (t) are Lipschitz continuous and thus are differentiable almost everywhere (see [8] ). Moreover, we have from (4.1)
Integrating the two inequalities above from 0 to t, one obtains
Thus we see from the first inequality that lim t→T G 1 (t) = ∞, which implies lim sup t→T g 1 (t) = ∞. By the relationship between g 1 (t) and v(x, t) we see that lim sup t→T v ∞ = +∞. Hence, for the blow-up solution of (4.1), simultaneous blow-up occurs.
, then we have
For (x, t) ∈ ∂Ω × (0, T ), it is clear that
where we have used the assumptions that Ω ϕ(x, y)dy ≥ 1, Ω ψ(x, y)dy ≥ 1 for all x ∈ ∂Ω. Obviously,
By maximum principle (see Theorem 2.1 in [11] ) we have J 1 (x, t) ≥ 0 and J 2 (x, t) ≥ 0 for (x, t) ∈ Ω × [0, T ). This together with (4.3) implies our conclusion. The proof is complete. Now we are in the position to prove the blow-up profile of (u, v). We usually use the notation ω(t) ∼ s(t), t → T , if lim t→T ω(t) s(t) = 1. Then we see from (4.2) that
Proof of Theorem 4.1. (i) Denote
Thus, we easily deduce by (4.5) and (4.6) that
Integrating the above equivalents form t to T , we obtain
Thus, by Lemma 4.1, we get our conclusion.
(ii) In this case, we take
Combining the above equalities with (4.4) and using Lebesgue's dominated convergence theorem, one gets
The remaining arguments are similar to (i), and the details are omitted here. This completes the proof.
At the end of this section, we derive the blow-up rate estimates for the exponent-type systems (1.3), (1.5) and (1.4), (1.5). But we need to be a little more careful in this case, since exponentiation of equivalents is not permitted. In the following arguments, we shall use c and C to denote various generic constants if they cause no confusion.
Proof of Theorem 4.2. For Problems (1.3), (1.5), we denote
It follows from Lemma 4.1 and the above equalities that (4.7) e qG1(t) , t ∈ (0, T ), which implies ce pG2(t) dG 2 ≤ e qG1(t) dG 1 ≤ Ce pG2(t) dG 2 , t ∈ (0, T ).
Integrating the above inequality from t to T , we get pG 2 (t) − C ≤ qG 1 (t) ≤ pG 2 (t) + C, t ∈ (0, T ).
Combining this inequality with (4.7), we have
Thus, it can be deduced by integrating the above inequalities over (t, T ) that ln(T − t) − C ≤ −qG 1 (t) ≤ ln(T − t) + C, t ∈ (0, T ), ln(T − t) − C ≤ −pG 2 (t) ≤ ln(T − t) + C, t ∈ (0, T ), which, together with Lemma 4.1, implies that Remark 4.3. We would like to remark that many authors have studied the blow-up rate or blow-up profile of parabolic equations or systems with nonlocal boundary conditions when Ω ϕ(x, y)dy ≤ 1, Ω ψ(x, y)dy ≤ 1, x ∈ ∂Ω. See [14, 26, 28] for example. However, the case Ω ϕ(x, y)dy ≥ 1, Ω ψ(x, y)dy ≥ 1, x ∈ ∂Ω is seldom studied. Theorems 4.1 and 4.2 show that the blow-up solutions have uniform blow-up profile and the blow-up rate estimates hold uniformly on Ω, which is different from the previous results mentioned above.
