Reconstruction fidelity of sparse signals contaminated by sparse noise is considered. Statistical mechanics inspired tools are used to show that the i\ -norm based convex opti mization algorithm exhibits a phase transition between the possibility of perfect and imperfect reconstruction. Condi tions characterizing this threshold are derived and the mean square error of the estimate is obtained for the case when per fect reconstruction is not possible. Detailed calculations are provided to expose the mathematical tools to a wide audience.
INTRODUCTION
Sparse signal estimation for linear underdetermined systems has attracted wide interest in signal processing community during the recent years. This is not surprising since the gen eral class of sparse problems is encountered in many appli cations, such as, linear regression [1] , multimedia [2, 3] , and compressive sampling (CS) [4, 5] , to name just a few.
The present paper considers a CS setup where the sparse vector x E ]R N is observed via noisy linear measurements y = Ax + w, (1) where A E ]R M x N represents the compressive (M < N) sampling system and y E ]R M is the observed vector. The measurement errors are captured by the additive noise vector w E ]R M . The task is to reconstruct x from y, given A, but without detailed information about the statistics of x and w.
A prominent approach for finding a sparse solution to (1) is by solving a (convex) optimization problem of the form :1;,\ = argmin"'EIRN {Cy,A(X) + Allx lld, (2) where I l x ilI = Ln I Xnl· The cost function C y , A (X) ;::: : 0, that may depend on the realizations of y and A, is typically chosen so that (2) can be obtained using convex optimization tools like cvx [6] . In addition to the choice of C y , A (X), the solution also depends on the regularization parameter A. In general, finding the optimal value of A is not a trivial task.
For the case of (dense) Gaussian noise, the standard ap proach is to set C y , A (X) = I l y -Ax ll §, reducing (2) to the 1 so-called LASSO estimator [7] . For non-zero noise variance, the solution obtained through LASSO is not exact, but if the noise has some structure, like sparsity, perfect reconstruction may again be feasible [8] . Some applications where sparse noise can be encountered are: impulsive noise [9] , salt-and pepper noise in an image, a sensor scenario where few mea surements are corrupted but the other ones are good [10] , and dictionary learning with sparse noise [11] .
Let us consider a setup similar to [8] , where both x and w are sparse, and the cost function is chosen as (3) to guarantee that (2) is a convex optimization problem. Then, we ask the following questions:
1. Given that the signal and noise are sparse and convex optimization based on (2) and (3) is used for recon struction, what compression ratios ex = M / N allow a perfect reconstruction of x? 2. What is the mean square error (MSE) of the sparse estimate of x outside of this region?
We answer these questions in the large system limit (LSL) and report the sharp threshold for ex that separates the two phases of reconstruction fidelity. The key technique is the replica method ' developed in equilibrium statistical mechan ics, where it is used to study large-scale behavior of disor dered physical systems, such as, spin glasses. It has also been used in information theory [12] [13] [14] [15] and CS [16] [17] [18] [19] , where quantities like mutual information and MSE play the role of thermodynamic variables.
PROBLEM FORMULATION AND METHODS
Consider the set of noisy measurements (1) and assume that both the signal and the noise are sparse random vectors (RVs). Let us define a parametrized mixture distribution
where g z (p"O'2 ) = e-( z -f.t) 2 j2a 2 /V27rO' 2 , and 5(z) is the Dirac delta function. Let the elements of x (resp. w) be 
where Zf3(Y, A; >.. ) = J e-f3 ( ll y -A xlh+ ).. llxlh ) dx. Then, the zero temperature estimate X).. = (x; >")13 -+00 , is the solution to the original optimization problem defined by (2) and (3).
1. Replica Method
The key for finding the statistical properties of the recon struction (5) is the normalization factor or partition func tion Zf3(Y, A; >.. ). Based on the statistical mechanics ap proach, our goal is to assess the free energy f 13 (y, A; >.. ) = -f3 � In Zf3(y, A; >.. ), when N ---+ 00 and obtain the desired statistical properties from it. This is, however, difficult since ff3 depends on the observations and the measurement process. If the averaged quantity ff3(>") = Eff3(Y, A; >.. ) is considered instead, a new problem arises in assessing the expectation over logarithm. We may reformulate the problem by writing
and remark that so-far the development has been rigorous. Unfortunately, obtaining an expression for (6) is still difficult so we resort to the replica trick in order to proceed.
Replica trick. Consider the free energy in (6) . Assume that the limits cOlmnute, which in conjunction with the expression [Zf3(y, A; >.. )] U = J IT e-f3 C ll y -A x a lh + ).. llx a lh ) dx a (7) a=l for U = 1, 2, ... allows the evaluation of the expectation in (6) as a function of U E R The functional expression is utilized in taking the limit of u ---+ 0+.
The assumption that the variable u (number of replicas) can be first treated as a non-negative integer and then ex tended to the set of real numbers has no rigorous mathemat ical proof in general. The predictions of the replica method, however, tend to be accurate when compared to experiments.
The general scheme of the following analysis consists of first assessing (6) using the replica trick and then identify the parameters that describe the MSE of the reconstruction. Fi nally, requiring that the MSE vanishes provides the threshold for perfect recovery. The next section reports the outcomes of the analysis and Section 4 contains the derivations.
RESULTS AND DISCUSSION
Let Q denote the standard Q-function and define 1
Then, under the (technical) assumption of replica symmetric ansatz (see Section 4 for definition and [12] [13] [14] for further discussion), the following results are obtained. Proposition 1. Fix >.. , 0;, Px, Pw and let the variances IJ; and IJ� be finite and non-zero. Then, the critical threshold for the perfect reconstruction, mse ---+ 0, is given by the solution of
that satisfies the condition
The solution can be found by numerically iterating (10) and (11) until convergence and then checking if (12) holds. where the required parameters can be obtained by solving the following set of coupled equations
The solution can be found by numerically iterating the equa tions until convergence is reached.
With Proposition 2 we have answered the second ques tion in Section 1, namely, how does the MSE behave when perfect reconstruction is not possible. It is important to note that Proposition 2 reduces to Proposition 1 when we enforce the condition mse --+ O. Taking the limit is, however, some what subtle as explained in Section 4. Note that in princi ple, one could observe the vanishing MSE also by setting a < aJ>., Px, Pw) and numerically evaluating (13) - (16) .
Some numerical difficulties, however, arise in this case since m --+ 00 and X --+ 0 holds for perfect reconstruction.
Mean square error predicted by Proposition 2 is shown in Fig. la . Numerical experiments obtained with cvx [6] are also given. Below the thresholds Px = 0.0770 and Px = 0.1030 for A = 1 and A = optimal, respectively, the MSE of the reconstruction vanishes. Figure 1 b shows the effect of A on the perfect recovery threshold given in Proposition 1. Here Pw = (j px , where (j = 1/5,1/10,1/50. For given Px we find the critical threshold ae (A , Px, Pw) that admits perfect recon struction, so that the MSE vanishes for the set of parameters that lie above the selected curve. The results demonstrate that the choice of the regularization parameter A has a significant impact on the performance. Note that optimization of A with simulations is very time consuming, while it is easy to do even with brute-force search using Proposition 1.
REPLICA ANALYSIS
In this section a sketch of derivation is given for Proposi tions 1 and 2. Throughout the rest of the paper, the replica trick given in Section 2.1 is assumed to be valid. With this in mind, recall (7) and denote v a = A(x O -x a ). The term inside In in (6) can then be written as E ", o { / 11 [e-t> AII ", alll dx a] EA , w 11 e-t>llva + w llt }, (17) where x O has lID elements drawn according to p(x; Px ) (7 ;). We first concentrate on evaluating the latter term I u , t> (X) = EA,w n�= l e-t>llva + w llt , for a fixed set X = {x a }�= o . where we have omitted terms that vanish as N --+ 00 [12, 13] .
L----L--�� ��----�--�----�--��--
In the large system limit of N --+ 00, Laplace's (the sad dle point) method with respect to R yields the exact assess ment of N-l ln E{[Z t> (Y, A; A )]U} for Vn E 1'1 and Ve > O.
We here assume that the dominant saddle point in the assess ment is invariant under any permutation of the replica indexes a = 1,2, ... ,U, which is often termed the replica symmetric (RS) ansatz and is characterized as Q a O = Q Ob = m, Q aa = Q, a = 1, ... , U and Q a b = q for a =f. b E {I, ... , u} in the current case. This allows us to express v a in (19) as v a = z a VQ -q + t vp -2m + q E JRM, which means that I u , (3 (X) is proportional to We write next the exponential term in (20) in a slightly differ ent form by denoting X = (3( Q -q) � 0 and 'P (t, w; Q) = t vp -2m + Q + w. We also use the fact thatp -2m + q = p -2m + Q -x l (3 -+ p -2m + Q for any finite X. The Laplace's method requires then that
Examining the critical points of 1/J for a fixed set {t, w, X, Q} shows that the minimizing z gives 1/J(t,w;Q) = {'P(t,w; . Q) 2/( 2X)' 1 'P (t, w, Q) I -X / 2, 1 'P (t, w; Q) I < x ; ( 2 3) 1 'P (t, w; Q) I > x·
The next task is to average I u , (3 (w; Q) over the set X. The expectation w.r.t. Q can be carried out under the RS ansatz by defining first the probability weight
and integrating then w.r.t. the measure p,( Q). Under the RS ansatz, measure (24) has the same form as in [16, 17] so we skip the derivation here due to space constraints and arrive straight at the expression The final form of p,( Q) seems undoubtedly cryptic for a ca sual reader, so let us sketch the derivation briefly (more de tails in [16, 17] ). The first task in obtaining (25) is to write the Dirac's delta functions using (inverse) Fourier transform and integrating over x O with the help of the Gaussian integral (T J e-a x 2 / 2 + bx d Using the above results, the normalized free energy reads
where X is given in (14) and To obtain rest of the parameters, we need the following result. 
where w//( ... ) is the 2nd order partial derivative W.r.t. first argument. Also, denoting the indicator function 1l { ... },
J t 2 1l{ltl < a}Dt = 1-2Q(a) -�e-a2/2, (39) where the integrals are over the set of real numbers.
Using (37) for the partial derivatives W.r.t. m and Q, and then (38) -(39) for the remaining integrals shows that Q = m as given in (15) . Furthermore, mse = a� px -2m + Q reduces to (13) and gives the MSE of the reconstruction [16, 17] . Sim ilarly, from the derivative of X and (38) -(39) one gets (16).
Thus, we have obtained a full description of the free energy under the RS ansatz in terms of six parameters. More impor tantly, we obtained as a by product the MSE behavior of the convex optimization problem based on (2) and (3), finishing the proof of Proposition 2.
To obtain Proposition 1, we require that mse -+ O. This implies px a� = m = Q and m = Q -+ 00 ===} X -+ O. For a non-trivial solution we also need X E 0 (1 ) and 0 < A < 00. However, the condition for critical threshold ex cannot be directly obtained by plugging this to (13) - (16) . Instead, we expand the Q-function and exponential function near zero with the Taylor series, define K = mse / x 2 and examine the limits for K and X. Some algebra provides then Proposition l.
