Abstract. We define a new fundamental constant associated with a P-matrix and show that this constant has various useful properties for the P-matrix linear complementarity problems (LCP). In particular, this constant is sharper than the Mathias-Pang constant in deriving perturbation bounds for the P-matrix LCP. Moreover, this new constant defines a measure of sensitivity of the solution of the P-matrix LCP. We examine how perturbations in the data affect the solution of the LCP and efficiency of Newton-type methods for solving the LCP.
1. Introduction. The linear complementarity problem is to find a vector x ∈ R n such that Mx + q ≥ 0, x ≥ 0, x T (Mx + q) = 0, or to show that no such vector exists, where M ∈ R n×n and q ∈ R n . We denote this problem by LCP(M, q). A matrix M is called a P-matrix if its all principal minors are positive, which is equivalent to max 1≤i≤n x i (Mx) i > 0 for all x 6 = 0.
It is well-known that M is a P-matrix if and only if the LCP(M, q) has a unique solution for any q ∈ R n [3] . Moreover, if M is a P-matrix, then there is a neighborhood M of M , such that all matrices in M are P-matrices. Hence, we can define a solution function x(A, b) : M × R n → R n + , where x(A, b) is the solution of LCP(A, b) and R n + = {x ∈ R n | x ≥ 0}. In [12] , Mathias and Pang introduced the following fundamental quantity associated with a P-matrix, This constant has often been used in error analysis of the LCP [2, 3] . In particular, the following Lemma has been widely applied in perturbation bounds. Lemma 1.1. [3] Let M ∈ R n×n be a P-matrix. The following statements hold: (i) for any two vectors q and p in R n ,
(ii) for each vector q ∈ R n , there exist a neighborhood U of the pair (M, q) and a constant c 0 > 0 such that for any (A, b), (B, p) ∈ U , A, B are P-matrices and kx(A, b) − x(B, p)k ∞ ≤ c 0 (kA − Bk ∞ + kb − pk ∞ ). Lemma 1.1 shows that when M is a P-matrix, for each q, x(A, b) is a locally Lipschitzian function of (A, b) in a neighborhood of (M, q), and x(M, b) is a globally Lipschitzian function of b. This property plays a very important role in the study of the LCP and mathematical programs with LCP constraints [11] . However, the constant c(M ) is difficult to compute, and c 0 is not specified. It is hard to use this lemma for verifying accuracy of a computed solution of the LCP when the data (M, q) contain errors.
In this paper, we introduce a new constant for a P-matrix,
where D=diag(d) with 0 ≤ d i ≤ 1, i = 1, 2, . . . , n and k·k p is the matrix norm induced by the vector norm for p ≥ 1. Using the constant β p (M ), we give perturbation bounds for M being a P-matrix as follows.
where η ∈ [0, 1) and ² > 0 can be chosen, A, B ∈ M := {A | β p (M )kM − Ak p ≤ η}, and kq − bk p ≤ ²k(−q) + k p .
The constant β p (M ) has the following interesting properties.
• If M is a P-matrix, then for k · k ∞ ,
• If M is an H-matrix with positive diagonals, then for k · k p with any p ≥ 1,
whereM is the comparison matrix of M , that is,
• If M is an M-matrix, then for k · k p with any p ≥ 1,
• If M is a symmetric positive definite matrix, then for k · k 2 ,
Inequalities (1.1) and (1.4) show that the constant β(M ) derives a new perturbation bound which is sharper than the bound in (i) of Lemma 1.1 in k·k ∞ . Furthermore, Example 2.1 shows that β(M ) can be much smaller than c(M ) −1 in some case. Inequality (1.3) indicates that the constant β(M )kM k is a measure of sensitivity of the solution x(M, q) of the LCP(M, q). Moreover, from (1.3), (1.6) and (1.7), it is interesting to see that the measure is expressed in the terms of the condition number of M , that is,
for M being an M-matrix with p ≥ 1 and a symmetric positive definite matrix with p = 2. Hence, it makes connection between perturbation bounds of the LCP and perturbation bounds of the systems of linear equations in the Newton-type methods for solving the LCP. Using the connection, we investigate the efficiency of Newton-type methods for solving the following two systems
It is known that for the P-matrix LCP, the system of linear equations in Newtontype methods for solving (1.8) or (1.9) is mathematically well-defined, that is, the generalized Jacobian matrices are nonsingular [5] . However, the matrices can be computationally ill-conditioned. A matrix A is said to be an ill-conditioned (wellconditioned) matrix if κ p (A) is large (small) [8] . The condition number κ p (A) is a measure of sensitivity of the system of linear equations Ax = b when A is nonsingular. Hence, a linear system is called ill-conditioned (well-conditioned) if κ p (A) is large(small) [4] . From (1.3), (1.6) and (1.7), we find that β p (M )kM k p is a measure of sensitivety of the LCP(M, q) when M is a P-matrix, and β p (M )kM k p = κ p (M ) when M is an M-matrix or a symmeteric positive definite matrix. Moreover, we show that for the M-matrix LCP, the systems of linear equations in the Newton-type methods for solving (1.8) are well-conditioned if and only if the condition number κ p (M ) is small. However, the system of linear equations in Newton-type methods for solving (1.9) can be ill-conditioned even when κ p (M ) is small.
A word about our notation. For a vector q ∈ R n , q + = max(0, q). Let N = {1, 2, . . . , n}. Let e be the vector whose all elements are 1. A matrix A ∈ R n×n is called an M-matrix, if A −1 ≥ 0 and A ij ≤ 0 (i 6 = j) for i, j ∈ N ; A is called an H-matrix, if its comparison matrix is an M-matrix.
In the rest of this paper, we use β(·), k · k and κ(·) to present β p (·), k · k p and κ p (·) with any p ≥ 1, respectively.
2.
A new constant for the P-matrix LCP . In this section we introduce a new Lipschitz constant for the P-matrix LCP based on the observation that for any x, x * , y, y
where
It is easy to see
Here D is a diagonal matrix whose diagonal elements are
n . Lemma 2.1. (Gabriel and Moré [7] ) A is a P-matrix if and
For M being a P-matrix, we introduce the following constant
From Lemma 2.1 and (2.2), we have
provided A is a P-matrix. In the following, we compare β(M ) with c(M ) −1 in k · k ∞ and give a simple version of β(M ) for M being an M-matrix, a symmetric positive definite matrix, and positive definite matrix.
Theorem 2.2. Let M be a P-matrix. Then
Proof. We first prove that for any nonsingular diagonal matrix D =diag(d) with
.
Note that f (t) = a ³ b + a − a t´i s monotonically increasing for t > 0, where a, b are constants. Therefore, we deduce
, where ² ∈ (0, 1]. Then, we have
It is known that an H-matrix with positive diagonals is a P-matrix, and a positive definite matrix is a P-matrix [3] . Now, we consider the two subclasses of P-matrix.
n . Lemma 2.4. Let A be an H-matrix with positive diagonals, and letÃ be the comparison matrix of A. Then the following statements hold:
Moreover, from Ax = e, we have
By kxk ∞ kBk ∞ < 1 and kBk ∞ = k|B|ek ∞ , we get kxk ∞ |B|e < e. Hence for all i ∈ N ,
By I 27 of Theorem 2.3, Chap. 6 in [1] , this implies that the comparison matrix of A + B is an M-matrix. Hence A + B is an H-matrix with positive diagonals. Theorem 2.5. Let M be an H-matrix with positive diagonals. Then
whereM is the comparison matrix of M . In particular, if M is an M-matrix, then the equality holds with M =M . Proof. First we will show that if M is an M-matrix, then
Since for any d ∈ (0, 1] n , by Lemma 2.3,
we have
Note that for any matrices A and B, |A| ≤ B implies kAk ≤ kBk. Hence the following inequalities hold
It is obvious that β(M ) ≥ kM −1 k as e ∈ [0, 1] n . Therefore, we obtain β(M ) = kM −1 k. For M being an H-matrix,M is an M-matrix. From (i) of Lemma 2.4, we have
Hence, we obtain
Lemma 2.6. 
are eigenvalues of A and B, respectively. Theorem 2.7. Let M be a symmetric positive definite matrix. Then
Proof. It is obvious that
is positive semidefinite. By (ii) of Lemma 2.6, we have
Since the largest eigenvalue is a continuous function of elements of the matrix, we have
where D ² =diag(min(d + ²e, e)). In comparison to Lemma 1.1, the following theorem gives sharp perturbation error estimates for the P-matrix LCP Theorem 2.8. Let M ∈ R n×n be a P-matrix. Then the following statements hold:
(i) For any two vectors q and p in R n ,
(ii) Every matrix A ∈ M := {A | β(M )kM − Ak ≤ η < 1} is a P-matrix. Let
Then for any A, B ∈ M and q, p ∈ R
Proof. (i) It follows directly from (2.3) by setting
is nonsingular for any diagonal matrix D =diag(d) with 0 ≤ d i ≤ 1. By Lemma 2.1, A is a P-matrix. Moreover, from
and
Since matrices A, B ∈ M are P-matrices, using (2.3) yields,
Notice that 0 is the solution of LCP(B, p + ). Using (2.3) again, we get
Applying β(A) ≤ α(M ) and β(B) ≤ α(M ) to (2.4) and (2.5), respectively, we obtain the desired bounds in (ii).
From Theorem 2.5 and Theorem 2.7, the Lipschitz constants β(M ) and α(M ) can be estimated by matrix norms, if M is an H-matrix with positive diagonals or a symmetric positive definite matrix. In particular, from Lemma 2.4, Theorem 2.5 and Theorem 2.7, we have the following two corollaries.
Corollary 2.9. Let M ∈ R n×n be an H-matrix with positive diagonals. Then the following statements hold:
is an H-matrix with positive diagonals. Let
Then for any A, B ∈ M ∞ and q, p ∈ R
Corollary 2.10. Let M ∈ R n×n be a symmetric positive definite matrix. Then the following statements hold:
Then for any A, B ∈ M 2 and q, p ∈ R
A matrix A is called positive definite if
Since Combining the ideas of Mathias and Pang [12] and Corollary 2.10, we present perturbation bounds for the positive definite matrix LCP.
Theorem 2.11. Let M ∈ R n×n be a positive definite matrix. Then the following statements hold:
Proof. We first show that the following inequality holds
if A is a positive definite matrix and the LCP(B, p) has a solution x(B, p).
Since x(A, q) and x(B, p) are solutions of the LCP(A, q) and LCP(B, p), respectively, we have
Using the Cauchy-Schwartz inequality, we get (2.6).
(i) Set A = B = M in (2.6), we get the desired bound.
(ii) Note that for any matrix C, kCk 2 = kC T k 2 . For any x ∈ R n with x 6 = 0, we have
Hence for any A ∈ M 2 , x T Ax > 0, and thus A is positive definite. Moreover, from
Similarly, for B ∈ M 2 , k(
. Notice that 0 is the solution of LCP(B, p + ). Setting A = B and q = p + in (2.6), we get
Using these inequalities with (2.6), we obtain the perturbation bound in (ii). Example 2.1 Theorem 2.2 shows that for every P-matrix,
Hence, c(M ) −1 ≥ t → ∞, as t → ∞.
3. Relative perturbation bounds for the LCP. Using the results in the last section, we derive relative perturbation bounds expressed in the term of β(M )kM k.
Theorem 3.1. Suppose
If M is a P-matrix and ²β(M )kM k = η < 1, then M + 4M is a P-matrix and
Proof. First we observe that x is a solution of LCP(M, q) and y is a solution of LCP(M + 4M, q + 4q). Then following the proof of (ii) of Theorem 2.8, we obtain that M + 4M is a P-matrix and
which, together with (2.3), give
Combining (3.1) and (3.2), we obtain the desired bounds 
(i) If M is an H-matrix with positive diagonals, ²κ ∞ (M ) = η < 1, and
is an H-matrix with positive diagonals and
(ii) If M is a symmetric positive definite matrix, ²κ 2 (M ) = η < 1, and
then M + 4M is a P-matrix and
then M + 4M is a positive definite matrix, and
Remark Note that k(−q) + k ≤ kqk. If M x + q = 0, then (i) of Corollary 3.2 for M being an M-matrix and (ii) of Corollary 3.2 reduce to the perturbation bounds for the system of linear equations [8] .
For the H-matrix LCP, componentwise perturbation bounds based on the Skeel condition number k|M −1 ||M |k ∞ can be represented as follows.
If M is an H-matrix with positive diagonals and ²κ ∞ (M ) = η < 1, then M + 4M is an H-matrix with positive diagonals and
where the last inequality uses (−q) + ≤ (Mx) + ≤ |M |x.
According to Corollary 3.2, M + 4M is an H-matrix with positive diagonals. Moreover, the equality (2.2) gives
n . Following the proof of Theorem 2.5, by Lemma 2.4, we get
is very large. From Proposition 4.1 and Example 4.1, we may suggest Newton-type methods for solving the nonlinear equations (1.8) have less perturbation error than the Newtontype methods for (1.9). Now, we focus on Newton-type methods for (1.8). Obviously, it holds 
where Λ is the diagonal parts of M . In this paper, we study the behavior of the solution x(M, q) when there are some perturbations 4M and 4q in M and q. In particular, we show kx(M + 4M, q + 4q) − x(M, q)k ≤ β(M )k4M x(M + 4M, q + 4q) + 4qk.
