Clustering algorithm based on grid and density has many excellent features. But 
Introduction
An increasing number of contemporary applications produce massive volumes of very highdimensional data [1] . Therefore, clustering algorithms for high-dimensional data stream has been considered as an important research topic.
The first clustering algorithm for data stream is LOCALSEARCH [2] , which is based on the strategy of divide and conquers. The data stream is divided into many segments and the clustering will be performed on each segment respectively. Then K-means can be utilized over data stream by the limited space. But the clusters with arbitrary shape can not be well discovered. CluStream [3] consists of an online component and an offline component. The clustering is performed in the online component, and the clustering results will be stored by the pyramid time structure. The stream data in any time period can be clustered, so the evolution of clusters can be analyzed as time changes. However, algorithm didn't consider the attenuation of historical data and the high-dimensional data steam can't be well clustered.
HPStream [4] uses micro clusters to compress the information of data stream and the highdimensional data stream will be clustered by choosing some dimensions which will make the distribution scope of each cluster smaller. The historical data will be decayed by the attenuation factor constantly. HPStream is an incremental clustering algorithm and has good robustness for highdimensional data stream. But the number of dimensions for each cluster needs to be specified by users.
Grid-based clustering algorithms [5] [6] [7] have many ideal characters. D-Stream [5] is a typical gridbased clustering algorithm for data stream and supports the clusters of any shape and size. Because data mapping are only needed and the clustering is performed on the grid structure, lots of the calculations of distances and weights have been avoided.
The subspace clustering will be useful for high-dimensional data streams. GSCDS [8] , which is based on subspace, combines the bottom-up and top-down method. And clusters hidden in any subspace can be found with high accuracy. However, a lot of subspaces will be generated for the highdimensional data steam, which results in lots of calculations.
The number of the grids will be increased sharply as the dimensionality increasing and the efficiency of algorithm will be reduced. To overcome this defect, the concept of the effective value of dimension is introduced. Meanwhile, the top k dimensions, whose effective values are ranked in descending order, will be selected to generate subspace. And the subspace can be used for clustering over high-dimensional data stream effectively.
The remainder of this paper is organized as follows. Section 2 describes the definition of the problems. The GDH-Stream algorithm is introduced and a detailed analysis about the generation of subspace is given in Section 3. Section 4 discusses the experimental results of GDH-Stream, and compares it with HPStream. Finally, Section 5 presents the conclusions. 
Problem Definitions
High-dimensional data records X 1 , X 2 ,…, X k ,… arrive at time T 1 ,T 2 ,…,T k …. The dimension of X i is d,
（1）
For each data record x, we assign it a density coefficient that decreases as time elapses. The definition and the updating of grid density are the same as that in [5] .
From the formula (1), we can see that the number of grids will be sharply increased as the space dimensionality grows, so the clustering over high-dimensional data stream will become difficult and the clustering efficiency will be reduced. Some dimensions are not effective at clustering over highdimensional data stream, therefore, the subspace clustering algorithm can be used and the key for generating the subspace is to find the effective dimensions for clustering.
Definition2.1. (effective dimension) Each dimension will be projected by all the data in the grid structure and the projection dimension is partitioned into many intervals. If there exists the empty interval, which don't contain data points, and the empty interval can separate a set of the projection data points that belong to a cluster from others that belong to different clusters, this dimension is called an effective dimension.
The effective dimension is decided by whether the projection of one cluster can be separated from the projection of other clusters. Figure 1 shows the definition of the effective dimension. The projection intervals m 11 , m 12 , m 13 , which are projected by clusters C 1 , C 2 and C 3 respectively, are separated by the empty intervals n 11 and n 12 . So the dimension L 1 is effective at clustering C 1 , C 2 and C 3 . Because dimension L 2 can obviously separate C 3 from other clusters through the empty interval n 21 , the dimension L 2 is effective at clustering C 3 .
Definition2.2. (effective value of dimension)
For each dimension, it will be partitioned into many intervals. The consecutive projection data points will be partitioned into one interval. And the interval, which does not contain data points and is located between two successive intervals that contain data points, will be partitioned as an empty interval. The effective value of dimension is defined as the number of the empty intervals. For example, in the Figure 1 , after projecting on the dimension L 1 , the empty intervals n 11 and n 12 are formed. So, the effective value of dimension L 1 is 2. And n 21 is the only empty interval on the projected dimension L 2 , so the effective value of dimension L 2 is 1. We know that the bigger is the effective value of dimension, the more it is useful for clustering.
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Reducing Dimensions Method
The subspace can be used to cluster over high-dimensional data stream, and the effectiveness of algorithm will be improved. First, each dimension will be projected by all the data points, and the projection dimensions will be partitioned into many intervals. Meanwhile, the effective value of dimension can be calculated, and the subspace can be generated by choosing some dimensions according to the effective value of dimension.
Partitioning Dimension
Let [L i .s, L i .f] (1≤i≤d) be the whole projection region on the ith dimension, where L i .s and L i .f are the lower bound and upper bound respectively. For the partition of the projection dimension, the region that contains consecutive data points will be partitioned into an interval, and the empty interval, which doesn't contain data and is located between the discontinuity projection data points, will be partitioned. The steps of partition dimensions are as follows:
Step 1: The projection data points will be searched from the lower bound L i .s on the ith dimension, and the first one x i1 will be found. The right neighborhood of x i1 is denoted by [x i1 , x i1 +ε). If there is a data point x i2 exists in [x i1 , x i1 +ε), then [x i2 , x i2 +ε) should be checked. If there are many data exist in [x i2 , x i2 +ε), then x ij , which is the farthest point from x i2 , should be found, then [x ij , x ij +ε) would be checked. The above steps will be repeated until there is no data existing in [x ij , x ij +ε). And [x i1 , x ij ] will be considered as the first interval that contains data on the ith dimension. Meanwhile,
Step 2: The projection data point x ik ,, which is the nearest data point from x ij , will be searched from x ij +ε. And (x ij , x ik ) will be considered as the first empty interval that does not contain data on the ith dimension. Meanwhile, (x ij , x ik ) is recorded as N i1 .
Step 3: The operations in the step 1 and step 2 are repeatedly conducted until all the projected data are partitioned into the intervals.
Step ] will be recorded a new label as N ij . This process will be repeatedly conducted until no interval exists in which the number of data points is less than ξ.
Step 5: The number of the empty intervals, which is the effective value of dimension, is counted for each projection dimension. And the effective value of the ith dimension is recorded as N i .
The effective values of all dimensions can be got through the above partition.
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Choosing Dimensions
Subspace clustering means that a subset of the dimensions would be selected to generate the subspace and the clustering algorithm would be performed on it, the clustering complexity will be reduced. In this paper, the effective values of dimensions would be ranked in the descending order, and the top k dimensions would be selected to generate subspace. Then all the data in the original grid structure GS would be projected on the new grid structure GS' in the subspace, and the clustering will be performed on GS'.
After ranking of the effective values of dimensions in descending order, if there is more than one dimension, whose effective values are the same as the kth dimension, the average value of density difference ω will be used to judge which one should be chosen to generate subspace. The formula of computing ω is as follows.
Where, in the kth dimension, the number of intervals containing data is denoted by |M k |, and the number of data in the ith interval is denoted by |M ki |.
If ω is too small, then the projections of data points will be distributed uniformly along this dimension. Inversely, if ω is too big, the projections of data points on this dimension will squeeze together. Relatively speaking, in the two cases, these dimensions are useless for clustering. Therefore, these dimensions will be ranked in descending order using ω. And if the number of dimensions, whose effective values are the same, is odd, then the one which is located at the middle of these dimensions will be chosen to generate subspace. Otherwise, if the number is even, the two ones which are located at the middle of these dimensions will be chosen to generate subspace.
For example, in a 10-dimensional data space, after the projection of all data and partition of the projection dimension, the number of empty intervals can be finally obtained. Table 1 shows the effective value of each dimension, and they are ranked in descending order in Table 2. In the Table 2 , if k is set 4, the top 4 dimensions (the 9th, 4th, 6th and 3rd dimension) are the best effective dimensions at clustering data stream. If k is set 5, the effective values of the 1st, 5th and 8th dimension are the same. So, the average value of density difference ω of these three dimensions should be considered. Table 3 shows the density of each interval in the three dimensions and ω in each dimension is also given. After ranking in descending order using ω, the 1st dimension will be chosen together with the 9th, 4th, 6th and 3rd dimensions to generate subspace. Clustering
Clustering Algorithm based on Gird Density
GDH-Stream will adopt the framework of D-Stream [5] , which includes four different parts: partition of grid structure, projection of data points, processing of sparse grids and clustering.
(1) Partition of grid structure Each dimension in the data space will be partition into p i segments, and the grid will be formed through the intersection of each dimension. The grid unit can be denoted by G i = (g i1 ,g i2 ,…,g (2) Projection of data points For the new coming data point X i = (x i1 , x i2 ,…, x id ), the grid unit Gm, which meets the condition l mj ≤x ij ≤h mj (1≤j≤d), should be found. The data point X i will be added into G m , at the same time, the characteristic vector of G m is updated. With the arrival of the data stream, D-Stream reads the new data records continuously and maps them to the corresponding grids in the GS. The grid structure GS, which is used to preserve the summary information, would be updated incrementally. In D-Stream, when the grid density is greater than the density threshold δ, the grid is dense.
The online component of GDH-Stream, which is the same as the first two parts in D-Stream, the new coming data are just projected on the grids and their characteristic vectors will be updated as well.
(3) Processing of sparse grid The sparse grid will be detected periodically and removed in real time to improve the clustering quality. While density-based clustering method is used, some grids on the edge of clusters contain few data records and will be considered as sparse grids, thus some information of clusters will be lost. However, D-Stream does not deal with boundary grids effectively.
(4) Clustering The grid density and the density threshold function are adopted by D-Stream to cluster the initial non-empty grids. And the connected density grids will be labeled as a cluster and the noise points will be detected and removed.
In GDH-Stream, when a clustering request arrives, the algorithm of generating subspace will be called in the second component. The original data structure GS will be projected on the subspace, and then the new grid structure GS' will be formed. Meanwhile, the method based on grid and density is used to cluster data steam on the new grid structure GS'. And the boundary grids will be dealt with the grid correlation technique [9] . The sparse grid will be detected periodically and removed in real time to improve the clustering accuracy of the edge of clusters.
GDH-Stream Algorithm Framework
In GDH-Stream algorithm, an effective value of dimension is used to cluster high-dimensional data stream. The subset of dimensions, which is relevant to the clusters, is used to generate subspace. Then the method based on grid and density can be used on the subspace for clustering over high-dimensional data stream effectively. When a clustering request arrives, the generation subspace algorithm (Figure 2 ) will be performed to achieve the clustering of high-dimensional data streams.
All the data points are projected on each dimension and the projection dimension will be partitioned into different intervals (lines 1-4) . To avoid the impact of the individual noise point, the interval contained less projection data points will be merged with the empty intervals, which are before and after it (lines 5-9). The number of empty intervals on each dimension, namely, the effective value of dimension, will be denoted by N i (lines 10-11). The effective values of dimensions will be ranked in descending order, and the top k dimensions, which have the strong correlation with the clusters, will be added to the set DI. If there is more than one dimension, whose effective values are the same as the k dimension, and then the difference value of average density ω will be used to judge which one will be added to the set DI. The dimensions in the set DI will be used to generate subspace. The original grid structure GS is projected on the subspace to form the new grid structure GS' (lines 12-19).
Figure 2. Generate Subspace Algorithm
The new data point will be projected on the corresponding grid, and this process will be continued with the arrival of data stream. When a clustering request arrives, the algorithm of generating subspace is implemented and the set DI, which has a subset of dimensions, will be obtained. Then the original grid structure will be projected on the subspace, and the new grid structure GS' will be formed. The clustering is performed on the subspace using the method based on grid and density. The GDH-Stream algorithm is as follows:
Figure 3. GDH-Stream Algorithm
The space is partitioned into grid structure GS, and all the grids in GS are stored in memory. The parameter p i of grid structure must ensure that the number of grids is much smaller than the number of data points, and the size of grid is smaller than the volume of the cluster in data stream (lines 1-3) . For the new coming data point, it is given an attenuation function and projected on the corresponding grid (lines 4-7). When a clustering request arrives, the reducing dimension method will be used to generate subspace. And the original grid structure will be projected on the subspace, then the new grid structure GS' on the subspace is formed (lines 8-10 ). The high-density grids, which are greater than the density threshold, will be got based on grid density threshold (lines 11-12). The connected high-density grids will be merged and the grid correlation technique [9] will be adopted for dealing with the boundary grids. Finally, GDH-Stream can obtain clusters denoted by the spatial grid structure and the data points (lines 13-14).
Experimental Evaluation
In this section, we present an experimental evaluation of GDH-Stream, and compare it with HPStream. We implement GDH-Stream in Visual C++6.0. All the experiments are conducted on a PC with Intel(R) Core(TM) 2 2.93GH CPU Duo and 2GB RAM. The parameter ξ is set 3. KDD-'99 Network Intrusion Detection stream data set and Forest CoverType data set are used in the experiments.
Algorithm: GDH-Stream Algorithm(DS, k)
Input: the data stream DS, parameters k; Output: cluster set; (1) for ( i=1; i++; i<=d ) (2) partition ith dimension to p i section; (3) build grid structure GS on the data stream DS; (4) for each coming data x i ; (5) give a decay function to x i ; (6) if (1<=j<=d && x ij ∈g mj ) (7) add x i to g m , update the characteristic of g m ; (8) if a clustering request arrives then (9) call Generate Subspace(); (10) projection GS to subspace, generate new grid structure GS'; Both of the two data sets were used in HPStream [4] . The efficiency and the clustering quality of GDHStream are mainly experimented on the two data sets and compared it with HPStream. For the KDD-'99 data set and the Forest CoverType data set, k is set 20 and 30 to build the subspace in GDH-Stream respectively. The synthetic data set is used to test the scalability of algorithm. The size of the synthetic data set can be changed from 100k to 1000k, and the dimensions can be changed from 10 to 80.
Clustering Quality
The cluster purity is used to detect the clustering quality of algorithm. And the experimental results, which are performed on the KDD-CUP'99 data set and Forest CoverType data set respectively, are shown in the Figure 4 . In the Figure 4(a) , when the time point T=2500, the clustering quality of both GDH-Stream and HPStream reaches 100% because all the connections belong to an attack type at this time point. Figure 4(a) shows that GDH-Stream has higher clustering purity, which is higher than 90%. And we can also see that the clustering purity of GDH-Stream is better than HPStream. The Figure  4 (b) is the result of the cluster purity on the Forest CoverType data set, and the results show that GDHStream has higher cluster purity than HPStream, especially at the time point T=1600. We know that the effective dimension used in GDH-Stream is very beneficial for clustering over high-dimensional data stream. A lot of calculations can be avoided, and the clustering quality is improved as well. 
Efficiency Performance
The experiment results of the clustering efficiency of GDH-Stream are shown in Figure 5 . GDHStream is compared with HPStream on the KDD-CUP'99 data set. The methods of generating subspace are different in the two algorithms. GDH-Stream just needs to map data to the grid and the data are stored in the grid structure directly, so lots of the calculations and the storage of the information can be avoided. Meanwhile, the method of generating subspace in GDH-Stream is simpler than that in HPStream, so the time for processing data is reduced in proposed algorithm. Therefore, in GDHStream, more data can be processed in time units.
Sensitivity Analysis
The parameter ξ has a little influence on the clustering quality of GDH-Stream, but the value of k, which is the number of dimensions of the subspace, has a great impact on the clustering accuracy of algorithm. Figure 6 is the experimental results of the clustering quality with the different value of k on the Forest CoverType data set. And the red curve is the cluster purity in the full-dimensional data space. Obviously, when k is small, the clustering accuracy is very low. The experimental results on many data sets show that when the value of k is set no less than 10 times of the number of clusters, the clustering accuracy will be very close to that in the full-dimensional data space.
Scalability Test
To test the scalability of algorithm, we perform the experiment through changing the number of dimensions on the synthesis data set. The number of dimensions of the synthetic data sets B600C30, B400C20, B200C10 will be changed from 10 to 80. In the different data set, the size of the data set and the number of clusters have been fixed. Such as the data set B400C20, there are 400K data points and 20 clusters in the data set. Figure 7 shows that the time for building grids is linear increased with the number of dimensions increasing. So, the algorithm is linear scalable. For example, on the B600C30 data set, when the number of the dimensions changes from 10 to 80, the running time is also increased from 12 to 84, which is increased by nearly eight times. 
Conclusion
This paper proposes GDH-Stream, a clustering framework based on the effective dimension and grid density for high-dimensional data stream. GDH-Stream consists of an online component and an offline component. On the online component, the new data point is projected on the corresponding grid and the characteristic vector will be updated too. And the process will be continued as long as the new data coming. When a clustering request arrives, the offline component will be implemented. All the data will be projected on each dimension and the projection dimension will be partitioned into different intervals. Then the empty intervals can be counted to record the effective values of dimensions. Meanwhile, they will be ranked in the descending order, and the top k dimensions will be selected to generate subspace. Then the original grid structure is projected on the subspace and the new grid structure will be formed. The method based on the grid and density is adopted to cluster over highdimensional data stream on the new grid structure. While, the grid correlation technique is used to deal with the boundary grid and the noise points will be detected periodically and removed in real time. Experimental results show that GDH-Stream has good clustering quality and efficiency performance, meanwhile, the algorithm has strong scalability for clustering over high-dimensional data stream.
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