The global structural optimization is carried out for off-lattice protein AB models in two and three dimensions by conformational space annealing. The models consist of hydrophobic and hydrophilic monomers in Fibonacci sequences. To accelerate the convergence, we have introduced a shift operator in the internal coordinate system, and effectively reduced the search space by forming a quotient space. With this, we significantly improve our previous results on AB models, and provide new low energy conformations. This work provides insights on exploring complicated energy landscapes by exploiting the advantages and limitations of CSA.
Introduction
Protein structure prediction is one of the challenging problems of this century in computational sciences. Based on Anfinsen's thermodynamic hypothesis, 1 computational framework for protein structure prediction is well established, defining an appropriate energy function and its optimization. Given an energy function, finding the global minimum of it in the protein folding is a hard combinatorial optimization problem. Recently the importance of optimization in all stages of protein structure prediction using bioinformatics is also investigated. 2 Simplified protein models such as AB models 3 are devised to study qualitative properties of protein folding. Off-lattice protein AB models consist of hydrophobic monomers labeled by A and hydrophilic ones by B. Interactions between these monomers are composed of a Lennard-Jones type potential term, a bending energy term, and torsional energy contributions.
Although the coarse-grained models of proteins are quite simplified, their free-energy landscapes are quite rugged and finding their global minima is a nontrivial task. Although putative groundstate conformations have been reported, they are continually being updated, [4] [5] [6] [7] [8] [9] and thus it is not clear if they correspond to true ground-state conformations.
In ref. 6 , a global optimization method called conformational space annealing (CSA) [10] [11] [12] is applied to find ground-state conformations of protein AB models. At that time, optimization by CSA was terminated when a new structure was obtained with lower energy than reported in the literature. Thus systematic and rigorous optimization was not performed. In addition, there was a confusion in signs of energy terms of model2 (see Off-Lattice AB Models section below).
In this article, we study systematically ground-state properties of protein AB models by using CSA. A distinguished point from ref. 6 is that a "shift operator" is introduced to accelerate the convergence. It effectively reduces the search space, and new low energy conformations are reported for four separate cases.
Off-Lattice AB Models
Two effective off-lattice AB models are investigated with Fibonacci sequences. The Fibonacci sequence is defined recursively by
Correspondence to: J. Lee; e-mail: jlee@kias.re.kr Contract/grant sponsor: Kwangwoon University Figure 1 . A series of structural changes during minimization in terms of a bond angle is shown. A positive bond angle of (a) goes through a value φ = π at (b), and becomes φ > π (or equivalently φ < 0).
where the asterisk denotes the concatenation operator. We study the cases of 6 ≤ i ≤ 9. 
where θ i,j is the angle between the ith and jth bond vectors (c.f. it is not a bond angle, but π− bond angle) and r ij is the distance between monomers i and j. The constant C 1 (σ i , σ j ) is +1, +1/2, and −1/2 for AA, BB, and AB pairs, respectively, thus introducing strong attraction between AA pairs, weak attraction for BB pairs, and weak repulsion between AB pairs. The bending energy term induces chains to expand, and thus partially competes with the van der Waals energy term. All bond lengths are fixed to unity. We call this model "model1" throughout this article, and simulations are performed in two and three dimensions. The second model denoted here as model2 was introduced in ref.
The energy is given by
cos θ i,i+2
where C 2 (σ i , σ j ) is +1 for AA pairs and +1/2 for BB and AB pairs. Therefore all nonbonded interactions are attractive with emphasis on stronger AA interactions. The first and second terms prefer chains to zigzag. Thus all terms compete with each other. All bond lengths are fixed to unity. Since the second term was introduced in ref. 13 to mimic a torsional energy term, the model2 is investigated only in three dimensions.
Methods

Shift Operator
In this work, conformations are represented by the internal coordinate I, and there exist trivial symmetries in I. First, after performing local energy minimization of a conformation, a certain bond angle
Since any conformation can be represented with bond angles in the range of 0 and π, in this case, we have another representation of the conformation with negative "bond angles." Performing restrained local minimization is not a remedy to this problem. Since the energy function is continuous in terms of the internal coordinate, the range of "bond angles" should not be restricted to reach a local minimum of a given conformation. Suppose two bonds are in a shape shown in Figure 1a with a positive bond angle before minimization, and it undergoes the structural change through Figures 1b and 1c in a continuous manner (to make the situation simple, we assume that all the other angles of the rest of the molecule are fixed during minimization). If the local minimization is performed in terms of cartesian coordinates, no special operator is required. However, using the internal coordinate system, the final shape (Fig. 1c) is described with a negative (or φ > π) bond angle. To represent the final structure using the bond angle in the range of [0, π], we reassign the bond angle of Figure 1 Second, changing signs of all dihedral angles (−π ≤ ψ i ≤ π) of a conformation in a simultaneous fashion yields the mirror image with identical energy value.
The idea of forming reduced space is to "glue together" if two points in I represent the same conformation or are mirror images from each other. Mathematically speaking, we define an equivalence relation ∼ and obtain a reduced space by forming a quotient space (1) comes from the fact that if a bond angle of a conformation is of a negative value, one can represent the identical conformation by converting the bond angle to a positive value and flipping its two adjacent dihedral angles. As a result, all bond angles can be defined between 0 and π. The condition (2) corresponds to gluing mirror images into one.
By the definition of (1), 2 n−1 points in I are reduced to a single point in I/ ∼, and by (2) 2 points in I becomes a single point in I/ ∼. Thus by the "shift operator," the size of I/ ∼ is reduced by the factor of 2 n from the size of I. Although this operator is defined for the specific beads-like protein models, this kind of idea can be applied to any reduced protein The numbers in the parenthesis in the last column indicates the number of times the lowest energy is found out of ten independent runs. The new lowest energy is shown in bold case. The conformations of the previously reported lowest energy and the current work are shown in Figure 2 . models where virtual bond angles are introduced. 11, 14 The condition (2) is not necessary when dealing with chirally symmetry-broken units such as amino acids of l and d types.
Equipped with this shift operator, we have applied CSA to this reduced internal coordinate space I/ ∼.
Conformational Space Annealing
The CSA method searches the whole conformational space in its early stages and then narrows the search to smaller regions with low energy as the distance cutoff, D cut , which defines the similarity of two conformations, is reduced. It starts with a preassigned number (50 in this work) of randomly generated and subsequently energyminimized conformations. This pool of conformations is called the bank. At the beginning, the bank is a sparse representation of the conformational space of local minima.
A number of dissimilar conformations (30 in this work) are then selected from the bank, excluding those that have already been used; they are called seeds. Each seed conformation is modified by replacing consecutive parts (from 10% to 40% of the chain selected in a random fashion) of the seed by the corresponding parts of a randomly selected conformation from the bank. Each conformation is energy-minimized to give a trial conformation. A total of 30 trial conformations are generated for each seed (hence 900 trial conformations). This corresponds to the most time-consuming part of the algorithm, and consequently it is highly suitable for parallel computation, 15 since the energy minimizations are independent from each other.
For each trial conformation, α, the closest conformation A from the bank (in terms of the root mean square deviation, d(α, A) ) is determined. If d(α, A) ≤ D cut (D cut being the current value of cutoff criterion), α is considered similar to A; in this case α replaces A in the bank, if it is also lower in energy. If α is not similar to A, but its energy is lower than that of the highest-energy conformation in the bank, B, α replaces B. If neither of the above conditions holds, α is rejected. The narrowing of the search regions is accomplished by setting D cut to a large value initially and gradually reducing it as the search progresses.
Special attention is paid to selecting seeds that are far from each other. One round of the procedure is completed when there is no seed to select (i.e., all conformations from the bank have already been used). At the end of each round, all conformations in the bank are designated as unused as seeds. The value of D cut is also set to the original value. The round is repeated a predetermined number of times (2 in this work), after which additional random energyminimized conformations (50 in this work) are added to the bank, and the whole procedure is repeated. In this work, the whole CSA search stops after the complete procedure is finished with 500 bank conformations. More details of CSA can be found elsewhere. 10, 16, 17 
Results
In the field of protein structure prediction, carefully prepared knowledge-based energy terms are shown to correlate well with the quality of a model. 2 Therefore if one can find lower energy conformations, the chances are that the quality of their structures is better. We note that the degrees of freedom of the system S n in three dimensions increases as 2n which corresponds to the number of backbone angles of a protein with n residues. Table 1 shows the results of the lowest energy of model1 in two dimensions, along with the values reported in the literature by nPERMis, 4 ACMC, 5 our previous work, 6 and STMD 7 for comparison. All methods except nPERMis report identical results for S 13 , S 21 , and S 34 . We could almost be sure that the results obtained may correspond to the true ground-state energies. However, for S 55 , a lower energy conformation is found in this work. Figure 2 shows our lowest energy conformation along with that of STMD. Although its energy is only slightly lower than that found by STMD, hydrophobic cores of our model are more tightly packed in the sense that the number of hydrophobic residues not packed in the cores is one less than that from STMD. We remark that out of 10 independent runs, the new minimum is reached only once, indicating the energy landscape of S 55 in two dimensions is quite rugged and thus finding the new conformation is a nontrivial task. Figure 2 . The lowest energy conformation from STMD (left) for S 55 in two dimensions, and the lowest energy conformation of this study (right) is shown. STMD conformation contains hydrophobic residues of four 4As, one 3A, and two single As. Our conformation contains one 5A, three 4As, one 3A, and one single A. The numbers in the parenthesis in the last column indicates the number of times the lowest energy is found out of ten independent runs. The new lowest energy is shown in bold case. Table 2 shows the lowest energies of our model1 in three dimensions, along with the results by nPERMis, ELP, 8 our previous work, and STA. 9 Recent three methods report identical results for S 13 , S 21 , and S 34 . However, for S 55 , our result for the lowest-energy conformation shown in Figure 3 is ∼5% lower in energy compared with that by STA. In all 10 independent runs, lowest energies found are lower than that of STA. To investigate low-lying regions in the energy landscape, we chose three "stable" (found several times as the lowest energy in 10 runs) conformations and compared their structures. When we denote them as c1,c2,c3, their energies are −44.7983, −44.4212, and −44.15806, respectively. TM-scores 18 between c1 and the others are about 0.23 meaning c1 is quite different from c2 and c3. However, TM-score between c2 and c3 is 0.67 (roughly speaking, 67% can be superimposable). See the structures in Figure  3 . This illustrates a fine structure of low-lying regions in the energy landscape indicating there are two deep basins and one of them has two low-energy meta-stable local minima.
Model1 in Two Dimensions
Model1 in Three Dimensions
This demonstrates the ability of CSA to cover low-lying energy regions scattered distantly in the energy landscape. This feature of CSA is quite important in the field of protein structure prediction. Low-energy conformations scattered distantly may cover different portions of protein structures, and thus there are more chances to improve the quality of structures by combining the information from diverse low-energy structures. 2 In the three-dimensional model1, these results strongly suggest that ground-states for S 13 , S 21 , and S 34 are found, However, the situation is less clear for the case of S 55 .
Model2 in Three Dimensions
In the three-dimensional model2, the problem appears to be more difficult. Table 3 shows the lowest energies of our results, along with the results by ACMC, ELP, our previous work (We acknowledge that there were confusions and mistakes on signs in the energy terms in the previous work for model2, and thus the values in the column of old CSA in Table III should be neglected.), and STA. In this case, even the results in S 34 do not agree from each other. This observation may indirectly indicate that the energy landscapes of model2 are more rugged than those of model1. This is somewhat expected from the functional form in that there are more competing terms in E 2 . We found the lower energy conformations for S 34 and S 55 shown in Figures 4 and 5 , respectively. For S 34 , −98.3571 is reached only twice out of ten runs. The other 8 runs all reached −98.0757 that is also found as the second lowest energy minimum in the two more successful runs. TM-score between these two conformations is 0.31 indicating they are structurally quite different from each other. This Figure 3 . The lowest energy conformation (c1) for S 55 of model2 in three dimensions, and two low-energy meta-stable conformations c2 and c3 are shown in streoview from top to bottom. The numbers in the parenthesis in the last column indicates the number of times the lowest energy is found out of ten independent runs. The new lowest energy is shown in bold case.
demonstrates that the energy landscape of S 34 contains a deep narrow basin and a wider basin. It should be noted that we have found eight distinct conformations whose energy values are all lower than the previous best one by STA. The previous best conformation by STA is also obtained in this study. TM-scores between seven conformations are all less than 0.32 from each other, and the score between two out of eight was 0.5. This illustrates the CSA's ability to find low energy conformations while keeping diversity between conformations, especially in much rugged energy landscapes.
For S 55 , a conformation with 1.2% lower energy compared to that by STA is found. Again, in all 10 independent runs, all lowest energies found in this work are lower than that by STA. However, the lowest energies in 10 independent runs are not identical from each other except that the second minimum, −176.4706, is reached twice. The lowest minimum energy of −176.6913 is reached only once. This illustrates that finding the global minimum of the energy landscape for S 55 of model2 is quite difficult even with the state-ofthe-art method, and one can not be sure the lowest energy reported here corresponds to the true global minimum. In Table 4 , results of 10 runs for the above four cases are summarized.
Summary and Discussions
The ground state energies of two off-lattice AB models are investigated by conformational space annealing (CSA). To accelerate the convergence we have defined an equivalent relation ∼, and effectively reduced the internal coordinate space I by forming a quotient space I/ ∼. By applying CSA to I/ ∼, lower energy conformations are found for S 55 of model1 in two dimensions, S 55 of model1 in three dimensions, S 34 and S 55 for model2 in three dimensions. Fine structures of energy landscapes are also discussed.
For S 13 and S 21 of model1 and model2, we could be almost sure that their global minima are found. For S 34 , the ground state conformation of model1 found by this work is more repeatedly visited than that of model2 indicating that the energy landscape of model2 may be more difficult to search than that of model1. It is probably due to one additional competing term in model2. For S 55 , even with the current method, it is difficult to repeatedly find the reported lowest-energy conformations in this work, and thus finding the true global minimum conformations for S 55 of model1 and model2 still remains challenging and open to further investigations.
After this work is finished, we have noticed the work of Zhang and Ma, 19 where new putative ground state conformations are reported for four cases, 2D S 34 , 3D S 55 of model1, 3D S 34 of model2, and 3D S 55 of model2. The energies found by Zhang and Ma are lower than those found here in three out of four cases. Here we aim to provide comparative analysis and discussions.
Interestingly, our results for 3D S 34 of model2 agree with Zhang and Ma. For this case, previous methods have repeatedly provided new putative global minimum conformations. The agreement from these two separate methods strongly indicates that it could be the true ground-state.
For 2D S 55 and 3D S 55 of model1, Zhang and Ma 19 found slightly lower (the energy difference being 0.3274 for 2D, and 0.0782 for 3D, respectively) energy conformations. TM-scores between theirs and the closest one kept in the final bank from CSA was 0.48 for For 3D S 55 of model2, however, the energy difference is larger (1.4426) and the structural similarity between the two methods is rather low with TM-score of 0.31.
The failure to obtain lowest energy structures of three protein AB models using CSA is rather disappointing. However, it is important to understand the reason for the failure and to suggest a possible fix for the problem. One important assumption for the success of CSA 10 is that a typical local minimum conformation contains a portion of correct values of internal variables for global minimum solution (combination assumption). In the case of protein structures, most dihedral angles take one of three values denoted as gauche+, gauche− and trans (planar angles take one of the two values, trans and cis). Therefore, a typical local minimum conformation may contain one third of its dihedral angles in agreement with the global minimum conformation (still finding the global minimum remains as a hard combinatorial optimization problem). In CSA, when perturbing a seed conformation, rather than using random variables for random perturbation, randomly chosen locally minimized values from the first bank is used (first bank is the collection of randomly generated and then minimized conformation). We suspect that the current failure is partly from the breakdown of the combination assumption mentioned. Another possibility is that, throughout the CSA procedure, conformations generated are all quite low in energy, especially compared to those by Zhang and Ma. 19 The fact that the Monte Carlo simulations [19] [20] [21] efficiently generate low and quite high energy conformations, appears to enable one to cover more diverse phase space than sampled by CSA, demonstrating the limitation of CSA especially when the first bank fails to provide appropriate candidate values for the global minimum. To overcome this kind of situation, one needs to introduce new measures to CSA when the combination assumption fails. One possibility could be to combine CSA with generalized Monte Carlo ensemble.
