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MESURES LIMITES POUR L’E´QUATION DE HELMHOLTZ DANS
LE CAS NON CAPTIF
par
Jean-Franc¸ois Bony
Re´sume´. — Cet article est consacre´ a` l’e´tude des mesures limites associe´es a` la solution de
l’e´quation de Helmholtz avec un terme source se concentrant en un point. Le potentiel est suppose´
C∞ et l’ope´rateur non-captif. La solution de l’e´quation de Schro¨dinger semi-classique s’e´crit alors
micro-localement comme somme finie de distributions lagrangiennes.
Sous une hypothe`se ge´ome´trique, qui ge´ne´ralise l’hypothe`se du viriel, on en de´duit que la
mesure limite existe et qu’elle ve´rifie des proprie´te´s standard. Enfin, on donne un exemple
d’ope´rateur qui ne ve´rifie pas l’hypothe`se ge´ome´trique et pour lequel la mesure limite n’est
pas unique. Le cas de deux termes sources est aussi traite´.
1. Introduction.
Dans ce papier, on e´tudie la limite hautes fre´quences de l’e´quation de Helmholtz, en dimen-
sion n ≥ 1, avec un terme source se concentrant en x = 0. Par un changement de variables,
ce proble`me se rame`ne a` l’e´tude de la limite quand h→ 0 de uh, la solution de(
− h
2
2
∆ + V (x)− E
)
uh = h
−n/2S
(x
h
)
.
Le membre de droite de cette e´quation est une fonction qui joue le roˆle d’un profil se concen-
trant en 0 a` l’e´chelle h. Sa norme L2 est pre´serve´e. L’e´nergie, ou parame`tre de re´gularisation,
E est dans le demi-plan complexe supe´rieur et ve´rifie E = E0 + hE1 + o(h), E0 > 0, quand
h→ 0. De plus le comportement du potentiel V est prescrit a` l’infini (dans cet article, V sera
a` longue porte´e).
Plus pre´cise´ment, on veut calculer les e´ventuelles mesures semi-classiques de Wigner as-
socie´es a` uh. Autrement dit, on cherche a` savoir si, pour q ∈ C∞0 (R2n), la quantite´
lim
h→0
h〈Op(q)uh, uh〉,
existe et s’e´crit 〈q, µh−1〉 ou` µh−1 est une mesure sur T⋆Rn = R2n inde´pendante de h (Op(q)
est l’ope´rateur pseudo-diffe´rentiel de´fini en (1.3)). La pre´sence du h devant le produit scalaire
sera obligatoire pour rendre la quantite´ convergente.
Classification mathe´matique par sujets (2000). — 35Q40, 35J10, 35S30, 81Q20.
Mots clefs. — Equation de Helmholtz, Mesure semi-classique, Analyse micro-locale.
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En ge´ne´ral cette mesure ve´rifie les proprie´te´s suivantes. Elle est supporte´e dans la surface
d’e´nergie E0. Elle est nulle dans la zone entrante (on parle aussi de condition de radiation a`
l’infini). Enfin cette mesure limite ve´rifie l’e´quation de Liouville :(
ξ∂x −∇V (x)∂ξ + 2 ImE1
)
µh−1 = (2pi)
1−n|Ŝ(ξ)|2δx=0δ 1
2
ξ2+V (0)=E0
.
On verra que le dernier point n’est pas toujours satisfait.
A notre connaissance, le premier travail dans cette direction est du a` Benamou, Castella,
Katsaounis et Perthame [1]. Sous l’hypothe`se que V = 0, ils obtiennent la convergence vers
la mesure pre´ce´demment de´crite. Ce re´sultat a e´te´ e´tendu au cas des potentiels variables par
Wang [25]. Lorsque la source est porte´e par une varie´te´, des re´sultats e´quivalents ont e´te´
obtenus par Castella, Perthame et Runborg [6] dans le cas V = 0 et ge´ne´ralise´s par Wang et
Zhang [26] aux cas a` coefficients variables. Enfin, quand le potentiel est constant de chaque
cote´ d’un hyperplan sur lequel il pre´sente une discontinuite´, la propagation de telles mesures
semi-classiques a e´te´ traite´e par Fouassier [10]. Tous ces travaux utilisent des majorations de
la re´solvante entre espaces de Besov (estimations de Morrey–Campanato). Ces estimations
sont parfois obtenues a` l’aide de la the´orie de Mourre. C’est pourquoi la re´gularite´ du potentiel
peut eˆtre abaisse´e jusqu’a` C2, dans certains cas. Ne´anmoins, tous supposent que le potentiel
est nul ou satisfait l’hypothe`se du viriel. Ce pre´sent travail a pour but de de´crire ce qui se
passe quand cette hypothe`se est retire´e, mais que l’ope´rateur reste non captif.
Mentionnons qu’il existe e´galement des articles qui prouvent spe´cifiquement des estimations
de la re´solvante entre espaces de Besov (voir, par exemple, Perthame et Vega [20] pour des
potentiels ne s’annulant pas a` l’infini, Wang et Zhang [26] pour des termes sources porte´s par
des surfaces, Castella et Jecko [4] dans le cas C2 non-captif, Wang [25] et Castella, Jecko et
Knauf [5] pour des singularite´s coulombiennes). Enfin, Castella [3] a e´tudie´ la limite faible
hautes fre´quences de l’e´quation de Helmholtz dans le cas non captif.
Dans cet article, on de´montre que la solution de l’e´quation de Schro¨dinger stationnaire peut
s’e´crire micro-localement pre`s de tout point ρ0 ∈ R2n comme somme finie de distributions
lagrangiennes. Toutefois, la varie´te´ x = 0 pose des difficulte´s, et on peut juste majorer la solu-
tion pre`s de l’origine. Une fois cette construction effectue´e, il est facile de de´duire l’existence
de la mesure limite et de la calculer. A cause du caracte`re biline´aire de ces mesures, on doit
faire une hypothe`se ge´ome´trique sur les varie´te´s lagrangiennes qui portent la solution. Cette
hypothe`se est plus ge´ne´rale que l’hypothe`se du viriel. Elle, ou une autre du meˆme type, est
en fait obligatoire : dans la partie 4, en s’inspirant de l’exemple de Castella [3, section 9], on
construit un ope´rateur qui ne ve´rifie pas l’hypothe`se ge´ome´trique et pour lequel la mesure
limite n’est pas unique.
Pour obtenir ces re´sultats, on utilise une me´thode de´pendante du temps et on e´crit la
re´solvante comme l’inte´grale du propagateur en temps positifs. Des constructions BKW
de´veloppe´es par Maslov et Ho¨rmander servent alors a` approcher le propagateur. Cette ide´e
avait e´te´ utilise´e par Castella dans [3], mais elle vient surtout, pour ce type de questions, de
l’e´tude de l’amplitude de diffusion re´alise´e par Robert et Tamura [24] en 1989. Remarquons
que, en un certain sens, l’amplitude de diffusion peut eˆtre vue comme l’e´quation de Helmholtz
avec terme source a` l’infini. Ces me´thodes, tre`s gourmandes en de´rive´es, ne´cessitent que le
potentiel et la transforme´e de Fourier du terme source soient essentiellement C∞. Par contre,
la preuve n’utilise ni la the´orie de Mourre ni les estimations de la re´solvante entre espaces de
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Besov. Cependant le lemme 3.5, qui sert a` controˆler la norme L2 (d’une partie) de la solution
tre`s pre`s de x = 0 utilise une de´composition dyadique.
Enfin, avec cette me´thode, on peut aussi traiter le cas de deux (ou plusieurs) points sources.
Nous aurons besoin d’une hypothe`se ge´ome´trique qui, comme pre´ce´demment, est essentiel-
lement ne´cessaire pour l’unicite´ de la mesure. Fouassier [9] avait e´tudie´ cette question sous
l’hypothe`se V = 0.
On se place dans le cadre de l’analyse semi-classique et h ∈]0, h0[ de´signe le petit parame`tre.
Dans la suite, on utilisera les notations suivantes. Pour m(x, ξ) ≥ 0 une fonction de poids,
S(m) de´signe l’ensemble des fonctions q(x, ξ, h) ∈ C∞(R2nx,ξ) telles que
(1.1) ∂αx ∂
β
ξ q(x, ξ, h) = O(m),
pour tous α, β ∈ Nn. On dit que le symbole q(x, ξ, h) est classique et on note q ∈ Scl(m) si il
existe une suite de symboles qj(x, ξ) ∈ S(m) tel que
(1.2) q(x, ξ, h) −
N∑
j=0
qj(x, ξ)h
j ∈ S(hN+1m) := hN+1S(m).
Sous cette hypothe`se, q0 est appele´ le symbole principal. Pour q ∈ S(m), l’ope´rateur pseudo-
diffe´rentiel (semi-classique en quantification de Weyl) de symbole q est de´fini par
(1.3) Op(q)f(x) =
1
(2pih)n
∫∫
ei(x−y)·ξ/hq
(x− y
2
, ξ, h
)
f(y) dy dξ,
au sens des inte´grales oscillantes. On note Ψ(m) = Op(S(m)), l’ensemble des ope´rateurs
pseudo-diffe´rentiels de symbole dans S(m). Enfin,
(1.4) f̂(ξ) =
1
(2pi)n/2
∫
e−ix·ξ/hf(x) dx,
est la transforme´e de Fourier de f ∈ S ′(Rn), le dual de l’espace de Schwartz S(Rn).
2. Enonce´ des re´sultats.
On conside`re un ope´rateur de Schro¨dinger semi-classique sur L2(Rn), avec n ≥ 1,
(2.1) P = −h
2
2
∆ + V (x),
et on fait les hypothe`ses suivantes.
(H1) V est une fonction C∞ sur Rn, et il existe ρ > 0 tel que
|∂αV (x)| . 〈x〉−ρ−|α|,
pour tout α ∈ Nn.
Autrement dit le potentiel est re´gulier et a` longue porte´e. Le symbole de P est note´
p(x, ξ) =
ξ2
2
+ V (x),
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x = 0
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Λ
Figure 1. La varie´te´ Λ˜ et la situation ge´ome´trique pre`s d’un point ρ0 ou` Λ se “recoupe”.
et son champ hamiltonien
Hp = ξ
∂
∂x
−∇V (x) ∂
∂ξ
.
(H2) La surface d’e´nergie E0 > 0 est non captive. C’est a` dire,
K(E0) = {(x, ξ) ∈ p−1(E0); t→ exp(tHp)(x, ξ) reste borne´ en temps} = ∅.
(H3) De plus, V (0) < E0.
(H4) On suppose que
mesn−1
{
ξ ∈
√
2(E0 − V (0))Sn−1; ∃t > 0 Πx exp(tHp)(0, ξ) = 0
}
= 0.
mesn−1 est la mesure de Lebesgue sur
√
2(E0 − V (0))Sn−1 et Πx(x, ξ) = x est la projec-
tion spatiale.
Notons que l’ensemble qui apparait dans (H4) est mesurable car ferme´. L’interpre´tation
ge´ome´trique de cette hypothe`se est la suivante (voir la partie 6 pour les preuves). La so-
lution de l’e´quation de Helmholtz sera micro-localise´e sur l’ensemble Λ de´fini par
(2.2) Λ := {exp(tHp)(0, ξ); t > 0 et ξ2 = 2(E0 − V (0))} ⊂ p−1(E0).
Cet ensemble peut se “recouper” (voir les figures 1, 2, 3 (en dimension n = 1) et 5 (en
dimension supe´rieure)). Mais localement pre`s d’un point ρ0 = (x0, ξ0) ∈ p−1(E0), il est de la
forme
(2.3) Λ =
K⋃
k=1
Λk, si x0 6= 0 et Λ = Λ˜ ∪
K⋃
k=1
Λk, si x0 = 0,
ou` les ensembles Λ˜ et Λk sont de´finis ci-dessous. La varie´te´
(2.4) Λ˜ = {exp(tHp)(0, ξ); 0 < t < ε0 et ξ2 = 2(E0 − V (0))},
avec ε0 > 0 assez petit, est une varie´te´ (locale) lagrangienne C
∞ se projetant bien suivant les
variables d’espace, pour x 6= 0. Elle est repre´sente´e sur la figure 1. Les Λk sont des varie´te´s
(locales) lagrangiennes C∞. Plus pre´cise´ment,
(2.5) {(t, ξ); 0 < t, ξ2 = 2(E0 − V (0)) et exp(tHp)(0, ξ) = ρ0},
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V (x)
0
ξ0
Figure 2. Un exemple de potentiel V qui, pour 0 < E0 < max V , ne ve´rifie pas
l’hypothe`se du viriel mais pour lequel (H4) est vrai. En effet, l’ensemble qui apparait
dans (H4) est un singleton {ξ0}.
est un ensemble fini {(t1, ξ1), . . . , (tK , ξK)} et
(2.6) Λk = {exp(tHp)(0, ξ); t au voisinage de tk et ξ au voisinage de ξk}.
Ainsi, il se peut que Λj = Λk avec j 6= k. On notera parfois Λ0 = Λ˜ et, d’apre`s la section 6,
l’hypothe`se (H4) est e´quivalente a`
(H4)’ Les intersections des varie´te´s Λ˜ et Λk sont de mesure nulle :
mesn(Λj ∩ Λk) = 0,
pour 0 ≤ j 6= k ≤ K. La mesure est prise sur la varie´te´ Λj (ou Λk).
D’apre`s le principe d’absorption limite, on sait que, pour tout E ∈]0,+∞[,
(2.7) (P − (E + i0))−1 := lim
δ→0
(P − (E + iδ))−1,
existe en tant qu’ope´rateur de L2(〈x〉2αdx) dans L2(〈x〉−2αdx), pour tout α > 1/2. De plus,
Robert et Tamura [22] ont de´montre´ que, sous les hypothe`ses (H1) et (H2),
(2.8) sup
0≤δ<1
∥∥〈x〉−α(P − (E + iδ))−1〈x〉−α∥∥ . h−1,
pour E ∈]0,+∞[ au voisinage de E0. Leur preuve utilise, entre autres choses, les constructions
d’Isozaki et Kitada. Mais il existe d’autres de´monstrations, notamment celle de C. Ge´rard
et Martinez [12] qui est base´e sur la me´thode de Mourre [19]. D’autre part, Burq [2] a
prouve´ (2.8) par l’absurde graˆce aux mesures de de´fauts. Cette estimation re´sulte aussi du
re´cent papier de C. Ge´rard [11] qui en donne une preuve directe utilisant uniquement de
l’analyse fonctionnelle. Dans la suite et dans ce genre d’estimation, α de´signera toujours un
re´el strictement supe´rieur a` 1/2.
On prend une donne´e Sh qui se concentre en 0 de la manie`re suivante :
(H5) On conside`re la suite de fonctions
Sh(x) = h
−n/2S
(x
h
)
,
ou` S est dans 〈x〉−NL2(Rn) pour tout N ≥ 0. Donc, Ŝ ∈ C∞(Rn).
et on fait l’hypothe`se suivante sur l’e´nergie :
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(H6) Soit E = E(h) ∈ C une famille d’e´nergies ve´rifiant
E = E0 + hE1 + o(h),
et ImE ≥ 0.
Ce papier est consacre´ a` l’e´tude de la solution de Helmholtz
(2.9) uh(x) = (P − (E + i0))−1Sh.
Si ImE > 0, on a uh = (P − E)−1Sh.
The´ore`me 2.1. — Sous les hypothe`ses (H1)–(H6), il existe une mesure de Radon positive
µh−1 sur R
2n telle que, pour tout q ∈ C∞0 (R2n),
(2.10) h〈Op(q)uh, uh〉 −→ 〈q, µh−1〉,
quand h→ 0. La mesure µh−1 ne de´pend pas de h et l’indice h−1 est juste une notation.
La mesure µh−1 posse`de les proprie´te´s suivantes qui la caracte´risent uniquement :
i) La mesure µh−1 est supporte´e dans la surface d’e´nergie E0 :
(2.11) suppµh−1 ⊂ p−1(E0).
ii) La mesure µh−1 est nulle dans la zone entrante :
(2.12) µh−1 = 0 dans {(x, ξ); |x| grand et cos(x, ξ) < −1/2}.
iii) La mesure µh−1 ve´rifie l’e´quation d’e´volution :
(Hp + 2 ImE1)µh−1 =
(
ξ∂x −∇V (x)∂ξ + 2 ImE1
)
µh−1
=(2pi)1−n|Ŝ(ξ)|2δx=0δ 1
2
ξ2+V (0)=E0
.(2.13)
Le membre de gauche de l’e´quation (2.10) est a` prendre au sens de la dualite´ L2(〈x〉2αdx),
L2(〈x〉−2αdx). On dira qu’une fonction est un Oα(1) si sa norme L2(〈x〉−2αdx) est un O(1). La
mesure µh−1 est inde´pendante de h. L’indice h
−1 sert juste a` indiquer que le produit scalaire
dans le membre de gauche de (2.10) a e´te´ multiplie´ par h.
Remarque 2.2. — En fait, on calcule micro-localement uh pre`s de tout point ρ0 = (x0, ξ0) ∈
R
2n avec x0 6= 0 (pour x0 = 0, on a juste les majorations donne´es par le lemme 3.5 et la
discussion apre`s le lemme 3.1 (voir aussi la proposition 2.3)). Si p(ρ0) = E0 et x0 6= 0, alors
uh est somme de K distributions lagrangiennes d’ordre h
− 1
2 , a` symbole classique, porte´es par
les varie´te´s lagrangiennes Λk (voir (3.47) et (3.60)). D’autre part, uh est nul micro-localement
pre`s des points ρ0 /∈ p−1(E0) avec x0 6= 0. Remarquons que ces re´sultats ne ne´cessitent pas
l’hypothe`se (H4).
Comme corolaire, ces constructions donnent un de´veloppement asymptotique (au sens C∞)
explicite de uh si les lagrangiennes Λk se projettent bien spatialement. Enfin, la preuve du
lemme 3.5 doit permettre d’e´tendre la construction de la distribution lagrangienne porte´e
par Λ˜ jusqu’a` des voisinages de taille h1−ε de 0 faisant apparaitre une phase singulie`re en 0
comme dans le cas de −h2∆/2.
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L’hypothe`se (H4), ou une hypothe`se du meˆme type, est obligatoire pour obtenir les conclu-
sions du the´ore`me 2.1. L’exemple donne´ dans la partie 4 montre que, si cette hypothe`se est
retire´e, la mesure limite n’est plus unique.
Dans la partie consacre´e a` l’e´tude des mesures semi-classiques de l’e´quation de Schro¨dinger
stationnaire de son papier [25], Wang de´montre le the´ore`me 2.1 en supposant que le potentiel
V ∈ C2(Rn) satisfait
(2.14) ν0(E0 − V (x))− x · ∇V (x) ≥ c0,
avec c0 > 0 et ν0 ∈]0, 2] (e´quation (4.23) de [25]). Comme p = ξ2 + V (x) dans [25], si
(x(t), ξ(t)) ∈ p−1(E0) est une courbe hamiltonienne, il vient
∂t
(
x(t) · ξ(t)) =2ξ(t)2 − x · ∇V (x)
≥ν0ξ(t)2 − x · ∇V (x)
=ν0(E0 − V (x))− x · ∇V (x) ≥ c0.(2.15)
En particulier, x · ξ est strictement croissant en temps et l’ensemble qui apparait dans l’hy-
pothe`se (H4) est vide.
L’hypothe`se (H4) est proche de l’hypothe`se de transversalite´ e´nonce´e par Castella dans [3].
Cet article est consacre´ a` la limite faible de l’e´quation de Helmholtz ; autrement dit, a` la limite
de 〈uh, h−n/2ϕ(xh)〉, pour toute fonction ϕ ∈ C∞0 (Rn). L’auteur suppose que la dimension n
est supe´rieure a` 2, que l’ensemble
(2.16) M := {(t, ξ, η); ξ2 = 2(E0 − V (0)) et exp(tHp)(0, ξ) = (0, η)},
est une sous-varie´te´ de R2n+1 de codimension strictement supe´rieure a` n + 2 et que l’espace
tangent de M est donne´ par la line´arisation des e´quations qui le de´finissent (hypothe`se (H)
page 245 de [3]). Mais alors, l’intersection de deux varie´te´s Λj et Λk, pour 0 ≤ j 6= k ≤ K, est
une sous-varie´te´ de Λj (ou Λk) de codimension supe´rieure a` 1 et (H4)’ est ve´rifie´e. Ne´anmoins,
le proble`me traite´ par Castella est diffe´rent de celui aborde´ ici et les comparaisons ne sont
pas e´videntes.
Le the´ore`me 2.1 de´crit la contribution principale de la solution de l’e´quation de Helmholtz.
Mais il reste une partie sous-principale qui n’est pas principalement porte´e par la surface
d’e´nergie E0. Cette contribution est de´crite par la proposition suivante.
Proposition 2.3. — Sous les hypothe`ses (H1)–(H6), il existe une mesure de Radon positive
µ1 sur R
2n telle que, pour tout q ∈ C∞0 (R2n),
(2.17) 〈Op(q(p − E0)2)uh, uh〉 −→ 〈q, µ1〉,
quand h→ 0. De plus, on a
(2.18) 〈q, µ1〉 = 1
(2pi)n
∫
q(0, ξ)|Ŝ(ξ)|2 dξ.
Le fait que uh porte une contribution particulie`re en x = 0 est spe´cifique a` l’e´tude de la
re´solvante. Dans le cas de la mesure spectrale,
(2.19) P(E) = 1
2ipi
(
(P − (E + i0))−1 − (P − (E − i0))−1),
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E ∈]0,+∞[ proche de E0, ce terme n’existe pas et P(E) est un ope´rateur inte´gral de Fourier
re´gulier. Ce re´sultat a e´te´ de´montre´ par C. Ge´rard et Martinez dans [13].
De plus, il semble aussi possible de de´finir une mesure µh−1/2 par
(2.20) h1/2〈Op(q(p − E))uh, uh〉 −→ 〈q, µh−1/2〉,
pour tout q ∈ C∞0 (R2n). Sous une hypothe`se ge´ome´trique, cette mesure semble porte´e par
p−1(E0) ∩ {x = 0}. En fait, cette mesure est un cas particulier de limite faible de l’e´quation
de Helmholtz ; elle code le retour en 0 de la varie´te´ Λ lorsque l’hypothe`se de transversalite´
(H) de Castella [3] n’est pas ve´rifie´e.
Avec cette approche, on peut aussi traiter le cas de deux (ou plusieurs) termes sources
concentre´s en x1 6= x2, deux points de Rn. Pour S1, S2 deux fonctions satisfaisant l’hypothe`se
(H5), on pose
S1h(x) = h
−n/2S
(x− x1
h
)
et S2h(x) = h
−n/2S
(x− x2
h
)
.
En plus de l’hypothe`se (H4) aux points x1 et x2, on rajoute :
(H7) On suppose que
mesn−1
{
ξ ∈
√
2(E0 − V (x1))Sn−1; ∃t > 0 Πx exp(tHp)(x1, ξ) = x2
}
= 0.
mesn−1 est la mesure de Lebesgue sur
√
2(E0 − V (x1))Sn−1.
Autrement dit on suppose que les trajectoires dans p−1(E0) qui vont de x1 a` x2 sont de mesure
nulle. L’hypothe`se (H7) ne change pas si x1 et x2 sont intervertis.
Pour j = 1, 2, soient Λjk, k = 0, . . . ,Kj les varie´te´s lagrangiennes de´finies en (2.4) et (2.6)
en ρ0 avec point de base xj. L’hypothe`se (H7) est alors e´quivalente a`
(H7)’ Les intersections des varie´te´s Λ1k1 et Λ
2
k2
sont de mesure nulle :
mesn(Λ
1
k1 ∩ Λ2k2) = 0,
pour tout 0 ≤ kj ≤ Kj , j = 1, 2. La mesure est prise sur la varie´te´ Λ1k1 (ou Λ2k2).
Dans ce cas, la solution de Helmholtz est alors la fonction uh solution de
(2.21) uh(x) = (P − (E + i0))−1
(
S1h + S
2
h
)
.
On a alors le the´ore`me suivant qui e´tend le re´sultat de Fouassier [9] aux cas a` coefficients
variables.
The´ore`me 2.4. — On suppose (H1), (H2), (H6) et (H7). On suppose aussi que les hy-
pothe`ses (H3), (H4) et (H5) sont ve´rifie´es en x1 et en x2 (autrement dit, en remplac¸ant le
point de base 0 par x1 et par x2). Alors, pour tout q ∈ C∞0 (R2n),
(2.22) h〈Op(q)uh, uh〉 −→ 〈q, µ1h−1 + µ2h−1〉 quand h→ 0.
La mesure µj
h−1
est la mesure fournie par le the´ore`me 2.1 avec point de base xj.
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La preuve suit celle du the´ore`me 2.1 et on omet les de´tails. L’hypothe`se (H7) implique que les
interactions entre les deux points sources sont ne´gligeables. Comme pour le the´ore`me 2.1, si
cette hypothe`se est retire´e, on peut construire un exemple d’ope´rateur pour lequel la mesure
n’est pas unique. Remarquons que ces hypothe`ses impliquent n ≥ 2.
Le reste du papier est consacre´ a` la preuve du the´ore`me 2.1. Dans la section 4, on donne
un exemple ou` la mesure n’est pas unique. La proposition 2.3 est de´montre´e dans la section
5. Enfin, l’e´quivalence entre (H4) et (H4)’ est prouve´e dans la section 6.
3. Preuve du the´ore`me 2.1.
Dans les sections 3.1–3.6, on pourra supposer que E = E0 + hF1, ou` F1 ∈ {z ∈ C; Im z ≥
0} ne de´pend pas de h. En effet, toutes les constructions seront re´gulie`res par rapport au
parame`tre F1 et toutes les estimations seront uniformes en F1, quand F1 varie dans un compact
de {z ∈ C; Im z ≥ 0}. Et pour obtenir le cas ge´ne´ral (H6), il suffira de prendre F1 =
h−1(E − E0) = E1 + o(1), ou` E est donne´ par (H6).
3.1. Localisation pre`s de la surface d’e´nergie E0.
On note P0 = −h2∆/2 le laplacien libre de symbole p0(x, ξ) = ξ2/2.
Lemme 3.1. — Soit f, g ∈ C∞0 (R) tel que f = 1 pre`s de E0 − V (0) et g = 1 pre`s de E0.
Alors
uh(x) =(P − (E + i0))−1f(P0)Sh +Oα(1)(3.1)
=g(P )(P − (E + i0))−1f(P0)Sh +Oα(1),(3.2)
pour tout α > 1/2.
De´monstration. — Soit 1E0 ≺ f˜ ∈ C∞0 (R) tel que f(p0) = 1 pre`s du support de f˜(p). Par le
calcul fonctionnel et comme Sh = O(1), on a
uh(x) =(P − (E + i0))−1f˜(P )Sh + (P − E)−1(1− f˜(P ))Sh
=(P − (E + i0))−1f˜(P )Sh +O(1).(3.3)
Ici, on a utilise´ le fait que f˜(P ) ∈ Ψ(1) et donc f˜(P )Sh ∈ L2(〈x〉−∞dx). D’apre`s le calcul
fonctionnel des ope´rateurs pseudo-diffe´rentiels ([7] par exemple), on a
(3.4) f˜(P ) ∈ f˜(P )f(P0) + Ψ(h∞〈ξ〉−∞).
En utilisant (3.3), (3.4), (2.8) et encore (3.3), il vient
uh(x) =(P − (E + i0))−1f˜(P )Sh +O(1)
=(P − (E + i0))−1f˜(P )f(P0)Sh +O(1) +Oα(h∞)
=(P − (E + i0))−1f(P0)Sh +O(1) +Oα(h∞),(3.5)
ce qui prouve (3.1). L’identite´ (3.2) de´coule de (3.3).
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Remarquons que, comme (P − E)−1(1− f˜(P )) ∈ Ψ(〈ξ〉−2), la preuve montre que
(3.6) uh(x) = (P − (E + i0))−1f(P0)Sh +R,
ou` R = Oα(1) ve´rifie (1 − ϕ(x))R = Oα(h∞) pour toute fonction ϕ ∈ C∞0 (Rn) telle que
ϕ = 1 pre`s de 0. En fait, comme (P − (E + i0))−1 = O(h−1) en tant qu’ope´rateur de
Hs(〈x〉2αdx) dans Hs(〈x〉−2αdx), pour tout s > 0, on peut montrer que ∂βxR = Oα(h−|β|) et
(1− ϕ(x))∂βxR = Oα(h∞) pour tout β ∈ Nn.
3.2. Controˆle des temps grands.
Comme dans Robert–Tamura [24] et Castella [3], on voit la re´solvante comme l’inte´grale
en temps du propagateur. En effet,
(3.7) (P − (E + i0))−1 = i
h
∫ T
0
e−it(P−E)/hdt+ (P − (E + i0))−1e−iT (P−E)/h,
pour tout T ∈ R. On a alors le lemme suivant.
Lemme 3.2. — Pour tout q ∈ C∞0 (R2n),
(3.8) Op(q)(P − (E + i0))−1f(P0)Sh = Op(q) i
h
∫ T
0
e−it(P−E)/hf(P0)Sh dt+O−β(h∞),
pour tout T assez grand et β > 0.
De´monstration. — La preuve est entie`rement donne´e au bas de la page 173 de [24], et on
rappelle juste les deux e´tapes. D’abord, on e´nonce une version du the´ore`me d’Egorov.
Proposition 3.3 (Proposition 3.1 de [24]). — Soit ω(x, ξ) ∈ C∞0 (R2n). Supposons que
ωt ∈ S(1) soit nul pre`s de
{(x, ξ); (x, ξ) = exp(tHp)(y, η) avec (y, η) ∈ suppω}.
Alors ∥∥〈x〉β Op(ωt)e−itP/hOp(ω)〈x〉β∥∥ = O(h∞),
pour tout β ≥ 0. Cette estimation reste uniforme´ment vraie pour t dans un compact de R a`
condition que ωt soit uniforme´ment dans S(1).
On dit qu’un symbole ω ∈ C∞(R2n) est de classe A0 si
|∂αx ∂βξ ω(x, ξ)| . 〈x〉−|α|〈ξ〉−L,
pour tout L > 0. Les ensembles Γ− (resp. Γ+) de´finis par
Γ±(R, d, σ) = {(x, ξ); |x| > R, d−1 < |ξ| < d et ± cos(x, ξ) > σ},
sont appele´s les zones entrantes (resp. sortantes). Dans [24], la proposition 3.3 est e´nonce´e
pour ωt ∈ A0, mais elle reste vraie pour ωt ∈ S(1).
Comme les surfaces d’e´nergie proche de E0 sont non-captives, cette proposition implique
que le micro-support de e−iT (P−E)/hf(P0)Sh(x) est micro-localise´ dans une zone sortante
modulo O−β(h∞), pour tout β ≥ 0. Le lemme 3.2 est alors une conse´quence directe du lemme
suivant qui repose sur les constructions d’Isozaki et Kitada.
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Proposition 3.4 (Lemme 2.3 de [24]). — Soit ω, ω± ∈ A0 tel que le support de ω± (resp.
ω) soit dans Γ±(R, d, σ±) (resp. {|x| < 9R/10}), avec R assez grand et σ− < σ+. Alors∥∥〈x〉β Op(ω∓)(P − (E ± i0))−1Op(ω±)〈x〉β∥∥ = O(h∞),∥∥〈x〉β Op(ω)(P − (E ± i0))−1Op(ω±)〈x〉β∥∥ = O(h∞),
pour tout β ≥ 0.
Remarquons que Robert et Tamura suppose que l’e´nergie E est re´elle et que le potentiel est a`
courte porte´e, ρ > 1 (pour pouvoir de´velopper la the´orie de la diffusion), mais les propositions
pre´ce´dentes sont encore valables pour des potentiels a` longue porte´e (voir l’appendice de [23]
ou` la construction des propagateurs approche´s entrant et sortant est faites pour ρ > 0 (voir
aussi les travaux d’Isozaki et Kitada [16] et [17])) et pour des e´nergies ve´rifiant (H6) (en fait,
pour E ∈ C proche de E0 et ± ImE ≥ 0).
3.3. Controˆle des temps petits.
En utilisant les lemmes 3.1 et 3.2 et les proprie´te´s du calcul pseudo-diffe´rentiel, on obtient,
pour q ∈ C∞0 (R2n),
(3.9) Op(q)uh = Op(q)u˜h +O−β(1),
ou` u˜h est de´fini par
(3.10) u˜h :=
i
h
∫ T
0
e−it(P−E)/hf(P0)Sh dt.
Dans cette section, on e´tudie
(3.11) B1(x) :=
i
h
∫ T
0
χ(t)e−it(P−E)/hf(P0)Sh dt,
avec χ ∈ C∞0 (R).
Remarquons que, pour toute fonction g ∈ C∞0 (Rn) telle que g = 1 pre`s de 0,
f(P0)Sh =g(x)f(P0)Sh +O(h∞)
=(2pi)−nh−
n
2
∫
g(x)eix·ξ/hf(ξ2/2)Ŝ(ξ) dξ +O(h∞).(3.12)
De plus, le support de g (resp. f) est aussi proche de 0 (resp. E0−V (0)) que l’on veut. Donc
(3.13) B1(x) =
ih−1−
n
2
(2pi)n
∫∫ T
0
χ(t)e−it(P−E)/heix·ξ/hg(x)f(ξ2/2)Ŝ(ξ) dt dξ +O(h∞).
La norme L2 de B1 tre`s pre`s de x = 0 est controˆle´e par le lemme suivant.
Lemme 3.5. — Soit χ ∈ C∞0 (R), χ = 1 pre`s de 0 et de support suffisamment proche de 0.
Alors pour tout ε > 0,
(3.14) 1|x|<εB1 = O
(√
εh−
1
2
)
,
en norme L2.
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De´monstration. — D’apre`s la me´thode BKW (voir [8] ou [7] par exemple), on sait que, pour
tout t assez petit,
(3.15) e−it(P−E)/h
(
g(y)eiy·ξ/h
)
= a(t, x, ξ, h)eiϕ(t,x,ξ)/h +O(h∞),
La phase ϕ et le symbole a sont C∞ par rapport a` t, x, ξ. La phase ve´rifie l’e´quation eikonale
(3.16)
{
∂tϕ+ p(x, ∂xϕ)− E0 = 0
ϕ(0, x, ξ) = x · ξ
L’amplitude a(t, x, ξ) est a` support compact en x et de´veloppable par rapport a` h
a(t, x, ξ, h) ∼
∞∑
j=0
hjaj(t, x, ξ).
De plus, les coefficients aj ve´rifient les e´quations de transport habituelles
(3.17)
(∂t +∇xϕ · ∇x +∆xϕ/2− F1)a0 =0
(∂t +∇xϕ · ∇x +∆xϕ/2− F1)aj =1
2
∆aj−1 pour j ≥ 1,
avec donne´es en t = 0
(3.18)
a0(0, x) =g(x)
aj(0, x) =0 pour j ≥ 1.
En particulier, comme annonce´ au de´but de la partie 3, les aj sont holomorphes par rapport
a` F1.
On est alors amene´ a` calculer
(3.19) J :=
∫∫ T
0
χ(t)eiϕ(t,x,ξ)/ha(t, x, ξ, h)f(ξ2/2)Ŝ(ξ) dξ dt,
puisque B1 =
ih−1−
n
2
(2π)n J +O(h∞). Pour δ ≫ h petit, on note
(3.20) Jδ(x) := 1δ<|x|<2δ
∫∫ T
0
χ(t)eiϕ(t,x,ξ)/ha(t, x, ξ, h)f(ξ2/2)Ŝ(ξ) dξ dt,
et on essaye d’estimer Jδ .
Bien suˆr, pour χ˜ ∈ C∞0 (R),
(3.21) J∞δ (x) := 1|x|<δ
∫∫ T
0
χ˜(t/δ)χ(t)eiϕ(t,x,ξ)/ha(t, x, ξ, h)f(ξ2/2)Ŝ(ξ) dξ dt,
ve´rifie
(3.22) ‖J∞δ ‖L2 = O(δ1+
n
2 ).
Remarquons que, d’apre`s (3.16), on a
(3.23) ϕ(t, x, ξ) = x · ξ − t(ξ2/2 + V (x)− E0) + t2S(1).
De plus, graˆce au lemme 3.1, ξ2 reste dans un compact disjoint de 0 sur le support de f(ξ2/2).
En particulier, pour C1δ < t < 1/C1 avec C1 assez grand (inde´pendant de δ), on a
(3.24) − ξ · ∂ξϕ = −x · ξ + tξ2 + t2S(1) ≥ δ,
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sur le support de 1δ<|x|<2δa(t, x, ξ, h)f(ξ
2/2). Comme les de´rive´es par rapport a` ξ de la fonc-
tion −δξ−x·ξ+tξ2+t2S(1) sont uniforme´ment borne´es, des inte´grations par partie en ξ donnent, pour
χ˜ ∈ C∞0 (]−∞, C1 + 1]) avec χ˜ = 1 pre`s de ]−∞, C1],
J+δ (x) :=1δ<|x|<2δ
∫∫ T
0
(
1− χ˜(t/δ))χ(t)eiϕ(t,x,ξ)/ha(t, x, ξ, h)f(ξ2/2)Ŝ(ξ) dξ dt
=O((h/δ)M ),(3.25)
pour tout M ∈ N. Ainsi
(3.26) ‖J+δ ‖L2 = O
(
δ
n
2 (h/δ)M
)
,
pour tout M ∈ N.
D’un autre cote´, pour t < δ/C2 avec C2 assez grand, on a
(3.27)
x · ∂ξϕ
x2
=
x2 − tx · ξ + t2xS(1)
x2
≥ 1,
sur le support de 1δ<|x|<2δa(t, x, ξ, h)f(ξ
2/2). Comme les de´rive´es par rapport a` ξ de la fonc-
tion δxx2−tx·ξ+t2xS(1) sont uniforme´ment borne´es, des inte´grations par partie en ξ donnent, pour
χ ∈ C∞0 (]−∞, C2]) avec χ = 1 pre`s de ]−∞, C2/2],
J−δ (x) :=1δ<|x|<2δ
∫∫ T
0
χ(t/δ)χ(t)eiϕ(t,x,ξ)/ha(t, x, ξ, h)f(ξ2/2)Ŝ(ξ) dξ dt
=
(
(h/δ)M
)
,(3.28)
pour tout M ∈ N. Ainsi
(3.29) ‖J−δ ‖L2 = O
(
δ
n
2 (h/δ)M
)
,
pour tout M ∈ N.
Il reste a` e´tudier
(3.30) J0δ (x) := 1δ<|x|<2δ
∫∫ T
0
χ˘(t/δ)χ(t)eiϕ(t,x,ξ)/ha(t, x, ξ, h)f(ξ2/2)Ŝ(ξ) dξ dt,
ou` χ˘ =
(
1−χ)χ˜ a` son support compact disjoint de 0. On fait alors le changement de variables
t = δT, x = δX, ξ = Ξ.
Le symbole 1δ<|x|<2δχ˘(t/δ)χ(t)a(t, x, ξ, h)f(ξ
2/2)Ŝ(ξ) devient 11<|X|<2a˘(T,X,Ξ) ou` le sym-
bole a˘ ∈ S(1) est a` support compact dans ]0,+∞[T×(Rn \ {0})X × (Rn \ {0})Ξ. On pose
(3.31) Φ(T,X,Ξ, δ) = δ−1ϕ(δT, δX,Ξ).
Cette fonction est C∞ par rapport aux variables T,X,Ξ et δ. D’apre`s (3.23), elle s’e´crit
(3.32) Φ(T,X,Ξ, δ) = X · Ξ− T (Ξ2/2 + V (0) − E0) + δR(T,X,Ξ, δ),
ou` R ∈ S(1) sur le support de a˘. Toujours sur le support de a˘, les points critiques en (T,Ξ)
de Φ sont les points tels que
(3.33) ∂T,ΞΦ =
(
− Ξ2/2− V (0) + E0 + δ∂TR
X − TΞ + δ∂ΞR
)
= 0.
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Pour δ = 0, il existe un unique point critique
(
T˜ (X, 0) = |X|√
2(E0−V (0))
, Ξ˜(X, 0) =
X
√
2(E0−V (0))
|X|
)
(car T > 0 sur supp(a˘)). En ce point,
(3.34) HessT,ΞΦ =
(
0 −tΞ
−Ξ −T
)
,
est de de´terminant −T n−1Ξ2 ce qui est uniforme´ment minore´ sur supp(a˘). Par le the´ore`me
des fonctions implicite, pour δ assez petit, l’e´quation ∂T,ΞΦ = 0 a donc une unique solution
(T˜ , Ξ˜)(X, δ) = (T˜ , Ξ˜)(X, 0) + δR˜ avec R˜ ∈ S(1). En particulier, d’apre`s (3.32) et (3.34),
HessT,ΞΦ est uniforme´ment minore´ au point critique pour δ ≪ 1. En e´crivant
(3.35) ∂T,ΞΦ(T,Ξ) = HessT,ΞΦ(T˜ , Ξ˜)(T − T˜ ,Ξ− Ξ˜) +O(|T − T˜ |2, |Ξ− Ξ˜|2),
on constate que
(3.36)
|(T,Ξ)− (T˜ , Ξ˜)|
|∂T,ΞΦ(T,Ξ)| ,
est uniforme´ment borne´. En appliquant la me´thode de la phase stationnaire (le parame`tre
semi-classique est ici h/δ) a` parame`tre (the´ore`me 7.7.5 de [14]), il vient
J0δ (x) =δ
∫∫
11<|X|<2a˘(T,X,Ξ)e
iΦ(T,X,Ξ,δ)δ/hdΞ dT
=O(δ(h/δ)n+12 ).(3.37)
Et donc
(3.38) ‖J0δ (x)‖L2 = O
(
δ
n
2 δ(h/δ)
n+1
2
)
= O(δ 12hn+12 ).
En, utilisant une de´composition dyadique δ = 2−n avec h1−µ < δ < 2ε ainsi que (3.22),
(3.26), (3.29) et (3.38), il vient
‖1|x|<εJ‖L2 ≤
(‖J∞h1−µ‖+ ‖J+h1−µ‖)+ ( ∑
δ=2−n
h1−µ<δ<2ε
‖J−δ ‖+ ‖J0δ ‖+ ‖J+δ ‖
)
.h(1−µ)(
n
2
+1) + h(1−µ)
n
2 hµM +
∑
δ=2−n
h1−µ<δ<2ε
δ
n
2 (h/δ)M + δ
1
2h
n+1
2 + δ
n
2 (h/δ)M
.h
n+1
2
(
h
1
2
−µ(n
2
+1) + hµM−
1
2
−µn
2 + hµM−
n+1
2 | lnh|+√ε+ hµM−n+12 | lnh|)
.h
n+1
2 (
√
ε+ hν),(3.39)
avec ν > 0. Pour obtenir (3.39), on fixe µ > 0 assez petit (pour majorer le premier terme)
puis M assez grand.
3.4. Calcul pre`s de 0.
Dans cette partie, on reprend le calcul de
(3.40) B1(x) =
ih−1−
n
2
(2pi)n
∫∫ T
0
χ(t)eiϕ(t,x,ξ)/ha(t, x, ξ, h)f(ξ2/2)Ŝ(ξ) dξ dt+O(h∞),
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pour δ1 < |x| < δ2 avec 0 < δ1 < δ2 petits mais fixe´s. D’apre`s (3.29), on a vu que
(3.41) B1(x) =
ih−1−
n
2
(2pi)n
∫∫ T
0
χ˘(t)eiϕ(t,x,ξ)/ha(t, x, ξ, h)f(ξ2/2)Ŝ(ξ) dξ dt+O(h∞),
avec χ˘ = χ(1− χ), ou` χ ∈ C∞0 (R) et χ = 1 pre`s de 0. D’apre`s (3.30)–(3.37), on sait que l’on
peut utiliser la me´thode de la phase stationnaire en t, ξ dans (3.41) (pour tout x, la phase a
un unique point critique qui est non de´ge´ne´re´). D’un autre cote´, en un tel point, on a
(3.42)
{
∂tϕ(t, x, ξ) = 0
∂ξϕ(t, x, ξ) = 0.
Rappelons que, d’apre`s la proposition IV-14 i) de [21],
(3.43) (x, ∂xϕ) = exp(tHp)(∂ξϕ, ξ),
et d’apre`s (40) de [21], on a
(3.44) ξ(s) = ∂xϕ(s, x(s), ξ),
pour toute courbe hamiltonienne (x(s), ξ(s)) avec ξ(0) = ξ. En utilisant (3.16), (3.43) et
(3.44), on voit que (3.42) est e´quivalente a`
(3.45)
{
p(0, ξ) = E0
Πx exp(tHp)(0, ξ) = x.
En utilisant (3.44) et en notant γ(x) = (x(s), ξ(s)) la courbe hamiltonienne exp(sHp)(0, ξ)
donne´e par (3.45), il vient
ψ(x) :=ϕ(t, x, ξ) = ϕ(0, x(0), ξ) +
∫ t
0
∂xϕ(s, x(s), ξ)x˙(s) ds
=
∫ t
0
ξ(s)x˙(s) ds =
∫
γ(x)
ξ dx.(3.46)
Et donc, la me´thode de la phase stationnaire dans (3.41) donne
(3.47) B1(x) = b(x, h)h
− 1
2 eiψ(x)/h +O(h∞),
ou` b(x, h) ∼∑j≥0 bj(x)hj est un symbole classique a` support compact avec
(3.48) b0 = i(2pi)
1−n
2
ei
pi
4
sgnϕ′′t,ξ
|detϕ′′t,ξ|
1
2
χ˘(t)a0(t, x, ξ)f(ξ
2/2)Ŝ(ξ),
ou` (t, ξ) est l’unique couple de points (avec t dans le support de χ˘) ve´rifiant (3.45). A l’aide
de (3.34), on trouve sgnϕ′′t,ξ = 1− n et on remarque que
(3.49) |detϕ′′t,ξ |
1
2 = t
n−1
2 |ξ|(1 + o(1)),
quand t→ 0.
Notons (x(t, ξ), ξ(t, ξ)) la courbe hamiltonienne issue de (0, ξ) avec p(0, ξ) = E0. La
de´finition du champ hamiltonien donne x(t, ξ) = tξ + t2S(1) et, d’apre`s la discussion
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pre´ce´dente, (t, ξ) → x(t, ξ) est un diffe´omorphisme pour t assez petit mais disjoint de 0. De
plus, son jacobien ve´rifie :
(3.50)
∣∣∣∣ dxd(t, ξ)
∣∣∣∣ = ξ2tn−1(1 +O(t)).
3.5. Calcul pour les temps interme´diaires.
Dans cette partie, on calcule
(3.51) u˜h =
i
h
∫ T
0
e−it(P−E)/hf(P0)Sh dt,
micro-localement pre`s de ρ0 ∈ p−1(E0). Autrement dit, on calcule Op(q)u˜h, pour q un symbole
a` support compact proche de ρ0.
Soient t1, . . . , tK les temps strictement positifs de´finies dans (2.5). On se donne une fonction
χ ∈ C∞0 (R) e´gale a` 1 pre`s de 0 et a` support assez proche de 0 (et donc χ est nulle pre`s des
tk). Soit χ˘ ∈ C∞0 (]0,+∞[) une fonction comme dans la partie pre´ce´dente, a` support assez
proche de 0 et ve´rifiant χ˘(t− ν) = 1 pre`s de 0 pour un certain ν > 0 petit. Il existe alors une
fonction χ˜ ∈ C∞0 (R), nulle pre`s de 0 et des tk, telle que, pour t ∈ [0, T ],
(3.52) χ(t) +
K∑
k=1
χ˘(t− ν − tk) + χ˜(t) = 1.
Ainsi, u˜h s’e´crit
(3.53) u˜h = B1 +B2 +
i
h
∫ T
0
χ˜(t)e−it(P−E)/hf(P0)Sh dt,
avec
(3.54) B2 :=
K∑
k=1
i
h
∫
χ˘(t− ν − tk)e−it(P−E)/hf(P0)Sh dt.
Rappelons que, d’apre`s [21], l’e´volution est un ope´rateur inte´gral de Fourier d’ordre 0 :
(3.55) e−it(P−E)/h ∈ I0cl(Λt),
dont la relation canonique est donne´e par le flot hamiltonien :
(3.56)
Λt = {(x, ξ, y, η); (x, ξ) = κt(y, η)}
κt(y, η) = exp(tHp)(y, η).
La notation cl signifie que le symbole de l’OIF a` un de´veloppement en puissance de h. De
plus, le symbole et chaque terme de son de´veloppement sont holomorphes par rapport a` F1.
Comme le micro-support de f(P0)Sh est contenu dans {(0, ξ); ξ2/2 ∈ supp f}, le the´ore`me
d’Egorov implique que le dernier terme dans (3.53) est micro-localement nul pre`s de ρ0. En
effet, pour t ∈ supp1[0,T ]χ˜(t), l’ope´rateur de´volution e−it(P−E)/h envoie le micro-support de
f(P0)Sh hors du support de q. Rappelons que “A = B micro-localement pre`s de ρ0” signifie
que Op(q)A = Op(q)B+O(h∞). Comme B1 est bien de´crit par les sections 3.3 et 3.4, il nous
reste a` e´tudier B2.
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On peut e´crire
(3.57) B2 =
K∑
k=0
e−i(ν+tk)(P−E)/h
( i
h
∫ +∞
0
χ˘(t)e−it(P−E)/hf(P0)Sh dt
)
.
D’apre`s la partie pre´ce´dente, on sait que
(3.58)
i
h
∫ +∞
0
χ˘(t)e−it(P−E)/hf(P0)Sh dt = h
− 1
2 b(x, h)eiψ(x)/h +O(h∞),
ou` b(x, h) est un symbole classique a` support dans un compact proche de 0. En particulier,
(3.59) b(x, h)eiψ(x)/h ∈ D0cl(Λ˜, b0,Ω),
ou` Ω ⊂ R2n est un petit voisinage de {(0, ξ); ξ2 = 2(E0 − V (0))}. La notation Dαcl(Λ, a0, U)
de´signe l’ensemble des distributions lagrangiennes semi-classiques, u, d’ordre α, de varie´te´
lagrangienne Λ, de symbole principal a0 (de´fini sur le fibre´ de Maslov), de symbole classique
(c’est a` dire que dans toute repre´sentation a` l’aide d’une phase non-de´ge´ne´re´e, le symbole de
l’inte´grale oscillante a(x, θ, h) ve´rifie a ∼ ∑j≥0 aj(x, θ)hj) et de micro-support inclus dans
U ⊂ R2n (c’est a` dire Op(1 − q)u = O(h∞) pour tout q ∈ S(1) avec q = 1 pre`s de U). Pour
toute les questions concernant les distributions lagrangiennes, on renvoie a` la section 1.2.1 de
[18] pour un expose´ semi-classique et a` [15] dans le cas classique.
Mais alors, d’apre`s (3.55), (3.56), (3.59), le the´ore`me d’Egorov et le the´ore`me 1.2.12 (iii)
de [18] sur le calcul de l’application d’un OIF a` une inte´grale oscillante, on a
e−i(ν+tk)(P−E)/hh−
1
2 b(x, h)eiψ(x)/h ∈ h− 12D0cl
(
exp((ν + tk)Hp)Λ˜, b
k
0 , exp((ν + tk)Hp)(Ω)
)
.
En notant Λk := exp((ν + tk)Hp)Λ˜ ⊂ Λ et Ωk := exp((ν + tk)Hp)(Ω), on a donc,
(3.60) B2 =
K∑
k=0
Bk2 avec B
k
2 ∈ h−
1
2D0cl(Λk, bk0 ,Ωk),
micro-localement pre`s de ρ0. Les Λk co¨ıncident avec ceux de´finis en (2.6) et les symboles des
distributions lagrangiennes ainsi que les bk0 sont re´guliers par rapport a` F1.
Finalement remarquons que, micro-localement pre`s de ρ0, on a
(P − E)Bk2 =(P −E)
i
h
∫ +∞
0
χ˘(t− ν − tk)e−it(P−E)/hf(P0)Sh dt
=−
∫
R
χ˘(t− ν − tk)∂te−it(P−E)/hf(P0)Sh dt
=
∫
R
∂t(χ˘)(t− ν − tk)e−it(P−E)/hf(P0)Sh dt.(3.61)
En utilisant le the´ore`me d’Egorov et les proprie´te´s du support de ∂t(χ˘), il vient
(3.62) (P − E)Bk2 = 0,
micro-localement pre`s de ρ0.
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3.6. Convergence vers une mesure de Wigner.
Proposition 3.6. — Il existe une mesure de Radon positive µh−1 sur R
2n telle que, pour
tout q ∈ C∞0 (R2n),
(3.63) h〈Op(q)uh, uh〉 −→ 〈q, µh−1〉,
quand h→ 0.
De´monstration. — Par line´arite´, on peut supposer que q est a` support compact pre`s d’un
point ρ0. Soit v(x) ∈ C∞0 (Rn) avec v = 1 pre`s de 0 et vδ(x) = v(x/δ) pour δ > 0. D’apre`s
l’hypothe`se (H4)’ et comme l’intersection de deux varie´te´s Λj et Λk est force´ment un ferme´,
la re´gularite´ de la mesure combine´e avec le lemme d’Urysohn implique qu’il existe une suite
de fonctions fm(x, ξ) ∈ C∞0 (R2n, [0, 1]) telles que, sur le support de q,
mesn(supp(1− fm) ∩ Λ) −→ 0,(3.64)
lorsque m→ +∞ et Λ restreint au support de fm ne se recoupe pas.
Plus explicitement, les fm sont construites de la fac¸on suivante : comme le ferme´ Λj ∩ Λk
est de mesure nulle dans la varie´te´ lisse Λj , la re´gularite´ de la mesure entraine l’existence
d’un ouvert Umj de Λj , de mesure infe´rieure a` 1/m, qui contient Λj ∩ Λk. Comme Umj est
la restriction a` Λj d’un ouvert V
m
j de R
2n, le lemme d’Urysohn nous fournit une fonction
fmj ∈ C∞0 (R2n), de support inclus dans V mj , e´gale a` 1 au voisinage de Λj ∩ Λk. De la meˆme
manie`re, on construit fmk en intervertissant les indices j et k. On pose alors fm = 1− fmj fmk
que l’on tronque hors du support de q.
Soit q˜ ∈ C∞0 (R2n) a` support proche de celui de q et e´gal a` 1 pre`s de celui-ci. D’apre`s (3.9),
(3.53), la discussion apre`s (3.56) et les proprie´te´s du calcul pseudo-diffe´rentiel, on a
(3.65) Op(q)uh = Op(q)(B1 +B2) +R0 et Op(q˜)uh = Op(q˜)(B1 +B2) + R˜0,
avec R0, R˜0 = O−β(1) pour tout β ≥ 0. Le lemme 3.5, (3.47) et (3.60) et la proposition 1.2.2
de [18] sur la norme L2 d’une inte´grale oscillante impliquent
vδB1 = R1 = O(
√
δh−
1
2 )(3.66)
Op(1− fm)(1− vδ)B1 = R2 = om→∞(h−
1
2 ) +Om(h 12 )(3.67)
Op(fm)(1− vδ)B1 = h−
1
2Bm,δ1
avec Bm,δ1 ∈ D0cl(Λ˜, (1− vδ)fm|Λk b0,Ω ∩ supp fm(1− vδ))(3.68)
Op(1− fm)B2 = R3 = om→∞(h− 12 ) +Om(h 12 )(3.69)
Op(fm)B2 = h
− 1
2
K∑
k=0
Bk,m2
avec Bk,m2 ∈ D0cl(Λk, fm|Λk b
k
0 ,Ωk ∩ supp fm)(3.70)
Ici, une fonction est un om→∞(1) si elle tend vers 0 lorsque m→∞. De meˆme, une fonction
est un Om(h) si, pour tout m fixe´, elle est un O(h). En particulier,
(3.71) Op(q)uh = O−β(h−
1
2 ),
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pour tous β ≥ 0 et q ∈ C∞0 (R2n).
On a alors
〈Op(q)uh, uh〉 =〈Op(q)uh,Op(q˜)uh〉+O(h∞)
=〈R0 +Op(q)(R1 +R2 +R3),Op(q˜)uh〉
+ h−
1
2 〈Op(q)(Bm,δ1 +
∑
Bk,m2 ), R0 +Op(q˜)(R1 +R2 +R3)〉
+ h−1〈Op(q)(Bm,δ1 +
∑
Bk,m2 ),Op(q˜)(B
m,δ
1 +
∑
Bk,m2 )〉+O(h∞)
=h−1〈Op(q)(Bm,δ1 +
∑
Bk,m2 ), (B
m,δ
1 +
∑
Bk,m2 )〉
+ h−1
(
om→∞(1) +O(
√
δ) +Oδ,m(h
1
2 )
)
.(3.72)
Comme les K+1 varie´te´s lagrangiennes Λ˜ et Λk ne s’intersectent pas sur Ω∩ supp fm(1− vδ)
et Ωk ∩ supp fm, les distributions lagrangiennes Bm,δ1 et Bk,m2 ont des micro-supports deux a`
deux disjoints. Ceci entraine
〈Op(q)Bm,δ1 , Bk,m2 〉 = Om,δ(h∞)(3.73)
〈Op(q)Bk,m2 , B
ek,m
2 〉 = Om(h∞) pour k 6= k˜.(3.74)
Le calcul de l’application d’un ope´rateur pseudo-diffe´rentiel sur une distribution lagran-
gienne (the´ore`me 1.2.8 de [18]) donne
(3.75) Op(q)D0cl(Λ, a0, U) ⊂ D0cl(Λ, q|Λ × a0, U).
En particulier,
Op(q)Bm,δ1 ∈ D0cl(Λ˜, q(1− vδ)fm|Λk b0,Ω ∩ supp fm(1− vδ))
Op(q)Bk,m2 ∈ D0cl(Λk, qfm|Λk b
k
0,Ωk ∩ supp fm).
Un calcul e´vident montre alors que
〈Op(q)Bm,δ1 , Bm,δ1 〉 =
∫
eΛ
q|(1− vδ)fmb0|2 dµ+Om,δ(h)(3.76)
〈Op(q)Bk,m2 , Bk,m2 〉 =
∫
Λk
q|fmbk0 |2 dµ+Om(h),(3.77)
ou` µ est la mesure de Lebesgue sur Λ˜ ou Λk. Comme b
k
0 est re´gulie`re, on a
(3.78) 〈Op(q)Bk,m2 , Bk,m2 〉 =
∫
Λk
q|bk0 |2 dµ+ om→∞(1) +Om(h).
Pour la partie concernant Bm,δ1 , le symbole b0 donne´ par (3.48) n’est pas re´gulier en 0 car
|detϕ′′t,ξ|
1
2 explose quand x→ 0. Mais en effectuant le changement de variable dont le Jacobien
20 JEAN-FRANC¸OIS BONY
est donne´ en (3.50) et en utilisant l’estimation (3.49), on peut e´crire
〈Op(q)Bm,δ1 , Bm,δ1 〉 =
∫
q|(1− vδ)fm|2|b0|2
∣∣∣∣ dxd(t, ξ)
∣∣∣∣ dt dξ +Om,δ(h)
=
∫
q|b0|2(x(t, ξ),∇ψ(x(t, ξ)))
∣∣∣∣ dxd(t, ξ)
∣∣∣∣ dt dξ
+ om→∞(1) + oδ→0(1) +Om,δ(h).(3.79)
Dans la formule pre´ce´dente, l’inte´gration se fait sur [0, ε0[×
√
2(E − V (0))Sn−1 pour ε0 assez
petit. On reconnait une mesure dans le premier terme de (3.79). La proposition re´sulte alors
de (3.72), (3.73), (3.74), (3.78) et (3.79) : on fixe d’abord δ assez petit et m assez grand et
finalement, on fait tendre h vers 0.
Ceci conclut la preuve pour E = E0+ hF1. Dans le cas E = E0+hE1+ oh→0(h), il re´sulte
des constructions pre´ce´dentes que les symboles b0 et b
k
0 qui apparaissent dans (3.78) et (3.79)
sont holomorphes par rapport a F1 et que les termes d’erreur sont localement uniformes par
rapport a` F1. Il suffit alors de prendre F1 = E1 + oh→0(1) et d’utiliser la formule de Taylor
en F1 = E1.
3.7. Calcul de la mesure µh−1.
Dans cette partie on calcule la mesure de Wigner µh−1 de´finit dans la proposition 3.6. On
a la proposition suivante
Proposition 3.7. — La mesure µh−1 posse`de les proprie´te´s suivantes qui la caracte´risent
uniquement :
i) La mesure µh−1 est supporte´e dans la surface d’e´nergie E0 :
(3.80) suppµh−1 ⊂ p−1(E0)
ii) La mesure µh−1 est nulle dans la zone entrante :
(3.81) µh−1 = 0 dans {(x, ξ); |x| grand et cos(x, ξ) < −1/2}.
iii) La mesure µh−1 ve´rifie l’e´quation d’e´volution :
(Hp + 2 ImE1)µh−1 =
(
ξ∂x −∇V (x)∂ξ + 2 ImE1
)
µh−1
=(2pi)1−n|Ŝ(ξ)|2δx=0δ 1
2
ξ2+V (0)=E0
(3.82)
De´monstration. — L’estimation (3.2) combine´e avec l’existence de la mesure de Wigner (pro-
position 3.6) implique (3.80).
La preuve de (3.81) re´sulte de l’existence de la mesure et du fait que uh = Oα(h∞) dans
la zone entrante (e´quation (3.6) et proposition 3.4).
Soit q ∈ C∞0 (R2n) localise´ pre`s de ρ0 = (x0, ξ0). Comme (P − E)uh = Sh, on a (P −
E)uh = O(h∞) micro-localement pre`s de ρ0, si x0 6= 0. D’apre`s (H6), E − E = 2i ImE1h +
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o(h). En remarquant que Hp(q) est le symbole principal de l’ope´rateur pseudo-diffe´rentiel
ih−1[P,Op(q)], il vient
〈q, (Hp + 2 ImE1)µh−1〉 =− 〈Hp(q)− 2q ImE1, µh−1〉
=− lim
h→0
〈i((P − E)∗Op(q)−Op(q)(P − E))uh, uh〉+ o(1) = 0.(3.83)
Ainsi, (Hp + 2 ImE1)µh−1 = 0 pour x 6= 0.
On suppose maintenant que x0 = 0. Pre`s de ρ0, la mesure µh−1 est donne´e comme somme
des termes dominants de (3.78) et (3.79). D’apre`s (3.62), Bk2 ve´rifie (P − E)Bk2 = 0 micro-
localement pre`s de ρ0 et la preuve de (3.83) montre que ces termes ne contribuent pas dans
le calcul de (Hp + 2 ImE1)µh−1 . Donc,
〈q, (Hp + 2 ImE1)µh−1〉 =−
∫ (
Hp(q)− 2q ImE1
)|b0|2(x(t, ξ),∇ψ(x(t, ξ))) ∣∣∣∣ dxd(t, ξ)
∣∣∣∣ dt dξ
=−
∫ (
∂tq(ρ(t, ξ))− 2q(ρ(t, ξ)) ImE1
)|b0|2(x(t, ξ)) ∣∣∣∣ dxd(t, ξ)
∣∣∣∣ dt dξ,(3.84)
ou` ρ(t, ξ) est la courbe hamiltonienne avec donne´e initiale (0, ξ) en t = 0. Comme avant,
l’inte´gration se fait sur [0, ε0[×
√
2(E − V (0))Sn−1. D’apre`s (3.17), (3.48), (3.49) et (3.50),
on a
(3.85) |b0|2(x(t, ξ))
∣∣∣∣ dxd(t, ξ)
∣∣∣∣ = (2pi)1−n|Ŝ(ξ)|2(1 + ot→0(1)).
Soit χ ∈ C∞0 (R, [0, 1]) avec χ = 1 pre`s de 0 et on note χm(t) = χ(tm). On voit χm comme
une fonction de´finie sur un voisinage de ρ0 ∈ R2n en posant χm(x, η) = χm(t) si x = x(t, ξ)
(rappelons que (t, ξ)→ x(t, ξ) est le changement de variables de´fini avant (3.50)). En utilisant
la discussion pre´ce´dente, il vient
〈q, (Hp + 2 ImE1)µh−1〉
=〈χmq, (Hp + 2 ImE1)µh−1〉+ 〈(1− χm)q, (Hp + 2 ImE1)µh−1〉
=− 〈(Hp − 2 ImE1) (χmq), µh−1〉+ 0
=−
∫∫ ∞
0
(
χ(tm)(∂tq − 2q ImE1) +mχ′(tm)q
)
(2pi)1−n|Ŝ(ξ)|2(1 + ot→0(1)) dt dξ
=O(m−1)−
∫∫ ∞
0
mχ′(tm)q(ρ(0, ξ))(2pi)1−n|Ŝ(ξ)|2(1 + ot→0(1)) dt dξ
=
∫
q(0, ξ)(2pi)1−n|Ŝ(ξ)|2 dξ + om→∞(1)
=
∫
q(0, ξ)(2pi)1−n|Ŝ(ξ)|2 dξ,(3.86)
ou` l’inte´gration se fait sur
√
2(E − V (0))Sn−1.
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4. Contre-exemple quand l’hypothe`se (H4) n’est pas ve´rifie´e.
On donne ici un exemple (en dimension n = 1 puis en dimension quelconque) de potentiel
et de fonction S qui ne ve´rifient pas (H4) et dont la mesure limite n’est pas unique. Pour fixer
les ide´es, on suppose que E = E0.
En dimension n = 1, conside´rons un potentiel satisfaisant les hypothe`ses (H1), (H2) et
(H3) de la forme suivante :
E0
V (x)
x
0
Figure 3. Le potentiel V (x).
L’ensemble Λ ressemble alors a` :
0
x
ξ
x
γ−(x)
uh = a
−eiψ−/h uh = a
−eiψ−/h + a+eiψ+/h
Λ
Λ−
Λ+
Figure 4. La varie´te´ Λ avec Λ
−
= Λ+ dans la zone quadrille´e.
Soit S une fonction ve´rifiant (H5). D’apre`s la partie 3.5, la solution uh, micro-localement
dans la zone hachure´e, est de la forme
(4.1) uh = a
−(x, h)eiψ−(x)/h +O(h∞),
ou` a− est un symbole classique et ψ =
∫
γ−(x)
ξ dx =
∫ t(x)
0 ξ(s)
2 ds. En particulier, si le support
de q ∈ C∞0 (R2n) est contenu dans la zone hachure´e,
(4.2) h〈Op(q)uh, uh〉 −→ 〈q, µh−1〉, pour h→ 0,
et µh−1 ve´rifie les conclusions du the´ore`me 2.1.
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Par contre, micro-localement dans la zone quadrille´e, uh est de la forme
(4.3) uh = a
−(x, h)eiψ−(x)/h + a+(x, h)eiψ+(x)/h +O(h∞),
ou` a+ et ψ+ ve´rifient le meˆme type de proprie´te´s que a
− et ψ−. En particulier,
(4.4) ψ−(x) =
∫
γ−(x)
ξ dx =
∫
γ−(0)
ξ dx+
∫
γ+(x)
ξ dx = A+ ψ+(x),
ou` A = ∫ t(0)0 ξ(s)2 ds > 0 est l’action associe´e a` la courbe γ−(0). En outre, en utilisant (3.48),
le fait que les a• ve´rifient la meˆme e´quation de transport dans (la projection en x de) la zone
quadrille´e et la the´orie de Maslov, on trouve
(4.5) a−0 (x) = e
−iνπ/2 Ŝ
(−√2(E − V (0)))
Ŝ
(√
2(E − V (0))) ra+0 (x) = eiθr˜a+0 (x),
ou` ν est l’indice de Maslov associe´ a` la courbe γ−(0) et r, r˜ ∈]0,+∞[, θ ∈ R sont des constantes.
Pour que a−0 et a
+
0 soient non nuls, on suppose que les transforme´es de Fourier de S qui
apparaissent dans (4.5) sont non nulles. Ainsi, si le support de q ∈ C∞0 (R2n) est contenu dans
la zone quadrille´e,
h〈Op(q)uh, uh〉 =
∫
q(x,∇ψ•(x))
(|a−0 |2 + |a+0 |2 + 2Re (a−0 a+0 eiA/h))dx+ oh→0(1)
=
∫
q(x,∇ψ•(x))
(|a−0 |2 + |a+0 |2 + 2|a−0 ||a+0 | cos(θ +A/h))dx+ oh→0(1).(4.6)
Comme A 6= 0, on obtient facilement la
Proposition 4.1. — Sous les hypothe`ses pre´ce´dentes et pour tout ν ∈ [−1, 1], on peut
trouver un ensemble de h adhe´rant a` 0 tel que
(4.7) h〈Op(q)uh, uh〉 −→
∫
q(x,∇ψ•(x))
(|a−0 |2 + |a+0 |2 + 2ν|a−0 ||a+0 |) dx,
quand h tend vers 0 dans cet ensemble.
En particulier, la mesure limite n’est plus unique. La mesure du the´ore`me 2.1 correspond
a` ν = 0. Il se peut que la mesure soient nulle en dehors d’un compact. En dimension plus
grande, en s’inspirant de [3], on peut construire un potentiel tel que localement pre`s d’un
point ρ0 l’ensemble Λ soit la re´union de 2 varie´te´s Λ− et Λ+ qui co¨ıncident (figure 5).
Comme en dimension n = 1, micro-localement pre`s de ρ0, la fonction uh s’e´crit
(4.8) uh = a
−(x, h)eiψ−(x)/h + a+(x, h)eiψ+(x)/h +O(h∞),
La diffe´rence des phases A(x) = ψ−(x)−ψ+(x) est encore l’action le long de la courbe γ−,x(0) :
(4.9) A(x) =
∫
γ−,x(0)
ξ · dx.
Mais on remarque que cette action ne de´pend pas de x. En effet, si γ−,x1(0) et γ−,x2(0) sont
deux chemins, le fait que les l• soient dans {x = 0}, la formule de Stokes et le caracte`re
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γ−,x1(0)
x = 0
l1
l2
ρ0
Λ
Λ+
Λ−
Σ
γ−,x2(0)
Figure 5. Un exemple de potentiel, e´gal a` l’oscillateur harmonique dans un petit
secteur angulaire, qui re-focalise en 0 tous les rayons issus d’un secteur angulaire en
0. L’ensemble Λ, avec Λ
−
= Λ+ pre`s de ρ0, est de´crit a` droite.
lagrangien de Λ impliquent∫
γ−,x1(0)
ξ · dx−
∫
γ−,x2 (0)
ξ · dx =
∫
γ−,x1 (0)
ξ · dx+
∫
l2
ξ · dx−
∫
γ−,x2 (0)
ξ · dx+
∫
l1
ξ · dx
=
∫
Σ
dξ ∧ dx = 0.(4.10)
On peut aussi dire que comme Λ− et Λ+ co¨ıncident, on a ∇ψ− = ∇ψ+ et donc ψ− et ψ+
diffe`rent d’une constante. Cette remarque permet d’adapter la preuve de la proposition 4.1 a`
cette situation.
5. Preuve de la proposition 2.3.
En notant a#b le symbole de l’ope´rateur Op a ◦Op b, on a
q(p− E0)2 =(p− E0)
(
q#(p− E0)
)
+
h
2i
(p− E0)Hp q + h2r(x, ξ, h)
=(p− E0)#
(
q#(p− E0)
) − h
2i
Hp (q#(p −E0)) + h
2i
(p− E0)Hp q + h2r(x, ξ, h)
=(p− E0)#
(
q#(p− E0)
)
+ h2r(x, ξ, h),(5.1)
ou` r ∈ Scl(1) change de lignes en lignes et a` son support inclus dans le support (compact) de
q, modulo S(h∞〈x〉−∞〈ξ〉−∞). Mais alors, en utilisant que uh = O(h−1/2) micro-localement
pre`s du support de q, ‖Sh‖ = O(1) et 〈Op(q)uh, uh〉 = O(h−1) (d’apre`s le the´ore`me 2.1), il
vient
〈Op(q(p− E0)2)uh, uh〉 =〈Op(p− E0)Op(q)Op(p − E0)uh, uh〉+O(h)
=〈Op(q)Op(p− E)uh,Op(p −E)uh〉+O(h)‖Op(q)uh‖‖Sh‖+O(h)
=〈Op(q)Sh, Sh〉+O(h
1
2 ).(5.2)
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Graˆce a` la formule sur l’application d’un ope´rateur pseudo-diffe´rentiel sur une distribution
lagrangienne (the´ore`me 1.2.8 de [18]) ou en faisant le calcul explicitement, on obtient
Op(q)Sh =Op(q)g(x)Sh +O(h∞)
=(2pi)−nh−n/2
∫
Op(q)g(x)eix·ξ/hŜ(ξ) dξ +O(h∞)
=(2pi)−nh−n/2
∫
q(x, ξ)g(x)eix·ξ/hŜ(ξ) dξ +O(h),(5.3)
pour g(x) ∈ C∞0 (Rn) avec g = 1 pre`s de 0. En particulier, (5.2) devient
〈Op(q(p−E0)2)uh, uh〉 = (2pi)−2nh−n
∫∫∫
q(x, ξ)g(x)eix·ξ/hŜ(ξ)e−ix·θ/hŜ(θ) dx dξ dθ+O(h).
La me´thode de la phase stationnaire en variables (x, θ) donne alors
(5.4) 〈Op(q(p− E0)2)uh, uh〉 = (2pi)−n
∫
q(0, ξ)|Ŝ(ξ)|2 dξ +O(h),
ce qui de´montre la proposition.
6. Equivalence entre les hypothe`ses (H4) et (H4)’.
Lemme 6.1. — Soient Λ1 et Λ2 deux sous-varie´te´s de R
n de meˆme dimension m. Alors
l’ensemble ferme´ Λ1 ∩Λ2 est de mesure nulle dans Λ1 si et seulement si il est de mesure nulle
dans Λ2.
De´monstration. — On travaille localement pre`s de ρ0 ∈ Λ1 ∩ Λ2. Il est possible de trouver,
E, un sous-espace vectoriel de Rn de dimension m − n qui soit supple´mentaire a` Tρ0Λ1 et
a` Tρ0Λ2. Pour cela, on peut utiliser la proprie´te´ suivante : si A,B sont deux sous-espaces
vectoriels d’un espace vectoriel G, alors A ∪B = G si est seulement si A = G ou B = G.
On note F = Tρ0Λ1 et Π la projection line´aire de R
n sur F paralle`lement a` E. Alors, Π est
un diffe´omorphisme local de Λ1 sur F et de Λ2 sur F . De plus, les mesures de Lebesgue sur Λ•
sont transporte´es en des mesures sur F . Ces deux mesures ainsi que la mesure de Lebesgue
sur F sont absolument continues les unes par rapport aux autres. En particulier, Λ1 ∩Λ2 est
de mesure nulle dans Λ1 ssi Π(Λ1∩Λ2) est de mesure nulle dans F pour une des trois mesures
pre´ce´dentes ssi Λ1 ∩ Λ2 est de mesure nulle dans Λ2.
On rappelle que si ρ(t) = (x(t), ξ(t)) est une courbe hamiltonienne dans p−1(E0), alors
ρ˜(t) = (x(−t),−ξ(−t)) en est aussi une. Donc,{
ξ ∈
√
2(E0 − V (0))Sn−1; ∃t < 0 Πx exp(tHp)(0, ξ) = 0
}
= −{ξ ∈√2(E0 − V (0))Sn−1; ∃t > 0 Πx exp(tHp)(0, ξ) = 0}.
En particulier, dans l’hypothe`se (H4), on peut remplacer t > 0 par t 6= 0.
Lemme 6.2. — Supposons (H1)–(H3). Les hypothe`ses (H4) et (H4)’ sont e´quivalentes.
L’e´quivalence entre les hypothe`ses (H7) et (H7)’ se de´montre de la meˆme fac¸on.
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De´monstration. — Supposons (H4) et conside´rons l’intersection de Λj et Λk avec j < k pre`s
d’un point ρ0. La varie´te´ Λj est parame´tre´e par l’application ρ(t, ξ) = exp(tHp)(0, ξ) avec t
au voisinage de tj et ξ ∈
√
2(E0 − V (0))Sn−1 au voisinage de ξj.
Donc, un point ρ = ρ(t, ξ) est dans Λj∩Λk ssi il existe s proche de tk tel que ρ(s, ξ) = ρ(t, ξ)
ssi il existe u = s− t proche de tk − tj tel que ρ(u, ξ) = (0, ξ) ssi
ξ ∈Mj,k =
{
ξ ∈
√
2(E0 − V (0))Sn−1 proche de ξj ;
∃t > 0 proche de tk − tj Πx exp(tHp)(0, ξ) = 0
}
.
En utilisant le the´ore`me de Fubini pour se´parer les variables t et ξ, on a
mesn Λj ∩ Λk =
∫
Λj
1Λj∩Λkdµ .
∫∫
1ρ(t,ξ)∈Λj1ξ∈Mj,kdt dξ
.
∫
1ξ∈Mj,kdξ = mesn−1Mj,k.(6.1)
Comme mesn−1Mj,k = 0 d’apre`s (H4), l’hypothe`se (H4)’ est ve´rifie´e.
Re´ciproquement, supposons (H4)’. Soit ξ0 ∈
√
2(E0 − V (0))Sn−1. En utilisant le meˆme
raisonnement que (6.1) mais en sens inverse, on trouve
mesn−1
{
ξ ∈
√
2(E0 − V (0))Sn−1 proche de ξ0; ∃t > 0 Πx exp(tHp)(0, ξ) = 0
}
=
∑
k
M0,k .
∑
k
mesn Λ˜ ∩ Λk.
D’apre`s l’hypothe`se (H4)’, cette quantite´ est nulle. L’hypothe`se (H4) de´coule alors d’un ar-
gument de compacite´ en ξ0.
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