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The ambiguity in language is one of the most diﬃcult problems in dealing with word senses using
computers. Word senses vary dynamically depending on context. We need to specify the context to
identify these. However, context also varies depending on speciﬁcity and the viewpoint of the topic.
Therefore, generally speaking, people pay attention to the part of the attributes of the entity, which
the dictionary deﬁnition of the word indicates, depending on such variant contexts. Dealing with
word senses on computer can be split into two steps. The ﬁrst is to determine all the diﬀerent senses
for every word, and the second is to assign each occurrence of a word to the appropriate sense. In
this paper, we propose a method focusing on the ﬁrst step, which is to generate atomic conceptual
fuzzy sets using word sequences. Then, both contexts identiﬁed by word sequences and atomic
conceptual fuzzy sets, which express word senses, and that are related to the contexts can be shown
concretely. We used the Reuters collection consisting of 800,000 news articles, and extracted word
sequences and generated fuzzy sets automatically using the confabulation model (a prediction
method similar to the n-gram model) and ﬁve statistical measures as relations. We compared the
compatibility between the confabulation model and each measure, and found that cogency and
mutual information were the most eﬀective in representing context. We demonstrate the usefulness
of the word sequences to identify the context.
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Digital documents are continuing to increase explosively. To process them, we must use
a computational approach because their number has far outstripped human ability. The
representation of word senses plays an important role in making information processing
systems more intelligent. Several studies have been done that approach this issue using
fuzzy sets (conceptual fuzzy sets) [1,2].
Dealing with word senses on computer can be split into two steps. The ﬁrst is to deter-
mine all the diﬀerent senses for every word, and the second is to assign each occurrence of
a word to the appropriate sense [3]. In this paper, we focus on the ﬁrst step. To determine
all the diﬀerent senses for every word, we generate ‘‘sense units,’’ which are comprised of
word sequences and their corresponding atomic conceptual fuzzy sets.
Ambiguity in word sense is one of the most signiﬁcant problems in the computational
approach domain. Philologists have tended to note diﬃcult issues in linguistics like
metaphors and metonymy. However, we think it is important to solve fundamental prob-
lems like polysemous and homographic words, rather than these. These issues are called
‘‘word sense disambiguation’’, and have been studied since the 1950s in primary or appli-
cation domains, i.e., computational linguistics, information retrieval, machine transla-
tion, and content analysis. In early studies, particularly machine readable dictionaries
or thesauri such as WordNet [4], the Longman’s Dictionary of Contemporary English
(LDOCE) and Roget’s International Thesaurus were often used, and most studies have
aimed to select the appropriate candidate for the word senses deﬁned in them [5,6]. For
instance, a typical example is to decide the polysemous word ‘‘bank’’ indicates which
dictionary deﬁnition, river bank or money bank, for the given sentence I put all my
money in the bank.
However, it is diﬃcult to express all word senses using only the dictionary deﬁnitions
of words. There are two problems. The ﬁrst is the coverage. The number of words not
deﬁned in dictionaries is not insigniﬁcant. In particular, most proper names are generally
undeﬁned. The second is the aspectual sense of words. Although the appropriate deﬁni-
tion can be selected for the given sentence, people may feel the aspectual sense depending
on context. For instance, ‘‘money bank’’ has diﬀerent attributes: gathering money, lend-
ing money, etc., and the context highlights and clariﬁes which attribute is meant. It is
impossible for a dictionary to express such senses. Word sense varies depending on con-
text. In other words, the context has the potential to express the aspectual sense of a
word.
Specifying the context is certainly required to identify the sense of the word. However,
as previously mentioned, the context information must exhaustively be able to express the
variant granularities and viewpoints of the topic. In this study, we hypothesized that a
context consists of the word sequence just before the target word. This hypothesis is based
on the n-gram model [7]. We extracted word sequences as local context automatically from
a large news corpus. This is a collection of about 800,000 Reuters news articles [8], cover-
ing the period from 1996 to 1997.
We discuss the aspectual sense problem in detail, which is foremost in dealing with
word sense using computers in Section 2. We describe the word sequences used to repre-
sent contexts to identify word senses in Section 3. Section 4 describes the confabulation
model and the statistical measures used in our experiments. Evaluation and results are pre-
sented in Section 5. Concluding remarks are presented in Section 6.
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The most diﬃcult problem is ambiguity in language in making computers understand
human languages like English or Japanese. Homonymy and polysemy problems [9] are
comprehensible examples of this. Homonyms are words that have the same phonetic form
(homophones) or orthographic form (homographs) but unrelated meanings. This is
because they have developed from diﬀerent sources and coincidently settled upon the same
form. Polysemes are words or phrases with multiple, related meanings. Polysemes share an
etymology, unlike homonyms.
For instance, ‘‘dove’’ which is an example of homonymy has eight senses in WordNet
and is roughly divided into two senses:
(1) S: (n) dove (any of numerous small pigeons).
(2) S: (v) dive, plunge, plunk (drop steeply).
Also, ‘‘Java’’ which is an example of polysemy has three senses in WordNet:
(1) S: (n) Java (an island in Indonesia south of Borneo; one of the world’s most densely
populated regions).
(2) S: (n) coﬀee, java (a beverage consisting of an infusion of ground coﬀee beans).
(3) S: (n) Java (a simple platform-independent object-oriented programming language
used for writing applets that are downloaded from the World Wide Web by a client
and run on the client’s machine).
Where, (n) and (v) mean noun and verb, the next word (set) expresses the synonym(s),
and the parenthesized part indicates each sense of the word entry.
Generally, people identify the sense of such words using context information. In other
words, specifying the context oﬀers possibilities to identify the word sense. However, a
number of studies have faced diﬃculty with the granularity to represent context. The prob-
lem is to determine the appropriate degree of sense granularity. Slator and Wilks [10] have
remarked that dictionary deﬁnitions are often too ﬁne for the natural language processing
task. They also noted an overly ﬁne sense introduces signiﬁcant combinatorial eﬀects.
According to their work, the sentence phrase there is a huge envelope of air around the sur-
face of the earth has 284,592 diﬀerent potential combined sense assignments using the
LDOCE. In addition, Kilgarriﬀ [11] found that it is impossible for human readers to assign
many words to a unique sense in LDOCE. On the other hand, the ﬁne-grained sense dis-
tinction yields good results in a cross language approach [12]. A number of studies have
sought the appropriate granularity for word sense. However, these found that it varied
depending on each case.
We think that the scopes of word sense are inﬂuenced by the granularity and the view-
point of the topic. In other words, the part of the attributes (aspectual sense) of the entity,
which is indicated by the word sense deﬁned in dictionaries, is given attention depending
on the context. For instance, even if a human reader can conﬁdently decide that ‘‘Java’’
indicates the sense of coﬀee within a context, the sense of coﬀee has diﬀerent granularities,
such as ‘‘the brand of the coﬀee’’ and ‘‘a famous brand of coﬀee.’’ Therefore, the sense of
coﬀee also has diﬀerent viewpoints such as ‘‘a famous brand of coﬀee’’ and ‘‘a brand of
coﬀee from Indonesia’’. Of course, a single sense word also has the same problem. For
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son has multiple personas or roles conforming to the surrounding situation, which is a
kind of context. Although Clinton generally means the former president of the US, it obvi-
ously means diﬀerent personas in speciﬁc contexts; a male, a father, a former governor, a
member of the Democratic Party, or a well known ﬁgure. The aspectual sense can vary
from coarse-grained to ﬁne-grained within each context. It is impossible for a dictionary
to express such senses. We termed this the ‘‘Aspectual Sense Problem’’ and found that
the word senses are expressed not by dictionary deﬁnitions but by context or usage.
Our stance is similar to Meillet [13] and Wittgenstein [14], who asserted that there are
no senses, but only ‘‘usages.’’
Specifying the context is necessary to identify the word sense. However, determining the
appropriate granularity of context representation is also diﬃcult.3. Local context and word sequence
Broadly speaking, context is speciﬁed in two ways: ‘‘relational information’’ and ‘‘the
bag of words’’. In the ‘‘relational information’’ approach, context is considered to be the
relationship between the target word and surrounding words. Although construction
[15], which is an example of relational information, is useful for specifying context,
the extraction rules are made by humans and are complicated. Therefore, rule-based
methods are often aﬀected by a number of exceptions. However, in ‘‘the bag of words’’
approach, context is considered to be the words in a window surrounding the target
word [16]. Further, variant context information, which is called ‘‘local context’’, ‘‘topical
context’’, or ‘‘domain’’, is obtained depending on the window size. Although this
hypothesis may seem to be incomplete, the n-gram model based on a similar hypothesis
worked well in a number of statistical natural language processing systems. This is
because that model not only considered the word set surrounding the target, but the
order information, which is a kind of relational information. Therefore, Yarowsky
[17] determined that in a given collocation a word is used with only one sense with
90–99% probability. Croft and his colleagues [18,19] used a phrase to represent one
sense. That means collocations and phrases, similar to word sequences, are useful in
representing contexts.
We extracted the word sequences automatically from a large corpus and used the word
sequences as context information to take account of variant granularity and viewpoints in
each topic. Fig. 1 overviews a four-word sequence that we have used as local context just
before the target word. For instance, given that there is a nine-word sentence, ‘‘Welcome
to the North American Fuzzy Information Processing Society’’, and the target word is
‘‘American’’, ‘‘Welcome to the North’’ is the local context.Target wordContextual words 
ea b c d
Fig. 1. Positional relation between word sequence and target word.
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4.1. Confabulation model
The general n-gram model treats the word sequence before the target word as one
group. For instance, given a ﬁve-word sequence ‘‘abcde,’’ it predicted the ﬁfth word using
the set of the ﬁrst four words (Fig. 2).
Applying a statistical model, even the n-gram model, to a sample data set cannot the-
oretically eliminate the problem of data sparseness. This issue is also called the zero-
frequency problem [20], which hinders the accurate calculation of the statistical value
for the relation between elements. If the size of n of the n-gram increases, the eﬀect of
the zero-frequency problem also increases. Because of this, a longer sequence does not
occur as frequently as a partial sequence of it.
Hecht-Nielsen [21,22], on the other hand, did word prediction experiments that dealt
with the components of the word sequence as discrete words. He termed the resulting
model ‘‘confabulation’’, which is based on the data of physiological experiments on neu-
rons [23–26]. The confabulation model presumes that each component of the word
sequence relates to the target word independently and considers a ﬁve-word sequence as
the combination of four bi-grams. The target word is predicted by using the aggregation
of the relationship values between the target word and each of the ﬁrst four words (Fig. 3).
Because of this diﬀerence, while using the n-gram model limited the predicted target
word to the ﬁfth word of ﬁve-word sequences that actually occurred in the corpus, the
confabulation model did not limit the predicted target word. We therefore used the
confabulation model in our experiments. Furthermore, using the confabulation model
alleviated the data sparseness problem.Statistical relation
Contextual words Target word
ea b c d
Fig. 2. The overview of the n-gram model.
Statistical relation
Contextual words 
a b  c
Target word
ed
Fig. 3. The overview of the confabulation model.
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We compared ﬁve statistical measures applying the confabulation model: forward prob-
ability, cogency (backward probability), mutual information, the Jaccard coeﬃcient, and
the chi square. To our knowledge, this is the ﬁrst time forward probability, mutual infor-
mation, the Jaccard coeﬃcient, and the chi square have been applied with the confabula-
tion model. Given a word sequence ‘‘xy’’, x is the contextual word and y is the target word.
Forward probability expresses the occurrence probability of the target word based on the
contextual word.
forwardðx; yÞ ¼ P ðyjxÞ: ð1Þ
Given another word sequence ‘‘x1x2. . .xi. . .xny’’, x represents the contextual words and y
is the target word. We used the formula of the confabulation model using forward prob-
ability as
forward:conf ¼
Yn
i¼1
forwardðxi; yÞ: ð2Þ
Cogency expresses the occurrence probability of the contextual word when the target
word occurs. Like the confabulation model, this probability is also based on the physio-
logical experiments on neurons [27,28], and Hecht-Nielsen termed this ‘‘Cogency’’.
cogencyðx; yÞ ¼ PðxjyÞ: ð3Þ
For multiple contextual words (multi-word case), we used the formula for the confabula-
tion model using cogency, which is the original formula deﬁned by Hecht-Nielsen, as
cogency:conf ¼
Yn
i¼1
cogencyðxi; yÞ: ð4Þ
Mutual information expresses the proportion of the observed co-occurrence probability
to the expected unrelated co-occurrence probability.
mutualðx; yÞ ¼ log P ðx  yÞ
P ðxÞP ðyÞ : ð5Þ
In the multi-word case, we deﬁned the formula for the confabulation model using mutual
information as
mutual:conf ¼
Xn
i¼1
mutualðxi; yÞ: ð6Þ
The Jaccard coeﬃcient expresses the proportion of the co-occurrence probability to the
occurrence probability of the contextual word and the target word.
jaccardðx; yÞ ¼ P ðx \ yÞ
P ðx [ yÞ : ð7Þ
In the multi-word case, we deﬁned the formula for the confabulation model using the Jac-
card coeﬃcient as
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Pn
i¼1
P ðxi \ yÞ
P
Sn
i¼1
xi [ y
  : ð8Þ
The chi square expresses the statistical signiﬁcance between the occurrence of the con-
textual word and the occurrence of the target word. Substituting C(x Æ y) = A,
Cðx  yÞ ¼ B, Cðx  yÞ ¼ C, Cðx  yÞ ¼ D, the chi square is calculated as
chiðx; yÞ ¼ NðAD BCÞ
2
ðAþ CÞðBþ DÞðAþ BÞðC þ DÞ ; ð9Þ
where N indicates the number of all word sets. Here, C(x Æ y) means the number of co-
occurrences. In the multi-word case, we deﬁned the formula for the confabulation model
using the chi square as
chi:conf ¼
Xn
i¼1
chiðxi; yÞ: ð10Þ
We use summation instead of multiplication to calculate membership value in the case of
using mutual information, Jaccard coeﬃcient, and chi square. Because of this, these mea-
sures have extremely wide ranges and are not probabilities. Using multiplication with these
wide ranges would yield unstable results.
5. Evaluation and results
5.1. Framework of evaluation
To demonstrate that word sequences are useful as context information to identify a
word sense, we showed that word sets with membership values, which are the atomic con-
ceptual fuzzy set corresponding with each word sequence, are contextually constrained.
The word sequences were extracted automatically from a Reuters news corpus. A ﬁve-con-
secutive-word window was used to extract word sequences from the beginning of the cor-
pus to the end. This is because Yarowsky [17,29,30] suggested that local ambiguities only
need three or four contextual words according to his examination of diﬀerent windows of
local context. For simplicity, we used the 30,000 most frequently occurring English words
in an experiment using the Reuters corpus. Therefore, we also used only ﬁve-word
sequences whose components were included in that word set. Using the results of extrac-
tion, we also evaluated the compatibility between the confabulation model and the ﬁve sta-
tistical measures and compared their properties.
5.2. Usefulness of word sequences
Below are the atomic conceptual fuzzy sets corresponding with several word sequences
(Tables 1–4). All of the following sets were obtained by using the confabulation model,
with cogency as the relation.
According to the ﬁrst set, the word sequence ‘‘government of prime minister’’, is related
to the names of prime ministers throughout the world. The second set shows that ‘‘by Ital-
Table 1
Atomic conceptual fuzzy set corresponding with a word sequence ‘‘government of prime minister’’
Related word Membership value
Meles 0.00614453
Gediminas 0.00597644
Abdellatif 0.00293110
Necmettin 0.00287345
Raﬁk 0.00261209
Andris 0.00238501
Zhan 0.00192609
Romano 0.00128647
Bashkim 0.00116284
Thorbjoern 0.00107717
Janez 0.00081308
Branko 0.00080122
Meraj 0.00078954
Vaclav 0.00069921
Benjamin 0.00064194
Kengo 0.00050759
Alain 0.00047096
Benazir 0.00046435
Inder 0.00045770
Aleksander 0.00036584
Tiit 0.00028743
Mesut 0.00026398
Lionel 0.00025003
Chavalit 0.00024776
Zulﬁkar 0.00021951
Nawaz 0.00021595
Sheikh 0.00018675
Ryutaro 0.00010991
Paavo 0.00010567
Table 2
Atomic conceptual fuzzy set corresponding with a word sequence ‘‘by Italian prime minister’’
Related word Membership value
Romano 0.00285140
Lamberto 0.00077489
Silvio 0.00060838
Giulio 0.00025562
Table 3
Atomic conceptual fuzzy set corresponding with a word sequence ‘‘is former prime minister’’
Related word Membership value
Petre 0.00053559
Giulio 0.00051123
Tiit 0.00028743
Zulﬁkar 0.00018699
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Table 4
Atomic conceptual fuzzy set corresponding with a word sequence ‘‘and said prime minister’’
Related word Membership value
Ryutaro 0.00108603
Vo 0.00076699
Romano 0.00070882
Gyula 0.00058668
Pavlo 0.00057600
Paavo 0.00046229
Viktor 0.00042703
Benjamin 0.00035827
Nawaz 0.00035237
Begum 0.00034558
Bashkim 0.00032301
Costas 0.00030736
Yitzhak 0.00028342
Meraj 0.00026318
Kamal 0.00023908
Mirko 0.00022885
Vaclav 0.00022336
Petre 0.00020316
Necmettin 0.00014865
Milo 0.00014322
Inder 0.00013847
Alain 0.00013587
Tiit 0.00012775
Roumen 0.00012384
Wlodzimierz 0.00012329
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occurs in the ﬁrst two sets. In addition, in the third set, ‘‘is former prime minister’’ is
related to the names of former prime ministers. The second and third sets include the name
of the former Italian prime minister, ‘‘Giulio (Andreotti)’’. These results indicate that
word sequence can identify the speciﬁcity of the topic and the viewpoint.
The fourth word sequence was found only ﬁve times in the corpus. However, twenty-
ﬁve words were extracted as the words related to it. In other words, at least twenty
combinations with the word sequence, which did not exist in the corpus, were obtained.
Furthermore, all extracted words were names of prime ministers. The fourth set also
indicates that the confabulation model does not limit the predicted number of target
words.
5.3. Comparison of measures
In this section, we compare the usefulness of the statistical measures as relations applied
to the confabulation model. Tables 5–7 show a typical example of the atomic conceptual
fuzzy sets generated by using all measures.
The word sequence ‘‘behind the New York’’ was found only ﬁve times in the corpus.
However, with the top 10 words, we were able to calculate the membership values.
According to this, in terms of not limiting the predicted target words, all the measures
could be used as relations for the confabulation model.
Table 5
Atomic conceptual fuzzy sets corresponding with a word sequence ‘‘behind the New York’’
Forward probability Cogency Mutual information Jaccard coeﬃcient Chi square
Related word Membership
value
Related
word
Membership
value
Related
word
Membership
value
Related
word
Membership
value
Related
word
Membership
value
and 1.12E06 Knicks 2.98E04 Knicks 17.648626 the 0.03695187 mercantile 1698688.20
the 5.40E07 Mets 1.68E04 Mets 17.076551 of 0.03477860 Yankees 284173.03
in 1.99E07 Yankees 1.06E04 Yankees 16.617970 in 0.01838348 Knicks 227132.55
on 1.76E07 mercantile 7.03E05 mercantile 16.203548 and 0.01713407 Mets 218286.27
to 1.73E07 Rangers 1.35E06 Rangers 12.249240 to 0.01651216 Times 127545.70
of 5.04E08 Newark 1.87E07 Metropolitan 8.720036 a 0.01636338 Rangers 65621.22
said 3.32E08 Metropolitan 3.95E08 opens 8.659408 said 0.01288549 cotton 56613.18
hNUMi 2.66E08 opens 3.72E08 cotton 8.435591 on 0.01038933 which 24255.82
for 1.23E08 cotton 2.97E08 Times 8.234643 hNUMi 0.00900252 and 8463.59
hAPOSTROPHEi 9.20E09 Times 2.43E08 Herald 7.999661 for 0.00880406 Metropolitan 6148.34
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Table 6
Atomic conceptual fuzzy sets corresponding with a word sequence ‘‘the EU summit in’’
Forward probability Cogency Mutual information Jaccard coeﬃcient Chi square
Related word Membership
value
Related
word
Membership
value
Related
word
Membership
value
Related word Membership
value
Related
word
Membership
value
the 8.64E05 Florence 5.70E04 Florence 16.043037 the 0.07953848 the 3330590.50
a 6.30E07 Dublin 2.15E04 Dublin 15.068951 a 0.02875299 Amsterdam 512674.80
hNUMi 5.02E07 Amsterdam 1.07E04 Amsterdam 14.374444 hNUMi 0.02766871 Dublin 310072.00
to 2.59E08 Essen 6.72E05 Essen 13.905529 to 0.01593885 order 182909.98
hAPOSTROPHEi 4.96E09 Noordwijk 3.25E05 Noordwijk 13.180026 of 0.01317912 April 172828.48
on 3.94E09 Lome 1.64E05 Lome 12.495547 in 0.01197393 December 157618.03
in 2.06E09 Doha 1.40E05 Corfu 10.273447 and 0.01090470 June 148419.44
and 1.76E09 Madrid 4.71E06 Tehran 9.256434 hAPOSTROPHEi 0.00997149 Florence 118953.61
its 1.21E09 Luxembourg 2.44E06 Edinburgh 8.946418 said 0.00977311 particular 87133.13
that 6.96E10 Corfu 1.78E06 industrialised 8.382755 on 0.00823648 an 69983.02
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Table 7
Atomic conceptual fuzzy sets corresponding with a word sequence ‘‘in the next few’’
Forward probability Cogency Mutual information Jaccard coeﬃcient Chi square
Related
word
Membership
value
Related
word
Membership
value
Related
word
Membership
value
Related word Membership
value
Related
word
Membership
value
of 5.84E07 weeks 2.47E04 weeks 13.584092 the 0.04147584 days 3953909.20
months 1.95E07 days 2.29E04 days 13.508781 of 0.03518217 years 2082666.00
years 1.85E07 months 1.70E04 months 13.213397 and 0.01841509 weeks 1955525.90
the 5.98E08 sessions 1.54E04 sessions 13.111357 in 0.01825013 months 1576042.50
to 5.16E08 years 6.47E05 years 12.244842 to 0.01818528 sessions 149298.94
and 4.98E08 quarters 3.46E05 quarters 11.618229 a 0.01786901 hours 143154.70
days 3.04E08 hours 7.77E06 hours 10.126188 said 0.01405897 minutes 62631.82
hNUMi 2.49E08 seasons 3.67E06 seasons 9.375671 hNUMi 0.01192633 quarters 39187.52
in 1.88E08 decades 9.54E07 decades 8.028193 on 0.01076729 moments 3986.34
weeks 6.03E09 holes 5.73E07 holes 7.519079 hAPOSTROPHEi 0.00838599 decades 3604.21
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quent words (e.g., ‘‘the,’’ ‘‘a,’’ and ‘‘to’’) in the corpus, and a number of combinations with
the word sequences were invalid.
However, using cogency and mutual information, the sets of predicted target words
rarely included the high frequency words, and the combinations with the word sequences
were generally valid. Cogency and mutual information have contrary properties to for-
ward probability. However, cogency tended to yield high scores for the least frequent
words, which we did not use in our experiments.
The sets of predicted target words for the Jaccard coeﬃcient rarely included less fre-
quent words, which were needed to identify the context, and invalid combinations with
the word sequences also occurred. The Jaccard coeﬃcient tended to yield high scores
for high frequency words and had similar properties to forward probability. Therefore,
in each word sequence, the scores of related words varied widely, causing diﬃculty in
deciding a consistent criterion for selection.
The sets of predicted target words in the chi square results included both the high fre-
quency words and less frequent words, and the combinations with the word sequences
were generally valid. However, the high frequency words tended to yield high scores.
Although the chi square scores had both positive and negative correlations, we only used
positive correlation in our experiments. Furthermore, the chi square score is not reliable
[31] in certain circumstances. That might be one of the causes for the invalid combinations.
5.4. Comparison with WordNet
WordNet, which is one of the most popular machine readable dictionaries, has 155,327
terms and 207,016 senses. However, the Reuters corpus contains 391,806 unique terms that
cannot be expressed by the dictionary deﬁnitions. In contrast, our approach, which assumes
the local context expresses the aspectual sense, extracted 70,328,072 contexts from the cor-
pus. This approach is completely automatic and guarantees that all words in the corpus
have at least one context (aspectual sense). Furthermore, the granularity varies depending
on the word speciﬁcity in the local context. If all the words constructing a local context are
abstract, the local context also indicates an abstract sense. The other way round, if a
context consists of speciﬁc words, the context also indicates a speciﬁc sense. For instance,
the context ‘‘with a cup of’’ indicates an abstract (course grained) sense, and another
context ‘‘the national bank governor’’ indicates a speciﬁc (ﬁne grained) sense.
6. Conclusion
The results of several experiments using a large news corpus revealed that the word
sequence before the target word is useful as local context information. We found that
the obtained word sequences could represent variant granularities and viewpoints for each
topic appropriately. The atomic conceptual fuzzy sets corresponding with the word
sequences could also express aspectual senses. The confabulation model yielded word
sequences that were valid and that did not exist in the corpus, unlike the general n-gram
model. Cogency and mutual information were the most suitable relations to apply to the
confabulation model because of their extreme accuracy.
In our experiments, we used word sequences as local context information. Generally,
global context information also exists. Therefore, a method to extract global context infor-
H. Sekiya et al. / Internat. J. Approx. Reason. 45 (2007) 424–438 437mation is also needed. Furthermore, we intend to represent word senses using atomic con-
ceptual fuzzy sets and global context information.
It was presumed that the contextual words occurred only just before the target word.
However, we believe that the words just after the target word also contain local context
information, and that they might have diﬀerent properties from the words just before
the target word. Hence, we intend to do further experiments to verify their usefulness as
local context information.
Although we used the four words just before the target word in our experiments, we
believe that too many or too few contextual words will produce unfavorable results.
The appropriate number of words to form the context should be found.
To apply this technique of using local context information to identify word meaning,
we will try to represent concepts that are dependent on context. We also intend to apply
this information to improve information retrieval systems.References
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