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Abstract
In dislocation dynamics (DD) simulations, the most computationally intensive step
is the evaluation of the elastic interaction forces among dislocation ensembles. Be-
cause the pair-wise interaction between dislocations is long-range, this force calcu-
lation step can be significantly accelerated by the fast multipole method (FMM).
We implemented and compared four different methods in isotropic and anisotropic
elastic media: one based on the Taylor series expansion (Taylor FMM), one based
on the spherical harmonics expansion (Spherical FMM), one kernel-independent
method based on the Chebyshev interpolation (Chebyshev FMM), and a new kernel-
independent method that we call the Lagrange FMM. The Taylor FMM is an ex-
isting method, used in ParaDiS, one of the most popular DD simulation softwares.
The Spherical FMM employs a more compact multipole representation than the
Taylor FMM does and is thus more efficient. However, both the Taylor FMM and
the Spherical FMM are difficult to derive in anisotropic elastic media because the
interaction force is complex and has no closed analytical formula. The Chebyshev
FMM requires only being able to evaluate the interaction between dislocations and
thus can be applied easily in anisotropic elastic media. But it has a relatively large
memory footprint, which limits its usage. The Lagrange FMM was designed to be
a memory-efficient black-box method. Various numerical experiments are presented
to demonstrate the convergence and the scalability of the four methods.
Key words: Dislocation dynamics, anisotropic elasticity, fast multipole method.
1 Introduction
Dislocations are line defects in crystalline materials, and their presence strongly
influences many material properties, including the plastic deformability of
crystals [1]. The dislocation dynamics (DD) method performs direct numerical
Preprint submitted to Elsevier 22 December 2017
ar
X
iv
:1
71
2.
07
73
9v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
20
 D
ec
 20
17
simulations of dislocation ensembles based on the fundamental physics of de-
fect motion, evolution, and interaction. It has been successfully used to study
the origins of strength and strain hardening for cubic crystals [2], the strength
of micro-pillars [3], and irradiated materials [4]. However, the computational
cost for evaluating pair-wise elastic interactions of dislocation ensembles in a
naive way is prohibitive in large-scale DD simulations [5, 6, 7]. In DD simu-
lations, dislocation lines are discretized and represented as straight segments,
and evaluating the pair-wise interaction among all segments directly requires
O(N2s ) operations, where Ns is the number of dislocation segments, which can
reach several millions in large-scale DD simulations.
Existing fast algorithms, which reduce the cost of computing pair-wise disloca-
tion interactions, fall into two categories. The first category, cut-off methods,
does not account for the interactions beyond a predefined cut-off distance
[8, 9, 10]. However, employing a cut-off distance can lead to numerical arti-
facts [11, 12] due to the slow decay of long-range dislocation interaction. The
second category, the fast multipole method (FMM) and its variants, repre-
sents the elastic interactions of remote dislocations with multipole expansions
[13, 14, 15, 16, 17, 18, 19]. As a result, the calculation of elastic interaction
forces requires only O(Ns) operations. However, some of these methods have
large pre-factors that are not efficient for simulating practical dislocation sys-
tems. Most existing FMMs are applicable only in isotropic elastic media, and
their extensions to be used in anisotropic elasticity are difficult to derive be-
cause the interaction elastic force does not have an analytic closed form in
anisotropic elasticity as it does in isotropic elasticity.
The goal of this study is to benchmark and compare different versions of
FMMs in DD simulations, and to present a new kernel-independent FMM that
can be applied efficiently in both isotropic and anisotropic elastic media. The
FMM was originally devised to evaluate long-range interactions among large
ensembles of particles through a kernel function such as the Laplacian and the
Stokes kernels [20]. To illustrate an application of the FMM in DD simulations,
consider a network of dislocation lines, of which the elastic forces are to be
evaluated at the ends of all dislocation segments. The FMM first recursively
divides the simulation domain into small cells in a way that every cell at the
bottom of the hierarchy has a constant number of dislocation segments. Then,
an upward sweep populates cells at all hierarchical levels with the so-called
multipole expansions, which encode the information of dislocation segments
inside all cells. With multipole expansions, far-field stress evaluations can be
computed efficiently at every level in the hierarchy, and the results are stored in
the so-called local expansions in all cells. After these multipole-to-local (M2L)
translations, a downward sweep, symmetric to the upward sweep, is executed
to translate local expansions hierarchically down to the smallest cells. Last,
for every cell at the bottom of the hierarchy, the far-field stress encoded by
its local expansion and the near-field stress induced by dislocation segments
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in neighboring cells sum up to be the stress field of this cell. This stress field
is used to compute the force on the ends of every dislocation segment through
Gaussian quadrature.
The first FMM used in DD simulations is based on the Taylor series expan-
sion of the Green’s function in isotropic elastic media [17, 18]. In isotropic
elastic media, the Green’s function has a simple explicit expression, so the
Taylor series expansion is easy to derive. We refer to the method in [18] as
the Taylor FMM. Unlike the Taylor FMM, the original FMM introduced by
Greengard and Rokhlin [20] for particle simulations is based on spherical har-
monics expansion. The spherical harmonics expansion is not as general as the
Taylor series expansion, but it leads to a more compact representation of the
Green’s function in isotropic elastic media. We have implemented a variant
of the original FMM and call it the Spherical FMM. In the original FMM,
the M2L translations are the most time-consuming steps. While the original
FMM takes O(p4) work for M2L translations, where p is the order of the
spherical harmonics expansion, our Spherical FMM needs only O(p3) work
with a ‘point-and-shoot’ translation scheme. The authors of [16] implemented
the optimized FMM [21] for isotropic elastic media, and the optimization was
to achieve faster M2L translations with O(p2) work via plane wave expansions
and to reduce the number of M2L translations by a ‘merge-and-translate’
technique.
In anisotropic elastic media, however, methods based on either the Taylor
series expansion or the spherical harmonics expansion are significantly more
difficult to derive. The reason is that these methods rely on being able to
differentiate the Green’s function, but the Green’s function does not have
an analytic closed form in anisotropic elastic media, as it does in isotropic
elastic media. In order to apply the FMM in anisotropic elastic media, the
authors of [19] proposed approximating the derivatives of the Green’s function
in anisotropic elasticity with truncated spherical harmonics series. However,
the calculation is quite cumbersome, and the resulting method is not efficient
for large-scale simulations.
To overcome the limitations of kernel-specific FMMs, such as the Taylor FMM
and the Spherical FMM, several kernel-independent FMMs [22, 23, 24, 25]
have been developed, the formulation of which does not depend on the ker-
nel function (the Green’s functions in isotropic and anisotropic elastic media).
These kernel-independent methods require only being able to numerically eval-
uate the kernel function; thus, they can be applied with the Green’s function
in both isotropic and anisotropic elastic media. The differences among these
kernel-independent methods are detailed in Section 3. In this work, we have
implemented the kernel-independent method in [25] for DD simulations, which
we call the Chebyshev FMM. The Chebyshev FMM uses Chebyshev inter-
polants of the kernel function to approximate far-field interactions between
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dislocations, and the Chebyshev approximation is known to be nearly optimal
[26]. In the Chebyshev FMM, M2L operators are pre-computed and the cor-
responding storage increases empirically as O(p5), where p is the degree of the
Chebyshev interpolant. This memory cost is further exacerbated by the fact
that the kernel function in DD is a tensor with 54 components, and it reached
1.7 GB when p = 7. This intensive memory consumption limits the use of the
Chebyshev FMM in large-scale DD simulations.
To reduce the memory cost of the Chebyshev FMM, we introduce a new kernel-
independent FMM based on the Lagrange interpolation on equally spaced
grids, which we call the Lagrange FMM. The Lagrange FMM has three ad-
vantages when it is applied in DD simulations. First, like the Chebyshev FMM,
it is a kernel-independent method and thus can be applied in both isotropic
and anisotropic elastic media. Second, the M2L operators in the Lagrange
FMM are block-Toeplitz matrices, and the memory cost of storing them in-
creases as O(p3), where p is the degree of the Lagrange interpolant. This cost
is much smaller than that of the Chebyshev FMM, e.g., when p = 7, the mem-
ory usage of the Lagrange FMM is only about 300 MB. Third, the Lagrange
FMM takes advantage of the structured M2L operators to achieve fast M2L
translations using the fast Fourier transform (FFT).
To summarize, the main contributions of this paper are
(1) Introduction of a new kernel-independent method, namely the Lagrange
FMM, for use in both isotropic and anisotropic elastic media. This algo-
rithm has a reduced computational cost and memory footprint compared
to the Chebyshev FMM.
(2) Benchmarks and comparisons of four different FMMs, namely the Taylor
FMM, the Spherical FMM, the Chebyshev FMM and the Lagrange FMM,
in isotropic elastic media.
(3) Benchmarks and comparisons of two kernel-independent FMMs, namely
the Chebyshev FMM and the Lagrange FMM, in anisotropic elastic me-
dia.
(4) Benchmarks on sequential and parallel computers (up to 4,096 cores).
The remainder of this paper details our new method and comparison of the
four methods, and it is organized as follows. In Section 2, the stress field of dis-
location ensembles is formulated in terms of the Green’s function in isotropic
and anisotropic elastic media. In Section 3, we review the three existing meth-
ods: the Taylor FMM, the Spherical FMM and the Chebyshev FMM. In Sec-
tion 4, the Lagrange FMM algorithm is introduced, and the computational
costs and memory footprint of the four FMMs are analyzed and compared.
Section 5 presents numerical results of our benchmark and comparisons.
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2 Dislocation dynamics
The motion of dislocations is driven by the Peach-Koehler force:
f = σ · b× ξ
where σ is the stress tensor, b is the dislocation Burgers vector and ξ is the
local unit tangent vector to the dislocation line. More details can be found in
Hirth and Lothe’s book [1] and the references therein.
Here we formulate the stress field of dislocation ensembles using the Green’s
function in isotropic and anisotropic elastic media. In a linear elastic medium,
the stress field σ at x induced by a closed dislocation loop C can be defined
with Mura’s formula [27] as
σαβ(x) = bw
∮
C
ngrCαβvgCpqwn
∂Gvp
∂xq
(x− y)dyr (1)
where b is the Burgers vector,  is the permutation tensor, C is the elastic
stiffness tensor, and Gvp(x−y) is the Green’s function defined as the displace-
ment in the xv-direction at x in response to a unit point force applied in the
yp-direction at y.
In isotropic elasticity, the Green’s function G has a simple expression [28]
Gvp(x− y) = 1
8piµ
[
δvp
∂2R
∂xi∂xi
− 1
2(1− ν)
∂2R
∂xv∂xp
]
(2)
where µ is the shear modulus, ν is the Poisson’s ratio, δ is the identity matrix
in three dimensions, R = |x − y|, and repeated indices imply summation.
Note that Eq. (2) involves only the derivatives of R, and expanding these
derivatives in Taylor series (spherical harmonics series) leads to the Taylor
FMM (the Spherical FMM).
In anisotropic elasticity, the Green’s function G does not have an analytic
closed form, which makes it difficult to derive its Taylor series expansion or
its spherical harmonics series expansion. Although an analytic closed form is
not available, the Green’s function can be evaluated numerically [29, 30, 31].
Here, we use the scheme in [29], which expands the derivatives of G with the
spherical harmonics series
∂Gvp
∂xq
(x− y) = 1
R2
∞∑
d=0
2d+1∑
m=0
<
(
Sdmvpq(T · e12)m(T · e3)2d+1−m
)
(3)
where T = (x − y)/R, (e1, e2, e3) are the canonical bases, e12 = e1 + i e2,
<() is the real part of a complex number, and S is a pre-computed coefficient
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tensor defined in [29]. In practice, only the first qmax terms are kept for a
prescribed accuracy. The choice of qmax is studied in detail in [29].
To evaluate Eq. (1) for a dislocation loop C with an arbitrary shape, the
dislocation loop C is first discretized as a polygon, i.e., a set of nodes connected
by straight segments. Assume the dislocation loop C is approximated by a
polygonal loop with m straight segments S i, i = 1, 2, . . . ,m. The contour
integral in Eq. (1) can be approximated by the sum of m line integrals along
S i, and line integrals are evaluated numerically with Gaussian quadrature. We
also define the kernel function in DD as
Kαβwr(x− y) def= ngrCαβvgCpqwn∂Gvp
∂xq
(x− y) (4)
which is a tensor of size 6 · 3 · 3 = 54 (K is symmetric in terms of α and β,
i.e., Kαβwr = Kβαwr).
With the definition of the kernel function, Eq. (1) becomes
σαβ(x) = bw
∮
C
Kαβwr(x− y)dyr [plug in kernel function definition]
≈ bw
m∑
i=1
∫
Si
Kαβwr(x− yi)dyr [discretize the dislocation loop]
≈ 1
2
bw
m∑
i=1
n∑
j=1
ωjKαβwr(x− yij)S ir [use n-point Gaussian quadrature]
=
m∑
i=1
n∑
j=1
Kαβwr(x− yij)qijwr [qijwr def=
1
2
bwω
jS ir] (5)
where wj and yij (j = 1, 2, . . . , n) are quadrature weights and quadrature
points on dislocation segment S i, S ir is the length of segment S i projected in
the xr-direction, and q
ij
wr is defined to be
1
2
bwω
jS ir.
In linear elasticity, the stress field induced by multiple dislocation loops Cl, l =
1, 2, . . . , r can be obtained with the principle of superposition. In other words,
the definition of the stress field, i.e., Eq. (1), can be extended to the summa-
tion of multiple contour integrals with respect to all dislocation loops. Corre-
spondingly, the stress field discretization, i.e., Eq. (5), is also extended to the
summation over all dislocation loops as
σαβ(x) ≈
r∑
l=1
m∑
i=1
n∑
j=1
Kαβwr(x− yijl)qijlwr [sum over all dislocation loops]
=
N∑
k=1
Kαβwr(x− yk)qkwr [combine three summations]
where N = mnr is the total number of Gaussian quadrature points over all
dislocation loops. In a DD simulation, the stress field needs to be evaluated
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at multiple positions along all dislocation lines, e.g., all Gaussian quadrature
points used in the discretization. As a result, a direct evaluation of Eq. (6)
costs O(N2) operations, which is prohibitive for large-scale simulations. Note
that the total number of dislocation segments is Ns = mr, so given a fixed
quadrature rule (n fixed), the cost is also O(N2s ).
In summary, evaluating the stress field of dislocation ensembles at N points
{xi}Ni=1 is equivalent to evaluating the sum
s(xi) =
N∑
j=1
K(xi − yj)qj for i = 1, 2, . . . , N (6)
where {yi}Ni=1 and {qi}Ni=1 are N points and the associated strength, respec-
tively, K is the kernel function in DD, and s(xi) is the computed stress field.
3 Existing fast multipole methods
In this section, we review existing FMMs, with a particular focus on the three
methods we have implemented, namely the Taylor FMM, the Spherical FMM,
and the Chebyshev FMM. The FMM was originally introduced by Greengard
and Rokhlin to speed up the evaluation of pair-wise long-range interactions
for particles ensembles. It has since been successfully used for many different
types of kernels including the Laplace kernel [20, 21], the Helmholtz kernel
[32, 33, 34, 35, 36], and the Stokes kernel [37], among others.
The FMM follows five steps. First, the dislocation ensemble region is recur-
sively partitioned until every leaf cell at the bottom of the hierarchy has a
small number of segments. Second, an upward sweep populates cells at all
levels with the so-called multipole expansion, which encodes the information
of dislocation segments inside the cells. Third, the multipole expansions are
used to compute far-field interactions of every cell, and the results are stored
in the so-called local expansions in every cell. This M2L translation step is the
most computationally intensive step in the FMM. Fourth, a downward sweep,
symmetric to the upward sweep, is executed to gather local expansions onto
leaf cells. Last, the stress fields in all cells are the sum of far-field interactions
and the near-field interactions, which are calculated exactly using Eq. (6) with
dislocation segments in neighboring cells. A technical analysis on how errors
propagate through all translations can be found in [35].
The first FMM used in DD is based on the Taylor series expansion [17, 18].
Since the Green’s function in isotropic elasticity, i.e., Eq. (2), has a simple
explicit expression that involves only the derivatives of R, the Taylor FMM
uses the Taylor series expansions of those derivatives to approximate far-field
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dislocation interactions. The implementation details of the Taylor FMM can
be found in the appendix of [18]. In the Taylor FMM, using the p-th order
Taylor series expansion leads to a number of O(p3) multipole and local coef-
ficients. As a result, an M2L translation (applying an O(p3) by O(p3) matrix
to a vector) takes as much as O(p6) work. The cost of the Taylor FMM is fur-
ther exacerbated by relatively slow convergence of approximating the Green’s
function with the Taylor series expansion at the center of an FMM cell. The
calculation error of the Taylor FMM decreases as O((
√
3/3)p), where
√
3/3 is
the ratio between the radius of the circumscribed sphere an FMM cell and the
distance from the center of the cell to the nearest cell in its far-field.
Greengard and Rokhlin’s original FMM [20] is based on using the spherical
harmonics expansion of the kernel 1/R. To use the same machinery, we de-
rived the spherical harmonics expansion of the Green’s function in isotropic
elasticity from that of 1/R. The observation is that the Green’s function
in Eq. (2) involves only the derivatives of R, and the spherical harmon-
ics expansion of R can be derived from that of 1/R using the relationship
R = |x − y| = (|x|2 + |y|2 − 2x · y)/R. Therefore, we were able to imple-
ment the Spherical FMM with five different fields of “charges:” 1, |y|2, y1, y2
and y3, following the original FMM’s machinery. The convergence rate of the
Spherical FMM is the same as that of the Taylor FMM [20].
Although the spherical harmonics expansion is not as general as the Taylor
series expansion, it leads to a more compact representation of the Green’s
function in isotropic elasticity with only O(p2) multipole and local coefficients.
This leads to the O(p4) cost of M2L translation in the original FMM. To
further reduce the M2L translation cost, our Spherical FMM employs the
‘point-and-shoot’ scheme, which takes only O(p3) work, as follows. Consider
the translation between two boxes A and B. First, the coordinate system
can be rotated in a way that the z-axis is aligned with the direction from
the center of box A to the center of box B. Second, the subsequent M2L
translation operators apply only along the z-axis, which are effectively sparse
in the original FMM. Finally, the coordinate system is rotated back to the
original. The details can be found in [21].
Both the Taylor FMM and the Spherical FMM rely on using the derivatives
of the Green’s function in isotropic elasticity, which were obtained from the
simple explicit expression in Eq. (2). However, the Green’s function does not
have an analytic closed form in anisotropic elasticity; the Taylor FMM and
the Spherical FMM are thus difficult to derive. In contrast, kernel-independent
FMMs, which require only numerical evaluations of the kernel function, can
be applied directly in anisotropic elastic media using Eq. (3) to evaluate the
corresponding Green’s function.
Several ways to construct a kernel-independent FMM are as follows. The first
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one is to approximate the kernel function with polynomials. This approach
leads to algorithms that can be applied to a variety of non-oscillatory kernels
that are sufficiently smooth away from their singularities. The singular value
decomposition (SVD) is typically used to compress the resulting representation
for achieving the optimal running time, but the pre-computation with the
SVD can be costly. Examples of such kernel-independent FMMs are methods
in [22, 38, 25]. The method in [22] uses the Legendre polynomials and uses the
SVD to compute the optimal representations adaptively [39, 40]. The method
in [38] uses the Chebyshev polynomials, and it was developed for the purpose of
fast interpolation, integration and differentiation. The method in [25] also uses
the Chebyshev polynomials, and its advantage is that the pre-computation is
independent of particle positions.
The second way to construct a kernel-independent FMM is to replace analyti-
cal expansions of the kernel function by equivalent densities [41, 42]. One such
method in [23] computes equivalent densities numerically through solving local
Dirichlet-type boundary value problems. Since the solution of an elliptic par-
tial differential equation in a sufficiently well-behaved region is characterized
by its values on the boundary, the method in [23] works for various kernels as-
sociated with fundamental solutions of elliptical PDEs, such as the Laplacian,
the Stokes, and the Navier operators. Like other kernel-independent methods,
the method in [23] also uses the SVD to speed up M2L translations (the FFT
is used when the equivalent densities are put on regular girds).
The third way to construct a kernel-independent FMM utilizes numerical tech-
niques including the interpolative decomposition (ID) [43], and Cauchy’s in-
tegral formula. For instance, the method in [24] uses ID to choose a subset
of particles in every cell as the skeletons and passes information through the
FMM tree via these skeletons. The ID serves the same purpose as the SVD
in previous methods, and the advantage of using ID is that interactions be-
tween neighboring cells can also be compressed. Another example of kernel-
independent FMM is the method in [44], which is based on the Cauchy’s
integral formula and the Laplace transform. The method employs diagonal
M2L operators by design and thus has a relatively small computational cost,
especially when high accuracy is needed.
Among the existing kernel-independent methods, we have implemented the
method in [25], namely the Chebyshev FMM, for DD simulations. The Cheby-
shev FMM uses Chebyshev polynomials to approximate far-field interactions
between dislocations, which is nearly optimal in minimizing the maximum
error of polynomial approximation [26]. The calculation error of Chebyshev
approximation depends on the size of the corresponding Bernstein ellipse [26],
and it is empirically O((1/3)p) for DD simulations in isotropic elastic media,
where p is the degree of Chebyshev polynomial. In addition, the Chebyshev
FMM uses the SVD to compress M2L operators and thus uses the minimal
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number of multipole and local coefficients. In the Chebyshev FMM, suppose
αp is the compression ratio from using the SVD. The number of multipole and
local coefficients is O(αp p
3), and an M2L translation (applying an O(αp p
3)
by O(αp p
3) matrix to a vector) takes O(α2p p
6) work. The memory footprint of
the Chebyshev FMM is dominated by the cost of storing pre-computed M2L
operators, which is
MC−FMM = 54 · 316 · p6 · α2p · f (7)
where 54 is the number of components in the kernel function, 316 is the total
number of pre-computed M2L operators in three dimensions 1 , and f is the
memory cost to store a floating-point number (f = 4 bytes for single-precision
and f = 8 bytes for double-precision).
In the Chebyshev FMM, the optimal SVD compression ratio αp is chosen to
obtain the largest compression on the number of multiple and local coefficients
while keeping the calculation error unchanged. Fig. 1 shows an example of αp
(p = 3, 4, 5, and 6) when the Chebyshev FMM is used in an isotropic elastic
media. As the figure shows, when the Chebyshev interpolation order p is fixed,
the calculation error does not deteriorate as long as the SVD compression ratio
is larger than αp.
0 0.2 0.4 0.6 0.8 1
SVD compression ratio
10 -5
10 -4
10 -3
10 -2
10 -1
10 0
er
ro
r
3
4
5
6
p = 3
p = 4
p = 5
p = 6
Fig. 1. The calculation error of the stress field in an isotropic elastic media using
the Chebyshev FMM with different SVD compression ratios. In the Chebyshev
FMM, p is the Chebyshev interpolation order. A compression ratio of 1 means no
compression.
A summary of the comparisons among the Taylor FMM, the Spherical FMM,
the Chebyshev FMM and the new method we are going to introduce is given
in Section 4.2.
1 Since the kernel function in DD is homogeneous, i.e., K(αx, αy) = α−2K(x,y),
the M2L operators only need to be computed for one level in the FMM hierarchical
tree.
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4 The Lagrange FMM
In this section, we introduce a new kernel-independent method that we call
the Lagrange FMM. We designed the Lagrange FMM such that its M2L trans-
lation operators are block-Toeplitz matrices, which leads to a smaller memory
footprint compared with the Chebyshev FMM. The kernel function in DD,
i.e., Eq. (4) can be viewed as a translation-invariant function of two variables,
i.e.,K(x,y)
def
= K(x−y); we thus useK(x−y) andK(x,y) interchangeably
in this section.
4.1 Reduced memory footprint
The amount of computer memory required for storing the pre-computed M2L
translation operators dominates the memory footprint in the Lagrange FMM
and the Chebyshev FMM. In the following, we derive explicit formulas of
M2L translation operators in the Lagrange FMM and calculate their memory
consumption.
Like the Chebyshev FMM, the Lagrange FMM also uses Lagrange interpolat-
ing polynomials to approximate far-field dislocation interactions. Consider the
interaction K(x,y) between two points x = (x1, x2, x3) and y = (y1, y2, y3)
lying in two distant boxes A and B, respectively. This far-field interaction can
be approximated using the p-th order Lagrange interpolating polynomial as
below
K(x,y) ≈∑
l
K(x¯l,y)Lp(x¯l,x) [interpolate on x]
≈∑
l
∑
m
K(x¯l, y¯m)Lp(x¯l,x)Lp(y¯m,y)︸ ︷︷ ︸
Lagrange interpolant of K(x,y)
[interpolate on y] (8)
where x¯l = (x¯l1 , x¯l2 , x¯l3), li = 1, 2, . . . , p and y¯m = (y¯m1 , y¯m2 , y¯m3),mi =
1, 2, . . . , p are two sets of interpolation nodes in box A and box B, respectively,
and
Lp(x¯l,x) = `p(x¯l1 , x1)`p(x¯l2 , x2)`p(x¯l3 , x3)
Lp(y¯m,y) = `p(y¯m1 , y1)`p(y¯m2 , y2)`p(y¯m3 , y3)
are products of three Lagrange basis polynomials, 2 one for each dimension.
2 A p-th order Lagrange basis polynomial `p(x¯i, x) =
∏
1≤k≤p,k 6=i(x− x¯k)/(x¯i− x¯k),
where x¯1, x¯2, . . . , x¯p are interpolation nodes.
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In other words, the M2L translation operator TA→B between box A and box
B takes the form
TA→B =
(
K(x¯l − y¯m)
)
p3×p3 (9)
which can be viewed as a p3 by p3 matrix with entry K(x¯l − y¯m) at the
l-th row and m-th column. The difference between the Chebyshev FMM and
the Lagrange FMM is the choice of interpolation nodes. In the Chebyshev
FMM, the interpolation nodes are Chebyshev nodes, which guarantees that
the approximation in Eq. (8) is nearly optimal [26]. In the Lagrange FMM,
the interpolation nodes lie on equally spaced grids in box A and box B. For
example, if box A is the unit cube: [0, 1]3, then xli = (i − 1)/(p − 1) for
li = 1, 2, . . . , p. This choice of interpolation nodes in the Lagrange FMM leads
to the block-Toeplitz structure of the M2L translation operator TA→B, as
stated in the following theorem (its proof is given in the Appendix A).
Theorem 1 In the p-th order Lagrange FMM, every M2L operator TA→B is
a three-level block-Toeplitz matrix 3 with at most (2p− 1)3 unique entries, and
applying TA→B to a vector takes O(p3 log(p)) work.
Therefore, the memory footprint of the Lagrange FMM, which is dominated
by the cost of storing all M2L operator, is
ML−FMM = 54 · 316 · (2p− 1)3 · f (10)
where the two constants 54 and 316 are respectively the number of components
in the Green’s function and the total number of pre-computed M2L operators
in three dimensions,4 p is the degree of interpolating polynomial, and f is the
memory cost to store a floating-point number (f = 4 bytes for single-precision
and f = 8 bytes for double-precision).
Note that the M2L operators in the Chebyshev FMM and the Lagrange FMM
depend only on the kernel function K, not on the problem configuration such
as the number and location of dislocation segments. Therefore, these operators
can be pre-computed one time and then used in multiple DD simulations.
3 A one-level block-Toeplitz matrix is simply a Toeplitz matrix having constant
entries along its diagonals, and a k-level block-Toeplitz matrix is a matrix that
has constant blocks along the diagonals and in which every block is a (k − 1)-level
block-Toeplitz matrix.
4 Since the kernel function in DD is homogeneous, i.e., K(αx, αy) = α−2K(x,y),
the M2L operators only need to be computed for one level in the FMM hierarchical
tree.
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4.2 Comparison of four FMMs
Assume the expansion order is p in the Taylor FMM and the Spherical FMM,
and, correspondingly, the p-th order polynomial interpolation is used in the
Chebyshev FMM and the Lagrange FMM. For a fixed problem size, we com-
pare the four methods: the Taylor FMM, the Spherical FMM, the Chebyshev
FMM, and the Lagrange FMM, in terms of (1) their capability in isotropic and
anisotropic elastic media, (2) the number of multipole and local coefficients,
(3) the running time, (4) the convergence rate, (5) the memory footprint, and
(6) the pre-computation time. Since the FMM running time is dominated by
the cost of the M2L translation step, we analyze the M2L translation time for
each method. The M2L translation operators are pre-computed in the Cheby-
shev FMM and the Lagrange FMM, and the cost for storing the pre-computed
M2L translation operators dominates the memory footprint of both methods.
The Taylor FMM applies in only isotropic elastic media. In the Taylor FMM,
the number of multipole and local coefficients is O(p3), which is roughly the
number of terms in the p-th order Taylor series expansion of the Green’s
function in DD. As a result, every M2L translation (applying a O(p3) by
O(p3) matrix to a vector) requires O(p6) work. The calculation error decays
as O((
√
3/3)p), the same as that of the Taylor series expansion used. The
calculations of the derivatives of R are pre-computed with O(p3) CPU time
and computer memory.
The Spherical FMM applies in only isotropic elastic media. In the Spherical
FMM, the number of multipole and local coefficients is O(p2), which is roughly
the number of terms in the p-th order spherical harmonics expansion of the
Green’s function in DD. The M2L translation step requires O(p3) work using
the ‘point-and-shoot’ scheme. In the Spherical FMM, the rotation operators in
the ‘point-and-shoot’ scheme, which rotates the coordinate system, can be pre-
computed. These operators typically require only a few megabytes of memory
and can be pre-computed in a couple minutes. Since the pre-computation
in the Spherical FMM is not for M2L translation operators, the costs are
not comparable to that of the Chebyshev FMM and the Lagrange FMM.
The convergence rate of the Spherical FMM is about the same as that of
the Taylor FMM. For the Spherical FMM, the rotation operators, which first
rotates the multipole expansion around the z-axis and then around the y-axis,
can be pre-computed. These operators have O(p3) floating point numbers, and
require O(p4) floating point operations to compute. But they typically require
only a few mega bytes and can be computed in a couple minutes.
The Chebyshev FMM applies in both isotropic and anisotropic elastic media.
In the Chebyshev FMM, the number of multipole and local coefficients is αp p
3
with αp being the SVD compression ratio. As a result, every M2L translation
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(applying an αp p
3 by αp p
3 matrix to a vector) requires O(α2p p
6) work. Unlike
the Taylor series expansion, which approximates a function at one point, the
Chebyshev approximation minimizes the maximum error over a whole region,
and the calculation error is empirically O((1/3)p). The memory footprint of
the Chebyshev FMM is O(α2p p
6), as in Eq. (7). In the pre-computation stage
of the Chebyshev FMM, an SVD of the p3 by p3 full M2L translation operator
needs to be computed, which leads to a huge cost of O(p9).
The Lagrange FMM applies in both isotropic and anisotropic elastic media. In
the Lagrange FMM, the multipole and local coefficients in three dimensions
are tensor products of three sets of p coefficients in each dimension, and the
number of multipole and local coefficients is thus p3. The M2L translation
cost is O(p3 log(p)) work according to Theorem 1. The convergence rate of the
Lagrange FMM is about the same as that of the Chebyshev FMM in practice.
The memory footprint is O(p3) as in Eq. (10). Since every M2L operator has
at most (2p−1)3 entries, the cost of pre-computing all M2L operators is O(p3).
The comparison of four methods is summarized in the following table.
Table 1
Comparisons of four methods, where ‘Taylor,’ ‘Spherical,’ ‘Chebyshev,’ and ‘La-
grange’ indicate the corresponding FMMs. Notation: p is the expansion order in the
Taylor FMM and the Spherical FMM; correspondingly, p is the degree of interpolat-
ing polynomial in the Chebyshev FMM and the Lagrange FMM. In the Chebyshev
FMM, the SVD compression ratio is αp (α
2
p ranges from p
−1 to p−2 in isotropic
elastic media).
Taylor Spherical Chebyshev Lagrange
Capability isotropic isotropic
isotropic
& anisotropic
isotropic
& anisotropic
# of coefficients O(p3) O(p2) O(αp p
3) O(p3)
Running time† O(p6) O(p3) O(α2p p6) O(p3 log(p))
Calculation error O(3−
p
2 ) O(3−
p
2 ) O(3−p) O(3−p)
Precomputation memory* O(p3) O(p3) O(α2p p
6) O(p3)
Precomputation time* O(p3) O(p4) O(p9) O(p3)
† FMM running time (M2L translation cost) with respect to p, assuming the
number of FMM cells is fixed. See Appendix B for the results of optimal running
time with respect to the number of FMM cells.
* In practice, the pre-computation memory and pre-computation time of the
Taylor FMM and the Spherical FMM are much smaller than those of the Cheby-
shev FMM and the Lagrange FMM.
 This bound was found empirically.
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4.3 Lagrange FMM algorithm
We present the Lagrange FMM, which evaluates the following sum
s(xi) =
N∑
j=1
K(xi,yj) qj for i = 1, 2, . . . , N (11)
where K(xi,yj)
def
= K(xi − yj) is a translation-invariant kernel function and
may be singular when xi = yj. Note that the Lagrange FMM still works when
{xi}Ni=1 and {yi}Ni=1 are the same set of points.
Before introducing the entire algorithm, we first focus on the core component
in the Lagrange FMM—evaluating far-field interactions. Consider the far-field
interaction between two sets of points {xi}Ni=1 and {yi}Ni=1, lying in two distant
FMM cells. With the Lagrange interpolant in Eq. (8), the stress field at xi
can be approximated as
s(xi) ≈
N∑
j=1
(∑
l
∑
m
K(x¯l, y¯m)Lp(x¯l,xi)Lp(y¯m,yj)
)
qj
=
∑
l
Lp(x¯l,xi)
∑
m
K(x¯l, y¯m)
N∑
j=1
Lp(y¯m,yj) qj. (12)
A fast algorithm for evaluating far-field interaction follows immediately from
Eq. (12) as below.
Algorithm 1 Fast algorithm for evaluating far-field interaction
(1) Compute weights at y¯m by anterpolation:
Wm =
N∑
j=1
Lp(y¯m,yj)qj
(2) Compute s(x) at x¯l:
s(x¯l) =
∑
m
K(x¯l, y¯m)Wm
(3) Compute s(x) at xi by interpolation:
s(xi) =
∑
l
Lp(x¯l,xi)s(x¯l)
where {xi}Ni=1, {yi}Ni=1 belong to two distant FMM cells, and x¯l =
(xl1 , xl2 , xl3), y¯m = (ym1 , ym2 , ym3) are 3-vectors of interpolation nodes with
li,mi = 1, 2, . . . , p.
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In the above algorithm, both step (1) and step (3) require O(pN) work, and
step (2) needs O(p2) work. When p  N , Algorithm 1 is significantly faster
than a naive evaluation of Eq. (11), which costs O(N2) work.
Note that the Lagrange interpolant of high degree over equally spaced inter-
polation nodes does not always converge, even for smooth functions, which is
known as Runge’s phenomenon; however, we find the low-order approxima-
tions sufficiently accurate for DD simulations in both isotropic and anisotropic
media, as shown in our numerical experiments. The scheme of Lagrange inter-
polation on uniform nodes can be stabilized; for example, it could be stabilized
by fitting a polynomial of degree d < 2
√
p using least-squares, where p is the
number of equidistant points [45], or by using spline curves [46], which are
piecewise polynomials.
With Algorithm 1 for evaluating far-field interactions, we can derive the La-
grange FMM using the standard FMM machinery. The Lagrange FMM is
Algorithm 2 Lagrange FMM algorithm
• Particle to moment (P2M)
Step (1.a) for every leaf cell I:
Wm =
∑
yj∈I
Lp(y¯m,yj) qj
• Moment to moment (M2M)
Step (1.b) (Go up the tree) for every non-leaf cell I:
Wm′ =
∑
J∈C(I)
∑
y¯m∈J
Lp(y¯m′ , y¯m)Wm
• Moment to local (M2L)
Step (2) for every cell I:
s(x¯l) =
∑
J∈I(I)
∑
y¯m∈J
K(x¯l, y¯m)Wm
• Local to local (L2L)
Step (3.a) (Go down the tree) for every cell I:
s(x¯l′) +=
∑
x¯l∈P(I)
Lp(x¯l′ , x¯l) s(x¯l)
• Local to particle (L2P)
Step (3.b) for every leaf cell I:
s(xi) =
∑
x¯l∈I
Lp(xi, x¯l) s(x¯l) +
∑
yj∈N (I)
K(xi,yj) qj
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based on the standard FMM tree structure [20], which defines the set of chil-
dren cells C(·), the interaction list I(·), the parent cell P(·), and the set of
neighboring cells N (·) for every FMM cell. The Lagrange FMM, which eval-
uates the sum in Eq. (11) is shown in Algorithm 2.
5 Numerical results
In this section, results of benchmarking and comparing the four methods in-
troduced: the Taylor FMM, the Spherical FMM, the Chebyshev FMM and
the Lagrange FMM are presented. In Section 5.1, memory footprint and pre-
computation time of the Chebyshev FMM and the Lagrange FMM are pre-
sented. In Section 5.2 and Section 5.3, convergence rates and running time of
the four methods are presented, respectively. In Section 5.4, the minimum run-
ning time and linear scalability of the four methods are presented. In Section
5.5, parallel scalability is presented.
We refer to the expansion order in the Taylor FMM and the Spherical FMM
and the interpolation order in the Chebyshev FMM and the Lagrange FMM
as the FMM order. In the Chebyshev FMM, the optimal SVD compression
ratios are used. To measure the relative error of FMM calculations, we use the
stress fields calculated by evaluating the summation in Eq. (6) directly as the
reference. For simulation in anisotropic elastic media, the anisotropic kernel
function in Eq. (3) was calculated through a series of spherical harmonics
with an expansion order of qmax. As shown in Table 2, for different anisotropic
media, we chose qmax according to the anisotropic ratio A = 2C44/(C11−C12),
where C is the elastic stiffness tensor, so that the error from the truncated
spherical harmonics series is smaller than that from FMM calculations.
Table 2
Truncation term qmax, relative cost and accuracy of evaluating the anisotropic kernel
function in Eq. (3).
Anisotropic ratio qmax relative cost accuracy
A = 1 1 1 10−16
A = 0.31, 3.16 10 16 10−6
A = 0.1, 10 20 52 10−4
We implemented the four methods in the dislocation dynamics simulation code
ParaDiS [18]. All results were obtained from running ParaDiS on the Quartz
machine 5 at the Lawrence Livermore National Laboratory.
5 https://hpc.llnl.gov/hardware/platforms/Quartz
17
5.1 Memory footprint and pre-computation time
In this section, we compare the memory footprint and pre-computation time of
the four methods. In practice, the memory footprint and pre-computation time
of the Taylor FMM and the Spherical FMM are much smaller than those of the
Chebyshev FMM and the Lagrange FMM. Typically, the memory footprint
of the Taylor FMM and the Spherical FMM are around a few megabytes, and
the pre-computation time is at most a few minutes. Therefore, we show results
only for the Chebyshev FMM and the Lagrange FMM.
In the Chebyshev FMM and the Lagrange FMM, M2L translation operators
are pre-computed, which speeds up applying both methods but results in large
memory footprint. The memory cost for storing these pre-computed matrices
and the pre-computation time are summarized in Table 1.
We focus on the results in isotropic elastic media, and results in anisotropic
elastic media follow similar trends. The memory footprint and pre-computation
time of the Chebyshev FMM and the Lagrange FMM are shown in Fig. 2. As
the figure shows, the Lagrange FMM has lower memory footprint and requires
significantly smaller amount of pre-computation time than the Chebyshev
FMM. For example, the memory footprint of the Lagrange FMM, compared
with that of the Chebyshev FMM, is reduced by a factor of 5.7 when p = 7.
In this case, the Chebyshev FMM consumes about 1.7 GB memory, while the
same memory footprint is reached when p = 12 in the Lagrange FMM (1.6
GB).
Due to the large memory footprint and pre-computation time of the Chebyshev
FMM, we present results only for p ≤ 7 for the Chebyshev FMM in this section.
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Fig. 2. Comparison of memory footprint and pre-computation time between the
Chebyshev FMM and the Lagrange FMM in isotropic elastic media.
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5.2 FMM Convergence
To show the convergence of the four FMM methods, we present the results
for a single-loop configure and a multiple-loops configuration, as shown in
Fig. 3 and Fig. 4, respectively. The single-loop configuration has one disloca-
tion loop completely lying inside an FMM cell. The multiple-loops configu-
ration represents a realistic initial dislocation dynamics simulation configura-
tion, where some dislocation loops cross multiple FMM cells. We experiment
using both configurations with isotropic elasticity and five anisotropic ratios
(A = 0.1, 0.31, 1.0, 3.1, 10).
x
Fig. 3. Single-loop configuration (projected on the plane). The dislocation loop is
shown as a triangle, and the stress field is evaluated at a point denoted by x. The
cubic domain is divided into 4× 4× 4 FMM cells.
(a) 210 dislocation loops
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(b) Evaluation points (blue)
Fig. 4. Multiple-loops configuration. (a) shows a cubic domain of size (4, 000b)3
containing 210 closed dislocation loops, which are discretized into about 3, 000 seg-
ments. (b) shows the points (blue) where the stress field is evaluated at and the
dislocation loops (red), projected on the plane. The cubic domain is divided into
8× 8× 8 FMM cells, and some dislocation loops cross multiple FMM cells.
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In isotropic elastic media, convergence results with the single-loop configura-
tion and with the multiple-loops configuration are shown in Fig. 5(a) and Fig.
5(b), respectively. As Fig. 5(a) shows, three of the four methods converged to
an accuracy of 10−12, with the exception of the Chebyshev FMM, which was
stopped at order seven due to its large memory footprint. These results verify
the correctness of our implementation.
Convergence results for the one and multiple-loops configurations are shown in
Fig. 5(b). The figure shows two differences among the four methods. First, the
Chebyshev FMM and the Lagrange FMM converged faster than the Taylor
FMM and the Spherical FMM. The convergence rate of the Chebyshev FMM
and the Lagrange FMM is about 3−p, and the convergence rate of the Taylor
FMM and the Spherical FMM is about
√
3
−p
. Second, with a limited memory
of 3 GB, the Lagrange FMM was able to achieve a smaller error than what the
Chebyshev FMM reaches. As the figure shows, the Lagrange FMM converges
to an error of 10−7 whereas the Chebyshev FMM converges to 10−4.
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Fig. 5. FMM convergence in isotropic elastic media. In (a) and (b), the Chebyshev
FMM was stopped at order 7 due to its large pre-computation storage (1.7 GB at
order 7). In (b), the Taylor FMM was stopped at order 10 due to its large running
time (40 min/run at order 10), and the Lagrange FMM was stopped at order 14
because the error stopped decreasing.
In anisotropic elastic media, convergence results for five different anisotropic
ratios: A = 0.1, 0.31, 1.0, 3.16, 10 are shown in Fig. 6 (A = 1 is equivalent
to isotropic elasticity). The Taylor FMM and the Spherical FMM are not
applicable in this case. Results in (a) and (b) verify the correctness of our
implementation. Results in Fig. 6(c) and Fig. 6(d) correspond to the multiple-
loops configuration. As the figure shows, the convergence of the Chebyshev
FMM and the Lagrange FMM slows down when the media become more and
more anisotropic, i.e., when the anisotropic ratio A approaches 0.1 or 10. In
addition, convergence results between the Chebyshev FMM and the Lagrange
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FMM are similar up to order 7. With a limited amount of computer memory,
the Lagrange FMM can reach smaller errors than the Chebyshev FMM when
A = 1, 0.31, 3.16.
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Fig. 6. FMM convergence in anisotropic elastic media. The Taylor FMM and the
Spherical FMM are not applicable in this case. In (a) and (c), the Chebyshev FMM
was stopped at order 7 due to its large pre-computation storage. In (b) and (d), the
Lagrange FMM was stopped when the error stopped decreasing.
5.3 FMM running time
To compare the running time among the four methods, we employ the multiple-
loops configuration in Fig. 4 with isotropic elasticity and anisotropic elasticity
(A = 0.1, 0.31, 1.0, 3.16, 10). Note that the number of FMM cells is fixed as
8× 8× 8 in all experiments. We investigate varying the number of FMM cells
based on the number of dislocation segments to achieve the smallest running
time in Section 5.4.
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Fig. 7. FMM running time in isotropic elastic media. The problem configuration is
shown in Fig. 4, and all experiments used a fixed 8× 8× 8 FMM cells. The Taylor
FMM was stopped at order 10 due to its large running time (42 minutes/run at order
10). The Chebyshev FMM was stopped at order 7 due to its large pre-computation
cost (1.7 GB at order 7). The Lagrange FMM was stopped at order 14 when the
error stopped decreasing.
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Fig. 8. FMM running time in anisotropic elastic media. The problem configuration
is shown in Fig. 4, and all experiments used a fixed 8×8×8 FMM cells. The Taylor
FMM and the Spherical FMM are not applicable in this case. The Chebyshev FMM
was stopped at order 7 due to its large pre-computation storage. The Lagrange FMM
was stopped when the error stopped decreasing.
In isotropic elastic media, the running time is shown in Fig. 7. In Fig. 7(a),
the less time a method takes to attain a prescribed calculation error, the more
efficient it is. For example, to reach an error of 10−2, the Chebyshev FMM takes
only about a second, which is the smallest among the four methods. Therefore,
with a prescribed error of 10−2, the Chebyshev FMM is the most efficient
method in isotropic elastic media. Following the same logic, we conclude that
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for DD simulations in isotropic elastic media,
(1) when the prescribed error is larger than 10−4, the Chebyshev FMM is the
most efficient method;
(2) when the prescribed error is smaller than 10−4, the Lagrange FMM is the
most efficient method.
Fig. 7(b) shows the computational complexity of the four methods as the
FMM order increases. (See Table 1 for theoretical estimates.) As the figure
shows, the Taylor FMM and the Lagrange FMM scales as O(p6) and O(p3),
respectively. The Spherical FMM also converges to a complexity of O(p3), and
it involves a smaller constant than that of the Lagrange FMM. Empirically,
the computational complexity of the Chebyshev FMM is about O(p5).
In anisotropic elastic media, the running time is shown in Fig. 8 and Fig. 9
for five anisotropic ratios: A = 0.1, 0.31, 1.0, 3.16, 10 (A = 1 is equivalent
to isotropic elasticity). Fig. 9 compares the efficiency of the Chebyshev FMM
and the Lagrange FMM. Note that the costs of near-field interactions between
neighboring cells were subtracted intensionally from these timing results for
the following two reasons. First, the subtraction of near-field costs does not
affect the comparison between the Chebyshev FMM and the Lagrange FMM
because the costs are the same for both methods. Second, as shown in Fig. 8(b),
the subtraction of near-field costs shows that when the FMM order is fixed,
the running time of the Lagrange FMM is the same for different anisotropic
ratios. The reason is that the cost of evaluating the anisotropic kernel func-
tions with different anisotropic ratios affects only the costs of pre-computing
M2L translation operators and evaluating near-field interactions. Unlike in the
Lagrange FMM, M2L translation costs in the Chebyshev FMM are different
for distinct anisotropic ratios due to using different SVD compression ratios.
As in the isotropic case, the more time a method takes to reach a prescribed
calculation error, the less efficient it is. As the figure shows,
(1) when A = 0.1, the Chebyshev FMM is always more efficient than the
Lagrange FMM;
(2) when A = 0.31 and 1.0, the Chebyshev FMM is more efficient than the
Lagrange FMM for errors that the Chebyshev FMM can achieve. With
limited computer memory, the Lagrange FMM can reach smaller errors
than the Chebyshev FMM;
(3) when A = 3.16, the Lagrange FMM is not as efficient as the Chebyshev
FMM for an error larger than 0.02, but becomes more efficient for errors
smaller than 0.02. With limited computer memory, the Lagrange FMM
can reach smaller errors than the Chebyshev FMM;
(4) when A = 10, the Lagrange FMM is not as efficient as the Chebyshev
FMM initially, but becomes comparable for an error of 0.01.
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Fig. 9. FMM running time in anisotropic elastic media. The results are exactly the
same as in Fig. 8, but plotted for each anisotropic ratio to compare the Chebyshev
FMM and the Lagrange FMM.
24
5.4 Optimal running time
We present the optimal/minimum running time, which is a function of the
number of dislocation segments, with respect to the number of FMM cells.
Given the number of dislocation segments, the FMM running time is a function
of the number of FMM cells – as the number of FMM cells increases, the cost
for evaluating near-field interactions decreases, whereas the cost for evaluating
far-field interactions increases. Therefore, the number of FMM cells need to
be chosen appropriately to balance the near-field and far-field costs in order
to achieve the minimum FMM running time.
We compute the optimal running time following two steps. First, we fix the
number of FMM cells and compute the running time as a function of the
number of dislocation segments based on the costs of near-field and far-field
translations, which can be measured accurately. Second, for a given num-
ber of dislocation segments, we find the minimum among all running time
corresponding to different number of FMM cells. A detailed mathematical
derivation of the optimal running time is given in Appendix B.
We use the 4-th order Taylor FMM as an example to illustrate how we obtained
the optimal running time. As shown in Fig. 10, when the number of FMM
cells is fixed, the FMM running time is initially dominated by the constant
cost for evaluating far-field translations. As the number of dislocation seg-
ments increases, the quadratic cost for evaluating near-field interaction starts
to dominate the total running time. In the figure, the black curve corresponds
to the optimal running time, the minimum of all curves.
In isotropic elastic media, the optimal running time of the four methods is
shown in Fig. 11. The FMM order of each method is chosen such that the
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Fig. 10. Optimal running time of the 4-th order Taylor FMM. Every color stands
for the running time obtained with a specific number of FMM cells, and the black
curve represents the optimal running time. The red dot shows that the minimum
running time is about 10 seconds for 3, 000 dislocation segments.
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stress calculation error reaches four different prescribed errors: 10−1, 10−2,
10−3 and 10−7. Fig. 11 shows the following results. First, the Taylor FMM is
competitive when the prescribed error is around 0.1. The optimal calculation
time of the Taylor FMM can be around the smallest calculation time among
the four methods (at the intersection of the black, the blue and the red curve).
Second, the Spherical FMM is able to converge to as small as 10−7 errors.
Third, the Chebyshev FMM delivers the optimal calculation time when the
prescribed error is larger than 10−4. Last, the Lagrange FMM is close to being
optimal and it is able to converge to as small as 10−7 errors.
In anisotropic elastic media, the optimal running time of the Chebyshev FMM
and the Lagrange FMM is shown in Fig. 12. The Taylor FMM and the Spher-
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Fig. 11. Optimal running time (i.e., we optimize the number of FMM cells) of the
four methods for different prescribed calculation errors. In (c) and (d), the Taylor
FMM is not shown due to its large running time (42 minutes/run at order 10). In
(d), the Chebyshev FMM is not shown due to its large pre-computation storage (1.7
GB at order 7).
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(e) ‘Lagrange’: A = 0.31 and 3.16
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(f) ‘Lagrange’: A = 0.10 and 10.0
Fig. 12. Optimal running time (i.e., we optimize the number of FMM cells) of the
Chebyshev FMM and the Lagrange FMM in anisotropic elastic media.
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ical FMM are not applicable in the anisotropic case. For the Lagrange FMM,
the results corresponding to A = 0.31 and A = 3.16 are the same in Fig.
12(e), and the reason is that we used the same qmax in calculating the kernel
function for A = 0.31 and A = 3.16. The same reasoning holds for the results
corresponding to A = 0.1 and A = 10.0 in Fig. 12(f). In the Chebyshev FMM,
M2L translation costs are different for the five anisotropic ratios due to using
different SVD compression ratios.
As Fig. 12 shows, two curves corresponding to different FMM orders may
intersect with each other, which implies that the increasing cost of more accu-
rate far-field translation are compensated by using a larger number of FMM
cells.
5.5 Parallel Scalability
We present parallel scalability of the FMM by running ParaDiS with our FMM
algorithms on distributed-memory machines. We experimented on practically
large-scale dislocation networks, where the sequential force calculation took
more than 10, 000 seconds, and we show the speedup factors on up to 4, 096
cores (256 compute nodes). The framework of distributed-memory parallel
FMM was introduced in [18] for DD simulations. Fig. 13 shows the two dislo-
cation networks used in our simulations.
(a) Isotropic elastic dislocation
network
(b) Anisotropic elastic disloca-
tion network
Fig. 13. Two dislocation networks used in parallel experiments: (a) an isotropic
elastic dislocation network with about 460, 000 dislocation segments and (b) an
anisotropic elastic dislocation network with about 160, 000 dislocation segments.
We demonstrate parallel scalability of the FMM using the Lagrange FMM
with an interpolation order of 4 for force calculation. For the isotropic elastic
dislocation network, the calculation accuracy is about 10−2. For the anisotropic
elastic dislocation network, qmax = 6 was used, which corresponds to an ac-
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curacy of about 10−2 for A = 3.16. We used 32 × 32 × 32 FMM cells in the
experiments to achieve the optimal running time.
Fig. 14 shows the speedup on up to 4, 096 cores. As the figure shows, the
speedup of the force calculation is nearly perfect on 256 cores (16 compute
nodes). After that, the increasing rate slows down due to the decrease of
computation and the increase of communication among compute nodes. On
4, 096 cores, the speedups are about 70 and 100, respectively, for the force
calculation in an isotropic and anisotropic elastic dislocation network (the
baseline is the running time on one compute node).
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Fig. 14. Speedup factors of force calculation with the Lagrange FMM on up to 4, 096
cores (256 compute nodes).
6 Conclusions
This paper has presented a study of four different FMMs applied to DD simu-
lations: the Taylor FMM, the Spherical FMM, the Chebyshev FMM, and the
Lagrange FMM. In isotropic elastic media, we benchmarked and compared
the four methods with respect to their convergence and running time. The
Chebyshev FMM and the Lagrange FMM exhibit faster convergence than the
Taylor FMM and the Spherical FMM. In terms of the computational com-
plexity, the Lagrange FMM and the Spherical FMM both require O(p3) work,
where p is the FMM order. The Chebyshev FMM requires about O(p5) work,
and the Taylor FMM requires O(p6) work.
In anisotropic elastic media, we have also presented benchmarks and compar-
isons of the Chebyshev FMM and the Lagrange FMM. The other two methods,
the Taylor FMM and the Spherical FMM, are difficult to derive because the
Green’s function does not have an analytic closed form. In contrast, kernel-
independent methods, such as the Chebyshev FMM and the Lagrange FMM,
can be applied as long as kernel evaluations are available.
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The Chebyshev FMM and the Lagrange FMM can be used for general kernel
functions that are not highly oscillatory. The Chebyshev FMM has a rela-
tively large memory footprint, whereas the Lagrange FMM was designed to
have a reduced memory cost and fast M2L translations. Both methods have
great potential to be optimized. For example, if the symmetries of the three-
dimensional space and the kernel function are exploited, the number of unique
M2L translation operators can be reduced to 16 [47], which leads to a reduce
of the memory footprint by 316/16 ≈ 20x .
The results we presented in this paper are obtained from running the disloca-
tion dynamics simulation code ParaDiS [18]. We used double-precision for all
of our experiments, and a speedup of 2x in CPU time and a reduction of 2x
in memory cost can be achieved if single-precision is used.
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Appendix A: proof of Theorem 1
Theorem In the p-th order Lagrange FMM, every M2L operator TA→B is a
three-level block-Toeplitz matrix with at most (2p − 1)3 unique entries, and
applying TA→B to a vector takes O(p3 log(p)) work.
Definition: A one-level block-Toeplitz matrix is simply a Toeplitz matrix hav-
ing constant entries along its diagonals, and a k-level block-Toeplitz matrix
is a matrix that has constant blocks along the diagonals and in which every
block is a (k − 1)-level block-Toeplitz matrix.
Proof: In the Lagrange FMM, the interpolation nodes x¯l and y¯m lie on equally
spaced grids in box A and box B, respectively. Therefore, the map from vector
l−m = (l1−m1, l2−m2, l3−m3) to vector x¯l−y¯m = (x¯l1−y¯m1 , x¯l2−y¯m2 , x¯l3−
y¯m3) is one-to-one for li,mi = 1, 2, . . . , p.
Since the vector l−m takes only (2p− 1)3 unique values, the vector x¯l− y¯m
also has (2p−1)3 unique values. As a result, it is easy to see from Eq. (9) that
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the M2L operator TA→B has at most (2p− 1)3 unique entries.
We can show that the M2L translation operator TA→B in the one/two/three-
dimensional Euclidean space is a one/two/three-level block-Toeplitz matrix
with an inductive argument. Consider the base case, i.e., TA→B in one di-
mension, where x¯l = x¯l1 and y¯m = y¯m1 . Since l − m = (l1 − m1) =
((l1+1)−(m1+1)), we know that two consecutive entries along a diagonal have
the same value, i.e.,K(x¯l1−y¯m1) = K(x¯l1+1−y¯m1+1) for l1,m1 = 1, 2, . . . , p−1.
Therefore, TA→B is a Toeplitz matrix in one dimension.
In two dimensions, x¯l = (x¯l1 , x¯l2) and y¯m = (y¯m1 , y¯m2). TA→B has size p
2 by p2
and can be viewed as a p by p block matrix, where every block is p by p. Since
every block corresponds to a one-dimensional M2L translation operator, it is a
Toeplitz matrix. In addition, two consecutive blocks along a diagonal have the
same value because l−m = (l1−m1, l2−m2) = (l1−m1, (l2 + 1)− (m2 + 1)).
Therefore, TA→B is a two-level block Toeplitz matrix in two dimensions.
Following the same logic as in two dimensions, TA→B in three dimensions can
be viewed as a p by p block matrix where every block is p2 by p2. Since every
p2 by p2 block corresponds to a two-dimensional M2L translation operator, it
is a two-level block Toeplitz matrix. In addition, two consecutive blocks along
a diagonal have the same value because l−m = (l1−m1, l2−m2, l3−m3) =
(l1 −m1, l2 −m2, (l3 + 1)− (m3 + 1)). Therefore, TA→B is a three-level block
Toeplitz matrix in three dimensions.
The application of TA→B to a vector, i.e., applying a three-level block-Toeplitz
matrix to a vector, can be accelerated with the FFT, which requires only
O(p3 log(p)) work using the algorithm in [48]. 
Appendix B: derivation of the optimal FMM running time
We derive the optimal FMM running time, which is a function of the num-
ber of dislocation segments, with respect to the number of FMM cells. Let
Ns be the number of dislocation segments and Nc be the number of FMM
cells. Assume the dislocation segments uniformly spread over the simulation
domain, and thus every FMM cell has Ns/Nc segments on average. The cost
of evaluating near-field and far-field interactions are, 27Cn · (Ns/Nc)2 ·Nc (27
neighboring cells) and 189Cf · Nc (189 cells in the far-field), where Cn and
Cf are constants corresponding to one near-field translation cost per pair of
dislocation segments and one far-field translation (M2L translation) cost per
FMM cell, respectively. Therefore, the total calculation time is
cost(Ns, Nc) = 189CfNc + 27CnN
2
s /Nc
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where the two constants – Cn and Cf can be measured accurately. For practical
DD simulations, assuming that the number of dislocation segments can be
estimated, we need to choose Nc, the number of FMM cells, to minimize the
total cost. Mathematically, the minimum is
cost(Ns) = min
Nc
cost(Ns, Nc) ≈ 143
√
Cf · Cn Ns
which is obtained at Nc ≈
√
Cn/7Cf Ns (
√
7Cf/Cn segments per cell).
Combing with the M2L translation cost in Table 1, we have the optimal run-
ning time of the four methods as follows.
Table 3
Optimal FMM running time with respect to the number of FMM cells, i.e., a func-
tion of the number of dislocation segments. Note that the near-field translation cost
Cn is the same for the four methods.
Taylor Spherical Chebyshev Lagrange
M2L translation cost O(p6) O(p3) O(α2p p
6) O(p3 log(p))
cost(Ns) in units of 143
√
Cn O(p
3)Ns O(p
3/2)Ns O(p
3)Ns O(
√
p3 log(p))Ns
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