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1 Problem Formulation
Many important problems in computer vision as well as in other fields can be
formulated using systems of polynomial equations. Examples of problems that
require solving complex systems of non-linear polynomial equations are prob-
lems of estimating camera geometry, such as relative or absolute camera pose
problems. These problems have a broad range of applications, e.g., in structure-
from-motion and 3D reconstruction [1, 20, 35, 36], recognition [28, 29], video-
based rendering [4], robotics, and augmented reality.
The problem of solving systems of non-linear polynomial equations is a very
old problem with many different well-studied solution methods. In general, the
methods can be divided into numerical and algebraic methods. In this thesis
we focus on algebraic methods. We review two classes of standard algebraic
methods, i.e. the Gro¨bner basis and the resultant based methods. These methods
are very useful mathematical methods but since they are general, i.e. they were
developed for general systems of polynomial equations, they are usually not
sufficiently efficient for systems which appear in computer vision problems.
It is because problems like estimating relative or absolute pose of a camera
are usually parts of some large systems, e.g., structure-from-motion pipelines or
recognition systems, which require high or even real-time performance. More-
over, the input measurements used for the computation are often contaminated
with a large errors. Therefore, these problems have to be solved for many dif-
ferent inputs to find the “best solution”, i.e. the solution consistent with as many
measurements as possible, e.g., when using in RANSAC-based algorithms [16].
This means that computer vision problems usually require very fast, efficient,
and numerically stable solvers which are able to solve many instances of one
problem, i.e. many systems of polynomial equations of “one form” only with
different “non-degenerate” coefficients, in milliseconds. Unfortunately, this re-
quirement usually cannot be fulfilled by using standard general methods for
solving systems of polynomial equations.
Therefore, in recent years various specific algorithms based on algebraic
geometry concepts have been proposed to achieve numerical robustness and
computational efficiency when solving computer vision problems. The main
property of these algorithms is that they use a specific structure of a system of
polynomial equations arising from a particular problem to efficiently solve this
problem only.
Recently, many efficient specific algorithms for solving various computer
vision problems have been proposed [32, 40, 37, 41, 42, 38, 33, 8, 31, 30,
8, 9, 7, 21]. They are mostly based on standard algebraic methods and de-
signed manually for a particular problem. This manual design usually requires
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deeper knowledge of algebraic geometry and considerable amount of craft,
which makes the process of generation of these specific solvers complex and
virtually impenetrable for a non-specialist. Moreover, for some of these prob-
lems it is not clear how their solvers were created and therefore non-specialists
often use them as black boxes; they are not able to reimplement them, improve
them, or create similar solvers for their own new problems.
2 Contributions
This thesis focuses on algebraic methods for solving systems of polynomial
equations appearing especially in computer vision problems. Its main goal is
to improve algebraic based methods previously used to manually create effi-
cient solvers to some computer vision problems, automate these methods, and
apply them to efficiently solve previously unsolved minimal computer vision
problems.
The contribution of the proposed thesis can be divided into three main groups:
 Algebraic methods for solving systems of polynomial equations
The first group of contributions of this thesis are modifications of two
standard algebraic techniques for solving systems of polynomial equa-
tions; the Gro¨bner basis and the resultant based techniques. These mod-
ifications enable the creation of efficient specific solvers for particular
problems, i.e. particular systems of polynomial equations.
The main difference between the proposed specialized methods and gen-
eral methods is that the specialized methods use the structure of the sys-
tem of polynomial equations representing a particular problem to design
a specific efficient solver for this problem.
These specialized methods consist of two phases. In the first phase some
preprocessing and computations common to all considered instances of
the given problem are performed and an efficient specific solver is con-
structed. For a particular problem this phase needs to be performed only
once.
In the second phase, the efficient specific solver is used to solve concrete
instances of the particular problem. This specific efficient solver is not
general and solves only systems of polynomial equations of one form,
i.e. systems which coefficients always generate the same “path” to the
solution. However, the specific solver is faster than a general solver and
suitable for applications which appear in computer vision.
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In the case of the specialized Gro¨bner basis method we summarize and
extend the Gro¨bner basis method used to manually create solvers to some
previously solved computer vision problems [37, 38, 41, 40]. Thanks to
the proposed extensions, e.g., the identification of the form of necessary
polynomials, new strategies for generating these polynomials, and new
procedures for removing unnecessary polynomials, we are able to create
smaller, more efficient, and more stable solvers than the previously man-
ually created solvers [37, 38, 41, 40]. Moreover, all these extensions can
be easily automated and therefore the presented specialized Gro¨bner ba-
sis method can be used even by non-experts to solve technical problems
leading to systems of polynomial equations.
The second proposed specialized method is based on hidden variable re-
sultants and polynomial eigenvalue problems [3]. In this thesis we pro-
pose several strategies for transforming the initial system of polynomial
equations to polynomial eigenvalue problem [3] and for reducing the size
of this problem. In this way we are able to create efficient and numer-
ically stable specific solvers for many problems appearing in computer
vision. Again, this method can be easily automated.
 Automatic generator of Gro¨bner basis solvers
Since the presented specialized Gro¨bner basis method requires non-trivial
knowledge of algebraic geometry from its user, we propose an automatic
method for generating Gro¨bner basis solvers which could be used even
by non-experts to easily solve problems leading to systems of polyno-
mial equations. The input to our solver generator is a system of poly-
nomial equations with a finite number of solutions. The output of our
solver generator is a Matlab code that computes solutions to this sys-
tem for arbitrary “non-degenerate” coefficients. Generating solvers auto-
matically open possibilities for solving more complicated problems that
could not be handled manually or solving existing problems in a better
and more efficient way. We demonstrate that our automatic generator
constructs efficient and numerically stable solvers that are comparable
or better than known manually constructed solvers in terms of computa-
tional time, space requirements, and numerical stability.
 Solutions to minimal problems in computer vision
To demonstrate the usefulness of the proposed specialized techniques for
solving systems of polynomial equations and the usefulness of our auto-
matic generator of Gro¨bner basis solvers, we provide efficient solutions
to several important relative pose problems. In this thesis we describe
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solutions to five minimal problems which haven’t been solved before:
1. the problem of simultaneous estimation of the fundamental matrix
and a common radial distortion parameter for two uncalibrated cam-
eras from eight image point correspondences,
2. the problem of simultaneous estimation of the essential matrix and
a common radial distortion parameter for two partially calibrated
cameras and six image point correspondences,
3. the problem of simultaneous estimation of the fundamental matrix
and two radial distortion parameters for two different uncalibrated
cameras from nine image point correspondences,
4. the 6-point relative pose problem for one fully calibrated and one
up to focal length calibrated camera, and
5. the problem of estimating epipolar geometry and unknown focal
length from images of four points lying on a plane and one off-the-
plane point, i.e. the “plane + parallax” problem for cameras with
unknown focal length.
Our solutions to these five new minimal problems are based on the spe-
cialized Gro¨bner basis method and are generated using our automatic
generator of Gro¨bner basis solvers. Moreover, for the “8-point radial dis-
tortion problem”, the “6-point problem for one fully calibrated and one
up to focal length calibrated camera” and for the “plane + paralax + focal
length” problem, we also propose the “polynomial eigenvalue solutions”
based on the specialized resultant based method.
Beside these solutions to previously unsolved minimal problems, we pro-
vide new solutions to two well known important relative pose problems:
6. the 5-point relative pose problem for two calibrated cameras, and
7. the 6-point relative pose problem for two cameras with unknown
equal focal length.
We show that these two problems lead to polynomial equations that can
be solved robustly and efficiently as cubic and quadratic eigenvalue prob-
lems. These new solutions are fast, and in the case of the 6-pt solver, also
slightly more stable than the existing solution [40]. In the case of the “6-
point equal focal length problem”, we also propose a new Gro¨bner basis
solution generated by our automatic generator and we show that this so-
lution is slightly more stable and also faster then previous Gro¨bner basis
solutions to this problem [40, 8].
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3 State of the Art
Solving systems of polynomial equations
Solving systems of polynomial equations is a classical problem with many ap-
plications, e.g., in computer vision, robotics, computer graphics and geometric
modeling. This problem has its origin in ancient Greece and China. Therefore it
is not surprising that there exists a large number of methods for solving systems
of polynomial equations.
We can divide them according to several criteria. One possible and very
simple division is the division into numerical and symbolic methods. In this
thesis we focus on symbolic (algebraic) methods.
The main idea of symbolic methods for solving systems of polynomial equa-
tions is to eliminate variables from the system, and in this way, to reduce the
problem to finding the roots of univariate polynomials. These methods have
their origins in algebraic geometry and are therefore sometimes called algebraic
methods or symbolic elimination methods.
In general, the algorithms for symbolic methods are efficient for smaller sys-
tems. For bigger systems, most of the general algorithms based on algebraic
methods suffer from accuracy or efficiency problems. It is because these algo-
rithms often require exact or multiple-precision arithmetic, which slows them
down considerably.
The symbolic methods may be divided into:
1. resultant methods,
2. Gro¨bner bases, and
3. Ritt-Wu’s methods.
Since these symbolic methods are well studied mathematical methods there
are many excellent books and papers available on this topic including theory
and applications. An overview of classical symbolic methods can be found
in [23, 10, 11]. [34] is a nice survey of these methods with examples of their
applications in computer vision.
Implementations of Gro¨bner bases and resultants algorithms and many al-
gorithms based on their applications are contained in all of the current math-
ematical software systems like Mathematica, Maple, Magma, Axiom, Derive,
Reduce, etc. Also, special software systems exist that are mainly based on
the Gro¨bner bases technique, for example, CoCoA [2], Macaulay [19], Singu-
lar [13].
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Minimal problems
Many problems in computer vision, especially problems of computing camera
geometry, can be formulated using systems of polynomial equations. Such sys-
tems of polynomial equations can have an infinite number of solutions, i.e. are
under-determined, no solution, i.e. are over-determined, or these systems can
have a finite number of solutions.
In the case of problems of computing camera geometry, the number of equa-
tions in the system and the corresponding number of solutions depend on the
number of geometric constraints and the number of input data (usually 2D-2D,
2D-3D or 3D-3D point or line correspondences) used to formulate the problem.
The problems solved from a minimal number of input data and using all the
possible geometric constrains that lead to a finite number of solutions are often
called “minimal problems” or “minimal cases”.
Various minimal problems have been recently studied extensively in com-
puter vision [43, 32, 40, 37, 41, 42, 38, 33, 8, 31, 30]. It is because a smaller
number of input data is less likely to contain incorrect inputs and therefore
considerably reduces the number of samples needed in RANSAC-based algo-
rithms [16] , which are widely used in many applications.
In this thesis we add several new minimal problem solutions to the family
of recently solved minimal problems [16, 32, 33, 33, 40, 37, 18]. All these
problems lead to systems of polynomial equations. For some problems, like the
perspective three point problem, these systems are not so complicated and the
solution to them is known for years and can be found using some manipulations
and tricks in a closed form [16]. However, more often these problems lead
to very complex systems of non-linear polynomial equations and numerical or
symbolic methods based on resultants or Gro¨bner bases need to be used to solve
them.
Macaulay’s resultant was, for example, used in [43] to solve the problem
of estimating absolute pose of a camera with unknown focal length from four
2D-to-3D correspondences and the problem of estimating absolute pose of a
camera with unknown focal length and unknown principal point from five 2D-
to-3D correspondences. Sparse resultants were used to solve the well know five
point relative pose problem [14]. This five point problem [31], as well as the six
point relative pose problem for camera with unknown focal length [30], were
solved also using the hidden variable resultant based method [10].
Unfortunately, standard symbolic methods for solving general systems of
polynomial equations, like the Buchberger’s algorithm for computing Gro¨bner
bases [10], or the previously described standard resultant based solutions [43,
14, 31, 30] may be very inefficient when solving minimal problems in computer
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vision.
It is because minimal problems are usually parts of some large systems which
require high or even real-time performance, e.g., structure-from-motion pipelines
or recognition systems, and due to incorrect inputs and noise need to be solved
for many different inputs in RANSAC-like algorithms [16] in milliseconds.
Thus, in recent years, various specific algorithms based on algebraic geom-
etry concepts have been proposed focusing on numerical robustness and com-
putational efficiency when solving minimal problems. The main property of
these algorithms is that they use specific properties of a system of polynomial
equations arising from a particular problem to efficiently solve this problem
only.
Stewe´nius [37] proposed a method for constructing solvers for problems
leading to systems of polynomial equations based on Gro¨bner bases and mul-
tiplication matrices. The resulting solvers are based on facts that in a class of
problems the “path” to the Gro¨bner basis is always the same and that algo-
rithms computing Gro¨bner bases can be realized using Gauss-Jordan elimina-
tion [15]. Based on these facts effective and practical algorithms for solving
minimal problems can be designed. Using this method Stewe´nius et al. solved
problems such as the five point relative pose problem [38], the six point rela-
tive pose problem for a camera with unknown constant focal length [40], the six
point generalized camera problem [41], the nine point problem for estimating
para-catadioptric fundamental matrices [18], the minimal problem for infinites-
imal camera motion [39] as well as some other minimal problems [37].
A similar Gro¨bner basis method was used by other authors to solve the 3-
point problem for panorama stitching for camera with unknown focal length
and radial distortion [7], the absolute pose problem for camera with unknown
focal length and radial distortion [21] and the 3-point relative pose problem for
camera with known vertical direction [22].
Since for larger systems numerical problems of Gro¨bner basis solvers may
appear [7], various techniques for improving the numerical stability of such
solvers in computer vision have been proposed in [8, 9, 6].
4 Specialized algebraic methods for solving
systems of polynomial equations
In this thesis we suggest modifications to two general algebraic methods for
solving systems of polynomial equations; the Gro¨bner basis and the resultant
based methods, which are suitable for many computer vision problems.
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The main difference between the proposed specialized methods and general
methods is that the specialized methods use the structure of the system of poly-
nomial equations representing a particular problem to design a specific efficient
solver for this problem.
These specialized methods consist of two phases. In the first phase some pre-
processing and computations common to all considered instances of the given
problem are performed and an efficient specific solver is constructed. For a par-
ticular problem this phase needs to be performed only once, therefore, we will
call it the “offline phase”.
In the second “online phase”, the efficient specific solver is used to solve
concrete instances of the particular problem.
Specialized Gro¨bner basis method
Our specialized Gro¨bner basis method follows and extends ideas of the method
proposed and used by Stewenius to manually create Gro¨bner basis solvers to
some computer vision problems [37, 38, 41, 40].
The most important improvements are:
1. identification of the form of the polynomials necessary for constructing a
multiplication matrix,
2. several strategies for generating polynomials from the ideal, and
3. newmethods for removing unnecessary polynomials and monomials from
the found “elimniation template”.
Thanks to these improvements we are able to create efficient specific Gro¨bner
basis solvers for particular problems which are usually smaller, more efficient,
and more stable than the manually created ones. Moreover, our specialized
Gro¨bner basis method can be easily automated and therefore used even by non-
experts to solve technical problems leading to systems of polynomial equations.
Next, we describe the basic steps of this specialized Gro¨bner basis method.
Assume a set S of instances of a particular problem which are all “in the
form” of one system of polynomial equations F = ff1 = f2 =    = fm = 0g.
A solver for solving instances belonging to the set S can be created in the
following way:
Offline phase
1. Fix a monomial ordering (The graded reverse lexicographical ordering
is often good).
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2. Find the basis B of the quotient ring A = C [x1; : : : ; xn] =I as the basis
which repeatedly appears for several different (usually random) choices
of coefficients of input equations that all belong to the set S. Do com-
putations in a suitably chosen finite prime field to speed them up and to
avoid numerical problems.
3. Choose a strategy for generating polynomials from the ideal I generated
by input polynomials f1; : : : ; fm.
4. For a suitably chosen monomial x and the selected strategy for gener-
ating polynomials from the ideal I , find a “path” from the initial poly-
nomials f1; : : : ; fm to polynomials qi that are necessary for construct-
ing the multiplication matrix Mx . Do this by systematically generating
higher order polynomials from the initial polynomials using the selected
strategy. Again, do computations in a finite prime field and with some
“non-degenerate” coefficients from S (usually random).
5. Remove “unnecessary” polynomials, i.e. polynomials that are not neces-
sary for generating polynomials qi, from all generated polynomials.
6. Detect “unnecessary monomials”, i.e. monomials that do not affect the
polynomials qi.
7. The remaining polynomials, together with the way of how they should
be eliminated, form the resulting “elimination template” for the “online”
solver.
The final “online” solver for solving all systems of polynomial equations “in
the form” of the “representing” system F consists of these steps:
Online phase
1. Using the “elimination template” found in the offline phase, generate all
necessary polynomials qi from the initial polynomials with coefficients
from C.
2. Construct the multiplication matrix Mx from coefficients of polynomials
qi.
3. Find the solutions of the input system of polynomial equations by finding
eigenvectors of the multiplication matrix Mx or by computing roots of
the characteristic polynomial [12, 14] of Mx .
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Specialized resultant based method
The second proposed specialized method is the method based on the hidden
variable resultants [10] and the polynomial eigenvalue problems (PEP) [3]. The
main idea of this method is the transformation of the initial system of polyno-
mial equations to the polynomial eigenvalue problem [3] 
lCl + 
l 1Cl 1 +   + C1 + C0

v = 0; (1)
where v is a vector of monomials in all variables except for a selected vari-
able  and Cj’s are n  n coefficient matrices. This is done by “hiding” the
variable  in the coefficient field and generating polynomials using the modi-
fied Macaulay’s method for computing resultants. Therefore we also call this
specialized resultant based method the polynomial eigenvalue method.
Similarly to the case of the specialized Gro¨bner basis method this resultant
based method can be divided into the “offline” and the “online” phase.
To create efficient robust specific polynomial eigenvalue solvers we propose:
1. several strategies for transforming a system of polynomial equations to a
PEP,
2. a method for removing unnecessary polynomials from the polynomial
eigenvalue formulation of the problem, and
3. a method for removing zero eigenvalues from the polynomial eigenvalue
formulation of the problem.
Thanks to these proposed strategies we are able to create efficient and numer-
ically stable polynomial eigenvalue solvers to many computer vision problems.
5 Automatic generator of minimal problems
solvers
In this thesis we propose an automatic generator of Gro¨bner basis solvers which
is based on the proposed specialized Gro¨bner basis method. This automatic
generator searches for an “elimination path” for a given system of polynomial
equations F and using this path produces an efficient solver for all instances
of the input problem that would lead to the same “elimination path”, i.e. all
systems of polynomial equations that are “in the form” of the input system F .
It is a number of valid paths the generator can find. The final choice of the path
is determined by the particular coefficients of F .
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Figure 1: Block diagram of the basic moduls of the automatic generator.
The input to our automatic generator is a system of polynomial equations F
that we want to solve, i.e. a system representing considered instances of a par-
ticular problem, with concrete coefficients fromZp that determine the particular
“elimination path”. For many problems, the “interesting” solutions can be ob-
tained with almost any, i.e. random, choice of coefficients of F . Therefore, we
use random values from Zp as default coefficients. The output of the generator
is the Matlab or Maple code that returns solutions to all systems of polynomial
equations “in the form” of the input system F , with specific coefficients from
C. During the online computations, only the resulting solver is called.
This automatic generator can be used even by non-experts to create solvers
for new or existing problems and usually results in smaller, more efficient and
more stable solvers than the manually created ones. Moreover, generating
solvers automatically opens possibilities to solve more complicated problems
which could not be handled manually.
Our automatic generator consists of several modules (Figure 1). Since all
these modules are independent, they can be further improved or replaced by
more efficient implementations.
6 Minimal problems
We demonstrate the usefulness of both the proposed specialized techniques and
the automatic generator by providing new efficient solutions to several impor-
tant relative pose problems, most of which were not solved before.
8-point radial distortion problem
Let us start with the problem is the problem of simultaneous estimation of the
fundamental matrix and a common radial distortion parameter, given by the
12
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Figure 2: (a) Log10 relative error of the radial distortion parameter  obtained by se-
lecting the real root closest to the ground truth value th =  0:2 for noise
free synthetic scene (b) Input image with significant radial distoriton. (c) Cor-
rected image using the presented 8-point algorithm.
division model [17], for two uncalibrated cameras from eight image point cor-
respondences. This problem has 16 solutions and was previously solved only
for nine image point correspondences [17].
We propose two formulations of this problem, the first resulting in three poly-
nomial equations in three unknowns and the second in seven equations in seven
unknowns, and we present three new minimal solutions to these formulations.
Gro¨bner basis solution of the “7 in 7” formulation. The first Gro¨bner basis
solution is based on the multiple elimination strategy for generating polyno-
mials from an ideal and even though it results in larger solver than the “3 in
3” formulation it has less critical configurations. The final solver consists of
four Gauss-Jordan (G-J) eliminations of 49 119, 154 119, 106 126, and
108 126 matrices and eigenvalue computations of a 16 16 matrix.
Gro¨bner basis solution of the “3 in 3” formulation. The second Gro¨bner
basis solution is based on the single elimination strategy for generating poly-
nomials from an ideal and was generated using our automatic generator. This
solver consists of one G-J elimination a 32 48 matrix and eigenvalue compu-
tations of a 16 16 matrix.
Polynomial eigenvalue solution of the “3 in 3” formulation. The polynomial
eigenvalue solver for this problem needs to compute the inverse of a 10  10
matrix and eigenvalues of a 29 29 matrix.
The numerical stability of all of the three proposed solvers and the two pre-
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viously published solvers [17, 8] can be seen in Figure 2 (a) and the results on
real-word photographs with significant radial distortion in Figure 2 (b) and (c).
9-point different radial distortion problem
The second problem that we have solved is the problem of simultaneous esti-
mation of the fundamental matrix and two radial distortion parameters for two
uncalibrated cameras with different distortions from nine image point corre-
spondences. This minimal problem has 24 solutions and hasn’t been solved
before.
The Gro¨bner basis solver for this problem generated using the proposed auto-
matic generator needs to perform one G-J elimination of a 179203matrix and
to compute eigenvalues of a 2424matrix. This solver is smaller than our pre-
vious manually created solver [3] which needs to perform LU decomposition
of a 393 390 matrix and eigenvalue computations of a 24 24 matrix.
6-point calibrated radial distortion problem
The third radial distortion problem which we have solved is the problem of si-
multaneous estimation of the essential matrix and a common radial distortion
parameter for two partially calibrated cameras and six image point correspon-
dences. This problem results in a quite complicated system of equations with
52 solutions.
The Gro¨bner basis solver generated using the proposed automatic generator
needs to perform one G-J elimination of a 238290 and to compute eigenvalues
of a 52  52 matrix and is smaller than our previously published manually
created solver [3].
5-point relative problem
One of the most important relative pose problems is the 5-point relative pose
problem for two calibrated cameras.
In this thesis we show that this problem leads to polynomial equations that
can be solved robustly and efficiently as a cubic eigenvalue problem. More-
over, our Gro¨bner basis solver which uses Danilevskii method [12] for comput-
ing the characteristic polynomial is almost as fast as specific manually created
and optimized “closed-form” state-of-the-art solution [32] and outperforms the
state-ot-the-art Gro¨bner basis solution [38].
14
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Figure 3: The log10 relative focal length error for the 6-point equal focal length
problem. Here gb6pt denotes Stewenius Gro¨bner basis solver [40],
1elim6pt - the Gro¨bner basis solution with single elimination pre-
sented in our thesis and peig6pt our polynomial eigenvalue solver.
6-point equal focal length problem
In the case of the 6-point relative pose problem for two cameras with unknown
equal focal length we propose two new solutions.
The Gro¨bner basis solver generated using our automatic generator needs to
perform G-J elimination of a 31  46 matrix and to compute eigenvalues of a
15 15 matrix.
The polynomial eigenvalue solver needs to compute the inverse of one 1010
matrix and then to compute eigenvalues of a 20 20 matrix.
Both these new solutions are more stable and faster then previous Gro¨bner
basis solutions to this problem [40, 8]. Using the Danilevskii method [12] for
computing the characteristic polynomial our Gro¨bner basis solution gains more
than 8 speed-up over the fastest available Gro¨bner basis solutions to this prob-
lem [40, 8, 6].
Figure 3 shows the numerical stability of the both proposed solvers, the poly-
nomial eigenvalue solver (Blue), and the Gro¨bner basis solver (Green), com-
pared to the state-of-the-art Gro¨bner basis solver [40].
6-point one calibrated camera problem
We also propose new efficient and robust minimal solutions to configuration
with one completely calibrated camera and one camera with unknown focal
length. We show that this solution can cope with the most unpleasant degen-
eracies and can be effectively used to reconstruct 3D scenes from collections of
15
Figure 4: A 3D reconstruction of the Trevi Fountain using our 6-point one cali-
brated camera problem.
images with a very few (in principle single) images with known focal length(s),
e.g., unordered data sets downloaded from the Internet, see Figure 4.
This minimal problem hasn’t been solved before and has 9 solutions. Both
our minimal solvers for this problem are very simple and efficient.
Our Gro¨bner basis solver generated using the automatic generator has to per-
form a single G-J elimination of a 21  30 matrix and to compute eigenvalues
of a 9 9 matrix.
The generalized eigenvalue solver for this problem does not perform any
elimination; however, it calculates generalized eigenvectors. This involves
computation of the inverse of one 10  10 matrix and then eigenvalues of a
matrix of the same size.
Plane+parallax problem for cameras with unknown
focal length
The final relative pose problem which we have solved is the minimal problem
of estimating epipolar geometry and unknown focal length from images of four
points lying on a plane and one off-the-plane point. This problem is known
as the plane + parallax problem for cameras with unknown focal length and
has not been solved before. Such problem is important in situations where a
16
dominant plane is present in the scene, such as in 3D reconstructions of cities
or other man-made objects.
We have once again proposed two efficient robust solutions to this problem.
The Gro¨bner basis solution generated by our automatic generator has to perform
a single G-J elimination of a 10  15 matrix and to compute eigenvalues of a
55matrix and the polynomial eigenvalue solution has to compute the inverse
of one 4 4 matrix and the eigenvalues of a 8 8 matrix.
7 Conclusion
In this thesis we suggest modifications of two standard algebraic techniques
for solving systems of polynomial equations, i.e. the Gro¨bner basis and the
resultant based technique, that are suitable for many computer vision problems.
The proposed specialized methods use the specific structure of a system of
polynomial equations representing a particular problem to create an efficient
specific solver for solving this problem. Such solver is not general and solves
only systems of polynomial equations of one form, i.e. systems “in the form” of
the representing system; however, it is faster than general solvers and suitable
for applications which appear in computer vision and robotics.
Both presented specialized methods can be easily automated and therefore
used even by non-experts to solve technical problems lading to systems of poly-
nomial equations. In this thesis we propose the automatic generator of such
efficient specific solvers based on the specialized Gro¨bner basis method.
We demonstrate the usefulness of the proposed specialized techniques and
the automatic generator by providing new efficient and numerical stable solu-
tions to several important relative pose problems, most of which were not solved
before. These problems include problems of estimating relative pose and inter-
nal parameters of calibrated, partially calibrated (with unknown focal length),
or completely uncalibrated perspective or radially distorted cameras observ-
ing general scenes or scenes with dominant plane. All these problems can be
efficiently used in many applications such as camera localization, structure-
from-motion, scene reconstruction, tracking and recognition. The quality of all
presented solvers is demonstrated on synthetic and real data.
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Resume´ in Czech
Pocˇı´tacˇove´ videˇnı´ vyzˇaduje schopnost efektivneˇ rˇesˇit syste´my polynomia´lnı´ch
rovnic. Naprˇı´klad urcˇova´nı´ relativnı´ nebo absolutnı´ polohy kamery, lze for-
mulovat jako minima´lnı´ proble´my, tedy je lze rˇesˇit z minima´lnı´ho pocˇtu vs-
tupnı´ch dat. Minima´lnı´ proble´my vedou na syste´my polynomia´lnı´ch rovnic s
konecˇny´m pocˇtem rˇesˇenı´.
Syste´my vycha´zejı´cı´ z minima´lnich proble´mu˚ jsou cˇasto komplikovane´ a
obecne´ algoritmy k rˇesˇenı´ syste´mu˚ polynomia´lnı´ch rovnic pro neˇ vedou na rela-
tivneˇ neefektivnı´ rˇesˇenı´. Proto je pro rˇesˇenı´ teˇchto proble´mu˚ obvykle zapotrˇebı´
navrhnout numericky robustnı´ a vy´pocˇetneˇ efektivnı´ specificke´ algoritmy.
V te´to disertaci navrhujememodifikace dvou standartnı´ch algebraicky´ch tech-
nik pro rˇesˇenı´ syste´mu˚ polynomia´lnich rovnic a to metody zalozˇene´ na Gro¨bnero-
vy´ch ba´zı´ch a metody zalozˇene´ na rezultantech, ktere´ jsou vhodne´ pra´veˇ pro
efektivnı´ rˇesˇenı´ mnoha proble´mu˚ v pocˇı´tacˇove´m videˇnı´ a jiny´ch oblastech.
Za´kladnı´ rozdı´l mezi prezentovany´mi specializovany´mi metodami a stan-
dartnı´mi obecny´mi metodami je, zˇe prezentovane´ specializovane´ metody vyuzˇı´-
vajı´ znalosti struktury syste´mu polynomia´lnı´ch rovnic, ktery´ reprezentuje kon-
kre´tnı´ proble´m k na´vrhu efektivnı´ho a stabilnı´ho algoritmu na rˇesˇenı´ tohoto
proble´mu. Prˇi tomto na´vrhu se cˇa´st vy´pocˇtu˚ spolecˇna´ pro vsˇechny instance
dane´ho proble´mu prˇipravı´ prˇedem, cozˇ usˇetrˇı´ cˇas prˇi opakovane´m rˇesˇenı´ syste´mu˚
s identickou strukturou.
Takto vytvorˇeny´ algoritmus nenı´ obecny´m algoritmem a rˇesˇı´ jen syste´my
polynomia´lnı´ch rovnic jednoho tvaru, avsˇak je rychlejsˇı´ nezˇ obecne´ algoritmy a
proto je vhodny´ pro aplikace, ktere´ se objevujı´ naprˇı´klad v pocˇı´tacˇove´m videˇnı´.
Obeˇ navrzˇene´ specializovane´ metody mohou by´t snadno zautomatizova´ny a
takto pouzˇı´va´ny i neodbornı´ky k rˇesˇenı´ proble´mu˚ vedoucı´ch na syste´my poly-
nomia´lnich rovnic. V te´to disertaci prezentujeme automaticky´ genera´tor efek-
tivnı´ch algoritmu˚ zalozˇeny´ na modifikovane´ metodeˇ Gro¨bnerovy´ch ba´zi.
Jako uka´zku uzˇitecˇnosti obou navrzˇeny´ch metod a nasˇeho automaticke´ho
genera´toru v te´to disertaci prezentujeme nova´ efektivnı´ a numericky stabilnı´
rˇesˇenı´ neˇkolika velmi du˚lezˇity´ch proble´mu˚ urcˇova´nı´ relativnı´ polohy kamer.
Veˇtsˇina teˇchto proble´mu˚ nebyla v minulosti vyrˇesˇena. Mezi teˇmito proble´my
jsou proble´my urcˇova´nı´ relativnı´ polohy a kalibracˇnı´ch parametru˚ kalibrovany´ch,
cˇa´stecˇneˇ kalibrovany´ch (s nezna´mou ohniskovou vzda´lenostı´) nebo kompletneˇ
nekalibrovany´ch perspektivnı´ch kamer cˇi kamer s radia´lnı´m zkreslenı´m snı´ma-
jı´cı´ch obecnou sce´nu nebo sce´nu s dominujı´cı´ rovinou.
Vsˇechny tyto algoritmy mohou by´t efektivneˇ pouzˇity v aplikacı´ch jako je
lokalizace, rekonstrukce 3D sce´ny cˇi rozpozna´va´nı´. Kvalita prezentovany´ch
algoritmu˚ je demonstrova´na experimenty na synteticky´ch i rea´lny´ch datech.
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