Estimation of interaction of drug-like compounds with antitargets is important for the assessment of possible toxic effects during drug development. Publicly available online databases provide data on the experimental results of chemical interactions with antitargets, which can be used for the creation of (Q)SAR models. The structures and experimental K i and IC 50 values for compounds tested on the inhibition of 30 antitargets from the ChEMBL 20 database were used. Data sets with K i and IC 50 values including more than 100 compounds were created for each antitarget. The (Q)SAR models were created by GUSAR software using quantitative neighborhoods of atoms (QNA), multilevel neighborhoods of atoms (MNA) descriptors, and self-consistent regression. The accuracy of (Q)SAR models was validated by the fivefold crossvalidation procedure. The balanced accuracy was higher for qualitative SAR models (0.80 and 0.81 for K i and IC 50 values, respectively) than for quantitative QSAR models (0.73 and 0.76 for K i and IC 50 values, respectively). In most cases, sensitivity was higher for SAR models than for QSAR models, but specificity was higher for QSAR models. The mean R 2 and RMSE were 0.64 and 0.77 for K i values and 0.59 and 0.73 for IC 50 values, respectively. The number of compounds falling within the applicability domain was higher for SAR models than for the test sets.
INTRODUCTION
Adverse drug reactions (ADRs) are one of the main problems in drug discovery and clinical practice (Böhm and Cascorbi, 2016) . According to some estimates, ADR is one of the leading causes of hospitalization and death in developed countries (Starfield, 2000; Kochanek et al., 2016) , the second most common cause of drug attrition in later stages of clinical trials and the major reason for drug withdrawal from the market (Hornberg et al., 2014) . This situation is largely due to disadvantages of traditional animal toxicological experiments and clinical trials that cannot detect all serious ADRs because of inter-species differences and their idiosyncratic nature. Therefore, additional methods including in vitro and in silico approaches are currently being developed. In silico approaches are usually based on machine learning techniques and network analyses to link several chemical and biological features of approved and withdrawn drugs to ADRs, which include molecular descriptors, known or predicted drug targets, drug-induced gene expression profiles and cell phenotypic features (Ivanov et al., 2016) . These approaches allow predict dangerous ADRs in the early stages of drug development and provide insights into potential toxic mechanisms of drug candidates. It is currently accepted that the most ADRs are the consequence of unintended interactions of drugs with human protein targets and are not related to a therapeutic mechanism of action. For example, blocking HERG potassium channels in the heart causes life-threatening arrhythmias (Siramshetty et al., 2016) . There are dozens of human proteins that have known relationships to ADRs, and corresponding information has accumulated in public databases (Ji et al., 2003; Zhang et al., 2007) and been described in some publications (Whitebread et al., 2005; Bowes et al., 2012) . These proteins are called "antitargets" because to avoid dangerous ADRs, they should not interact with drugs. Many pharmaceutical companies use in vitro assays to measure interactions of lead compounds with "antitargets" and select the least promiscuous ones for further development. To avoid performing hundreds of experiments, such interactions can also be predicted using ligand-based structure-activity relationship analysis or docking (Ivanov et al., 2016; Simões et al., 2018) . Due to accumulation of data on chemical-protein interactions and three-dimensional protein structures in public databases such as ChEMBL (Gaulton et al., 2017) , PubChem (Wang et al., 2017) , and PDB (Berman et al., 2000) , it has become possible to predict interactions with many hundreds of human proteins, including "antitargets." There are plenty of published (Q)SAR models Filz et al., 2008; García-Sosa and Maran, 2014; Ivanov et al., 2016) and free available web-services (Zakharov et al., 2012; Braga et al., 2015) that may perform such predictions; however, no study was found with a comparison between the accuracy of classification (SAR) and quantitative (QSAR) models created based on the same data, descriptors and mathematical algorithm. The aim of this work is the creation, validation, and accuracy estimation of SAR and QSAR models for the prediction of the inhibition of 30 antitargets using GUSAR software and data on structures and K i and IC 50 values of tested compounds from the ChEMBL 20 database. Earlier, we published a study on the creation of reasonable QSAR models by GUSAR software and the appropriate web service 1 for the prediction of interaction between drug-like compounds and 18 antitargets (Zakharov et al., 2012) . In this paper, we have significantly expanded the list of covered "antitargets" and significantly increased the volumes and diversity of training samples, which allowed us to expand 1 http://www.way2drug.com/gusar/antitargets.html the range of applicability of models and to obtain valuable results.
MATERIALS AND METHODS

Data Sets
Structures and experimental K i and IC 50 values of compounds tested on the inhibition of 30 antitargets were extracted from the ChEMBL 20 database. The data sets with K i and IC 50 values including more than 100 compounds were created for each antitarget ( Table 1) . Only the records with K i or IC 50 values in nM and symbol " = " in the field "Relation" were extracted from ChEMBL database. During the creation of data sets of compounds interacting with receptors, we included records with compounds studied as truly antagonists and records with compounds studied on biding affinity because of we could not divided them. In spite of Ki and IC50 values indicate the affinity of a compound by a given receptor, and they do not necessarily provide functional information related with agonism or antagonism of a compound to such target we decided to include such data because antagonism of receptors may be related with Ki and IC50 values, whereas agonism to receptors are usually represented by EC50 values. K i or IC 50 values were transformed in pIC 50 = −log10(IC 50 (M)) and pK i = −log10(K i (M)) values. Table 1 also shows the known relations between the inhibition of antitargets and ADRs. The number of compounds with K i values was approximately 1.5 times higher than that for IC 50 values (46830 and 29678, respectively). The sets included structures of single electroneutral small (molecular weight in range from 50 to 1250 Da) organic molecules. In general, such representation of structure corresponds to the best QSAR practice implemented in the GUSAR software, which was used in our study (see below). If a compound had several experimental values for the parameter, then a median value was used. Such median values were calculated because the reference compounds usually had several experimental values, since they were tested in many experiments. Deleting such compounds reduces an important part of chemical space and significantly restricts the applicability domain of the global QSAR models. In several publications related to the creation of global QSAR models based on heterogeneous data, authors used average values (Politi et al., 2014; Cortes-Ciriano and Bender, 2015) . The median value was used because it better characterizes the set of values for strongly skewed distributions. Zip file including SD files related with the appropriate target (the gene name of targets is used in a file name), and endpoint is provided in Supplementary Materials. Each SD file includes structures, ChEMBL_ID, and experimental values. For classification models and comparison of prediction results between the SAR and QSAR models, 1 µM was used as a threshold between active and inactive compounds. The sets were sorted by the ascending mode of the appropriate values. Then, successively, a number from 1 to 5 was assigned for each structure from a set. After that, the sets were divided into five unique parts according to the assigned number of structures. These parts were used for the fivefold cross-validation (fivefold CV) procedure, when 
GUSAR Software
The (Q)SAR models were created by GUSAR software 2 , which used quantitative neighbourhoods of atoms (QNA), multilevel neighbourhoods of atom (MNA), and whole-molecule descriptors with self-consistent regression Filimonov et al., 2009; Lagunin et al., 2011) . QNA descriptors are calculated by two functions, P and Q. The values for P and Q for each atom i are calculated as:
where k is all other atoms in the molecule and
Here, IP is the ionization potential, EA is the electron affinity for each atom, and C is the connectivity matrix for the molecule. QNA descriptors describe each particular atom of a molecule; at the same time, each P or Q value depends on the total molecule composition and structure. Two-dimensional Chebyshev polynomials are used for approximating the functions P and Q over all atoms of the molecule. A detailed description of QNA descriptors is represented in the publication of Filimonov et al. (2009) . MNA descriptors (Filimonov et al., 1999) are based on the molecular structure representation, which includes hydrogens according to the valences and partial charges of other atoms and does not specify the types of bonds. MNA descriptors are generated as a recursively defined sequence:
• zero-level MNA descriptor for each atom is the mark A of the atom itself; • any next-level MNA descriptor for the atom is the sub-
where D i is the previous-level MNA descriptor for i-th immediate neighbor of the atom A.
The mark of the atom may include not only the atomic type but also any additional information about the atom. In particular, if the atom is not included in the ring, it is marked by "−". The neighbor descriptors D 1 D 2 ...D i ... are arranged in a unique manner, for example, in lexicographic order. The iterative process of MNA descriptors generation can be continued covering first, second, and so on, neighborhoods of each atom.
For regression analysis, this molecule structure representation was transformed using the original PASS (Prediction of Activity Spectra for Substances) algorithm (Lagunin et al., 2011) . This algorithm estimates the biological activity profiles for chemical compounds using MNA descriptors as input parameters. Therefore, we used the results of PASS prediction as independent variables for regression analysis. The results of PASS prediction are given as a list of biological activities, for which the difference between probabilities of being active (Pa) and inactive (Pi) was calculated. The activities from the list of predicted biological activities were randomly selected as input independent variables for regression analysis. This allows obtaining different QSAR models. GUSAR incorporates a PASS version that predicts 4130 types of biological activity. This version of PASS has a mean prediction accuracy of approximately 95% calculated by leave-one-out cross-validation procedure (Filimonov et al., 2014) . The list of predictable biological activities currently includes 501 pharmacotherapeutic effects (e.g., antihypertensive, hepatoprotectant, and nootropic), 3295 mechanisms of action (e.g., 5-hydroxytryptamine antagonist, acetylcholine M1 receptor agonist, and cyclooxygenase inhibitor), 57 adverse and toxic effects (e.g., carcinogenic, mutagenic, and hematotoxic), 199 metabolic terms (e.g., CYP1A inducer, CYP1A1 inhibitor, and CYP3A4 substrate), 49 transporter proteins (e.g., P-glycoprotein 3 inhibitor, nucleoside transporters inhibitors, and proline transporter inhibitor), and 29 activities related to gene expression (e.g., TH expression enhancer, TNF expression inhibitor, and VEGF expression inhibitor). Therefore, the maximum number of independent variables for the creation of MNA models is 4130. The detailed description of realization of PASS in GUSAR is represented in the publication of Lagunin et al. (2011) .
QNA and MNA descriptors do not provide information on the shape and volume of a molecule, although this information may be important for determination of structure-activity relationships. Therefore, these parameters, which are called whole-molecule descriptors, are also used in GUSAR. The wholemolecule descriptors used in GUSAR are: topological length, topological volume, lipophilicity, number of positive charges, number of negative charges, number of hydrogen bond acceptors, number of aromatic atoms, molecular weight, and number of halogen atoms. GUSAR uses estimation of the applicability domain based on different types of structural similarity using calculation of QNA and MNA descriptors (Zakharov et al., 2016) .
GUSAR may provide an equation of any single (Q)SAR model (Lagunin et al., 2011) . But because we used consensus (Q)SAR models from dozens or even hundreds of single (Q)SAR models, it is not possible to provide a general equation describing all selected variables. By this reason, the created consensus (Q)SAR models could not provide information about positive and negatively influencing descriptors. Instead that GUSAR shows positive and negative impact of each atom of the structure in the predicted value (Khayrullina et al., 2015) . Analysis of the influence of atoms on the predicted value and the search for general relationships between the structures of active compounds interacting with antitargets is a separate task (because of each structure in the set should be analyzed), and it is beyond the scope of this publication.
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Evaluation of Prediction Accuracy
The following statistical parameters were calculated for estimating the accuracy of prediction:
(1) Sensitivity (Sens): Sensitivity = TP FN+TP , where TP is true positive, and FN is false negative numbers. 
where y exp -experimental value, y pred -predicted value, and y mean -average value of experimental values in a training set.
Y-Randomization Procedure
Y-Randomization procedure is included in GUSAR software and allows to be ensuring that the developed continues QSAR models are robust and do not have the over fitting (Wold and Eriksson, 1995) . In this procedure, the dependent-variable vector, Y vector (K i or IC 50 values in our case), is randomly shuffled and a new QSAR model is developed using the original independent variable matrix. It is expected that the resulting models should generally have low Q 2 values. This procedure was repeated five times for each model, and then the average Q 2 value was calculated.
RESULTS AND DISCUSSION
Three hundred twenty SAR and 320 QSAR models with modified calculation of descriptors and regression coefficients were created by GUSAR software for each from five training sets (five training sets with qualitative and quantitative data for K i or IC 50 values for each target) with internal validation (five times 20% from the training set was randomly used as an internal test set; this procedure is included into GUSAR). As a result, one consensus SAR model and one consensus QSAR model were created for each training set based on the appropriate single (Q)SAR model with R 2 train and Q 2 train and average R 2 calculated for internal validation sets more than 0.5. If R 2 of internal validation for (Q)SAR model was less than 0.5, then the model was excluded from the final consensus model [excluding QSAR models for D(1A) and D(2) dopamine receptors, histamine H1 and 5-hydroxytryptamine 2B receptors created on the basis of IC 50 data]. The final predicted values for tested compounds were calculated using a weighted average of the predictions from the obtained (Q)SAR models. Each model is based on a different set of descriptors, and its predictions for each compound were weighted according to the similarity value that was calculated during the applicability domain assessment.
After SAR and QSAR consensus models were created based on a training set, they were used for prediction of inhibition of the antitarget by compounds from the appropriate external test set. It was repeated for five training sets with K i values and five training sets with IC 50 values for each antitarget (fivefold CV procedure). The average characteristics of the created (Q)SAR models including average results of Y-randomization procedure (Q 2 Y−rand ) are represented in Supplementary Tables S1, S2 . It was appeared that all Q 2 Y−rand values for all QSAR models were less 0.15. The average Q 2 Y−rand values were from 0.026 to 0.06 and from 0.026 to 0.078 for QSAR models created based on K i and IC 50 data, respectively. It is significant less in comparison with Q 2 values calculated based on original data of the training sets and displays robustness of the given models.
The plots between predicted and experimental values for the best and worst QSAR models by RMSE values calculated by fivefold cross-validation are displayed in Figure 1 . The relations between predicted and experimental values for others QSAR models are within these extreme cases.
The statistical parameters describing accuracy of prediction and mentioned in the section "Materials and Methods" were calculated based on the prediction results given during the fivefold CV procedure for both SAR and QSAR models. To compare the accuracy of prediction of QSAR and SAR models, the quantitative results of prediction were transformed into qualitative ones according to the threshold mentioned in the section "Materials and Methods." Statistical parameters of accuracy of prediction for SAR and QSAR models created based on K i and IC 50 data for all antitargets are represented in Supplementary Tables S3, S4 Figures 2C,D show the results given based on IC 50 values. The accuracy of the QSAR models was higher in most cases than the accuracy of SAR models for both K i and IC 50 values (Figures 2A,  1C) . The mean accuracy of prediction for K i values was 0.84 and 0.87 for SAR and QSAR models, respectively. This is statistically significant difference (p < 0.05). The mean accuracy of prediction for IC 50 values was 0.82 and 0.83 for SAR and QSAR models, respectively. This is statistically insignificant difference (p = 0.285). The reverse result was observed for balanced accuracy (SAR models: K i data -0.80, IC 50 data -0.81; QSAR models: K i data -0.73, IC 50 data -0.76). The difference in balanced accuracy between SAR and QSAR models is statistically significant in both cases, for K i and for IC 50 values (p < 0.05). Specificity and sensitivity were similar for SAR and QSAR models (Figures 2B, 1D) . The mean value of specificity was higher for QSAR models for both K i and IC 50 data (SAR models: K i data -0.76, IC 50 data -0.79; QSAR models: K i data -0.95, IC 50 data -0.90). The mean value of sensitivity was higher for SAR models for both K i and IC 50 data (SAR models: K i data -0.84, IC 50 data -0.82; QSAR models: K i data -0.50, IC 50 data -0.61).
The analysis of values of accuracy and balanced accuracy of SAR and QSAR models (Supplementary Tables S1, S2) shows that there is a correlation between them. Figures 3A,B show a correlation between accuracy and balanced accuracy for both SAR and QSAR models created based on K i data. Figures 3C,D show a correlation between accuracy and balanced accuracy for SAR and QSAR models created based on IC 50 data. One may see that in the both cases, the correlation between accuracy of SAR and QSAR models was higher than for balanced accuracy (Figure 3) . If the values correlate, it means that there is no preference between SAR and QSAR models for the appropriate criterion of accuracy. But similar accuracy is achieved by different ways in the most cases (high sensitivity or high specificity, see Figures 2B,D) . One can decide what is more important in the study: find as many as possible active compounds (the models with highest sensitivity should be selected) or reduce the number of false positive prediction (the models with highest specificity should be selected). The absence of correlation between the studied parameters shows that one of methods has preference. The values above the line show that QSAR models better than SAR ones. The values below the line show that SAR models better than QSAR ones. All cases excluding one which is displayed in Figure 3C (Correlation of Accuracy between SAR and QSAR models for IC 50 data) had statistically significant difference between the values of SAR and QSAR models (p < 0.05). The values of balanced accuracy is the most important criterion for estimation of accuracy of prediction because of many used datasets were unbalanced (the number of active and inactive compounds is significant different). Therefore, the given results showed that SAR models are the more preferable for the use of prediction of drug adverse reactions.
The other parameters of SAR and QSAR models are represented in Figure 4 . Figure 4A shows the percent of compounds in applicability domain (AD) of SAR and QSAR models. The number of compounds in AD was 100% approximately for all SAR models. At the same time, the number of compounds in AD approximately for all QSAR models was less 100%. The mean value of percent of compound in AD for SAR and QSAR models was 99.9% and 98.6%, respectively. The highest present of compounds in applicability domain displays advantage and better predictive power for SAR models in comparison with QSAR models. Figure 4B shows the comparison of RMSE and R 2 values for QSAR models created on K i and IC 50 data. Clear features of distribution of these characteristics cannot be seen, but in general, the mean value of R 2 for QSAR models based on K i data was higher than one for IC 50 data (0.64 and 0.57, respectively). The mean RMSE value for QSAR models based on IC 50 data was less than one for K i data (0.73 and 0.77, respectively).
However, if we delete the RMSE value for the QSAR model created based on K i data for the beta-2 adrenergic receptor, the mean RMSE value also became 0.73 for the other QSAR models created based on K i data. It means that both K i and IC 50 values can be reliably used to predict interactions with antitargets. We may compare (Q)SAR models based on K i and IC 50 values only in general view because of they were created on different number of compounds and different structures. Nevertheless, we may reveal some features of the created models. The plots with comparison of Specificity and Sensitivity of (Q)SAR models created based on K i and IC 50 data are shown on Supplementary Figure S1 . These plots display that SAR models based on IC 50 values have Specificity better than SAR models based on K i data for approximately half of antitargets. The biggest difference is shown for Mutype opioid receptor (0.34 for K i data and 0.97 for IC 50 data). SAR models based on K i data for others antitargets have better values of Specificity. The same picture we can see for Sensitivity of SAR models. Analysis of QSAR models revealed that majority of QSAR models based on K i data had better Specificity value, whereas majority of QSAR models based on IC 50 data had better Sensitivity value. High value of Sensitivity is more important for revealing possible adverse drug reaction than high value of Sensitivity. Analysis of Accuracy and Balanced Accuracy of (Q)SAR based on IC 50 and K i data (Supplementary Figure S2) show that the most (Q)SAR models based on K i values have better values, whereas the values of Balanced Accuracy are higher at the most of QSAR models based on IC 50 values.
CONCLUSION
The creation of SAR and QSAR models based on the same data of compounds tested as inhibitors of 30 antitargets revealed some features related to the use of qualitative and quantitative data. They are valid to (Q)SAR models related to both K i and IC 50 values. SAR models tended to have more balanced prediction results when specificity and sensitivity have the closest values in comparison with QSAR models (Figure 2) . High values of specificity and low values of sensitivity in QSAR models may be explained by the fact that at the given R 2 values (0.64 and 0.59), prediction results tended to lie closer to the average values of K i or IC 50 in the training set. If a threshold of 1 µM divided the training set into different proportions of active and inactive compounds, then a difference between specificity and sensitivity may occur. At the same time, despite the difference of specificity and sensitivity between SAR and QSAR models, the values of accuracy and balanced accuracy for SAR correlated with those of QSAR models (Figure 3) . This indicated that the prediction results of SAR and QSAR models would complement each other and that the use of both approaches would improve the quality of assessment of interaction between ligands and antitargets.
Another conclusion is that SAR models had advantages in the applicability domain. It may be related to the fact that the use of qualitative data gives SAR models less sensitivity to experimental errors in K i and IC 50 values.
In this study, we also displayed that the modern experimental data and methods of (Q)SAR modeling allow for the creation of rather reasonable (Q)SAR models for prediction of interaction between compounds and dozens of antitargets. The used approaches may be applied to the creation of in silico panels for estimation of "ligand-antitarget" interactions during the drug design process.
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