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Abstract
Taking the spin-fermion model as the starting point for describing the cuprate superconductors, we obtain an effective
nonlinear sigma-field hamiltonian, which takes into account the effect of doping in the system. We obtain an expres-
sion for the spin-wave velocity as a function of the chemical potential. For appropriate values of the parameters we
determine the antiferromagnetic phase diagram for the YBa2Cu3O6+x compound as a function of the dopant concen-
tration in good agreement with the experimental data. Furthermore, our approach provides a unified description for
the phase diagrams of the hole-doped and the electron doped compounds, which is consistent with the remarkable
similarity between the phase diagrams of these compounds, since we have obtained the suppression of the antifer-
romagnetic phase as the modulus of the chemical potential increases. The aforementioned result then follows by
considering positive values of the chemical potential related to the addition of holes to the system, while negative
values correspond to the addition of electrons.
Keywords: high-Tc superconductors, phase transitions
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1. Introduction
Cuprates are puzzling materials; the undoped parent
compounds are Mott insulators presenting an antiferro-
magnetic (AF) arrangement at a finite Ne´el temperature.
As the system is doped, either with electron acceptors
or donors, which, in any case would simply mean an
increase of the amount of charge carriers to the system,
it develops high-temperature superconductivity. The su-
perconducting (SC) critical temperature presents a char-
acteristic dome-shaped dependence on dopant concen-
tration, reaching a maximum value at an optimal dop-
ing and vanishing as the system is doped even further,
becoming a normal metal. So far, there is no consensus
regarding the microscopic mechanism which is respon-
sible for the appearance of superconductivity in those
systems. However, it is widely accepted that some sort
of AF spin fluctuations are the interaction responsible
for the Cooper pairs formation.
Recently, starting from a spin-fermion model, which
has been employed previously to describe the cuprate
superconductors [1] we have derived an effective model
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for the charge carriers [2] and the superconductivity in
our model arises from a novel mechanism, that yields
a high critical temperature which is comparable to the
experimental values. Moreover, by including doping ef-
fects a dome-shaped dependence of the critical temper-
ature is found as charge carriers are added to the system,
in agreement with the experimental phase diagram [3].
Presently instead of focusing on the SC phase, we in-
vestigate the magnetic order, by calculating the doping
dependence of the Ne´el temperature, which is calcu-
lated providing the AF phase diagram that can be com-
pared with experimental results. As shall be seen below,
our results are in good agreement with the data for the
YBa2Cu3O6+x (YBCO) system [4, 5]. This calculation
is an alternative to the one performed before [6], which
was based on the fact that a skyrmion topological exci-
tation is created in association to a doped charge, being
actually attached to it.
Our approach provides a unified description for the
phase diagrams of the hole-doped and the electron
doped compounds, which is consistent with the exper-
imental results [7]. As the dopant concentration in-
creases, a dome-shaped SC phase appears adjacent to
the AF order, both for electron-doped and hole-doped
cuprate compounds as well. Our calculations present
Preprint submitted to Solid State Communications September 30, 2020
the suppression of the AF phase as the modulus of
the chemical potential increases. Positive values of the
chemical potential are related to the addition of holes
to the system, while negative values correspond to the
addition of electrons.
2. The spin-fermion model
So far, there is no consensus regarding the minimal
model which entails the vast phenomenology presented
by the high-Tc superconductors, however, since it is
well established that superconductivity emerges from
the CuO2 planes of the cuprates, the paradigmatic three-
band Hubbard model proposed by Emery [8] is a good
candidate to describe the physics in these planes. How-
ever, due to its several parameters this model is a com-
plicated starting model for the study of the electronic
properties in the CuO2 planes. Therefore, many theo-
retical studies have considered instead a one-band Hub-
bard model or a single band t-J model [9] which rep-
resents the lower “Zhang-Rice singlet” [10] band of the
original three-band Hubbard model. However, the ap-
proach that a simpler one-band Hubbard model or t-J
models are capable of describing correctly the doped
CuO2 planes has been challenged recently [11] and we
agree with this particular point of view that a strongly
correlated single-band model cannot provide the appro-
priate description for the cuprates. Indeed, our starting
point for the description of the CuO2 planes is the spin-
fermion model, which has been also extensively used to
describe the high-Tc superconductors [1]
Henceforth, consider a single CuO2 plane containing
localized spins located at the sites of a square lattice,
which is the appropriate topology for the cuprates. The
spin degrees of freedom aremodelled by the spin 1/2 AF
Heisenberg model, HH = J
∑
<i j> Si · S j, where Si is the
localized spin operator. As the system is doped, charge
carriers are bumped into the planes and the localized
spins interact with the spin degrees freedom of the itin-
erant fermionic charge carriers via a Kondo coupling,
HK = JK
∑
i Si · si, where si =
∑
α,β c
†
iα~σαβciβ denotes
the spin operator of an itinerant charge carrier, which is
written in terms of the Pauli matrices ~σ = (σx, σy, σz)
and c†
iα
denotes the creation operator for a charge carrier
at site i with spin α =↑, ↓. Combining the Heisenberg
model, the Kondo coupling and the kinetic term associ-
ated to the itinerant charge carries, one obtain the spin-
fermion model.
We formulate this model in the continuum limit, by
employing the spin coherent states. This amounts to re-
placing the localized spin operators by SN(x), where S
is the spin quantum number and N(x) is a classical vec-
tor such that |N(x)|2 = 1. N is then decomposed into
two perpendicular components, L and n (L · n = 0), as-
sociated respectively with ferromagnetic and antiferro-
magnetic fluctuations [12, 13]. In the continuum limit,
where the lattice spacing should be very small, N(x) is
decomposed as N(x) = a2L(x) + (−1)|x| n(x) + O(a4),
where a denotes the lattice parameter and we also have
|n(x)|2 = 1.
The continuum limit of the AF Heisenberg model in
the square lattice is the well-known nonlinear sigma
model (NLSM) [14], which is given by the following
density Hamiltonian,
HH = 12
(
ρs|∇n|2 + χ⊥S 2|L|2
)
+ iSL · (n × ∂τn) , (1)
where ρs = JS 2 is the spin stiffness, χ⊥ = 4Ja2 is the
transverse susceptibility and the last term in the rhs of
the above expression describes the Berry phase.
On the same token, the hamiltonian density of the
Kondo interaction becomes
HK = JKS L ·
∑
α,β
ψ†α
(
~σ
)
αβ ψβ , (2)
where the continuum fermion field ψα(x) corresponds
to ciα. Also notice that the oscillating contribution from
the antiferromagnetic fluctuations cancels out as we in-
tegrate it over space [13].
For the cuprates, it is well known that Dirac points
appear in the intersection of the nodes of the d-wave
superconducting gap and the two-dimensional (2D)
Fermi surface. In that case, the quasiparticles disper-
sion exhibit a Dirac-like linear energy dispersion [15].
Presently, we assume that the dispersion of the charge
carriers can be linearized close to the Fermi surface and
therefore the carrier kinematics in the continuum limit
is described by the Dirac-Weyl density hamiltonian, as
previously seen in [16],
H0 = ψ†
(
i ~vF~σ · ~∇ − µ
)
ψ , (3)
where ψ†σ has spinorial components ψ
†
σ = (ψ
†
1σ, ψ
†
2σ)
and vF is the Fermi velocity. The indices 1 and 2 denote
odd and even lattice sites respectively. Notice that the
chemical potential µ controls the total number of charge
carriers that are added to the itinerant band as the system
is doped.
Hence, in the continuum limit we may express the
partition function of the spin-fermion model as the fol-
lowing functional integral in the complex time represen-
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tation
Z =
∫
DψDψ†DLDn δ
(
|n|2 − 1
)
× exp
[
−
∫ β
0
dτ
∫
d2x
(
H − ψ†i∂τψ
)]
, (4)
where β = 1/kBT , with kB denoting the Boltzmann’s
constant and T the system temperature, andH = HH +
HK +H0, is given by (1), (2) and (3) respectively.
3. The effective nonlinear sigma model
We start by Fourier transforming our model Hamil-
tonian assuming that the ferromagnetic component of
the vector spin L is small and approximately constant
in space, since we investigate the system in the long
range AF state ordering. Therefore, the Kondo inter-
action from (2) is approximated by
HK = JKS
∫
d2k
∫
d2k′ (5)
×
∑
α,β
ψ†α(k)
[∫
d2x e−i(k−k
′)·x L
]
· (~σ)αβ ψβ(k′)
≈ JKS L ·
∫
d2k
∑
α,β
ψ†α(k)
(
~σ
)
αβ ψβ(k)
 .(6)
In this approximation, we may introduce the Nambu
field Φ† =
(
ψ†1,↑ ψ
†
2,↑ ψ
†
1,↓ ψ
†
2,↓
)
in order to express
the fermionic part of our model Hamiltonian Hψ ≡
HK + H0 − ψ†i∂τψ in momentum space, p = ~k, as
Hψ = Φ†(k)AΦ(k), where the matrixA above is given
by
A =

µ˜+ k− L− 0
k+ µ˜+ 0 L−
L+ 0 µ˜− k−
0 L+ k+ µ˜−
 , (7)
with the following definitions in the above expression,
k± = −~vF(kx ± iky), µ˜± = −iωn + µ ± JKS Lz and L± =
JKS
(
Lx ± iLy
)
.
We may now integrate exactly the fermionic contri-
bution of the partition function in (4), which is a sim-
ple Gaussian path integral and, hence, proportional to
detA. Therefore,
lnZψ = ln
∏
p,n
detA

=
∫
d2k
∑
n
ln
[
(~vFk)2 − (µ− − iωn)2
]
+
∫
d2k
∑
n
ln
[
(~vFk)2 − (µ+ − iωn)2
]
, (8)
where µ± = µ±|JKL| andωn = (2n+1)πβ−1 are the Mat-
subara frequencies for fermions. Performing the sum
over ωn and after some algebra we get
lnZψ =
∫
d2k
∑
s=±1
{
β~vFk + ln
[
1 + e−β(~vFk+µs)
]
+ ln
[
1 + e−β(~vFk−µs)
]}
, (9)
which is the same result obtained for a noninteracting
relativistic system with a Zeeman term applied to it
(e.g. [17]), but presently with |JKL| corresponding to an
external “magnetic field”. Furthermore, notice that (9)
yields to the partition function of a free fermion system
when L → 0, as should be expected.
Now, we can integrate the above expression over the
first Brillouin zone in momentum space. Also, notice
that the Fermi surface of the YBCO system has rota-
tional symmetry around the point (π, π). Using trans-
lational invariance, we shift the momentum around this
point, thereby simplifying the integration over the first
Brillouin zone. Introducing the change of variable y =
aDk/π, where aD is the lattice spacing between dopants,
we get
lnZψ = π3γ +
π
2
∑
s=±1
∫ 1
0
dy y
{
ln
(
1 + e−γyzs
)
+ ln
(
1 + e−γyz−1s
)}
, (10)
where we have introduced the dimensionless parameters
γ = β ~vFπ/aD and zs = e−βµs , with s = ±1. Moreover,
since we have assumed that |L| is small, we can expand
Zψ as a Taylor series,
Zψ = exp
[
A(T, µ) + B(T, µ) |L|2 + O
(
|L|4
) ]
, (11)
where the first factor in the rhs of the above expres-
sion, exp
[
A (T, µ, γ)
]
, does not contribute to the effec-
tive NLSM that will be obtained at the end of this sec-
tion or to the calculation of the Ne´el temperature in the
next section and hence shall be neglected. On the other
hand, B(T, µ) seen in (11) is given by
B(T, µ) =
π
2
(
JKS
γ
)2 (
βγ
[
1 +
sinh (βγ)
cosh (βγ) + cosh (βµ)
]
+
∑
s=±1
{
ln
(
1 + esβµ
)
+ ln
[
1 + eβ(γ+sµ)
]} . (12)
Combining (12) and (1), the NLSM becomes
H˜H = 12
[
ρs|∇n|2 + χ˜⊥ (T, µ) |L|2
]
+iSL · (n × ∂τn) , (13)
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where the above new transverse susceptibility
χ˜⊥ (T, µ) = χ⊥S 2 − 2βB (µ, T ) includes the effect
of doping, since it depends on the chemical potential.
Inserting the expression for χ˜⊥ in (4) and integrating
over L we finally get the partition function, except for a
multiplicative factor,
Z =
∫
Dn δ
(
|n|2 − 1
)
exp
(
−
∫ β
0
dτ
∫
d2x H˜eff
)
, (14)
where the effective NLSM is
H˜eff = ρs2
[
|∇n|2 + 1
c(T, µ)2
|∂τn|2
]
, (15)
with the new spin wave velocity given by
c(T, µ) =
√
ρs χ⊥
[
1 − 8B (µ, T )
βχ⊥
]
. (16)
Notice that c in the above expression reduces to c =√
ρs χ⊥ in the absence of the Kondo coupling, as should
be expected.
In the present approach the spin wave velocity is fi-
nite for µ = 0, which is related to the parent compounds
of the cuprates and it is an even function with respect to
the chemical potential. Indeed, positive values of µ are
related to hole-doped cuprate superconductors, while
µ < 0 corresponds to the electron-doped compounds.
Notice that doped electrons enter the Cu sites for the
electron-doped compounds, which is not the case for
the hole-doped cuprates, where doping introduces car-
riers at the oxygen sites. However, in a continuum limit
description there is no difference between holes moving
on an otherwise inert O-lattice, in the presence of an AF
background on the Cu sites and electrons moving on the
Cu sites in the presence of the same AF background and
an inert O-lattice. The only difference perhaps would be
on the value of the exchange coupling.
4. Ne´el temperature calculation and comparison
with experimental data
We start our analysis pointing out that the Coleman-
Mermin-Wagner-Hohenberg theorem prevents the ap-
pearance of a long-range magnetic order at finite tem-
peratures for any 2D system [18]. Therefore, we add
an small out-of-plane interlayer coupling J⊥, so that the
partition function for a stack of CuO2 planes labeled by
the subscript i becomes
Z =
∏
i
∫
Dni exp
{
−
∫
~β
0
dτ
∫
d2x
×δ
(
|ni|2 − 1
) [H˜eff
~
+
ρsα
~
(ni+1 − ni)2
]}
,(17)
where we have introduced the parameter α =(
1/a2
)
J⊥/J.
Assuming that there is an external magnetic field ap-
plied to the system, one may calculate TN with sev-
eral approaches, among them spin-wave theories (SWT)
and field-theoretical calculations, which takes into ac-
count the contribution of the spin-fluctuation excitations
(neglected in the SWT). Both the standard and self-
consistent SWT are shown to be insufficient to quan-
titatively describe the experimental data for the parent
compounds of the cuprates superconductors, while the
results calculated for a large N expansion are in good
agreement with the experiments [19]. Hence, we take
the expression for TN obtained to order 1/N in a large
N expansion from the effective model in (17), which is
given by [20]
TN = 4πρs
ln
 2 T 2N
α (~c′)2
 + 3 ln
(
4πρs
TN
)
− 0.0660
−1 ,
(18)
where c′ = (a/~) c. Moreover, we have set kB = 1 for
the sake of simplicity. Notice that the above expression
provides a self-consistent equation for the calculation
of the Ne´el temperature as a function of the chemical
potential, since the spin wave velocity c in (16) is ex-
pressed in terms of µ.
In the remaining of this section we compare the re-
sults of the Ne´el temperature as a function of doping
with the available experimental data for YBCO. In-
deed, this compound has an almost circular shape for
the Fermi surface centered at (π, π) in the reciprocal
space [21] and the low energy dispersion can be approx-
imated to a linear relation in the vicinity of the Fermi
level, which is consistent with the kinetic term given by
(3).
In terms of the three-band Hubbard model parame-
ters, the exchange coupling between the Cu magnetic
moments is given by [22, 23]
J =
4t4
pd(
∆E + Upd
)2
(
1
Ud
+
2
2∆E + Up
)
(19)
and the Kondo coupling of an itinerant oxygen hole spin
and the nearest local Cu spin is [22, 23]
Jk = t
2
pd
(
1
∆E
+
1
Ud − ∆E
)
. (20)
Estimates for the microscopic parameters of the three-
bandmodel Hamiltonian have been obtained from local-
density functional techniques [24]: tpd = 1.3, Ud = 7.3,
Up = 5, Upd = 0.87 and ∆E = 3.5, all given in units of
4
eV. Inserting the above parameters values in (18) yields
TN ≈ 420 K for the undoped system (µ = 0), which
is in excellent agreement with the experimental data for
YBCO, and thereforewe employ those values in our nu-
merical calculation from now own.
0.8
0.6
0.4
0.2
a
c
  [
eV
Å
]
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hole-dopedelectron-doped
Figure 1: Spin wave velocity multiplied by the lattice parameter ac as
a function of the chemical potential µ for T = 420K.
Fom (16), one can calculate the spin wave velocity
as a function of the chemical potential numerically for
a particular temperature, provided the values for ρs, χ⊥
and γ are given. In our case, these are calculated from
JK and J in (19) and (20), with the parameters values
given above, and also ~v f = 1.15 eV Å, aD = 2.68 Å
and a =
√
2 aD [6]. Our numerical results are shown
in Fig. 1 for the particular value of T = 420 K. Notice
that for the undoped parent compound, we assume that
the Dirac point is at µ = 0, which is exactly the case
for the cuprates. As the chemical potential increases
for positive values, which means that holes are added
to the CuO2 planes, c vanishes indicating the destruc-
tion of the long range AF order, what is in agreement
with the experimental results. On the other hand, for
negative values of µ, we also have that the spin wave
velocity vanishes as µ increases in modulus, which cor-
responds to the doping of electrons, instead of holes, to
the system. Therefore our approach provides a unified
description for the phase diagrams of the p-type and n-
type cuprate superconductors, where µ > 0 are related
to hole-doped systems, while µ < 0 are electron-doped
ones.
We can also calculate TN as a function of the chem-
ical potential from (18). It is well known that the oc-
cupancy of charge carriers increases as µ > 0 also in-
creases. Therefore, in order to compare our numerical
results with the AF part of the phase diagram experi-
mentally obtained for YBCO, we follow a phenomeno-
400
300
200
100
0
T
N
  [
K
]
0.60.50.40.30.20.10.0
 Oxygen content
Figure 2: Ne´el temperature TN as a function of doping x for YBCO.
Squares indicate experimental data from Ref. [5].
logical approach relating the chemical potential and the
doping as µ − µ0 ∝ (x − x0)β, where µ0 and x0 are the
chemical potential and the doping for which TN reaches
zero respectively. Since µ0 is numerically calculated
and x0 is given by experiments, the proportionality con-
stant is uniquely defined and β is the single parameter
which has been adjusted to the available data . The re-
sults of the AF phase diagram for the YBCO parameters
and β ≈ 3 are shown in Fig. 2 and we see that our theory
is in good agreement with the experiments [4, 5]. More-
over, we also have that the magnetic order is suppressed
as charge carriers are added to the system, as should be
expected.
5. Conclusions
Starting from the spin-fermion model we have ob-
tained an effective nonlinear sigma model which takes
into account the effects of doping in the system. Taking
the appropriate values of the parameters for YBCO, we
have calculated the AF phase diagram as a function of
the dopant concentration and the results presented here
are in good agreement with the experimental data [4, 5].
Notice that several studies indicate that there is a quan-
tum phase transition as the ratio J/JK increases, starting
from a Fermi liquid state, the system becomes a spin
liquid [25]. Presently, on the other hand, the interac-
tion couplings are not model parameters, but provided
by the experimental data available for the YBCO com-
pound and henceforth it is remarkable that the system
presents an AF arrangement in the absence of doping
for the given values of J and JK , which is in agreement
with the phenomenology of the cuprates. Moreover, the
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calculated Ne´el temperature is consistent with the ex-
perimental data for TN , since the results were obtained
without resorting to any kind of parameter adjustment.
Recently, also starting from the spin-fermion model,
we have obtained an effective interaction among the
charge carriers of the system, which produces a dome-
shaped SC high critical temperature versus doping [2]
plot that qualitatively reproduces the SC phase diagram
experimentally observed. Hence, combining our results,
the following picture emerges: for the effective model
of the localized spins presented here, where the itiner-
ant fermions have been integrated out, we get the sup-
pression of the magnetic order as charge carriers are
added to the system; for the effective model of the itiner-
ant fermionic fields, where the localized magnetic mo-
ments have been integrated out, we have the appearance
of a dome-shape SC critical temperature with the addi-
tion of charge carriers [2]. Therefore, we have a the-
ory where the AF order is suppressed and the SC phase
arises as charge carriers added to the system, which is
the phenomenology observed for several strongly cor-
related electronic systems [26]. However, the complete
phenomenology of the cuprates, including its strange
metal behaviour in the underdoped regime remain un-
explained [27].
Furthermore, our results for positive values of the
chemical potential are related to the addition of holes,
while negative values correspond to the addition of elec-
trons. Therefore, our results provide a unified descrip-
tion for the phase diagrams of the hole-doped and the
electron doped compounds, which is consistent with the
data provided for the p-type and n-type cuprate super-
conductors [7]. Notice that further studies are required
in order to address the quantitative differences between
the values for the ordering temperatures of the com-
pounds, since both Tc and TN depend on the couplings
J and JK of the spin-fermion model, which are given
in terms of the microscopic parameters of the specific
system under investigation. Nevertheless, taking a sin-
gle set of parameter values and assuming that doping
effects produce only a weak dependence on J and JK ,
the results presented naturally lead to a qualitative sym-
metry between hole and electron doped cuprates.
Also, it is worthy to mention that the approach em-
ployed here is not just restrained to the cuprates, but
might be applied to several other compounds, since we
have only assumed 2D spatial dimensionality and the
presence of a relativistic dispersion relation for the itin-
erant fermionic fields. Remarkably, the presence of
Dirac electrons have also been observed for the cuprates
and other d-wave superconductors [15], what might
suggest that Dirac electrons might play a relevant role
in some of those condensed matter systems.
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