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RESUMO
Redes Booleanas sa˜o compostas por no´s que representam varia´veis bina´rias computadas
em func¸a˜o dos valores representados por no´s adjacentes. Esta computac¸a˜o local leva a
comportamentos globais, como a convergeˆncia para um estado fixo da rede. Tal com-
portamento e´ utilizado na tarefa de classificac¸a˜o de densidade, onde procura-se a con-
vergeˆncia dos valores de todos os no´s para um ponto fixo que reflete o estado predomi-
nante presente na configurac¸a˜o inicial da rede, ou seja, um objetivo global restrito a ac¸o˜es
de cara´ter local. Neste trabalho sa˜o efetuadas buscas evolutivas de modo a encontrar
regras e topologias de redes Booleanas com boa performance na classificac¸a˜o de densi-
dade. Consideram-se exclusivamente vizinhanc¸as irregulares e bidirecionais para todos
os no´s, representando inicialmente a func¸a˜o Booleana da rede atrave´s da regra da maio-
ria da vizinhanc¸a. Primeiramente, efetuam-se buscas evolutivas por topologias de redes
guiadas pela me´trica ω, esta referente a` classificac¸a˜o de redes de mundo pequeno, e em
seguida, efetuam-se buscas evolutivas no espac¸o de poss´ıveis func¸o˜es Booleanas utilizando
as topologias de redes encontradas anteriormente.




Boolean networks consist of nodes that represent binary variables, which are computed
as a function of the values represented by their adjacent nodes. This local processing
entails global behaviors, such as the convergence to fixed points, a behavior found in the
context of the density classification problem, where the aim is the network’s convergence
to a fixed point of the prevailing node value in the initial global configuration of the
network; in other words, a global decision is targeted, but according to a constrained,
non-global action. In this work, we rely on evolutionary searches in order to find rules
and network topologies with good performance in the task. All nodes’ neighborhoods are
assumed to be defined by non-regular and bidirectional links, and the Boolean function
of the network initialized by the local majority rule. Firstly, is carried out a search in the
space of network topologies, guided by the ω metric, related to the “small-worldness” of
the networks, and then, in the space of Boolean functions, but constraining the network
topologies to the best family identified in the previous experiment.
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Observam-se na natureza diversos tipos de sistemas que exibem comportamentos ou
caracter´ısticas que emergem a partir de pequenas interac¸o˜es entre seus agentes. Em outras
palavras, sa˜o sistemas onde na˜o existem entidades centrais responsa´veis por controlar
e transmitir informac¸o˜es. Nesta categoria enquadram-se os sistemas imunolo´gicos, as
interac¸o˜es entre prote´ınas em processos metabo´licos de seres vivos, as redes sociais e ate´
mesmo alguns aspectos do sistema econoˆmico mundial (HEXMOOR, 2015).
O grande desafio e´ encontrar um modelo que represente com certa precisa˜o tais sis-
temas, de modo a tornar o seu estudo mais fa´cil e acess´ıvel, no sentido de compreen-
der melhor sua complexidade e imprevisibilidade inerentes. Diversos problemas da a´rea
de autoˆmatos celulares (especializac¸o˜es de rede Booleanas) servem como analogia para
situac¸o˜es do mundo real, e para este trabalho sera´ estudada a tarefa de classificac¸a˜o de
densidade, onde a partir de uma configurac¸a˜o inicial avalia-se um autoˆmato celular por
um nu´mero pre´-determinado de passos, procurando ao final de tal processamento um es-
tado fixo, que reflete a predominaˆncia de determinado estado quando do in´ıcio de todo
o processamento. Neste tipo de tarefa, ha´ a necessidade de se obter um meio de comu-
nicac¸a˜o eficiente para computar uma propriedade global com base apenas em informac¸o˜es
estritamente locais.
A tarefa de classificac¸a˜o de densidade torna-se desafiadora principalmente devido a`
vizinhanc¸a das ce´lulas do autoˆmato ser restrita a um tamanho que na˜o permite a visa˜o
geral dos estados de todas as ce´lulas. Como evidenciado em (DE OLIVEIRA, 2014),
muitas propostas de relaxamento das restric¸o˜es usuais dos autoˆmatos celulares foram
sugeridas para tornar a tarefa de classificac¸a˜o de densidade poss´ıvel na maioria das vezes
(vide Sec¸a˜o 2.3 para mais detalhes). Ainda em (CHIRA; ANDREICA, 2014), veˆ-se que
algumas topologias de redes podem servir como alternativa a` representac¸a˜o usual em
reticulados, com destaque para a topologia de rede de mundo pequeno.
Autoˆmatos celulares unidimensionais, que atuam sobre configurac¸o˜es finitas, podem
ser representados por redes regulares com topologia em anel. Na Figura 1, apresenta-se
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esse comparativo.
O raio de vizinhanc¸a r de uma ce´lula define o alcance ou abrangeˆncia relativa a
capacidade de se obter o estado de outra ce´lula a partir dela mesma. Note que o raio de
vizinhanc¸a das ce´lulas esta´ intimamente ligado ao grau do ve´rtice do grafo que representa
a rede.
Figura 1: Rede em anel equivalente a um reticulado com condic¸a˜o de contorno perio´dica
com raio de vizinhanc¸a r = 1, ou seja, uma ce´lula pode obter o estado das duas ce´lulas
imediatamente adjacentes a` ela (1 ce´lula a` direita e 1 a` esquerda).
Neste trabalho sera˜o avaliadas diversas topologias de redes Booleanas, servindo as-
sim como alternativa aos autoˆmatos celulares unidimensionais com condic¸a˜o de contorno
perio´dica usuais. Inspirando-se nos mecanismos evolutivos descritos em (TOMASSINI;
GIACOBINI; DARABOS, 2005), (DARABOS; GIACOBINI; TOMASSINI, 2007) e (CHIRA;
ANDREICA, 2014), realizam-se buscas evolutivas por topologias de redes, orientada pela
me´trica ω (Sec¸a˜o 2.1.4) e utilizando a operac¸a˜o de reconexa˜o de arestas para obtenc¸a˜o de
novas topologias. Realizam-se tambe´m buscas evolutivas por regras, estas responsa´veis
pela avaliac¸a˜o dos estados dos no´s da rede. Em ambas as buscas, procura-se encontrar
indiv´ıduos (topologias e regras) que proporcionam boa performance na tarefa de classi-
ficac¸a˜o de densidade.
De modo a procurar um relaxamento da relac¸a˜o r´ıgida de vizinhanc¸a encontrada em
autoˆmatos celulares, utilizou-se a operac¸a˜o de reconexa˜o de arestas utilizada na construc¸a˜o
de redes de mundo pequeno (WATTS; STROGATZ, 1998). Basicamente, substituem-
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se algumas conexo˜es de amplitude local por conexo˜es de amplitude maior (na˜o locais).
Em (GODOY; TABACOF; VON ZUBEN, 2017) pode-se ver como o processamento de
informac¸o˜es e´ afetado pela presenc¸a de arestas reconectadas (atalho) nas redes de mundo
pequeno e como a topologia esta´ relacionada com comportamentos individuais e coletivos.
Na Figura 2, veˆ-se o uso de uma aresta do tipo atalho no relaxamento da relac¸a˜o de
vizinhanc¸a de uma ce´lula.
Figura 2: Relaxamento da relac¸a˜o de vizinhanc¸a. A aresta (9,8) e´ substitu´ıda pela aresta
(9,5) (atalho).
A seguir, no Cap´ıtulo 2 (Sec¸o˜es 2.1 e 2.2) encontram-se os conceitos de grafos, redes
e autoˆmatos celulares. Ainda nas Sec¸o˜es 2.1.1, 2.1.2, 2.1.3 e 2.1.5 verificam-se as partic-
ularidades de redes do tipo aleato´ria, livre de escala, mundo pequeno e Booleanas. Ja´ na
Sec¸a˜o 2.3 encontram-se os conceitos espec´ıficos relacionados a` tarefa de classificac¸a˜o de
densidade e por fim na Sec¸a˜o 2.4 encontra-se o embasamento teo´rico para os mecanismos
evolutivos utilizados no trabalho.
A metodologia adotada no trabalho, assim como os experimentos e resultados obtidos,
podem ser encontrados respectivamente no Cap´ıtulo 3 e Cap´ıtulo 4. Ja´ no Cap´ıtulo 5




2.1 Grafos e Redes
Definic¸a˜o 2.1. Dado o conjunto V = {v1, v2, · · · , vn}, a poteˆncia cartesiana V 2 repre-
senta o conjunto de todos os pares ordenados (v1, v2) onde vi ∈ V .
Definic¸a˜o 2.2. Um grafo e´ um par ordenado G = (V,A), sendo V = {v1, v2, · · · , vn} o
conjunto de ve´rtices e A = {(v1, v2) ∈ V 2 | (v1, v2) = (v2, v1)} o conjunto de arestas.
Definic¸a˜o 2.3. Uma aresta (v, w) incide sobre os ve´rtices v e w, representando assim
uma relac¸a˜o de vizinhanc¸a ou adjaceˆncia entre tais ve´rtices.
Definic¸a˜o 2.4. O grau de um ve´rtice representa o nu´mero de arestas que nele incidem.
Por exemplo, no grafo G = ({a, b, c}, {(a, b), (a, c), (b, c)}) o ve´rtice a possui grau 2, pois
nele incidem duas arestas.
Definic¸a˜o 2.5. Um grafo regular de ordem k e´ um grafo, onde cada um dos ve´rtices v ∈
V possui k arestas incidentes em si. Portanto, o grafo G = ({a, b, c}, {(a, b), (a, c), (b, c)})
e´ um grafo regular de ordem 2.
Definic¸a˜o 2.6. A aresta (v, w) e´ considerada um lac¸o, quando v = w.
Definic¸a˜o 2.7. Um grafo completo e´ um grafo sem lac¸os, onde todo ve´rtice v ∈ V e´
adjacente aos demais.





a) Se k = 1, na˜o existem arestas. Portanto, 1(1−0)
2
= 0.
b) Assume-se que um grafo completo com k ve´rtices possui k(k− 1)/2. Portanto, quando
adicionamos o ve´rtice k+1, precisamos conecta-lo aos k ve´rtices ja´ existentes, necessitando








Definic¸a˜o 2.8. Um subgrafo de um grafo G, e´ um grafo H onde, V (H) ⊆ V (G) e
A(H) ⊆ A(G), sendo V o conjunto de ve´rtices e A o conjunto de arestas.
Definic¸a˜o 2.9. Seja v um ve´rtice de um grafo G, o subgrafo da vizinhanc¸a de v e´
um grafo H ′ onde V (H ′) ⊂ V (G) e A(H ′) ⊂ A(G), sendo V (H ′) o conjunto de ve´rtices
adjacentes a` v e A(H ′) o conjunto de arestas incidentes apenas nos ve´rtices adjacentes a`
v.
Definic¸a˜o 2.10. Um caminho em um grafo G sem lac¸os, e´ uma permutac¸a˜o Pv =
(v1, v2, · · · , vn) tal que {(v1, v2), (v2, v3), · · · , (vn−1, vn)} ⊆ A(G), sendo A o conjunto de
arestas. O tamanho ou comprimento do caminho e´ o nu´mero de elementos da per-
mutac¸a˜o Pv.
Definic¸a˜o 2.11. Um caminho mı´nimo em um grafo G sem lac¸os, e´ um caminho cujo
comprimento e´ mı´nimo.
Uma rede e´ um conjunto de indiv´ıduos/objetos que esta˜o interligados entre si, podendo
representar muitos sistemas presentes no nosso dia a dia. Exemplos incluem relac¸o˜es entre
indiv´ıduos em uma rede social, redes organizacionais em empresas, cadeias alimentares,
cadeias de distribuic¸a˜o de recursos, cadeias de prote´ınas em processos metabo´licos de seres
vivos e ate´ mesmo a conhecida Internet (HEXMOOR, 2015). Muitos desses sistemas sa˜o
conhecidos por Sistemas Complexos, chamados dessa forma na˜o por serem meramente
complicados, mas por compartilharem determinadas caracter´ısticas, com destaque para o
surgimento espontaˆneo de padro˜es de organizac¸a˜o em larga escala atrave´s de interac¸o˜es
simples e restritas entre os componentes do sistema (NEWMAN, 2003).
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Figura 3: Sugesta˜o de uma taxonomia de redes.
Fonte: (HEXMOOR, 2015), p.3
Recursos visuais (esquemas, diagramas, etc) e modelos matema´ticos (grafos, matrizes,
etc) podem ser utilizados para representar uma grande diversidade de redes. Um modelo
muito utilizado como representac¸a˜o de redes e´ o grafo, onde associam-se os indiv´ıduos
com os ve´rtices e as relac¸o˜es destes indiv´ıduos com as arestas.
Graficamente, pode-se representar os ve´rtices por pontos, e as arestas por segmentos
de reta ou linhas que conectam tais pontos. Dependendo do propo´sito da rede, os ve´rtices
e arestas ainda podem estar associados (rotulados) a valores como custo, distaˆncia ou
qualquer grandeza desejada.
Figura 4: Exemplo de uma rede representada graficamente por um grafo com ve´rtices e
arestas na˜o rotuladas.
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2.1.1 Redes Aleato´rias (Random Networks)
Definic¸a˜o 2.12. Uma rede aleato´ria e´ representada por um grafo G(n, p), onde n repre-
senta o nu´mero de ve´rtices do grafo e p e´ a probabilidade de um ve´rtice se relacionar a`
outro atrave´s de uma aresta (ERDO¨S; RE´NYI, 1959).
O domı´nio dos valores de p esta´ compreendido entre os valores 0 e 1 e nota-se que
um valor de p muito pro´ximo a 0 torna o grafo esparso (poucas arestas). Ja´ se p assume
um valor pro´ximo de 1 o grafo e´ fortemente conexo, pois a probabilidade de uma aresta
existir e´ alta. Segundo Erdo¨s e Re´nyi (1959), quando p se aproxima de 1
n
, o grafo aleato´rio
mante´m um considera´vel n´ıvel de conexidade sem ter que ser totalmente conexo (p ≈ 1),
tornando-as compara´veis em alguns aspectos a`s redes de mundo pequeno (Sec¸a˜o 2.1.3).
Ao descrever o processo de construc¸a˜o de grafos aleato´rios, Erdo¨s e Re´nyi (1959)
identificam uma distribuic¸a˜o estat´ıstica do tipo binomial para os graus dos ve´rtices. Essa
caracter´ıstica torna as redes aleato´rias na˜o muito apropriadas para modelar determinados
cena´rios, onde se identifica um padra˜o de prefereˆncia de v´ınculo (preferential attachment)
entre os elementos da rede, que obedece a` distribuic¸o˜es estat´ısticas regidas pela lei da
poteˆncia (BARABASI; ALBERT, 1999). Tais redes sa˜o conhecidas como redes livres
de escala (Sec¸a˜o 2.1.2), um modelo alternativo a`s redes aleato´rias. Isso pode ser obser-
vado em redes sociais, pa´ginas da Internet que referenciam outras mais populares, artigos
acadeˆmicos que tendem a referenciar outros com mais citac¸o˜es, entre outros tantos exem-
plos.




2.1.2 Redes Livres de Escala (Scale-Free Networks)
Definic¸a˜o 2.13. Uma rede livre de escala e´ representada por um grafo G(n, γ) onde n
representa o nu´mero de ve´rtices do grafo e γ e´ o expoente livre de escala, um nu´mero
real, tipicamente compreendido entre 2 e 3 que caracteriza os graus dos ve´rtices. Ocasion-
almente o valor de γ pode estar fora deste intervalo (CHOROMAN´SKI; MATUSZAK;
MIEKISZ, 2013).
Diferente das redes aleato´rias que possuem distribuic¸a˜o binomial dos graus de ve´rtices,
em redes livres de escala encontra-se uma distribuic¸a˜o estat´ıstica que segue a lei da
poteˆncia (BARABASI; ALBERT, 1999). Neste tipo de distribuic¸a˜o, a probabilidade de
um ve´rtice ter k ligac¸o˜es e´ dada por P (k) ' kγ, fazendo com que a maioria dos ve´rtices
possua um grau baixo e a minoria possua grau alto (no´s hub). Conclui-se que ve´rtices de
grau baixo tendem a se relacionar com os poucos ve´rtices de grau alto, tornando o grafo
conexo sem a necessidade do mesmo nu´mero de arestas encontradas em grafos fortemente
conexos. Redes representadas por tais tipos de grafos sa˜o consideradas robustas, capazes
de manter suas caracter´ısticas principais frente a ataques (remoc¸a˜o ou alterac¸a˜o) de al-
guns de seus ve´rtices e arestas. Vale destacar que essa robustez e´ vista frente a ataques
aleato´rios, e na˜o em ataques intencionais a ve´rtices do tipo hub.
Figura 6: Exemplo de uma rede livre de escala. Em destaque pode-se ver os elementos
conhecidos como hubs.
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As redes livres de escala sa˜o bastante adequadas para modelar redes encontradas na
natureza, embora ainda existam controve´rsias quanto ao seu uso, devido a` existeˆncia
de muitas propostas de representac¸a˜o de redes (CLAUSET; SHALIZI; NEWMAN, 2009).
Vale ressaltar que muitas redes livres de escala sa˜o redes de mundo pequeno (BARABASI;
ALBERT, 1999). As redes de mundo pequeno sera˜o explicadas na pro´xima sec¸a˜o.
2.1.3 Redes de Mundo Pequeno (small-world networks)
Para o entendimento do conceito de rede de mundo pequeno faz-se necessa´ria a apre-
sentac¸a˜o de algumas definic¸o˜es:
Definic¸a˜o 2.14. Seja S o subgrafo da vizinhanc¸a de v, enta˜o o coeficiente de agrupamento
do ve´rtice v e´ dado por: C(v) = nArestas
nArestasCompleto
, onde nArestas e´ o nu´mero de arestas de
S e nArestasCompleto e´ o nu´mero de arestas de um grafo completo com o mesmo nu´mero de
ve´rtices de S.
No exemplo da Figura 7, veˆ-se que o ve´rtice v se relaciona com os ve´rtices a, b, c, d
e que o subgrafo contendo esses ve´rtices possui 4 arestas ((a,b), (a,c), (a,d), (b,c)). Um
grafo completo sem lac¸os contendo 4 ve´rtices possui 6 arestas (Proposic¸a˜o 2.1). Portanto
o coeficiente de agrupamento do ve´rtice v e´ igual a C(v) = 4
6
.
Figura 7: Um grafo cujo ve´rtice V possui coeficiente de agrupamento igual a C(v) = 4
6
.
Definic¸a˜o 2.15. O coeficiente de agrupamento (clustering coefficient) de um grafo G,
denotado por C(G), e´ uma propriedade calculada atrave´s da me´dia dos coeficientes de
agrupamento C(v) de cada um dos ve´rtices de G.
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Definic¸a˜o 2.16. O caminho mı´nimo me´dio (average minimum path) de um grafo G,
denotado por L(G), e´ uma propriedade calculada atrave´s da me´dia do tamanho de todos
caminhos mı´nimos entre todos os pares poss´ıveis de ve´rtices de G.
Watts e Strogatz (1998) identificaram que redes de mundo pequeno sa˜o representadas
por grafos com um alto coeficiente de agrupamento, semelhante ao de um grafo regular,
contudo mantendo um valor baixo de caminho mı´nimo me´dio, semelhante ao de um grafo
aleato´rio.
Redes de mundo pequeno se assemelham com muitas redes presentes no nosso dia a
dia, como por exemplo as redes sociais. Compostas por c´ırculos pequenos de indiv´ıduos
com fortes lac¸os de amizade caracterizando uma alta coesa˜o, tais redes permitem tambe´m
a existeˆncia de lac¸os na˜o ta˜o fortes de amizades entre indiv´ıduos de c´ırculos distintos,
demonstrando assim uma relac¸a˜o apenas casual. Tais relac¸o˜es casuais garantem que
informac¸o˜es transitem com certa rapidez entre os c´ırculos coesos de amizades.
Em um grafo, pode-se agrupar ve´rtices quanto ao grau de coesa˜o entre eles. Esse grau
de coesa˜o e´ dado pela maneira com a qual as arestas incidentes em tais ve´rtices se concen-
tram dentro do grupo, permitindo apenas algumas arestas fora de tais agrupamentos de
ve´rtices. Tais arestas, cujo papel e´ interligar dois ou mais agrupamentos, sa˜o conhecidas
como arestas atalho (shortcut).
Figura 8: Um grafo com as arestas do tipo atalho em destaque. Este grafo pode represen-
tar uma rede de amizades fict´ıcia com as relac¸o˜es de amizade casuais sendo representadas
por arestas do tipo atalho.
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Watts e Strogatz (1998) propuseram um modelo para obtenc¸a˜o de redes de mundo
pequeno, onde as arestas de um grafo regular poderiam ser redefinidas (rewiring operation)
com base em uma certa probabilidade 0 ≤ p ≤ 1. Tal experimento gerou grafos que se
situam em algum ponto do espectro estrutural de grafos regulares e aleato´rios podendo
ser utilizados para representar redes de mundo pequeno.
Figura 9: Procedimento de redefinic¸a˜o de arestas.
Fonte: (WATTS; STROGATZ, 1998)
Watts e Strogatz (1998) estudaram os valores de caminho mı´nimo me´dio L e os co-
eficientes de agrupamento C em func¸a˜o da variac¸a˜o da probabilidade p na operac¸a˜o de
redefinic¸a˜o de arestas. Tal variac¸a˜o pode ser vista na Figura 10. Percebe-se que quando
p se aproxima a 0,001 a partir do valor 0, o grafo mante´m um coeficiente de agrupamento
C(p) alto (≈ 1), com um decre´scimo considera´vel no valor de caminho mı´nimo me´dio
L(p), o que caracteriza as redes de mundo pequeno. O valor de L(p) se mante´m baixo a
partir desse ponto, pore´m o valor de C(p) so´ comec¸a a mostrar decre´scimos quando p se
aproxima de 0,01.
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Figura 10: Caminho mı´nimo me´dio L(p) e coeficiente de agrupamento C(p) em func¸a˜o da
probabilidade p usada na operac¸a˜o de reconexa˜o de arestas. Todos os pontos do gra´fico
foram normalizados pelos valores L(0) e C(0), referentes a uma rede regular.
Fonte: (WATTS; STROGATZ, 1998)
2.1.4 Me´tricas para Redes de Mundo Pequeno
No modelo de Watts e Strogatz (1998) na˜o e´ poss´ıvel classificar o qua˜o “mundo pe-
queno” uma rede e´ apenas verificando os valores de caminho mı´nimo me´dio L(p) e de
coeficiente de agrupamento C(p). Pesquisadores posteriores a` e´poca da divulgac¸a˜o de tal
modelo, encontravam se´rias dificuldades para classificar as redes de mundo pequeno em
seus experimentos. Muitas redes de mundo pequeno compartilhavam os mesmos valores de
caminho mı´nimo me´dio e de coeficiente de agrupamento, pore´m possu´ıam caracter´ısticas
muito distintas entre si. Para contornar tal situac¸a˜o, obtinham-se artificialmente redes
com as caracter´ısticas desejadas e comparavam-se os valores de caminho mı´nimo me´dio e
de coeficiente de agrupamento de tais redes com as que serviam de objeto de estudo, em
outras palavras era efetuado um benchmark entre os valores.
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Dentre as primeiras medidas de benchmark, destacou-se a me´trica sigma (σ), apresen-
tada em (HUMPHRIES; GURNEY; TJ., 2006) e refinada em (HUMPHRIES; GURNEY,
2008).
Definic¸a˜o 2.17. Ao se replicar G em G′ tal que V (G′) = V (G) e A(G′) = A(G), sendo
V o conjunto de ve´rtices e A o conjunto de arestas, G′ torna-se um grafo aleato´rio com
a mesma distribuic¸a˜o de graus de ve´rtices de G quando, por um nu´mero pre´-
determinado de vezes efetua-se a troca de extremidades de duas arestas de G′ selecionadas
ao acaso. Exemplo: Sejam as duas arestas (v1, v2) e (v3, v4) ao efetuar a troca de extrem-
idades, obte´m-se as arestas (v1, v4) e (v3, v2).
Definic¸a˜o 2.18. Seja G um grafo que representa uma rede qualquer, Galeatorio um grafo
aleato´rio com o mesmo grau de distribuic¸a˜o de ve´rtices de G, e C e Caleatorio seus respec-
tivos coeficientes de agrupamento, enta˜o a raza˜o do coeficiente de agrupamento entre os




Definic¸a˜o 2.19. Seja G um grafo que representa uma rede qualquer, Galeatorio um grafo
aleato´rio com o mesmo grau de distribuic¸a˜o de ve´rtices de G, e L e Laleatorio seus respec-
tivos valores de caminho mı´nimo me´dio, enta˜o a raza˜o do caminho mı´nimo me´dio entre




Definic¸a˜o 2.20. A me´trica sigma (σ) descreve o qua˜o “mundo pequeno” uma rede e´,
atrave´s da raza˜o entre os valores de γ e λ, sendo denotada por σ = γ
λ
.
De acordo com Humphries e Gurney (2008), quando σ > 1, a rede em questa˜o e´ de
mundo pequeno. No entanto, a comparac¸a˜o do coeficiente de agrupamento de uma rede
qualquer com uma rede aleato´ria com a mesma distribuic¸a˜o de graus, na˜o reflete ade-
quadamente o comportamento caracter´ıstico da rede de mundo pequeno. Isso ocorre pois
o coeficiente de agrupamento encontrado em uma rede de mundo pequeno se assemelha
muito mais a de um reticulado, ou seja, um grafo mais regular. Um outro ponto e´ que o
coeficiente de agrupamento de uma rede sera´ maior que o da rede aleato´ria, mesmo essa
contendo o mesmo grau de distribuic¸a˜o dos ve´rtices.
De modo a contornar tal inconveniente, em (TELESFORD et al., 2011) foi sugerido
uma me´trica mais coerente com as caracter´ısticas de agrupamento da rede de mundo
pequeno. Tal me´trica foi batizada de oˆmega (ω).
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Definic¸a˜o 2.21. Seja G um grafo que representa uma rede qualquer, Galeatorio um grafo
aleato´rio com o mesmo grau de distribuic¸a˜o de ve´rtices de G, e L e Laleatorio seus respec-
tivos valores de caminho mı´nimo me´dio, enta˜o a raza˜o do caminho mı´nimo me´dio entre




Definic¸a˜o 2.22. Seja G um grafo que representa uma rede qualquer, Greticulado um grafo
regular de grau k contendo as propriedades desejadas para os efeitos comparativos (bench-
mark), e C e Creticulado seus respectivos coeficientes de agrupamento, enta˜o a raza˜o do




Definic¸a˜o 2.23. A me´trica oˆmega (ω) descreve o qua˜o “mundo pequeno” uma rede e´,
atrave´s da diferenc¸a dos valores de τ e φ, sendo denotada por ω = τ − φ.
O domı´nio de ω esta´ compreendido no intervalo fechado de−1 a 1, sendo que redes com
as caracter´ısticas mais marcantes de mundo pequeno possuem ω ≈ 0. Valores positivos
de ω denotam redes com caracter´ısticas mais aleato´rias, ou seja, L ≈ Laleatoria e C 
Creticulado. Ja´ valores negativos de ω denotam redes com caracter´ısticas mais pro´ximas de
reticulados, ou seja, L Laleatoria e C ≈ Creticulado.
2.1.5 Redes Booleanas
Redes Booleanas sa˜o uma classe de sistemas dinaˆmicos discretos caracterizados por
interac¸o˜es sobre um conjunto de varia´veis Booleanas (SHMULEVICH; DOUGHERTY,
2010). Basicamente, sa˜o compostas por no´s que representam varia´veis bina´rias com-
putadas em func¸a˜o dos valores representados por no´s adjacentes. Foram introduzidas
por Kauffman (1969) como um modelo para estudo da dinaˆmica de redes gene´ticas regu-
lato´rias, identificando particularidades que podem ser utilizadas para compreender redes
biolo´gicas previamente conhecidas, pore´m pouco exploradas.
Definic¸a˜o 2.24. Uma rede Booleana e´ um par ordenado B = (G,F ), onde G e´ um grafo
sem lac¸os que representa a rede, e F = {f1, f2, · · · , fn} o conjunto de func¸o˜es Booleanas
da rede. Cada ve´rtice vi do grafo G, representa uma varia´vel xi ∈ {0, 1}, cujo valor no
tempo t+ 1 e´ determinado pela func¸a˜o Booleana fi : {0, 1}n → {0, 1}, onde n e´ o nu´mero
de ve´rtices de G e cujos valores de entrada sa˜o os valores das varia´veis Booleanas no
tempo t representadas pelos ve´rtices adjacentes a vi.
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Definic¸a˜o 2.25. O valor da varia´vel Booleana xi representada pelo no´ vi no tempo t+ 1
e´ dado por:
xi(t+ 1) = fi(xj1(t), . . . , xjn(t)) onde,
fi e´ a func¸a˜o booleana utilizada para avaliar o valor da varia´vel xi, e
xj1(t), . . . , xjn(t) sa˜o os valores das varia´veis representadas pelos no´s adjacentes a` vi
(2)
2.2 Autoˆmatos Celulares
Segundo Wolfram (1984), autoˆmatos celulares sa˜o modelos matema´ticos que podem
representar sistemas complexos. De cara´ter discreto, sa˜o compostos por ce´lulas conectadas
entre si atrave´s de relac¸o˜es de vizinhanc¸a que influenciam em sua dinaˆmica de estados. A
ce´lula de um autoˆmato celular pode assumir estados previamente especificados.
Autoˆmatos celulares representados por reticulados unidimensionais com condic¸a˜o de
contorno perio´dica possuem ce´lulas cujas relac¸o˜es de vizinhanc¸a podem estar tanto a`
direita como a` esquerda. Ja´ em um reticulado bidimensional uma ce´lula possui relac¸o˜es de
vizinhanc¸a com ce´lulas ao redor de si mesma. A relac¸a˜o de vizinhanc¸a de uma ce´lula pode
ser definida em termos de raio de alcance, sendo que em um reticulado unidimensional,
a relac¸a˜o de vizinhanc¸a mais fundamental e´ dada por v = 2r + 1, onde v e´ o nu´mero de
ce´lulas da vizinhanc¸a e r e´ o raio de alcance. Por exemplo, uma ce´lula com vizinhanc¸a
de raio 1 possui um tamanho de vizinhanc¸a igual a` 3 (1 ce´lula a` direita, 1 a` esquerda e a
pro´pria ce´lula em questa˜o), ou seja, essas treˆs ce´lulas podera˜o ser utilizadas pelas regras
de transic¸a˜o de estados.
Figura 11: Raio de vizinhanc¸a r = 1 em um reticulado unidimensional.
A evoluc¸a˜o dos estados das ce´lulas ocorrem em passos de tempo discreto e s´ıncronos
de acordo com um conjunto de regras de transic¸a˜o descritas em func¸a˜o dos estados das
ce´lulas dentro do raio de vizinhanc¸a.












r e´ raio de alcanc¸e da vizinhanc¸a, e
f e´ uma func¸a˜o arbitra´ria que define a regra do autoˆmato
(3)
Considerando um autoˆmato celular unidimensional, com dois estados poss´ıveis para
uma ce´lula (preto ou branco) e com vizinhanc¸a de raio r = 1, Wolfram (1984) define a
noc¸a˜o de autoˆmato celular elementar. Visto que em tal caso existem dois estados poss´ıveis
para uma ce´lula e que o tamanho da vizinhanc¸a v = 2 · 1 + 1 = 3, chega-se a` conclusa˜o
que existem oito estados poss´ıveis para as treˆs ce´lulas da vizinhanc¸a.
Figura 12: As oito poss´ıveis configurac¸o˜es para o raio de vizinhanc¸a r = 1.
Desta forma, chega-se a` conclusa˜o que o nu´mero poss´ıvel de configurac¸o˜es de vizin-
hanc¸as e´ igual a 256 (28), em outras palavras, existem 256 regras poss´ıveis no espac¸o
elementar. Em (WOLFRAM, 1984), ha´ uma proposta de ordenac¸a˜o lexicogra´fica para a
representac¸a˜o de tais regras. Na Figura 13 veˆ-se a representac¸a˜o da regra 254 (111111102).
Figura 13: Representac¸a˜o lexicogra´fica da regra 254.
2.3 Tarefa de Classificac¸a˜o de Densidade - DCT
A tarefa de classificac¸a˜o de densidade (do ingleˆs, Density Classification Task - DCT )
e´ um problema cla´ssico que avalia a capacidade computacional de um autoˆmato celular
em avaliar uma propriedade global, neste caso a predominaˆncia de um estado particular
em um reticulado em termos de computac¸a˜o local, ou seja, realizada na vizinhanc¸a das
ce´lulas.
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Basicamente, dado um autoˆmato celular qualquer, pergunta-se qual o predominaˆncia
de determinado estado de ce´lula em todo o reticulado. A resposta a essa pergunta pode
ser dada de maneira trivial, contando-se todos os estados do reticulado, pore´m o problema
especifica que tal resposta deve ser obtida atrave´s da avaliac¸a˜o das regras de transic¸a˜o
das ce´lulas do autoˆmato celular por um nu´mero pre´-determinado de passos. Procura-se
a convergeˆncia dos valores de todos as ce´lulas para um ponto fixo que reflete o estado
predominante presente na configurac¸a˜o inicial do autoˆmato celular.
Em outras palavras, dado um reticulado com uma combinac¸a˜o inicial bina´ria qualquer
(ce´lulas em estado 0 ou 1), o processamento do autoˆmato celular apo´s um nu´mero pre´-
determinado de passos fara´ convergir todo o reticulado para o estado:
• 0, caso a configurac¸a˜o inicial possuir predominaˆncia de zeros, ou
• 1, caso contra´rio;
A primeira proposta de regra visando solucionar a DCT foi a largamente conhecida re-
gra GKL (GACS; KURDYUMOV; LEVIN, 1978). Trata-se de uma regra simples que nem
sempre proporciona respostas satisfato´rias. Originalmente desenvolvida para autoˆmatos
celulares unidimensionais com raio de vizinhanc¸a r = 3, define-se ati como sendo o estado
da ce´lula i no passo de tempo t. Onde:
ati =
















Evidentemente deve-se fazer os ajustes necessa´rios aos ı´ndices i− 1, i+ 1, i− r e i+ r
em func¸a˜o da condic¸a˜o de contorno do autoˆmato celular.
Outra regra a se destacar e´ a regra da maioria, muito citada em trabalhos rela-
cionados a` f´ısica, a` teoria dos jogos, bootstrap percolation e modelos sociais / econoˆmicos
onde procura-se estudar fenoˆmenos relacionados a` consensualidade de comportamentos
ou ideias. Basicamente e´ uma regra que define um estado em termos da maioria local.
Em (KRAPIVSKY; REDNER, 2003) explora-se a riqueza dinaˆmica da regra da maio-
ria aplicada em modelos baseados em reticulados com diversas dimenso˜es, funcionando
como ferramenta de estudos na teoria de campo me´dio, onde o estado de um indiv´ıduo e´
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aproximado ao estado dos outros indiv´ıduos no entorno. Dentre tais modelos, se destaca o
modelo Ising (BRUSH, 1967), que e´ o modelo mais simples para iterac¸o˜es ferromagne´ticas.
Em (MAKOWIEC, 2004), tal modelo e´ estudado com enfoque na topologia, fazendo uso
da regra da maioria como regra de transic¸a˜o de estados e redes de mundo pequeno como
topologia para os reticulados. Ja´ em (GOLES; MONTEALEGRE, 2014) e (GOLES et al.,
2017) a regra da maioria e´ estudada no contexto de bootstrap percolation, que pode ser visto
como um modelo epideˆmico aplica´vel em va´rias a´reas como nos estudos de computac¸a˜o
distribu´ıda e sistemas tolerantes a falhas, onde procura-se determinar a probabilidade de
falhas que um sistema pode tolerar de modo a na˜o entrar em total colapso.
Abaixo, podemos ver a representac¸a˜o gra´fica da regra da maioria que no espac¸o
dos autoˆmatos elementares e´ representada pelo nu´mero decimal 232, cuja representac¸a˜o
bina´ria e´ 11101000 :
Figura 14: Regra 232 do espac¸o de autoˆmatos elementares.
Nota-se que em tal regra o estado de uma ce´lula e´ definido pela maioria dos estados
da vizinhanc¸a. Infelizmente tal caracter´ıstica local na˜o contribui de maneira significativa
quando se procura a maioria em termos globais, conforme a formulac¸a˜o da tarefa de
classificac¸a˜o de densidade, sendo essa caracter´ıstica ainda mais percept´ıvel em autoˆmatos
celulares unidimensionais, onde o raio de vizinhanc¸a e´ muio restrito.
Dezessete anos apo´s a proposta da primeira regra para soluc¸a˜o da tarefa de classi-
ficac¸a˜o de densidade (regra GKL), Land e Belew (1995) mostram que a DCT na˜o pode ser
resolvida perfeitamente com autoˆmatos celulares de dois estados com raio de vizinhanc¸a
r ≥ 1. Contudo, relaxando algumas das condic¸o˜es iniciais, pode-se encontrar regras que
nos proporcionam soluc¸o˜es quase perfeitas. Em (DE OLIVEIRA, 2014) encontra-se um
extenso levantamento quanto a`s diversas propostas de relaxamentos das restric¸o˜es pre-
sentes na definic¸a˜o de um autoˆmato celular cla´ssico para a DCT, dentre as quais pode-se
destacar:
• Condic¸a˜o de contorno fixa;
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• Combinac¸a˜o temporal de regras, onde determinada regra e´ adotada apo´s um nu´mero
pre´-determinado de passos de tempo;
• Autoˆmatos celulares na˜o uniformes, onde sa˜o atribu´ıdas diferentes regras para de-
terminas faixas de ce´lulas do reticulado;
• Regras com memo´ria, onde o histo´rico de alterac¸o˜es de estados das ce´lulas sa˜o
utilizados na avaliac¸a˜o da regra;
• Uso de regras estoca´sticas, ou seja, alterando a caracter´ıstica determin´ıstica na
alterac¸a˜o de estados das ce´lulas do reticulado;
• Avaliac¸a˜o ass´ıncrona de regras com o uso de agentes independentes, relaxando a
avaliac¸a˜o s´ıncrona encontrada na definic¸a˜o de um autoˆmato celular cla´ssico;
• Uso de mu´ltiplos estados (k ≥ 3), sendo que dois desses estados representam zeros
e uns (definidos na DCT ), e os demais estados representam valores auxiliares para
a computac¸a˜o da DCT.
2.4 Mecanismos Evolutivos
A chance de sobreviveˆncia de um indiv´ıduo esta´ intimamente ligada a` sua capacidade
de adaptac¸a˜o ao ambiente, definindo formalmente o processo de selec¸a˜o natural, onde os
indiv´ıduos detentores de caracter´ısticas mais apropriadas para enfrentar as adversidades
do ecossistema sa˜o aqueles com maior probabilidade de reproduzir-se e transmitir suas
caracter´ısticas aos seus descendentes (JONG, 2006). As diversas caracter´ısticas ditas
favora´veis sa˜o preservadas em detrimento das na˜o favora´veis. A descoberta da gene´tica
por Mendel veio a explicar mais tarde, como tais caracter´ısticas sa˜o transmitidas de uma
gerac¸a˜o para outra. As ideias originais de Darwin somadas a`s descobertas gene´ticas de
Mendel, vieram a criar o conceito de Neo-Darwinismo (FISHER, 1930).
Entre o final da de´cada de 1950 e 1960, o Neo-Darwinismo serviu de inspirac¸a˜o para
descrever a uso de mecanismos evolutivos para a soluc¸a˜o de problemas de otimizac¸a˜o.
Fogel, Owens e Walsh (1966) descrevem tais mecanismos no contexto de inteligeˆncia
artificial. No mesmo per´ıodo, John Holland descreve pela primeira vez o conceito de
algoritmo gene´tico e durante a de´cada de 70, formaliza o conceito na livro Adaptation in
Natural and Artificial Systems (HOLLAND, 1975).
Em determinadas classes de problemas, onde o espac¸o de busca e´ muito grande, as
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soluc¸o˜es o´timas na˜o podem ser encontradas em tempo aceita´vel pelos algoritmos exis-
tentes. Mecanismos evolutivos apresentam em tempo ha´bil soluc¸o˜es satisfato´rias, quando
na˜o a pro´pria soluc¸a˜o o´tima em si. Sa˜o mecanismos u´teis de busca por soluc¸o˜es para
problemas complexos, utilizando estruturas de dados computacionais, como vetores de
tamanho finito compostos por um alfabeto de s´ımbolos tambe´m finito. Os vetores atuam
como cromossomos, os itens do vetor sa˜o os genes e o alfabeto de s´ımbolos e´ o conjunto
de alelos. A soluc¸a˜o de um problema e´ representado por uma instaˆncia desse vetor.
Cada iterac¸a˜o do algoritmo representa uma gerac¸a˜o, onde e´ efetuada a avaliac¸a˜o,
selec¸a˜o, reproduc¸a˜o e mutac¸a˜o dos cromossomos. Os cromossomos detentores das car-
acter´ısticas desejadas sa˜o selecionados e cruzados entre si, gerando novos cromossomos.
Logo apo´s o cruzamento, os novos cromossomos sofrem mutac¸a˜o. Ambos os operadores
(cruzamento e a mutac¸a˜o) esta˜o condicionados a uma certa probabilidade. Conforme as
gerac¸o˜es avanc¸am, os genes dos cromossomos convergem para a soluc¸a˜o desejada. Esse
mecanismo automaticamente descarta as soluc¸o˜es na˜o adequadas, assim como a selec¸a˜o




Na busca evolutiva por topologias, cria-se uma populac¸a˜o inicial contendo n in-
div´ıduos, cada um representado por uma rede Booleana regular de grau k contendo
m = 149 no´s, processadas por ate´ η = 2m passos de tempo, um padra˜o encontrado
na maioria dos estudos relacionados a DCT, como em (CHIRA; ANDREICA, 2014) e
(DARABOS; GIACOBINI; TOMASSINI, 2007). Adotam-se 1000 configurac¸o˜es de esta-
dos iniciais distintas com distribuic¸a˜o binomial e nearly-balanced. Em seguida, para cada
um dos indiv´ıduos efetua-se a operac¸a˜o de reconexa˜o de arestas descrito em (WATTS;
STROGATZ, 1998) e avalia-se a aptida˜o (fitness) de cada um dos indiv´ıduos, sendo esse









1, se a DCT e´ avaliada com sucesso0, caso contra´rio onde,
d e´ um indiv´ıduo pertencente a` populac¸a˜o,
ζ e´ numero de configurac¸o˜es iniciais,
cii e´ a i-ne´sima configurac¸a˜o inicial, e
η e´ o nu´mero de passos de tempo.
(5)
Apo´s a avaliac¸a˜o de aptida˜o, efetua-se a operac¸a˜o de elitismo, mantendo para a
pro´xima gerac¸a˜o uma parcela dos indiv´ıduos com as melhores avaliac¸o˜es, e em seguida
efetua-se o processo de selec¸a˜o pela roleta (JONG, 2006) nos indiv´ıduos na˜o selecionados
pelo processo de elitismo, onde a probabilidade de selec¸a˜o pSelec de um indiv´ıduo g e´
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g e´ um indiv´ıduo na˜o selecionado pelo procedimento de elitismo, e
ξ e´ o nu´mero de indiv´ıduos na˜o selecionados pelo procedimento de elitismo.
(6)
Nota-se que um indiv´ıduo g pode ser selecionado mais de uma vez, portanto indiv´ıduos
mais aptos tera˜o maiores chances de serem selecionados.
Figura 15: Mecanismo de selec¸a˜o pela roleta.
Na sequeˆncia, realiza-se a operac¸a˜o de mutac¸a˜o, onde para cada no´ da rede muda-se
aleatoriamente um de seus vizinhos, condicionando tal operac¸a˜o a` uma probabilidade pr.
Finalmente, repete-se o ciclo de selec¸a˜o, elitismo e mutac¸a˜o por z gerac¸o˜es. Analogamente,
adota-se a mesma estrate´gia na busca evolutiva de regras, onde os indiv´ıduos sa˜o as regras
e na˜o as topologias.
Na busca evolutiva por topologias, optou-se por na˜o efetuar cruzamentos (JONG,
2006) entre indiv´ıduos, visto que ao definir um ponto de corte nas matrizes de adjaceˆncias
das redes, ocorre perda de arestas nos indiv´ıduos gerados por tal cruzamento, o que
compromete a integridade dos indiv´ıduos.
Considera-se em particular para as duas buscas uma populac¸a˜o com 100 indiv´ıduos,
processados sequencialmente por 200 gerac¸o˜es na busca evolutiva de topologias e por 100
gerac¸o˜es na busca evolutiva por regras. A justificativa para tais valores se encontra nas
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limitac¸o˜es de processamento e memo´ria dos computadores utilizados para executar os
experimentos.
Quanto ao tipo de distribuic¸a˜o estat´ıstica das condic¸o˜es iniciais, utilizam-se dois tipos:
binomial e nearly balanced, sendo que na distribuic¸a˜o do tipo nearly balanced a diferenc¸a
entre 0’s e 1’s e´ de apenas 1 unidade.
Outro ponto a destacar, e´ que na busca evolutiva por topologias, apenas a topologia
da rede sofrera´ evoluc¸a˜o e a regra de transic¸a˜o de estados dos no´s (func¸a˜o booleana)
permanecera´ fixa, sendo ela a regra da maioria da vizinhanc¸a, onde define-se o estado do
no´ obtendo-se o estado majorita´rio entre os no´s adjacentes. Em caso de empate, obteˆm-se
um estado dentre 0 e 1 com 50% de probabilidade para cada.
Ja´ na busca evolutiva por regras, a regra sofre evoluc¸a˜o e as topologias permanecem
fixas. Utiliza-se como ponto de partida a func¸a˜o booleana representada pela configurac¸a˜o
bina´ria da regra da maioria da vizinhanc¸a, adotando a representac¸a˜o lexicogra´fica de
regras de autoˆmatos celulares descrita em (WOLFRAM, 1984). Em um autoˆmato celular
cla´ssico com tamanho de vizinhanc¸a fixo, e´ necessa´rio possuir apenas uma u´nica func¸a˜o
Booleana para todos as ce´lulas. Ja´ em uma rede Booleana com tamanhos de vizinhanc¸a
irregulares, fez-se necessa´ria a adoc¸a˜o de uma func¸a˜o booleana espec´ıfica por tamanho de
vizinhanc¸a.
Diferente da busca evolutiva por topologias, desta vez os indiv´ıduos passam por cruza-
mento, efetuando-se todas as combinac¸o˜es poss´ıveis de pares de indiv´ıduos, onde em cada
par escolhe-se aleatoriamente um u´nico ponto de corte na sequeˆncia de bits. Ja´ no pro-
cesso de mutac¸a˜o, para cada um dos bits e´ efetuada a sua inversa˜o (flip) condicionada a
uma probabilidade pf .
Nas duas buscas evolutivas (topologia e regras) optou-se pela regra da maioria da
vizinhanc¸a como ponto de partida, pois foi constatado reduc¸a˜o de esforc¸o computacional
na busca evolutiva frente ao uso de uma configurac¸a˜o aleato´ria qualquer.
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3.1 Relac¸a˜o entre probabilidade de reconexa˜o de arestas e Co-
eficiente Oˆmega (ω)
Na Figura 10 (Sec¸a˜o 2.1.3) podemos ver a evoluc¸a˜o dos valores de caminho mı´nimo
me´dio (L) e coeficiente de agrupamento (C) em func¸a˜o da probabilidade de reconexa˜o de
arestas (p). Pore´m, fez-se necessa´ria a obtenc¸a˜o de uma relac¸a˜o entre os valores de p e ω,
pois o mecanismo evolutivo cria inicialmente os indiv´ıduos em func¸a˜o de ω e na˜o p. Isso
ocorre, pois o valor da probabilidade de reconexa˜o de arestas e´ insuficiente para definir um
indiv´ıduo com as caracter´ısticas de mundo pequeno mais marcantes (−0, 5 ≤ ω ≤ 0, 5)
(TELESFORD et al., 2011). De modo a identificar uma relac¸a˜o entre p e ω, criam-se 4
conjuntos para o valor da probabilidade de reconexa˜o de arestas:
• 0 ≤ p ≤ 0, 001 (redes mais pro´ximas do espectro regular);
• 0, 001 ≤ p ≤ 0, 01 (redes com as caracter´ısticas marcantes de mundo pequeno -
baixo caminho mı´nimo me´dio (L) e alto coeficiente de agrupamento (C));
• 0, 01 ≤ p ≤ 0, 1 (redes de mundo pequeno, pore´m ja´ com uma certa degradac¸a˜o do
coeficiente de agrupamento C);
• 0, 1 ≤ p ≤ 1 (redes mais pro´ximas do espectro aleato´rio).
Em seguida, dividiu-se cada um dos conjuntos acima em 200 partes iguais, sendo cada
parte um valor de p para a gerac¸a˜o de uma rede de mundo pequeno atrave´s do modelo
descrito em (WATTS; STROGATZ, 1998). O modelo utilizou em sua inicializac¸a˜o redes
regulares com grau igual a 8, representado assim reticulados com raio de vizinhanc¸a r = 4.
Apo´s a obtenc¸a˜o das redes de mundo pequeno, avaliou-se o valor de ω(p) para cada uma
delas. Abaixo podemos ver o gra´fico do paraˆmetro ω em func¸a˜o de p para as 800 redes,
ou seja, 200 redes por conjunto:
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Figura 16: Relac¸a˜o entre probabilidade de reconexa˜o de arestas e ω.
De modo a verificar a homogeneidade dos valores obtidos nessa ana´lise, efetuou-se a
divisa˜o de cada um dos 4 conjuntos em quartis, e para cada quartil, obteve-se o ponto
me´dio entre o ponto inicial e o ponto de corte do quartil, totalizando 16 pontos me´dios.
Para cada ponto me´dio foram criadas 1000 redes de mundo pequeno, tomando como
probabilidade p para o modelo Watts-Strogatz o valor do ponto me´dio em si. Em seguida,
obteve-se a me´dia µ e o desvio padra˜o (σ) dos 1000 valores de oˆmega obtidos. Apesar
do domı´nio de ω (−1 ≤ ω ≤ 1) contemplar nu´meros negativos, podemos normalizar o
valor de ω adicionando 1, transformando-o de uma escala intervalar em uma escala de
raza˜o, adequada para o ca´lculo do coeficiente de variac¸a˜o CV = σ
µ
(SHUANG, 2012), que
descrevera´ a homogeneidade de ω.
A classificac¸a˜o do valor CV em baixo, me´dio ou alto, varia de acordo com a aplicac¸a˜o.
Nesse caso, para o domı´nio do valor de ω, uma variabilidade de ate´ 20% e´ considerado
baixo.
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p µ µ+ 1 σ CV (%)
0,000125 -0,720 0,280 0,024632 8,805
0,000375 -0,695 0,305 0,042885 14,046
0,000625 -0,674 0,326 0,049851 15,275
0,000875 -0,652 0,348 0,056483 16,228
0,002125 -0,568 0,432 0,064341 14,889
0,004375 -0,453 0,547 0,064651 11,822
0,006625 -0,374 0,626 0,058485 9,340
0,008875 -0,306 0,694 0,057262 8,249
0,021250 -0,063 0,937 0,051836 5,535
0,043750 0,210 1,210 0,047863 3,954
0,066250 0,399 1,399 0,041179 2,944
0,088750 0,538 1,538 0,037183 2,418
0,212500 0,864 1,864 0,016876 0,905
0,437500 0,926 1,926 0,010157 0,527
0,662500 0,927 1,927 0,010504 0,545
0,887500 0,926 1,926 0,010244 0,532
Tabela 1: Ana´lise da variabilidade de ω.
Analisando a variabilidade do paraˆmetro ω, podemos concluir que a homogeneidade
em relac¸a˜o a probabilidade p e´ alta, permitindo a associac¸a˜o entre o valor p e ω ilustrada
no gra´fico da Figura 16.
3.2 Variac¸a˜o do coeficiente de agrupamento (C) frente a` operac¸a˜o
de mutac¸a˜o
Durante os experimentos, verificou-se que a operac¸a˜o de mutac¸a˜o (reconexa˜o de
aresta) realizava 2 tipos de variac¸o˜es no valor do coeficiente de agrupamento (C) dos
indiv´ıduos:
• Decre´scimo caso o indiv´ıduo possu´ısse coeficiente de agrupamento alto;
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• Acre´scimo ou decre´scimo caso o indiv´ıduo possu´ısse coeficiente de agrupamento
baixo.
Pore´m, a escala de magnitude dos 2 tipos de modificac¸o˜es na˜o se compara em pro-
porcionalidade. Em outras palavras, efetuar uma mutac¸a˜o em um indiv´ıduo com coefi-
ciente de agrupamento alto implica em uma perturbac¸a˜o maior em termos proporcionais
do que efetuar mutac¸a˜o em um indiv´ıduo com coeficiente de agrupamento mais baixo.
Ao efetuar mutac¸a˜o em indiv´ıduos com coeficiente de agrupamento baixo, observam-se
decre´scimos e acre´scimos inferiores em proporcionalidade comparado com os decre´scimos
dos indiv´ıduos com coeficiente de agrupamento alto, e em alguns casos pode-se observar
nenhuma variac¸a˜o. Portanto, quanto menor o valor do coeficiente de agrupamento de um
indiv´ıduo, menor sera´ a perturbac¸a˜o desse coeficiente na operac¸a˜o de mutac¸a˜o.
Para demonstrar isso, foi analisada a alterac¸a˜o do coeficiente de agrupamento para as
mesmas 800 redes analisadas na Sec¸a˜o 3.1. Para cada uma dessas redes, foram efetuadas
tentativas de reconexa˜o, simulando uma mutac¸a˜o com probabilidade de 10% em cada um
dos no´s da rede. Apo´s cada operac¸a˜o de reconexa˜o, avaliava-se a diferenc¸a entre os valores
do coeficiente de agrupamento antes e depois da reconexa˜o.
Figura 17: Variabilidade do coeficiente de agrupamento na operac¸a˜o de reconexa˜o.
Na Figura 17, pode-se ver o gra´fico de variac¸a˜o do coeficiente de agrupamento apo´s a
operac¸a˜o de reconexa˜o para as 800 redes no intervalo de probabilidade entre 0 e 1. Con-
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forme afirmado anteriormente, nota-se que a reconexa˜o de arestas influencia fortemente no
decre´scimo do coeficiente de agrupamento C quando as redes pertencem aos treˆs primeiros
grupos (0 ≤ p ≤ 0, 1). Observa-se tambe´m que o primeiro momento em que C assume
valores positivos ocorre quando p > 0, 24, ou seja, redes referentes ao quarto conjunto
(0, 1 ≤ p ≤ 1). Pore´m tais acre´scimos na˜o esta˜o na mesma proporc¸a˜o dos decre´scimos




4.1 Busca evolutiva de topologias em determinadas faixas de ω
Neste experimento, a populac¸a˜o sera´ composta por redes pertencentes a determinadas
faixas de valores de ω, utilizando um valor de elitismo de 10% e probabilidade de mutac¸a˜o
de 1%, valores esses que empiricamente provaram ser mais adequados para a convergeˆncia
do mecanismo, considerando as limitac¸o˜es de processamento e memo´ria dos computadores
utilizados na execuc¸a˜o da busca.
Procura-se assim, identificar as faixas de valores de ω onde se encontram redes com boa
performance (acima de 80%) na tarefa de classificac¸a˜o de densidade. O valor de Creticulado
para o ca´lculo de ω foi obtido a partir de uma rede regular de grau k = 8, representando
assim a estrutura de um reticulado com raio de vizinhanc¸a r = 4. Essa configurac¸a˜o
de topologia servira´ como refereˆncia (benchmark) para todas as outras topologias encon-
tradas pelo mecanismo evolutivo.
Vale ressaltar que o intervalo −1 ≤ ω ≤ −0, 75 na˜o foi analisado, pois uma rede
regular de grau k = 8 possui a maior regularidade poss´ıvel no experimento, conduzindo
a um valor de ω pro´ximo a −0, 73. Desta forma, na˜o e´ poss´ıvel encontrar redes com ω
pertencentes ao intervalo [−1,−0, 75], visto que a cada nova iterac¸a˜o da busca evolutiva
a reconexa˜o de arestas reduz a regularidade do grafo, consequentemente incrementando o
valor de ω.
Durante todas as execuc¸o˜es, sera˜o avaliados: valor de caminho mı´nimo me´dio (L),
coeficiente de agrupamento (C), coeficiente ω, o valor de avaliac¸a˜o da tarefa de classi-
ficac¸a˜o de densidade (DCT ) dos indiv´ıduos e o nu´mero de passos de tempo necessa´rios
para obtenc¸a˜o da resposta a` DCT.
A seguir, pode-se ver um resumo dos resultados obtidos:
33
Binomial Nearly Balanced
Execuc¸a˜o p faixa de ω ω DCT (%) ω DCT (%)
1 0,00000 [-0,75, -0,50] -0,503 0,2 -0,731 0
2 0,00267 [-0,50, -0,25] -0,250 0,3 -0,497 0
3 0,00969 [-0,25, 0,00] -0,001 0,7 -0,243 0
4 0,02710 [ 0,00, 0,25] 0,248 3,6 0,249 0,2
5 0,05320 [ 0,25, 0,50] 0,500 28,4 0,497 2,2
6 0,08965 [ 0,50, 0,75] 0,750 79,6 0,750 38,5
7 0,14500 [ 0,75, 1,00] 0,936 88,2 0,883 52,6
Tabela 2: Resultados encontrados na busca evolutiva de topologias.
A seguir, nas Figuras 18 e 19, pode-se observar as topologias dos melhores indiv´ıduos
ao final das 7 execuc¸o˜es, tanto para as distribuic¸o˜es do tipo binomial e nearly balanced.
A medida que ω e´ incrementado, nota-se visualmente cada vez mais a presenc¸a de arestas
reconectadas que atuam como atalho (Figura 8 - Sec¸a˜o 2.1.3), o que contribui para a









Figura 18: Representac¸o˜es visuais para as redes com o melhor desempenho na DCT com
distribuic¸a˜o binomial e nearly balanced nas execuc¸o˜es de 1 a 4.
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Binomial Nearly Balanced




Figura 19: Representac¸o˜es visuais para as redes com o melhor desempenho na DCT com
distribuic¸a˜o binomial e nearly balanced nas execuc¸o˜es de 5 a 7.
Quanto a distribuic¸a˜o de condic¸o˜es iniciais do tipo binomial, verificam-se resultados
de ate´ 88,2% para a DCT (Tabela 2), sendo que a avaliac¸a˜o melhora conforme ω → 1,
ou seja, valores de ω referentes a redes com caracter´ısticas mais pro´ximas das aleato´rias,
pore´m sem realmente serem em esseˆncia. Em todas as execuc¸o˜es, a topologia obtida
ao final e´ mais robusta que a de uma rede aleato´ria. Isso acontece, pois ao se remover
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aleatoriamente um no´ ou aresta de uma rede com coeficiente de agrupamento maior, caso
das redes com ω < 1, a informac¸a˜o a ser transmitida pela rede encontra outra rota para
se disseminar, contribuindo positivamente na avaliac¸a˜o da DCT.
Em todas as execuc¸o˜es, foram identificadas quedas de performance entre as gerac¸o˜es
(Apeˆndices A.4 e B.4). Isso e´ devido a renovac¸a˜o total das condic¸o˜es iniciais a cada inicio
de gerac¸a˜o. Apesar dessa queda de performance entre as gerac¸o˜es, na˜o houve comprome-
timento na obtenc¸a˜o de um valor convergente para a aptida˜o (fitness) do indiv´ıduo.
Ja´ para a distribuic¸a˜o do tipo nearly balanced, notam-se valores inferiores em termos
comparativos com a distribuic¸a˜o do tipo binomial. Isso ja´ era esperado pelo fato de ser a
distribuic¸a˜o de condic¸a˜o inicial mais dif´ıcil para a tarefa de classificac¸a˜o de densidade (DE
OLIVEIRA, 2014). Devido a` essa caracter´ıstica, e´ poss´ıvel notar que para as execuc¸o˜es
1, 2 e 3 o mecanismo evolutivo na˜o consegue encontrar topologias suficientemente boas
para melhorar a performance na DCT. Por isso, os valores de caminho mı´nimo me´dio (L),
coeficiente de agrupamento (C), coeficiente oˆmega (ω), avaliac¸a˜o da DCT e o nu´mero de
passos de tempo usados permanecem constantes para essas execuc¸o˜es.
Quanto ao caminho mı´nimo me´dio (L) dos experimentos com distribuic¸a˜o binomial,
constatam-se decre´scimos em todas as execuc¸o˜es (Apeˆndice A.1). O mesmo nota-se para
a distribuic¸a˜o do tipo nearly balanced (Apeˆndice B.1). Portanto, conclui-se que a dis-
seminac¸a˜o de informac¸a˜o pelos no´s das redes encontradas nessas execuc¸o˜es e´ efetuada em
poucos passos.
Conforme ja´ dito na Sec¸a˜o 3.2, o coeficiente de agrupamento (C) sofre acre´scimos e
decre´scimos de acordo com as faixas de ω. Nos Apeˆndices A.2 e B.2, pode-se observar
a tendeˆncia de decre´scimos do coeficiente de agrupamento em todas as execuc¸o˜es, o que
demonstra que a operac¸a˜o de mutac¸a˜o realmente favorece mais o decre´scimo do que o
acre´scimo no coeficiente de agrupamento.
Nos Apeˆndices A.3 e B.3, nota-se que durante as execuc¸o˜es os valores de oˆmega (ω)
tendem para o limite superior do intervalo, sendo que ao final de todas as execuc¸o˜es
alcanc¸a-se o limite superior da faixa de oˆmega.
Quanto aos valores relativos a` tarefa de classificac¸a˜o de densidade, nos Apeˆndices A.4
e B.4, pode-se verificar a evoluc¸a˜o dos valores utilizando as distribuic¸o˜es do tipo binomial
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e nearly balanced respectivamente. Ja´ nos Apeˆndices A.5 e B.5, veˆ-se a evoluc¸a˜o do
nu´mero de passos de tempo necessa´rios para avaliac¸a˜o da DCT com sucesso, onde nota-
se a necessidade de poucos passos de tempo comparados aos η = 2m passos de tempo
utilizados como limite (vide Sec¸a˜o 2.4 para mais detalhes).
4.2 Evoluc¸a˜o temporal da Tarefa de Classificac¸a˜o de Densidade
DCT
Nos Apeˆndices A.5 e B.5 verifica-se em todas as execuc¸o˜es a necessidade de um nu´mero
pequeno de passos de tempo para se obter um valor correto da DCT, valores esses inferiores
aos η = 2m passos de tempo utilizados como limite. Abaixo, veˆ-se a evoluc¸a˜o temporal
da rede Booleana para os casos em que a DCT e´ avaliada com sucesso:
Figura 20: Exemplo de 5 evoluc¸o˜es temporais para DCT avaliadas com sucesso.
Uma outra caracter´ıstica e´ a que o processamento do autoˆmato alcanc¸a o valor de
η = 2m passos de tempo apenas nos casos em que a DCT falha. A raza˜o disso ocorrer
e´ que estamos utilizando a regra da maioria (vide a Sec¸a˜o 3.2 para mais detalhes), que e´
uma regra limitada e na˜o proporciona uma boa evoluc¸a˜o temporal dos valores. Isso fica
evidente nos blocos de estados que permanecem fixos durante toda a evoluc¸a˜o temporal
do autoˆmato celular, na˜o permitindo a convergeˆncia para um ponto fixo:
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Figura 21: Exemplo de evoluc¸a˜o temporal para DCT avaliada com falha.
Ha´ casos em que o estado fixo emerge, pore´m com o inverso do esperado:
Figura 22: Exemplo de 2 evoluc¸o˜es temporais com estado final fixo para DCT com falha.
4.3 Busca evolutiva de regras
Conforme os resultados apresentados nas Sec¸o˜es 4.1 e 4.2, a busca evolutiva por topolo-
gias utilizando exclusivamente a regra da maioria encontra em determinado momento
uma limitac¸a˜o, na˜o conseguindo encontrar valores melhores para a avaliac¸a˜o da DCT.
De modo a superar isso, efetua-se um processo de busca evolutiva a partir da regra da
maioria da vizinhanc¸a, utilizando as topologias de redes encontradas no primeiro exper-
imento (Sec¸a˜o 4.1). As regras sera˜o representadas por sequeˆncias de bits, obedecendo a
representac¸a˜o lexicogra´fica sugerida em (WOLFRAM, 1984). Como estamos lidando com
vizinhanc¸as irregulares, cada tamanho de vizinhanc¸a sera´ representada por uma sequeˆncia
de bits, permitindo assim a evoluc¸a˜o de cada tamanho espec´ıfico de vizinhanc¸a.
Diferente do primeiro experimento, os indiv´ıduos desta vez passam por cruzamento,
onde obteˆm-se todas as combinac¸o˜es poss´ıveis de pares de indiv´ıduos e para cada com-
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binac¸a˜o escolhe-se aleatoriamente um u´nico ponto na sequeˆncia de bits para efetuar o
cruzamento. No processo de mutac¸a˜o, cada um dos bits sofre uma inversa˜o de valor (flip)
condicionada a` uma probabilidade de 0.1%.
Como podemos ver na Tabela 3, a busca evolutiva de regras se mostrou efetiva na
melhoria de performance na tarefa de classificac¸a˜o de densidade nas redes obtidas pelo
primeiro experimento, tanto para a distribuic¸a˜o do tipo binomial quanto para nearly
balanced. Quanto a`s execuc¸o˜es que utilizaram a distribuic¸a˜o de condic¸o˜es iniciais do tipo
binomial, nota-se a melhoria de performance mais substancial na execuc¸a˜o que utilizou
uma rede com ω = 0, 5, onde observa-se a transic¸a˜o do valor de performance de 28, 4%
no primeiro experimento, para 85, 8% neste segundo experimento. A mesma rede com
ω = 0, 5, apresentou melhoria de performance substancial na classificac¸a˜o de densidade
para a distribuic¸a˜o do tipo nearly balanced, indo do valor de 2, 2% no primeiro experimento
para 54, 1% neste segundo experimento. Todos os gra´ficos de evoluc¸a˜o da avaliac¸a˜o da
DCT para todas as execuc¸o˜es referentes as distribuic¸o˜es do tipo binomial e nearly balanced
podem ser observados respectivamente no Apeˆndice C.1 e Apeˆndice C.2.
Binomial Nearly Bal.
DCT (%) DCT (%)
Execuc¸a˜o ω antes depois ω antes depois
1 -0,503 0,2 52,9 -0,731 0 54,8
2 -0,250 0,3 53,8 -0,497 0 53,4
3 -0,001 0,7 53,1 -0,243 0 54,9
4 0,248 3,6 53,6 0,249 0,2 54,0
5 0,500 28,4 85,8 0,497 2,2 54,1
6 0,750 79,6 88,8 0,750 38,5 61,0
7 0,936 88,2 89,5 0,883 52,6 62,0
Tabela 3: Resultados antes e depois das execuc¸o˜es da busca evolutiva de regras.
4.4 Teste de esforc¸o da DCT nos melhores indiv´ıduos
A partir dos experimentos anteriores, efetua-se um teste de esforc¸o da DCT nos
melhores indiv´ıduos encontrados. Os resultados podem ser vistos na Tabela 4, onde para
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cada indiv´ıduo foram testadas 1.000.000 de condic¸o˜es iniciais com distribuic¸a˜o binomial e
nearly-balanced, procurando assim identificar o qua˜o consistentes sa˜o os resultados obtidos
nos experimentos.
Ja´ eram esperadas reduc¸o˜es de performance em todos os indiv´ıduos, visto que o teste
de esforc¸o utiliza 1.000.000 de condic¸o˜es iniciais, um valor superior a`s 1000 condic¸o˜es
iniciais utilizadas nos experimentos. Quanto ao teste de esforc¸o nos indiv´ıduos encontrados
pela busca evolutiva de topologias, notam-se variac¸o˜es mais acentuadas nos indiv´ıduos com
performance ≤ 50%, ou seja, uma performance inferior ao ato de escolher aleatoriamente
entre os estados 0 e 1. Ja´ nos indiv´ıduos com performance superior a 50% notam-se
reduc¸o˜es menores de performance entre 4, 23% e 10, 46%. Quanto ao teste de esforc¸o nos
indiv´ıduos encontrados pela busca evolutiva de regras, notam-se variac¸o˜es entre 4, 34% e
10, 13%.
Busca Evolutiva de Topologias
Binomial (%) Nearly Bal. (%)
ω antes depois variac¸a˜o ω antes depois variac¸a˜o
-0,503 0,2 0,0095 -95,25 -0,731 0 0 0
-0,250 0,3 0,0267 -91,10 -0,497 0 0 0
-0,001 0,7 0,1065 -84,79 -0,243 0 0 0
0,248 3,6 1,8039 -49,89 0,249 0,2 0,0015 -99,25
0,500 28,4 24,2732 -14,53 0,497 2,2 1,0218 -53,55
0,750 79,6 75,6350 -4,98 0,750 38,5 33,5844 -12,77
0,936 88,2 84,4725 -4,23 0,883 52,6 47,0992 -10,46
Tabela 4: Resultados antes e depois do teste de esforc¸o da DCT para os melhores in-
div´ıduos obtidos pela busca evolutiva de topologias.
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Busca Evolutiva de Regras
Binomial (%) Nearly Bal. (%)
ω antes depois variac¸a˜o ω antes depois variac¸a˜o
-0,503 52,9 50,0435 -5,40 -0,731 54,8 50,0017 -8,76
-0,250 53,8 50,0018 -7,06 -0,497 53,4 49,9969 -6,37
-0,001 53,1 50,0354 -5,77 -0,243 54,9 49,9693 -8,98
0,248 53,6 50,0869 -6,55 0,249 54,0 50,0217 -7,37
0,500 85,8 82,0799 -4,34 0,497 54,1 50,0681 -7,45
0,750 88,8 84,1779 -5,21 0,750 61,0 55,6484 -8,77
0,936 89,5 85,3244 -4,67 0,883 62,0 55,7184 -10,13
Tabela 5: Resultados antes e depois do teste de esforc¸o da DCT para os melhores in-




Neste trabalho, avaliou-se de maneira sistema´tica o uso do coeficiente oˆmega como
paraˆmetro em buscas evolutivas de topologias de rede aplica´veis a` tarefa de classificac¸a˜o
de densidade, e os resultados evidenciam que o uso do indicador oˆmega (ω) mostrou-se
eficaz na explorac¸a˜o do vasto espac¸o de topologias, sendo mais assertivo do que a simples
observac¸a˜o dos valores de caminho mı´nimo me´dio (L) e coeficiente de agrupamento (C).
Uma poss´ıvel extensa˜o desta abordagem e´ a avaliac¸a˜o de diferentes valores de Creticulado,
visto que esse valor funciona como refereˆncia (benchmarking) no ca´lculo do valor de oˆmega
(ω).
O nu´mero de passos de tempo necessa´rios para se obter um valor correto na tarefa de
classificac¸a˜o de densidade foram inferiores aos η = 2m passos de tempo utilizados como
limite (vide Apeˆndices A.5 e B.5). O valor de η = 2m passos de tempo e´ alcanc¸ado
apenas nos casos em que a DCT falha, e a raza˜o disso ocorrer e´ que em determinados
momentos a transfereˆncia de informac¸o˜es de densidade pela rede fica comprometida de-
vido a alguma particularidade da topologia ou da regra de avaliac¸a˜o de estados (func¸a˜o
Booleana). Isso fica evidente nos blocos de estados que permanecem fixos durante toda a
evoluc¸a˜o temporal (Sec¸a˜o 4.2), na˜o permitindo a convergeˆncia para um estado fixo.
Ao executar-se a busca evolutiva de regras, a partir da regra da maioria da vizin-
hanc¸a, encontraram-se regras com uma melhora substancial de performance na DCT,
demonstrando que a busca evolutiva de topologias sucedida pela busca evolutiva de re-
gras e´ efetiva. Apo´s isso, realizou-se uma pequena alterac¸a˜o no mecanismo evolutivo,
combinando na mesma execuc¸a˜o a evoluc¸a˜o alternada de topologias e regras a cada nova
gerac¸a˜o. Essa pequena incursa˜o na˜o se mostrou proveitosa, pois a evoluc¸a˜o de uma topolo-
gia implica na alterac¸a˜o das vizinhanc¸as dos no´s. Isso invalida a configurac¸a˜o da sequeˆncia
de bits corrente que representa a regra, afetando assim a convergeˆncia dos valores de ap-
tida˜o (fitness) do indiv´ıduos. Portanto, a abordagem de dividir a evoluc¸a˜o de topologias
e regras em dois experimentos mostra-se mais adequada.
Quanto aos valores de aptida˜o (fitness) encontrados na busca evolutiva de topolo-
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gias, podemos afirmar que o mecanismo evolutivo combinado com a me´trica oˆmega (ω)
superou o valor de 82,3% encontrado no estudo realizado por Chira e Andreica (2014),
encontrando um valor de 84,47% na avaliac¸a˜o da DCT (vide Tabela 2). Devido a natureza
probabil´ıstica da adic¸a˜o de arestas do experimento realizado por Chira e Andreica (2014),
na˜o e´ poss´ıvel colocar em total comparac¸a˜o ambos os experimentos. Portanto, sugere-se
como extensa˜o o aperfeic¸oamento do mecanismo evolutivo deste trabalho, com adic¸a˜o e
remoc¸a˜o de arestas condicionadas a` uma determinada probabilidade.
Quanto a` topologia das redes com melhor performance encontradas (Figuras 18 e 19 -
Sec¸a˜o 4.1), pode-se afirmar que tais topologias esta˜o bem pro´ximas dos espectro de redes
aleato´rias (ω = 1), pore´m sem realmente serem em sua esseˆncia. Redes com ω < 1 sa˜o
mais robustas que redes aleato´rias, conforme explicado na Sec¸a˜o 4.1, por isso sa˜o boas
candidatas quando necessita-se de robustez e poder de disseminac¸a˜o de informac¸o˜es entre
os no´s.
Sugere-se como extensa˜o, uma explorac¸a˜o do espac¸o de topologias livres de escala
(scale-free), visto que a distribuic¸a˜o de graus de no´s dos melhores indiv´ıduos (Figuras
(Figuras 18 e 19) - Sec¸a˜o 4.1) evidenciam um padra˜o assime´trico, possivelmente tendendo
a` distribuic¸o˜es regidas pela regra da poteˆncia (BARABASI; ALBERT, 1999).
Por fim, vale destacar que os resultados obtidos neste trabalho serviram de insumo
para a edic¸a˜o de um artigo cient´ıfico (DE MATTOS; DE OLIVEIRA, 2018), aceito pela
15a confereˆncia internacional DCAI (Distributed Computing and Artificial Intelligence) a
ser realizada entre os dias 20 e 22 de Junho de 2018 na cidade de Toledo (Espanha).
44
Apeˆndice A - Experimento da Sec¸a˜o 4.1 (binomial)
A.1 Gra´ficos de Evoluc¸a˜o do Caminho Mı´nimo Me´dio (L)
Figura 23: Evoluc¸a˜o do caminho mı´nimo me´dio nas execuc¸o˜es 1 e 2.
45
Figura 24: Evoluc¸a˜o do caminho mı´nimo me´dio nas execuc¸o˜es 3 e 4.
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Figura 25: Evoluc¸a˜o do caminho mı´nimo me´dio nas execuc¸o˜es 5 e 6.
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Figura 26: Evoluc¸a˜o do caminho mı´nimo me´dio na execuc¸a˜o 7.
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A.2 Gra´ficos de Evoluc¸a˜o do Coeficiente de Agrupamento (C)
Figura 27: Evoluc¸a˜o do coeficiente de agrupamento nas execuc¸o˜es 1 e 2.
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Figura 28: Evoluc¸a˜o do coeficiente de agrupamento nas execuc¸o˜es 3 e 4.
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Figura 29: Evoluc¸a˜o do coeficiente de agrupamento nas execuc¸o˜es 5 e 6.
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Figura 30: Evoluc¸a˜o do coeficiente de agrupamento na execuc¸a˜o 7.
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A.3 Gra´ficos de Evoluc¸a˜o do Coeficiente Oˆmega (ω)
Figura 31: Evoluc¸a˜o do coeficiente oˆmega nas execuc¸o˜es 1 e 2.
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Figura 32: Evoluc¸a˜o do coeficiente oˆmega nas execuc¸o˜es 3 e 4.
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Figura 33: Evoluc¸a˜o do coeficiente oˆmega nas execuc¸o˜es 5 e 6.
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Figura 34: Evoluc¸a˜o do coeficiente oˆmega na execuc¸a˜o 7.
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A.4 Gra´ficos de Evoluc¸a˜o da Avaliac¸a˜o da DCT
Figura 35: Evoluc¸a˜o da avaliac¸a˜o da DCT nas execuc¸o˜es 1 e 2.
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Figura 36: Evoluc¸a˜o da avaliac¸a˜o da DCT nas execuc¸o˜es 3 e 4.
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Figura 37: Evoluc¸a˜o da avaliac¸a˜o da DCT nas execuc¸o˜es 5 e 6.
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Figura 38: Evoluc¸a˜o da avaliac¸a˜o da DCT na execuc¸a˜o 7.
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A.5 Gra´ficos de Evoluc¸a˜o do Nu´mero de Passos de Tempo (η)
da DCT
Figura 39: Evoluc¸a˜o do nu´mero de passos de tempo da DCT nas execuc¸o˜es 1 e 2.
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Figura 40: Evoluc¸a˜o do nu´mero de passos de tempo da DCT nas execuc¸o˜es 3 e 4.
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Figura 41: Evoluc¸a˜o do nu´mero de passos de tempo da DCT nas execuc¸o˜es 5 e 6.
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Figura 42: Evoluc¸a˜o do nu´mero de passos de tempo da DCT na execuc¸a˜o 7.
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Apeˆndice B - Experimento da Sec¸a˜o 4.1 (Nearly Bal.)
B.1 Gra´ficos de Evoluc¸a˜o do Caminho Mı´nimo Me´dio (L)
Figura 43: Evoluc¸a˜o do caminho mı´nimo me´dio nas execuc¸o˜es 1 e 2.
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Figura 44: Evoluc¸a˜o do caminho mı´nimo me´dio nas execuc¸o˜es 3 e 4.
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Figura 45: Evoluc¸a˜o do caminho mı´nimo me´dio nas execuc¸o˜es 5 e 6.
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Figura 46: Evoluc¸a˜o do caminho mı´nimo me´dio na execuc¸a˜o 7.
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B.2 Gra´ficos de Evoluc¸a˜o do Coeficiente de Agrupamento (C)
Figura 47: Evoluc¸a˜o do coeficiente de agrupamento nas execuc¸o˜es 1 e 2.
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Figura 48: Evoluc¸a˜o do coeficiente de agrupamento nas execuc¸o˜es 3 e 4.
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Figura 49: Evoluc¸a˜o do coeficiente de agrupamento nas execuc¸o˜es 5 e 6.
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Figura 50: Evoluc¸a˜o do coeficiente de agrupamento na execuc¸a˜o 7.
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B.3 Gra´ficos de Evoluc¸a˜o do Coeficiente Oˆmega (ω)
Figura 51: Evoluc¸a˜o do coeficiente oˆmega nas execuc¸o˜es 1 e 2.
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Figura 52: Evoluc¸a˜o do coeficiente oˆmega nas execuc¸o˜es 3 e 4.
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Figura 53: Evoluc¸a˜o do coeficiente oˆmega nas execuc¸o˜es 5 e 6.
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Figura 54: Evoluc¸a˜o do coeficiente oˆmega na execuc¸a˜o 7.
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B.4 Gra´ficos de Evoluc¸a˜o da Avaliac¸a˜o da DCT
Figura 55: Evoluc¸a˜o da avaliac¸a˜o da DCT nas execuc¸o˜es 1 e 2.
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Figura 56: Evoluc¸a˜o da avaliac¸a˜o da DCT nas execuc¸o˜es 3 e 4.
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Figura 57: Evoluc¸a˜o da avaliac¸a˜o da DCT nas execuc¸o˜es 5 e 6.
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Figura 58: Evoluc¸a˜o da avaliac¸a˜o da DCT na execuc¸a˜o 7.
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B.5 Gra´ficos de Evoluc¸a˜o do Nu´mero de Passos de Tempo (η)
da DCT
Figura 59: Evoluc¸a˜o do nu´mero de passos de tempo da DCT nas execuc¸o˜es 1 e 2.
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Figura 60: Evoluc¸a˜o do nu´mero de passos de tempo da DCT nas execuc¸o˜es 3 e 4.
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Figura 61: Evoluc¸a˜o do nu´mero de passos de tempo da DCT nas execuc¸o˜es 5 e 6.
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Figura 62: Evoluc¸a˜o do nu´mero de passos de tempo da DCT na execuc¸a˜o 7.
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Apeˆndice C - Experimento da Sec¸a˜o 4.3
C.1 Gra´ficos de Evoluc¸a˜o da Avaliac¸a˜o da DCT (Binomial)
Figura 63: Evoluc¸a˜o da avaliac¸a˜o da DCT (binomial) nas execuc¸o˜es 1 e 2.
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Figura 64: Evoluc¸a˜o da avaliac¸a˜o da DCT (binomial) nas execuc¸o˜es 3 e 4.
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Figura 65: Evoluc¸a˜o da avaliac¸a˜o da DCT (binomial) nas execuc¸o˜es 5 e 6.
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Figura 66: Evoluc¸a˜o da avaliac¸a˜o da DCT (binomial) na execuc¸a˜o 7.
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C.2 Gra´ficos de Evoluc¸a˜o da Avaliac¸a˜o da DCT (Nearly Bal.)
Figura 67: Evoluc¸a˜o da avaliac¸a˜o da DCT (nearly balanced) nas execuc¸o˜es 1 e 2.
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Figura 68: Evoluc¸a˜o da avaliac¸a˜o da DCT (nearly balanced) nas execuc¸o˜es 3 e 4.
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Figura 69: Evoluc¸a˜o da avaliac¸a˜o da DCT (nearly balanced) nas execuc¸o˜es 5 e 6.
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Figura 70: Evoluc¸a˜o da avaliac¸a˜o da DCT (nearly balanced) na execuc¸a˜o 7.
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