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Latent drop-out hidden Markov model with
mixed effects
Maria Francesca Marino and Marco Alfo´
Abstract We propose a class of models for the analysis of longitudinal data subject
to non-ignorable drop-out. A mixed hidden Markov model for the longitudinal pro-
cess is introduced with a latent drop-out class describing the influence of missing-
ness on the response variable. A conditional generalized linear model is specified
for the longitudinal profile to express dependence between observations from the
same individual due to time-constant and time-varying latent characteristics. Fur-
thermore, a latent drop-out variable is considered to explain differences between
individuals having different drop-out patterns. The probability of being in one of
the drop-out class is modelled through an ordinal logit model, including the time to
drop-out as covariate. Parameter estimates are obtained via an EM algorithm to take
into account of the presence of several (discrete and continuous) latent variables.
Key words: Hidden Markov, random effects, latent drop-out.
1 Introduction
Longitudinal data represent repeated measures from a number of sample units
recorded over the time. The dependence between observations from the same indi-
vidual must be taken into account to obtain valid inferences: in a regression context,
this association can be ascribed to unobserved characteristics, i.e. omitted covariates
whose effects can be time-constant or time-varying. In such a situations, a suitable
approach is given by the so called mixed hidden Markov model, obtained by com-
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2 Latent drop-out hidden Markov model with mixed effects
bining the features of hidden Markov and mixed effect models. See among others [2]
and, for a thorough review, [11]. A common problem with longitudinal data is miss-
ingness in the form of a potentially non-ignorable drop-out; see [9] for a detailed
definition of drop-out characteristics. To account for dependence between measure-
ments and missingness, [16] propose, in a linear mixed model, a latent drop-out class
variable defining a number of drop-out patterns that are meant to explain differences
between subjects due to the presence of missing information. The model we propose
is obtained considering a mixed hidden Markov model conditional on a latent drop-
out class. This approach leads to a very flexible way to deal with longitudinal data
subject to monotone missingness: the mixed hidden Markov component allow us
to model dependence between observations due time-constant and time-varying la-
tent characteristics, while the drop-out latent class helps us model existing relations
between the longitudinal and the drop-out process, from a pattern mixture prospec-
tive. The plan of the paper follows. In section 2 we introduce the standard mixed
hidden Markov model. Sections 3 and 4 describe the proposed model and the EM
algorithm for parameters estimation. Last section contains concluding remarks and
outline future developments.
2 Mixed effect hidden Markov models
Mixed effect hidden Markov models (mHMMs) are obtained combining features
of hidden Markov and mixed effect models. The former assume the existence of
two related processes: a latent process with a markovian structure and an observed
measurement process used to describe the distribution of the response variable,
conditional on the hidden state. For general references, see [4, 17]. On the other
hand, mixed effect models, proposed by [7], are obtained introducing in the lon-
gitudinal response model one or more individual-specific random coefficients to
capture latent individual-specific characteristics. Let Yi(ti j) denote the longitudi-
nal response recorded on i = 1, ...,r individuals at times ti j, j = 1, ...,ni and de-
fine a homogeneous, hidden Markov chain {Si(ti j)} taking values in the finite set
S = {1, ...,m}. We assume that all the individuals share the same initial probability
vector δ = (δ1, ...,δm) and the same transition probability matrix Q= {qhk}. More
specifically, δh represents the prior probability of starting in state h, while qhk rep-
resents the probability of observing a transition from state h at time ti j−1 to k at
time ti j, with h,k = 1, ...,m, j = 1, ...,ni. Finally, let us define a vector of subject-
specific random parameters bi, following a multivariate Gaussian distribution with
zero mean and covariance matrix D. As it is standard in longitudinal data analysis,
we assume that the random coefficients vector bi is independent from the hidden
process {Si(ti j)}. Mixed HMMs are based on the following main assumptions. First,
the distribution of the observed responses at a given time point is influenced only by
the hidden state occupied at the same time and the time-constant, individual-specific
random effects. Second, conditional on the hidden state si(ti j) and the random vec-
tor bi, observations from the same subject are conditionally independent. Based on
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these hypothesis, the following expression holds
fy
(
yi(ti j) | yi(ti1: j−1),si(ti1: j),bi;ψ
)
= fy
(
yi(ti j) | si(ti j),bi;ψ
)
. (1)
Parameter estimation in the mixed hidden Markov models is typically done using
a maximum likelihood approach. Le us denote by Φ the set of all model param-
eters, i.e. the initial and transition probabilities of the hidden Markov process, the
longitudinal model parameters and the covariance matrix of the random effects. The
observed likelihood is obtained as
L(Φ) =
r
∏
i=1
f (yi) =
r
∏
i=1
∫
∑
si
fy(yi | si,bi;ψ) fs(si;δ ,Q) fb(bi;D)dbi. (2)
In many cases, this expression can not be directly maximized because of the pres-
ence of latent variables and of summation over mni terms for each unit; an EM al-
gorithm can, instead, be used. Here, both the hidden Markov and the random effects
parameters are treated as missing data and, because of the presence of continuous
latent variables, numerical approximation is required. A detailed discussion of the
EM algorithm is given in section 4.
3 Mixed HMMs with latent drop-out class
Suppose a longitudinal study is designed to collect repeated measures of a response
variable Y on r subjects. Let the measurement process be affected by monotone
missingness, i.e. some subjects leave the study before its completion time, present-
ing incomplete data: for each unit i = 1, ...,r, measurements are only available at
time points ti j, j = 1, ...,ni. The variable tini thus represents le length of time the
i− th subject participated in the study. We assume that the drop-out process may be
related to the measurement process because of the presence of unobserved factors
which may lead to non-ignorable missingness. In this context, one modelling ap-
proach is to assume that individuals with same drop-out time share some common
unobserved heterogeneity and, according with pattern mixture models proposed by
[8], the distribution of the complete responses is expressed as a mixture over dif-
ferent drop-out patterns. As pointed out by [16], this model specification can lead
to a huge number of strata and to biased estimates: a restricted number of drop-out
classes can be, instead, more suitable. To this purpose, let us introduce a drop-out
latent variable η i = (ηi1, ...,ηiG), such that ηig = 1,g = 1, ...,G, if i belongs to the
g− th class and zero else. We suppose that units within the same drop-out class
have some common latent characteristics which explain differences, in term of the
response variable, due to the drop-out process. We assume that η i, i = 1, ...,r, are
multinomial random variables with ordered categories representing different drop-
out propensities. The probability of having a drop-out propensity lower than a given
level is modelled as a monotone function of the length of observation tini , i.e. in-
creases in the drop-out time progressively increase or decrease the probability of
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being in one of the first q latent classes. Based on these assumptions, the following
ordinal logit model is specified:
Pr
( q
∑
l=1
ηil = 1 | tini
)
=
exp{λ0+λ1qtini}
1+ exp{λ0+λ1qtini}
(3)
where the constraints λ11 ≤ λ12, ...,≤ λ1G−1 on the slope parameters hold to ensure
that the probability of extreme categories increases with the width of the observation
window. Let’s now consider the hidden Markov process and the random coefficients
vector bi defined in seection 2. Based on the markovian property and considering
the presence of missing data, the individual-specific hidden Markov distribution can
be expressed as follows:
fs(si;δ ,Q) = δsi(ti1)
ni
∏
j=2
qsi(ti j−1)si(ti j) (4)
Given the current hidden state, the drop-out class and the random effects bi, obser-
vations from the same unit are independent with joint distribution
fy(yi | η i,Si,bi) =
ni
∏
j=1
fy
(
yi(ti j) | η i,si(ti j),bi
)
. (5)
In particular, we assume that responses have conditional distribution in the expo-
nential family [
Yi(ti j) | ηig = 1,Si(ti j) = h,bi
]∼ EF(θigh(ti j)), (6)
with canonical parameter described by the following regression model:
g[θigh(ti j)] = xi(ti j)′β h+ zi(ti j)
′bi+wi(ti j)′γg (7)
Here, xi(ti j) is a vector of covariates whose effects on the mean response are hid-
den state-specific. Covariates associated to class and individual-specific parameters
are, instead, denoted by wi(ti j) and zi(ti j). Obviously, these may overlap, at least
partially. Through model (7) we are able to take into account various sources of het-
erogeneity and dependence within subjects. First, state specific parameters β h can
be used to describe the effects of fixed covariates on the response variable due to
unit-specific dynamics. In this way, we account for correlation between measures
from the same unit, as in Heckman’s 1 true contagion, see [6] for references. Sec-
ond, subject and drop-out class specific parameters account for unobserved time-
constant heterogeneity, i.e. sources that are specific to each sample unit or shared
by members of the same drop-out class, mimicking a kind of spurious and induced
contagion. Based on such modelling assumptions and indicating with ψ the vector
1 The incidental parameters problem and the problem of initial conditions in estimating discrete
time-discrete data stochastic processes and some Monte Carlo evidence. In Manski, C.F., McFad-
den, D.: Structural analysis of discrete data. (1981)
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of longitudinal model parameters, the individual joint distribution of the observed
measurements, given the length of observation can be factorized as
f (yoi | tini) =
∫
∑
η isi
fy (yoi | η i,si,bi;ψ) fη(η i;λ ) fs(si;δ ,Q) fb(bi;D)dbi. (8)
where, yoi indicates observed response vector. As it is clear from (8), the drop-out
class summarizes all the information on the dependence between the longitudinal
and the missingness process. After conditioning on η , longitudinal measurements
do not depend on the drop-out process which can be considered ignorable. There-
fore, reliable inferences may be derived considering the observed data only.
4 Maximum likelihood estimation
Let Φ = (ψ,λ ,δ ,Q,D) represent the full set of model parameters; estimation may
be performed by using a maximum likelihood approach. Considering modelling as-
sumptions above, the observed log-likelihood is obtained as the sum of log individ-
ual contributions (8) and is given by:
`(Φ) =
r
∑
i=1
log
∫
∑
η i,si
fy (yoi | η i,si,bi;ψ) fη(η i;λ ) fs(si;δ ,Q) fb(bi;D)dbi (9)
Due to the presence of latent variables, the EM algorithm introduced by [5] is a
natural choice for parameter estimation. It is based on the definition of a complete
data log-likelihood where hidden states, random effects and latent drop-out class are
treated as missing data. Let uih(ti j) and uihk(ti j) be indicator variables for the hidden
Markov states. The former equals one if subject i is in state h at time ti j; the latter
equals one if i is in state h at time ti j−1 and in state k at time ti j. Likewise, vig is
a binary component indicator equal to one if the i− th unit belongs to the g− th
drop-out class. The complete data log-likelihood can be written as
`c(Φ) =
r
∑
i=1
{ m
∑
h=1
uih(ti1) logδh+
ni
∑
j=2
m
∑
h,k=1
uihk(ti j) logqhk +
G
∑
g=1
vig logpiig
+
ni
∑
j=1
m
∑
h=1
G
∑
g=1
uih(ti j)vig log fy(yi(ti j) | g,h,bi;ψ)+ log fb(bi;D)
}
(10)
where fy(yi(ti j) | g,h,bi;ψ) is a shorthand for fy(yi(ti j) | ηig = 1,Sit = h,bi;ψ) and
piig indicates the probability that the i− th subject belongs to the g− th drop-out
class. To simplify the estimation problem, let us introduce the forward and back-
ward variables that are typically used in hidden Markov models, as proposed by [3].
Forward variables are defined as the joint probability of the longitudinal measures
up to time ti j for a generic individual ending up in state h, given the random effects
bi and the drop-out class g:
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ai j(g,h,bi) = f
(
yi(ti1: j),Si(ti j) = h | ηig = 1,bi
)
Backward variables are defined accordingly and represent the probability of the
longitudinal sequence from ti j+1 to the last available observation, conditional on
being in the h− th state at ti j, on the random effects bi and the g− th drop-out class:
bi j(g,h,bi) = f
(
yi(ti j+1:ni) | Si(ti j) = h,ηig = 1,bi
)
At the r− th iteration of the algorithm, the E-step consists in calculating the ex-
pectation of (10) given the observed data and the current parameter estimates. As a
result, we obtain
Q(·) =
r
∑
i=1
{ m
∑
h=1
uˆih(ti1) logδh+
ni
∑
j=2
m
∑
h,k=1
uˆihk(ti j) logqhk +
G
∑
g=1
vˆig logpiig
+
ni
∑
j=1
m
∑
h=1
G
∑
g=1
uˆih(ti j)vˆig
∫
log fy (yi(ti j) | g,h,bi;ψ) fb
(
bi | yoi , tini ,Φ (r)
)
dbi
+
∫
log fb(bi | D) fb
(
bi | yoi , tini ,Φ (r)
)
dbi
}
(11)
where uˆih(ti j), uˆihk(ti j) and vˆig are the posterior probabilities of the indicator vari-
ables defined above. By doing a little algebra, we obtain
uˆih(ti j) =
∫
∑gpiig ai j(g,h,bi)bi j(g,h,bi) fb(bi;D)dbi∫
∑hgpiig ai j(g,h,bi)bi j(g,h,bi) fb(bi;D)dbi
uˆihk(ti j) =
∫
∑gpiig ai j−1(g,h,bi)qhk fy (yi(ti j) | g,k,bi) bi j(g,k,bi) fb(bi;D)dbi∫
∑hkgpiig ai j−1(g,h,bi)qhk fy (yi(ti j) | g,k,b) bi j(g,k,bi) fb(bi;D)dbi
vˆig =
∫
∑hpiig aini(g,h,bi) fb(bi;D)dbi∫
∑hgpiigaini(g,h,bi) fy(bi;D)dbi
As it is clear, computation of the quantities above, as well as the expected values
with respect to the posterior distribution of the individual random coefficients in
(11), requires the calculation of multiple integrals which can not be solved analyti-
cally, but should be numerically approached. For a detailed description of numerical
approximations see [14]. For this purpose, we employ an adaptive Gaussian quadra-
ture (AGQ) rule: each integral is approximated through a weighted summation over
a pre-specified number of quadrature points. At each step of the algorithm, these
locations are centered and scaled with respect to the posterior modes and curva-
tures of the random effects distribution. See for references [10, 13]. If compared to
the standard Gauss-Hermite approach, AGQ improves the goodness of the approx-
imation and reduces the number of iterations required; if compared to the Monte
Carlo EM used by [2] in the mixed hidden Markov model contex, it results com-
putationally more efficient, requiring a lower computing time. As pointed out by
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[1], an important issue with Monte Carlo EM is the number of points to sample to
approximate adequately the integrals: using too few nodes can lead to a poor approx-
imation due to Monte Carlo error, while too many nodes can significantly increase
the computational time required to obtain the approximation. Alternatively, to de-
crease the computational effort, a pseudo-adaptive quadrature rule can be adopted,
as suggested by [15]. The M-step of the algorithm consists in maximizing (11) with
respect to model parameters; due to independence assumptions and parameter sep-
arability, the maximization problem can be partitioned into different sub-problems,
i.e. the maximization with respect to the hidden Markov, the longitudinal and the
latent drop-out class parameters, as well as the covariance matrix of the random
effects. Regarding the Markov chain parameters, initial and transition probabilities
are estimated by
δˆh =
∑ri=1 uˆih(ti1)
r
, qˆhk =
∑ri=1∑
ni
j=1 uˆihk(ti j)
∑ri=1∑
ni
j=1∑
m
k=1 uˆihk(ti j)
. (12)
Estimation of the longitudinal and the latent drop-out class parameters reduces to
traditional maximization problems in generalized linear (mixed) models, i.e. finding
the zeros of a weighted score function, with weights related to posterior distribu-
tion of some suitable latent variable. For the longitudinal response, the weights are
obtained as a product of the posterior probabilities of the hidden states, the latent
drop-out class and the random effects vector, while, for the drop-out class model,
the weights are given just by the posterior probabilities of the latent drop-out classes
vˆig. Finally the covariance matrix D for the random coefficients is estimated via re-
stricted maximum likelihood as
Dˆ= n−1
n
∑
i=1
bib′i. (13)
The E and the M-steps of the algorithm are iterated until convergence; the observed
information matrix is computed to obtain standard errors of the parameter estimates.
As frequently happens in presence of latent variables, the EM algorithm can lead
to local maxima. One way to ease the problem is to run it using multiple random
starting points and then choose the best model with respect to likelihood values.
5 Conclusion and further developments
We propose a latent drop-out hidden Markov model with Gaussian random effects
to describe the dynamics of a longitudinal response subject to informative missing-
ness. If compared with existing literature, our model allows to simultaneously de-
scribe the dependence between the measurement and the drop-out process, as well as
association between observations due to subject-specific omitted covariates with or
without a time structure. We adopt an EM approach to obtain parameter estimates
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and adaptive Gaussian quadrature rules to deal with the presence of multidimen-
sional integrals, in contrast with the Monte Carlo EM algorithm used in [2] and the
finite mixture approach of [12]. In our development, we have assumed orthogonality
between all the latent variables introduced in the model; obviously, this assumption
could be relaxed by allowing some kind of association between variables to improve
model flexibility. A potential influence of the missing process on the hidden Markov
chain can be considered and represent a new interesting development. A regression
approach can also be adopted to model the transition probabilities, allowing to take
into account intra-subjects heterogeneity.
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