Multiview video coding (MVC) is getting more and more attention in recent years because of the realistic perception it can bring. However, the current H.264-based coding scheme cannot get enough coding gain in the rate-distortion (R-D) performance. Furthermore, the view synthesis and random access between views are also design challenges. In this paper, a multiview hybrid coding system with texturedepth synthesis is proposed. By sharing the prediction information between texture and depth maps, the depth map can be reconstructed with reduced bitrate overhead. Then, after using matrix-based warping and adaptive disparity compensation, the R-D performance of the proposed system can be about 2 to 4 dB higher than the current MVC coding scheme at low bitrate range.
INTRODUCTION
Since the technology of 3D display is getting more and more improved in recent years, many interesting multiview applications, such as 3D-TV [1] and free-viewpoint TV (FTV) [2] , are getting closer and closer to be realized. Multiview video can provide the complete scene by its multipleviewpoint characteristic. By switching the viewpoints or displaying different viewpoints at the same time, viewers can get a more realistic perception. In order to display several viewpoints at the same time, the data needed to be processed in a multiview sequence are much more than those in the traditional single view video sequence. Therefore, an efficient data compression system for multiview video is required. The Joint Multiview Video Model (JMVM) is the reference software for multiview video coding (MVC) [3] . In this MVC system, H.264/AVC is adopted as the base layer. There are several view channels encoded like a single view sequence while the other view channels are encoded by the hybrid motion/disparity compensated prediction scheme. Disparity compensated prediction can improve the rate-distortion (R-D) performance around 0.2 to 3 dB [4] . Although MVC has a better R-D performance than encoding each view by H.264 separately, there are still some problems about the 3D video broadcasting. Among these problems, the view synthesis and random access between views are two main issues that need to be resolved.
Due to the complex prediction structures in both temporal and inter-view domain, the random access ability for view switching is limited. On the other hand, in some 3D applications, such as FTV, the system needs to generate some views not captured by a real camera to ensure the smoothness while switching between viewpoints. It is called virtual view synthesis. To support the virtual view synthesis, the depth maps for each view in the multiview video sequence need to be encoded. Therefore, extra bits are required to transmit the depth map for each view. There are several research groups trying to reduce the overhead of transmitting the depth maps. According to the work of Shimizu et al. [5] , the depth map can be down-sampled by 16 with nearly no quality drop in view synthesis, but the residue between the synthesized frame and the original frame still needs to be encoded to maintain the synthesis quality. Unfortunately, no residue information can be encoded during the virtual view synthesis. The decoder can only receive the locations of the virtual viewpoints and then generate the virtual views in those positions. In this case, the precise depth information is required. In this paper, a new multiview video coding system with texture-depth synthesis algorithm is proposed. By the proposed matrix-based synthesis and adaptive disparity compensation, views can be reconstructed by only very few bits. Moreover, the depth maps of synthesized views can be also reconstructed without any bits by sharing the prediction information between texture and the depth map. Then, the virtual views can be generated from the neighboring texture and depth information with nearly zero bitrate.
The rest parts of this paper are organized as follows. The system architecture is described in Section 2 and the proposed texture-depth synthesis algorithm is introduced in Section 3. Then, the simulation results are introduced in Section 4. Finally, Section 5 concludes this paper. Figure 1 shows the block diagram of the proposed system. The primary view is the view encoded only by motion compensated prediction. The secondary view is the view which takes information from both temporal and inter-view domain during the encoding stage. In addition, the virtual view is the view that can be generated directly with only the information about the location of the viewpoint. The camera matrix is the product of the camera intrinsic matrix and the rotation-translation matrix. It can be generated by camera calibration. In order to perform precise view synthesis, an accurate camera matrix is necessary. In the proposed system, the texture and the depth map of the primary view need to be encoded separately by a typical H.264 encoder. Then, the secondary view is synthesized from the primary view. The occluded parts and the synthesized errors in the synthesized secondary view are then compensated by the adaptive disparity compensation. Because of using precise matrix-based warping, the synthesized errors are limited and the occlusions only appear in the background. Therefore, residues between the synthesized and the original frames are not encoded in the proposed system. The data to be encoded are only disparity vectors for some macro-blocks (MBs) containing the occlusions or synthesized errors. The proposed system brings two main advantages. First, by the precise matrix-based warping, the reconstructed secondary views can provide a good quality even with very few bits. Second, by sharing the disparity vectors, depth maps of the secondary view can also be reconstructed without extra information. After getting the texture and the corresponding depth map from two views, the virtual views located between these two views can be generated. The only information needed to be transmitted in the virtual views is the location and the orientation of these views. That is, the camera matrix M v which contains the translation and rotation information of the virtual viewpoint. As a result, the average bitrate per view can be further reduced after taking the virtual views into consideration. 
SYSTEM ARCHITECTURE

PROPOSED TEXTURE-DEPTH SYNTHESIS ALGORITHM
Matrix-based warping for both texture and depth
In order to get the highest accuracy in view synthesis, the matrix-based warping is used in this paper. In the multiview sequences, the relationship and disparity between different views can be regarded as the transformation between different image coordinates. This transformation can be considered as the combination of transformations between coordinates of each view and the real world coordinate. This relationship can be described as 3 4 1 1
The parameter is a scaling parameter between the threedimensional world coordinate and the two-dimensional image coordinate. M is a 3x4 camera matrix described in the previous section. The (X w , Y w , Z w ) is the world coordinate and (x i , y i ) is the index of each pixel in the image. The transform between the world and image coordinate can be done by formula (1) . Note that the depth map of each view records the real Z w data instead of the disparity between two views. It means that for the same object, the depth values should be the same in different depth maps. Accordingly, not only the texture but also the depth map itself can also be warped to different views. The texture and depth map after the warping stage still have occlusions and synthesized errors. Consequently, the algorithm for recovering these defects is proposed and introduced in the next section.
Occlusion and warping error recovering
The textures and depth maps of secondary views still have several occlusions and error regions after the matrix-based warping. Some of them can be recovered by applying the depth constraint during the warping stage. The order in depth value can be used to reduce the warping conflict. The warping conflict means more than one pixels are put in the same location. In this paper, the pixel with larger Z w value is discarded once the conflict occurs because the larger Z w value represents the farther region. The background should be covered by the foreground once both of them project to the same location. Figure 2 shows the frames after matrixbased warping with or without the depth constraint. It shows that the warping errors are reduced by the depth constraint. Nevertheless, there are still some error and occlusion regions required to be compensated. In order to compensate these regions, the adaptive disparity compensation is proposed. Figure 3 shows the data flow of the adaptive disparity compensation. First, the encoder finds and records the locations of MBs in the secondary view which contain occluded pixels in the warped texture and depth map. Then, the system takes the MBs in these locations in original secondary view as current blocks and performs disparity estimation. After the adaptive disparity estimation, the best matching blocks derived from the primary view are compensated to the occlusion regions in the warped secondary view. As described in the previous section, the texture and the depth map share the same disparity vectors from dispari-ty estimation. Rather than performing disparity estimation again for depth maps, sharing the prediction information halves the amount of encoded data. 
Virtual-view synthesis
Since both the primary view and the secondary view can get the corresponding depth maps, views between these two views can be reconstructed as the virtual views. As described previously, the virtual views can be reconstructed with nearly zero bits. In this paper, the virtual views are reconstructed by one primary view and one secondary view. When the system receives and decodes one more secondary view, all the virtual views between the primary view and the new secondary view can also be reconstructed. Because no extra information needs to be encoded, the average bitrate per view can be further reduced after taking virtual views into consideration. Figure 4 shows how to generate the virtual views. First, the system synthesizes the virtual views from primary view and secondary view separately. By using the matrix-based warping described in section 3.1, two synthesized frames are generated. Since the two reference views are located at the opposite directions from the current virtual view, the occlusion regions appear in different locations in these two warped frames. Therefore, the virtual view can be reconstructed by merging two warped frames. Because the secondary view is lossy reconstructed by the primary view, frames warped from the secondary view are only used to fill in the occlusion regions in frames warped by the primary view. After the merging, there are still some small regions with occlusion in them. They are then filled by an average filter. Finally, the virtual view can be reconstructed with a better subjective quality by applying deblocking filter to alleviate the blocking effect. Fig. 4 . Generation of the virtual view from the primary and secondary view.
SIMULATION RESULT
To evaluate the performance of the proposed system, "breakdancers" is used as the test sequence. The resolution of the test sequence is 1024 768. The search range is set to 64 pixels in both horizontal and vertical directions. There are eight cameras working together in the camera array. In this experiment, the 2 nd view is set as the primary view, the 4 th view as the secondary view, and the 3 rd view is set as the virtual view. The distance between two neighboring cameras is 20 cm in the testing sequence. Accordingly, the distance between the primary view and the secondary view is 40 cm in our experiment environment.
Analysis about depth-map quality
In order to optimize the coding performance of the proposed system, the transmission overhead of depth maps needs to be minimized. Figure 5 shows the synthesis quality in different encoding configurations of the depth map. Two factors are considered to reduce the bitrates of the depth map. One is the downsampling factor and the other one is the quantization parameter (QP). For example, if (QP, Downsampling factor) is set to (15, 2), the depth map is two-by-two downsampled first and then encoded with quantization parameter 15. Based on Fig 5, the depth map can be down-sampled and encoded by a large quantization parameter, and this makes nearly no difference when reconstructing secondary views. Unfortunately, the quality of virtual views depends on the quality of depth map heavily because the virtual view is generated by texture and depth from other views directly. As no extra residue information is encoded, the quality can hardly be recovered once the warping stage is finished. Hence, the best configuration for encoding depth map depends on how many virtual views are set between one pair of the secondary view and primary view. If there is no virtual view or very few virtual views, the depth map in primary view can be encoded with lower bitrate. On the other hand, the quality of the depth map needs to be configured at higher specifications when the number of virtual views gets higher. It is because the extra bitrate overhead in depth maps can be amortized when the view number increases. 
Rate-distortion performance of the proposed system
In this paper, two systems are implemented for comparison. The MVC structure means encoding under both disparity and motion compensated prediction whereas simulcast adopts motion compensated prediction only. Both structures are implemented in JMVM 4.4. Here the hierarchical-B prediction is enabled and the size of group of picture (GOP) is 4 in the testing structures. Figure 6 shows the R-D comparison among the proposed system and other two testing structures. The horizontal axis in Fig. 6 denotes the average bitrate after adding the transmission overhead of depth maps for each view. Data of the primary view is not considered in Fig. 6 because it is encoded by the typical H.264 coding scheme, and there is no difference between the proposed system and two reference systems in the primary view. According to Fig. 6 , the R-D performance of the proposed system is about 4 dB higher than the MVC coding scheme when the average bitrate is about 90 Kbits/sec in the secondary view. The quality is saturated around 36 dB because the residue is not encoded in the proposed system. In virtual views, the R-D performance is about 2 dB higher than the MVC coding scheme around 90 Kbits/sec. The quality difference between the secondary view and the virtual view is caused by the different reconstructing schemes. In the secondary view, the occluded and error regions are compensated by best-matching MBs found during the adaptive disparity estimation. However, in the virtual view, the occlusion regions are only directly filled by another warped frame from the secondary view, and the warping artifacts cannot be detected once they pass the depth constraint.
Comparing the proposed system and work from S. Shimizu et al [5] , the proposed system has several differences: The reference work gets a good R-D performance; however, the platform they used is the modified JM but not JMVM. Therefore, the difference of the coding performance between simulcast and MVC structures from their analysis is only about 0.2 dB, and it is not similar with ours. From Fig. 6 , there exists a 1 to 1.5 dB gap between the two testing structures. As a result, the proposed system gets a 2 to 4 dB gains comparing with MVC structure and about 1 dB more gains when comparing with simulcast structure. However, the performance in the proposed system saturate in the high bitrate region since the residue is not encoded. This problem needs to be resolved in the future version. A possible solution is a decision flow depending on the encoding configuration and deciding if encoding the residue or not.
CONCLUSION
In this paper, a multiview hybrid coding system is proposed. By classifying views to primary views, secondary views or virtual views, different flows in encoding and reconstruction are proposed. In secondary views, views can be reconstructed by matrix-based warping and adaptive disparity compensation. By sharing the prediction information, depth maps in secondary views can be reconstructed without any extra bits. Moreover, the bitrate can be reduced by adaptively encoding the disparity vectors only. In virtual views, the bitrate is reduced to zero because virtual views can be reconstructed using neighboring primary and secondary views. As the result, the R-D performance of the proposed system is about 4 dB higher than the MVC coding scheme in the secondary and 2 dB higher in the virtual view around 90 Kbits/sec after adding the depth map overhead.
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