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Abstract
The observation of photocatalytic water splitting on the surface of anatase TiO2 crystals
has stimulated many investigations of the underlying processes. Nevertheless, a molec-
ular level understanding of the reaction is not available. Therefore, the work carried
out here is focused on improving the understanding of the water splitting mechanism
by studying anatase TiO2 surfaces with hybrid-exchange density functional theory cal-
culations.
Initially, a simple and systematic methodology for the simulation of constant current
scanning tunnelling microscopy (STM) images is developed in order to study TiO2
surfaces. The methodology has to overcome a significant limitation of local basis set
calculations: the poor description of the charge density in the vacuum region above the
surface. The methodology is tested on various surfaces and the simulated STM images
are found to accurately reproduce experimental data.
The next step was to re-establish the atomistic structures of the (101), (001) and
(100) surfaces. The relative stability of these surfaces is interpreted in terms of the
coordination of the surface ions and the geometry surrounding them. Furthermore, the
electronic properties are studied. Based on relative positions of the conduction and va-
lence bands of the low-index surfaces studied the (101) and (001) surfaces were identified
as the most likely destinations for photo-generated electrons and holes, respectively.
The atomistic structure of two surfaces vicinal to the (101) surface – the (514)
and (516) surfaces – was established. The surface formation energy of these surfaces
is low and the (516) surface contributes significantly (27%) to the surface area of an
equilibrium crystallite, which could suggest that this surface is exposed in nanoparticles.
The conduction band edge of this surface was computed to be more negative than that
of the (101) surface. Thus, if the (516) surface is exposed in nanostructures, it would
replace the (101) surface as the most likely destination for photo-generated electrons.
Under-coordinated ions at the steps of these vicinal surfaces were identified as pref-
erential adsorption sites and water adsorption was studied at these sites. In general,
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it was found that water preferentially adsorbs in the molecular adsorption mode on all
sites tested, with the exception of the Ti4c on the (514) surface, where the dissociative
mode is preferred. Nevertheless, at the (516) step the binding energy of the dissocia-
tive adsorption mode is comparable to that of the molecular case. Therefore, if it were
possible to preferentially expose the Ti5c-O2c-Ti5c motif from the (516) surface, or even
the Ti4c of the (514) surface the reactivity for water photolysis could be enhanced.
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1Introduction
Current concerns over global warming have led to numerous international and regional
agreements/treaties pledging to reduce the amount of anthropogenic CO2 being emit-
ted. Historically there have been numerous land-mark treaties such as the Kyoto pro-
tocoll pledging to reduce greenhouse gas emissions, however, the success of these has
been limited, in part due to the lack of participation of some of the world’s most pol-
luting countries such as the USA and China. Recently, the US president has pledged
to combat greenhouse gas emissions and join global efforts to reduce CO2 emissions [1].
The European Union has committed to reduce its CO2 emissions by 20% from 1990
levels [2]. In the Climate Change Act of 2008, the UK government committed to re-
duce the emissions of green house gases such as CO2 by 80% by 2050 [3]. Increased use
of renewable energy sources will play a key role in meeting these targets [4]. Whilst
different renewable energy technologies, such as solar photovoltaics (PV), wind energy
and hydroelectric power have advantages and disadvantages, ultimately, a combina-
tion of all the available renewable energy sources will likely have to be implemented
to meet these targets [4, 5]. Most of these renewable energy sources rely on harvesting
energy from the sun, whether it be directly harvesting light and/or heat or indirectly
harnessing the wind energy (a byproduct of the sun heating the planet).
Directly converting sunlight into electricity is a very appealing concept. As such
photovoltaic solar cells have become an increasingly common source of electricity, mak-
ing up almost 30% of newly installed electricity sources in the EU, and 2.6% of the total
energy generated in the EU [6]. Commercially available technologies are dominated by
crystalline silicon solar cells, though recently thin film solar cells have made strides
towards catching the more established silicon solar cells in terms of market share [7].
Crystalline silicon PV technologies operate at efficiencies of up to 30% [7]. This is still
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the benchmark for new and emerging technologies. However, producing silicon solar
panels requires ultra clean environments and other costly manufacturing techniques,
making them expensive: in most countries this technology can only achieve grid parity
(i.e. match the price of electricity produced from conventional sources) through govern-
ment subsidies [7]. This means that they struggle to compete with conventional energy
sources as well as with some more established renewable sources (such as hydroelectric
power) and it has been the main driving force for the development of new solar energy
technologies. Thin film cells based on materials such as cadmium telluride, copper
indium gallium selenide (CIGS), amorphous silicon and gallium arsenide have shown
a lot of promise recently, by exhibiting maximum efficiencies of up to 20.4% for single
junction cells [8]. The production of these devices is usually considerably cheaper than
that of crystalline silicon because less material is required to achieve the same amount
of light absorption. In addition, simple and cheap processing techniques can be used to
fabricate these devices. Nevertheless, many of the elements used in these new devices
are relatively rare, thus throwing the long-term viability of such devices into question.
Alternative technologies such as dye sensitized solar cells (DSSCs) and organic
photovoltaics (OPVs) have long shown a lot of promise as cheap alternatives, with the
possibility of using simple/cheap production processes [9–11]. However, limited progress
in efficiency improvements (both technologies limited to ≈ 12% [11–14]) and long-term
stability issues for larger systems suggest that these technologies may not be suitable for
large scale PV systems. Nevertheless, they could be useful for applications in smaller
scale systems as portable and flexible solar panels, for example, that can be integrated
into items of clothing or accessories, where durability may not be the dominant criterion
(assuming relatively low production costs). Recently, the use of perovskite materials
in various solar cell technologies has shown a great deal of promise [15]. Perovskites
are a class of compounds of the general composition ABX3 with the same structure
as CaTiO3. A Perovskite material with the composition CH3NH3PbI3 has been used
in solar cell technologies that do not require expensive production processes (such as
DSSCs) and have generated efficiencies of over 16% [16]. This is remarkable for what is
a new technology that has not had the amount of research into efficiency optimisation
other technologies have benefited from.
However, all of these solar cell technologies have difficulties in providing a consistent
supply of energy. Intermittence is, generally, a problem for most renewable energy
sources, which is one of the reasons why a combination of technologies is likely to be
required. Reliance on sunlight to generate electricity makes providing energy during
night-time hours using PV impossible. A means for storing the energy generated is
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required. Storing electricity is still relatively inefficient, in spite of recent advances in
Li-ion battery technologies [17, 18]. Alternatively, the electricity generated could be
stored in the form of chemical bonds/energy, i.e. a fuel. Chemical fuels typically have
considerably higher energy densities (available energy/kg) than have been achieved by
batteries [19]. Petrol, for instance, has an energy density of around 38MJ/kg, when
taking into account the required storage unit (in this case the fuel tank). Conversely,
typical batteries have energy densities of around 2MJ/kg [19]. Liquid hydrogen has
an energy density of around 140MJ/kg, though when the weight of the storage unit is
taken into account this value is closer to 10MJ/kg [19]. One of the main advantages
of hydrogen, especially if it is obtained by splitting water into H2 and O2 is that it is
a clean fuel: the only product of H2 combustion is water. The hydrogen obtained can
be used as a fuel in systems such as fuel cells.
Water electrolysis is a very well studied field and is common in industry. There
are three main water electrolysis techniques: alkaline electrolyser [20], proton exchange
membrane (PEM) electrolyser [21] and solid oxide electrolysis cells (SOEC) [22]. Effi-
ciencies of up to 70% can be achieved by these techniques. Therefore, solar photovoltaic
arrays could be used to produce the electricity required for the electrolysis of water.
The combination of a solar cell (array) with an electrolyser is known as a tandem cell.
One of the main problems with this approach is that commercially available electroly-
sers function at relatively high current densities (up to 1 Acm−2) [23]. Typically, this
requires an applied potential of between 1.8-2.0V. To supply this amount of energy, a
large number of solar cells would be needed, making system engineering complex and
increasing potential losses. Furthermore, the thermodynamic potential for water split-
ting is 1.23V. An electrolyser functioning at 1.9V would be operating at an efficiency
of 65% due to the excess energy generated (1.23V/1.9V) [23]. If the efficiency of the
solar cell being used is taken into account, the overall efficiency would be limited to
19.5% (for a solar cell of 30% efficiency), assuming no other losses.
Perhaps then, a better, more direct path to water splitting using solar energy is the
use of photo-electrochemical cells (PECs). Here the function of the electrolyser and
solar cell are combined. A semiconductor is used as the photoanode to absorb light,
and uses the photogenerated holes to oxidise water. This is combined with a metal
cathode for the reduction reaction and both are submerged in water. The advantages
of this method are that charge separation and water dissociation are combined, thus
potentially reducing losses. In addition, abundant non-toxic photoelectrode materials
such as metal oxides could be used.
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1.1 Solar Water Splitting
The goal of solar water splitting is to mimic the process of photosynthesis. In photo-
synthesis, the enzyme Photosystem II (PSII) uses sunlight to split water into molecular
oxygen, protons and electrons, a process known as water photolysis. The critical process
in water photolysis is separating photogenerated charge carriers, so that recombination
(between photogenerated electrons and holes) is minimised [9,24]. In biological systems
this is achieved by physically separating the charge carriers. Photogenerated charges are
irreversibly transported to different sites separated by large physical distance, making
charge recombination very unlikely. This allows charge carriers to be used in separate
oxidation and reduction processes. Water photolysis is coupled with the conversion of
the liberated protons to molecular hydrogen by the enzyme hydrogenase [24]. Directly
copying these systems through biotechnological processes has had limited success due
to the difficulty of synthesising PSII [25–27].
In PECs, a semiconductor is used to absorb sunlight and separate photogenerated
charges. The holes (in the valence band) and electrons (in the conduction band) can be
channelled into water oxidation and reduction reactions to produce molecular hydrogen
and oxygen (as shown in Fig. 1.1). This roughly mimics the photosynthetic process,
but without the difficulty of synthesising complex biological systems.
PECs combine the light absorption and electrolysis of water into a single system [28].
The basic function of a photo-electrochemical cell is illustrated in Fig. 1.1. When the
semiconductor electrode is immersed in an aqueous electrolyte a Shottky-type contact
is made. This is characterised by the bending of the conduction and valence bands near
the interface, as shown in Fig. 1.1. After immersion in water there is an initial flow of
charge in order to align the Fermi energy of the semi-conductor and the redox potential
of the electrolyte. The band bending illustrated in Fig. 1.1 occurs when the Fermi
energy of the semi-conductor is lower than the redox potential of the electrolyte. In this
case there is an initial flow of negative charges into the electrolyte. This leads to a higher
concentration of positive charges at the surface of the semi-conductor (relative to the
bulk semi-conductor) and a Helmholtz layer of negative charge in the electrolyte.1 This
type of band bending creates a field in the semi-conductor that results in holes migrating
towards the surface, whilst electrons preferentially migrate to the back contact, thereby
effectively facilitating charge separation [9]. The overall reaction of water splitting is:
1The extent of the band-bending can be thought of as being the difference between the work function
of the electrolyte and the CB edge of the semi-conductor (electron affinity) in vacuum. However, in
reality the chemical nature of the semi-conductor – electrolyte interface plays a key role in this.
22
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2H2O
~ν
−−→ 2H2 +O2 [28]
the overall reactions at the two electrodes are:
2H2O←−→ O2 + 4H
+ + 4 e− (anode)
4H+ + 4e− ←−→ 2H2 (cathode) [29]
The process occurs when photons excite electrons from the valence band to the
conduction band of the semiconductor (when the photon energy is equal to or larger
than the bandgap), forming an electron-hole charge pair. For an n-type semiconductor,
as shown in Fig. 1.1, photogenerated electrons are driven towards the back contact,
through the bulk semiconductor, where they are transported to the cathode via the
external circuit and perform water reduction. The photogenerated holes at the surface
can oxidise water to oxygen [30]. Metal oxides are most commonly used as the pho-
toanode material, whilst the cathode is, generally, a metal (platinum is often used, but
a less costly material, such as nickel is preferred) [9, 30].
The possibility of using photocathodes, where the light absorption and charge car-
rier generation would occur on the cathode has also been explored [31]. In such a
system holes would be transported to the (metal) anode through an external circuit
for water oxidation, whilst electrons would migrate to the surface and reduce water.
Few materials have shown promise for this approach and even materials such as SiC
that show some potential require a co-catalyst [31]. In addition, it is believed that the
water oxidation reaction is more complex due to the four electrons required to produce
one O2 molecule. Therefore, conceivably, it is more pertinent to focus on finding and
improving suitable photoanode materials and leaving the water reduction reaction to a
metal counter-electrode.
1.2 Photoanode Materials
Choosing the right material for use as the photoanode is absolutely essential for the
function of the PEC. There are six principal criteria to consider in the choice of pho-
toanode materials in PECs [30]:
1. Strong visible light absorption
A large portion of solar radiation incident on our planet is in the visible region of
the spectrum. As such, it is essential to choose a material with a bandgap that
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Figure 1.1: Schematic diagram of the function of a PEC with a n-type semiconductor as
the photoanode. The dashed red and blue lines represent the position of the oxidation
and reduction potentials of water with respect to the semi-conductor band edges.
maximises the absorption of the incident sunlight. This determines the upper
limit for a suitable bandgap. The lower limit is set by the amount of energy
required for the water splitting reaction to occur. The energy required to split
water is defined by the Gibbs free energy of the water dissociation reaction:
H2O←−→ H2 +
1
2
O2
which gives a thermodynamic potential of 1.23V [32]. Additional energy is re-
quired to overcome losses and activation barriers. These, often called overpoten-
tials, have been estimated to be between approximately 0.3-0.4V [33,34]. There-
fore, in theory, the minimum bandgap required is approximately 1.9eV. However,
Matsumoto et. al. have calculated that a bandgap of around 2.46eV would be
more realistic for water photolysis without any applied bias [35]. Estimates show
that, on average, sunlight travels through approximately 1.5 times the thickness
of the earth’s atmosphere [9]. This is calculated as a ratio of the direct optical
24
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path length the light travels through to the path length vertically upwards from
the same point. This is called the air mass coefficient. The Air Mass 1.5 (AM 1.5)
spectrum is an approximation to the solar radiation incident on the ground, and is
commonly used in experimental work to mimic sunlight. This spectrum is shown
in Fig. 1.2. As you can see from this spectrum, the intensity of incident light
Figure 1.2: Intensity of light vs wavelength for AM 1.5 illumination. The shaded area
indicates the wavelengths absorbed by a theoretical material with a bandgap of 610nm
(2.03eV). Image extracted from Ref. [30].
decreases sharply below 400nm (3.1eV). Therefore, the theoretical ideal bandgap
for a photo-anode material is between 1.9eV and 3.1eV [30]. A recent study by
Murphy et al. estimates a 16.8% efficiency limit for an ideal 2.03eV theoretical
bandgap material [34].
2. Band edge positions suitable for the oxidation/reduction of water.
For water splitting to occur, the conduction and valence band edges of the an-
ode material must ’straddle’ the oxidation and reduction potentials of water (as
shown in Fig. 1.1). This means that the conduction band (CB) should have a
more positive potential than the water reduction potential, whilst the valence
band (VB) edge should be more negative than the water oxidation potential. It
is evident that a compromise between bandgap and bandedge positions is neces-
sary. In fact, currently all materials require an applied potential between the two
25
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electrodes in a PEC to provide a sufficiently high driving force for water splitting
to occur under sunlight illumination [30,36].
3. Efficient charge transport.
This intrinsic property of the material is a measure of the charge carrier mobility
within the semiconductor. The electron and hole mobilities and the lifetimes of
photogenerated charges are determined by the electronic structure of the mate-
rial [30]. However, the electronic structure, and thus, charge transport properties
can be influenced by defects and extrinsic doping [30].
4. Good kinetics of reduction and oxidation reactions.
This is another intrinsic property of the material. It is essential that the kinetics
of reaction between holes and water at the semiconductor-water interface are
fast enough to compete with any other processes occurring simultaneously. Fast
kinetics will lower the potential required closer to the thermodynamic potential of
1.23V. However, this property is difficult to predict whilst the reaction mechanism
remains unclear. Reaction kinetics can be improved by adding surface catalysts.
Currently the most promising candidates include RuO2 and IrO2 as well as an
amorphous cobalt phosphate catalyst [37–40]. These catalysts provide alternative,
faster reaction pathways, thereby improving the kinetics of water oxidation. The
reactivity of the materials will depend on the interactions between water and the
material surface.
5. High chemical stability in aqueous conditions in the dark and under illumination.
Evidently, it is crucial for photoanode materials to have long-term stability under
PEC operating conditions. Most non-oxide semiconductors are readily oxidised
by photogenerated holes. However, larger bandgap transition metal oxides exhibit
good stability and have potential for application in PECs. If the water splitting
reaction at the surface occurs faster than semi-conductor oxidation, anode oxida-
tion can be avoided. Examples of metal oxides where this is the case are TiO2
and SnO2. Both of these materials have large bandgaps (around 3eV). Fe2O3 is
an example where stability is strongly dependant on pH and dopants. However,
under the right conditions Fe2O3 has been found to be stable and a potential
candidate [41].
6. Abundant/ Non-toxic
26
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In the long term it will be important to make PECs low-cost in order to compete
with conventional fuel sources. Clearly, the price of PECs will strongly depend
on the cost of manufacture of the photoanode. Furthermore, using non-toxic
and widely abundant materials would become an important asset of PECs in the
future.
Numerous materials have been examined for potential use in PEC photoanodes,
these include: group 13/14 element oxides (bandgaps: 2.7-3.8eV); TiO2 (3.0-3.15eV);
niobium oxide and niobates (Nb2O5, 3.1-3.5eV) and tantalum oxide and tantalates
(Ta2O5, 4.0-4.6eV) [42]. The increased catalytic activity of materials with larger
bandgaps is attributed to the higher thermodynamic driving force for water splitting
with increasing bandgaps [42]. Due to the poor overlap with the solar spectrum, mate-
rials with bandgaps larger than that of TiO2 are not suitable for PECs under normal
solar illumination. Even TiO2 is unlikely to be a viable photoanode in the long run
as a result of its poor overlap with the solar spectrum. The group 13/14 metal oxides
seem promising in terms of their light absorption properties. In2O3, for instance, has a
bandgap of 2.7eV, well within the boundaries outlined previously [43]. However, it dis-
plays very low reactivity in the absence of a co-catalyst, and even the addition of such
co-catalysts has had limited success [42]. Sulfides were also extensively probed as po-
tential water splitting photoanode materials. CdS, for example, has a suitable bandgap
of 2.4eV [42]. But CdS, along with most other sulphides studied (e.g. ZnS) is unstable
even under short-term illumination [42]. Haematite Fe2O3 has been a promising can-
didate for a photoanode material due to its strong visible light absorption and good
positioning of the VB edge for the water oxidation reaction [40,44,45]. Nevertheless, a
positive bias potential is required to drive water splitting, likely due to the position of
the CB being too low to drive the proton reduction reaction [40,44]. TiO2 is the most
widely studied metal oxide semi-conductor for many photochemical processes. This is
because it was the material used in the first demonstration of water splitting under
illumination. The PEC used consisted of a TiO2 photoanode and a platinum cathode.
Fujishima and Honda showed that under UV illumination (415nm) the setup produced
molecular O2 at the anode. They also observed current flowing to the cathode [46].
Whilst no hydrogen formation was reported in this groundbreaking paper, Wrighton
et. al. later showed that under similar conditions both O2 and H2 are formed [47].
The fact that the mechanism of water splitting is still not fully understood means
that it is difficult to continue the search for photoanode materials in a systematic
manner. Some of the main characteristics required have been discussed, however, the
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reactivity of the material for water splitting is difficult to predict without knowledge of
the reaction mechanism. Improving the understanding of the main reactions underlying
the water splitting process would require a detailed atomistic understanding of the
interactions between water and the surfaces of the photoanode material. However,
most of the materials studied are nanostructured surfaces [9,40,42,44,48], making any
study of that nature very difficult, as the atomistic structure of the nanostructured
surfaces is not fully understood. A complete characterisation of the films would involve
specifying areas of the various facets exposed as well as the composition and atomic
structure of each facet. To achieve this experimentally in situ atomic resolution of all
facets exposed in the nanostructure would be required, which is not achieveable using
standard surface sensitive techniques. Computationally, the complexity of such films
means that large numbers of atoms have to be considered, rendering calculations very
expensive. Instead, flat pristine surfaces are studied as model systems of the more
complex nanostructures. In this way, atomic level processes can be studied on well
characterised surfaces that are likely to be those exposed in the nanostructured films.
There are numerous methods for characterising surfaces, however, scanning tunneling
microscopy (STM) has proven to be one of the most important. It allows for the probing
of the structural as well as electronic properties of surfaces.
1.3 Scanning Tunneling Microscopy
STM is a technique used to study the structural and electronic properties of surfaces.
To obtain an STM image a sharp tip (usually a metal) is used to probe the surface of
a sample (generally a metal or semi-conductor). The tip is moved laterally across the
surface, without making contact. The distance between tip and surface is chosen to be
small enough to allow for a small current to tunnel through the space between sample
and tip when a bias potential is applied.
There are two primary modes of operation for STM: constant current and constant
height. In the constant height mode the distance between surface and tip is fixed and the
change in tunneling current is measured. However, this mode of operation can only be
used in rare cases where the surface being studied is extremely flat [49]. In the constant
current mode the tunneling current is fixed and the changes in distance between the
tip and the surface are measured. Fundamentally, the two modes of operation are very
similar, meaning that the use of the constant current mode is more widespread. The
STM image obtained through the constant current mode is, essentially, a map of tip-
height across the surface area sampled (i.e. a topograph), where bright areas represent
28
1.3 Scanning Tunneling Microscopy
large tip heights. The images give an insight into the local density of states (LDOS)
at the surface. For simple metal surfaces there is little variation of the LDOS when
varying the applied potential near the Fermi energy. For semi-conductors, depending
on whether the bias applied is positive or negative, the filled or empty states of the
sample are probed. This can lead to very different STM images due to the varying
composition of the VB/CB. In the case of GaAs, for instance, where the top of the VB
(CB) is predominantely composed of As (Ga) states, the images obtained under positive
and negative bias potential are very different [49]. It is proposed that under negative
bias (current tunneling out of the VB) the As ions are imaged, whilst under positive
bias (current tunneling into the CB) Ga ions are imaged [49]. However, in reality, the
story is more complex. The ionic nature of the surface structure means that the bright
spots are not, in fact, directly above surface ions. This was confirmed by computing
the LDOS of the surface [49]. It was found that the bright spots are shifted away from
the ions in different directions for the two cases (positive and negative bias potential).
This could be interpreted as the direction of the dangling bond for covalent or semi-
covalent materials, however this is difficult to quantify [49]. Nevertheless, the bright
features of STM images in semi-conductors give detailed insight into the LDOS of the
surface. Whereas the position of the bright spots cannot always be interpreted in terms
of the coordinates of surface ions, the relative positions of bright spots under different
tunneling conditions or for variations in the surface can yield important details about
surface structure and electronic properties. However, it is important to state that this
is a simplified way of interpreting STM images as, in reality, the STM images depend
on the LDOS of the surface as well as the DOS of the tip. Computing the interaction
of these two entities is complex and approximations are often used to simplify the
calculations. The approximations used for simulating STM images here are detailed in
Chapter 3.
STM imaging has become an essential technique for studying surfaces. The ver-
satility of the technique and its ability to operate under ultra high vacuum as well
as in solution makes it extremely useful for the study of a variety of semi-conductors
and metals [49–53]. The use of computational tools to simulate STM images has been
integral towards interpreting STM images [54, 55]. Atomic scale resolution has been
obtained for various materials [49].
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1.4 TiO2: a Photoanode Material
TiO2 is found in three main crystalline forms: rutile, anatase and brookite. It was
found that the optical bandgaps are different for the three crystalline polymorphs:
3.00eV for rutile and 3.15eV for anatase, and 3.27eV for brookite [9, 56, 57]. The
brookite form is relatively unstable and is not as well characterised as the other two
polymorphs. The relative stability of bulk anatase and rutile is a subject of heavy de-
bate. Experimental studies show that rutile is the lowest energy polymorph [58], whilst
theoretical calculations often have anatase as the lowest [59], although with decreasing
size (tending towards nanostructures) anatase is generally accepted as the more stable
polymorph [60]. Anatase has shown higher catalytic activity for water oxidation and,
as a result, tends to be more commonly used in PEC research. Nanostructured TiO2
has been shown to have relatively long electron and particularly hole lifetimes (20ps
and 250ns respectively) [42]. The TiO2 commonly used in experimental studies of water
photolysis consists of over 90% anatase with the remainder being rutile [42,61]. These
properties seem to make TiO2 a promising material for solar water splitting. However,
one of the main drawbacks of this material is its large bandgap [56]. TiO2 absorbs
primarily in the UV, which makes for a poor overlap with the solar spectrum. There-
fore, it is unlikely that TiO2 on its own will be the long-term solution as a photo-anode
material. However, the extensive characterisation of the material for applications in
water photolysis, as well as the fact that water splitting has been shown to work on
TiO2 surfaces [46,47] mean that it is a useful reference material for studying the general
water splitting mechanism for metal oxide surfaces.
Nevertheless, a considerable amount of research has been focused on shifting the
absorption region into longer wavelengths. One method attempted is the adsorption of
a dye on the TiO2 surface. This technique is common in DSSCs. However, most of the
dyes used in DSSCs are not stable in aqueous conditions [30]. Alternatively, the addition
of dopants to shift the absorption range has been attempted. Two common dopants are
nitrogen and niobium. When doping TiO2 with N the 2p states are higher in energy
than the O 2p states that make up the bottom of the valence band of pure TiO2, thus
effectively shifting the VBM of the doped material to a higher energy and reducing the
bandgap [62,63]. For Nb doping it is the unoccupied 3d states that reduce the bandgap
as they are found below the CBM of pure TiO2 [64–67]. However, these approaches
have had limited success. Improvements to the TiO
2
absorption spectrum have been
achieved with both N and Nb doping, but the overall performance was not improved,
as doping was found to create charge recombination centres [30]. More recently, ’black’
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hydrogenated TiO2 nano crystals were synthesised. First principles density functional
theory (DFT) calculations using the generalised gradient approximation (GGA) were
performed and a shift of the Fermi energy to a level just above mid-gap states was
observed. Therefore, it is concluded that the disorder created by the hydrogenation at
the surface leads to a shift of the VB edge, closing the bandgap to around 1.54eV [68].
This means the absorption is well into the visible light region and even into the near
IR. It is also shown that the new ’black’ TiO2 has an improved photocatalytic activity,
compared to the reference plain (non-hydrogenated) nanoparticles. This is attributed
to the improved light absorption efficiency. However, these nano particles have only
been tested in suspensions with sacrificial electron donors. Further work is needed to
assess the feasibility of making/using nano-crystalline ’black’ TiO
2
films in PECs.
A lot of experimental work in PECs uses the nano-crystalline/nano-structured TiO2
as described previously [48,69]. The intricate structuring leads to a large surface area,
which is beneficial to catalytic activity and light absorption [10]. To obtain a detailed
understanding of the interactions at the water-TiO2 interface, it is important to know
which anatase surfaces are exposed and how these surfaces interact with water in
these systems. In a study of relative surface energies of rutile and anatase, Oliver
et al attempt to ascertain which surfaces are likely to be exposed in a nano parti-
cle [70]. In order to do this the crystal structures of both rutile and anatase TiO2
are calculated. An effectively infinite crystal is modelled, with surfaces terminating
the crystal in the appropriate geometry. The relative surface formation energies are
then used to optimise the crystal energy. This method is similar to a more commonly
used Wulff construction [71]. Lazzeri et al. used such a Wulff construction to de-
termine the crystal structures of both rutile and anatase [72]. Both studies come to
similar conclusions as to the dominant facets of the anatase crystallite: the (101) and
(001) surfaces. Whilst these calculations give an insight into how TiO2 nanocrystals
might be structured, they are not sufficient to draw accurate conclusions. The Wulff
construction and related techniques do not take into account the edges between dif-
ferent surfaces and the resulting surface tension. In a macroparticle (macro-crystal)
these are virtually negligible compared to relative surface formation energies. However,
in nanoparticles/nanostructured systems these entities begin to dominate the energet-
ics. Recently, a formalism was proposed to calculate a thermodynamic model of a
nanoparticle that takes into account edge/corner energies, surface tension as well as
relative surface energies of various surfaces [73,74]. This model appears to be capable
of describing the free energy of a nanoparticle as a function of size, shape and surface
chemistry using surface energy and tensions calculated for plain surfaces. It even allows
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for the inclusion of adsorbates (e.g. hydrogen and oxygen) on the surfaces [73]. It was
found that the shape and composition of the computed nanoparticles is similar to the
crystallite morphology predicted by Wulff constructions [72–74]
As discussed in Section 1.1, pristine surfaces are studied as model systems due to
the complexity of nanostructures. There are already numerous experimental and the-
oretical studies on unreconstructed anatase and rutile surfaces [52, 54, 75–77]. Struc-
tural, electronic and physical properties have been measured and calculated for low
index anatase and rutile surfaces [57, 76, 78, 79]. The general consensus is that the
anatase (101) and the rutile (110) are the lowest energy surfaces, and thus the most
stable [76,80]. This is in accordance with experimental observations [54,81]. Both the
rutile (110) and anatase (101) were found to form stoichiometric unreconstructed (1 ×
1) surfaces [76]. The fact that the (101) surface is the most stable anatase surface is
also consistent with computed macro- and nano-particles, where the (101) facets are
dominant. Experimental studies of the other surface exposed in these particles – the
(001) surface – have shown it to be most stable in a (1 × 4) reconstruction, which
has been confirmed through calculations using the GGA [72,75,79]. Furthermore, step
edges observed on (101) STM images have been studied by cutting and computing
vicinal anatase surfaces [50, 82]. In nanoparticles the structures of these step edges
could be more prevalent and, therefore, play a key role in photolytic water splitting.
In an attempt to gain a more in-depth understanding of anatase surfaces, another low-
index surface has been studied: the (100) surface. It is is found to be stable in its
unreconstructed (1 × 1) form [83], though it has been shown to form a stable (1 × 2)
reconstruction as well [84].
The final key issue to be addressed is the way in which a molecule of water interacts
with a TiO2 surface. In principle, there are two ways water can adsorb to a surface:
dissociatively (OH− and H+) or molecularly. The interactions of water with rutile sur-
faces, especially the (110) surface have been extensively studied previously [77,85–87].
For anatase TiO2 it has been shown that water adsorbs disossiatively on the (001) and
(100) surface, whilst molecular adsorption is preferred on the (101) surface at most cov-
erages [74,88]. Although the water splitting mechanism remains largely unknown some
recent studies have suggested that the first step is rate determining and involves the
formation and subsequent oxidation of hydroxyl ions [89–91]. Therefore, it is possible
that the efficiency of water splitting could be enhanced if water molecules preferentially
adsorb in the dissociated state, thereby simplifying the rate determining step. However,
as long as the water splitting mechanism is not fully understood, this remains specula-
tive. There is, therefore, a need to improve the understanding of the atomistic surface
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structure of nanoparticles/nanostructured systems and the nature of the interaction of
there surfaces with water molecules.
The aim of the work carried out for this thesis is to further the understanding of
the nature of anatase TiO2 surfaces likely to be found in experimental water splitting
systems. This was achieved by studying various anatase TiO2 surfaces in terms of
atomistic structure and electronic properties. The properties of the surfaces are com-
pared to each other and some predictions are made as to the possible implications of the
calculated properties for water splitting. Water is then adsorbed on selected adsorption
sites and the binding energies of the molecular and dissociative adsorption modes are
calculated and compared.
1.5 Thesis Outline
In Chapter 2 the computational tools used for the work described in this thesis are
outlined. Some fundamental principles behind the methods chosen are outlined and the
choices made are justified in context of the systems being studied. The theory of the
computational study of surfaces is explained along with the fundamental theory behind
Wulff constructions. Finally, sufficient details of the calculations to allow them to be
reproduced are listed and the decisions that control numerical accuracy are discussed.
Chapter 3 describes the development of an STM image simulation methodology.
The simulations are based on the Tersoff-Hamann approximation, the details of which
are described in this secion. The methodology developed involves a systematic enhance-
ment of the basis sets of relevant surface atoms as well as the implementation of a code
for converting charge density iso-surfaces into constant current STM images (contour
map of height). Both of these aspects of the methodology are then tested, first on the
rutile TiO2 (110) surface, followed by the rutile SnO2 (110) surface. The STM im-
ages generated are compared to previously simulated images as well as experimentally
measured ones of both surfaces.
In Chapter 4 the surface geometry and electronic structure of low-index anatase
TiO2 surfaces are described. The surfaces studied were the (101), the (100) and the
(001) surfaces. The surface formation energies of these surfaces are computed and
compared to each other as well as the literature. Structural features are analysed in
light of differences in surface formation energies. This data is used to produce a Wulff
construction of an anatse crystallite using data for all three surfaces. The relative
positions of the CB and VB edges is analysed in terms of implications for TiO2 (nano-)
particles. Finally, the methodology outlined in Chapter 3 is used to simulate an STM
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image of the (101) surface for comparison with the literature.
Chapter 5 contains the analysis of two vicinal surfaces. The (516) and (514) surfaces
are studied in a similar way to the low-index surfaces to allow for direct comparison. A
revised Wulff construction is produced taking into account both vicinal surfaces as well
as the three low-index surfaces studied in Chapter 4. STM images of both surfaces are
simulated and compared to experimental data from Ref. [50], in an attempt to establish
the atomistic structure of the observed vicinal surface.
Chapter 6 contains the analysis of water adsorption on the under coordinated ions
of the vicinal surfaces as well as the (101) surface as a point of reference. The binding
energies of different adsorption modes are studied for various adsorption sites on the
vicinal surfaces and compared to the binding energies on the (101) surface.
Chapter 7 summarises all the key results obtained and provides an outlook on the
potential impact of the work as well as areas for further study.
34
2Theoretical Methods
The calculations discussed in subsequent chapters were carried out using the density
functional theory approximation with the hybrid-exchange and correlation functional
B3LYP as implemented in the CRYSTAL code using local basis sets. In this chapter
some of the underlying fundamental principles are outlined and the choice of these
methods is explained in context of the systems studied. Furthermore, the theory behind
computational study of surfaces is explained and the underlying principles of Wulff
constructions are discussed. Finally, the details of the calculation settings are listed, in
order to ensure the reproducibility of the results.
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In order to calculate the properties of materials to help with the interpretation of
experimental data and eventually, to direct experimental research, efficient and reliable
electronic structure methods are required. These methods need to be able to accurately
describe structural and electronic properties of the material of interest. Nevertheless,
the computational cost (amount of time taken to complete a calculation) of the method
needs to be considered, and a compromise between accuracy and computational cost
has to be made. In order to calculate the electronic properties of materials the time
independent non-relativistic Schro¨dinger equation has to be solved. In its simplest form
the Schro¨dinger equation can be defined as:
ĤΨ = EΨ (2.1)
where Ψ is the many-body wavefunction, E is the energy and Ĥ is the Hamiltonian
operator. This operator can be written as the sum of five terms:
• kinetic energy of electrons
• kinetic energy of nuclei
• Coulombic interaction between electrons and nuclei
• electron-electron interaction
• nucleus-nucleus interaction
Mathematically this can be expressed as (terms are in the same order as above) [92]:
Ĥ =−
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where ∇2i is the Laplacian operator for electrons, ∇
2
A is the Laplacian operator for
nuclei, MA is the mass of the nucleus, ZA is the nuclear charge, riA is the distance
between electron i and nucleus A, rij is the inter-electron distance, rAB is the inter
nuclear distance. However, solving this equation analytically is only possible for one-
electron systems, such as the H atom. In order to study more complex systems several
approximations have to be made.
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The Born-Oppenheimer approximation is commonly used when calculating elec-
tronic properties of materials. It states that the velocity of electrons is significantly
higher than that of the nuclei, therefore, electrons can be treated as particle moving
through a field of charge (determined by nuclear positions and charge). This means
the kinetic energy of the nuclei can be ignored and the nucleus-nucleus interaction is
treated as a constant for a given geometry. The electron-nucleus interaction is treated
as electrons moving through a background charge: effectively an external potential.
Thus the electronic Hamiltonian consists only of the first, third and fourth terms of
Eq. 2.2, along with a constant for the nuclear-nuclear interactions. The positions of
the nuclei are treated as parameters and are constant for a given geometry.
There are two principal types of electronic structure methods: one based on wave-
function techniques and one centered on DFT. The former is common amongst the
quantum molecular chemistry community, whilst the latter is widely used by the
condensed-matter physics community. Hartree Fock(HF) theory is the foundation of
wavefunction techniques [93, 94]. It assumes that electrons are independent of each
other, or uncorrelated. The electronic Hamiltonian can be written as the sum of four
terms:
Ĥ = −
N∑
i=1
1
2
∇2i + V̂ext + V̂H + V̂x (2.3)
where the first term is the kinetic energy operator; V̂H is the classical Coulombic
interaction (repulsion) and V̂x is the exchange term (Fock exchange) and relates to
the anti-symmetric nature of the wavefunction and describes how the particles are
essentially indistinguishable. The construction of the one-electron orbitals through a
Slater determinant (that results in V̂x) also ensures the exact cancellation of the self-
interaction term (electron interacting with itself). The Hartree-Fock approach requires
large basis sets to compute accurate solutions to the wavefunction. The computational
time required scales with N4, meaning that this approach becomes computationally
expensive very quickly.
Due to the assumption of electrons interacting with each other through an average
field and the use of a non-local exchange potential HF theory lacks accuracy when
describing materials with relatively small bandgaps and when calculating electronic
and magnetic properties. So called post-HF methods have been developed (e.g. MP2,
MP3, CCSD, CIS(D), etc) and have been shown to provide highly accurate descrip-
tions of structural and electronic properties of materials. These methods are based on
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HF calculations but have additional corrections. However, the computational cost is
relatively high, and scales unfavourably with increasing system size/complexity (N5
and higher) [95].
An alternative, potentially, cheaper approach is density functional theory. Here
the ground state energy of a system is calculated at a lower computational cost. The
Hamiltonian operator is defined in terms of charge density ρ(r). The two fundamental
theorems of DFT were first proposed by Hohenberg and Kohn in 1964 [96]:
1. The electron density determines the external potential. Therefore, for any given
ground state charge density ρ(r) the corresponding ground state wavefunction
can be calculated.
2. The ground state wavefunction has to minimize the energy. Essentially, this states
that the energy follows the variational theorem. The minimum energy is greater
than or equal to the ground state energy. A consequence of this is that DFT
studies are limited to ground state calculations.
The energy functional can be employed to calculate the ground state energy (E0)
and the charge density. The energy functional is the sum of three terms: the kinetic
energy, T[ρ]; the external potential, Vext[ρ] and the electron-electron interaction, Vee[ρ].
The exact dependence of the energy on the charge density is unknown. However,
the unknown kinetic and electron-electron functionals can be approximated using an
approach introduced by Kohn and Sham. This approach allows for the description of N
non-interacting electrons using a single determinant wavefunction with N orbitals(φi).
This means the energy functional can be written as:
E[ρ] = Ts[ρ] + Vext[ρ] + VH [ρ] + Exc[ρ] (2.4)
where Ts[ρ] is the kinetic energy of non-interacting electrons, VH [ρ] is the classical
Coulombic interaction and Exc[ρ] is the exchange-correlation functional. The latter
includes corrections in the kinetic, electronic exchange and correlation energies. The
accuracy of DFT calculations are strongly dependent on the choice of Exc[ρ]. In other
words, the accuracy is dependent on the description of electron exchange and correlation
functionals [97]. The choice of such functionals is very important and will be discussed
in the following section.
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2.1 Exchange and Correlation Functionals
The choice of the right functional to describe the system in question is essential in
DFT calculations. There are various types of exchange correlation functionals, and the
relative merits of some of them will be discussed here.
One of the simplest approximations is the local density approximation (LDA). In
LDA the uniform exchange correlation functional is dependent only on local electron
densities and an electron gas is used as a reference system. The exchange correla-
tion term can be separated into its two constituents (exchange and correlation). The
exchange term is known exactly from the uniform electron gas, whilst the correlation
functional form can be approximated from accurate Monte Carlo simulations [98]. LDA
relies on the cancellation of errors between the correlation and exchange terms (one is
significantly overestimated, whilst the other is significantly underestimated). As such
LDA provides good description of structural and electronic properties for materials
resembling the electron gas (e.g. metals) [97, 99, 100]. LDA has significant shortcom-
ings, however, as the use of exclusively local electronic densities does not account for
charge density distribution due to chemical bonds. In addition, the fact that LDA does
not exactly cancel the self-interaction term leads to a particularly poor description of
systems with highly localised electrons (e.g. insulators).
Attempts to improve the LDA have led to the generalised gradient approximation.
Here, gradient corrections have been added to account for the functional dependence
on the gradient of charge densities [97,101]. The accuracy of GGAs is highly dependent
on the choice of functional to describe the charge density gradients. GGAs have added
flexibility compared to LDA and as a result provide, in general, an accurate description
of most chemical bonds. Nevertheless, GGA, like LDA fails to describe van der Waals
forces. In addition, there remains an inexact cancelation of the self-interaction term.
As a result GGAs cannot accurately describe localised electrons (e.g. d-orbitals in
transition metal oxides). Further improvements were made to the GGA, leading to
a set of exchange correlation functionals called meta-GGA. In these non-interacting
kinetic energy density are taken into account [102, 103]. Nevertheless, these exchange
correlation functionals have shown poor accuracy when computing electronic structures
of metal oxides. This is primarily due to the remaining self-interaction term, and the
resulting poor description of localised electron density.
An alternative approach is the use of hybrid-exchange functionals. These functionals
use exact Hartree-Fock computed exchangeterms combined with gradient corrected
functionals. Functionals based on local charge densities cannot fully remove the self-
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interaction terms, therefore, a non-local functional must be included. This led to the
choice of the HF exchange. A percentage of the exchange functional would then be
described by the exact non-local HF exchange. The B3LYP (Becke, three-parameter,
Lee-Yang-Parr) functional, first suggested by Becke [104] is a combination (hybrid)
of the exact Hartree-Fock exchange with local and gradient correctedexchange and
correlation terms. The functional can be expressed as [105]:
EB3LY Pxc = (1− a0)E
LSDA
x + a0E
HF
x + ax∆E
B88
x + acE
LY P
c + (1− ac)E
VWN
c (2.5)
where ∆EB88x is the Becke correction to the exchange functional, E
LY P
c is the Lee-
Yang-Parr correlation functional and EVWNc is the parameter used to obtain the co-
efficients of the local and gradient corrected correlation functionals. The coefficients
(a0 =0.2, ax =0.72, and ac =0.81) are calculated by fitting predicted values to vari-
ous parameters (including atomization energies, proton affinities, ionization potentials
and total atomic energies). It has been previously documented that the use of this
functional gives an accurate description of the electronic structure for transition metal
oxides [106–117]. As a result, this functional was chosen for the calculations of TiO
2
and SnO2 performed here.
A more recent development to hybrid functionals has been range-separation [118].
The basic idea is to separate the electron-electron potential into short-range and long-
range terms. This allows the short- and long-range interactions to be treated with
varying amounts of HF exchange. In the screened exchange hybrid functionals (such as
the HSE06 functional) a finite amount of HF exchange is used in the short-range term
but none at the long-range limit. In principle this approach reduces the cost of comput-
ing non-local exchange integrals for extended systems, whilst retaining the advantages
gained by using HF-exchange compared to hybrid functionals. However, there are still
only a limited number of efficient implementations of the screened exchange functionals,
making them largely more expensive than hybrid exchange functionals [118].
2.2 Basis Sets
In order to calculate electronic properties molecular orbitals are usually expressed as
a sum of a number of mathematical functions known as basis functions. In theory,
the exact mathematical solution would require an infinite number of basis functions.
In practice, however, this is approximated to a finite number of basis functions, or
a basis set. There are two main approaches to defining basis sets. Firstly, there is
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the plane-wave approach, which are independent with respect to atomic positions and
intrinsically periodic. It describes the wavefunction as a sum of plane waves with energy
below a certain threshold, or cut-off energy. Increasing the cut-off energy leads to a
decrease in the energy of the system towards the ground state energy. However, the
accurate description of core electrons where the charge density is concentrated requires a
prohibitively large number of plane waves (high cut-off energy) and is computationally
very expensive. Therefore, core electrons are typically approximated with a pseudo-
potential. In principle, this expresses the contributions from core electrons and from
the nuclei using a pseudo-potential optimised for a particular system or for certain
atoms. The plane-wave pseudo potential (PW-PP) method relies on the approximation
that only valence electrons contribute to chemical bonds and the properties arising
as a result. Therefore, valence electrons are described explicitly using plane waves,
whilst core electrons are treated as a field acting on the valence electrons. One of the
advantages of this approach is the universal nature of the functions used, i.e. they are
not dependent on the type and position of atoms, and any preconceptions regarding the
form of the solution that may arise from this. The independence from the position of
atomic nuclei also makes it useful for simulating materials of unknown structure. Finally
the fact that plane wave basis sets are independent of atomic position and orthogonal
means that there can be no over-completeness issue irregardless of the size of the basis
sets (i.e. no linear dependence problems). However, there are significant limitations
to the PW-PP approach. Firstly the independence from atomic positions does mean
that all regions of space are treated with the same level of accuracy. This means that
regions of high charge density near atoms are described to the same level of detail as
regions of empty space with low electron density. This is especially disadvantageous
when studying systems with low dimensionalities such as surfaces and molecules. Due
to the intrinsically periodic nature of plane waves 2D and 1D systems have to be treated
as 3D systems with large regions of vacuum separating the surfaces/molecules in the
non-periodic direction(s).Therefore a large amount of computational time is devoted to
calculating the electronic density of the vacuum. Whilst this can have some advantages,
it is not an efficient use of computer time. This is especially the case when using hybrid
functionals (such as B3LYP) that involve calculating the computationally expensive
exact HF-exchange term for every point in the vacuum.
The most common alternative is the use of local basis sets. Here the basis set is
defined by functions centered at the position of the nuclei that decay exponentially.
Typically these are gaussian-type orbitals. In order to compensate for the inherent
difference between gaussian-type orbitals and the wavefunction a number of gaussian-
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type orbitals are combined linearly to approximate the real wavefunction . The linear
combination of gaussian orbitals can be obtained at relatively modest computational
expense. The shape of a basis function can be described as a sum of M individual
Gaussians and is optimised using the contraction coefficient cj. This can be expressed
as:
φ(r) =
M∑
j=1
cjGj(r) (2.6)
where Gj is an individual Gaussian, and r is the atomic position. Next, a number
of these basis functions are combined. This linear combination of N atomic orbitals
can be expressed as:
ψi(r) =
N∑
i=1
aiφ(r) (2.7)
where ai is a coefficient. Increasing the number of basis functions in a basis set
necessarily increases the computational cost. As the core electrons are not considered
to be essential for the description of the chemistry of materials it is common to use
fewer basis functions to describe core electrons, whilst giving valence electrons more
flexibility.
Using local basis sets has numerous advantages, including:
• efficient implementation of non-local operators (such as HF-exchange in hybrid
functionals)
• local chemical interpretation, especially of low-dimensional systems such as sur-
faces and molecules.
• allows for all electron calculations, without the need for optimising pseudopoten-
tials for specific systems/sets of atoms
As the systems to be studied here are predominantely surfaces of metal oxides
the local basis set methodology was chosen. This will allow for a more efficient and
accurate description of molecular adsorbates on the surfaces. Furthermore, the ability
to efficiently implement hybrid-exchange functionals (e.g. B3LYP) will allow for the
calculation of reasonable band gaps and accurate alignment of the band edges with
respect to the vacuum. Using local basis set methodologies means that low dimensional
systems (such as surfaces) can be studied in vacuum without the need for adding
arbitrary separation in non-periodic directions. This means that electronic properties
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can be calculated with respect to the vacuum (e.g. band position in surfaces) which is
not possible using the PW-PP approach.
The CRYSTAL code provides an efficient method of carrying out DFT calculations
using local basis sets with the hybrid-exchange functional B3LYP [119]. It uses a
periodic model to describe systems, where the translational symmetry of the crystal
is exploited. The basis set is then defined and used to calculate the total energy of
the system using the self consistent field (SCF) approach. The geometry is optimised
through the exploration of energy minima along the potential energy surface. The forces
(gradient of the energy surface) acting on the atoms are computed and the atoms are
moved in order to move downwards on the potential energy surface (reduce the energy
of the system). In the CRYSTAL code the geometry is optimised using the Broyden-
Fletcher-Goldfarb-Shanno scheme [120–124]. After geometry optimisation numerous
electronic properties of the system can be computed. A massively parallel processing
(MPP) version of CRYSTAL has also been developed [125] . This allows for the efficient
use of thousands of processors during the SCF calculations, thus facilitating the study
of larger systems. Details of the CRYSTAL code and the MPP version of CRYSTAL
can be found in Refs. [119,125–127].
2.3 Simulating Surfaces
One way of simulating surfaces is to use the slab approach, where a surface is cleaved
from the bulk crystal along the miller indices chosen. The resulting system is terminated
by two surface layers in the non-periodic directions. Between the surface terminations
there is a sub-surface region and, if the slab is sufficiently thick, a bulk-like region in
the centre of the slab. Metal-oxide surface properties depend, computationally, on how
the slab is cut (see Sec. 2.3.1) from the bulk. In 1979 Tasker classified ionic surfaces
into three types [128]:
• Type 1: Consists of stacked neutral atomic planes. There is no overall charge
and, thus, no dipole, as there is a stoichiometric ratio between cations and anions
in each atomic plane.
• Type 2: Made up of charged planes stacked symmetrically so that there is no
dipole moment perpendicular to the surface.
• Type 3: The slab consists of charged atomic planes that form a dipole perpen-
dicular to the surface.
43
2. THEORETICAL METHODS
Types 1 and 2 surfaces have no net dipole in the non-periodic direction. They
should be reasonably stable (have relatively low surface energies). Type 3 surfaces
have an infinite surface energy in infinite crystals and a very large surface energy in
finite crystals. All three surface types are illustrated in Fig. 2.1. The dipole moment
creates a polarising electric field in the non-periodic direction passing through the
bulk-like region of the crystal. It is unlikely to find this type of surface in nature in
equilibrium. However, there are several ways in which these surfaces can be stabilised.
Defects, for instance, can stabilise type 3 surfaces enough to allow them to occur in
nature. Alternatively, in a study of ZnO surfaces it was found that rearrangement of
charge can sufficiently stabilise type 3 surfaces in some cases [129].
Figure 2.1: Illustration of the Tasker surfaces. From top to bottom: Type 1, type 2
and type 3. µ is the dipole for the repeat unit. Figure obtained from Ref. [128]
Stoichiometric, unreconstructed low-index surfaces of anatase TiO2 cut from the
bulk typically form Type 1 or 2 surfaces.
2.3.1 Surface Formation Energy
In order to simulate TiO
2
surfaces, the slab approach was used. This means that
a slab is cut (computationally) from the bulk TiO2 along the specified Miller index.
The resulting system is periodic in two dimensions, and is terminated by the desired
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surface on both sides in the third dimension. The geometry is optimised to minimize
the system energy. Relative stabilites of surfaces are obtained by calculating surface
formation energy.
Creating a surface costs energy. The stability of a surface can be obtained from the
surface energy, Es :
Es = Efc − nEic (2.8)
where Efc is the cohesive energy of a finite crystal, n corresponds to the number of
repeating formula units in the finite crystal and Eic is the cohesive energy per repeating
formula unit in an infinite crystal. For comparison between surfaces with different
terminating layers, surface energies have to be normalised with respect to the unit cell
area, A:
Es =
Efc − nEic
A
(2.9)
Using the slab approach for type 1 and type 2 surfaces this can be re-written as:
Es =
Enslab − nEbulk
2A
(2.10)
where Enslab is the energy of the slab used, n is the number of formula units in the
slab and Ebulk is the energy per formula unit in the bulk crystal. Dividing by a factor
of two accounts for the two surfaces formed when cutting the slab. This approach does
not hold for type 3 surfaces because the two outermost layers are not equal.
Alternatively, the surface energy can also be calculated by the difference in energy
between a slab of thickness of n formula units and one of thickness (n-1) formula units.
This avoids using the bulk energy (Ebulk). This is often called the pseudo-surface
energy(E′s):
E′s =
Enslab − n(E
n
slab − E
n−1
slab)
2A
(2.11)
where, n(Enslab − E
n−1
slab ) should converge to n(Ebulk), as n increases. One of the
advantages of using pseudo-bulk energies is the cancellation of systematic errors. This
occurs because all energies are computed under the same numerical conditions. How-
ever, this approach is limited, as the energy of a minimum thickness slab cannot be
computed.
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2.4 Wulff Constructions
In order to compare the surface formation energies calculated for a group of surfaces and
establish which surfaces are likely to be exposed in crystallites, Wulff constructions can
be used. AWulff construction determines the equilibrium morphology of a crystal based
on the surface formation energies associated with various crystallographic directions.
This is based on the idea that a crystal will arrange itself in such a way that the surface
Gibbs free energy is minimised. This is defined as
∆Gi =
∑
j
γjOj (2.12)
where γj is the surface formation energy of crystal face j, Oj is the area of this face
and ∆Gi is the difference in energy between a crystal composed of i units (molecules)
with surfaces and the energy of a crystal of i units inside an infinitely large crystal (i.e.
the energy cost of cutting the crystal out of the bulk). The equilibrium morphology
will then be such that the value of ∆Gi is minimised [71]. In order to visualise this,
Wulff proposed that the length of a vector drawn perpendicular to a crystal face (hj) is
proportional to the surface formation energy γj. The length of the vector corresponds
to the distance between the centre of the crystal and the crystal face. Calculating this
vector for a range of crystal facets means that a morphology can be derived that min-
imises the surface Gibbs free energy of the whole crystal. Whilst a Wulff construction
is a useful tool to predict crystal structures, it should be noted that the morphology
predicted is for a thermodynamically equilibrated crystal. Therefore, they may not re-
flect the structure of synthesised crystals, especially where thermodynamic equilibrium
was not reached (e.g. kinetic reaction control).
2.5 Computational Details
All calculations have been performed using the CRYSTAL09 software package [119,126],
based on the expansion of the crystalline orbitals as a linear combination of a local basis
set (BS) consisting of atom-centred Gaussian orbitals. The titanium and oxygen ions
are described by a triple valence all-electron BS: an 86-411(d31) contraction (one s,
four sp and two d shells) and an 8-411(d1) contraction (one s, four sp and one d
shells), respectively [106]; the most diffuse sp (d) exponents are αTi = 0.3297 (0.26)
and αO = 0.1843 (0.6) bohr−2. These basis sets were developed in previous studies of
the bulk and surface phases of titania, in which a systematic hierarchy of all-electron
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basis sets was used to quantify the effects of using a finite BS [130,131]. Sn is described
by a triple valence all-electron BS: an 976-311(d631) contraction (one s, five sp and
three d shells). The most diffuse sp (d) exponents are αSn = 0.2694 (0.3366). All the
basis set are listed in full in Appendix A.
Electronic exchange and correlation interactions are approximated using the hybrid-
exchange B3LYP functional. Matrix elements of the exchange and correlation potentials
and the energy functional are integrated numerically on an atom-centred grid of points.
The integration over radial and angular coordinates is performed using Gauss-Legendre
and Lebedev schemes, respectively. A pruned grid consisting of 75 radial points and 5
sub-intervals with (50, 146, 194, 434, 194) angular points has been used for all calcula-
tions (the XXLGRID option implemented in CRYSTAL09 [119]). This grid converges
the integrated charge density to an accuracy of about 1×10−6 electrons per formula
unit. The Coulomb and exchange series are summed directly and truncated using an
overlap criterion with thresholds of 10−7, 10−7, 10−7, 10−7 and 10−14 as described pre-
viously [119, 132]. Reciprocal space sampling for the bulk structure was performed on
a Pack-Monkhorst net with a shrinking factor IS=8 along each periodic direction. This
density of sampling was retained by reducing the grid size in larger unit cells used to
describe surfaces.
Structural optimisation was performed using the Broyden-Fletcher-Goldfarb-
Shanno scheme, as implemented in CRYSTAL09 [119]. Convergence was determined
from the root-mean-square (RMS) and the absolute value of the largest component
of the forces. The thresholds for the maximum and the RMS forces (the maximum
and the rms atomic displacements) have been set to 0.00045 and 0.00030 (0.00180 and
0.0012) in atomic units. Geometry optimisation was terminated when all four condi-
tions were satisfied simultaneously. Projection of the density of states was performed
using Mulliken analysis.
For the water adsorption energetics, the binding energy (BE) per molecule of the
adsorbate-substrate system was computed with respect to the isolated molecule and
the clean surface. The counterpoise correction to the binding energy was applied to
take into account the basis set superposition error (BSSE), details of which are docu-
mented in Ref. [133,134]. In addition, it should be noted that molecules were adsorbed
symmetrically on each side of the slab.
47

3Simulating STM Images
The importance of STM imaging for the study of metal oxide surfaces has been
established in Chapter 1. For many surfaces the variations in intensity of the observed
STM image often admits a number of interpretations based on the structure and com-
position of the surface. Simulation of STM images based on accurate DFT calculations
is, therefore, of great value to the interpretation of STM images especially for complex
surface structures. In this chapter the development of a methodology for simulating
constant current STM images using local basis sets is described. This is split in two
parts: the basis set enhancement aspect, where a method for overcoming some of the
limitations of local basis set calculations is presented, and the coding aspect, where the
necessary functionality currently not available in CRYSTAL09 is implemented into the
development version of CRYSTAL. Both aspects of this methodology are validated by
testing them on the extensively characterised rutile TiO2 (110) surface. Finally, the
method is applied to the rutile SnO2 (110) surface: a different metal oxide with similar
atomistic structure but markedly different electronic structure.
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3.1 Introduction
STM imaging is an important surface science technique and can help characterise the
structure and electronic structure of surfaces. However, interpreting STM images can
be difficult, and simulated STM images can be crucial in facilitating this. An example is
the study of the rutile (110) TiO
2
surface using STM. Experimental results alone were
insufficient to determine the nature of the bright spots observed. There is one bright
spot and an under-coordinated Ti and O per unit cell. The O ion is approximately 1A˚
above the Ti ion, whereas, the positive tunneling conditions suggest that the bottom of
the conduction band is being sampled which is dominated by Ti-3d states. Therefore,
there was a debate as to whether structural or electronic properties considerations
dominated. Using PW-PP calculations in combination with careful STM studies, it
was established that the electronic property effects did, in fact, outweigh the surface
structure effects [54]. Thus, simulation of STM images is an essential tool when studying
metal oxide surfaces.
In order to simulate STM images, the Tersoff-Hamann approximation was used.
As discussed in Chapter 1 the features observed on an STM image depend on the
electronic structure of the surface as well as the tip. However, Tersoff and Hamann
have shown that approximating the tip to a point probe, thereby effectively ignoring
the effect of the electronic structure of the tip, is a viable approximation [135]. This
case represents the ideal STM image, where only the intrinsic properties of the sample
would be measured, instead of the properties of the surface-tip interface. In practice
the tip density of states is approximated to an s-state, and the centre of the curvature
of this state is used as the position of the point probe. Within this approximation the
tunneling conductance σ is given by
σ ∝ ρSTM(r, V ) (3.1)
where r is the position of the point probe, V is the bias voltage and ρSTM is the STM
charge density (STMCD), which is given by
ρSTM (r, V ) =
EF∫
EF+eV
dEρ(r,E) (3.2)
where EF is the Fermi energy, eV denotes the small applied bias potential and ρ(r,E) is
the local density of states (LDOS) of the surface at the position of the point probe. The
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Surface cut from Bulk
Geometry Optimisation
(CRYSTAL09)
Basis set enhancement
Project density ma-
trix onto states in
a selected energy
range in CB (PDIDE)
Compute ρSTM (r, V )
as described in Eq. 3.2
Extract iso-surface for
chosen ’tunneling current’
Convert isosurface to
contour map of height
Compare STM image
obtained to literature
Figure 3.1: Scheme showing the overall strategy for simulating STM images. Boxes
coloured red highlight the aspects that will be developed in this chapter.
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ρSTM (r, V ) (STMCD) can then be calculated for a chosen bias potential. Planes cut
through a 3D grid of STMCD parallel to the surface can then be considered comparable
to the constant height mode of STM images [55]. Nevertheless, this mode of operation
is limited in its applications. Instead, a value of STMCD can be chosen to generate an
iso-surface over the surface unit cell. A contour map of height of this iso-surface can
then be approximated to a constant current STM image.
A review of the literature reveals that, whilst calculations within the PW-PP ap-
proximation appear to reproduce experimental images well, those using local basis set
codes fail to reproduce the region in the vacuum above the surface where the electron
density spills out with sufficient accuracy [54, 136]. Nevertheless, the advantages of
using local basis set methods with the hybrid exchange functional B3LYP have been
discussed in detail in Chapter 2. The ability of this approach to produce reasonable
band gaps and band alignment with respect to vacuum is especially pertinent for these
calculations. Therefore, it is desirable to have a method to overcome the shortcomings
of local basis set methods in STM image simulation. One approach to improve the
description of the vacuum above the surface is described in Ref. [136] using the rutile
TiO2 (110) surface as an example. The method involves inserting empty functions 2A˚
directly above undercoordinated Ti and O atoms. The resulting STM images are in
good agreement with previous PW-PP calculations, as well as with experimental im-
ages [54, 136]. One of the limitations of this method is the ad hoc decision as to the
positioning of the empty functions. On simple surfaces such as the rutile (110) this
may be a viable option. However, more complex surface structures, as often found in
step-edges or surface reconstructions would make the choice of location difficult. A
complementary approach could be to add these empty functions at the coordinates of
the next layer of atoms in the bulk (i.e. where the next Ti/O ions would be located
had the slab not been cut). This would be a more systematic approach, however, the
surface atoms will move during geometry optimisation. This means that the positions
of the empty functions after surface relaxation are unlikely to remain relevant to the
surface atoms. Therefore, there is a need for a more systematic approach that can be
applied to any kind of surface structure.
The CRYSTAL09 package includes a series of electronic property implementations,
however, it does not include a method for calculating constant current STM images. It
is possible to compute the STMCD as a 3D density matrix for given physical space and
chosen energy range. To mimic a positive applied bias in an STM image, for instance,
the energy range chosen would begin at the energy of the conduction band minimum
ECBM and finish at ECBM + ∆E, where ∆E is the desired bias potential. The 3D grid
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would be such that the whole surface unit cell is included in the periodic directions,
whilst the range in the non-periodic direction would begin just above the top-most
surface atom an end at ≈ 5A˚ above the surface. An iso-surface can be extracted from
the 3D density matrix by choosing a specific value of STMCD. As described in Eq 3.1,
the Tersoff-Hamann approximation states that the current is proportional to STMCD.
Therefore, the chosen value of STMCD is proportional to the tunneling current and,
within the Tersoff-Hamann approximation, this gives the topography of an STM image
for a chosen tunneling current. The functionality that has been implemented in order to
simulate constant current STM images is the conversion of an isosurface into a contour
map of height for coordinates (x,y) at the chosen bias voltage and STMCD (charge
density). The overall strategy for producing a simulated constant current STM image
from the CRYSTAL09 output is shown in Fig.3.1, with the parts developed in this
chapter highlighted in red.
The rutile TiO2 (110) surface was chosen as the primary test case for this method-
ology because it has been studied extensively and is, therefore, a useful reference ma-
terial [52, 54, 77, 111, 137]. Furthermore, the detailed studies carried out in Refs [54]
and [136] provide ample data against which the STM images produced using this new
method can be compared. The additional choice of the rutile SnO2 (110) surface as
a test case has two primary reasons. Firstly, it is a different metal oxide, which will
help establish the transferability of this method. Secondly, the surface structure is
similar to the rutile TiO2 (110) surface, however, the electronic structure is markedly
different. Specifically, whereas the bottom of the conduction band of the TiO2 surfaces
is dominated by Ti 3d states, the bottom of the SnO2 conduction band consists of a
mixture of Sn and O s and p states [51, 138, 139]. Thus, this will provide insight into
how well this method works for complex electronic structures, as well as potentially
exposing any limitations.
In this chapter the basis set enhancements that form part of this methodology are
described in Section 3.2, using the rutile TiO2 (110) surface as a test case. This is
followed by the description of the development of the constant current STM image
code in Section 3.3, including testing on the rutile TiO2 and SnO2 (110) surfaces.
3.2 Strategy for the Basis Set Enhancement
Property calculations in the CRYSTAL09 code require the wavefunction file from a
geometry relaxation or single point energy calculation. The PDIDE keyword (in the
CRYSTAL09 properties software package) calculates the projection of electron density
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(STMCD) onto states in a chosen energy range. The energy window is defined by
choosing a maximum and minimum energy. If any of the states encountered are unoc-
cupied they are populated during the calculation. As the aim is to study metal oxide
surfaces the lower end of the energy range was chosen to be the CBM of the surface
in question, thus simulating a positive applied bias. The choice of the maximum limit
of energy was made depending on typical tunneling conditions for the surface being
studied, and is explained in more detail later.
Key considerations involve ensuring that the iso-surface at the chosen value of
STMCD is in the vacuum above the outermost surface atoms, and is therefore likely
to be sampled by an STM tip. The STM tip will be ignored in these simulations,
as outlined in the Tersoff-Hamann approximation. The choice of STMCD will vary
by material, and will be discussed in more detail later on. Analysing the position of
the maxima and minima of such an iso-surface gives an indication of where the bright
spots/dark regions will be located on constant current STM images with respect to the
position of surface atoms.
3.2.1 The Rutile TiO2 (110) Surface: a test case
The rutile TiO2 (110) surface has been extensively studied in the context of STM
image contrast [54, 136] and is, therefore, ideally suited as a test case for the basis set
enhancement approach as well as for the code developed and discussed in Section 3.3.
In this section the rutile (110) surface is described in terms of both atomistic and
electronic structure.
3.2.1.1 Surface Structure
The rutile structure belongs to the tetragonal space group P42/mnm(D
14
4h) and the
unit cell is characterised by the lattice vectors aB and cB (the subscript B signifies the
bulk phase) and contains two units of TiO2 with Ti ions at (0,0,0) and (
1
2
,1
2
,1
2
) and O
ions at ±(u, u, 0) and ±(u+ 1
2
, 1
2
− u, 1
2
) [59, 131].The structural parameters predicted
from the calculations carried out here, with the deviation from those observed [52] in
parenthesis, are: aB = 4.639A˚(1.20%), cB = 2.979A˚(0.88%), u = 0.306(0.00%) and
VB = 64.120A˚
3
(3.32%). The structure predicted here is consistent with that predicted
in previous calculations [57,59,131].
Each Ti is octahedrally coordinated to six O ions. The TiO6 octahedron is distorted, in
such a way that the length of the apical Ti-Oap bonds are slightly longer than equatorial,
Ti-Oeq, bonds. The calculated (observed) lengths (in A˚) being 2.009 (1.983) for Ti-
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Oap and 1.959 (1.946) for Ti-Oeq [52]. Geometry relaxation of a slab cut in the (110)
direction from this bulk crystal results in the surface structure displayed in Fig. 3.2.
It exposes one 3-coordinate (planar) oxygen, one 2-coordinate (bridging) oxygen, one
6-coordinate titanium and one 5-coordinate titanium labelled O(3c), O(2c), Ti(6c) and
Ti(5c) in Fig. 3.2 respectively. The sequence of planes is such that a stoichiometric and
Figure 3.2: Rutile TiO2 (110) surface. Small (black) spheres represent titanium ions,
large (red) spheres represent oxygen ions. The surface cell lattice cell is also drawn.
O(3c) and O(2c) represent the 3-coordinate and 2-coordinate oxygen ions. Ti(6c) and
Ti(5c) represent the 6-coordinate and 5-coordinate titanium ions. The two terminations
of the slab (top and bottom) are symmetry equivalents so only one is shown here.
non-polar termination is obtained by terminating slabs on a bridging oxygen layer and
only considering slabs consisting of multiples of 3 atomic layers. The slab used for these
calculations was 36 atomic layers thick (which corresponds to a thickness of 39.18A˚ and
72 atoms per unit cell). This thickness was chosen based on calculations carried out by
Monica Patel as part of a collaboration that led to the publication of Ref. [140]. The
presence of a soft phonon mode in this surface means that convergence of the surface
formation energy with respect to slab thickness has not been reached. In fact, it appears
that slabs with odd and even numbers of layers converge to different values of surface
formation energy. 36 atomic layers was chosen as it appears to be sufficiently thick
for convergence to be achieved for slabs with an even number of atomic layers. This
information is based on currently unpublished data obtained by Monica Patel as part
of a general collaborative effort towards understanding the water splitting mechanism
and is as such still incomplete and not fully understood. Therefore, this will not be
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discussed further in this thesis.
3.2.1.2 Electronic Structure
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Figure 3.3: Projected Density of States for the relaxed (110) surface. The black line
represents the total DOS, whilst the red and blue lines represent the DOS projected
over O and Ti atoms, respectively. On the left the DOS is projected of the 5-coordinate
Ti and 2-coordinate O, whilst on the right the DOS is projected on the remaining O
and Ti.
The projected density of states (pDOS) of the relaxed (110) surface is presented in
Fig. 3.3. The top of the valence band has predominantly O-2p character (with some
hybridisation with Ti-3d states), whilst the bottom of the conduction band is domi-
nated by Ti-3d states with some contribution from the O-2p states. The calculated
fundamental bandgap is 3.55eV. The bulk bandgap measured using optical techniques
is ∼3eV [9]. The optical bandgap includes a contribution from excitonic binding which
is not accounted for in the fundamental bandgap computed here. However, the funda-
mental bandgap is in good agreement with previous calculations [57,76].
3.2.2 Basis Set Enhancement
Using the rutile TiO2 (110) surface as the test case, the aim in this section is to
describe the basis set modifications required to enhance the description of the vacuum
above the surface. Unlike the metod described in Ref. [136], the approach described in
this section involves the addition of more diffuse functions to the basis sets of under-
coordinated surface atoms. This should improve the description of long range charge
density tails into the vacuum region above the surface, whilst not requiring ad hoc
decisions about where to place empty functions. The rutile TiO
2
(110) surface is
described in detail in the previous section. As the bottom of the conduction band is
of predominantely Ti-3d character (with some contribution from O-2p) it would seem
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reasonable that when obtaining an STM image by tunneling into the surface (positive
applied bias) Ti ions appear as bright spots. However, tunneling current is strongly
distance dependent, and decays exponentially with distance from the surface (as is the
case with charge density/STMCD). From PW-PP calculations and experimental STM
images, the bright spots are found to be due to the Ti ions [54]. However, as discussed
previously, local basis set calculations predict the opposite contrast due to inadequate
description of the vacuum region above the surface [136].
In order to generate iso-surfaces of charge density for calculations using the modified
basis sets, values for the STMCD and the applied voltage have to be chosen. As the
most direct comparison available in the literature is Ref. [136] the values chosen were
those used in Ref. [136]: 5 × 10−6electrons/bohr3 for the STMCD and +1V for the
applied voltage. The voltage was applied from the CBM, i.e. the energy range defined
was between the CBM and CBM + 1V. The iso-surface using those parametres for the
basis set used in the geometry relaxation is shown in Fig.3.6. The region of highest
STMCD of the iso-surface is above the under-coordinated O ion at the surface. This
indicates that a constant current STM image of this surface would exhibit bright spots
over the position of the O ions. This is in good agreement with Ref. [136].
To enhance the basis set, the first step was to choose the type of orbital (or orbital
angular momentum) that will be added to the surface atoms. In addition to produc-
ing the correct contrast, ideally, this approach would also be transferable to different
materials. Therefore, a simple trial-and-error approach would not be appropriate. The
positive applied bias potential chosen means that electrons are being tunnelled into the
surface. Thus, the description of the bottom of the CB is what needs to be improved
most importantly. The bottom of the conduction band, as described in Section 3.2.1,
is predominantly of Ti-3d character with some hybridisation with O-2p orbitals. Thus,
to begin with, it was decided that the basis set of the 5-coordinate Ti ion would be
enhanced with an additional, more diffuse d function, whilst the basis set of the 2-
coordinate O ion would be enhanced with a more diffuse p-type function. The idea
was to add increasingly diffuse functions until convergence was reached in terms of
contrast and in terms of height above the Ti and O ions. In the original basis set
the most diffuse d function for the Ti ions has an exponent of 0.26bohr−2, whilst the
most diffuse p-type function in the O basis set is 0.16bohr−2. Typically the ratio be-
tween the second most diffuse orbital and the most diffuse orbital of the same type
is 2.5 [119, 127]. This empirically determined value ensures there is enough difference
between functions to avoid linear dependency errors in the calculation. Thus, the d
and p functions initially added to the under-coordinated Ti and O ions had exponents
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of 0.104 and 0.064bohr−2. The iso-surface (or tunneling height profiles) obtained us-
ing these basis sets are shown in Fig. 3.7 (a). Comparing this iso-surface to that in
Fig. 3.6, shows that adding the additional functions causes significant changes in the
iso-surface. It is noted, however, that the change above the Ti ion is significantly more
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Figure 3.4: Projected Density of States for the relaxed (110) surface. The black line
represents the total DOS, whilst the red and blue lines represent the DOS projected
over under-coordinated O and Ti atoms, respectively. Left: additional d and p function
added to BS of under-coordinated Ti and O both with exponents 0.06bohr−2. Right:
Unmodified basis set. the DOS is projected on the remaining O and Ti.
pronounced than the change above the O ion. This would suggest that the addition of
a more diffuse d-type function has a more pronounced effect than the addition of the
p-type function. This is consistent with the make-up of the bottom of the CB, where
O-2p has much smaller contributions than the Ti-3d. This observation was confirmed
when carrying out further basis set enhancement tests, as detailed in Appendix B. In
order to further enhance the description of the charge density in the vacuum region,
both of the additional functions were divided by 2.5 again. However, in both cases the
resulting value would be beyond the linear dependency minimum (0.06bohr−2). This is
defined in order to limit the maximum diffuseness of the functions used. As more diffuse
functions are included in the calculation the functions are used to describe not only the
atom it is intended to but also the nearest and next-to-nearest neighbours. Functions
are considered to be too diffuse when they are used by atoms further away than this,
as it begins to go against the principles of local basis set calculations. Furthermore, the
atoms begin to depend on far away atoms which can lead to errors in the calculation
(known as linear dependence). Although the 0.06bohr−2 was empirically determined
for bulk systems, attempts at using more diffuse functions in these systems returned
linear dependency errors. Instead, both exponents were reduced to this minimum value.
The resulting iso-surfaces are also shown in Fig. 3.7. Evidently, convergence has still
not been reached, as there are still significant changes in both height and contrast.
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However, it was not possible to add more diffuse functions. Coincidentally, it became
clear that the peak of the iso-surface are now located above the 5-coordinate Ti ions.
Therefore, it appears this modification of the basis set allows for the sufficiently ac-
curate description of the vacuum above the surface to reproduce PW-PP calculations
and experimental observations. This can be quantified by the ratio of the height of
the maximum above the Ti ion and the minimum above the O ion. The distances are
calculated from the coordinates of the respective ions. For the iso-surfaces calculated
here this ratio was determined to be 2.1. From Ref. [54] this ratio was estimated to be
approximately 2, in good agreement with the value calculated here. Also in Fig. 3.7 is
the iso-surface obtained using the approach from Ref. [136], at the same bias potential
and charge density. Whilst the overall contrast is the same, the iso-surface obtained
with the enhanced basis set displays a minimum above the O ion instead of a second,
lower maximum. In fact, the iso-surface obtained with the approach developed here is
reminiscent of the iso-surfaces presented in Ref. [54] from PW-PP calculations, repro-
duced in Fig. 3.5 for comparison. Therefore, it appears that enhancing the basis sets
of surface under-coordinated atoms reproduces the electronic structure of the vacuum
above the surface more accurately than adding empty s-functions above the surface.
In order to better understand the effect of the basis set enhancements the total
system energy was studied. The relative energies of the three basis set modifications
shown in Fig. 3.7 (with respect to the unmodified basis set) are presented in Table 3.1.
As expected from the variational principle, adding more basis functions decreases the
total energy. Nevertheless, the changes in energy are relatively small, suggesting the
original basis set used is suitable to describe the ground state. The change in energy
arising as a result of adding the empty functions above the surface is considerably
smaller than those of the basis set enhancements. This is likely because the functions
above the surface are less likely to be used to describe surface and especially sub-surface
atoms. The PDOS of the undercoordinated Ti and O ions with basis set used to obtain
Fig. 3.7 (b) is shown in Fig. 3.4. Also in Fig. 3.4, the DOS of the unmodified basis set
is included for comparison. There is very little difference between the two PDOS. An
analysis of the calculated forces acting on the atoms after the SCF calculation reveals
that for all basis set modifications no forces larger than 1 × 10−4Hartree/bohr were
computed. Therefore, no, or only minimal structural changes are expected as a result
of the basis set modifications (if a geometry optimisation was performed). All of these
factors suggest that the unmodified basis set is indeed sufficiently accurate to calculate
ground state properties. The additional basis functions are likely only employed when
the bottom of the CB is populated as part of the STM calculations.
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∆E (×10−3eV)
OBS -
BS1 -6.90
BS2 -6.15
di Valentin -3.45
Table 3.1: Difference in total energy per formula unit between various basis set modifi-
cations and the original basis set (in eV) for the rutile TiO2 (110) surface. OBS refers
to the unmodified basis set. BS1 refers to the addition of p and d functions of expo-
nents 0.067 and 0.104bohr−2 to the basis sets of the under-coordinated O and Ti ions
respectively. BS2 refers to the addition of p and d functions of exponent 0.06bohr−2 to
the basis sets of the under-coordinated O and Ti ions respectively. di Valentin refers
to the calculation performed using the methodology from Ref. [136]
Figure 3.5: Plot of charge density iso-surfaces extracted from Ref. [54]. Calculation
performed for states within 2eV of the CBM.
In order to futher validate this method, the addition of different types of functions to
the basis sets of the under-coordinated atoms was attempted. Fig.B.1 in Appendix B
shows the effect of adding various functions with an exponent of 0.06bohr−2 to the
O/Ti basis sets whilst leaving the basis set of the other unchanged. It is clear that it
is, in fact, the addition of the d-type orbital to the Ti that has the biggest effect on the
iso-surface (when leaving the O basis set unchanged), whilst adding a p-type function
to the O ion has the biggest effect when the Ti basis set is not changed. As the applied
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potential can vary significantly in experimental images, a test case was run using a
2V bias potential. Fig.B.2 in Appendix B shows that the contrast remains unchanged
despite the addition of the more diffuse d and p functions. This is likely because the
diffuse functions are still not sufficient to accurately describe the higher energy regions
of the CB. Adding two more diffuse functions to each atom was not faesible due to lin-
ear dependency errors. This is a clear limitation of this method, however, it appears to
be one intrinsic to local basis set calculations, as using a 2V potential with Di Valetin’s
method [136] has a similar effect (see Fig. B.2 in Appendix B). Nevertheless, using
bias potentials of up to 1V should be sufficient to study most metal oxide surfaces. In
fact, highest (almost atomic) resolution images have been obtained at voltages of less
than 1V [50, 54]. Because of the detailed atomic structures obtained from local basis
set calculations, analysing high resolution STM images is likely to be more pertinent
than interpreting lower resolution, larger scale images.
The effects of choosing different values of STMCD on the contrast were tested. In gen-
eral, the larger the STMCD, the closer the iso-surface was found to be to the surface
atoms. It was observed that when using a large value for the STMCD (iso-surface very
near the surface atoms), the contrast is reversed and the geometric considerations seem
to outweigh the influence of electronic structure. This is in line with previous calcula-
tions and experimental observations, where the use of very high tunneling currents has
been shown to reverse the contrast of the STM images [54]. As with the larger bias
potential, when using lower values of charge density, the contrast reverts and this is
attributed to the fact that the iso-surfaces are too far away from the surface atoms and
are, therefore, still not sufficiently well described by the basis set modifications. The
iso-surface of the charge density used here and in Ref. [136] (5×10−6electrons/bohr3)
appears to be a good compromise between being far enough away from the surface to
be in the region likely to be sampled by an STM tip, whilst not being too far away
from the surface where the basis set modifications sufficiently enhance the description
of the charge density in the vacuum region (i.e. in the region between 1A˚-3A˚ above the
surface).
3.3 Constant Current Code Development
The starting point of this code will be the 3D STMCD grid obtained from the CRYS-
TAL09 properties calculation using the PDIDE and ECH3 commands. The PDIDE
command produces a density matrix which is then used by the ECH3 command to
calculate a 3D charge density grid of the surface unit cell. The parameters required by
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Figure 3.6: Small (black) spheres represent Ti atoms and large (red) spheres repre-
sent O atoms. Traces above the atoms are charge density isosurfaces at 5 × 10−6
electrons/bohr3 for the region 1V above the CBM.
(a) (b) (c)
Figure 3.7: Small (black) spheres represent Ti atoms and large (red) spheres repre-
sent O atoms. Traces above the atoms are charge density isosurfaces at 5 × 10−6
electrons/bohr3 for the region 1V above the CBM. (a) additional d and p function
added to BS of under-coordinated Ti and O with exponents of 0.104 and 0.067bohr−2
respectively (b) additional d and p function added to BS of under-coordinated Ti and
O both with exponents 0.06bohr−2 (c) obtained by adding empty s functions above Ti
and O both with exponents of 0.1, as per Ref. [136]
the ECH3 command are the number of grid points and a range of z co-ordinates over
which to calculate the charge density (the default setting is to sample the whole surface
unit cell in the a and b directions).
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3.3.1 Algorithm and Code details
The algorithm underlying the code is outlined in Fig. 3.15. For every point in the
charge density grid along the periodic directions (i,j) the code will search through the
values of charge density until the chosen STMCD (within a chosen tolerance) is found
or the end of the data set is reached. The code begins searching at the ’top’ of the box
(equivalent to the highest z-coordinate) and the end of the data set is reached for the
lowest available z-coordinate. This is to ensure the values are chosen to be preferentially
above the surface atoms and are, therefore, likely to be in a region that could be sampled
by an STM tip. Once a charge density value matches the ’tunneling current’ chosen,
the z-coordinate (in A˚) is calculated for that data point. This z-coordinate is stored
into a two dimensional array (using the same i and j values as in the original charge
density file) which can be used to plot the contour map. If no match for the charge
density is found the z-coordinate written into the contour array is set to 0 for the given
value of (i,j).1 Choosing the STMCD also required the choice of a tolerance, in order
to obtain sufficient points for a sensible contour map.2 The input file also allows for
the expansion of the image by integer multiples of the unit cell. This is to allow for
the production of large scale STM images, which are easier to compare to experimental
images. If the requested size is larger than 1x1, the code simply expands the data array
by replicating the single unit cell data to the desired size.
One of the main tools used when analysing experimental images are line profiles.
Straight lines are ’drawn’ on STM images and the height is recorded and plotted against
distance covered by the line. This is useful to determine the periodicity of surfaces and
can give an insight into the height of bright features as well as larger objects such as
defects and steps. Whilst the periodicity in simulated STM images is given by the
unit cell parameters derrived from the bulk, it can be useful to compare feature height
and distrubution, as well as to qualitatively compare the shape of the line profiles to
experimentally measured ones. In addition, when there are multiple bright features
per unit cell, drawing line profiles between them can be used to determine the distance
between them quickly and accurately. To achieve this the input file has an option of
adding coordinates. These coordinates are equivalent to the start and end points of
the line. The code will take the coordinates and calculate a gradient in the ab plane
(commonly 1 or 0). The code will then begin sampling the countour array at the first
1There is an option in the input file to reproduce the iso-surface at the charge density chosen. This
serves mostly to ensure the code is functioning properly, and is not required to produce STM images.
2Values of charge density are given to 13 significant figures so simply choosing a value like 5×10−6
would not yield sufficient data points to plot contour maps. The tolerance would ensure that values
similar to the chosen charge density are sampled.
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(a) (b) (c) (d)
Figure 3.8: Contour maps of the charge density isosurface at 5× 10−6 electrons/bohr3
and 1V sample bias (i.e. simulated constant current STM images). (a) Original basis
set (b) Diffuse p and d functions of exponents 0.067 and 0.104bohr−2 added to the
surface O and Ti basis sets, respectively. (c) Diffuse p and dbohr−2 functions both
with exponents 0.06bohr−2 added to the surface O and Ti basis sets, respectively. In
these images the largest values of height are represented by red contours, whilst darker
regions are shown as blue/green colours. (d) Original basis set with added s functions
above the surface as per Ref [136]
coordinate and continue along the gradient line until reaching the end point. As there
is a degree of approximation in going from cartesian coordinates to array position, the
end point is often not exactly the cartesian coordinate specified. As the code moves
from point to point, the distance traveled is calculated from simple trigonometry. The
data is printed in two columns: distance and height.
3.3.2 Rutile TiO2 (110) surface: a test case
In order to obtain STM images for comparison to previous calculations and experi-
mental data, the rutile (110) surface was used as a test case. The outputs for the
calculations analysed in Section 3.2 were used. The value of STMCD used is the same
as used in Section 3.2 (5×10−6electrons/bohr3). The tolerance for this value of charge
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Figure 3.9: Line profiles of the STM images shown in Fig. 3.8. The tick marks on the
y-axis represt 1A˚ each. Modified BS 1 refers to the addition of p and d functions of
exponents 0.067 and 0.104bohr−2 to the basis sets of the under-coordinated O and Ti
ions respectively. Modified BS 2 refers to the addition of p and d functions of exponent
0.06bohr−2 to the basis sets of the under-coordinated O and Ti ions respectively. (a)
Line profiles of horizontal lines in Fig. 3.8. (b) Line profiles of vertical lines in Fig. 3.8.
density was set to ±1×10−7.3 Fig. 3.8 shows the contour maps obtained for the original
basis set, both sets of modified basis sets as well as for the calculation using the method
outlined in Ref. [136]. The red regions represent bright spots, whilst the blue/green
regions represent darker areas in an STM image. It is clear that the code places the
bright spots in the regions expected from the iso-surfaces. The contour maps of the
second basis set modification (p and d functions with exponents 0.06bohr−2) and of
the method from Ref. [136] are both in good agreement with observed experimental
images and previous calculations [54, 136]. The experimental image from Ref. [54] is
reproduced in Fig. 3.10. As described previously, the STM image is made up of rows of
bright spots and dark regions, closely resembling the computed STM images in Fig. 3.8.
The difference in height between the bright spots above the Ti ions and the darker ar-
eas above the O ions in Ref. [136] are approximately 0.75A˚. This compares favourably
to the contour map obtained using the same methodology here (0.78A˚) as well as the
contour map in Fig. 3.8 (c) - 0.6A˚. This suggests that the methodology outlined here
can reproduce experimental STM images, at least in the case of the Rutile (110) TiO2
surface.
In order to test the line-profile function, line profiles were drawn for all 4 cases.
3It was found that this value ensured the selection of sufficiently accurate charge densities, whilst
ensuring sufficient data points were collected to plot a contour map.
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Figure 3.10: STM image of rutile TiO2 from Ref. [54]. Bias Voltage = 1.6V, tunneling
current = 0.38nA.
A line parallel to each of the lattice parameter a and b was chosen ensuring that it
passes through the bright spots (as shown in Fig. 3.8). The plots of height vs distance
are shown in Fig. 3.9. The plots are consistent with the contour maps and iso-surfaces
reproducing the features accurately and, therefore, suggest this part of the code is also
functioning well. In Fig. 3.9 (b) the line profile of the Modified BS 1 shows an example
of an STM image with two features per unit cell. This illustrate how line profiles could
be a useful tool to analyse STM images (even though, in this case, the features are not
relevant).
3.3.3 Rutile SnO2 (110) surface: a test case
Whereas the methodology has been successfully tested on the rutile TiO2 (110) surface,
the transferability to other metal oxides has yet to be established. With this as the
aim, SnO2 was chosen to ascertain whether this methodology is applicable to different
materials. Specifically, the rutile SnO2 (110) was chosen. The reason for this is the
structural resemblance of this surface to the rutile TiO2 (110) surface. The surface
structures of the two surfaces are very similar. Both materials have 6-coordinate metal
ions and 3-coordinate oxygen ions in the bulk. As in the TiO2 (110) surface, the SnO2
(110) surface exposes a 5-coordinate metal ion and a bridging 2-coordinate oxygen.
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Structurally, the main difference is that the lattice parameters of the SnO2 surface are
slightly larger in both the a and b directions (3.254A˚ and 6.820A˚ respectively) [140].
The relaxed geometry used for the properties calculations here was reproduced from
Ref. [140]
Figure 3.11: STM image of rutile SnO2 from Ref. [51].
The key difference between SnO2 and TiO2 surfaces is the electronic structure. This
is the main reason why SnO2 was chosen. Whilst the bottom of the conduction band in
TiO2 is clearly defined and is dominated by Ti 3d states with small contributions from
the O 2p states, the composition of the bottom of the conduction band of the SnO2 is far
more complex. The primary contributions are from Sn 5s orbitals, however, there are
significant contributions from Sn 5p states as well as O 2p and O 2s states [51,139,141].
The similarity between the structure of the two surfaces means the comparison between
STM images is simple, whilst the difference in electronic structure provides a useful test
of the ability of this methodology to deal with complex electronic structures.
The SnO2 (110) surface is not as well characterised as its TiO2 counterpart and as
such there is no in depth discussion of the nature of the contrast in STM images, as
is the case in TiO2. Nevertheless, the general consensus is that the bright spots are
above the 5-coodinate Sn ions, though it has been reported that this is very sensitive to
experimental conditions such as tunneling current and applied bias [51,139,141,142].
To begin the STM image simulations using the methodology described previously,
the values of charge density and applied potential used for the TiO2 surface were used.
The bias potentials used experimentally are similar to those used for TiO2, so using the
same value in these calculations is a reasonable starting point. Perhaps because of the
similarities in structure between the surfaces, this charge density (5×10−6) happened
to provide a good compromise, as with the TiO2 surface. Therefore, the tolerance was
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(a) (b)
Figure 3.12: Small (gray) spheres represent Sn atoms and large (red) spheres rep-
resent O atoms. Traces above the atoms are charge density isosurfaces at 5 × 10−6
electrons/bohr3 for the region 1V above the CBM. (a) Original basis set used for ge-
ometry relaxation (b) additional s and p functions added to BS of under-coordinated
Sn and O all with exponents 0.06bohr−2.
also kept the same as for the TiO2 surface (1×10
−7). The iso-surface obtained with
the basis set used for the geometry relaxation is shown in Fig. 3.12. Evidently, the
peak of the iso-surface are above the O ions, as was the case with the unmodified basis
set for the TiO2 surface. This is contrary to what is observed experimentally in most
cases [51, 139, 141]. Following the methodology outlined in Section 3.2, the type of
function added is dependent on the composition of the bottom of the CB. Therefore, s
and p functions were added to the under-coordinated Sn and O, all with the exponent
of 0.06bohr−2. The resulting iso-surface is also shown in Fig. 3.12. The enhanced basis
set reverses the contrast, though the difference in height between the region above the
Sn and O ions is considerably smaller than in the TiO2 surface. This could be the
reason why experimental studies have disagreed on the nature of the contrast: such a
small difference suggests that the contrast is very sensitive to tunneling conditions, and
likely to sample preparation conditions as well [51, 141].
The contour maps, or simulated STM images for the unmodified and modified basis
sets are shown in Fig. 3.13. From these images you can see that, whilst the contrast is
reversed with the basis set enhancement, the area above the O ions appears to be more
of a second, less bright, feature than a dark region as was the case for the TiO
2
surface.
Comparison to experimental images is difficult, as high resolution STM images of the
1 × 1 surface have proven difficult to obtain. A typical STM image of this surface is
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(a) (b)
Figure 3.13: Contour maps of the charge density isosurface at 5×10−6 electrons/bohr3
and 1V sample bias (i.e. simulated constant current STM images). Red colours indicate
large values of height (comparable to bright regions in STM images) whilst blue/green
colours indicate low values of height (darker regions). (a) Original Basis set used for
geometry optimisation (b) Diffuse s and d functions of exponent 0.06bohr−2 added to
the surface O and Sn basis sets.
shown in Fig. 3.11. The line profiles for the two STM images are shown in Fig. 3.14.
Again, the line profiles are consistent with the iso-surfaces and contour maps. The line
profiles serve to further highlight the considerably smaller height difference between
the bright regions and the darker regions.
3.4 Conclusions
In this chapter a simple and systematic methodology for the simulation of constant
current STM images has been developed. The methodology has overcome a significant
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Figure 3.14: Line profiles of the STM images shown in Fig. 3.13. The tick marks on
the y-axis represt 1A˚each. Modified BS refers to the addition of s and p functions of
exponents 0.06bohr−2 to the basis sets of the under-coordinated O and Sn ions. (a) Line
profiles of horizontal lines in Fig. 3.13. (b) Line profiles of vertical lines in Fig. 3.13.
limitation of local basis set calculations: the poor description of the charge density in
the vacuum above the surface. Furthermore, the code developed here provides a very
useful additional functionality to the CRYSTAL software package. The code has been
accepted for inclusion in CRYSTAL14 candidate release and will be released for general
use. The code is used by 1400 research groups world wide [127]. The methodology along
with the code have been shown to be successful in two different metal oxide surfaces, and
can thus be used in similar systems with confidence. This approach has its limiations as
the transferability to metals or molecules remains unclear. Nevertheless, the potential
applications in the study of metal oxide surfaces are substantial.
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Figure 3.15: Flow chart showing the primary function of the STM image code.
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4Anatase TiO2 Bulk and
Low-index Surfaces
The study of anatase surfaces is important to improve the understanding of the mor-
phology of nanoparticles. Knowing the structure of the facets exposed in a nanoparticle
is essential towards developing an accurate water splitting mechanism. In this Chapter
three low-index anatase TiO2 surfaces – the (101), (001) and (100) surfaces – are stud-
ied; the structural and electronic properties are analysed and compared to each other.
The (101) surface is widely accepted to be the most stable anatase surface, whilst the
(001) surface has been shown to be very active for photo-catalytic reactions. The (100)
surface has been shown to be exposed in nanostructures under some experimental con-
ditions. These three surfaces represent some of the most important low-index surfaces
of the anatase polymorph, especially for applications in solar water splitting.
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4.1 Introduction
The atomistic structure of the nanostructured films used in experimental studies of
TiO2 for various applications is not fully understood. As discussed in Section 1.2 a
comprehensive study of the reactions of water on nanoparticles is too complex for both
experimental and computational techniques. Therefore, pristine, well characterised
surfaces likely to be exposed in nano-structures are used as model systems. Evidently
then, the first step is to choose appropriate surfaces for study. For the work described
in this chapter three low-index anatase surfaces were chosen: the (101), (100) and (001)
surfaces.
The (101) surface is the most stable surface, as predicted by DFT calcula-
tions [57,76]. It has been shown that it represents a significant portion of the exposed
surface area in macrocrystals and in proposed nanostructure morphologies [72–74]. The
orientation of the facets observed on anatase macrocrystals are consistent with the com-
puted surface energies [52]. The (101) surface cleaved from single crystals has been
studied extensively with various experimental methods, including low-energy electron
diffraction (LEED), STM and X-ray photoelectron spectroscopy (XPS). STM images
of this surface show large flat terraces with one bright spot per lattice unit surrounded
by steps to other large terraces, as shown in Fig. 4.1. The terraces are flat (101) facets
and under typical conditions (tunneling into the surface at +1.5 V bias and 1.23 nA
tunneling current [143]) the bright spots observed are elongated (oval). Analysis of
the relative positions of the bright spots on a surface with/without adsorbates – using
adsorbates expected to adsorb at Ti sites – suggests that they are likely to be situ-
ated above the bond between the under-coordinated Ti and O atoms [52, 143]. These
observations were confirmed by DFT calculations using the GGA [72, 82, 144]. Con-
stant height STM images simulated within the Tersoff-Haman approximation show oval
’bright spots’ stretching over the undercoordinated Ti and O ions [82,144], in agreement
with the observed STM images.
The (001) surface has been calculated to be stable and has been observed in nanos-
tructured systems [72, 145]. The clean (001) surface has been studied using LEED,
STM, XPS and reflection high-energy electron diffraction (RHEED) as well as DFT
calculations, in particular using the local density approximation and GGA [79,146,147].
The computed formation energies suggest that the (001) surface is most stable in a (4
× 1) reconstruction [147]. This reconstruction has also been observed using LEED and
XPS [79,146]. Equilibrium morphologies predicted by the Wulff constructions based on
surface energies – obtained from DFT-GGA calculations – of the anatase macrocrystal
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Figure 4.1: STM images of the (101) surface, extracted from Ref. [143]. Left: 250A˚×
250A˚STM image (+1.5V sample bias, 1nA tunneling current). Right: 130A˚× 60A˚STM
image (+1.22V samplie bias 1.23nA tunneling current). The circles labeled A-D identify
potential oxygen vacancies (see Ref. [143] for details).
show both the (101) and (001) surfaces are exposed [72]. Anatase particles of ≈ 1µm
diameter have been reported to have a similar structure as the computed morphology,
also exposing the (101) and (001) surfaces [145]. A scanning electron microscopy (SEM)
image of a particle studied in Ref. [145] is reproduced in Fig. 4.2. During the study
of photocatalytic oxidation of Pb+2 to PbO2 on these anatase particles in solution a
larger amount of PbO2 was observed on the (001) facets than on the (101) facets [145].
This observation is attributed to a higher reactivity for photo-catalytic reactions of
the (001) surface relative to the (101) surface [145]. If the higher reactivity observed
also applies to the water oxidation reaction, it is likely that this surface will play an
imporant role in the interaction between water and TiO2 nanoparticles.
The final surface studied was the (100) surface. This surface is generally predicted to
be higher in energy than both the (101) and the reconstructed (001) surface [57,72,76].
It is not usually exposed in Wulff constructions [72] and is, thus, not expected to
contribute to macro crystals. However, it has been predicted that under some conditions
the (100) facet will be exposed in nanoparticles [73]. Specifically, it was found that the
(100) surface is expected to be present in nanocrystals with hydrogen-poor surfaces
and with oxygenated surfaces [73]. When studying individual nanocrystals of anatase
TiO2 with transmission electron microscopy (TEM), it was found that under certain
synthesis conditions the nanoparticles obtained exhibited small amounts of the (100)
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Figure 4.2: SEM image of anatase particle extracted from Ref. [145]
surface and, in some cases, it was, in fact, the dominant surface [148]. The fact that
this surface could be exposed in nanostructures makes it an important surface to study
towards understanding the water splitting mechanism.
The surface structures of the (101), (100) and (001) surfaces are described in detail
in the following sections. The relative stability of the surfaces is analysed in terms
of surface formation energy. The features of the surface structures that are likely
responsible for the varying stabilities are analysed. Finally, the electronic properties of
the surfaces are computed, and an STM image of the (101) surface is calculated using
the methodology outlined in Chapter 3.
4.2 Bulk Geometry
The anatase structure belongs to the I4/amd tetragonal space group and the unit
cell is defined by the lengths of lattice vectors aB and cB (the subscript B denotes
the bulk phase) and the oxygen internal coordinate u. The primitive cell contains
two atoms in the asymmetric unit: a Ti ion at (0,0,0) and an O ion at (0,0,u), in
fractional coordinates. The predicted structural parameters, with the deviation from
those deduced from pulsed neutron diffraction at 15K [149] in parenthesis, are: aB =
3.794A˚(0.32%), cB = 9.768A˚(2.80%), u = 0.205(1.44%). The volume of the cell (VB)
was found to be 70.31A˚
3
, a 2.87% deviation from the measured value [149]. These
parameters are also in close agreement with previous calculations using the B3LYP
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functional [59]. The structure of a bulk unit cell is depicted in Fig. 4.3. Each Ti
is octahedrally coordinated to six O ions. The TiO6 octahedron is distorted, with
the length of the two apical Ti-Oap bonds slightly longer than the four equatorial,
Ti-Oeq, bonds. The calculated (observed) lengths (in A˚) being 2.000 (1.980) for Ti-
Oap and 1.948 (1.935) for Ti-Oeq [149]. The anatase TiO6 octahedron shares four
edges in adjacent pairs. This is in contrast with that in the rutile structure, where the
octahedron shares only two opposite edges [149]; the resulting structure is characterised
by zig-zagging octahedra along the aB and cB lattice vectors [59].
(a) (b)
Figure 4.3: Bulk Anatase TiO2. Small (black) spheres are titanium, large (red) spheres
represent oxygen. (a) Orthogonal projections: front, side and top views. (b) 3D
representation.
4.3 Surface Geometry and Energetics
To study surfaces, the optimised bulk geometry from Section 4.2 was used and slabs
were cut in the required orientation for each of the low-index surfaces. The surface
terminations were chosen so that the slabs are stiochiometric and non-polar in the
non-periodic direction. The lattice parametres for the surfaces are derived from the
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optimised bulk and are listed in Table 4.2 along with the repeating sequence of atomic
layers. The geometry of these slabs was then relaxed. The stability of the surfaces was
assessed by evaluating the surface formation energy per unit area, Es, which is defined
as follows for a stoichiometric slab:
Es =
1
2A
(Eslab − nEbulk) (4.1)
where Eslab is the total energy of the slab, Ebulk is the total energy per formula unit in
the bulk, n is the number of formula units per unit cell of the slab and A is the unit
cell area. The Es was converged with respect to slab thickness for each of the surfaces.
The plots of Es as a function of slab thickness are shown in Fig. 4.6. The optimised
structures of the (101), (100) and (001) surfaces are described in detail in the following
sections.
Figure 4.4: (101) Surface. Small (black) spheres are titanium, large (red) spheres
represent oxygen. Left: Orthogonal projections- front, side and top views. Right:
Multiple unit cell view of (101) surface
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4.3.1 (101) Surface
The (101) surface has two possible terminations, both resulting in stoichiometric, non-
polar (Tasker type 2) surfaces [76]. One of them has a significantly higher calculated
surface formation energy (1.27Jm−2), which is likely to be due to lower coordination
of the surface ions: one Ti4c ion as well as two O2c ions are exposed at the surface per
unit cell; the subscript nc indicates that the ion is n-fold coordinated. The structure of
this termination is depicted in Fig. 4.5. In the low energy termination (Es=0.56Jm
−2),
as shown in Fig. 4.4, one of each of the following is exposed: O2c, O3c, Ti5c and
Ti6c. The O2c bridges a Ti5c and a Ti6c ion, producing the characteristic saw-tooth
(101) surface structure. The computed displacements with respect to the unrelaxed
geometry cut from the optimised bulk are listed in Table 4.1 and are in good agreement
with those from previous DFT calculations both with and without the use of hybrid
exchange functionals [72, 76]. The under-coordinated Ti relaxes inwards, whilst the
undercoordinated O relaxes outwards.
Figure 4.5: High energy termination of (101) surface. Small (black) spheres are tita-
nium, large (red) spheres represent oxygen. Orthogonal projections: front, side and
top views.
79
4. ANATASE TIO2 BULK AND LOW-INDEX SURFACES
This work From Ref. [76]
Label [101¯] [101] [101¯] [101]
O1 0.36 -0.01 0.37 -0.01
Ti2 0.10 -0.18 0.11 -0.17
O3 0.23 0.21 0.25 0.21
O4 0.23 0.07 0.25 0.06
Ti5 0.24 0.21 0.26 0.20
O6 0.23 -0.06 0.24 -0.06
O7 0.13 0.03 0.15 0.03
Ti8 0.04 -0.12 0.04 -0.11
O9 0.08 -0.02 0.08 -0.04
O10 0.10 0.02 0.11 0.03
Ti11 0.11 0.11 0.11 0.09
O12 0.06 -0.02 0.06 -0.03
Table 4.1: Displacements (in A˚) of 12 outermost atoms of the relaxed (101) surface with
respect to the unrelaxed geometry cut from the optimised bulk. There is no displacemnt
along [01¯0] due to symmetry constraints. The [101] direction is perpendicular to the
(101) plane and in this case is equivalent to the z-axis.
4.3.2 (100) Surface
Miller Indices Sequence Area a b γ
(1 0 0) 2Ti 4O 37.064 3.794 9.768 90.00
(0 0 1) O-Ti-O 14.396 3.794 3.794 90.00
(1 0 1) O-Ti-O-O-Ti-O 19.881 3.794 5.572 109.90
Table 4.2: Details of the surfaces considered here. In the column “Sequence”, the
stacking sequence of the atomic layers in the non-periodic direction (z) is indicated
for the repeat unit of the unrelaxed slab, where hyphens separate atomic layers. The
surface unit cell vectors (in A˚) and area (A˚2) along with the angle γ (◦) are also
tabulated.
The (100) surface consists of terraces separated by grooves. On the terraces, two
Ti5c are exposed as well as two O2c and two O3c. In the grooves two Ti6c ions are
present along with two O3c per unit cell. Each atomic layer consists of a Ti2O4 unit,
making it a Tasker Type 1 [128] surface. Good agreement was observed between the
computed relaxation displacements of the (100) surface obtained here and those in
previous work [76], as shown in Table 4.3. Figure 4.7 shows the structure of the (100)
surface for an odd and even number of layers after geometry optimisation. Although
the odd and even layered slabs are equivalent, the symmetry operation relating the
two terminations (’top’ and ’bottom’ of the slab) is different. For the slabs with odd
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Figure 4.6: Surface formation energy as a function of the slab thickness, expressed in
terms of the number of formula units in the slab.
numbers of layers this is a mirror plane across the centre of the slab, whereas for the
slabs with even numbers of layers it is an inversion. From the plot shown in Fig. 4.6 it is
evident that the (100) surface shows strong oscillation before convergence is achieved;
this has been reported before [76], and is reminiscent of the behaviour of the rutile
(110) surface [150]. One reason for this oscillation could be the difference between the
slabs with even and odd numbers of layers. The surface formation energy of the slabs
with odd numbers of layers appears to converge more quickly than the slabs with even
numbers of layers. The mirror plane accross the middle layer of the slabs with odd
numbers of layers constrains the relaxation of the atoms in the z-direction, therefore
imposing a bulk-like geometry to the middle of the slab. This results in the quicker
convergence of the slabs with odd numbers of layers (as observed in Fig. 4.6). In the
rutile (110) surface the presence of a soft phonon mode allows for the propagation
of distortions deep into the bulk-like region. The propagation of these distortions
is different for slabs with odd and even numbers of layers [150]. It is possible that
something similar is the reason behind the observed oscillation for the (100) surface.
However, the odd and even numbers of layers converge to different values of Es for the
rutile surface, which is not the case for the (100) surface.
4.3.3 (001) Surface
The (001) surface is relatively flat and, apart from one Ti5c, it exposes one O2c and
one O3c per unit cell. The O2c bridges two Ti5c ions (the two Ti ions are related by
translational symmetry as well as a number of the symmetry elements associated with
the point group symmetry). Retaining the high symmetry of the surface as cleaved
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This work From Ref. [76]
Label [001] [100] [001] [100]
Ti1,Ti2 ±0.03 -0.15 ±0.03 -0.14
O3,O4 ±0.04 0.17 ±0.04 0.21
O5,O6 ±0.16 -0.01 ±0.15 0.02
Ti7,Ti8 ±0.00 0.13 ±0.07 0.16
O9,O10 ±0.00 0.08 ±0.00 0.10
O11,O12 ±0.13 -0.04 ±0.12 -0.01
Table 4.3: Displacements (in A˚) of 12 outermost atoms of the relaxed (100) surface with
respect to the unrelaxed geometry cut from the optimised bulk. There is no displacemnt
along [01¯0] due to symmetry constraints. The [100] direction is perpedicular to the (100)
plane and in this case is equivalent to the z-axis.
from the bulk means that the surface remains in a bulk-like geometry. The two Ti5c-
O2c bonds are both 1.967A˚ long, a value similar to the apical bondlength in bulk
anatase. This results in a very high surface formation energy (1.23Jm−2), higher than
in previous studies [72]. Reducing the symmetry of the surface in such a way that the
adjacent Ti5c are only related by translational symmetry was found to allow the system
to relax to a more stable geometry (Es=1.03Jm
−2). The two Ti5c-O2c bondlenghts are
now different (1.725 and 2.271A˚) and have changed significantly from the bulk values.
The resulting geometry is shown in Fig. 4.8. An image of three (001) unit cells was
also included in Fig. 4.8 to facilitate the visualisation of the surface atomic bonds.
Nevertheless, the (001) surface has been shown to be most stable in a (4 × 1) re-
construction [72, 79, 146]. In order to study the structural difference and its effect
on the surface formation energy the most stable reconstructed structure described in
Ref. [72] was used as the starting point for the geometry relaxation. In order to obtain
the structure a (4 × 1) supercell was generated from the optimised bulk structure and
the appropriate atoms were removed to obtain the structure described in Ref. [72]. Al-
though it is referred to as the ”ad-molecule” model (where a ’molecule’ of TiO2 is added
to a (4 × 1) supercell periodically) [72], it was found that removing the appropriate
atoms was an equally efficient route to obtain the same structure. In fact, removing
atoms is easier to achieve and does not require any additional data (i.e. coordinates
of atoms to be added). The unreconstructed (4 × 1) supercell is shown in Fig. 4.9
with the atoms to be removed highlighted. The resulting unrelaxed and then relaxed
structures are also shown in Fig. 4.9. Even though a Ti4c ion is exposed, the surface
formation energy of the reconstruction is considerably lower than that of the unrecon-
structed surface. This could be in part because the distorted tetrahedral shape around
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(a) (b)
Figure 4.7: Small (black) spheres are titanium, large (red) spheres represent oxygen.
Orthogonal projections: front, side and top views of the unreconstructed (100) surface
for (a) odd number of atomic layers (b) even number of atomic layers.
Ti4c is relatively stable [72]. This type of environment has been previously reported
to be stable in Ti(OH)4 species as well as in titanozeolites [151,152]. Another possible
explanation is that the Ti4c is coordinated to four O2c. This coordination environment
is likely to be more stable than, for instance, the coordianation sphere around the Ti4c
in the high energy termination of the (101) surface. Finally, the Ti5c ions exposed in
the reconstruction have more freedom to relax, resulting in Ti5c-O2c bond-lengths of
around 1.840A˚. This is markedly different to the bondlenghts of the unreconstructed
(001) surfaces and similar to the Ti5c-O2c bondlength on the (101) surface. It appears
that the relaxation to this structure leads to the stabilisation of the O2c and/or the
Ti5c ions.
4.3.4 Relative Surface Formation Energies & Wulff Construction
The surface formation energies for all the surfaces described in this Chapter are sum-
marised in Table 4.4. From the values of Es in Table 4.4, it is clear that the (101)
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Figure 4.8: Unreconstructed relaxed (001) Surface. Small (black) spheres are titanium,
large (red) spheres represent oxygen. Left: Orthogonal projections: front, side and top
views. Right: (3 × 1) unit cell
surface is the most stable with a computed Es of 0.56J/m
2, in agreement with previous
studies [52,76]. The Es of the unreconstructed (001) surface is almost double this value.
However, after the reconstruction it is of similar stability to the (100) surface. In an
attempt to predict the morphology of TiO2 nanoparticles a Wulff construction taking
into account the surface formation energies was generated and is presented in Fig. 4.10.
The Wulff construction predicts the morphology of a crystallite in equilibrium, not of
a nanoparticle, however, often at least the shape of such a crystallite is retained in
nanoparticles [73, 153]. Initially, the surface formation energy of the unreconstructed
(001) surface was used. The (101) surface is dominant and accounts for 96% of the
total surface area, with the (001) surface making up the remaining 4%. The (100)
surface is not exposed. This is in good agreement with previous Wulff constructions
and predicted nanocrystal morphologies [72–74]. However, this disagrees with some ex-
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(a) (b) (c)
Figure 4.9: Representations of the (001) (1 × 4) reconstruction. Small (black) spheres
represent Ti atoms and large (red) spheres represent O atoms. (a) Unrelaxed (1 × 4)
supercell. Atoms highlighted are removed to achieve desired structure. (b) Unrelaxed
(1 × 4) reconstruction. (c) Relaxed (1 × 4) reconstruction.
perimental observations, where under certain synthesis conditions nanoparticles have
been created where the (100) facets are the dominant ones [148]. Evidently, varying
experimental conditions were not taken into account in these calculations and will have
a large effect on the shape of nanoparticles. Using the value of Es of the reconstructed
surface does not change the shape of the predicted crystallite by much (as shown in
Fig. 4.10). Although the share of the total surface area covered by the (001) facets
increases to 15%. It is worth noting that the Wulff constructions obtained here are
of similar shape to small anatase TiO2 particles observed in Ref [145], as shown in
Fig. 4.2.
Miller Indices Es (J/m
2) Number of Layers Thickness(A˚)
(101) 0.56 10 16.48
(100) 0.65 20 12.80
(001) 1.03 4 10.68
(001)r 0.62 10 23.55
Table 4.4: Surface formation energies (Es), converged to ±0.005J/m
2, corresponding
thickness and number of layers for various low-index anatase TiO2 surfaces. The (001)r
represents the (4× 1) reconstruction of the (001) surface.
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(a)
(b)
Figure 4.10: Wulff constructions of low-index anatase TiO2 surfaces (a) using the un-
reconstructed (001) surface formation energy (b) using the (4 × 1) reconstruction of
the (001) surface.
4.4 Electronic Structure
Anatase TiO2 is an indirect bandgap semiconductor with an optical bandgap of approxi-
mately 3.2eV (measured from the absorption spectrum) [9]. The single particle bandgap
of the bulk was calculated to be 3.77eV. This value is the fundamental bandgap, which
has not been measured previously for anatase TiO2, thus direct comparison to experi-
ment is not possible. Nevertheless, the value reported here is in good agreement with
previous calculations [59,154]. The band structure of bulk anatase along with the pro-
jected density of states (PDOS) is shown in Fig. 4.11. The band structure is in good
agreement with previous calculations [59]. The top of the VB is shifted to be aligned
with the VB of the (101) to facilitate comparison to the surfaces. In Fig. 4.11 the VB
is located below ≈8eV and displays predominantely O-2p character, with some hybridi-
sation with Ti-3d states. The CB is located above ≈5eV and consists predominantely
of Ti-3d states, with some contributions from O-2p states.
The Mulliken charge analysis data for the low-index surfaces as well as the bulk is
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Figure 4.11: Left: Band structure of bulk anatase TiO2 k-points are labeled with
respect to the primitive unit cell in accordance with Refs. [59] and [155]. Right: Total
and projected density of states for bulk anatase TiO2 : Solid (black) lines represent
total DOS, dashed (blue) lines represent the DOS projected over all Ti ions and dotted
(red) lines represent the DOS projected over all O ions. The top of the bulk VB has
been aligned to the top of the (101) surface VB for comparison.
Miller Indices Ti O
Bulk +2.134 -1.067
(101) +2.088 -0.912
(100) +2.090 -0.906
(001) +2.113 -1.072
(001)uc +2.085 -0.993
(001)r +2.091 – +2.105 -0.978 – -0.989
Table 4.5: Mulliken charge analysis for Ti and O ions. Charges are in units of absolute
electronic charge (|e|). For the surfaces the Ti5c and O2c were considered. The label
”uc” denotes the unconstrained, unreconstructed (001) surface, whilst ”r” represents
the (1×4) reconstruction of the (001) surface. In the case of the reconstruction a range
of charges is provided, representing various Ti5c and O2c exposed.
presented in Table 4.5. Mulliken charges are an indication of the overall charge of the
ion (i.e. is indicative of oxidation state). The charges on the bulk Ti and O are in
good agreement with previous calculations [59]. The changes in the Ti ions accross the
surfaces and the bulk are minimal. This is not surprising, given the small ionic radius of
the Ti ion and the low polarisability of the ion that implies. For the O ion, on the other
hand, significant changes are observed. For the (101) and (100) surfaces the charge on
O2c becomes less negative with respect to the bulk. In contrast, the O2c ions on the
(001) surfaces exhibit charges much more similar to the bulk O ion. This is unsurprising
for the bulk-like constrained surface, given its similarity to the bulk geometry. For the
unconstrained and the reconstructed surfaces the charges sit somewhere in between the
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(101)/(100) surfaces and the bulk O ions. This reflects a more bulk-like environment
encountered on the (001) surfaces. It could also be a contributing factor to the high
stability of the (001) reconstruction despite the presence of a Ti4c ion.
The PDOS of the three low-index surfaces are shown in Fig 4.12. As expected for
the anatase TiO2 polymorph, all the surfaces studied have an indirect bandgap and
the composition of the CB and VB in terms of atomic orbitals is the same as for the
bulk. The unreconstructed symmetry constrained (001) surface displays a significant
surface state approximately 1eV above the valence band maximum (VBM). However,
this state is attributed to the instability of that system. When the symmetry constraints
are removed, a surface state is still observed; however it is within 0.5eV of the VBM.
The PDOS plots of these two surfaces are shown in Fig. C.1 in Appendix C. Only
when the surface is allowed to reconstruct does the surface state vanish. The PDOS
shown in Fig 4.12 is of the reconstructed surface. The other low-index surfaces do
not exhibit a surface state. The valence band (conduction band) maxima (minima) of
all the surfaces studied are presented in Table 4.6. As the calculations are performed
with vacuum boundary conditions perpendicular to the surface the absolute position
of the band edges can be compared to that determined in, for instance, photoelectron
and inverse photoelectron spectroscopy. The computed positions of the VB edges are in
good agreement with those measured and calculated for a bulk-like system in Ref. [156].
The CB edges are all less negative than the value reported in Ref [156]. However, this
is expected as the values computed here are of the fundamental band edges, whereas
the measured optical bandgap was used in the calculation of the CB edge position in
Ref [156]. The (001) surface has the highest VB edge, whilst the (101) surface has the
lowest CB edge, although after the reconstruction the VB of the (001) surface is near
that of the (100) surface. In terms of photocatalytic reactions this implies that excited
electrons would preferentially be found on (101) facets, whilst photo generated holes
might prefer the (001) surface. (This is for a particle where these surfaces are exposed
and assumes that the presence of other surfaces does not affect the relative position of
the VB/CB.)
4.4.1 STM image
In order to further test the methodology described in Chapter 3 and as a test of the
electronic property calculations in general, a STM image of the (101) surface was cal-
culated. As with the rutile TiO2 (110) surface more diffuse functions were added to
the under-coordinated Ti and O ions. The resulting STM image is shown in Fig. 4.13.
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Figure 4.12: Projected density of states for the (101) and (100) surfaces. Solid (black)
lines represent total DOS, dashed (blue) lines represent the DOS projected over Ti ions
and dotted (red) lines represent the DOS projected over O ions. In the plots on the
left (labeled ’surface region’) the DOS is projected over Ti and O ions exposed at the
surface, whilst in the plots on the right (labeled ’bulk-like region’) the DOS is projected
over the remaining ions in the slab.
Evidently, the STM image consists of one elongated bright spot above the Ti5c-O2c
bond in each unit cell. This is in agreement with previous work [52,143] and compares
favourably to Fig. 4.1. It appears that the methodology works well on anatase surfaces
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Miller Indices VB maximum (eV) CB Minimum (eV)
(101) -8.24 -4.45
(100) -7.85 -4.05
(001) -7.33 -3.78
(001)r -7.79 -4.15
Table 4.6: Valence band (VB) maxima and conduction band (CB) minima for the
surfaces considered here in eV. The row labled with (001)r represent the data for the
(1×4) reconstruction of the (001) surface.
as well as the previous test cases.
Figure 4.13: Constant current STM image of (4 × 3) supercell of the (101) surface
(bias potential 1V, charge density of 5× 10−6 e/bohr3). Contours are of the height of
the STM tip above the surface. Red indicating a large height and thus, a ’bright’ spot.
Blue/green colours are indicative of lower values of height and, thus, represent darker
areas of an STM images.
4.5 Conclusions
In this chapter three low-index anatase surfaces with, potentially, critical implications
for solar water splitting have been described. The atomistic structures of the surfaces
were re-established and an attempted was made to understand the relative stability
of these surfaces in terms of the coordination of the surface ions and the geometry
surrounding them. Furthermore, the electronic properties were analysed. The surface
state observed in the unreconstructed (001) surface was linked to the instability of
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the surface. Based on relative positions of the CB and VB of the low-index surfaces
studied the (101) and (001) surfaces were identified as the most likely destinations for
photo-generated electrons and holes, respectively. Finally, an STM image of the (101)
surface was calculated using the methodology described in Chapter 3. It was found
to be in good agreement with observed STM images in the literature, thereby further
validating the basis set enhancement methodology.
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5Vicinal Anatase Surfaces
Edges and step-edges can play an important role in solar water splitting when using
nanostructured anatase TiO2 surfaces. However, the atomistic structure of these steps
is not well understood. In order to improve the understanding of edge structures, two
surfaces vicinal to the low-energy (101) surface were studied. The relative stability
and electronic properties of the (514) and (516) surfaces are computed and compared
to the low-index surfaces described in Chapter 4. The (516) surface was found to be
remarkably stable and is predicted to contribute significantly to the surface area of a
crystallite in equilibrium. The position of the band edges of this surface relative to the
low-index surfaces suggests that it will play a significant role in water-TiO2 interactions
in solar water splitting. STM images of both vicinal surfaces are simulated using the
methodology outlined in Chapter 3 and compared to those previously measured on
a miscut single crystal. The simulated STM image of the (516) surface is in good
qualitative and quantitative agreement with the observed STM image of the miscut
surface. This agreement together with the high computed stability of the (516) surface
indicates that the structure of the observed miscut surface is, in fact, the (516) surface
described in this chapter. Establishing atomistic structures of these vicinal surfaces
allowed for the identification of preferential water adsorption sites.
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5.1 Introduction
The surface structure and electronic properties of the stable low-index surfaces of
anatase TiO2 are undoubtedly important towards understanding the molecular level
mechanism of water splitting on anatase TiO2. Nevertheless, as discussed in Chapter 1,
in order to increase the surface area and, thus, maximise the number of photogenerated
holes that reach the surface, nanostructured TiO2 films are commonly used [9,48,61,69].
The films predominantly consist of the anatase polymorph of TiO2 [61,69]. The atom-
istic structure of the nanostructured films is not fully understood. A complete charac-
terisation of the films would involve specifying areas of the various facets exposed as
well as the composition and atomic structure of each facet. However, this is computa-
tionally expensive and not possible using standard surface science techniques. Whereas
the overall shape of a nanoparticle is often related to that of a Wulff construction the
atomistic surface structure is likely to be far more complex. At smaller scales con-
tributions from surface tension as well as edge and corner energies have to be taken
into account [73, 153]. As the volume of the particle decreases the ratio of edges to
the surface area of flat surfaces increases, and the structure of edges becomes impor-
tant [82,153].
As discussed in Chapter 4, STM images of the anatase (101) surface show large
terraces surrounded by step-edges leading to other terraces. As the (101) surface is
the most stable anatase surface, analysing the edge-structures found on this surface is
reasonable starting point towards understanding the structure of edges in TiO2 macro-
and nanoparticles. The energetics and structure of step-edges between the terraces have
been studied using DFT-GGA calculations [82]. By analysing the type of steps formed
on various vicinal surfaces, including the (516) and (514) surfaces, a number of possible
step structures were proposed [82]. Several of these structures were found to have
similar energies and thus would be expected be present on an equilibrated surface,
including the (516) surface step. The proposed step structures are characterised by
5- and 4-coordinate Ti ions and 2-coordinate O ions [82]. In order to improve the
understanding of the structure of the step edges, Li et. al. studied a surface vicinal to
the (101) surface with STM and LEED [50]. In this work, the vicinal surface was created
by miscutting a single crystal by 10◦ relative to the (101) plane. It was suggested that
the miscut surface is in either the (514) or (516) plane. The expectation was that STM
images of the vicinal surface would resemble those of the (101) surface (flat terraces
separated by steps) but with a higher concentration of steps. However, both the LEED
diffraction patterns and STM images suggest that, in fact, a vicinal surface structure
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forms. Two microfaceted models of the surface with two distinct ridges were proposed,
but the STM and LEED data were insufficient to conclusively determine which of the
proposed models was in better agreement with the microscopy and diffraction data [50].
Thus, the atomic structure of the surface exposed by the miscut remains unresolved.
The aim of this chapter is to gain a better understanding of the step-edge structures
of the (101) surface and, potentially, the nature of steps in nanoparticles. This was
achieved by studying the vicinal (516) and (514) surfaces and calculating the structure,
energetics and electronic properties. The surfaces were chosen because one of the two
has been observed experimentally [50]. A secondary objective of the work described
in this Chapter is to suggest the most likely surface structure for the miscut surface
observed in Ref. [50]. For comparison to observed STM images, constant current STM
images are simulated using the methodology described in Chapter 3. Understanding
the structure of step-edges is important towards improving the undestanding of the
atomistic structure of TiO2 nanoparticles. Knowing the types of ions exposed in the
edges and on the surfaces near edges can help in identifying potential water adsorption
sites.
5.2 Surface Geometry and Energetics
Bondlength (A˚)
Atoms Involved (101) (516) Terrace (514) Terrace (514) Near-Step
O2c-Ti5c 1.834 1.829-1.833 1.831-1.835 1.855
O2c-Ti5c - - - 1.835
O3c-Ti5c 1.778 1.778-1.781 1.776-1.785 1.833
O3c-Ti5c 2.057 2.065-2.074 2.077-2.090 2.204
O3c-Ti5c 1.988 1.964-1.973 1.967-1.977 1.977
O3c-Ti5c 1.988 1.953-1.999 1.950-1.966 -
O2c-Ti6c 1.841 1.953-1.999 1.835-1.846 -
Angle (Degrees)
Ti6c-O2c-Ti5c 102.3 101.3-101.9 101.7-102.1 101.972
Table 5.1: Bond lengths and bond angles between various surface atoms in the (101),
(514) and (516) terraces. The subscript adjacent to Ti an O indicates the coordination
of the atoms in question. In the case of the vicinal surfaces a range of values are given,
representing different O2c-Ti5c pairs on the terraces. The values in the column labelled
(514) ’Near-Step’ are the bond lengths of the Ti5c nearest to the step. Because it is
coordinated to an additional O2c compared to other terrace-Ti5c, the bond lengths are
somewhat different. In this case the bond angle is in relation to the O2c ion that does
not form part of the step.
95
5. VICINAL ANATASE SURFACES
(516) Step (514) Step
Atoms Involved Bondlength (A˚) Atoms Involved Bondlength (A˚)
O2c-Ti5c 1.813, 1.815 O2c-Ti4c 1.877
O2c-Ti5c 1.879, 1.889 O2c-Ti4c 1.851
O3c-Ti5c 1.776, 1.779 O3c-Ti4c 1.797
O3c-Ti5c 2.022, 2.044 O3c-Ti4c 1.783
O3c-Ti5c 2.231, 2.239 O2c-Ti6c 1.860
Angle (Degrees) Angle (Degrees)
Ti5c-O2c-Ti5c 105.1, 105.1 Ti6c-O2c-Ti4c 102.1
Ti5c-O2c-Ti4c 102.1
Table 5.2: Bond lengths and bond angles between various surface atoms at the (516)
and (514) surface step. The subscript adjacent to Ti an O indicates the coordination
of the atoms in question. Multiple values in a column indicate mutliple instances of
that partiuclar type of bond.
When considering the planar unrelaxed terminations of the (514) and (516) surfaces
cut from the bulk (depicted in Fig. 5.1), it is clear that some of the outermost atoms have
a lower coordination than those on the (101) surface: the mono-coordinate O atoms
and the 3-coordinate Ti atoms are highlighted in Fig. 5.1. These coordinations are very
unlikely to be exposed in an equilibrated surface. The removal of these strongly under-
coordinated atoms results in the presence of more highly under-coordinated atoms,
also highlighted in Fig. 5.1. From this an algorithm was developed to remove ions
coordinated to a chemically unrealistic number of counter-ions (e.g. mono-coordinate
O, or 3-coordinate Ti ions), whilst maintaining stoichiometry and non-polarity in the
non-periodic direction. This approach is different to other methods for determining
the composition of a surface termination more commonly used, where atoms are added
to increase the coordination of the outermost atoms [147]. The approach used here
has the advantage that no ad hoc decisions regarding the coordinates of added atoms
have to be made. This is similar to the approach employed to study the (001) surface
resconstruction in Chapter 4. The surface structure of the (514) and (516) surfaces
(obtained by using this algorithm) consist of long terraces interrupted by step edges.
Details of the surface unit cell as derived from the bulk along with the stacking sequence
obtained after removal of highly under-coordinated atoms is presented in Table 5.3.
The terraces expose four O2c-Ti5c pairs on both the (514) and the (516) surface. These
bond angles and bond lengths presented in Table 5.1 illustrate the similarity between
the terraces of both vicinal surfaces and the (101) surface. The Ti5c ion nearest to
the (514) step is coordinated to two O2c, one of them being an O2c at the step. Due
to the somewhat different coordination of this Ti5c the bond angles and bond lengths
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Miller Indices Sequence Area a b γ
(5 1 4) O-Ti-O-O-Ti-O 98.783 5.572 17.859 97.00
(5 1 6) 2O-2Ti-2O 103.896 5.572 18.649 91.25
Table 5.3: Details of the (514) and (516) surfaces. In the column “Sequence”, the
stacking sequence of the atomic layers in the non-periodic direction (z) is indicated
for the repeat unit of the unrelaxed slab, where hyphens separate atomic layers. The
surface unit cell vectors (in A˚) and area (A˚2) along with the angle γ (◦) are also
tabulated.
associated with it are presented separately in Table 5.1. The short Ti-O bond between
the Ti5c ion and a O3c in the sub-surface layer (1.778 A˚) is due to the inward relaxation
of the Ti ion, analogous to the computed relaxation of the (101) surface. It should be
noted that, due to the shape of the step in the vicinal surfaces, an ’inward’ relaxation
does not necessarily translate into a displacement along the non-periodic z-direction
(as is the case for the (101) surface). The steps display different coordination and
geometry to the terraces and the bond lengths and bond angles are shown in Table 5.2.
The (516) surface step consists of two Ti5c and two O2c per surface unit cell, with each
O2c bridging the two Ti5c. The (514) surface step consists of one Ti4c and two O2c per
surface unit cell. One O2c bridges the Ti5c nearest to the step and the Ti4c, whilst the
other O2c bridges a Ti6c and the Ti4c. The structures described here are similar to some
of the step structures outlined in Ref. [82]. The Ti5c-Ti5c distance at the (516) step
(2.930 A˚) is shorter than that of the (101) surface (3.794 A˚) and is, in fact, comparable
to the Ti5c-Ti5c separation at the rutile (110) surface. The two Ti5c along with the O2c
bridging the two Ti5c ions at the (516) surface step and the Ti4c on the (514) surface
are possible active adsorption sites in the photocatalysis of water.
5.2.1 Surface Formation Energy
The relative stability of the two vicinal surfaces considered has been assessed by evalu-
ating the surface formation energy per unit area, Es, using the same principles applied
to the low-index surfaces in Chapter 4. This is plotted as a function of the slab thick-
ness for the two vicinal surfaces in Fig. 5.2, along with some data points from the (101)
surface as a point of reference.
From the values of Es in Table 5.4 (which include the low-index and vicinal sur-
faces), it is clear that the (101) surface remains the most stable with a computed Es of
0.56J/m2. The computed Es of both vicinal surfaces is relatively low, this is especially
true for the (516) surface, where Es is comparable to that of the (101) surface. This is
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(514) surface
Planar Unrelaxed Termination
Proposed Unrelaxed Termination
Proposed Relaxed Termination
Step structure
(516) surface
Planar Unrelaxed Termination
Proposed Unrelaxed Termination
Proposed Relaxed Termination
Step Structure
Figure 5.1: 3D representations of the (514) and (516) anatase surfaces. Small (black)
spheres represent Ti atoms and large (red) spheres represent O atoms. The atoms
highlighted in the pictures at the top need to be removed in order to define the proposed
surface. To facilitate the visualisation of the terraces in the (514) and (516) surfaces,
the images shown here represent a (1 × 2) periodicity. The two images at the bottom
are zoomed in top-view images of the two step structures.
in good agreement with previous calculations [82]. Both vicinal surfaces have a lower
calculated Es than the unreconstructed (001) surface. However, the (514) surface is
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Figure 5.2: Surface formation energy as a function of the slab thickness, expressed in
terms of the number of formula units in the slab.
less stable than the (4 × 1) reconstruction of the (001) surface described in Section 4.3
(Es=0.62J/m
2). Nevertheless, the (516) surface formation energy is essentially identi-
cal to that of this reconstruction. This is significant because it means that the (516)
is of comparable stability to the two surfaces observed in small particles and Wulff
constructions [72,145,147].
Miller Indices Es (J/m
2) Number of Layers Thickness(A˚)
(101) 0.56 10 16.48
(100) 0.65 20 12.80
(001)r 0.62 10 23.55
(001) 1.03 4 10.68
(514) 0.71 32 12.19
(516) 0.59 30 12.29
Table 5.4: Surface formation energies (Es), converged to ±0.005J/m
2, corresponding
thickness and number of layers (equivalent to the number of formula units) for various
anatase TiO2 surfaces. The (001)r represents the (4× 1) reconstruction of the (001)
surface.
In order to rationalise the different surface formation energies, Es was plotted as a
function of the number of under-coordinated atoms per unit area (see Fig. 5.3). There
is a clear linear trend: the higher the number of under-coordinated atoms, the higher
the surface formation energy. It is intersting to note the difference between the (001)
surface before and after reconstruction. Nevertheless, they are both on the line drawn.
Both the (514) and the reconstructed (001) surface expose Ti4c ions. It appears that
these ions are sufficiently stabilised in the geometries of both surfaces. The exception
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Figure 5.3: Surface formation energy of various anatase surfaces as a function of under
coordinated atoms per unit area. The dotted line is a linear fit of all the points. The
solid line is a linear fit of the three low-index surfaces.
to the trend is the (516) surface; given the number of under-coordinated atoms per unit
area, the surface would be expected to have a higher Es. A possible explanation for the
higher relative stability of the (516) surface is that the Ti5c-O2c-Ti5c motif stabilises
the O2c ion. The (001) surface is the only other anatase surface studied to exhibit an
O2c coordinated to two Ti5c ions; however, in the (1 × 1) periodicity the Ti5c-O2c-Ti5c
exhibits lopsided bondlengths around the O2c (computed to be 1.725 A˚ and 2.271 A˚).
These bond lengths at the (001) surface have been cited as the driving force behind
the computed and observed (4 × 1) reconstruction [79, 146, 147]; where the O2c ions
are less constrained and can relax to a more stable geometry. The imposition of the
(1 × 1) periodicity on the (001) surface restricts the relaxation of the Ti5c-O2c-Ti5c
motif, resulting in a higher relative Es. Conversely, the less constrained relaxation of
the Ti5c-O2c-Ti5c motif at the (516) surface results in bondlengths of 1.815 and 1.889A˚.
These values are similar to those computed for the Ti6c-O2c-Ti5c motif at the (101)
surface (see Table 5.1) as well as the bond lengths for the Ti5c-O2c-Ti5c motif in the
(4 × 1) reconstruction of the (001) surface. Therefore, the presence of the Ti5c-O2c-Ti5c
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motif in a stable geometry at the (516) surface step leads to a stabilisation of the O2c ion
and, thus, results in the lowering of the Es with respect to the other surfaces studied.
This hypothesis is supported by the Mulliken charge analysis of the (516) surface. The
under-coordinated ions on the terraces were found to have similar atomic charges as
the (101) and (001) surfaces (-0.905 – -0.916|e|). The O2c ions at the step, on the other
hand, have charges of -0.966 and -0.975|e|. These values are similar to those observed
on the (001) surface and closer to the bulk value than the ions on the terraces.
The (514) surface exposes an O2c ion that bridges a Ti4c and a Ti5c as well as
an O2c bridging a Ti4c and a Ti6c. The bondlengths around both of these O2c are
similar and are shown in Table 5.2. The coordination sphere around Ti4c is a distorted
tetrahedron, similar to the Ti4c in the reconstructed (001) surface although in the
case of the (001) surface the tetrahedron appears to be slightly less distorted. The
fact that there is a Ti4c-O2c-Ti5c motif exposed on the (514) surface (reminiscent of
the Ti5c-O2c-Ti5c motif on the other vicinal surface) would seem to suggest that it
would also experience an additional stabilisation. The two bondlengths (1.855 and
1.877A˚) are similar to those of the Ti5c-O2c-Ti5c motif on the (516) surface. However,
no such stabilisation is observed for the (514) surface. It is possible that for this
stabilisation to occur effectively, O2c requires two Ti ions of equal coordination. The
fact that the (001) surface reconstruction exhibits no such stabilisation despite having
a Ti4c-O2c-Ti4c motif would appear to suggest that the effect can only be observed with
two Ti5c. Alternatively, and, perhaps, more likely is the possibility that the O2c does
in fact experience some stabilisation in both the reconstructed (001) and (514) surfaces
but is offset by the energy penalty associated with the exposure of a Ti4c.
5.2.1.1 Wulff Construction
The equilibrium morphology of an anatase macrocrystal, as predicted by the Wulff
construction, using the surface formation energies of all the surfaces studied here and
in Chapter 4 is presented in Fig. 5.4. When both vicinal surfaces are considered, the
(516) surface is exposed along with the (101) and (001) surfaces. The (101) surface
is still dominant (70%), nevertheless, the (516) accounts for approximately 27% of the
total surface area. The (516) surface is exposed at the boundary between the different
symmetry equivalent facets of the (101) surface. The Wulff construction using the
more stable (4 × 1) reconstruction of the (001) surface is also shown in Fig. 5.4. It
is identical in shape, with the exception that the (001) facets account for a higher
ratio of the exposed surface (17%) as was the case for the Wulff constructions shown
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in Fig. 4.10. The (516) surface is still exposed, and the (101) surface still accounts for
the majority (54%) of the total surface area. The shape of the macrocrystals predicted
by Wulff constructions is similar to that of nano-particles – simulated using a more
sophisticated formalism that also takes into account edge and corner effects [73,74,153]
– as well as small particles observed experimentally [145]. It is, therefore, likely that
surfaces exposed in the equilibrium morphologies of anatase crystallites calculated here
are also present in nanoparticles/nanostructures.
(a)
(b)
Figure 5.4: Wulff construction of anatase TiO2 taking into account the (001), (100),
(101), (514) and (516) surfaces. (a) Using the Es of the unreconstructed (001) (b) Using
the Es of the (4 × 1) reconstruction.
5.3 Electronic Structure
The total and projected density of states (PDOS) of the (516) and (514) surfaces are
shown in Fig. 5.5. In the PDOS of bulk anatase (Fig 4.11) the valence band (VB)
displays predominantely O-2p character, with some hybridisation with Ti-3d orbitals.
The conduction band (CB) is derived mainly from Ti-3d atomic orbitals with some
hybridisation with O-2p orbitals. These characteristics are also observed for the vicinal
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surfaces (presented in Fig. 5.5). Clearly, the PDOS of the surfaces studied here are
very similar in terms of position and composition of the valence/conduction bands.
The valence band (conduction band) maxima (minima) of the vicinal surfaces studied
are presented in Table 5.5, along with the data for the low-index surfaces to facilitate
comparison. The computed positions of the VB edges are in good agreement with
those measured and calculated for a bulk-like system in Ref. [156], as was the case for
the low-index surfaces. The (001) surface has the highest VB edge, whilst the (516)
surface has the lowest CB edge. Without taking into accound the vicinal surfaces, the
(101) has the lowest CB edge. Therefore, by altering the position of the CB edge, the
presence of the (516) surface could have a significant effect on photo-catalytic processes
e.g. in nanostructured systems.
Miller Indices VB maximum (eV) CB Minimum (eV)
(101) -8.24 -4.45
(100) -7.85 -4.05
(001) -7.33 -3.78
(001)r -7.79 -4.15
(516) -8.35 -4.51
(514) -8.05 -4.19
Table 5.5: Valence band (VB) maxima and conduction band (CB) minima for the
surfaces considered here in eV. The ”r” represents the (1 × 4) reconstruction. The
oxidation and reduction potentials of water are -5.73eV and -4.5eV and respectively [9].
5.3.1 STM images
For comparison with STM images measured in Ref. [50] constant current STM images
of the vicinal surfaces were simulated using the methodology outlined in Chapter 3 and
are presented in Figs. 5.6 and 5.7. The contours represent the height of the STM tip
above the surface. The larger the height (red colours), the brighter the region would
appear in an STM image. For both vicinal surfaces the ’bright spots’ are centered
between the positions of under-coordinated Ti and O ions, which is in line with previous
calculations and observations made on other anatase surfaces [52,54,82,143]. The (514)
and (516) surfaces have a pair of ’bright spots’ per unit cell. To illustrate the position
of the bright spots with respect to the surface atoms, a top view of a (4×3) unit cell of
the respective surfaces is included in Figs. 5.6 and 5.7 along with the calculated STM
images. In the case of the (516) surface the two bright spots are aligned diagonally,
resulting in a zig-zag pattern in the STM image. This is similar to the STM images
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Figure 5.5: Projected density of states for the (514) and (516) surfaces. Black lines
represent the total DOS, blue lines represent the DOS projected over Ti ions and red
lines represent the DOS projected over O ions. In the plots on the left (labeled ’surface
region’) the DOS is projected over Ti and O ions exposed at the surface step (5- and 4-
coordinate Ti for the (516) and (514) surfaces, respectively and 2-coordinate O for both
surfaces). In the plots on the right (labeled ’bulk-like region’) the DOS is projected
over the remaining ions in the slab.
obtained experimentally in the constant current mode [50]. The two bright spots are of
similar size; the larger one is centered above a bond between one of the Ti5c and an O2c
ion at the step. This bright spot has a small shoulder which is attributed to the other
Ti5c at the step. The reason for the small contribution of this Ti5c is that its dangling
bond points approximately perpendicular to the non-periodic (z) direction and is, thus,
somewhat shielded by other ions. The other bright spot (located diagonally above the
first one in Fig.5.7) is centered above another O2c-Ti5c bond, in this case involving the
Ti5c on the terrace nearest to the step. The brightness trails off symmetrically either
side of the row of zig-zag bright spots. The pairs of bright spots in the STM image
of the (514) surface differ in size significantly (with respect to each other), are closer
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(a) (b)
Figure 5.6: (a) Top view of a (4 ×3) supercell of the (514) surface. Atoms highlighted
are the Ti4c ions at the step; the two O2c coordinated to the Ti4c and the O2c-Ti5c
pair nearest to the step. These are the atoms attributed to the bright spots in (a). (b)
Constant current STM image of (4 ×3) supercell of the (514) surface (bias potential
0.75V, 5×10−6 e/bohr3). Contours are of the height of the STM tip above the surface.
Red indicating a large height and thus, a ’bright’ spot. Blue/green colours are indicative
of lower values of height and, thus, represent darker areas of an STM images.
together and almost directly above each other. The larger bright spot in this case
is centered over a O2c-Ti4c bond, however, the bright spot is elongated towards the
other O2c ion at the step. This is atypical of anatase surfaces, however, this unusual
observation is attributed to the low coordination of the Ti ion. The smaller spot is
above a O2c-Ti5c bond in the terrace as in the (516) surface. However, in this case
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the O2c is one of the two O2c at the step. This results in a close proximity of the two
bright spots. The O2c ion on the terrace nearest to the step adds a slight shoulder to
the second bright spot. The asymmetry between the two bright spots, and the region
either side of the pairs is also markedly different to the image obtained here for the
(516) surface. To facilitate comparison to the experimental STM images larger scale
(6×6 unit cells) STM images of both vicinal surfaces are presented black and white in
Fig. 5.8, along with a similarly sized STM image of the surface observed in Ref. [50].
The experimental STM image was obtained through a collaboration with Prof. Ulrike
Diebold which resulted in the publication of Ref [157]. The similarity of the zig-zagging
rows in the experimental image and the calculated (516) STM image is illustrated by
the lines drawn in Fig. 5.8. By contrast, there is little similarity between the computed
STM image of the (514) surface and the one measured.
For a more quantitative comparison between the computed images and the observed
images, line profiles obtained from the experimental data as well as from the computed
images are included in Fig. 5.9. From the line profile of the experimental image we
obtain a periodicity of 5.4A˚ along the rows of bright spots (green line in Fig. 5.8), in
good agreement with Ref. [50]. For both of the vicinal surfaces this periodicity corre-
sponds well with the lattice parameter a equal to 5.57A˚ (Table 5.3). The periodicity
perpendicular to the rows of bright spots (orange line in Fig. 5.8) in the experimental
image is not uniform, and is between 15A˚ and 20A˚, as reported in Ref. [50]. The peri-
odicity perpendicular to the rows of bright spots is 18.6A˚ and 17.9A˚ for the (516) and
(514) surfaces, respectively. Both are within the experimentally observed range. The
nearest neighbour distance between bright spots in the simulated STM images of the
(516) surface is approximately 3.8 A˚. This is in good agreement with the experimental
image in Fig. 5.8 and with Ref. [50]. For the (514) surface this distance is approxi-
mately 2.2 A˚. The difference in height between the bright spot (top of ridge) and the
dark region (bottom of ridge) of the calculated STM images are 3.88 A˚ for both vicinal
surfaces. This is within the observed range of ridge heights of 3.5-6.0 A˚ [50].
Qualitative and some quantitative comparison of the two simulated STM images
with the experimental STM image reported here and those in the literature [50] show
that the computed STM image of the (516) surface is very similar to the experimentally
obtained STM image of the miscut surface [50]. This is consistent with the lower surface
formation energy of the (516) surface calculated here and previously in Ref. [82]. There-
fore, the observed termination and atomistic structure of the miscut vicinal surface
corresponds to that of the (516) surface presented here, rather than the microfaceted
models described in Ref. [50].
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(a) (b)
Figure 5.7: (a) Constant current STM image of (4 ×3) supercell of the (516) surface(bias
potential 0.75V, 5 × 10−6 e/bohr3). Contours are of the height of the STM tip above
the surface. Red indicating a large height and thus, a ’bright’ spot. Blue/green colours
are indicative of lower values of height and, thus, represent darker areas of an STM
images. (b) Top view of a 4x3 supercell of the (516) surface. Atoms highlighted are the
two Ti5c at the step; the two O2c coordinated to the Ti5c at the step and the O2c-Ti5c
pair nearest to the step. These are the atoms attributed to the bright spots in (a).
5.4 Conclusions
In this Chapter the atomistic structure of the (514) and (516) surfaces of anatase
TiO2 has been established with DFT calculations using the hybrid exchange functional
B3LYP. The surface formation energy of these surfaces is low and the (516) surface is of
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Figure 5.8: Left to right: calculated STM image of a (6 ×6) supercell of the (514)
surface (details in Fig. 5.6) ; calculated STM image of a (6 ×6) supercell of the (516)
surface (details in Fig. 5.7); 8nm×14nm STM image of surface first observed in Ref. [50]
(+0.76V sample bias, 0.142nA). The green line is 30A˚ and the scale is the same on all
three STM images.
comparable stability to the (101) surface and the (001) surface (4× 1) reconstruction.
This results in a significant contribution (27%) of the (516) surface to the surface
area of an equilibrium crystallite. Nevertheless, the (514) surface is also relatively
stable and could also be exposed in nanostructures. The simulated STM image of the
(516) surface is in good agreement with those first observed in Ref [50]. Therefore,
the termination and atomistic structure of the (516) surface presented here is low
in energy and consistent with observed STM images of a vicinal surface [50] as an
alternative to previous models [50]. The significant contribution of the (516) surface
to crystallites suggests that it could represent a significant portion of observed TiO2
nanoparticle/nanostructured surfaces. Under-coordinated atoms on this surface could
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Figure 5.9: Line profiles from the experimental and calculated STM images shown in
Fig. 5.8 along the rows of bright spots (left) and perpendicular to that (right), as indi-
cated by the horizontal (green) and vertical (orange) lines in the experimental image.
Solid (green/orange) traces are from the experimental image, dashed (blue) traces are
from the calculated (516) image and dotted (red) traces are from the calculated (514)
image. The distance between tick marks on the y-axis corresponds to 1A˚.
be preferential water adsorption/reaction sites, and play an important role in water
oxidation. This is especially true for the Ti5c ions at the step.
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6Water Adsorption
In this chapter the water adsorption on the (516) and (514) surfaces is studied.
Water adsorption on the (101) is studied facilitate comparison. The two vicinal sur-
faces have been shown to be stable and the (516) surface is found to be present in
Wulff constructions, suggesting its potential exposure in nanostructured systems. The
interaction of water with these types of structures could be key in understanding the
water splitting mechanism. The focus of the water adsorption studies was the T5c ions
at the step of the (516) surface as well as the Ti4c on the (514) surface. Adsorption
sites at the terrace were found to behave very similarly to the Ti5c ion at the (101)
surface. It was found that water preferentially dissociates on the Ti4c ion at the (514)
surface. This is in contrast to most other anatase surfaces, including the (516) surface.
Nevertheless, at the (516) surface step the dissociative water adsorption mode is of
comparable stability to the molecular mode. This suggests that the reactivity of TiO2
could be improved by maximising the exposure of these types of surfaces.
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6.1 Introduction
Having established the atomistic structure of surfaces likely to be important in water
splitting systems, the next step is to study the water adsorption on these surfaces.
In order to understand the water splitting mechanism it is necessary to understand
the interaction of the first layer of water with the surface. Knowing what species are
present at the surface could give key insights into the water splitting mechanism. For
a single molecule of water there are two principal adsorption modes: molecular and
dissociative. In the dissociative case an −OH group adsorbs on a site, whilst the proton
adsorbs separately. On TiO2 these are usually undercoordinated Ti and O, respectively.
In order to compare the stability of the two adsorption modes the binding energy (B.E.)
per adsorbate is typically calculated which is defined as:
B.E. = Esys − (Emol + Esurf ) (6.1)
where Esys is the total energy of the system, i.e. the surface (slab) with the molecule
adsorbed onto it, Emol is the energy of the isolated molecule in the gas phase, and
Esurf is the energy of the relaxed surface without any adsorbates. A negative B.E. cor-
responds to a favourable adsorption. The more negative the B.E. the more favourable
it is for the molecule to adsorb to the surface site in question.
As the calculations here were carried out using local basis sets the B.E. is subject to
an error called basis set superposition error (BSSE). This arises because basis functions
of the surface (molecule) are used to describe the molecule (surface). Thus, effectively
enhancing the basis set of the surface (molecule), i.e. reducing the energy of the sys-
tem. In practice this results in an artificially high stability of the system [158] and
consequently a systematic over-estimation of the B.E.. The counterpoise (CP) method
can be used to correct for the BSSE. This involves describing the B.E. in terms of the
sum of two contributions: the distortion energy, Edis and the interaction energy, Eint.
B.E. = Edis + Eint (6.2)
The former can be described as the sum of the energy required to distort the surface
from its relaxed, clean geometry to the system geometry (Esurfdis ) and the energy required
to distort the molecule from its gas phase geometry to the system geometry(Emoldis ):
Edis = E
sur
dis + E
mol
dis (6.3)
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Eint describes the energy of interaction between the molecule and the surface, both
at the system geometry. The BSSE only affects this component of the B.E.. The
CP-corrected interaction energy is described by:
ECPint = Esys − (E
G
mol +E
G
surf ) (6.4)
where EGmol (E
G
surf ) is the energy of the molecule (surface) at the system geometry
using the basis functions of the surface (molecule). They are calculated by using ghost
functions (e.g. for EGmol ghost functions of the surface are used). Ghost functions are
obtained by including the basis function but removing the corresponding atoms. Thus,
the molecule (surface) uses some of the basis functions of the surface (molecule). This
effectively computes the amount of BSSE for the system [158]. For the single adsorbate
systems studied here the BSSE was found to be in the range of 0.1-0.3eV per adsorbate,
whilst for two-adsorbate systems the BSSE was in the range of 1.0-1.5eV.
The water adsorption on low-index anatase surfaces has been studied extensively
previously [88, 144, 159–162]. It was found that, on the (101) surface, water prefer-
entially adsorbs molecularly at various coverages up to and including monolayer con-
verages [88, 161]. Experimentally, molecular water is observed on STM images of the
(101) surface exposed to water [144]. Molecular water was been shown to form weak
hydrogen bonds to neighbouring O2c [144], however, apart from a weak repulsion when
in close proximity, no inter-adsorbate interaction has been reported [88, 144, 161]. In
Ref [144] the formation of locally ordered (2 × 2) super structures is reported from
STM images and confirmed by DFT calculations.
In this Chapter a simple water adsorption study of the (516) and (514) surfaces is
presented. The primary focus will be on the (516) surface due to its higher stability.
Molecular and dissociative adsorption is calculated for a (1 × 1) unit cell of the (101)
surface, to serve as a direct comparison for the vicinal surfaces. In addition, a simple
study of inter-adsorbate interactions on a (2 × 2) unit cell is presented to serve as a
reference for the vicinal surfaces. The binding energies of different adsorption sites on
the vicinal surfaces are computed and compared to each other and to those calculated
for the (101) surface. Finally, two-molecule adsorption is studied for adjacent adsorp-
tion sites on the (516) surface in order to understand the effect a second adsorbate has
on its neighbour.
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6.2 (101) Surface
Water was adsorbed molecularly and dissociatively on the Ti5c of the (101) surface. In
the dissociative mode the H+ was adsorbed on the O2c. Both adsorption modes are
depicted in Fig. 6.1. Monolayer water adsorption was studied using a (1 × 1) unit cell.
It was found that the molecular adsorption mode is favoured over the dissociative mode
(as shown in Table 6.1). This is in good agreement with the literature [88, 144, 161].
The bondlength between the Ti5c and the O of the adsorbate (Oads) is 1.823A˚ for
the dissociative adsorption and 2.374A˚ for the molecular adsorption. The binding
energies are similar to what is observed for monolayer coverage on the rutile (110)
coverage in calculations performed using the same methodology as in this work [77].
In Ref. [77] the B.E. for molecular (dissociative) adsorption was found to be -0.99eV
(-0.85eV). This data is from calculations based on 9 atomic layer thick slabs, where
the surface formation energy is not fully converged with respect to slab thickness.
However, as discussed briefly in Section 3.2, convergence is difficult to achieve for the
rutile (110) surface due to soft phonon modes. Studies have shown that the effect
of the phonon modes are amplified when thicker slabs are considered and affect not
only the convergence of surface formation energy, but also the geometry and electronic
properties. 1 Therefore, whilst the absolute values of the binding energies calculated
in Ref. [77] may not be the most accurate, the trends could be more reliable as long as
the exact effects of the soft phonon modes are not understood.
In order to gain an insight into inter-adsorbate interactions and potentially provide a
useful comparison for the vicinal surfaces, a (2 × 2) unit cell of the (101) was generated
and two water molecules were adsorbed (i.e. half-monolayer coverage). There are three
possible configurations for the two adsorbates on the (2 × 2) cell, as illustrated for the
molecular adsorption mode in in Fig. 6.2. From Table 6.1 it is clear that molecular
adsorption is favoured over dissociate adsorption in all three cases. The Ti5c-Oads
bondlengths remained virtually unchanged with respect the the (1 × 1) values in all
three cases for both adsorption modes. In studies of water adsorption on the rutile
(110) surface it was found that the adsorbate showed little to no interaction with each
other in the b direction, but displayed very long range, surface mediated interactions
in the a direction [77]. In that case the interaction between different adsorbates can
be simplified into a one dimensional system. The anatase (101) surface has a larger a
lattice parameter but a slightly smaller b lattice parameter compared to the rutile (110)
1This was established in discussions with Monical Patel and refers to, as yet, unpublished data. The
discussions took part as part of a general collaborative effort to understand water-TiO
2
interactions.
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surface. Comparing the B.E. of molecular water in configurations B and C suggests
that there is also no interaction along the b direction on the the (101) surface. The
B.E. of configuration A is more negative than that of B and C (i.e. it is more stable).
This suggests a form of attractive or favourable interaction in the a direction. Often
this type of interaction would be hydrogen bonding. However, the distances between
adjacent H and O ions are around 3A˚, making this unlikely. Furthermore, the fact that
for monolayer coverage the B.E. is identical to configurations B and C suggests that
the interaction is something unique to the arrangement in A. (In monolayer coverage
the attractive interaction between adjacent adsorbates would also be present and it was
shown that there is no interaction along the b direction and diagonally). It is therefore
likely that there is a particularly stable surface relaxation that occurs when two water
molecules are adsorbed adjacently in the a direction which is not allowed to occur when
another species is adsorbed in either of the other two spaces available.
In the dissociative case, on the other hand, the binding energies between configura-
tions B and C were found to be different, suggesting that the two adsorbates are inter-
acting. The general trend in B.E. between the three configurations in the dissociative
case suggests a repulsive interaction (B.E. becomes more negative as adsorbate sepa-
ration increases going from configurations A to B to C). However, the most favourable
B.E. was found to be for the monolayer coverage. It appears that there is a synergistic
effect when adsorbates are surrounded by other adsorbates that outweighs the repulsive
forces.
Binding Energy (eV)
Coverage Θ Molecular Dissociative
1 -0.60 -0.46
1/2 A -0.64 -0.32
1/2 B -0.60 -0.35
1/2 C -0.60 -0.39
Table 6.1: Binding Energies (eV) of water molecularly and dissociately adsorbed water
on the (101) surface. The binding energies were obtained for a (2 × 2) supercell.
The labels A-C refer to different configurations of the adsorbed water molecules, as
described in Fig. 6.2.
6.3 Vicinal Surfaces
The (516) surface was the primary focus of this water adsorption study due to its
higher stability and likely exposure in nanostructured systems. There are 6 possible
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Molecular Dissociative
Figure 6.1: Side on view of a (3 × 1) unit cell of the (101) surface (the supercell was
created only for visualisation purposes, the calculation was based on a (1 × 1) cell).
Small (gray) spheres represent H atoms, medium (black) spheres represent Ti atoms
and large (red) spheres represent O atoms. The Atoms highlighted in teal are the
adsorbed O atoms.
A B C
Figure 6.2: Top down view of three different configurations for the 1/2 monolayer
coverage on a (2 × 2) supercell of the (101) surface, illustrated using the molecular
adsorption mode. Small (gray) spheres represent H atoms, medium (black) spheres
represent Ti atoms and large (red) spheres represent O atoms. The Atoms highlighted
are the surface Ti5c and the adsorbed water molecule. The configurations are labeled
A-C and will be referred to by these labels in the discussion.
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adsorption sites per unit cell. Four of these comprise of under-coordinated ions on the
terraces. The similarity of these Ti5c-O2c pairs to that on the (101) surface has been
established in Chapter 5. Therefore, it is expected that at these sites water will behave
in a similar way to water on the (101) surface. In order to test this hypothesis an
adsorption site in the middle of the terrace was chosen (labelled B in Fig. 6.3). The
other adsorption sites considered were the two Ti5c and the step (labelled A and C
in Fig. 6.3) and the Ti5c on the terrace nearest the bottom of the step (labelled D in
Fig. 6.3). These were chosen because they differ from the (101) surface in coordination
and/or geometry, or, in case of site D, because of its proximity to under-coordinated
ions at the step. All the computed B.E.s are presented in Table 6.2. It is evident that
in all of the adsorption sites studied on the (516) surface the molecular adsorption is
favoured, as with the (101) surface. The bondlengths between the Ti5c and the Oads
are shown in Table 6.3.
It is evident that the binding energies and Ti5c-Oads bondlengths of the adsorbate
at site B are, indeed, very similar to those of the two adsorption modes on the (101)
surface. This confirms the similarity between the two sites. Adsorption site D is also
on the terrace, however, it is the Ti5c-O2c pair nearest to the bottom of the step. The
difference in B.E. between the two adsorption modes at site D is similar to that com-
puted for site B and the (101) surface. This was expected as the coordination and
geometry of this Ti5c is similar to those at site B and the (101) surface. However, both
adsorption modes are significantly stabilised at site D compared to B. The reason for
this is a hydrogen-bond between the adsorbed species and an O2c at the step. A hydro-
gen bond formed for both the molecular and dissociative adsorption modes and have
similar bondlengths (1.726A˚ and 1.746A˚ respectively). The Ti5c-Oads is notably shorter
for both adsorption modes compared to both the (101) surface and the adsorbates on
site B. This is likely a result of the formation of the hydrogen bonds.
The difference between the B.E. of the two adsorption modes on the two Ti5c at
the step (labeled A and C) is considerably smaller than in the other sites considered.
This suggests that the dissociative adsorption mode is stabilised when adsorbing at
these sites (relative to other adsorption sites). As discussed in detail in Chapter 5,
the key difference between these two Ti5c and the other Ti5c on the terraces and on
the (101) surface is that they are coordinated to two O2c. The Ti5c-O2c-Ti5c motif
was identified as one of the main reasons for the stability of the (516) surface. The
stablisation observed here is attributed to a surface mediated relaxation. The presence
of an adjacent Ti5c-O2c pair gives the system additional flexibility, allowing for a more
favourable relaxation. An energy difference of just 0.03eV (for configuration A) suggests
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that the two adsorption modes are effectively degenerate. Nevertheless, the values of the
binding energies at sites A and C are different. This can be explained by the stabilising
effect of hydrogen bonds formed between the adsorbate an an under-coordinated O ion
on the terrace just beneath the step for site C (analagous to the hydrogen bonding
interactions observed at site D). The increased difference in B.E. between the two
adsorption modes for site C is likely due to the fact that the hydrogen bond formed by
the water molecule is shorter than that formed by the OH group (1.756A˚ and 1.948A˚
respectively).
All these calculations were run on (1 × 1) unit cells. The adsorbates are very unlikely
to be interacting with each other in the b direction as the lattice parameter for the
(516) surface is very large. However, the a lattice parameter of the (516) surface is
identical to the b of the (101) surface. On the (101) surface dissociated molecules
adjacent in the b direction repulsed each other. Therefore, it is possible that the water
molecules adsorbed on the (516) surface are not isolated and could be experiencing
a similar repulsion. If this were the case, it is possible that the B.E. of an isolated,
dissociated water species is further stabilised and could even become more stable than
the molecularly adsorbed water.
Binding Energy (eV)
Adsorption Site Molecular Dissociative
(516) A -0.70 -0.67
(516) B -0.63 -0.31
(516) C -0.91 -0.82
(516) D -0.82 -0.51
(514) -0.90 -1.22, -1.36
Table 6.2: Binding Energies (eV) of water molecularly and dissociatively adsorbed on
the (1 × 1) unit cells of the (516) and (514) surfaces. For the (516) surface the letters
indicate the Ti to which the O is adsorbed, as shown in Fig. 6.3. In some cases for
the dissociative adsorption mode there was more than one possible O2c for the H ion
to adsorb to. In those cases both options were tested and the ones found to be most
stable are reported here. For the (514) surface water was adsorbed on the Ti4c. The
two B.E. shown for the dissociative adsorption on the (514) surface reflect the variation
when adsorbing the hydrogen on each of the two O2c coordinated to the Ti4c. The more
negative value corresponds to adsorbing the hydrogen on the O2c also coordinated to
a Ti5c.
Of the adsorption sites studied, the Ti4c on the (514) surface is the only one to
favour dissociative adsorption. This is attributed to the lower coordination of the Ti
ion. Forming a stronger (shorter bond) with the oxygen is likely to be favourable,
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thus, stabilising dissociative adsorption. Two binding energies are reported for the
dissociative adsorption mode in Table 6.2, corresponding to adsorption of the H on the
two O2c bonded to the Ti4c. The more negative value of B.E. corresponds to the case
when the H is adsorbed on the O2c that bridges the Ti4c and a Ti5c.
Exposing stable Ti4c ions on the surfaces of nanostructures could enhance the reactivity
for water splitting. In fact, this could be a reason why the (001) surface has been
observed to be more active for photolytic processes [145]. This is, of course, assuming
the surface structure of the (001) facet studied in Ref [145] is the (4 × 1) reconstruction
described in Chapter 4.
In order to explore inter-adsorbate interactions a second water molecule was ad-
sorbed on the (516) surface. This was done for adsorption sites A and C as well as
C and D. The interactions for site B were deemed to be similar to those observed on
the (101) surface and therefore not studied further. The computed binding energies are
shown in Table 6.4. The Ti5c-Oads bondlengths were found to remain largely unchanged
with respect to the corresponding single-molecule adsorption and are therefore not tab-
ulated here. The two water molecules can both be adsorbed molecularly, dissociatively
or in the mixed mode, where one is adsorbed molecularly and the other one dissocia-
tively. When analysing the effect of adding a second molecule to a system it is useful
to compare the computed B.E. per molecule to the average of the two binding energies
for the single molecule systems. For example, the B.E. for the molecular two-adsorbate
system at A & C (-0.77eV) is less negative than the average of the single molecular
adsorption at sites A and C (-0.81eV). This suggests that the system is de-stabilised
by the addition of a second molecule. In fact, a destabilisation was observed for all the
cases of two-molecule adsorption on the A & C sites. This is likely due to a repulsive in-
teraction as a result of the proximity of the two adsorption sites. The de-stabilisation is
relatively small in most cases. The exception is where water molecules are dissociatively
adsorbed on both sites. This results in a large destabilisation (0.19eV) with respect to
the average B.E. of the corresponding single adsorbate systems. In this system the
adsorbed OH groups are now in close proximity (O-O distance < 3A˚) to two O2c-H
groups, therefore experiencing increased repulsion. In addition, the Ti5c-O2c-Ti5c motif
now has a species (OH or H) adsorbed on every one of its constituent ions. This likely
restricts the relaxation of the surface, further destabilising the system.
For the two-molecule adsorption on the C & D sites a similar trend is observed:
generally, the system is de-stabilised by the addition of a second adsorbate. Again,
this is attributed to the increased repulsion experienced as a result of the proximity
of the adsorbates and, again, the de-stabilisations are generally small. The exception
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is when both adsorbates are molecular water, where the system is more stable than
the average of the corresponding single molecule adsorptions. This surface mediated
interaction results in a hydrogen bondlength of 1.680A˚ for the water molecule adsobed
at site C and 1.709A˚ for the one at site D. The reason why this is only observed when
both adsorbates are molecular water could be because the hyrdogen bond lengths of the
molecular adsorbates at each individual site (single molecule adsorption) are similar to
begin with. Thus, small displacements in the surface atoms could produce significant
stabilisation (shortening of the hydrogen bonds). In the dissociative and mixed cases
this is not the case and potentially larger, more energy costly displacements would be
required to achieve the same effect.
Bondlengths (A˚)
Adsorption Site Molecular Dissociative
(516) A 2.287 1.828
(516) B 2.303 1.824
(516) C 2.206 1.801
(516) D 2.216 1.778
(514) 2.233 1.819
Table 6.3: Bondlengths between the undercoordinated Ti ions and the O ions of molec-
ularly and dissociatively adsorbed water on (1 × 1) unit cells of the (516) and (514)
surfaces. For the (516) surface the letters indicate correspond to the adsorption sites
depicted in Fig. 6.3. For the (514) surface water was adsorbed on the Ti4c. The bond
length of the more stable system listed in Table 6.2 is given here.
Binding Energy (eV)
Adsorption Sites Molecular Dissociative
A & C -0.77 -0.56
C & D -0.91 -0.66
Mixed
Amol & Cdiss -0.69
Adiss & Cmol -0.71
Cmol & Ddiss -0.65
Cdiss & Dmol -0.80
Table 6.4: Binding Energies (eV) of two water adsorbates on the (1 × 1) unit cell of
the (516) surface. The two water molecules are adsorbed molecularly, dissociatively
and in a mixed adsorbtion mode. The adsorption sites are as described in Fig. 6.3.
The subscripts mol and diss in the mixed mode denotes which mode of adsorption is
present at the adsorption site (molecular and dissociative, respectively).
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6.4 Conclusions
In this chapter a simple study of water adsorption on the vicinal (516) and (514)
surfaces was presented. As is the case for the (101) surface, molecular adsorption is
preferred over dissociative adsorption on all adsorption sites except for the Ti4c of the
(514) surface. The low coordination appears to stabilise the dissociative adsorption.
On the Ti5c at the step of the (516) surface the dissociative adsorption mode has a
similar binding energy to that of the molecular adsorption mode. In one case the energy
difference is so small that it is conceivable that both adsorption modes are observed
at non-0K temperatures. Addition of a second adsorbate was found to destabilise the
system. This suggests that at monolayer coverage molecular water adsorption might
be preferred. The stabilisation of two molecularly adsorbed water molecules at sites C
and D serves as further evidence in support of this. However, a monolayer calculation
would be required to confirm this hypothesis.
As the first step of water splitting is the dissociation of water, if Ti4c sites could be
preferentially exposed in nanostructures the reactivity of the nanostructures could be
enhanced. Similarly exposing the Ti5c-O2c-Ti5c could lead to more dissociated water
being exposed. Perhaps, the fact that the (001) (4 × 1) reconstruction studied in
Chapter 4 exposes both of these features is a reason for the reportedly higher activity
for photocatalytic reactions.
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Molecular
A
B
C
D
Dissociative
Figure 6.3: 3D representations of the (516) surface with water adsorbed molecularly and
dissociatively. Small (black) spheres represent Ti atoms, large (red) spheres represent
O atoms and the smaller (gray) spheres represent H. The O atoms from the adsorbates
are highlighted in a teal colour. The different adsorption sites (Ti5c) are labeled A-D.
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In this work a simple and systematic methodology for the simulation of constant cur-
rent STM images has been developed. The methodology has overcome a significant
limitation of local basis set calculations: the poor description of the charge density
in the vacuum region above the surface. The methodology was shown to accurately
reproduce experimental STM images and previous simulations for the rutile TiO2 (110)
surface; the (101) anatase TiO2 surface as well as for the SnO2 rutile (110) surface.
This approach was then applied to two vicinal surfaces and used to distinguish between
them and identify the one most likely observed in an experimental study. This method-
ology can, therefore, be applied to systems of a similar nature with confidence. Wider
transferability remains to be established, nevertheless, the applications for metal oxide
systems are substantial. The code developed as part of this methodology will form part
of the new release of CRYSTAL and will be available to thousands of researchers across
the world.
Three low-index anatase surfaces have been described: the (101), (001) and (100)
surfaces. The atomistic structures of the surfaces have been re-established and the
relative stability of these surfaces has been interpreted in terms of the coordination
of the surface ions and the geometry surrounding them. Furthermore, the electronic
properties have been investigated and the surface state observed in the unreconstructed
(001) surface has been linked to the instability of the surface. Based on relative posi-
tions of the conduction and valence bands of the low-index surfaces studied, the (101)
and (001) surfaces were identified as the most likely destinations for photo-generated
electrons and holes, respectively.
In addition, the atomistic structure of the (514) and (516) surfaces of anatase TiO2
were established. The surface formation energy of these surfaces is low and the (516)
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surface is of comparable stability to the (101) surface and the (001) surface (4 × 1)
reconstruction. This results in a significant contribution (27%) of the (516) surface to
the surface area of an equilibrium crystallite. Nevertheless, the (514) surface is at least
metastable and could also be exposed in nanostructures. The significant contribution
of the (516) surface to crystallites suggests that it could be exposed in TiO2 nanopar-
ticle/nanostructured surfaces. Under-coordinated ions on these vicinal surfaces could
be preferential water adsorption/reaction sites, and play an important role in water
oxidation. This is especially true for the Ti5c and Ti4c ions at the steps.
These under-coordinated ions were chosen to study the water adsorption on both
vicinal surfaces. Both the molecular and the dissociative adsorption modes were con-
sidered. In general, it was found that water preferentially adsorbs in the molecular
adsorption mode on all sites tested, with the exception of the Ti4c on the (514) surface
(where the dissociative mode is preferred). However, the adsorption sites at the (516)
step stabilise the dissociative adsorption mode sufficiently to make it of comparable
stability to molecular adsorption. As was discussed previously, preferential dissocia-
tive adsorption of water could speed up the first step of the water splitting reaction.
Therefore, if it were possible to preferentially expose the Ti5c-O2c-Ti5c motif from the
(516) surface, or even the Ti4c ion of the (514) surface the reactivity of water photolysis
could be enhanced.
7.1 Further Work
There are two principal areas of research that lead on from the results presented here,
where further research could give interesting and important insights into the water
splitting mechanism. The first pertains to the structure/ morphology of nanostructured
systems. Using the structural data obtained in Chapters 4 and 5 it would be very
interesting to study the potential makeup of a nanostructure or nanoparticle. Perhaps
using a formalism like the one developed in Ref [153], a model for a nanoparticle
taking into account the vicinal surfaces could be obtained to begin with. Studying the
electronic properties of such a system could then shed light onto the processes occurring
after photon absorption.
The second area of focus is the expansion of the water adsorption study on the
vicinal surfaces. The data presented here can be considered a starting point. The next
step would be to compute the electronic properties of the systems studied here. The
position of the VB/CB edges of the adsorbates relative to those of the surface could
give an indication as to where photogenerated charges may preferentially migrate to.
124
7.1 Further Work
This could improve the understanding of the first step of photolytic water oxidation.
Adsorption on more sites on the (514) surface could give further insights into the nature
of adsorbate-adsorbate interactions. Another, perhaps, more important aspect is the
study of monolayer water adsorption. Apart from the purely molecular and dissociative
case there are numerous possible combinations for the mixed adsorption states, and the
energetics and structure of these systems could be very interesting for the continued
quest to explore the water splitting mechanism.
Finally, and, perhaps, more ambitiously, combining these two aspects would be
very interesting: i.e. adsorbing water on the computed nanostructure/nanoparticle
and analysing the preferential adsorption mode, energetics and electronic properties.
Studying such a system would be provide insight into the structure and behaviour of a
system much closer to systems used experimentally.
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Appendix A
Basis Sets
The basis set of all the atoms used in the simulations are detailed below.
A.1 Ti
The basis set used for the description of O atoms was a 86-411d(41) contraction, cor-
responding to one s, four sp and two d shells. The functions highlighted in bold were
added as part of the STM image simulation.
A.2 Sn
The basis set used for the description of O atoms was a 97-6311d(631) contraction,
corresponding to one s, four sp and two d shells. The functions highlighted in bold
were added as part of the STM image simulation.
A.3 O and H
The basis set used for the description of O atoms was a 8-411d(1) contraction, corre-
sponding to one s, three sp and one d shells. The functions highlighted in bold were
added as part of the STM image simulation.
The basis set used for the description of O atoms was a 3-11 contraction, corre-
sponding to two s and one p shells.
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Shell-type αj cj
1s s
225338.0 0.000228
32315.0 0.001929
6883.61 0.011100
1802.14 0.05
543.063 0.17010
187.549 0.367
73.718 0.4033
30.3718 0.1445
2sp s p
554.042 -0.0059 0.0085
132.525 -0.0683 0.0603
43.6801 -0.1245 0.2124
17.2243 0.6261 0.4097
7.2248 0.6261 0.4097
2.4117 0.282 0.2181
3sp s p
24.4975 0.0175 -0.0207
11.4772 -0.2277 -0.0653
4.4653 -0.7946 0.1919
1.8904 1.0107 1.3778
4sp s p
0.8126 1.0 1.0
5sp s p
0.3297 1.0 1.0
3d d
16.2685 0.0675
4.3719 0.2934
1.4640 0.5658
0.5485 0.5450
4d d
0.26 1.0
5 d p
0.06 1.0
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A.3 O and H
Shell-type αj cj
1s s
3806666.0 0.0000486
563891.0 0.000387
122419.0 0.00226
31093.64 0.0112
8965.233 0.0463
2854.46 0.1549
1010.09 0.3509
400.714 0.4247
167.996 0.1915
2 s s
0.06 1.0
2sp s p
10902.6 -0.000294 0.00105
2533.25 -0.00619 0.00956
776.793 -0.0529 0.0566
275.142 -0.1471 0.217
110.753 0.1297 0.4521
51.0837 0.6009 0.4376
24.547 0.4365 0.1928
3sp s p
7.15274 -4.6228 -0.0721
3.4236 1.5501 0.5727
1.5342 10.7304 0.9749
4sp s p
0.6144 1.0 1.0
5sp s p
0.2694 1.0 1.0
6 p p
0.06 1.0
3d d
353.3145 0.0133
105.158 0.0929
39.3208 0.2993
16.2335 0.4698
7.0573 0.3195
2.8399 0.0524
4d d
5.4496 0.2114
2.1373 0.5395
0.8455 0.4545
5d d
0.3366 1.0129
A. BASIS SETS
Shell-type αj cj
1s s
8020 0.00108
1338 0.00804
255.4 0.05324
69.22 0.1681
23.90 0.3581
9.264 0.3855
3.851 0.1468
1.212 0.0728
2sp s p
49.43 -0.00883 0.00958
10.47 -0.0915 0.0696
3.235 -0.0402 0.2065
1.217 0.379 0.347
3sp s p
0.4567 1.0 1.0
4sp s p
0.1843 1.0 1.0
5 p p
0.06 1.0
3d d
0.6 1.0
Shell-type αj cj
1s s
18.7311370 0.03349460
2.82539370 0.23472695
0.640121700 0.813757330
2s s
0.16127780 1.0
1p p
1.1 1.0
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Appendix B
Basis Set Enhancement Tests
Additional tests carried out on the rutile TiO2 (110) surface to further validate the basis
set enhancement approach discussed in Section 3.2 are presented in this Appendix.
Fig. B.1 shows the effect of adding functions to the basis set of the surface Ti or
O ions whilst leaving the other unchanged. It is evident that the largest change is
effectuated by adding the d-type function to the surface Ti and the p-type function
to the surface O. This supports the approach outlined in Section 3.2. Fig. B.2 shows
the effect of increasing the bias potential to 2V on the iso-surfaces and, thus, the
predicted contrast with and without basis set modifications. It appears that the basis
set enhancements are insufficient to achieve the correct contrast at 2V bias potential.
This is also the case when using the approach from Ref. [136]. It appears that this
is a limitation intrinsic to local basis set calculations. Adding further functions is not
possible in this case, as the most diffuse functions in both the Ti and O are too close
to the linear dependence limit to allow for the addition of two more diffuse functions.
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Ti OBS, varying O BS O OBS, varying Ti BS
Ti d0.06, varying O BS O p0.06, varying Ti BS
Figure B.1: Small (black) spheres represent Ti atoms and large (red) spheres represent
O atoms. Light blue iso-surfaces represent the original BS; red iso-surfaces show when
diffuse s-type functions are added to a basis set. Where the Ti basis set is being
modified, a black (gray) iso-surface indicates the addition of a d-type (p-type) function.
Where the O basis set is being modified, a black (gray) iso-surface indicates the addition
of a p-type (d-type) function. All the iso-surfaces were obtained with for a charge
density of 5×10−6. All added functions were of exponent 0.06bohr−2. The d0.06
(p0.06) label indicates that the basis set of the Ti (O) was enhanced with a d-type
(p-type) function of exponent 0.06bohr−2 and was kept constant for all iso-surfaces in
that image.
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Figure B.2: Small (black) spheres represent Ti atoms and large (red) spheres rep-
resent O atoms. Traces above the atoms are charge density isosurfaces at 5 × 10−6
electrons/bohr3. The light blue isosurface was obtained with the original BS; the
gray isosurface was obtained obtained after adding additional s functions above surface
atoms (as described in Ref. [136]); the black isosurface was obtained after addition of p
and d orbitals with exponents of 0.06bohr−2 to the surface O and Ti BS, respectively.
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Appendix C
(001) surface DOS
Fig. C.1 shows the total and projected DOS for the two cases of the unreconstructed
(001) surface discussed in Chapter 4. Both surfaces exhibit surface states near the
VB edge. This is evident from the fact that the surface O ions provide the dominant
contributions in the region above the bulk-like VB edge. This is the case for both
surfaces. Removing the symmetry constraints does not fully remove the surface state,
however, it does seem to shift the surface state edge closer to the VB edge of the
bulk-like O ions.
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Figure C.1: Projected density of states for the (001) surface. Black lines represent total
DOS, orange lines represent the DOS projected over bulk-like O ions and red lines rep-
resent the DOS projected over surface O ions. Top: DOS plot for the unreconstructed
symmetry constrained (001) surface. Bottom: DOS plot for the unreconstructed un-
constrained (001) surface (lower in energy).
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