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Abstract
This study is focused on numerical investigation of heat transfer, melting, solidification and
coalescence of metallic particles invoked by laser heating in application to selective laser sinter-
ing. The selective laser sintering is a promising additive manufacturing technology, applicable
to a wide range of materials and products demanding a high degree of customization. Besides
having potential advantages over conventional manufacturing, layer-by-layer synthesis poses
challenges concerning mechanical properties, repeatability, limited choice of materials, slow
production rate etc. This is due to the lack of understanding of the process variables and under-
lying physics.
The metal powder is subjected to local heating by constant or pulsed irradiation from a
moving laser source. The powder is sintered due to liquid-liquid contact growth during partial
melting of particles retaining an unmelted solid core. The interparticle contacts are developed
by capillary flow of the melt driven by high curvature gradients in the vicinity of the contact. The
densification is accompanied by mutual approaching of solid cores, growing size of liquid neck
between the particles and finally by particle cooling and melt solidification. The process involves
multiple modes of heat transfer, phase change, mass and momentum transport in powder bed
and is therefore very complex.
Separate thermal models are developed to describe heat transfer at different length scales.
The thermal model for radiation absorption and its transport in powder bed is based on non-
continuum approach considering the discrete nature of medium. On the other hand, particle
scale model describes evolution of the temperature field and phase change in a particle, while
assuming surrounding granular powder as homogeneous medium. Model predictions are com-
pared with experiments conducted on a commercial sintering system Eosint M270.
Finally a representative case of two particles in contact is considered for coupled thermal and
hydrodynamic analysis. The governing equations for heat transfer and flow of liquid melt are
solved using boundary element method. The coupled model accounts for heat transfer, phase
change during laser heating cycle and resulting melt flow due to surface tension forces simul-
taneously. Detailed study of the effect of process parameters on particle temperature evolution,
contact growth and densification rate is conducted and discussed.
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XII
Zusammenfassung
Diese Studie befasst sich mit der numerischen Untersuchung von Wärmetransport-, Schmelz-,
Erstarrungs- und Koaleszensvorgängen von metallischen Partikeln mittels Erwärmung durch se-
lektives Lasersintern. Selektives Lasersintern ist ein vielversprechendes Produktionsverfahren
zur Herstellung von kundenspezifischen und individuellen Produkten, welches auf eine Vielzahl
von Materialien angewendet werden kann. Neben den Vorteilen gegenüber herkömmlichen Pro-
duktionsverfahren, stellt die schichtweise Produktion besondere Anforderungen an mechanische
Eigenschaften, Reproduzierbarkeit, Auswahl der Materialien, Geschwindigkeit des Produktion-
sprozesses usw.. Dies resultiert aus dem noch unzureichenden Verständnis der Prozessvariablen
und der zugrunde liegenden Physik.
Das Metallpulver wird durch konstante oder pulsierende Strahlung einer sich bewegenden
Laserquelle lokal erwärmt. Dabei wird das Pulver durch den Kontakt der geschmolzenen Par-
tikeloberflächen bei zunächst noch festem Partikelkern gesintert. Der Kontakt zwischen den Par-
tikeln wird aufgrund der Kapillarströmung des geschmolzenen Metalls hergestellt, angetrieben
durch die große Oberflächenkrümmung im Kontaktbereich der Partikel. Die Verdichtung
des Materials resultiert aus der gegenseitigen Annäherung der festen Partikelkerne, der Ver-
größerung des flüssigen Bereichs zwischen den Kernen und schließlich aus dem Abkühlen
beziehungsweise Erstarren des gesamten Materials. Dieser Prozess beinhaltet verschiedene
Arten des Wärmetransports, Phasenübergänge, Massen- und Impulstransport und ist somit sehr
komplex.
Es werden verschiedene thermische Modelle zur Beschreibung des Wärmetransports auf
unterschiedlichen Längenskalen entwickelt. Das thermische Modell zur Beschreibung der
Strahlungsabsorption sowie des Transports der Strahlung im Pulver basiert auf einem diskreten
Ansatz zur Berücksichtigung der Nichthomogenität des Materials. Demgegenüber basiert das
Partikel-Skalen-Modell zur Beschreibung der Temperatur und des Phasenübergangs im Partikel
auf der Annahme, dass das umgebende Pulver als homogenes Medium betrachtet werden kann.
Die Vorhersagen des Modells werden mit Experimenten am kommerziellen Sinterapparat Eosint
M270 verglichen.
Schließlich wird der repräsentative Fall zweier sich berührender Partikel zur gekoppel-
ten, thermischen und hydrodynamischen Analyse betrachtet. Die zur Beschreibung des
XIII
Wärme- und Stofftransports im flüssigen Metall benötigten Gleichungen werden mittels der
Boundary-Element-Method gelöst. Das gekoppelte Modell berücksichtigt gleichzeitig Wärme-
transport, Phasenübergang sowie Stofftransport des geschmolzenen Materials aufgrund von
Oberflächenspannungen. Eine detaillierte Studie des Einflusses der Prozessparameter auf die
Temperaturverteilung in den Partikeln, die Vergrößerung der Kontaktfläche zwischen den Par-
tikeln und der Verdichtung der Partikel wird durchgeführt und ausgewertet.
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Introduction
The ever increasing competition in the world market for manufactured products along with
development of new frontiers demanding highly customized products in shortest possible time
has lead to the development of new methods of manufacturing which have ability to challenge
the position of conventional manufacturing.
1.1 Layered Manufacturing
Layered Manufacturing (LM), Additive Manufacturing (AM) or Solid Freeform Fabrication (SFF)
is a class of manufacturing methods that has seen a rapid growth over the years since inception
in late 80’s. In contrast to conventional manufacturing processes (involving material removal
to achieve final shape), the layered manufacturing is an additive process wherein the part is
built by sequentially fusing thin layers of material one over another. Due to additive build-up
principle it has an inherent advantage of producing parts of unlimited geometrical complexity
offering possibilities for optimization even by geometrical means. The process makes use of
sliced CAD data to generate successive layers from bottom to top resulting in the final product.
Layered manufacturing enables quick production of complex three-dimensional parts of de-
signed macro and microstructure directly from CAD data, completely eliminating the intermedi-
ate tooling steps, therefore shortening production time and reducing associated costs. Another
significant advantage associated with LM technique is the cost of production as well as produc-
tion time does not increase with the degree of complexity.
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The invention of layered manufacturing has brought a breakthrough in manufacturing tech-
nology because of immense benefits associated with it. However, development of layered man-
ufacturing is strongly related to advancement in other technologies including CAD, 3D imaging,
Laser technology, and materials. Since 1988, more than twenty different variants of layered
manufacturing technology have been introduced and still counting. This technology still re-
mains a very active area of research and development.
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Figure 1.1 Yearly sale of additive manufacturing units worldwide [135]
The exponential growth of annual sales figures (see Fig. 1.1) for additive manufacturing units
around the world confirms the growing acceptance of additive manufacturing as the new norm
in industry. Besides promising outlook and potential advantages, additive manufacturing also
has some drawbacks. Since inception the LM processes have significantly improved in speed,
accuracy as well as in its ability to process range of materials, however they still lag behind
conventional processes in terms of part reproducibility, limited part volume (< 0·5m3) and no
economics of scale [72], [83], [15]. Furthermore, "in layered manufacturing the process, its
technological capability and used materials are absolutely dependent; there is no combinatorial
freedom at all"[82]. The radar chart shown in Fig. 1.2 illustrates the present state of layered
manufacturing techniques vis-à-vis conventional manufacturing. Future directions should be
focussed to overcome the present limitations.
In recent years the use of additive manufacturing for direct production of part is continu-
ously increasing, as shown in Fig. 1.3, even the market demand for additive manufacturing is
dominated by applications in direct manufacturing of end use parts (see Fig. 1.4). However,
most of the existing AM technologies are limited to making prototypes and models used during
product development cycle [73] as they do not allow processing of common engineering mate-
rials to meet the functional requirements with respect to mechanical properties and thus lack
2
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Figure 1.2 Performance mix of additive manufacturing with respect to conventional Manufac-
turing [1]
generic applications. The powder bed based fusion technologies are most versatile with regard
to materials as well as applications ranging from aerospace, automotive, medical etc. Selective
Laser Sintering (SLS) is one such powder bed based fusion technology that holds potential to
qualify as emerging disruptive technology in manufacturing sector. In the prospect of qualifying
the requirements of direct manufacturing sector SLS and its variants (Selective laser melting
(SLM), Electron beam melting (EBM)) show great potential based on their ability to process
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Figure 1.3 Growth of direct manufacturing revenues as percentage of total revenues from addi-
tive manufacturing worldwide [135]
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Figure 1.4 Applications of additive manufacturing with respect to end use [134]
common engineering materials as well as the resulting mechanical properties of manufactured
parts. In the following section selective laser sintering technique is considered in detail.
1.2 Selective Laser Sintering: An overview
Selective Laser Sintering is a powder based layered manufacturing technology where scanning
laser beam is used as a heat source to fuse the layers of powder particles. As a type of layered
manufacturing it inherits all the advantages associated with it. Among all the layered manufac-
turing techniques SLS is one of the most versatile. In principle the SLS technology is applicable
to any material available in powder form, since it is based on localized heating and resulting
fusion of the powder particles. It is this property of laser sintering technology that makes it an
ideal candidate for study and development of the process for new material systems, especially
metals and alloys. In addition, SLS offers highest local discontinuity by varying material compo-
sition of a part in a controlled manner thus opening up further scope for part tailoring in terms
of property and material gradient [61].
The main components of a SLS machine are shown in Fig.1.5. The Laser unit is responsible
for generating radiation heat source that interacts with the powder particles and impart enough
energy to cause melting and subsequent bonding between the particles. The purpose of optical
unit is to scan the laser beam on the powder bed as per the CAD data. It consists of beam
expanders and light weight scanning galvanometer mirrors to control the positioning of laser
beam on the powder bed. The powder deposition system consists of a powder hopper and a
re-coater to deposit a very thin layer of loose powder on the build platform before every laser
exposure step.
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Figure 1.5 The components of a Selective laser sintering system
The complete SLS process from design to final product can be subdivided into two stages:
preparation stage and fabrication stage. The preparation stage refers to generating input ge-
ometrical data of physical object and is independent from the fabrication stage. A schematic
of the fabrication stage of laser sintering process cycle is shown in Fig. 1.6. The whole cy-
cle consists of four basic steps repeated over till the product is fully formed. The steps are as
follows:
1. Recoating: A very thin layer of heat-fusible powder is deposited on top of the building
platform.
2. Exposure: Laser beam scans over a cross section that matches the corresponding layer in
the CAD model, subsequently bonding the particles and fusing with the adjoining layers.
3. Lowering building platform: The building platform moves downward to accommodate
next layer of loose powder.
4. Powder dispensing.
In the proceeding sections we will give a brief overview of materials and lasers used for selective
laser sintering, a detailed review with respect to materials and lasers is available in research
article by Kruth et al. [74].
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1.2.1 Materials for SLS
Ideally SLS is suitable to process any material, that is available in powder form. The commonly
used materials for SLS include polymers, metals, ceramics, and composites. The basic material
property required for powder particles is their ability to fuse together when subjected to heating.
Based on this criterion materials used in SLS process can be subdivided into two classes:
1. Different materials are used as a binder and as a structural material. Material systems un-
der this class can be further subdivided into three groups according to the type of powder
grains used.
(a) Separate grains. Binder particles are usually much smaller than structural ones.
These particles melt preferentially due to lower melting point and higher surface
to volume ratio than the particles of structural material.
(b) Composite grains. Composite powder grains contain both the binder and the struc-
tural material within each individual powder grain.
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(c) Coated grains. Another possibility is to coat the structural grain with the binder
material. This has advantage of ensuring preferential absorption of laser radiation by
binder alone due to optical properties of the coating.
2. There is no distinct binder and structural material in this material systems. Rather the
distinction is due to laser induced phase change. This class of materials can be subdivided
into two groups.
(a) Single component powders. In this case the heat supplied to a powder particle is
controlled in such a way that only the outer surface of the particle is molten while
core remains unmelted. So the molten material acts as a binder between the non-
molten particle cores.
(b) Powder mixtures (tailored). These materials can be called "tailored", because their
composition is tuned specifically for laser sintering process and they do not corre-
spond to any conventional metals as used in other manufacturing processes.
Both tailored and conventional metals have been developed for SLS. In recent times the trend
has been towards using conventional materials, in order to improve the acceptance of this new
manufacturing method in established applications.
1.2.2 Lasers for SLS
The SLS process is significantly influenced by the interaction between the laser radiation and
the metal powder. Most of the commercial sintering machines in the market use CO2 or Nd:YAG
lasers in continuous mode. Recent studies with pulsed laser source [? ] indicate that pulsed
laser source is more suitable for SLS applications, where only partial melting is desired. On the
other hand, in SLM all the powder has to be melted and therefore continuous mode is preferred.
The radiation absorptivity of metals increases with decreasing wavelength of the source.
Therefore, using Nd:YAG offers better absorption characteristics than using CO2 lasers and al-
lows achieving larger melting depth for the same power density [119]. Another advantage of
using (Nd:YAG) solid state fiber laser is the ability to use optical fiber to guide the beam en-
abling very fine resolution and part quality. In recent years, with the great improvements in part
accuracy and quality due to materials and process developments, the quality of the laser focus
is becoming a limiting factor. Therefore, the newest generation of SLS machines are using fiber
lasers and disc lasers which offer good beam quality and focusing capabilities. For example the
EOSINT M 270 uses a 200 Watt ytterbium fiber laser, while the Trumaform LF 250 uses a disc
laser.
1.2.3 Potentials and barriers
Driven by the need to fulfill the ever increasing market demand for customized products, the
SLS technology is on the threshold of moving beyond prototyping to manufacturing of final
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parts (rapid manufacturing) from metals [75], [83], [19], [42]. The process is suitable for
low volume production of materials difficult to process conventionally and for fabrication of
complex parts of high aggregate value. It offers great potential for mass customization. SLS
has found application in diverse fields including aerospace, automotive, biomedical, consumer,
electrical and electronics industry. In most of the above applications it is desirable to have near
full density of bulk material and therefore the sintered parts are further processed before they
are put to use.
SLS can have applications in the fabrication of porous metal foams with high degree of con-
trol over the final microstructure and porosity. Development of functionally graded materials,
integration of sensors, electronics [111] or other functional parts in the product can be realized
during the fabrication stage itself.
Besides potential applications and advantages the key barriers to wider acceptance of SLS as
an established manufacturing technology are:
• High component cost compared to conventional manufacturing methods. There are many
factors that contribute to it (e.g slow production rates, expensive powder materials, no
economics of scale etc.)
• The process lacks consistency and repeatability between the parts, largely due to lack
of understanding of the process variables and underlying physics. There is limited data
for detailed modelling and simulation of process. Lack of pre production simulation and
planning leads to in process errors.
• Need for post production finishing to meet the product specification (e.g. surface finish,
heat treatment, removal of support structure etc.)
• Limited material availability and strong process material dependence. There is need to
develop material systems specially suited for laser sintering.
The strong interdependence of materials and processes in most of the additive manufactur-
ing techniques has restricted their applications and growth potential. However, selective laser
sintering holds the promise of being versatile in processing a variety of engineering materials
(e.g. polymers, metals, ceramics etc.). The technology is still maturing and further research is
needed for improving our understanding of processes governing interlayer bonding [10]. The
present state of art relies heavily on empirical data obtained experimentally, even that too is
very limited for metallic powders due the complexity of the physical mechanisms involved (e.g.
absorption of laser radiation by metal powder, heat transfer inside the powder, melting, melt
flow, solidification, shrinkage etc.).
Given the physical complexity of the problem, combined with multiple length scales, very
short time frames and high laser intensities render experiments extremely difficult to set up,
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perform and evaluate. On the other hand numerical modelling offers almost endless scope for
introducing system complexity and detailed multi-scale analysis.
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State of Art
The roots of technology for laser sintering of metal powders dates back to patents of Ciraud and
Housholder in 1970s [27], [57], who independently gave the concept of SLS and selective laser
melting (SLM), but it was until late 1992 when Deckard, Beaman and colleagues at University
of Texas [33] developed the first commercial machine based on the principle of SLS. In this
chapter an overview of previous research in the field of selective laser sintering is presented.
The whole chapter is divided into four sections. An overview of possible binding mechanisms
for laser sintering of particles is given in first section. In the next section, heat transfer studies
relevant to granular beds as well as single particle in the powder bed. Third section involves
discussion about previous research in the field of coalescence of particles during laser sintering.
In the final section previous experimental investigations are discussed.
2.1 Binding mechanisms
It is relatively new powder metallurgy process as opposed to conventional sintering. The novel-
ties in the process arise due to localised heating using focussed heat source (laser beam), layer
by layer build up technique and materials used. The ability to process a wide variety of engi-
neering materials is one of the key features of SLS. The prevailing binding mechanisms for each
of this variety of materials are given in Fig. 2.1. A detailed review of binding mechanisms for
SLS of powder bed based fusion technology is performed by Kruth et al. [73]
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Figure 2.1 The possible binding mechanisms during laser sintering based on type of powder
materials [73]
2.1.1 Solid state sintering
Solid state binding occurs at a temperature well below the melting point of the powder mate-
rial and is primarily governed by diffusion of metal atoms between adjacent particles in solid
state. However, the diffusion process is slow compared to the typical time scale of laser particle
interaction (having magnitude of order few ms) during laser sintering. This is due very low
diffusion coefficients (10−9 − 10−15m2s−1) [98] in solid state. This mechanism is not applicable
for laser sintering except for post processing of laser sintered metallic or ceramic parts [83].
The dominant physical process associated with SLS are heat transfer and sintering of powder
particles.
2.1.2 Liquid phase sintering/partial melting
Liquid phase sintering involves a coexisting liquid and particulate solid during some part of the
thermal cycle. The presence of liquid provides both a capillary force and transport medium
that promotes densification. Liquid phase sintering can be physically realized using a variety
of combinations of powder materials, based on the distinction between binder and structural
material as classified in section 1.2.1. Liquid phase sintering/partial melting is one of the most
preferred binding mechanism for laser sintering and in the recent times, efforts are being put
for using single component conventional materials, in order to improve the acceptance of this
new manufacturing method in established applications.
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2.1.3 Full melting
In full melting, powder particles are subjected to high power laser beam causing them to com-
pletely melt and join, thus enabling the production of fully dense objects (upto 99.9% dense)
[75] Even other mechanical properties are comparable to those of the bulk material. The mech-
anism is equally suited for a variety of materials however, its application for metallic powders is
more demanding at the same time challenging too, as it requires very strict control of process
parameters to produce defect free parts. As very high temperature gradients and shrinkage dur-
ing phase change leads to part internal stresses and distortion in the part [88] and other defects
like balling and poor surface finish.
2.2 Heat transfer studies
2.2.1 Granular medium
Heat transfer in granular medium is crucial in wide range of applications such as powder met-
allurgy, thermal insulation, chemical reactors, and many other domains. Due to the nature of
interactions between particle grains - strongly influencing the bulk behaviour - and multiple
length scales involved, it is still an area of active research. This problem is directly relevant
to modern powder bed fusion based additive manufacturing, where the process is initiated by
localized heating of powder bed by a focused energy beam (e.g. SLS, SLM, EBM etc.).
According to literature all heat transfer studies in granular medium can be classified as con-
tinuum based or discrete particle based approach [67] . In continuum approach the granular
bed is assumed as a homogeneous medium having effective properties, while these properties
are modelled separately or obtained experimentally. On the other hand in discrete particle ap-
proach, the packed bed is explicitly modelled and discrete nature of system is taken into account
while considering the involved phenomenon.
It is well established fact that the aggregate behaviour of a powder is considerably different
from that of individual particles or that of the bulk material. Various studies are reported in
literature to model the effective properties of a packed bed considering the applicable modes of
heat transfer. Chen and Churchill [23] conducted experimental investigation of radiation heat
transfer in packed bed and reported influence of bed parameters on effective properties. Yagi
and Kunii [138] proposed model for effective thermal conductivity considering both radiation
and conduction. A significant number of similar models are reported in literature [24, 39, 60,
81, 101].
As far as radiation heat transfer is concerned the theory of independent scattering/absorption
of radiation [14, 20, 64] is applicable when the interaction between the radiation and a particle
is not influenced by the presence of neighbouring particles. This is relevant for porous media
with porosity greater then 0.95 [67]. However, most of the practical powder beds have porosity
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lower than the specified independent limit. Therefore radiative properties of the bed cannot
be predicted from the properties of single particle. Singh and Kaviny [109] used Monte-Carlo
method for radiative heat transfer through mono-dispersed powder bed. They proposed a dis-
crete ordinate method based scaling approach so that independent radiative properties can be
scaled to obtain effective properties in dependent regime. The scaling factor is expressed as a
function of bed porosity alone and effect of emissivity is found to be small.
In the review of radiation heat transfer in packed bed done by Tien [114], the use of discon-
tinuous approach based on Monte-Carlo and/or ray-tracing are found to be natural choice for
predicting radiative heat transfer in granular systems. Chan and Tien [21] used discrete model
to determine radiative properties of packed bed, they treated particulate medium as regularly
packed system and investigated a representative unit cell using ray-tracing techniques. Kudo et
al. [79] adopted Monte-Carlo technique for radiation heat transfer in representative unit cell.
Yang et al. [139] investigated radiation in randomly packed bed using Monte-Carlo method.
Majority of research work on granular beds in past is devoted to determine effective proper-
ties of the medium [5, 23, 24, 81, 138] so that continuum approach is applicable. However, the
work of Rao and Toor [100, 101] indicates that the validity of continuum approach depends on
the relative size of particles in the medium and the heated boundary. When the both the length
scales are comparable, the discrete nature of the medium must be taken into account. Basically
the assumption of continuum treatment is violated with respect to local thermal equilibrium
[67] under the conditions of extremely localized heating in the bed as found in case of SLS.
The interparticle conduction in the powder bed is strongly dependent on nature of contact
between the particles as well as packing structure of the particulate medium [43], even the
particle size distribution and properties of individual ingredients are important when investi-
gating powder mixtures. A number of studies, relevant to conduction heat transfer in granular
medium, have been reported [24, 110, 124, 146] with varying degree of relaxations regarding
some or all of these parameters.
Based on the review of heat transfer studies non-continuum approach is adopted in the
present work, in order to explicitly model individual particles in the powder bed. Interparti-
cle conduction and radiation heat transfer modes are considered in the study while convection
heat transfer is neglected [138] for stagnant bed.
2.2.2 SLS specific heat transfer studies
Over the last decade many studies particularly applicable to SLS have been reported in liter-
ature. Heat transfer studies to investigate sintering of binary mixture of metal powders were
carried out by Pak and Plumb [93], Zhang et al. [141–143]. The numerical model considered
the shrinkage of powder bed due to density change as well as liquid flow under the action of
surface tension forces. In this work the powder was modeled as an effective medium and the
effective properties were obtained empirically.
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A thermal model to predict the behaviour of a representative particle in the powder bed dur-
ing laser sintering was proposed by Fischer et al. [40, 41]. This model describes the instationary
temperature distribution in the particle grain resulting from periodic laser pulses. The authors
studied the influence of pulse frequency on temperature evolution in the particle. The mini-
mum pulse energy required to fully melt the particle can be calculated and for lower values only
partial melting is possible. However, the phase change in the powder particles is not modelled
explicitly. The model predicts a nearly linear increase of average powder temperature with time.
Melting and resolidification of metal powder particle under the influence of nanosecond laser
pulse was investigated by Konrad et al. [71]. They predicted step-like temperature rise in the
particle with every pulse. Influence of pulse frequency, pulse duration, laser fluence and particle
size on melting-solidification characteristics was studied. This model considers the interaction
between laser beam and a powder particle alone in isolation from its surroundings and thus
does not reflect the influence of heat transfer between the particle and surrounding medium on
temperature evolution of a single particle.
Dedicated heat transfer studies in granular medium for application to laser sintering are rare,
Gusarov et.al. [49] proposed a model for effective thermal conductivity of powder bed under
conditions identical to laser sintering. Gusarov and Kruth [47] used continuous approach to
model powder bed and used two flux method to solve radiation transfer equation. The method
relies on experimental data or discrete models for effective properties of the bed. This model is
further extended to include conduction heat transfer and diffusion equation is solved by finite
difference [50].
Wang and Kruth [130] developed a ray-tracing model to simulate the energy absorption and
penetration during the SLS of metal powders. Their model, which is based on geometrical
optics, yields the evolution of the energy absorption in the powder and accordingly predicts the
sintering zone dimension. However, this model did not account for conduction heat transfer
between powder particles in contact, which is a significant fraction of total heat transfer for
packed beds having very small powder particles [138].
Most recent studies concerning heat transfer modelling and stability of laser sintered tracks
are reported by Gusarov et al. [48, 137]. They investigated heat transfer in a homogeneous
bed while explaining stability of molten sintered tracks and the observed balling phenomena
based on Plateau-Rayleigh criterion for capillary instability of a liquid cylinder. The mechanism
of balling phenomena during SLS of metal powders is also investigated by Tolochko et al. [118,
120]. The balling phenomenon is attributed the non-uniform distribution of heat along the
thickness of powder layer, that results in irregular shrinkage along the depth. A simple model
based on differences in thermal expansion of layers to explain balling process is provided.
Studies devoted to modelling of heat transfer in materials subjected to moving heat source
are also relevant to SLS. The temperature distribution in a homogeneous medium due to moving
laser source can be modelled by using the heat source method developed by Carslaw and Jaeger
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[18], provided the effective properties of the medium are known. Several researchers [29, 56,
96] have investigated the effect of a moving heat source on heating of a finite and semi-infinite
medium. However, direct application of similar approach for granular medium is prone to errors
[67, 100]
Numerous other heat transfer studies related to the influence of process parameters are re-
ported in the literature [6, 25, 26, 34, 51, 70, 106, 133, 140], however, the list is not exhaustive.
2.3 Studies relevant to bonding of metallic powders
One of the earliest studies focussed on fundamentals of laser sintering process is done by Bourell
et al. [11], they explained the bonding mechanisms for different powder particles as well as
principles of machine operations. Further Bunnel et al. [16, 17] also described the mechanisms
for obtaining high density parts from loose metal powder layers using scanning laser beam.
They outlined liquid phase sintering as one of the principles playing important role during SLS
of metallic powders.
Dedicated studies intended to understand the basic binding mechanisms governing SLS of
metals are rare. Tolochko et al. [115–117] studied the joining of two spherical particles of nickel
alloy under the action of laser irradiation as well as laser sintering of thin layers of powder. They
concluded that particles under the influence of laser source experience only surface melting and
join by formation of interparticle contacts by migration of molten layer to the area of contact.
The processes of melting and migration occur simultaneously and are accompanied by mutual
approach of the particles.
Klocke et al. [69] investigated the coalescence of two metal particles. Coalescence exper-
iments were carried out with pure copper and stainless steel. They observed different coales-
cence behaviour of copper and stainless steel and concluded that if the pure metal particles are
heated to temperatures above the melting point, they are completely melted due to high laser
power and coalesce immediately whenever the particles are in contact, which results in an unde-
sired balling effect. On the other hand, if the alloy particles are heated to temperatures between
solidus and liquidus, viscous sintering during semisolid stage (which occurs during melting for
most alloys) becomes the major mechanism of particles bonding.
The elementary process causing laser sintering is coalescence (bonding) of metal particles in
contact. Unlike polymers, metals do not exhibit any softening phenomenon on heating below
melting point. In addition the of surface diffusion does not qualify as binding mode because
the diffusion process is very slow compared to the time scale of laser particle interaction during
laser sintering [66]. Therefore, bonding between particles occur at the time of phase-change (in
presence of liquid melt) during laser sintering of metal powders [69, 118]. Numerous studies
related to sintering of completely viscous particles are reported in literature [59, 80, 102, 121],
however, the coalescence of particles during phase change in presence of solid core - as it usually
happens with laser sintering of metallic powders - is relatively untouched. Such a study is
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important to understand the laser sintering dynamics and importance of involved length and
time scales.
Over the period during which SLS has evolved, efforts at modelling this process have been
made [36, 91], but they are limited to sintering of polymers. Most of the numerical models for
description of the temperature distribution in the powder bed and sintering have been based ei-
ther the classic viscous sintering models of Frenkel and Mackenzie-Shuttleworth, or an empirical
Arrhenius shrinkage model based on dilatometry data. Furthermore, most of the experiments in
the field of SLS of metal powders are commercial machine specific and are aimed at establish-
ing a new process [2, 37, 78, 105] or at carrying out feasibility studies for new material system
[52, 53, 76, 90].
2.4 Aim and outline of the thesis
The analysis of the state of art gives a clear picture of the enormous potential of the SLS tech-
nology of metal powders, to meet the ever increasing demand for manufacturing of highly
customized products with microstructure and mechanical properties equivalent to or even su-
perior to the conventionally processed materials, in an economical way. Based on the type of
powder material used, SLS of metals can be broadly classified as (a) SLS of single component
powders and (b) SLS of multi-component powders. The binding of particles during SLS of multi-
component powders is due to liquid phase sintering whereas single component metal powders
sinter by partial melting of particles which requires a rather strict control of process parameters.
Until now no comprehensive numerical model or predictive tool have been developed, which is
able to comprehensively describe the sintering mechanism for either class of materials.
The main objective of this work is to develop numerical models for simulation of heat transfer
and hydrodynamic during laser sintering of metal powders. The core of the numerical modelling
would be the CFD simulation of heat transfer, phase change and hydrodynamics in a powder
bed during the sintering process. The thermal model must account for heat transfer occurring at
multiple length scales, i.e. thermal behaviour of the granular powder bed subjected to moving
laser radiation source as well as the thermal and phase change characteristics resolved at the
particle scale. This includes developing separate models to simulate heat transfer at different
length scales. Further to investigate hydrodynamics during laser sintering a coupled boundary
element model is developed to predict contact growth due to coalescence between melting
particles in contact. The model development work and its computer implementation is carried
out in-house using Fortran 90.
The validation of developed models by comparing the simulation results with benchmark an-
alytical and numerical solutions available in literature as well as comparison with experiments
performed at the Institute of Production Management, Technology and Machine Tools (PTW),
also comes under the scope of present work. Finally, applying the developed models to gain an
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insight into the complex thermo-hydrodynamic phenomenon during laser sintering.
The outline of the thesis is as follows:
Chapter 1: The introductory chapter gives a brief overview of the additive manufacturing
technology and its growth potential. Preliminary details of selective laser sintering process and
the involved binding mechanisms is also provided.
Chapter 2: This chapter includes literature survey of existing research relevant to selective
laser sintering.
Chapter 3: This chapter deals with the modelling and validation of thermal processes which
dominate laser sintering.
Chapter 4: The modelling and validation of coupled heat transfer, phase change and sintering
hydrodynamics at particle length scale.
Chapter 5: In this chapter the simulation results from the developed thermal and coalescence
models are presented and discussed. The model predictions are also compared with experi-
ments conducted on commercial sintering systems.
Chapter 6: The concluding remarks from this study are given and outlook for future studies is
presented in this chapter.
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3
Numerical modelling of heat transfer in
powder bed
Laser sintering is a complex process initiated by localized heating of powder layer using laser
beam. Among various phenomena that occur during the process (e.g. energy absorption, inter-
particle heat transfer, coalescence etc.) most of them are either purely thermal or thermally
induced. The significance of thermal phenomena underlines the need to develop a thermal
model to improve our understanding of laser sintering process.
3.1 Introduction
This chapter deals with the modelling of thermal processes which dominate laser sintering. The
main objectives of thermal modelling are as follows:
1. Investigate the heat transfer to the loose powder bed caused by absorption of incident
laser radiation and subsequent diffusion
2. Study phase change induced by laser-particle interaction
3. Predict radiative properties of candidate powder mixtures for sintering
4. Estimate the sintering zone
The complete thermal model has been developed in three stages. First stage includes mod-
elling the geometry of the powder bed of given size distribution. After modelling of powder bed
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geometry, a ray-tracing approach is adopted to simulate radiation heat transfer and radiation ab-
sorption from laser source to powder. In addition, inter-particle radiation and conduction is also
considered in this discrete thermal model, however, the minimum resolved scale in this model
corresponds to the particle size. The final stage consists of numerical modelling to investigate
interaction between a single representative particle and laser beam. This model resolves the
particle scale thermal transients and phase change, thus providing for length scales the missing
in the discrete thermal model.
3.2 Modelling powder bed geometry
Layer by layer deposition of powdered material is a key step in selective laser sintering, yielding
a loosely packed irregular structure. This packing structure represents the state of powder before
consolidation due to sintering. A number of experiments [9, 95, 103, 104] and numerical studies
[8, 28, 85, 87, 89, 125] on random packing of particles are reported in literature. However,
studies pertaining to the conditions existing during laser sintering are rare [144].
The purpose of this step is to simulate a randomly generated powder bed of poly-dispersed
particles. Powder material may be single-component or multi-component mixture. Powder
grains are not necessarily spherical in all cases. However, using this assumption simplifies the
modelling significantly. Only the coordinates of centre and radius of a sphere are needed to
define a sphere completely, whereas a non-spherical surface may need a number of parameters
to define it. Moreover, it is difficult to estimate overlaps between non-spherical surfaces.
A review of various sphere packing algorithms reveal that existing models can be broadly
classified into three types:
1. Ballistic or sequential addition algorithms [8, 125, 126]
2. Collective rearrangement algorithms [62, 86]
3. Dynamic algorithms [30, 145]
Ballistic and rearrangement algorithms are purely mathematical means to generate a model
of disorderly packed structure. These algorithms, although simple, yet fail to take into account
the mechanical interactions between the particles in their modelling approach. On the other
hand in dynamic algorithms, the motion of individual particles is governed by Newtonian me-
chanics. These algorithms incorporate energy losses (due to friction, collision, deformation
etc.) during packing process to obtain the final packing. For the present work we have chosen
dynamic packing method to model the geometry of packed bed since it is derived based on me-
chanics of particle interactions during packing. In the following subsection the details of this
method are provided.
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Figure 3.1 Spring-dashpot model
3.2.1 Model details
In the dynamic packing model the particles interact with each other or with walls only during
the contact. A spring-dashpot configuration (Fig. 3.1) is used to model contact mechanics
during interaction and thus determines the contact forces. This is a simplified means to model
energy dissipation and elasticity during collision. Here the spring force represents an elastic
force between colliding particles and the damping force between the particles is provided by a
dashpot. The motion of particles in the system is described by classical Newtonian mechanics
[65]. The equations of motion are therefore for linear motion
mi
d~vi
dt
= −mi~g +
Ni∑
j=1
~Fij ,
and for angular motion
Iωi
d~ωi
dt
=
Ni∑
j=1
∣∣∣~Ft∣∣∣× ~r , (3.1)
where ~Fij = ~Fn + ~Ft, is the resultant contact force between the particles in contact, ~Fn, ~Ft are
normal and tangential components of contact force, respectively and Ni is number of particles in
δ
Ri
Rj
~ri
~rj
δ = (Ri +Rj)− (~ri − ~rj) · eˆij
eˆij =
(~ri − ~rj)
(~ri − ~rj)
~vij = ~˙ri − ~˙rj
~vn = (~vij·eˆij)eˆij
~vt = (~vij − ~vn)x y
z
Figure 3.2 Scheme of contact force
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contact pairs with ith particle. The expression for normal and tangential components of contact
force between a pair of touching particles i and j (Fig. 3.2) is given by
~Fn =
√
δRe(βKnδeˆij − mimj
mi +mj
βDn~vn) , (3.2)
~Ft =
√
δRe(−βKtst − mimj
mi +mj
βDt~vt) , (3.3)
where δ is the overlap between the particles, Re = RiRj/(Ri +Rj) is an effective radius, and eˆij
is a unit vector along the line joining particle centres. ~vn and ~vt are normal and tangential com-
ponents of relative velocity between the particles, and βKn,t and βDn,t are elastic and viscoelastic
constants respectively. st is tangential displacement between the particles during the contact in-
terval. Each of the two components of inter-particle contact force in equations (3.2) and (3.3)
is composed of a conservative part and a dissipative part. The conservative part is characterized
by the elastic constant, and the dissipative part is characterized by damping constant. The state
of every individual particle at any instant is obtained by time integration of Newton’s equations
of motion (3.1) for each particle in the system. The complete detail of interaction laws and
granular model can be found in [107].
Insertion
volume
Powder
bed
Figure 3.3 Schematic of insertion volume
The growth of the particle bed in the model starts by dropping the particles from a fixed
height. This is achieved by inserting a group of particles of desired size distribution into a
relatively small volume above the bed (Fig. 3.3) and allowing them to fall under the influence
of gravity. The spatial distribution of particles in this insertion volume is random. When a group
of inserted particles fall out of the insertion volume, another group of particles is inserted. This
insertion continues at regular intervals until the desired fraction of total volume is filled with
particles. However, the simulation stops only when all the particles settle down resulting in a
randomly packed structure. The total kinetic energy of the particles is used as a measure of the
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dynamic state of the system. The particles lose their kinetic energy due to dissipation during
each collision (inelastic). The particulate system is thus considered static when its kinetic energy
becomes negligible, and the resulting packing structure is ready for further analysis.
The granular package in LAMMPS molecular dynamic simulator [97] has been used to gen-
erate the randomly packed bed of poly-dispersed spherical particles of a given size distribution.
LAMMPS is a freely-available open-source code, distributed under the terms of the GNU Public
License. The package uses dynamic algorithm to simulate the behaviour of particulate system
with a variety of initial and/or boundary conditions. The current version of LAMMPS is written
in C++, while earlier versions were written in Fortran.
The input parameters needed for generating randomly packed bed using granular package in
LAMMPS are listed in Table 3.1. In absence of any specific data for coefficient of restitution and
friction coefficient, simulations were performed to determine their influence on final packing
structure. They are found to have insignificant influence on final packing structure. Therefore,
the specified values are selected to obtain a packed bed in lesser simulation time. Besides the
Table 3.1 Input parameters for packing model
Input parameter Value Unit
Gravity 9.81 ms−2
Young’s modulus Material specific Nm−2
Density Material specific kgm−3
Poisson ratio Material specific -
Coefficient of restitution 0.8 -
Friction coefficient 0.5 -
Dropping velocity 0.0 ms−1
inputs given in the table, particle size distribution is also needed for obtaining poly-dispersed
bed. This is done by scripting the desired frequency distribution of the particles in the input file.
3.2.2 Levelling
In order to obtain an evenly levelled surface on the packed bed (obtained from granular pack-
age), a criterion is devised to filter out the particles causing unevenness on the bed surface.
Only the particles satisfying this criterion remain as part of levelled bed while others are ex-
cluded. The simplest way is to fix a reference height of a horizontal plane and then remove
all the particles with their centres above the plane. As shown in Fig. 3.4, using this criterion
leads to maximum unevenness of around one particle diameter for mono-dispersed bed and
often does not yield optimum levelling, especially for shallow bed configuration, hence it is
not recommended. Therefore, adopting an alternate approach to adjust the height of reference
plane while selectively rejecting some of the particles such that the average distance between
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Figure 3.4 Comparison of levelling approach for mono-dispersed and poly-dispersed powder
beds
the plane and the centre of the particles it is intersecting is minimum. The key steps of the
developed levelling algorithm are detailed below.
1. Select a reference height for a horizontal plane.
2. Calculate the number of particles intersected by this plane as well as evaluate average
distance of intersected particles from the reference plane.
3. Remove those intersected particles having their centre above the reference plane(starting
from farthest to closest particle in that order) and continue as long as newer average dis-
tance of intersected particles after each rejection is lower than previously calculated value.
It is important to recognize that successively removing the intersected particles above the
reference plane may not always decrease average distance of intersected particles from
that plane, because contribution to average distance due to these particles may be lower
than the average value. Furthermore, particles cannot be removed beyond a specified limit
particles satisfying the criterion given by (NX > 0·9N¯X).
4. If the average distance of intersected particles from the reference plane is less then selected
tolerance, then levelling is achieved, otherwise go to next step .
5. Obtain new height of reference plane as hnref = h
o
ref + ∆h and go to step 2.
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For poly-dispersed powder bed few amendments are needed to avoid removal of particles which
do not contribute to unevenness on the surface as indicated in Fig. 3.4. These amendments
include: (a) making the reference plane height as a function of particle radius as
href (i) = href + rmax − r(i) ,
where rmax is the radius of the biggest particle in the poly-dispersed bed. Then using respective
reference planes for each of the particles to calculate their contribution to the average distance.
(b) A bigger sized particle can not be removed as long as smaller particles having centre lying
above it exists in the bed, since this is not physical.
This levelling approach shields against large unevenness on the bed surface as it does not
allow any rejection when the distance of particle is smaller then average distance and contribu-
tion to average distance is almost same due to intersected particles lying above and below the
reference plane.
3.2.3 Packing parameters
On the basis of model of the bed geometry developed in the previous section, its characteris-
tic bed parameters can be determined. The commonly used bed parameters to characterize a
packed state are packing density (or porosity) and coordination number. Packing density repre-
sents the density of powder bed relative to that of bulk material. It is given by the fraction of
volume occupied by powder particles in a given volume of bed. Coordination number specifies
average number of particles in contact with a given particle and indicate connectivity of parti-
cles as well as transfer of forces in the packed structure. Besides these two mean parameters,
other statistical functions like pair correlation function, size distribution, coordination number
distribution etc. are also used to describe packed beds [85].
3.3 Laser irradiation and heat transfer in the powder bed
During selective laser sintering, laser beam acts as the source of energy in the powder bed as
shown in Fig. 3.5. Heat transfer to powder particles from laser beam scanning over the powder
bed (followed by melting, coalescence, solidification) is not only the primary phenomenon but
it also influences the processes following thereafter. Knowing the spatial distribution of laser
energy in the powder bed is essential for the prediction of sintered zone and for understanding
sintering mechanisms.
A powder bed is a loosely packed structure of solid particles which are surrounded by inter-
connected voids. This open pore structure of powder enables the radiation to penetrate several
particle diameters deep (due to multiple reflections) into the bed in contrast to dense material
where the penetration depth is extremely small (order of few nano meters). In addition, the
voids on the bed surface act as black surface, thus increasing absorptivity in powder form. So
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Figure 3.5 Schematic of laser sintering showing key phenomena occurring during the process
powders exhibit higher absorbance as well as increased radiation penetration compared to dense
material. On the other hand, effective thermal conductivity of powder material is relatively low.
The resulting combined effect is reduced heat losses during sintering.
Majority of work in the past has been devoted to determination of the effective thermo-
physical properties of the granular medium, so that continuum approach is readily applicable.
Despite the homogeneous models being developed by properly accounting the discreteness of
the system, adequacy of the continuum approach also depends upon relative length scales of
boundary conditions and on the size scale of particles [101] in the medium.
This section is devoted to development of a thermal model for laser energy absorption and
its transport in poly-dispersed granular media, with specific significance during selective laser
sintering of metal powders. The heat transfer in the powder bed is extremely localized (around
the moving laser beam), and the assumption of continuum treatment is violated with respect to
local thermal equilibrium [67]. The powder bed does not exhibit homogeneous behaviour under
these conditions [101]. Furthermore, experimental data is often rare to model powder bed as a
homogeneous medium. Therefore, non-continuum approach is adopted in this study, in order to
explicitly model individual particles in the powder bed using dynamic packing algorithm [97].
However, heat transfer at the particle scale is modelled using lumped approach. It presents a
suitable approach to solve the moving heat source problem in granular medium while directly
considering the discrete nature of the medium.
The Ray-tracing approach is used to model laser radiation source (absorption and propaga-
tion) in the granular medium. Thermal radiation heat transfer is expected to play the dominant
role during laser sintering, because heating due to laser source is extremely localized (order
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of laser beam size) along the specified scan paths. In addition, the duration of laser-particle
interaction is sufficiently short (of order 1/10 of millisecond) to be significantly influenced by
interparticle conduction. As a result, very high temperatures (above melting point) are encoun-
tered by the particles in the zone of interaction, whereas mean temperature of the powder bed
is hardly changed.
Laser sintering takes place in stagnant inert atmosphere (to ensure non-oxidizing atmo-
sphere) under low pressure conditions [136] and for the case of metal powders, high thermal
conductivity ratio between the particles and the gas (ks/kg ≈ 103) enables to consider the con-
duction through contact between the particles alone while neglecting conduction through thin
gas film near contact surfaces [24, 49]. Likewise, radiant heat transfer between neighbouring
voids is also neglected since the major contribution is due to radiation between highly conduct-
ing solid surfaces [35] . Furthermore, convection heat transfer is neglected, since studies [138]
indicate that for packed bed configurations the contribution due to free convective heat transfer
mechanism is very small. Thus, as a first step towards developing a more comprehensive model
the primary focus has been on modelling of laser radiation source in the powder bed and subse-
quent heat transport due to radiation exchange between solid particles and conduction through
contact between the particles. The geometry of the powder bed does not change during the
computations and coalescence of particles is not taken in to account. The inclusion of the effect
of particles coalescence into the powder bed scale heat transfer model is extremely challenging,
however, a coupled heat transfer and coalescence model for a representative two particle case
is developed and discussed in the next chapter.
3.3.1 Ray-tracing for energy absorption in the powder bed
Ray-tracing is a simple optical method to describe light propagation and scattering through a
complex medium. It has a variety of applications like image rendering in modern computer
graphics [132], radiation heat transfer [5, 58] and view factor calculations [129]. It is a sta-
tistical method, which involves tracing a large number of individual rays travelling through a
medium while recording all the associated events. The method is independent of coordinate
Beam
section
Rays
Figure 3.6 Laser beam partitioned into rays (each arrow represents an individual ray).
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system and does not require any domain discretization. These features make it an ideal method
for radiation heat transfer problems involving complex and irregular geometry. However, it is
applicable only within the limits of geometrical optics without appreciable diffraction [114].
The main idea behind this approach is to partition the radiation beam (Fig. 3.6) into large num-
ber of energy bundles (rays) and follow the path of each individual ray as it travels through the
computational domain (powder bed in this case). Each ray has some amount of energy associ-
ated with it (depending on the source strength) at the origin and it is tracked until it imparts all
its energy to the interacting medium or it escapes out of the system.
The simulation starts by shooting a large number of rays from a plane circular area (laser
beam cross-section) positioned above the powder bed. A ray at any instant is completely defined
by its origin, direction cosines, and the amount of energy associated with it. The energy of each
ray at the source is given by
ei =
Po∆t
N
f(xi, yi) , (3.4)
where N is total number of rays used to represent the laser beam, Po is power of beam, and
f(xi, yi) is the factor to account for spatial distribution of energy in the laser beam. For a
Gaussian beam of radius rb, the distribution factor is given as
f(xi, yi) = 2 · exp
(
−2(xi − xc)
2 + (yi − yc)2
r2b
)
, (3.5)
where (xi, yi) and (xc, yc) are coordinates of ray origin at the source and beam centre respec-
tively.
Random numbers are used to generate uniformly distributed origin points. The idea is to
make use of their statistical property of being uniformly distributed in the range Υ ∈ [0, 1] to
obtain ray origin points and thus avoid discretizing the shooting plane. The coordinates of ray
origin on a plane circular surface is given by
xi = xc +
√
2u cos θ
yi = yc +
√
2u sin θ (3.6)
such that
θ = 2piΥθ
and
u =
r2b
2
Υu
where Υθ, Υu are random numbers. Each of the N rays is then tracked one by one for pos-
sible ray-particle intersection. Upon interaction the ray looses a fraction of its energy to the
particle depending on its surface properties and remaining portion is reflected along with it.
The absorption of laser energy by a particle leads to increase in of internal energy of the par-
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ticle. The particles are assumed to be opaque so there is no transmission of energy through a
particle. Radiative properties are assumed to be constant over an individual surface, however
different surfaces may have different properties. A new set of direction cosines are obtained for
the reflected ray (both diffuse and specular reflection can be accounted), and it is tracked again
for possible intersection with other particles. Keeping the account of internal energy increase
in each particle in the bed and that reflected out of the bed helps in determining the energy
distribution in the bed and the radiative properties of the powder bed.
Following a ray path in the computational domain essentially consists of a set of ray-surface
interaction routines to find the intersection between a ray and an object in three-dimensional
space. For the present study a ray-sphere interaction algorithm is the heart of ray-tracing code,
since the sphere is the primary geometric unit representing a particle. The main idea involved
in determining intersection between a ray and a given sphere is explained here, while complete
details of ray-sphere interaction algorithm adopted in this model are available in [45]. The
conditions necessary for any ray to intersect a sphere are:
1. The ray should be pointing towards the sphere,
2. the shortest distance between the ray and the sphere centre should be less than sphere
radius.
Defining a ray by its origin ~O and unit vector eˆR along its direction, such that
~R(ψ) = ~O + ψeˆR (3.7)
is the vector equation of ray and parameter ψ can take any real value giving different points
on the ray. To find if a ray points towards the given sphere (see Fig. 3.7), the projection of
vector ~OC on the ray as ~OC · eˆR is evaluated. The ray points towards sphere if the dot product is
positive. In that case the shortest distance LCD between the ray and sphere center is computed
as shown in Fig. 3.8. This distance is compared with sphere radius to determine if the ray is
O C
Pointing towards
( ~OC · eˆR > 0)
Pointing away
( ~O′C · eˆR < 0)
~R(ψ)
~R′(ψ)
O′
x y
z
Figure 3.7 Representation to evaluate how a ray is directed with respect to a given sphere.
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~R′(ψ)
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· eˆR
Figure 3.8 Shortest distance from a sphere center to the rays (pointing towards it) to detect the
intersecting rays.
intercepted by sphere or not. The exact point of intersection is obtained geometrically from the
Fig. 3.9.
x y
z
O
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D
r
P
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LodLpdLcd
~R(ψ)
Figure 3.9 Evaluating ray-sphere intersection point (P) in three dimensional space.
3.3.2 View factor calculation
The strategy for inter-particle radiation involves adapting Ray-tracing for evaluating view fac-
tors and then solving for radiation exchange between the interacting surfaces using a novel
algorithm. View factors in radiation exchange problems are purely geometrical quantities that
indicate how surfaces view each other and consequently determining the radiation exchange
between them. Besides few simple cases, deriving analytical formula for view factor calcula-
tion can be extremely challenging or impossible. Statistical Ray-tracing approach is a suitable
alternative for cases involving complex surfaces.
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Figure 3.10 Schematic for evaluating view factor between interacting surfaces
Ray-tracing method to calculate view factor is explained here for a sample case shown in Fig.
3.10, where N2 and N3 are number of rays intercepted by the surfaces 2 and 3 respectively and
ΣN is total number of rays leaving the surface 1. By definition the view factor is the fraction of
total emitted radiation from one surface that is intercepted by another surface. If we represent
the radiation leaving a surface by sufficiently large number of discrete rays and register the total
number of such rays intercepted by other surfaces, then the ratio of intercepted rays to total rays
fired can be used as view factor.
The method is very simple to apply and nearly independent of geometrical complexities.
However, it is important that average behaviour of the rays is representative of actual radiation
leaving the surface, by ensuring uniform ray density and following directional or spectral de-
pendence (if any). This is achieved by dividing the emitting surface into a number of elemental
areas, where each area acts as an origin for multiple rays which are fired in different directions
at random while following the corresponding probability distribution of emitting radiation (e.g.
ray direction for a diffuse surface is given by ϕ = 2piΥϕ and θ = sin−1
√
Υθ, where Υθ and Υϕ
are random numbers between 0 and 1) [64].
In order to obtain uniformly distributed points on a spherical surface, the following method
is used. In spherical coordinate system a point in three-dimensional space is defined by (r, θ, ϕ)
as shown in Fig. 3.11, where θ and ϕ are zenith and azimuth angles, respectively, such that 0 6
θ 6 pi and 0 < ϕ 6 2pi. For obtaining evenly distributed points on a sphere of radius r centred
at origin, the standard practice of incremental addition by a fixed value (e.g. θi = θi−1 + ∆θ or
ϕi = ϕi−1 + ∆ϕ, where ∆θ = piNθ , ∆ϕ =
2pi
Nϕ
) yields a non-uniform distribution of points with
clustering near the poles( see Fig. 3.12(a)). Even the random selection of θ and ϕ values as per
equations
θ = piΥθ , ϕ = 2piΥϕ , (3.8)
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t θ
ϕ
r
Figure 3.11 Spherical coordinate system
where Υθ and Υϕ are random numbers between 0 and 1 results in an equally biased distribution
(see Fig. 3.12(b)).
To avoid clustering, the whole surface area of sphere is divided in such a way that solid angle
subtended by each elemental area is equal. The geometric centres of these areas will have a
uniform distribution over the sphere. Mathematically solid angle is given by
dΩ = sin θdθdϕ · (3.9)
When dθ and dϕ are assumed to be constant, variation of dΩ with θ leads to the clustering of
points near the poles. To avoid this clustering, a new variable u is introduced so that
Clustering Clustering No clustering
a b c
Figure 3.12 Distribution of ray origin points on spherical surface (a) uniform increment of θ
and ϕ, (b) random selection of θ and ϕ, (c) uniform solid angle.
du = sin θdθ (3.10)
that yields
u = cos θ · (3.11)
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By substituting u in Eqn. (3.9) for solid angle, we obtain
dΩ = dudϕ · (3.12)
Now a random selection of u and ϕ from a given range (u ∈ [−1, 1], ϕ ∈ [0, 2pi)) satisfies
the condition dΩ = dudϕ ≈ constant, since the randomly selected points are assumed to be
sufficiently uniform over the total range [131]. Fig. 3.12(c) shows the generated distribution of
points with no clustering observed.
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Figure 3.13 Ray-tracing to calculate view factor between two dimensional surfaces.
Ray-surface intersection is a key component of the view factor calculation using ray tracing.
Just qualifying the rays as intersecting or non-intersecting with a given surface is sufficient to
evaluate view factor, while determination of exact position of ray-surface intersection is redun-
dant. Consider a sample case involving two straight lines as shown in Fig. 3.13. Segment AB is
selected as interceptor and CD as shooting segment. Now an arbitrary ray ~R(ψ) from segment
CD will intersect line AB if the angles which the ray make with OA and OB are both smaller
then 6 AOB. Necessary conditions for intersection are given in form of logical truth Table 3.2.
Similarly for three-dimensional case, general condition for a ray intersecting with plane poly-
gon ABCD (see Fig. 3.14) is obtained by ensuring that any point on the ray should be on the
same side of the plane (containing ray origin and two vertices) as that of next vertex of polygon
following a given order. Considering a set of three vertices A, B, C as shown in Fig. 3.14, a point
on the ray ~R(ψ) is on the same side of plane AOB as that of vertex C if
eˆR · nˆ = eˆOC · nˆ , (3.13)
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where
nˆ =
~OA× ~OB∣∣∣ ~OA× ~OB∣∣∣ ,
and eˆOC and eˆR are unit vectors in the direction of vectors ~OC and ray ~R(ψ), respectively. When
the condition (3.13) is true for all the sets of ordered pairs of three vertices of interceptor poly-
gon, the ray is termed intersecting. A ray-sphere intersection algorithm [45] has been already
discussed in the previous section. Important steps of algorithm for view factor calculation are
presented in the form of a flow chart in Fig. 3.15.
Table 3.2 Truth table
ϕ ≤ θ β ≤ θ Intersecting
(ϕ ≤ θ ∧ β ≤ θ)
True True True
True False False
False True False
False False False
3.3.3 Radiation exchange
In spite of incorporation of the geometrical complexities into the view factor calculation (see
section 3.3.2), modelling of radiation exchange between surfaces can be a complicated task,
especially when a system consists of a large number of interacting surfaces. Since all the sur-
faces in the domain emit, absorb and reflect radiation simultaneously, any emitted radiation
undergoes multiple reflections (while being partially absorbed) during the exchange process.
A
B
C
D
O
x
y
z
~R(ψ)
~R′(ψ) nˆ
eˆR · nˆ
eˆOC · nˆ
eˆOC =
~OC
| ~OC|
(+)
(−)
Shooting
plane
Interceptor
Figure 3.14 Ray-tracing to calculate view factor between three dimensional plane surfaces.
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Figure 3.15 Flowchart for calculating view factor between spherical surfaces (refer to Fig. 3.7
and 3.8 for geometrical details included in the flowchart).
Based on underlying physics of radiation exchange, we have developed a simple multi-step
iterative procedure to evaluate net radiation exchange by each surface. It is done by successively
accounting for absorbed fraction of emitted, reflected and re-reflected energy from all the con-
tributing surfaces. The method avoids formulation of algebraic equations and hence no matrix
inversion is needed.
Given the initial state of a system of N surfaces (see Fig. 3.16), the energy emitted by each
of the surfaces per unit time is given by
E(i) = iσT
4
i Ai , (3.14)
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using Stefan-Boltzmann law. Now the energy incident on an arbitrary surface j due to pure
emission from all the surfaces in the system is given by
Einc(j) =
N∑
i=1
FijiσT
4
i Ai , (3.15)
and corresponding absorbed and reflected radiation by this surface are
Eα(j) = αjEinc(j) , (3.16)
Eρ(j) = (1− αj)Einc(j) · (3.17)
Similarly absorbed and reflected fractions can be calculated for all the other surfaces. Direct
evaluation of net energy exchange using equation:
Qnet(j) = Eα(j)− E(j) (3.18)
is not relevant at this stage (except for black surfaces for which all the energy incident is ab-
sorbed and nothing is reflected back), because the exchange of reflected radiation from the
surfaces is still not accounted. Proper accounting of reflected radiation while satisfying the en-
ergy balance of the whole system is key point of the solution. This is done by continuously
updating energy absorbed by each surface due to reflected radiation, till the cumulative sum of
reflected energy from all the surfaces becomes negligible.
Ai
Ti Eρ(i)
A1E(i) = iσT
4
i Ai
Eρ(j) = (1− αj)
N∑
i=1
FijiσT
4
i Ai
Eρ(1)
E(j)
Aj Tj
Eα(j) = αj
N∑
i=1
FijiσT
4
i Ai
Eα(1)
T1
E(1)
Eα(i)
Figure 3.16 Schematic of radiation exchange between surfaces.
We assume that reflected energy propagates between the interacting surfaces in the same
way as that of emitted energy. This is true for diffuse-grey surfaces, and real surfaces closely
follow diffuse-grey behaviour. Therefore, new values of absorbed and reflected fractions for
all the surfaces due to reflected part can be evaluated by simply repeating the same step for
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calculating absorbed and reflected fractions (Eqs. (3.16) and (3.17), respectively). However,
for this step the reflected energy from the surface is used in place of emitted energy (as we are
calculating energy exchange due to reflected part alone). Now, the energy absorbed by each
surface is incremented with the latest value, and the computation process is repeated with the
new reflected part till overall energy balance is fulfilled. The appropriate expression for incident
radiation on the surface j due to reflection from all the surfaces at a given time step is given by
Einc(j) =
N∑
i=1
FijEρ(i) , (3.19)
and corresponding absorbed fraction is updated as given by equation
Eα(j) = E
o
α(j) + αjEinc(j) · (3.20)
The expression of re-reflected fraction is unchanged and obtained using equation (3.17). It
is evident that reflected energy from an arbitrary surface decreases progressively with every
loop for updating absorbed energy by the surface. Summation of reflected fraction from all the
surfaces at any stage during the calculation is a measure of energy imbalance. Hence it is ideal
parameter to decide on convergence.
N∑
i=1
Eρ(i)
N∑
i=1
iσT 4i
6 ε · (3.21)
The relative value of convergence parameter less than 10−4 ensures energy imbalance of 0·01%
or lower. The outlined method is very simple to implement numerically. The flow chart for
the algorithm is presented in Fig. 3.17. This completes modelling for laser energy absorption
and its transport in the powder bed due to radiation. It is important to note here that spectral
dependence of material emissivity is not considered in this analysis, however, incorporated in
the model in subsequent studies.
3.3.4 Interparticle conduction
Heat conduction in the powder bed is strongly dependent on the nature of contact between the
particles as well as packing structure of the particulate medium [43]. Even the particle size
distribution and properties of individual ingredients are important when investigating powder
mixtures. A number of studies, relevant to conduction heat transfer in granular medium, have
been reported [24, 110, 124, 146] with varying degree of relaxations regarding some or all of
these parameters.
The thermal particle dynamic approach developed by Vargas and McCarthy [124] has been
adopted for heat transfer in granular medium. Like many other methods for conduction in
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Figure 3.17 Flowchart for thermal radiation exchange between interacting surfaces.
discrete medium, the structural details like number of contacts, contact area and other hetero-
geneity in the powder bed are obtained from simulated packed bed. Therefore, it is crucial to
model packed bed using dynamic packing algorithms making use of contact mechanics theories.
The key assumptions of the thermal particle dynamic model are:
1. The contact thermal resistance between the particles is significantly large as compared to
thermal resistance in the particles, such that Bi  1, where Bi = 2c/pir and c is contact
radius between particles in contact. Thus, temperature within the particle can be assumed
to remain uniform. The temperature gradients exists only near the contact points (Fig.
3.18).
2. Thermal disturbances in a particle do not propagate beyond its immediate neighbours
during a time step, so that many simultaneous two body interactions can be scaled up to
model multi-body system [30].
Mathematically ∆Ti/(Tj − Ti)  1 during a time step, which is considered as criterion for
selecting the time step size, where Ti, Tj are temperatures of neighbouring particles. Under these
conditions heat transfer between each pair of particles is almost independent of neighbouring
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Figure 3.18 Schematic of assumed temperature distribution between particles in contact.
pairs, and net heat transferred to a particle due to conduction with its neighbouring particles is
given by:
Qi =
N∑
j=1
Cij(Tj − Ti) , (3.22)
whereN is number of neighbouring particles in contact with particle i and Cij is contact conduc-
tance between the pair ij. The contact conductance Cij depends on the contact force between
the particles. This is obtained using Hertz’s theory as
Cij = 2λec = 2λe
(
3~FnRe
4EY
) 1
3
, (3.23)
where λe is effective thermal conductivity of the particles and c represents the radius of contact
area. ~Fn is the normal contact force between the particles, Re is the effective radius of contact
pair (see Section 3.2.1) and EY is effective Young’s modulus.
The rate of temperature change of a particle i when interacting with another individual
particle j is given in differential form as
dTi
dt
=
Cij(Tj − Ti)
mCp
, (3.24)
39
where, m is the mass of particle and Cp is specific heat. Now considering each contact pair of a
particle in isolation, the temperature rise for a particle i due to its contact with another particle
j at the end of a time step is obtained from equation (3.24) by integrating as:∫ t+∆t
t
dTi
(Tj − Ti) =
Cij
mCp
∫ t+∆t
t
dt , (3.25)
to obtain
T t+∆ti = T
t
j −
(
T tj − T ti
)
exp
(
− Cij
mCp
∆t
)
, (3.26)
by subtracting T ti from both sides,
∆Tij = T
t+∆t
i − T ti =
(
T tj − T ti
)(
1− exp
(
− Cij
mCp
∆t
))
, (3.27)
and net rise in temperature due to all the neighbouring particles is obtained by adding up the
individual contribution as
∆Ti =
N∑
j=1
∆Tij · (3.28)
3.3.5 Summary of solution method
The solution involves various individual steps executed one by one: evaluation of laser heat
source in the powder bed, view factor calculation followed by radiation exchange and interpar-
ticle conduction. The important steps of solution scheme are listed below:
1. Read or define the computational domain consisting of interacting surfaces.
2. Specify the initial conditions.
3. Calculate view factors between all the interacting pairs. This calculation is done only once
and the values are stored for later use.
4. Evaluate heat source in the powder bed using ray-tracing.
5. Solve for energy exchange between surfaces due to radiation and evaluate radiation heat
flux at the surface.
6. Solve for contribution due to conduction heat transfer.
7. Determine the particle temperature.
8. Advance time (t = t+ ∆t) and goto step 4.
The computer implementation of developed models and solution algorithm are done using
Fortran 90 for Windows/Linux platforms using Intel Fortran compiler.
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3.3.6 Validation
All the components of overall solution method are validated by solving a series of test cases and
comparing results with their corresponding known solutions.
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Figure 3.19 Transmittance through a randomly packed bed of specularly reflecting opaque
spherical mono-sized particles of diameter 4·0 mm.
Ray-tracing for radiation absorption: The ray-tracing algorithm to model radiation heat
source in the powder bed is validated by evaluating variation of radiation intensity along the bed
depth. Figure 3.19(a) shows the schematic of powder bed irradiated by a laser beam. As can
be seen in Fig. 3.19(b), the radiation intensity I(z) decreases exponentially along the depth.
The transmittance values, obtained under the identical set of input conditions as in existing
literature [108, 139], are in good agreement with reported solutions. In present simulation,
the transmittance value at a given depth is obtained by calculating all the downward radiation
energy crossing through an imaginary plane at that depth. The normal to the plane is along the
original beam direction.
Ray-tracing for view factor: Further, to establish the ability of the developed ray-tracing
for evaluating radiation view factors, three test cases have been considered, for which analytical
solutions are available [64]. For all the three cases view factors are calculated for wide range
of ratios of geometrical parameters. The results are compared with corresponding analytical
solutions. The first geometrical configuration represents two rectangular planes perpendicular
to each other with one edge in common as shown in Fig. 3.20, while the second configuration
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Figure 3.20 View factors calculated for two rectangular surfaces perpendicular to each other.
The lines represent exact solution.
is that of two parallel rectangular planes (see Fig. 3.21). The obtained results are in excellent
agreement with analytical solutions throughout the range of geometrical ratios considered.
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Figure 3.21 View factors calculated for two rectangular surfaces parallel to each other. The
lines represent exact solution.
The third test case is selected for its direct application to sintering problem, where a spheri-
cal surface is the basic geometrical unit of powder bed. Thus, we have considered a case which
involves two equal spherical surfaces separated by a distance d in space. The view factor be-
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tween two surfaces is calculated for increasing distance between them. Figure 3.22 shows a
good agreement with analytical solution.
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Figure 3.22 View factor between two spherical surfaces: the values calculated using ray-tracing
compared with exact solution.
Thermal radiation exchange: The method developed to solve radiation heat exchange be-
tween interacting surfaces is validated by solving simple textbook problems and evaluating the
accuracy of solution. For the first case radiation heat transfer between two infinitely long par-
allel planes is calculated. The schematic of involved surfaces and input parameters are shown
in Fig. 3.23. The calculated heat flux values are given in Table 3.3. Similarly the method is
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Figure 3.23 Test cases to validate radiation exchange between surfaces.
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Table 3.3 Case 1, radiation exchange between infinately large parallel plates
Convergence q12,Wm−2 error, %
criterion, ε (simulated) (net-radiation)
10−4 6487.081
6485.535
0.02
10−5 6485.653 0.002
applied to solve radiation heat transfer among three interacting surfaces (maintained at given
temperatures) and corresponding results are listed in Table 3.4.
Table 3.4 Case 2, radiation exchange in a triangular channel
Convergence q1,Wm−2 error, %
criterion (simulated) (net-radiation)
10−4 1299.21
1293.9
0.410
10−5 1299.30 0.417
Nevertheless, many important findings of this model have led to considerable simplification
in the subsequent laser-particle interaction model in the next section.
3.4 Transient heat transfer in single particle during exposure
t1 t2
φb
vs
texp = t2 − t1 = φb
vs
Figure 3.24 Schematic of laser particle exposure time in the powder bed.
In the previous section we compute the heat transported to individual particles in the powder
bed due to the action of the laser source and predicted the overall distribution of energy in the
powder bed. However, the details of thermal transients on a particle scale are still missing due to
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modelling assumptions. The model is unable to predict thermal gradients in the particle leading
to partial melting. Understanding of phase change transients of a particle is extremely relevant
for predicting densification since melting and solidification are primary consolidation mecha-
nisms during laser sintering of metal powders. Furthermore, laser sintering being an extremely
fast process since the duration of interaction between a particle and the scanning laser beam is
few milliseconds long (Fig. 3.24). The actual phenomenon at any instant during the process, is
localized to an area under the moving laser beam and thus transient thermal characteristics of
individual particles are key to understanding laser sintering mechanism. Moreover, depending
on the nature of laser source (e.g. pulsed laser or continuous wave), the thermal characteristics
of a particle can be significantly different.
This section is dedicated to the development of a thermal model to study the characteristics
of a representative particle subjected to laser heating. A schematic of computational domain
for particle scale thermal evolution during SLS is shown in fig. 3.25. It consists of a particle
at the centre surrounded by loose powder. Granular powder is modelled as a homogeneous
medium having effective thermo-physical properties. The distinction between two sub-domains
can be made by their respective properties. Only conduction heat transfer with phase-change is
relevant in the computational domain because powder bed is modelled as continuum. Influence
of convection and radiation within the powder bed can only be affected through effective trans-
port properties of the powder bed. The primary aim of this model is to study the temperature
evolution in a single particle to calculate the development of the molten shell on the heated
particles, which is important for coalescence of particles. The state of surrounding particles is of
less significance, however, their presence is needed to estimate their influence on the behaviour
of the representative particle under consideration.
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Figure 3.25 Schematic of the computational domain.
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3.4.1 Governing equation and boundary conditions
The central representative particle in the computational domain is assumed to be homoge-
neously irradiated by laser radiation. Scattering of laser beam by powder particles and multiple
reflections lead to almost homogeneous irradiation of particles at the depth of around a mean
diameter from powder surface. This is also confirmed by our previous thermal model for heat
transfer in the discrete granular medium.
This assumption simplifies the problem into one-dimensional heat transfer in spherical co-
ordinates by exploiting the spherical symmetry. The corresponding governing equation has
following form:
∂(ρCpT )
∂t
=
1
r2
∂
∂r
(
r2λ
∂T
∂r
)
+ Q˙src, (3.29)
where, Q˙src denotes the heat source term. This includes the contribution due to volumetric
heating by laser beam as well as the latent heat of melting and solidification during phase
change as per the given equation
Q˙src = Q˙
laser
src + Q˙
ph
src , (3.30)
the detailed derivations for each of the individual terms of source term are given in following
sections.
Since the particle is assumed to be homogeneously irradiated, the symmetry boundary con-
dition is used at the center of the particle:
∂T
∂r |r=0
= 0, t ≥ 0· (3.31)
Since the size of the powder bed in a real process is much larger than the particle size, the
present problem can be posed in an unbounded domain with the following initial and boundary
conditions:
T (r, 0) = T0, 0 ≤ r ≤ ∞, (3.32)
T (r, t) = T0, r →∞, (3.33)
where T0 is the initial temperature of the powder bed. However, in order to solve the problem
numerically, it is necessary to pose it in a finite computational domain 0 ≤ r ≤ rmax. To de-
termine a physically meaningful boundary condition at r = rmax, consider an auxiliary problem
of an instationary heat conduction without heat sources and in the absence of phase change in
a spherically-symmetric domain rht ≤ r ≤ ∞ subject to initial and boundary conditions (3.32,
3.33) and a boundary condition:
λ
∂T
∂r |r=rht
= qht, t ≥ 0· (3.34)
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If the value of qht is chosen in such a way that the time-averaged heat generation rate in the
region 0 ≤ r ≤ rht due to the laser source in an original problem is equal to the total heat
flow rate at r = rht in an auxiliary problem, then the temperature fields at r >> rht for the
original and auxiliary problems are very close. The temperature profile which satisfies Eq.
(3.29) subject to initial condition (3.32) and boundary conditions (3.33, 3.34) is given by the
following equation [18]:
T (rmax, t) =
r2ht qht
λermax
[
erfc
(
rmax − rht
2
√
κet
)
− exp
(
rmax − rht
rht
+
κet
r2ht
)
erfc
(
rmax − rht
2
√
κet
+
√
κet
rht
)]
+Tin,
(3.35)
where rht defines the boundary of the heat generation area in the powder, determined by the
laser beam diameter, rmax is an arbitrarily chosen radial position which defines the outer bound-
ary of computational domain and κe is the effective thermal diffusivity of the metal powder.
Equation (3.35) defines the last boundary condition for the problem describing heat transfer
and phase change in a powder particle.
3.4.2 Discretization
∆x
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Figure 3.26 Domain discretization
We apply energy balance over a typical control volume shown in Fig. 3.26 to obtain dis-
cretized form of governing equation.
E˙ = Q˙in − Q˙out + Q˙src (3.36)
where E is the internal energy of the control volume, Q˙in and Q˙out represent the conduction
heat transfer on both the sides of the control volume, and Q˙src denotes the heat source in the
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control volume. Using Fourier’s law of heat conduction at east and west face of the control
volume:
Q˙in = −kwAw dT
dx |w
; Q˙out = −keAedT
dx |e
; (3.37)
in terms of nodal values
Q˙in = −kwAw
(
TP − TW
∆xw
)
; Q˙out = −keAe
(
TE − TP
∆xe
)
; E˙ =
ρCp∆V (TP − T oP )
∆t
(3.38)
after substitution the energy balance for control volume P is given as
ρCp∆V (TP − T oP )
∆t
= keAe
(
TE − TP
∆xe
)
− kwAw
(
TP − TW
∆xw
)
+ Q˙src∆V (3.39)
and final form of discretized governing equation is obtained after rearrangement.
aPTP = aETE + aWTW + aoT
o
P + source (3.40)
for P = 1, 2, 3·····N where E = P + 1, W = P − 1 and aP , aE, aW and ao are coefficients of
nodal variables that depend on control volume geometry as well as thermo-physical properties
assigned to the control volume. The present form of discretized equation is obtained without
reference to any specific coordinate system, thus the same formulation is applicable for all
coordinate systems provided the area of the control volume faces are calculated exactly. A
Figure 3.27 Typical grid used for simulation
typical non-uniform grid used for simulation is shown in Fig. 3.27. Around 200 nodes are used
for simulation with very fine spacing near the particle surface to accurately resolve thermal
transients in the particle. The size of computational domain is 75 µm.
3.4.3 Modelling phase change
In the present formulation we have included phase change by means of an additional source
term. Therefore the expression for discretized equation remains unaffected except an additional
source term that appears only for the control volume undergoing phase-change. The expression
for this additional source due to phase-change is again obtained by considering energy balance
in a control volume, that is subjected to phase-change. The properties of liquid and solid phase
are assumed identical. The model can be easily adjusted to the case if this assumption is relaxed.
We can write energy balance equation (3.36) for control volume P (see Fig. 3.26) as
ρCp∆V (TP − T oP )
∆t
= Q˙in − Q˙out + Q˙src∆V , (3.41)
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where Q˙src is the total source term in the control volume. Consider a condition such that
TP > Tmp and T oP ≤ Tmp i.e. during the time interval ∆t the temperature of the control volume
changed from T oP ≤ Tmp to TP > Tmp, this means that the particular control volume underwent
the phase change (melting). During the phase change the internal energy of the control volume
increases while its temperature remains equal to Tmp and the energy balance for the control
volume accepts the following form:
ρCp∆V (Tmp − T oP )
∆t
+
ρHf∆V∆Ψ
∆t
= Q˙in − Q˙out + Q˙lasersrc ∆V (3.42)
where ∆Ψ represents the fraction of the control volume undergone the phase change and Q˙lasersrc
is source term due to laser heating alone. We can also rewrite equation (3.41) as
ρCp∆V (Tmp − T oP )
∆t
+
ρCp∆V (TP − Tmp)
∆t
= Q˙in − Q˙out + (Q˙lasersrc + Q˙phsrc)∆V (3.43)
Using equation (3.42) and (3.43) the change in phase fraction in the control volume is approx-
imated as
∆Ψ =
Cp(TP − Tmp)
Hf
(3.44)
while expression for source term due to phase change is given by
Q˙phsrc =
ρHf∆Ψ
∆t
(3.45)
All the control volumes have their phase identity defined by respective phase fraction. For
example if Ψ stands for liquid fraction then the control volumes which are completely solid
will have Ψ = 0 and similarly liquid cells will have their Ψ = 1 while for phase-change cell
0 < Ψ < 1. Having identified a control volume undergoing phase change, corresponding source
term is added to discretized conduction equation of that cell and complete set of algebraic
equations are solved again till convergence.
3.4.4 Modelling the laser source term
Physically the laser heating is a volumetric heating phenomenon and in order to capture the
thermal transients of a particle accurately during short time frame of laser particle interaction,
it is required to model the radial variation of laser intensity in the particle. This section describes
the derivation of volumetric heat source for powder and particle due laser heating. The non-
uniformity of the spatial energy distribution in the beam has been neglected because the particle
size is much smaller than the beam diameter. For a laser source of average power Po, the incident
radiation intensity at the powder bed is expressed as:
Iinc =
Po
pir2b
, (3.46)
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A fraction of the incident laser intensity is reflected at the surface, and the remaining is absorbed
by the powder layer. If αe is effective absorptivity of the powder bed then the transmitted
intensity at the powder bed surface is given as
Io = αeIinc (3.47)
Following Beer-Lambert’s law of radiation absorption [92], variation of heat flux along the bed
depth is given by
Io(z) = Ioexp−ηez, (3.48)
where ηe is the effective absorption coefficient of the powder material and z is the distance from
bed surface. At any instant during sintering only a certain volume of powder bed, that is directly
under the laser beam is subjected to laser heating. It is known as interaction volume and it can
be characterized by laser beam diameter and optical penetration depth of laser radiation into
the powder bed. Based on the energy absorption model results for laser energy distribution in
the powder bed 5.24(b), an approximate expression for interaction volume can be given as
Vint = 2·0φmpir2b , (3.49)
where φm is mean size of particles in the powder bed. The axial variation of heat generation
rate due to absorbed laser energy in the laser-powder interaction volume is given by
Q˙int(z) = −dIo(z)
dz
= ηeIoexp−ηez · (3.50)
Further, to determine effective heat source for a representative particle in powder bed, energy
generation rate in the interaction volume is obtained by integrating the eqn. 3.53 over the
penetration depth of laser beam in the powder bed.
Q˙int =
∫ OPD
0
Q˙int(z)pir
2
bdz = αe
(
1− 1
e
)
Po , (3.51)
where OPD is optical penetration depth of laser beam in the powder bed. This can be deter-
mined from our previous model for spatial energy distribution in the powder bed. Assuming
uniform heat generation in the interaction volume due to laser beam, the obtained heat gener-
ation rate for an individual particle in the interaction volume is given by
Q˙p = Q˙int/Np, (3.52)
where Np is number of particles in the interaction volume. The resulting volumetric heat gen-
eration rate, considering the radiation attenuation within the particle is given by
Q˙lasersrc = Q˙p(r) = η
Q˙p
4pir2p
exp−η(rp−r) , 0 < r ≤ rp, (3.53)
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where ∫ rp
0
Q˙p(r)4pir
2
pdr = Q˙p , (3.54)
this is fulfilled if ηrp  1. This valid due to the large absorption coefficient (order 108m−1) for
metals. Consequently, the volumetric heat source is negligible in the whole particle except for a
very thin layer near the particle surface.
In the real industrial process, each particle is surrounded by other grains, which are also
heated by the laser energy. To describe the laser-induced heating of the surrounding powder,
equivalent volumetric heat generation (averaged over space and time) is modelled in the pow-
der. Using energy deposition rate in the interaction volume (see equation 3.51), the source term
in the powder is given by
Q˙lasersrc =
Q˙int
Vint
, rp < r ≤ rht · (3.55)
3.4.5 Solution algorithm
The key steps involved in solving laser induced heat transfer and phase change in a representa-
tive particle during laser sintering are listed below:
1. Define initial conditions and boundary conditions.
2. Evaluate source term due to laser heating.
3. Solve single phase conduction equation for control volume temperature.
4. Identify the control volumes undergoing phase change.
5. Calculate appropriate source/sink term due to phase change using equation (3.45).
6. Update the source terms and repeat steps 3 to 5 till convergence.
7. Update temperature, phase fraction for all the control volumes and advance to next time
step.
3.4.6 Validation
An estimate of average temperature rise in the particle between two consecutive laser pulses can
be determined by energy balance in the particle, assuming no heat loss to surrounding powder.
Total energy generated in a particle during the heating pulse is used to raise its internal energy
and hence temperature rise during the pulse under such conditions is given by
∆Tpulse =
Q˙p
ρpVpCpf
(3.56)
and the calculated temperature rise using Eqn. (3.56) compares almost exactly with the numer-
ical solution. Figure 3.28 shows the temperature evolution in the particle and corresponding
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estimate by energy balance. This serves as a good measure to verify the laser source modelling.
The developed solution algorithm for heat transfer with phase change is validated by solving
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Figure 3.28 Average temperature rise per pulse in an isolated particle for two different laser
pulse frequencies, (a) Pulse frequency = 5 KHz, (b) Pulse frequency = 10 KHz (Po = 1W, rp =
11 µm) thermo-physical properties of the material is given in Table 5.8.
Stefan problem for which analytical solution is available in the book of Carslaw and Jaeger [18].
Figure 3.29 compares the predictions for temperature evolution at a fixed point and solid-liquid
interface position for one-dimensional Stefan problem specified as per [127]. Both temperature
and melting front are in good agreement with analytical solution.
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Figure 3.29 Comparison of temperature history at x = 0.5m from the cold end and inter-
face position for one dimensional Stefan problem specified as per [127] (ρ = 1 kg m−3, λ =
2W m−1K−1, Cp = 2·5MJ kg−1K−1, Hf = 100MJ kg−1, Tin = 2 oC, Tx=0 = −10 oC, Tmp =
0 oC, L = 1m).
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4
Modelling the particles coalescence
After having modelled heat transport in a powder bed in previous chapter, next logical step
towards the overall goal of modelling sintering process is to investigate thermally induced sin-
tering hydrodynamics.
4.1 Introduction
This chapter is primarily devoted to model coalescence of partially or completely melted parti-
cles. Our approach to understanding the sintering of metallic powders is to begin with the study
of a simple representative geometry of coalescing particles, and thus we choose the coalescence
of two particles in contact, for being the simplest representation of mechanism of densification
during laser sintering. The overall coalescence model is developed in two stages. First stage
focusses on modelling of the hydrodynamic part of problem (isothermal coalescence), without
considering any heat transfer and phase-change. However, in a real process the coalescence
is accompanied by melting or solidification due to laser heating. Therefore, the second mod-
elling stage involves extending isothermal coalescence model to include heat transfer and phase
change.
The objectives of this chapter are the following:
1. Modelling the coalescence of viscous particles with solid cores
2. Modelling simultaneous heat transfer, phase-change and coalescence of particles
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Thus enabling the investigation of key phenomena governing the selective laser sintering (melt-
ing of the particles and their coalescence) in a coupled manner to help us gain the understanding
of laser sintering mechanisms. The modelling approach in this chapter is dictated by need to
model densification mechanism for single component metallic powders, especially for produc-
ing complex open pore porous structures. Sintering by partial melting is most relevant binding
mechanism [77] for such a case.
4.2 Modelling coalescence hydrodynamics
According to classification of binding mechanisms, laser sintering of multicomponent metal
powders is categorised under liquid phase sintering, characterized by melting of low melting
point particles providing both capillary force and transport medium to promote densification.
On the other hand, the single component metallic powders are sintered due to liquid-liquid
contact growth during partial melting of particles having melted surface and unmelted solid
core. The interparticle contacts are formed by fusing molten surfaces due to attractive capillary
forces. The contact growth is driven by high curvature gradients at the contact. Liquid melt
acts as wetting as well as lubricating medium enhancing mobility and rearrangement of cores
during densification. The densification is accompanied by mutually approaching solid cores and
growing size of liquid neck between the particles. Upon cooling and solidification the particles
stay permanently bonded via solidified necks joints between the particles.
According to experiments and theory proposed by previous researchers [69, 77, 115] as
well as numerical modelling [32, 40, 71] for metallic particles, the melt flow driven by surface
tension force is a dominant densification mechanism for metal particles. Only the liquid-liquid
interaction between neighbours is considered. Solid cores are assumed as particles suspended
in liquid medium.
4.2.1 Mathematical model
Consider two cylindrical particles with viscous shell and solid cores at their centres, having a
finite contact as shown in Fig. 4.1. The free surface of the coalescing particles is denoted by
Γo and solid-liquid interfaces by Γ1 and Γ2. The two particles of radius Rp are connected by a
liquid neck of radius rn. The initial shape of free surface Γo is chosen as an inverse ellipse having
Cartesian coordinates given by
x(θ) = Reqm[(1− ξ2)(1 + ξ2)− 12 (1 + 2ξ cos(2θ) + ξ2)−1](1 + ξ) cos(θ) , (4.1)
y(θ) = Reqm[(1− ξ2)(1 + ξ2)− 12 (1 + 2ξ cos(2θ) + ξ2)−1](1− ξ) sin(θ)· (4.2)
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Figure 4.1 Schematic of computational domain for coalescence of particles
This shape corresponds to analytical solution for coalescence of two viscous cylinders [55]. The
initial neck radius rn is given by
rn(0) = Reqm(1− ξ)(1 + ξ2)− 12 , (4.3)
where Reqm is the radius of a cylinder having the same volume as two cylinders of radius rp.
In case of completely viscous particles (rc = 0), this corresponds to final equilibrium radius
of coalesced particles. 0 ≤ θ < 2pi and ξ = 0·87. Coalescence of particles during sintering is
modelled under the assumption of vanishing Reynolds. The flow is described by the continuity
equation:
∇ · u = 0, (4.4)
and the Stokes equation:
−∇p+ µ(∇2u) = 0, (4.5)
where p is the pressure, µ is the fluid dynamic viscosity, and u is the fluid velocity vector. The
influence of gravitational force is neglected, and the solid cores are assumed to be neutrally
buoyant. In the case of inertialess particles the net hydrodynamic force and torque acting on a
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solid particle must be equal to zero [84]. These conditions be represented in terms of surface
traction f at the solid-liquid interface at the nth particle as
F ni =
∫
Γn
fi(x)dl(x) = 0, τ
n
z = εzjm
∫
Γn
fj(x)(x− xnc )mdl(x) = 0, (4.6)
where i = 1, 2 denotes components in x and y direction, l is the arc length along the interface,
xnc is the position vector of the centre of n
th particle, the subscript m denotes the mth component
of the vector. At the free surface Γo between viscous fluid and surrounding gas, surface traction
is given by
f = γKn, (4.7)
where γ is surface tension at the free surface, n is unit normal vector to the boundary pointing
into the fluid, and K is curvature of the free surface. At the solid-liquid interface the condi-
tion of continuity of velocity vector should be fulfilled. Governing equations are solved along
with boundary conditions to simulate the hydrodynamic behavior of coalescing particles during
sintering. The time evolution of particle boundaries is obtained from the velocity u using the
kinematic boundary condition.
dx
dt
= u(x) (x ∈ Γ) (4.8)
4.2.2 Boundary element formulation
There are two commonly employed numerical approaches to solve a boundary value problem.
In the first approach the solutions are forced to satisfy the boundary condition exactly while min-
imizing the error in satisfying the governing differential equation. This corresponds to domain
discretization methods like FEM, FVM, FDM etc. In second approach, the fundamental solution
of the governing differential equation is used to approximate the solution inside the domain
while minimizing the error in satisfying the boundary conditions. This approach corresponds to
a Boundary Element Method (BEM). The BEM is based on transforming the differential equa-
tion into an integral equation over the domain boundary. The boundary integrals are obtained
numerically using quadrature rules. The main advantage of this method is that the problem
dimension is reduced by one order, since the discretization is needed only at the boundary.
The other important feature of BEM is that the value of normal derivatives of the potential at
the domain boundary are solved for, unlike other methods where normal derivatives are ob-
tained indirectly from potential values in the domain. More details about the method and its
applications can be found elsewhere [4, 7, 12, 13, 99]. Since we are particularly interested in
the evolution of domain boundary during particle coalescence, BEM is ideally suited for it and
facilitates local mesh refinement in advantageous way and more accurate for linear problems.
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To derive boundary integral formulation for motion of solid cores and free surface evolu-
tion under the influence of curvature gradients, the velocity vector u is first resolved into two
components as
u = u∞ + uD, (4.9)
where u∞ is an undisturbed component which prevails in absence of any solid core, and uD is a
disturbance component due to the presence of solid core. Now the total velocity of the fluid at
the solid core surface can be given as
u∞ + uD = uRBM = v + ω × x, (4.10)
where v and ω are translational and rotational velocity of the solid core, superscript RBM
stands for rigid body motion. Unlike the problems where the undisturbed component of the
fluid flow u∞ is known a priori, u∞ needs to be determined by solving a separate subproblem for
completely viscous particles (without considering any core) using boundary integral equation
for two-dimensional stokes flow given by
(4.11)cuj(x0) = − 1
4piµ
∫
Γ0
fi(x)Gij(x,x0)dl(x) +
1
4pi
∫
Γ0
ui(x)Tijk(x,x0)nk(x)dl(x),
for j = 1, 2, and Einstein’s summation convention is used over repeated-indices; fi denotes
the ith component of the boundary traction, Gij is the free-space Green’s function and Tijk is
associated stress field [99].
c =
1 if x0 lies inside Γ0 ,1
2
if x0 lies on Γ0 ,
Gij(x,x0) = −δij ln r + xˆixˆj
r2
,
Tijk(x,x0) = −4 xˆixˆjxˆk
r4
,
where xˆ ≡ x− x0, r = |xˆ| .
Equation (4.11) alone does not ensure a unique solution [80], since superposition of any
arbitrary rigid body motion will not alter stress field at the boundary Γo. Thus we need to
specify extra conditions to constrain those rigid body motions. To ensure rotation free solution
we assume that there is no internal rotation in the fluid and using Stokes theorem we arrive at
an extra condition given as ∮
Γ0
u · tdl(x) = 0 , (4.12)
where t is unit tangent vector. Since the shape evolution of particles during coalescence is not
influenced by any superimposed rigid body motion, the translational motion is constrained by
ensuring that velocity of center of mass of the domain is zero.
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The system of algebraic equations obtained after discretization of integral equation (4.11)
along with boundary condition (4.7) and extra condition (4.12) will result in over-constrained
system. This system of algebraic equations is solved using the least squares method to get the
required undisturbed velocity component.
Now an integral equation is formulated combining the boundary integral formulations for
motion of solid particles suspended in viscous fluid and Stokes flow of a fluid due to free surface
[84].
The standard boundary integral equation for disturbance velocity at any point x0 in Stokes
flow is given by
(4.13)uDj (x0) = −
1
4piµ
2∑
a=0
∫
Γa
fDi (x)Gij(x,x0)dl(x) +
1
4pi
2∑
a=0
∫
Γa
uDi (x)Tijk(x,x0)nkdl(x),
where superscript D denotes the disturbance component. Knowing that double layer integral
over the surface of rigid body is equal to zero, i.e.∫
Γa
uRBMi (x)Tijk(x,x0)nkdl(x) = 0, (4.14)
where a = 1, 2 for solid-liquid interface and using equations (4.10), (4.13), and (4.14), we get
(4.15)
uDj (x0) = −
1
4piµ
2∑
a=0
∫
Γa
fDi (x)Gij(x,x0)dl(x) +
1
4pi
∫
Γ0
uDi (x)Tijk(x,x0)nk(x)dl(x)
− 1
4pi
2∑
a=1
∫
Γa
u∞i (x)Tijk(x,x0)nk(x)dl(x) ·
Again by using reciprocal theorem [99], the double-layer integrals over the solid-liquid inter-
faces in equation (4.15) are are replaced by single layer integrals as∫
Γa
u∞i (x)Tijk(x,x0)nk(x)dl(x) =
1
µ
∫
Γa
f∞i (x)Gij(x,x0)dl(x) , (4.16)
to obtain the combined integral representation for any point x0 located in fluid regoin excluding
the boundaries as
(4.17)
uDj (x0) = −
1
4piµ
∫
Γ0
fDi (x)Gij(x,x0)dl(x) +
1
4pi
∫
Γ0
uDi (x)Tijk(x,x0)nk(x)dl(x)
− 1
4piµ
2∑
a=1
∫
Γa
fi(x)Gij(x,x0)dl(x) ·
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For x0 located on boundaries we take limit as the point x0 approaches the free surface or the
rigid core surface and rewrite equation (4.17) as
(4.18)
cuDj (x0) = −
1
4piµ
∫
Γ0
fDi (x)Gij(x,x0)dl(x) +
1
4pi
∫
Γ0
uDi (x)Tijk(x,x0)nk(x)dl(x)
− 1
4piµ
2∑
a=1
∫
Γa
fi(x)Gij(x,x0)dl(x),
where
c =
12 if x0 ∈ Γ0 ,1 if x0 ∈ (Γ1 ∪ Γ2) .
When x0 lies on solid-liquid interface then uDj (x0) = u
RBM
j (x0)− u∞j (x0). The integral equa-
tion (4.18) along with hydrodynamic force and torque constraints (4.6) for solid cores provides
a complete set of algebraic equations for determining the motion of solid cores and free sur-
face. The integral equation (4.18) can not be solved uniquely when x0 is located on any of the
solid-liquid interfaces. To render the solution of equation unique, we employ a purely mathe-
matical approach [68, 99] to remove multiple eigenfunction of the single-layer operator at the
solid-liquid interface by adding a deflating term. After deflating following integral equation is
obtained.
cuDj (x0) = −
1
4piµ
∫
Γ0
fDi (x)Gij(x,x0)dl(x) +
1
4pi
∫
Γ0
uDi (x)Tijk(x,x0)nk(x)dl(x)
− 1
4piµ
2∑
a=1
∫
Γa
fi(x)Gij(x,x0)dl(x)− 2
(
c− 1
2
)
nj(x0)
[∫
Γm
fi(x)ni(x)dl(x)− bm
]
,
(4.19)
where
Γm =
Γ1 if x0 ∈ Γ1Γ2 if x0 ∈ Γ2 ,
bm is an arbitrary constant and the term 2(c− 12) is multiplied to deflation term to ensure that it
vanishes when x0 lies on free surface.
4.2.3 Numerical implementation
Implementing boundary element method involves setting up a system of linear algebraic equa-
tions. This is achieved by discretizing the boundary of the computational domain with a col-
lection of boundary elements and subsequently approximating the integrals over the domain
boundary with the sum of integrals over the boundary elements. A system of linear equations
is obtained by ensuring that the boundary integral equation (4.19) is satisfied at the mid-point
of each element along with the integral constraints given by equation (4.6). The set of linear
equations can be solved by using matrix inversion.
61
Once the velocities of solid particles and that of free surface are obtained, the new positions
of cores and free surface for next time step is updated using a simple Euler discretization scheme
for Eq. (4.8).
x(t+ ∆t) = x(t) + ∆tu · (4.20)
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Figure 4.3 Approximation of domain boundary using circular arcs
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4.2.3.1 Mesh optimization and node redistribution
The new location of boundary nodes obtained after boundary displacement requires frequent
redistribution especially in the neck region, since a optimal distribution of boundary nodes
is needed to ensure accurate evaluation of curvature. Mesh redistribution algorithm used in
[123], which is based on equidistribution of curvature, is fairly complicated and requires many
input constrains. It is found that by properly devising the mesh redistribution scheme and
redistribution criterion, considerable simplification can be obtained with improved accuracy in
calculation of surface normal vectors and curvature [54]. For optimum distribution of node
points on the boundary the nodes have to be closely spaced in the regions of high curvature and
have to be spaced relatively far apart when curvature of the boundary is low. The arc length is
denoted by l and local radius of curvature of the boundary arc by RK . Assuming the boundary
arc to be circular, the arc length l can be computed as (see Fig. 4.2)
l = θRK , (4.21)
where θ is the angle subtended by the arc at center of circle. If the circular arcs are used to
represent domain boundary, then the value of θ can serve as an ideal criterion for determining
node spacing along the boundary curve. If θ is kept within a predefined limits, the arc length l
will vary depending on RK (see Eq. (4.21)). The idea is to represent each triplet of nodes with
a circular arc [54, 99] and then to use θ to redistribute nodes along that circular arc. For three
successive non-collinear nodes Pi−1, Pi, Pi+1 on the boundary, we can identify a circular curve
passing through them using simple geometrical concept of circumcircle of a triangle formed by
three points (see Fig. 4.3). Using a local polar coordinate system with origin at the center of
identified circumcircle, the nodal points are redistributed by adding a new point or removing
an existing point on the circular curve so as to ensure that angle θ subtended by adjacent node
pair is always within the predetermined limits, i.e.
θmin 6 θi 6 θmax ,
θi = ϕi+1 − ϕi for i = 1 to N ,
where ϕ is the polar angle subtended by the boundary point in the local coordinate system and
N is total number of nodes on the closed boundary. The curvature and unit normal vector at
any point on that curve are obtained directly as
Ki =
1
RKi
,
nˆi = (cosϕi, sinϕi) ·
If θi > θmax, then a new point is added at the center of circular arc between the nodes Pi+1 and
Pi, on the other hand if θi < θmin then the point Pi is removed from the circular arc.
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4.2.3.2 Calculating the nodal velocity
The resultant interface velocity and direction of normal vector at the common end point shared
by two adjacent boundary elements is obtained by vector addition of normal velocities at each
element as shown in Fig. 4.4. Unlike weighted averaging approach commonly employed to
determine the normal vector and the velocity at the element end points, this novel method is
physically realistic and accurate. The resulting velocity vector at each of the element end points
is given by
−→v res = −→a +−→b ,
|−→a | = |
−→v (i)n |
cos θ
,
|−→b | = |
−→v (i−1)n |
cos θ
,
θ = (6 (AOB)− 90o)·
In physical sense this resulting velocity vector (see Fig. 4.4.) exactly corresponds to the new
position of the common end point of the adjacent boundary elements when they move with
their respective normal velocities. The predicted locations of a corner node by two methods
are compared in Fig. 4.5. The averaging method lead to significant deviation from the correct
position, especially when elements represent sharp corners or when the normal velocities of
adjacent elements differ significantly. The vector addition method is applicable for all cases
except when the 6 (AOB) = 180o, when the direction of the normal vector at common end point
is same as that of elements and magnitude can be obtained by averaging.
i− 1
i
i+ 1
A
B
O
~vn
~vn
~vres
~a
~b
θ
θ
Figure 4.4 Resultant velocity vector at the end points of a boundary element
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Figure 4.5 Comparison of vector addition method and averaging method for different configu-
rations
4.2.4 Validation
The accuracy of the numerical method employed is checked by comparing numerical results
with analytical solutions available in literature. Comparison of neck radius evolution for viscous
sintering of two equal completely viscous cylinders is shown in Fig 4.6. The results of boundary
element solution agree well with the analytical solution of [55] for the neck radius. A validation
case for a domain having multiple boundary is illustrated in Fig. 4.7. It shows the shrinkage
of circular disk with a circular hole at the center. Numerically computed evolution of inner and
outer radius agrees well with the analytical solution [122].
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Figure 4.6 Comparison of boundary element solution with the analytical solution of Hopper
[55].
Numerical experiments have been performed to check the grid dependency of the solution.
Grid refinement was carried out for the representative case of sintering of two equal cylinders.
Figure 4.8 shows neck radius evolution for numerical solutions obtained using four different
total numbers of boundary elements along the domain boundary. It is clearly visible that nu-
merical solution is converging to analytical solution with grid refinement.
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Figure 4.7 Variation of inner and outer radius with time during shrinkage of circular disc having
hole at the center.
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Figure 4.8 Convergence of numerical solution to exact solution with increasing number of
nodes.
4.3 Simultaneous heat transfer, phase change and coalescence
The isothermal coalescence model is further extended in this section to include the variation of
core size depending on heat transfer and phase change. Therefore, the problem now involves
a free surface Γo evolving under the action of surface tension forces and solid-liquid interfaces
Γ1,2 moving due to phase change (see Fig. 4.1).
The energy balance for solid and liquid phases are solved separately with interface tempera-
ture being at the melting point. The interfacial velocity during phase change is obtained using
Stefan condition at the interface. Based on the derivation of laser source term for our earlier
model for heat transfer in single model in Section 3.4.4, thermal boundary condition at the
particle-gas interface is specified as heat flux boundary. Since it is found that - owing to small
optical penetration - the volumetric heat source due to laser is negligible in the whole particle
except for a very thin later near the particle surface. Consequently the laser source can also be
modelled as heat flux on the particle surface while maintaining the same accuracy.
4.3.1 Mathematical model
The governing differential equation for heat transfer in a material with constant properties in
the absence of heat generation has the following form:
∇2Ts(x, t) = 1
κs
∂Ts(x, t)
∂t
, x ∈ Ωs(t) , (4.22)
∇2Tl(x, t) = 1
κl
∂Tl(x, t)
∂t
, x ∈ Ωl(t) , (4.23)
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where the subscripts s and l refer to the solid and liquid phases respectively and κ denotes the
thermal diffusivity. It should be noted that the heat transfer in a liquid phase is described by a
heat conduction equation. The heat convection is negligible, since the creeping flow in a viscous
metal melt is characterized by a low Reynolds number. Moreover, the Prandtl number of molten
metals is usually very low. As a result, the Peclet number, which is a product of the Reynolds
number and the Prandtl number, is very low. The Peclet number characterizes the ratio between
the heat transport by convection and the heat transport by conduction. If this ratio is small, the
convective terms of the energy equation can be neglected.
Other conditions required to define the thermal problem completely are given by the follow-
ing equations:
T (x, 0) = T0 , (4.24)
λ
∂T (x, t)
∂n
= q(x, t) , x ∈ Γo , (4.25)
T (x, t) = Tmp , x ∈ Γ1,2 , (4.26)
where T0 and Tmp are initial temperature and melting point temperature of the particles, re-
spectively, and q is the prescribed time-dependent heat flux at the particle surface. The Stefan
condition at the solid-liquid interface leads to the following relation between heat flux and
normal velocity of the interface:
λl
∂Tl(x, t)
∂nl
− λs∂Ts(x, t)
∂nl
= ρsHfvn , x ∈ Γ1,2 , (4.27)
for melting or
λs
∂Ts(x, t)
∂ns
− λl∂Tl(x, t)
∂ns
= ρlHfvn , x ∈ Γ1,2 , (4.28)
for resolidification, where λs, λl denote thermal conductivities of solid and liquid phase, respec-
tively, and ρs, ρl are the densities of respective phases, Hf is the enthalpy of fusion, and vn is
the normal velocity of the interface. The time evolution of the interface is obtained from the
velocity vn as
dx(t)
dt
·nˆ = vn , x ∈ Γ1,2 , (4.29)
where nˆ is unit normal vector at the solid-liquid interface pointing outward from the solid
region. The first part of problem involving heat transfer and phase change is complete by
solving equations (4.22-4.29) for interface velocity and temperature field.
4.3.2 Boundary element formulation
This section represents the brief outline of the method employed to derive the final integral
equations for transient heat transfer problem. The basic equations governing heat transfer for
both phases are linear. However, the problem is inherently nonlinear due to the presence of the
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moving interface. Using the fundamental solution of Laplace equation and reciprocal identity,
the transient heat transfer equation is formulated in the integral form as:
cT (x0, t) =
∫∫
Ω
1
κ
G(x,x0)
∂T (x, t)
∂t
dxdy +
∫
Γ
T (x, t)
∂G(x,x0)
∂n
dl(x)−
∫
Γ
G(x,x0)
∂T (x, t)
∂n
dl(x) ,
(4.30)
where x0 ∈ (Ω ∪ Γ), G(x,x0) is fundamental solution of Laplace equation [4] and
c =

1 if x0 ∈ Ω ,
1
2
if x0 ∈ Γ ,
0 otherwise ·
Equation (4.30) contains line integral terms and domain integral term. In order to avoid dis-
cretizing the whole domain into small elements, dual-reciprocity method (DRBEM) [4, 12] is
used. The main idea of the dual reciprocity method is to approximate the domain integral term
by using a radial basis function fr = 1 + r. It is a function of radial distance between the source
point x0 and the field point x. The transient term appearing under the domain integral can be
approximated as
1
κ
∂T (xi, t)
∂t
≈
N+NL∑
m=1
βmfr(xi,xm) , (4.31)
where N is number of collocation points on the domain boundary and NL is the number of
internal nodes points in the domain. The coefficients βm have to be determined by generating a
system of equations from Eq. (4.31) for i = 1 to N +NL. Therefore,
β1
·
βm
·
βN+NL
 =
 fr(xi,xm)

−1 
1
α
∂T (xi,t)
∂t
 ·
A new function χ(x,x0) satisfying the equation is now introduced
∇2χ(x,x0) = fr(x,x0) · (4.32)
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Using the reciprocal identity and Eqs. (4.30-4.32), the final integral equation is obtained as:
(4.33)
cT (x0, t) =
N+NL∑
m=1
βm
[
cχ(x0,xm) +∫
Γ
{
G(x,x0)
∂χ(x,xm)
∂n
−
χ(x,xm)
∂G(x,x0)
∂n
}
dl(x)
]
+∫
Γ
T (x, t)
∂G(x,x0)
∂n
dl(x)−∫
Γ
G(x,x0)
∂T (x, t)
∂n
dl(x)
for x0 ∈ (Ω∪Γ). The final integral equation does not contain any domain integral term. Instead
there are some collocation points in the domain in addition to boundary collocation points.
4.3.3 Numerical implementation
As explained before, integral equations for the domain boundary are transformed to a system
of linear algebraic equations for solving them numerically. This is achieved by discretizing
the boundary of the computational domain with a collection of boundary elements and subse-
quently approximating the integrals over the domain boundary with the sum of integrals over
the boundary elements. Ensuring that the boundary integral equation (4.33) is satisfied at the
mid-point of each element along with the boundary conditions. A system of linear equations is
obtained which can be solved by using matrix inversion. The discretized form of final integral
equation (4.33) for transient heat transfer in the solid and liquid phases is given by
(4.34)
cT (x0, t) =
N+NL∑
m=1
βm
[
cχ(x0,xm) +
N∑
a=1
∫
Ea
{
G(x,x0)
∂χ(x,xm)
∂n
−
χ(x,xm)
∂G(x,x0)
∂n
}
dl(x)
]
+
N∑
a=1
∫
Ea
T (x, t)
∂G(x,x0)
∂n
dl(x)−
N∑
a=1
∫
Ea
G(x,x0)
∂T (x, t)
∂n
dl(x),
where Ea denotes a boundary element and the coefficients βm is expressed as a function of
time derivative term of the governing equation as shown in Section 4.3.2. Approximating the
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temperature time derivative during a time step by central difference scheme and approximating
the temperature as an average value between the temperature at the time instant t−∆t/2 and
t+ ∆t/2 as
T (x, t) ≈ T (x, t+
∆t
2
) + T (x, t− ∆t
2
)
2
(4.35)
and
T (x, t)
dt
≈ T (x, t+
∆t
2
)− T (x, t− ∆t
2
)
∆t
, (4.36)
where ∆t is the time step size, one can solve the final set of linear equations containing N +NL
unknowns for consecutive time levels are solved starting from the initial conditions.
The solution of heat transfer equations at every time step along with Eqs. (4.27, 4.28) deter-
mines the interface velocity due to phase change, which in turn governs the solid core size of
the melting or solidifying particles. Having known the size of solid cores, the solution of hy-
drodynamic problem is used to update new positions of cores and the free surface for next time
step.
4.3.4 Solution algorithm
The following solution algorithm has been adopted to solve the coalescence problem:
1. Solve the transient energy equation subject to initial and boundary conditions till the
surface temperature equals the melting temperature.
2. As the surface temperature reaches the melting temperature, the following actions have
to be performed at each time step:
(a) Based on the solution of energy equation, determine the solid-liquid interface velocity
using a predictor-corrector iterative algorithm as employed by [128].
(b) Update the position of solid-liquid interface and redefine the solid and liquid domains
separated by an interface
(c) Solve the hydrodynamic part of the problem to determine the final positions of solid
cores and free surface
(d) Redistribute the boundary nodes to achieve the optimal density of the nodes corre-
sponding to local interface curvature
(e) Solve the energy equation for the new node distribution
The computer implementation of boundary element models and solution algorithm are done
using Fortran 90 for Windows/Linux platforms using Intel Fortran compiler.
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Figure 4.9 Comparison of interface position during solidification of a molten cylinder of outer
radius Ro
4.3.5 Validation
The validation of numerical scheme for solution of heat transfer and phase change is illustrated
in Fig. 4.9. This figure shows the DRBEM solution compared against the analytical solution
[113] for position of solid-liquid interface during solidification of molten cylinder initially main-
tained at melting temperature (Tmp). The cylinder boundary is subjected to constant wall tem-
perature and the heat capacity of the material is assumed to be very small with respect to the
enthalpy of fusion. It is assumed that the thermal diffusivity of the liquid and solid phases are
equal to each other: κs = κl = κ. It is clearly seen from Fig. 4.9 that the agreement between
the simulated results and the analytical solution [113] is very good.
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5
Results and discussion
5.1 Introduction
In this chapter, the developed heat transfer and coalescence models in the previous chapters
are used to simulate the physical phenomena during laser sintering. The whole chapter is
structured into three parts. The first part includes generating the geometric model of a powder
bed of required packing parameters, followed by investigating energy absorption characteristics
and heat transfer in the powder bed subjected to moving laser source. The predicted results
are compared with measurements from experiments. In part two thermal behaviour of single
particle in the powder bed is described. Finally the coupled heat transfer and coalescence of
two representative particles is described in last part.
5.2 Packing characteristics
Granular powder is raw material for laser sintering. Isothermal powder bed represents the
initial condition of powder during sintering. Final sintered product is invariably affected by
the packing characteristics. The properties of granular material are significantly different from
that of the corresponding bulk material. Making an assessment of its properties is difficult
and generally approximate, mostly focussed on mean behaviour of bed with very little or no
consideration to local variation. The complexity introduced by multitude of factors influencing
bed characteristics is such that, there is no formal mathematical model (analytical approach)
to define a physical packing itself [94]. Nevertheless, computer simulations can be used as
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Figure 5.1 Variation of packing density with bed height
statistical means to predict properties of granular material. A detailed overview of required
powder characteristics with respect to laser sintering is given in [66].
In the following sections we report the results of simulations of the bed geometry using the
method described in Section 3.2. The mean packing characteristics and effective bed properties
for simulated powder beds are presented.
5.2.1 Mean packing parameters
The influence of bounding walls on the packing structure of granular bed is widely known
[44, 46, 112]. For small packing structures having bed dimensions of few mean diameters, the
confining boundaries have strong influence on the simulated packing. In order to minimize this
effect as well as to prevent variation due to inconsistent geometric ratios and bed dimensions
across simulated configurations, random packing of mono-dispersed powder is initially used to
fix the bed dimensions. These dimensions are measured in terms of mean diameter (φm) of the
powder grains in the bed.
A number of packings with increasing bed height are generated and corresponding bed pa-
rameters are plotted as shown in Fig. 5.1. It is seen that packing parameters hardly vary for
bed depth above 35 particle diameters. The convergence of packing parameters with increasing
bed depth may be attributed to decreasing influence of bottom wall on overall packing as the
bed depth increases. Variation of local bed density with height is shown in Fig. 5.2. The local
packing density at a given bed height is obtained by calculating the number of particles confined
between two imaginary horizontal planes separated by a distance of one mean diameter. The
large fluctuations observed near the bottom wall are due to the wall effect. Furthermore the
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Figure 5.2 Local packing density variation along bed height
influence of vertical walls on the packed structure is minimised by imposing periodic conditions
at vertical boundaries of the bed. After fixing bed dimensions same ratios of bed dimensions are
then used to generate all other powder bed configurations. Even for obtaining shallow beds,
the deep bed configuration is generated first and then levelling is used to achieve desired bed
height.
Due to statistical nature of packing simulation, packing characteristics are expected to vary
for every packed state. In order to check and quantify the repeatability of randomly generated
bed, we have simulated a number of packings under similar set of input conditions while slightly
varying the lateral dimensions (ideally variation of lateral dimensions should not alter packing
structure due to periodic conditions) of bed. Table 5.1 shows packing parameters for five beds
each having slightly different lateral dimensions of powder bed while other input parameters
are kept the same. It is evident that variation of mean bed parameters for each configuration
is within allowable statistical limits, the standard deviation in packing density for five samples
of powder bed is 9·22 × 10−4 and for Coordination number the standard deviation is 0·0244. A
typical sample statistics plots for a powder bed is also shown in Fig. 5.3. The results ensure the
repeatability of simulated data.
In Table 5.2 the averaged value of packing density and coordination number obtained from
these five simulations are further compared against the experimental and numerical results in
literature for random loose packing of mono-dispersed powders. The average packing density
of simulated assemblies is very close to values reported in literature. The average value of
coordination number is close to the prediction method of Jodrey and Tory [63], and is interme-
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Table 5.1 Mean packing parameters for randomly packed mono-dispersed beds
Bed dimensions
Packing density Coordination number
(L × B), φm
24 × 25 0.5767 5.9043
25 × 24 0.5769 5.9215
25 × 25 0.5766 5.9621
25 × 26 0.5783 5.9159
26 × 25 0.5785 5.9012
diate between the reported simulation values by Visscher and Bolsterli [125] and experiments
of Bernal and Mason [9]. The observed variation in the cited values of coordination number can
be attributed to lack of standard criterion for defining two particles in contact as well as lack
of standard size of the packing assembly. When considering true contact between the particles,
the computed value of mean coordination number for a packing assembly is 6.02. This value
jumps to 6.62 on relaxing the contact criterion by considering particles within 1·01×
(
φ1 + φ2
2
)
to be in contact. Figure 5.4 shows the histograms for number contacts between the particles
depending upon the selected contact criterion. The distribution is found to shift towards higher
coordination numbers with relaxed condition to qualify for contact. In this study we have con-
sidered only the true contact between the particles for computing coordination number. Finally
a good agreement between simulation results and results from literature establish the valid-
ity of adopted method. In actual manufacturing the grain size distribution for a powder is
non-uniform and generally granular systems are poly-dispersed having a Gaussian, log-normal
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Figure 5.3 Sample statistics for set of powder beds generated under similar conditions: (a)
packing density; (b) coordination number
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represents percentage of particles of respective coordination number in the simulated bed)
Table 5.2 Comparison of simulated data with literature
Packing density Coordination number
Present simulation 0.5774±0.001 5.921±0.024
Jodrey and Tory [63] 0.59 6.001
Visscher and Bolsterli [125] 0.582 6.4
Bernal and Mason [9] 0.6 5.5
Table 5.3 Statistical details of a simulated bed
Type
Size ratio cov mean mode
(φmax/φmin) (SD/φm) (µm) (µm)
Desired distribution Normal 2.0 0.1 30 30
Resulting distribution Normal 1.99 0.095 29.6 29.4
or bimodal distribution. A poly-dispersed powder bed having Normal distribution of particles
in the bed of are shown in Fig. 5.5 along with their size distribution plots. For the packing
model being stochastic in nature, a quantitative comparison of descriptive statistics between the
desired input distribution and resulting simulated distribution is presented in Table 5.3. The
resulting size distribution of simulated bed is very close to the required input distribution.
The three commonly encountered powder bed configurations (see Table 5.4) are considered
to investigate the influence of size distribution on random loose packing. The geometrical simi-
larity is maintained across all the simulated configurations.
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Figure 5.5 A poly-dispersed powder bed with Normal distribution of particles in the bed: (a)
statistical size distribution of particles in the bed; (b) the levelled packed bed of corresponding
size distribution
Table 5.4 Powder bed configurations
Type Distribution
Mean grain size Size ratio
(µm) (φmax/φmin)
Monodispersed Uniform 15-45 1.0
Bidispersed Uniform 30 1.5-3
Polydispersed Normal 30 1.5-3
Monodispersed packing A mono-dispersed bed is the most simple packing assembly with ran-
domly packed particles of uniform size. The only variable that can influence packing structure of
a mono-dispersed bed is powder grain size. Figure 5.6(a) shows the variation of mean packing
parameters with grain size. Any influence of powder grain size on packing structure is hardly
evident due to lack of distinctly observable trend. This behaviour is common to other size dis-
tributions as well (see Fig. 5.6(b) and 5.6(c)), which is verified by simulating a number of
poly-dispersed (Normal distribution) and bi-dispersed beds with varying mean grain size while
maintaining their respective size distribution as well as size ratio fixed. The observed variation
in mean packing parameters is less than 1% in response to a three times increase in grain size.
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Thus a randomly packed loose structure is nearly independent of mean grain size for a given
size distribution.
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Figure 5.6 Influence of grain size on packing structure: (a) mono-dispersed bed; (b) bi-
dispersed bed; (c) poly-dispersed bed;
Bidispersed packing A bi-dispersed granular system can be regarded as mixture of two dif-
ferent mono-dispersed configurations. The packing structure of thus generated configuration is
governed by particle size ratio and the quantity of each size in the mixture. Thus a variety of
resulting configurations can be obtained by varying either or both of size ratio and quantity of
grains. Bi-dispersed packings are commonly recommended granular systems for powder based
layer manufacturing [73]. Particularly for selective laser sintering, use of bi-dispersed pow-
der limits occurrence of balling phenomenon to great extent [71]. Even for single component
powder systems bi-dispersed configuration enables preferential melting of smaller sized powder
grains. Table 5.5 lists the range of volume fraction and size ratio considered to investigate their
influence on resulting packing structure. The packing density and coordination number for all
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Table 5.5 Range of governing parameters for bi-dispersed powder bed
Volume fraction of small sized grains
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Size ratio (rmax/rmin)
1.5 2.0 2.5 3.0
the 36 combinations are plotted as shown in Fig. 5.7 and 5.8 respectively. Packing for a bidis-
persed bed is generally expected to be denser than monodispersed bed, because in an assembly
of unequal particles, smaller particles tend to occupy the space between bigger particles. The
simulated packing density is as per expectation for majority of size ratios and volume fractions.
On the other hand predicted variation of coordination number is surprisingly different form
established fact (for mono-dispersed beds) that coordination number of a packed bed relates
directly to its packing density (dense packings produce higher coordination number). In fact,
the simulated data are indicating an inverse relation between mean coordination number and
packing density, contradicting the common intuition. The details of the dependencies shown
are important for design of new systems and need to be discussed.
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Figure 5.7 Dependence of packing density on volume fraction of smaller particles in a bi-
dispersed bed
The observed variation of packing density with volume fraction follows an exclusive trend for
all size ratios considered. With increasing concentration of small particles the packing density
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Figure 5.8 Dependence of coordination number in volume fraction of smaller particles in a
bi-dispersed bed
first increases to maximum at volume fraction between 0.3 to 0.4, before decreasing to mini-
mum for very high concentrations. Figure 5.9 provides an idea of changing spatial distribution
of small and big particles with increasing concentration of small particles. The initial rise in
packing density with concentration of small particles is due to growing instances of pore filling
as well as clustering of small particles around bigger grains. For higher concentrations of small
particles the relative influence of small particles alone increases since the pore filling is no more
possible, and the instances of small particles clustering around big ones are relatively few in
the a assembly. Besides this, bigger size ratios are found to yield higher packing density. For
a poly-dispersed powder bed, it is important to recognise that multiple types of contacts (with
(a) (b) (c)
Figure 5.9 Spatial distribution of particles in a bidispersed bed of size ratio = 2.0 for increas-
ing fraction of small sized component ((a) volume farction = 0·1, (b) volume farction =
0·4, (c) volume farction = 0·9).
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Figure 5.10 Contribution of each grain type towards contact distribution in a bi-dispersed bed:
(a) volume fraction of small sized grains = 0.1, size ratio = 2.0, mean coordination number =
5.8; (b) volume fraction of small sized grains = 0.7, size ratio = 2.0, mean coordination number
= 5.87
respect to size of particles in contact) exists in the assembly [95] and each of them contributes
differently to packing depending on the size ratio of a contact pair as well as number of such
pairs in the system. However, the existing method for calculating coordination number only
account for total number of contacts per particle regardless of contact types, which renders it
grossly misleading for poly-dispersed beds. (e.g. in case of bi-dispersed bed, when the packing
is growing denser the calculated coordination number is found to decrease with increasing vol-
ume fraction of small particles (see Fig. 5.8)). This is further supported by histograms (see Fig.
5.10) indicating the distribution of contacts and relative contribution by each size. As compared
to mono-dispersed bed the observed range for number of contacts per particle is significantly
wider. This indicates the existence of two distinct modes dominated by coordination number
for small particle and for big particle each. In a binary mixture of unequal particles, small par-
ticles will have fewer contacting particles as compared to that of big particles. This difference
is clearly seen in the histograms. Furthermore, the influence of small particles on the overall
coordination number tend to dominate with their growing number ( see Fig. 5.10(b) and 5.11,
where distribution of coordination number for different volume fractions of small particles is
compared). Now returning back to coordination number it is desired to adopt a suitable weigh-
ing approach to properly account for different contact types depending on size of particles in
contact [85]. This will ensure a meaningful relation between coordination number and packing
density for bidispersed beds. A detailed study of various packing states is useful in designing
material systems for selective laser sintering. The packing model and associated algorithms de-
veloped serve as necessary tool for design and analysis of new material systems for selective
laser sintering.
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Figure 5.11 Variation of contact distribution with volume fraction of smaller particles for a
bi-dispersed powder bed having size ratio = 2.0
5.3 Energy absorption and radiative properties of a granular bed
Here we have used ray-tracing to model radiative heat absorption in the powder bed and to com-
pute radiative properties of the bed. In order to highlight the spatial distribution of absorbed
laser energy, the influence of inter-particle radiation and conduction is not considered.The de-
tails of laser energy absorption in the bed are sufficient to predict effective radiative properties
of powder bed.
5.3.1 Laser radiation absorption in granular bed
To predict laser energy absorption, ray-tracing provides us with key ray-particle interaction de-
tails (e.g. point of interaction, energy absorbed at each interaction and number of interactions)
since each ray-surface interaction is explicitly recorded. Scatter plot of all the recorded interac-
tions in three dimensional space for case of Gaussian energy profile and uniform energy profile
of laser beam is shown in Fig. 5.12 as a measure of laser penetration and absorbed energy dis-
tribution in the powder bed. The ray energy is normalized with respect to average energy per
ray (beam power/total number of rays). The contrast between spatial energy distribution due
to absorption in powder beds comprised of low and high emissivity material is clearly observ-
able. The plots represent the relative distribution of laser energy in the powder bed, while the
absolute values of energy absorbed depend on source power and scan speed. The quantitative
representation of spatial distribution of absorbed laser energy in the powder bed is represented
by plotting its variation in axial and radial directions with respect to laser beam center. The idea
is to divide the powder bed into number of successive imaginary parallel planes and then eval-
uate energy absorbed by particles at each ray-particle interaction between the adjacent planes.
The amount of laser energy absorbed between two consecutive planes depends on separation
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Figure 5.12 An instance of partitioned rays interacting with powder bed in 3D space(energy
levels indicate normalized ray energy prior to interaction and this normalization is done with
respect to average energy per ray). (a) Emissivity = 0.2, Beam energy profile is Gaussian; (b)
Emissivity = 0.8, Beam energy profile is Gaussian;(c) Emissivity = 0.2, Beam energy profile is
uniform;; (d) Emissivity = 0.8, Beam energy profile is uniform.
between them. Therefore, local energy density values are used in the plots to make the distri-
bution independent of gap between the planes and these values are normalized with respect to
average energy density in the bed depth of three mean diameters.
Figure 5.13(a) shows variation of energy density along the bed depth. A marked difference
in energy absorption profile is observed when compared to fully dense material since the peak
energy density is not at the bed top surface. This is predominately due to porous structure of
the medium allowing for significant number of high energy ray-particle interactions (see Fig.
5.15(a)) in the powder bed beyond the top surface and also enabling multiple reflections. It is
found that the depth to which laser energy penetrates depends strongly on the powder grain
size. This results from the fact that the energy of absorbance-free path in the powder bed is
proportional to the powder grain size. Consequently, on selecting the mean size of powder
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Figure 5.13 Laser energy deposition along bed depth; energy density is normalized with average
energy density in the bed depth of three mean diameters. (a) Bed depth measured in absolute
units; (b) Bed depth scaled by powder grain size.
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Figure 5.14 Laser energy distribution in radial direction with respect to laser beam centre.
particles as scaling parameter, it is found that most of the beam energy is deposited within two
to three mean diameters from bed top surface(see Fig. 5.13(b)). The maximum energy density
is observed at the depth of about one mean diameter from the top surface of powder bed.
The emissivity of the powder particles also influence energy distribution in the bed. In-
creasing the material emissivity leads to increasing energy absorption by each particle and to
decreasing the depth of energy penetration in the bed (see Fig. 5.12 and 5.16). Unlike energy
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distribution in axial direction, the variation of energy density in radial direction is almost inde-
pendent from the powder particle size (see Fig. 5.14). In case of uniform beam energy profile
the energy density is found to be nearly uniform in radial direction having peak density at the
beam center and steep drop in energy absorption in particles beyond laser beam radius. The
corresponding three-dimensional scatter plots along axial and radial directions indicating num-
ber of ray-particle interaction with associated ray energy are shown in Fig. 5.15. The energy
level in the plot refers to fraction of initial ray energy left with the ray. (e.g. after n number of
reflections energy level of ray becomes En = (1− )n). Across all energy levels maximum num-
ber of interactions are found to occur between the depth of one to two mean diameters. The
number of interactions in radial direction with increasing distance from beam centre till one
beam radius and then decreases beyond that. The increase in number of interactions should
not be interpreted as increasing energy density with distance from beam center because of si-
multaneous increase in volume in which these interactions occur.There is significant drop in
number of interactions just after first reflection clearly indicating that a large fraction of rays
leave the bed. In contrast to this, number of interactions after subsequent reflections decrease
very gradually, indicating that a few rays escape out of bed after the second reflection.
Understanding the influence of material emissivity and particle size on spatial energy distri-
bution in the powder bed is also helpful for achieving preferential heating in the powder bed.
Figure 5.17 shows a bi-dispersed powder bed irradiated by moving laser beam (colours mapped
to particle temperature corresponding to absorbed laser radiation energy without considering
interparticle conduction). Relatively higher temperature of all the small particles in laser scan
path clearly indicates selective heating. This is due to increasing surface area to volume ratio
with decreasing particle size. Similarly, adding a high absorptivity mixing component to powder
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Figure 5.15 Number of ray particles interactions corresponding to each energy level along axial
and radial directions.
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Figure 5.16 Influence of material emissivity on energy deposition along bed depth.(dashed lines
represents cumulative energy deposited)
bed is also effective in obtaining preferential heating as shown in Fig. 5.18. The figure shows a
monodispersed powder mixture in cold isothermal state (colours mapped to particle emissivity)
and state after laser heating (colours mapped to temperature).
5.3.2 Effective bed emissivity
From the definition effective hemispherical emissivity for monochromatic laser source can be
estimated as fraction of incident energy that is absorbed in the powder bed. Thus, estimating
400360320
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Figure 5.17 Temperature distribution in a laser irradiated bidispersed powder bed ( =
0·1, φ1 = 32 µm, φ2 = 40 µm, P0 = 10 W, Vs = 1 ms−1, φb = 150 µm).
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Figure 5.18 Preferential energy absorption by higher emissivity particles in the mixture (1 =
0·1, 2 = 0·3, φm = 35 µm, P0 = 10 W, Vs = 1 ms−1, φb = 150 µm).
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Figure 5.19 Predicted powder bed emissivity corresponding to material emissivity.
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total energy absorbed in the bed using ray-tracing enables us to predict effective emissivity of
powder bed.
Figure 5.19 shows variation of bed emissivity for known emissivity(s) of the powder mate-
rial(s). The predicted bed emissivity is higher than corresponding powder material. This is due
to open pore structure of powder allowing radiation to penetrate several particle diameters deep
(due to multiple reflections) into the bed as compared to dense material. In other words, the
voids on the bed surface acts as black surface, thus increasing emissivity in powder form. Bed
emissivity tends to approach the material emissivity for highly absorbing material because the
particles absorb the major part of the incident energy. In other words relative influence of voids
(apparent black surfaces) diminishes with increasing emissivity of material.
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Figure 5.20 Emissivity predictions for a powder mixture having two components A and B of
given emissivities.
The predicted emissivity values for a powder mixture are plotted in Fig. 5.20. Only the
emissivity values of mixing components are different while the grain size and volume fraction
are same for both the components of the mixture. We observe that mixture emissivity can
be predicted using weighted average volume fractions of individual segregated powder bed.
However, the mismatch between simulated values and weighted average increases with growing
difference between the component emissivities. The influence of varying particle size is hardly
evident on the bed emissivity as seen in the Fig. 5.21.
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Figure 5.21 Influence of grain size on bed emissivity.
5.3.3 Optical penetration depth
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Figure 5.22 Optical penetration depth from cumulative energy distribution in the powder bed.
Penetration depth is a measure of how deep light or any electromagnetic radiation can pene-
trate into a material. It is defined as the depth at which the intensity of the radiation inside the
material falls to 1/e (about 37%) of its original value at the surface [38]. It is function of both
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the incident radiation and the material properties. For a granular medium optical penetration
will further depend on packing structure and is expected to be higher due to absorbance free
path in the voids. In the limits of geometrical optics, ray-tracing can be used to predict pene-
tration depth in the powder bed, by estimating the axial (along the bed depth) distribution of
absorbed energy from radiation source. It is the depth at which at which cumulative energy
absorbed in the bed is equal to (1 − 1
e
) times total energy absorbed in the bed. The cumulative
energy distribution plots, for monodispersed and polydispersed beds having a range of material
emissivity as shown in Fig. 5.22, are used to determine optical penetration depth in terms of
mean grain size. Penetration depth (δp) is function of mean particle size for a given material
emissivity. It is an important parameter needed to model heat transfer in discrete medium using
homogeneous approach.
5.4 Heat transfer in granular bed
Heating of powder grains beyond the melting point for liquid phase sintering is mainly due to
direct absorption of laser radiation by particles, while inter-particle radiation and conduction
tend to distribute absorbed energy in the bed. They are included in the modelling to simulate
temporal and spatial evolution of temperature due to moving laser source. This is necessary
to investigate the influence of process parameters (e.g. laser power, scan velocity, beam size
etc.) on quality and stability of sintered tracks. In this section we focus on predicting sintered
track shape and optimal process window for given set of input parameters. We have used
lumped approach to model heat transfer between the particles. The phase change is not included
explicitly. It is implied that any particle heated to temperature above its melting point is melted.
The properties of the powder material (Stainless Steel 1.4542) and relevant parameters used
in this simulation are given in Table 5.6. In fact the thermal conductivity of the particle will
not have any influence on the temperature evolution of particles (as we have adopted lumped
approach), however, it will have direct implication on contact thermal resistance as per Eqn.
(3.23).
Table 5.6 Thermo-physical properties and other parameters used in simulation
Property Value
Melting point (Tmp) 1673·0 K
Enthalpy of fusion (Hf) 285·0 kJ · kg−1
Specific heat (Cp) 500·0 J · kg−1 ·K−1
Density (ρ) 7800·0 kg ·m−3
Thermal conductivity (λ) 40·0 W ·m−1 ·K−1
Emissivity () 0·2
Size distribution mono-dispersed
Grain size 30 µm
Laser beam size 140 µm
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Figure 5.23 Temperature evolution in powder bed at three time instants during scanning laser
beam of Po = 110 W, Vs = 0·8 m/s: (a) t = 0·875 ms; (b) t = 1·787 ms; (c) t = 2·707 ms.
Transient temperature evolution in the powder bed during laser scan along a straight path
is shown in Fig. 5.23. The moving beam imparts most of energy to the particles directly under
it while the surrounding particles heat up due to conduction and radiation exchange. The ob-
served temperature distribution around the beam is almost identical for all the three instants.
The selected combination of laser power and scan speed is sufficient to melt the particles ex-
posed to laser beam during interaction for a continuously melted track. Corresponding plots
along vertical section through centre of the track are also shown, indicating extent of melting
along powder depth. The peak temperature in the bed is significantly above the melting point.
This is indeed needed to achieve high density sintered parts as in case of experiments performed
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under same input parameters. Figure 5.24 shows an instance of temperature field in the pow-
Vs = 0·2m/s Vs = 0·6m/s Vs = 1·0m/s
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Temperature, K
Figure 5.24 Temperature distribution in powder bed for increasing scan speed at Po = 50 W
der bed, which is heated by laser source moving at three different scan speeds. Corresponding
plot along vertical section through centre of the beam is also shown. The combination of laser
power (50 W ) and scan speed (0·2 m/s) is sufficient to melt the particles exposed to laser beam
during interaction to form a continuous melted track. The peak temperature in the powder bed
is significantly above the melting point, which is necessary to achieve continuous melted track.
On further increasing the scan speed up to 1·0 m/s while keeping the laser power constant,
interaction time decreases, and only a few particles under the beam seem to undergo melting.
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The peak temperature hardly exceed melting point for this case, indicating that energy absorbed
is not enough to yield a continuously melted track. (see Fig. 5.35 for actual sintered tracks for
corresponding laser power and scan speeds).
Due to Gaussian energy profile of laser beam, particles in the powder bed are subjected to
position dependent time varying heat flux during exposure. Figure 5.25 shows the variation of
laser irradiation flux at the surface of powder particles. It is obtained by evaluating total energy
from the laser source that is absorbed by the particles at every simulation time step. The net heat
flux variation and corresponding temperature evolution of a particle positioned at the centre of
scanning laser beam is shown in Fig. 5.26. In this figure, individual contributions to net heat flux
are also plotted. During exposure, incident laser radiation from source to particles is dominant
and the particles are completely melted. After that the temperature of the particle increases
beyond the melting point. Heated particles after exposure cool due to interparticle conduction
and thermal radiation. The heat transfer due to conduction mode is dominant during cooling.
The temperature history of individual particles in the scan path under different combinations
of power and scan speed is shown in Fig. 5.27. The observed trends with increasing power and
scan velocity are mutually opposite. This suggests that the ratio between the power and scan
speed can serve as important derived parameter to characterize thermal behaviour of heated
particles in the bed. Physically it represents amount of source energy per unit length of track.
Also the nature of sintered track depends strongly on source energy, thus making it possible to
analyse nature of track for range of beam power and scan speed while keeping energy per unit
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Figure 5.25 Laser irradiation flux at the particle surface; the relative positions of the particles
in the scan path are shown in inset
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Figure 5.26 Net flux variation as the laser beam scans over the particle surface
length of track fixed and help fixing process map boundaries. Figure 5.28 indicates that any
combination of laser power and scan speed resulting in source energy per unit length (P/vs)
less than 80 J/m is not sufficient to melt the exposed particles under the beam in the powder
bed. This is also supported by experiments where only fragmented tracks are obtained beyond
a boundary that can be approximated by a straight line representing P/vs ≈ 100 J/m as shown
in process chart (see Fig. 5.38).
In order to melt the exposed particles under the laser beam, the source energy can be in-
creased, However, there are many other factors (wetting, substrate remelting, contact angle,
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Figure 5.27 Temperature history of a particle in the laser scan path.
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Figure 5.28 Temperature evolution of a particle for constant P/vs ratio.
pool length, homologous melting solidification etc.) influencing the stability of molten track.
In the following we use the numerically obtained data to estimate the molten pool length and
width and to predict nature of sintered tracks for given combination of process parameters. We
assume that the Rayleigh-Plateau capillary instability [22] plays an important role in evolution
of molten tracks. In the case of cylindrical liquid column the stability criterion is:
piD
Lp
< 1 , (5.1)
where piD, Lp are circumference and length of molten cylinder respectively. If this criterion is
fulfilled, the varicose deformation of the cylinder surface takes place with the dominant wave-
length exceeding the circumference of the cylinder. In our analysis we assume that molten pool
has a cylindrical shape and determine characteristic length and diameter in order to apply the
stability criterion (5.1)
At first the instantaneous length of molten track (liquid cylinder) is obtained by calculating
distance between farthest molten particles in the bed at each time step during simulation. Figure
5.29 shows time evolution of instantaneous molten track length. At the beginning of scan cycle
the rate of laser energy absorption by the powder grains exceeds the heat loss by molten portion
of the track, leading to increasing length of molten track. However, heat loss to ambient and
surrounding particles also increases with growing length of molten track and eventually balance
the energy absorption. Beyond that point in time the length of molten track ceases to grow
further and fluctuates in a very narrow range. The mean value of molten length is thus obtained
by neglecting the initial growth period and averaging for remaining portion.
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Figure 5.29 Instantaneous length of the molten track; dashed lines show the respective average
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Figure 5.30 Evolution of molten pool length during laser scan
However, this approach for estimating instantaneous length of molten pool is grossly an over
prediction. Since the width of measured molten track near the tail end (as observed in Fig.
5.23) is hardly more than a particle size, thus a major portion of track is almost solidified while
being considered as molten in Fig. 5.29. To estimate instantaneous length of molten pool only
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the unmelted portion of the track must be considered. This is done by calculating the distance
between the particles satisfying two separate set of conditions to fix front and end position of
molten pool. Front position is specified by a particle which is molten and positioned ahead (in
scan direction) of all other molten particles in the pool. Likewise, molten pool end is specified
by a particle which is just solidified from molten state and positioned ahead of all such particles.
In addition, a new position of molten pool end can only move forward in direction of laser scan
vector or remain unchanged, but backward movement is restricted as it is not physical. Figure
5.30 shows evolution of front and end position of molten pool along with corresponding length.
The circumference of the molten pool is approximated by calculating the total volume of molten
particles in molten the molten pool.
The plots computed in Fig. 5.31 show variation of molten pool length and circumference with
scan speed for fixed power. The point at which two curves intersect represents threshold velocity
beyond which track becomes unstable and splits into fragments based on stability criterion (5.1).
Coincidently, the ratios of beam power to corresponding threshold velocities (vps) for three cases
are approximately same. This again points to a fixed value of energy per unit length. The
importance of this result in fixing the processing window will be discussed next.
The locus of the points that satisfy the condition given by
P
vps
= C1 , (5.2)
on the process chart is a straight line that is uniquely defined (see Fig. 5.33). The value of con-
stant C1 in Eqn. (5.2) is unique for a material. This line marks the boundary between the region
of fragmented tracks and continuous tracks. Furthermore, from the temperature history plots
we find that, the time duration for which a particle remains in molten state is almost unchanged
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Figure 5.31 Variation of molten pool length and its circumference with laser scan speed.
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Figure 5.32 Temperature history of a particle for constant P/vs ratio; the duration for which
particle remains molten is indicated.
for a constant P/vs ratio (see Fig.5.32). This directly translates into increasing length of molten
pool with increasing scan speed because the distance travelled by beam increases hence expos-
ing more particles in fixed time duration. Therefore, in case of a fixed power to scan velocity
ratio (P/vs > C1), increasing scan velocity will lead to increase in molten pool length as long
as stability criterion (5.1) is satisfied. Beyond a limiting scan velocity vcs for constant P/vs ratio,
the sintered track becomes unstable. This limiting velocity (vcs) is again unique to a given P/vs
ratio. Moreover, the limiting speed must decrease with increasing P/Vs ratio as higher ratio
aids longer molten state. This effect is also observed in process map (see Fig. 5.38) obtained
experimentally. Based on these observations from numerical as well as experimental studies a
schematic of process chart is shown in Fig. 5.33, to illustrate the criteria to approximately fix
boundaries defining region of stable continuous tracks on the process chart for a given material
system.
5.5 Experimental validation
Validation experiments were conducted on a Laser sintering system Eosint M270 using commer-
cially available 1.4542 (US: 17-4 PH) stainless steel powder (d50 ≈ 28 m; d90 ≈ 41 µm). The
system is equipped with a continuous wave Yb-fibre laser (λ = 1064 nm) and beam expander
with an incremental adjustment possibility of the laser spot diameter φb between 100 µm and
500 µm. The laser has a Gaussian beam profile. PRIMES Focus/Beam Monitor is used to verify
the laser power output and laser spot diameter. Theoretically, a Gaussian beam does not have
characteristic size and for most practical purposes size of beam is defined as the radius at which
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Figure 5.33 Schematic of process map for laser sintering
the amplitude of laser intensity becomes 1/e times its axial value. Accordingly, the laser spot
diameter accounts for the area covering 86·5% of total laser power. In order to minimize un-
desirable heating effects in optical path of the laser beam, laser spot size needs to be adjusted
depending on desired power output. Therefore, the laser spot diameter was analysed for max-
imum (P = 195 W ) and minimum (P = 20 W ) laser power outputs. Linearity between these
two values is assumed to calculate the laser spot diameter of any given laser power output.
The beam expander was adjusted to allow a laser spot diameter of 140 µm (at a laser power
of 100 W ), which is recommended for the material used and corresponding standard parame-
ters. This setting was kept constant for all conducted experiments. The unconsolidated powder
layers were exposed to scanning laser beam, and resulting consolidated tracks were analysed.
A schematic of track experiments conducted is shown in Fig. 5.34. A full factorial design with
three parameters was used: 1) scan speed, 2) laser power, 3) layer thickness. Table 5.7 sum-
marizes the three different parameters and corresponding design points. In total 216 different
Table 5.7 Parameter range for the experiment
Parameter Minimum Maximum Step size
Laser power (W ) 50 200 30
Scan speed (m/s) 0·2 1·2 0·2
Layer thickness (µm) 0 100 20
100
parameter combinations have been tested. Each track was analysed with a Leica DM6000 flu-
orescence microscope (magnification: 100x). For each design point three images were taken
to avoid random scattering. The width of each melt track was measured at multiple positions
along track for statistical purposes.
Figure 5.35 shows the sintered tracks generated for powder layer thickness of 80 µm and laser
power 50 W at different scan speeds. Depending on various input conditions, sintered track can
be continuous, fragmented or even exhibit balling phenomenon. The predictions of developed
thermal model are compared with measurements of sintered track width in Fig. 5.36(a). The
trend observed in the simulation is consistent with experimental results. However, calculations
are found to overpredict experimental values of track width. Overprediction is expected as melt
flow (not modelled) driven by surface tension forces tend to minimize surface area of melt pool
forming dense consolidated track on solidification. Indeed, an excellent agreement is obtained
(see Fig. 5.36(b)) on accounting the shrinkage by multiplying the predicted values with a
shrinkage factor Fsh given as
Fsh = ρ
1/3
pack, (5.3)
where ρpack is packing density of powder bed.
A quantitative estimation of melt depth for a range of power and scan speed is given in
Fig. 5.37. This is obtained by measuring the extent of melt depth at every time step during
simulation and then averaging. As expected melt depth in the bed decreases with decreasing
laser power or increasing scan speed.
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Figure 5.34 Schematic of track experiment
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Figure 5.35 Actual sintered tracks corresponding to laser power Po = 50W and vs =
0·2(0·2)1·2 m/s
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Figure 5.36 Estimated track width compared with experimental measurements (a) without
considering shrinkage; (b) after accounting shrinkage
A typical process map obtained by visual analysis of sintered tracks for the range of param-
eters considered in experiment is shown in Fig. 5.38(a). Sintered tracks are found to be con-
tinuous (cylindrical or flat), fragmented and even exhibit balling phenomenon. The predicted
stability matrix based on numerical calculation is also shown (see Fig. 5.38(b)) for comparison
with experimentally obtained process map. We are able to predict track breakup based on pre-
sented thermal model for laser power up to 110 W , coincidently The predictions are surprisingly
good, since the fluid flow is not modelled. We don’t expect a perfect agreement between numer-
ical predictions and experimental measurements, since that instability of a molten liquid pool is
an extremely complex phenomenon depending on multitude of factors not accounted for in the
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present model. We have only attempted to correlate the heat transfer data from the model to
predict stability thresholds in terms of laser power and scan speed.
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Figure 5.38 Process map showing nature of sintered tracks for a range of laser power and scan
speed; (a) process map obtained experimentally, (b) process map obtained numerically, Cross
= unstable tracks, Dots = stable tracks.
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5.6 Thermal behaviour of a particle in granular bed
In the previous section we have focussed primarily on laser heating of powder bed and inves-
tigated overall behaviour of bed while considering it as a discrete medium. Furthermore, the
smallest resolved length scale for heat transfer in the bed is limited to grain size of the medium,
considering the large number of randomly distributed particle grains in the medium. Thus de-
tailed thermal behaviour of an individual is still unknown. This section is dedicated to bridge
that gap by using the information available from the higher scale model as appropriate input
condition for particle scale heat transfer model.
Thermal response of a particle is characteristically different depending upon the nature of
laser source (continuous wave or pulsed). The characteristic features associated with both the
heating modes are discussed here while the modelling details are provided in chapter 3.
The effective physical properties of the powder and that of the bulk material considered in
the simulation are summarized in the Table 5.8. The effective specific heat of powder is ob-
tained by mass weighted average of constituents. These properties correspond to commercially
Table 5.8 Material properties for laser particle interaction model
Propertiy Bulk material Powder
Thermal conductivity (λ) 22·1 1·45
Density 4540·0 2931·5
packing density 1·0 0·646
Specific heat 523·5 523·6
Enthalpy of fusion 288·0× 103 288·0× 103
Optical penetration depth 6·0× 10−9 63·0× 10−6
emissivity 0·3 0·48
Absorption coefficient 1·67× 108 1·59× 104
pure Titanium, which is selected since it is widely subjected to laser treatment including laser
sintering, cutting and welding.
A schematic of comparison between a pulsed laser source and continuous wave laser source
is shown in Fig. 5.39. During continuous wave heating, the powder particles subjected to laser
irradiation are continuously heated. The source is specified by its average power, beam diameter
and scan velocity. whereas, to define a pulsed laser source, frequency and duration of heating
pulse is also needed in addition to average power, beam diameter and scan velocity. During the
pulsed heating the powder bed is subjected to short bursts of high energy pulses.
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Figure 5.39 Schematic of a pulsed laser source and corresponding continuous source
5.6.1 Pulsed heating
A particle is subjected to repeated heating cycles during its interaction with a puled laser beam.
A typical pulsed heating cycle [41] consists of three distinct stages identified by heating during
the laser pulse followed by thermalization and then cooling.
5.6.1.1 Pre-melting stage
Here we will discuss the influence of various governing parameters on heat transfer in the par-
ticle while the particle temperature is below the melting point of the material at any moment
between the consequent pulses. As shown in Fig. 5.40, each laser pulse leads to a sharp rise
in particle surface temperature to a temporary peak. Immediately after the pulse, the surface
temperature drops while core temperature is still rising, and almost a uniform temperature is
established in the particle. The increase in mean temperature of a particle during the first few
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Figure 5.40 Particle surface temperature evolution due to successive laser pulses; Po = 1W, f =
10 kHz, tp = 200 ns, rp = 12 µm
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Figure 5.41 Temperature evolution at the particle surface and core; Po = 1 W, tp = 150 ns, rp =
11 µm; (a) for initial few pulses; (b) after initial transition.
laser pulses is much higher than during the following pulses. This is due to low heat transfer rate
from heated particles to the unheated powder owing to small temperature difference between
the heated and unheated particles at the beginning of the laser scan cycle. As the average tem-
perature of the heated particles increases, the heat loss to the unheated surroundings influences
the particle temperature evolution.
It is observed that both the peak surface temperature and the mean temperature of the parti-
cle approach their respective maximal temperatures asymptotically. This maximal temperature
corresponds to a steady state temperature reached in the center of a spherical domain 0 < r < r∗
heated with constant and uniform heat source and surrounded by a an infinite unheated space.
Contrary to this, earlier models [40, 71] predict a linear rise in particle temperature. This dis-
agreement can be attributed to the fact that the computations were either performed for the
initial stage of laser scan cycle, when the particle peak temperature and average temperature
are far from their maximal values [40], or to the fact that the models take into account inter-
action between laser beam and a powder particle alone in isolation from its surroundings [71]
and thus does not reflect the influence of heat transfer between the particle and surrounding
medium on temperature evolution of single particle.
The difference in temperature evolution during the beginning of the laser scan cycle and later
stages is shown in Fig. 5.41. At the beginning of the laser scan cycle the particle average tem-
perature hardly drops below the thermalization temperature (corresponding to the temperature
at which the core and the surface temperature curves intersect) and remains almost constant
during the pulse gap (time interval between the pulses), whereas for later stage the particle av-
erage temperature continuously decreases during the pulse gap. Furthermore, the peak surface
temperature achieved during a pulse decreases with increasing pulse frequency as seen in Fig.
5.41. This can be explained by the fact that the power is distributed equally among the pulses
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and therefore the energy per pulse varies inversely with the frequency.
Figure 5.42 represents the evolution of temperature field in the particle and its surroundings
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Figure 5.42 Temperature evolution within the particle (rp = 11 µm) and its surrounding at
Po = 1 W, tp = 150 ns, f = 5 kHz·
after the first pulse. The thin heated layer at the particle surface is at higher temperature than
its interior during the pulse and immediately afterwards. This is because the optical penetration
depth of laser radiation in the bulk material is much smaller than the particle radius, therefore
the heat generated during the laser-particle interaction is limited to a very thin layer on the
particle surface. In addition to that, the pulse duration is much short than the characteristic
time of the thermal conductivity in the particle.
Knowing the thermal response of a particle for a given pulse frequency enables us to adjust
frequency for initiating sintering at lower laser power, as seen in Fig. 5.43. The plot shows
the particle surface temperature evolution for the laser sources with the same average power
but different pulse frequencies at different degrees of preheating to initiate melting at same
instant. The lower preheating required for low frequency source clearly indicates lower power
required. Therefore, when comparing two sources with different frequencies, the low frequency
source enables either low power consumption (as well as sintering at lower mean temperature)
or faster sintering for the case when average power of the sources is the same.
The influence of pulse duration on the temperature evolution in the particle is represented
in Fig. 5.44. It can be observed that the peak surface temperature of the particle increases with
decreasing pulse duration, while the thermalization temperature as well as average temperature
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Figure 5.44 Influence of pulse duration on particle surface temperature (rp = 11 µm, Po =
1 W, f = 5 kHz.
of the particle remains almost unchanged. This behavior is due to the fact that the same amount
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Figure 5.45 Influence of pulse frequency on ; (a) solid-liquid interface position; (b) surface
temperature ( Po = 2 W, tp = 150 ns, rp = 11 µm).
of energy is transferred in shorter time for short duration pulse, thus increasing the peak power
per pulse which can be calculated as Ppeak = Po/tpf .
Since the actual interaction between the laser beam and the particle during a single pulse
is on a nanosecond scale and most of the pulse energy is delivered over a very narrow near-
surface layer of thickness equal to the optical penetration depth, the temperature gradients in
the vicinity of the particle surface achieve very high values. The particle surface is at higher
temperature than its interior and the surroundings (see Fig. 5.42).
5.6.1.2 Melting and resolidification
In this section we discuss heat transfer in the powder particle and its surroundings in the pres-
ence of phase change (melting and solidification). The average power has been chosen in such
a way that the melting temperature is achieved at the particle surface in a single pulse starting
from initial temperature of particle at 1600 K.
Figures 5.45(a) and 5.45(b) show phase interface location (distance from the particle sur-
face to the interface) and the evolution of surface temperature, respectively, for different pulse
frequencies. It can be seen that for low frequency source melting begins earlier, a larger fraction
of particle undergoes melting, and solidification is completed later. It can be observed from Fig.
5.45(b) that very high peak surface temperatures can be achieved during laser-particle interac-
tion; especially at relatively low pulse frequencies. Further lowering of frequency may lead to
evaporation of the particle material and plasma formation [3].
The curves plotted in Fig. 5.46(a) show the solid-liquid interface position for a constant aver-
age laser source power and various pulse durations. It is seen that the fraction of particle melted
during a single pulse increases with decreasing pulse duration. This is because with reducing
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Figure 5.46 Influence of pulse duration on ; (a) solid-liquid interface position; (b) surface
temperature ( Po = 2 W, f = 5 kHz, rp = 11 µm).
the pulse duration, large fraction of heat generated is utilized for phase change, rather than be-
ing conducted to the particle center and to surroundings. The major advantage of varying pulse
duration is that the peak skin temperature as well as melting rate can be controlled without af-
fecting other parameters like thermalization temperature, time taken to achieve thermalization
and average temperature of the particle (see Fig. 5.46(b)).
5.6.2 Continuous wave heating
Figure 5.47(a) shows the temperature evolution of particle at its surface and core. In this case
the laser beam energy is continuous as opposed to the pulsed source. The temperature peaks
at the surface - as observed in pulsed heating - are not found for continuous wave heating.
There is hardly any difference observed between temperature evolution at the particle surface
and the core. This indicates that thermal response of the particle in this case is faster than the
heating rate by the source and particle is thermalized during heating. Moreover, by comparing
the temperature evolution with a pulsed source of same average power (see Fig. 5.47(b)),
it is found that particle temperature during continuous heating closely follow the averaged
temperature (temporal and spatial) of pulsed heated case. Thermal transients of a particle
subjected to continuous wave heating have been discussed during investigation of heat transfer
in the granular bed and the phase change characteristics will be treated during combined heat
transfer and coalescence modelling in the next sections.
5.7 Particles coalescence
This section is devoted to the hydrodynamics of coalescing particles in the powder bed. Building
upon the results of pure thermal studies in the previous sections, where it is found that particles
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Figure 5.47 Particle surface temperature evolution during continuous wave heating; Po =
1 W, f = 10 kHz, tp = 200 ns, rp = 12 µm
are subjected to repeated cycles of partial melting and resolidification at the outer surface while
the core remains solid during exposure to pulsed laser source. A good idealization would be to
consider a representative case of two particles with solid cores and viscous shell, having a finite
contact as shown in Fig. 4.1. The size of solid cores is fixed during isothermal coalescence. We
first describe the pure hydrodynamics of isothermal coalescence of particles while simultaneous
heat transfer, phase change and coalescence will follow next, where the variation in the core
size is considered.
5.7.1 Isothermal coalescence
The results presented here describe the coalescence of two particles. We have considered two
different configurations relevant to the sintering of single component powder and two com-
ponent powder. For single component powder, both the coalescing particles are assumed to
have equal core size. It can be due to partial melting of metallic particles or specially prepared
coated particles with the coating acting as viscous fluid. In case of two component powders,
coalescence between a fully melted particle and a partially melted particle is investigated.
5.7.1.1 Single component powder
For single component metallic powders all particles are of same material. The two represen-
tative particles of radius rp are assumed to be partially melted. The solid core of radius rc are
assumed to be at the centre of each particle initially. Multiple cases of different core to particle
ratio (rc/rp) are considered to study the influence of core size on the densification behaviour.
Figure 5.48 shows the shape evolution of two coalescing particles. The initial stage of sintering
is characterized by fast densification rate due to high curvature gradients along the free surface
in the neck region, causing large surface tension force driving the flow. With increasing of the
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Figure 5.48 Shape evolution of coalescing particles for single component material system.
neck radius and decreasing curvature gradients along the boundary, densification significantly
slows down with progressing time.
The coalescing particles tend to attain the equilibrium shape of a cylinder of radius equal
to rp
√
2 as long as core to particle ratio rc/rp < 1/
√
2. If rc/rp > 1/
√
2 the volume of the
minimal circle encompassing both solid cores exceeds the combined volume of the solid and
liquid phases in the particles. In this case the equilibrium shape is not circular, and the liquid
layer will dewet a part of the solid core. The simulations up to dewetting point are beyond the
scope of the present study.
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The dashed lines in Fig. 5.48(a)-5.48(b) show the equilibrium circular shape of the coalesced
particles and the final position of the solid cores. The dashed lines in Fig. 5.48(c)-5.48(d) show
the shape of particles just before the rupture of the viscous layer and the position of solid cores
at the same instant. For rc/rp = 0·8 the rupture is likely to occur at the apex of the solid
core. As the ratio rc/rp approaches unity, the position of the rupture point shifts to side and it
can be suggested that the equilibrium shape of the coalesced particles consists of a liquid bridge
between two solid cores and an additional liquid "cap" in the vicinity of the apex of each particle.
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Figure 5.49 Influence of core size on densification rate
Figure 5.49 shows the densification rates for various core to particle ratios. The influence of
solid core size on initial stages of sintering is not significant for small core to particle ratios, but
its effect is visible during the later stages, when two cores come close to each other obstructing
the bulk flow. It can be seen that all curves overlap at initial stage indicating no influence of core
at this stage. The rapid decrease in densification rate at the later stages is due to the presence
of core. The maximum attainable density for a given time is limited by the core size.
To study the influence of core eccentricity on densification rates and final shape, the initial posi-
tion of each core has been shifted (along the line joining the centers of particles) either towards
the contact point or away from the contact point. Figure 5.50 compares the densification rates
for eccentric cores. The cores are shifted by 15% of particle radius. It is found that, if the cores
are shifted away from the contact point, faster densification is achieved, since the cores do not
obstruct the flow near the neck region during the initial stages of sintering, when the sintering
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Figure 5.50 Influence of core eccentricity on densification
rates are fastest. On the other hand it is also evident that influence of eccentricity is significant
only for high core to particle size ratios.
5.7.1.2 Two component powder
It is assumed that both the particles have equal viscosity of the liquid phase and the interfacial
tension between two liquids is negligible. Shape evolution for this case is shown in Fig. 5.51.
It can be concluded that the influence of core size is very limited for the case of coalescence
between a particle with solid core and a fully viscous particle since the final shapes are almost
identical and are close to equilibrium shape of a circle. It is further evident from densification
curves (see Fig. 5.52) that for the systems having only one solid core, densification rates are
only marginally affected by the presence of core and only for high core to particle ratio. Most of
the densification occurs up to time t/tstokes = 1·0 and the densification rates are almost similar
during this time for core to particle ratio less than 0.9.
5.7.2 Coupled heat transfer, phase change and coalescence
Here we consider the basic case of heat transfer, melting and coalescence of two representative
particles in contact. The final state of fused particles is governed by rates of melting and coa-
lescence. The variation of core size is not known a priori and depends on heat transfer and free
surface geometry. At the same time evolution of free surface depends upon the core size and
molten thickness.
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Figure 5.51 Shape evolution of coalescing particles for two component material system.
The laser heating is modelled as heat flux on the particle surface. The expression for applied
heat flux at the free surface of coalescing particles is given as
q =
(1− e)
(
1− 1
e
)
Po
Np4pir2p
· (5.4)
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Figure 5.52 Influence of core size on densification rate for two component powder
Table 5.9 Thermo-physical properties of material used in simulation
Property Value
Melting point (Tmp) 1943·0 K
Enthalpy of fusion (Hf) 288·0 kJ · kg−1
Specific heat (Cp) 523·3 J · kg−1 ·K−1
Density (ρ) 4540·0 kg ·m−3
Thermal conductivity (λ) 22·1 W ·m−1 ·K−1
Emissivity () 0.2
Powder emissivity (e) 0.4
The complete derivation for heat flux at the particle surface is given in modelling section 3.4.4.
The properties of reference material used in the simulation are given in Table 5.9. The in-
terdependence of melting and coalescence govern the final shape of fused particles. These
phenomena have their respective characteristic times. Apart from material properties, melting
time strongly depends on applied heat flux. Accordingly, we have defined characteristic time
for melting as time required to melt a particle (which is at melting point) completely and its
expression is given by
tmelt =
4
3
pir3pρHf
P
, (5.5)
where P is heat flow rate to the particle. While the characteristic time of coalescence is defined
as
tstokes =
Reqmµ
γ
, (5.6)
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where Reqm is the radius of completely molten coalescing particles at equilibrium state, that
corresponds to a circular shape having combined area of coalescing particles. The ratio of two
characteristic times is an important non-dimensional parameter influencing coalescence during
phase change. The following dimensionless parameters have been used in this study.
X = x/Reqm,
Y = y/Reqm,
θ = (T − Tmp)/(Tmp − T0),
St = Cp(Tmp − T0)/Hf ,
Q = qReqm/Hfρκ,
Fstokes = tstokes/tht,
Fmelt = tmelt/tht,
t∗ = t/tht
where St is the Stefan number, Q is the dimensionless parameter characterizing the applied heat
flux, and tht = R2eqm/κ is the characteristic time of heat conduction. We assume that material
properties are invariable during the phase change.
The diameter of powder particles commonly encountered in laser sintering may vary from
10 µm to 50 µm in diameter. The size of the particles considered in this study is 30 µm. Heat
transfer and phase change evolution of single particles for two different heat fluxes have been
simulated as reference cases. The heat flux values of 108 Wm−2, 5·0× 108 and 109 Wm−2 have
been selected corresponding to laser power of 50 W, 250 W and 500 W respectively. The same
laser parameters have been used for simulating melting and coalescence of two representative
particles in the powder bed.
The time during which particle is exposed to applied heat flux depends on the scanning
speed of laser beam and its spot size as texp = vs/φb. The predictions about melting initiation
and subsequent growth of molten film on single particle can be used to fix laser parameters.
Time needed to initiate melting on a particle surface from initial state (room temperature) is
determined by sensible heating, which depends on heat capacity of material and heat source
strength, whereas time to melt completely depends on enthalpy of melting.
The evolution of molten film thickness on the particle surface due to phase change is shown
in Fig. 5.53. The zero on independent time axis indicates melting initiation for respective
case. As expected the melting initiation and its progress is much faster for high heat flux case.
Progressively increasing slope of both the curves indicate rising interface velocity. This is due to
decreasing size of solid cores as melting progress. For Q = 0·2 the melting initiates at around
t∗ ≈ 6 whereas exposure time (during which particles are subjected to heating) corresponding
to beam diameter of 140 µm and laser scan speed of 1·0 ms−1 is t∗ ≈ 3. Therefore sintering is
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Figure 5.53 Molten film thickness growth for particles subjected to constant heat flux condition
(values are normalized with respect to particle radius)
unlikely in this case. However, to achieve sintering for the same laser power, scan speed must
be reduced in proportion to the desired increase in interaction time. On the other hand, for the
laser scan speed of 1·0 ms−1 exposure time is sufficiently long to completely melt the particle
for Q = 2·0.
5.7.2.1 Phase change and coalescence
To understand the role of governing variables in actual sintering process, simultaneous melting
and coalescence of two particles in contact is simulated. The maximal coalescence rate for given
particle size and material properties can be obtained under assumption that the particles in con-
tact completely viscous, while the presence of solid cores is expected to retard the densification
rate. Therefore, the liquid film thickness growth rate is major parameter governing densification
of particles during laser sintering. Simulations have been carried out for different combinations
of Fstokes and Fmelt by varying each of them independently.
Figure 5.54 shows the evolution of the melting front for Fstokes = 1·34. The observed melting
front is not circular. This is due to reducing heat flow from the region near the contact area
as melting proceeds. Besides growing contact between the particles, the coalescence process
is accompanied by decreasing surface area exposed to heat source. It appears that hardly any
coalescence occurs for high heat flux (Q = 2·0) case. However, it is important to consider the
respective time scales during which melting takes place for both the heat flux conditions. The
melting time for the case Q = 2·0 is about an order of magnitude smaller than for the case
Q = 0·2, whereas time scale for coalescence is the same for both the cases. Thus, for higher
heat flux the particles are completely melted before any appreciable change in the shape of
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(a) (b)
Figure 5.54 Evolution of melting front for two coalescing particle for Fstokes = 1·34 and sub-
jected to constant heat flux at the surface: (a) Q = 0·2, t∗ = 6·0(0·2)8·7; (b) Q = 2·0, t∗ =
0·58(0·034)0·92
outer free surface of particles is evident. The densification in this case closely follows the case
of completely viscous particles. Figure 5.55 illustrates the evolution of neck radius (measure
of contact growth) during coalescence of two particles. The evolution of neck radius in case of
purely viscous particles is shown in the same figure for comparison. It is seen in Fig. 5.55(b)
that the growth of neck radius (measure of contact growth) is nearly identical to viscous coa-
lescence. For low heat flux condition (Q = 0·2), since melting time scale is comparable with
coalescence time scale, these two phenomena are strongly coupled. This is evident from figures
5.54(a) and 5.55(a). It is found that solid cores are being pulled towards each other due to sur-
face tension forces acting at free surface of the melting particles. Two cores appear to touch and
continue to melt as single domain after that. The touching of solid cores as well as eccentricity
towards contact can influence densification significantly [31]. Nevertheless, cores are found to
melt considerably (rc/rp ≤ 0·6) to have any significant influence on contact growth in this case.
The neck growth is considerably slow than in the limiting case of completely melted particles.
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Figure 5.55 Neck radius growth for coalescing particles for Fstokes = 1·34: (a) Q = 0.2; (b) Q =
2.0
For completely molten particles coalescence the slope of curve showing neck radius growth
is maximal at the beginning of coalescence and it continuously decreases there after. For coa-
lescence with melting cores, the contact growth is obviously slow due to dominant influence of
cores. However, the effect of cores decreases with decreasing of their size during melting. This
is evident by observed increase in slope of neck radius curve during coalescence in Fig. 5.55(a).
Consequently we can classify densification into three phases based on influence of melting cores.
• When melting has just began and cores are relatively big (1 > rc/rp > 0·7) to influence the
contact growth significantly. This phase is characterized by continuous decrease in rate of
neck radius growth.
• This is characterized by decreasing influence of melting cores (0·7 > rc/rp > 0) as the
slope of neck growth curve begin to increase.
• After the cores are completely melted, the molten particles continue to coalesce till free
surface begins to freeze due to cooling.
In addition to subjecting particles to heat flux till complete melting take place, another case is
considered where heat flux at the boundary is reduced to zero after certain amount of melting.
This represents increased scan speed for which laser beam passes over the coalescing particles
before they are completely melted. Among many likely scenarios, we have assumed domain
boundary to be adiabatic owing to presence of other adjacent particles which are also heated
by same source. Other obvious reason for investigating adiabatic boundary condition, while
heat loss to surrounding is also likely, is that as long as there is no solidification initiating at
free surface, melting process of solid cores govern the coalescence. The solidification initiating
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Figure 5.56 Influence of melting rate on coalescence
from free surface driven by the heat loss to surroundings would freeze it irrespective of the
subsequent thermal state of the particles.
It is found that, despite stopping energy supply, melting of solid cores continue, however
slowly, due to heat conduction from superheated liquid melt to subcooled solid core. The equi-
librium state of particles will depend on the laser power, exposure time, particle size and mate-
rial properties. The densification rate for such case will depend upon relative size of cores with
respect to particle size in other words liquid melt thickness. Dashed line in Fig. 5.55(a) indicate
neck radius growth when subjected to adiabatic boundary condition starting from t∗ = 7·24
corresponding to laser scan speed of 0·4 ms−1. Contact growth rate is significantly reduced
compared to the case with constant heat supply.
Further simulation cases are considered for variation of melting rates by changing latent heat
of fusion from reference value, for the both selected heat flux conditions. For high heat flux (Q =
2·0) melting rate is reduced by increasing enthalpy of melting (St = 2), whereas for low heat
flux (Q = 2·0) melting rate is increased by decreasing enthalpy of fusion (St = 4) as expected.
Figure 5.56 shows evolution of contact growth in comparison to the respective reference case
(St = 3). Though it is evident that higher melting rate will enable faster densification, however,
the influence is not as significant for high heat flux case as predicted in the low heat flux case.
This is because when melting time scale is smaller than coalescence time scale, the influence of
core size that is more significant at later stages of sintering [31] is almost negligible as particles
are completely melted during early stages itself and coalesce as purely viscous particles till
solidification. On the other hand when melting time scale is comparable to coalescence time
scale, melting rate strongly affects coalescence and the increase in the melting rate results in a
comparable increase in coalescence rate. Therefore, influence of melting rate is dominant when
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melting time scale is equal or more than coalescence time scale. Based on above discussion,
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Figure 5.57 Neck radius growth for coalescing particles for Fstokes = 0·023
it is apparent that contact growth between the particles can be uniquely specified by the ratio
of melting and coalescence time scales. This is found to be true as long as solid cores do not
touch each other during coalescence. However, slight deviation from expected variation in
contact growth has been found due to large solid cores touching each other during early stages
of sintering. Figures 5.57 and 5.58 show the neck radius and shape evolution of coalescing
particles for Q = 2·0 and tstoke/tmelt = 0·17 respectively. We observe that during initial stages,
cores, that are still large (rc/rp ≈ 0·9), are pulled close to each other and thus obstruct the
flow near the neck region and retard the contact growth. In our earlier study on coalescence of
particles with solid cores of fixed size [31] it was found that for high core to particle ratios even
a small amount of eccentricity of cores towards neck region significantly affects densification.
Figure 5.60 shows temperature contour plots at different time steps during heating. The
solid-liquid interface position at the corresponding time steps is indicated by dashed lines. Un-
like single particle case, the non-uniformity in temperature distribution along the surface of the
particles near the contact area (neck region) is clearly evident and is found to increase with time.
Moreover, the lowest temperature on the free surface of coalescing particles is found to occur at
contact points where the curvature is highest. This can be justified as free surface comprising
neck region is relatively close to interface (see Fig. 5.54), which always remains at melting
point, hence low surface temperatures near neck region for fixed heat flux conditions applied at
the free surface. Figure 5.59 shows particle surface temperature at three different time steps.
A large temperature gradient along the particle surface in the contact region develops from the
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beginning of coalescence. Therefore in addition to flow due to curvature gradients, Marangoni
flow due to surface tension gradients is also expected to influence sintering. This effect should
be taken into account in the future works.
Figure 5.58 Shape evolution of coalescing particles for Fstokes = 0·023, Q = 2·0, t∗ = 0·58 −
0·6− 0·613− 0·625
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Figure 5.59 Temperature variation along the particle surface between the contact points.
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6
Summary and Outlook
To conclude, the work done in the scope of present thesis is subdivided into two stages. The
first stage consists of model development, computer implementation, and validation of devel-
oped models. The second stage consists of simulation of selective laser sintering process using
developed models.
6.1 Model development, numerical implementation and validation
In order to investigate the dominant phenomena during laser sintering process, multi scale heat
transfer models and hydrodynamic models have been developed in this work. All the developed
models are implemented as stand-alone computer codes using scientific programming language
Fortran 90 for Windows as well as Linux platforms. The validation of the developed codes is
done by comparing the results with standard benchmark problems in literature. The chronolog-
ical summary of the modelling work is listed as follows:
1. We began with modelling the power bed geometry of desired size distribution of particles.
This randomly distributed packed bed geometry is obtained using open source granular
package in LAMMPS molecular dynamic code, while the auxiliary codes were developed
in Fortran 90 to define its mean packing characteristics and to evaluate effective radiative
emissivity.
2. A discrete thermal model is developed to investigate the spatial and temporal behaviour
of powder bed when subjected to localized heating due to moving laser beam. Ray-tracing
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approach is used to model laser radiation absorption and transport in the powder bed.
Interparticle thermal radiation and conduction is also considered the modelling. A novel
method for solving radiation heat exchange between surfaces is developed.
3. A particle scale thermal model is developed to investigate the details of thermal tran-
sients during very short time frame of laser particle interaction. This model accounts for
phase change in the particle and the particle surroundings are considered as homogeneous
medium in this case.
4. A Boundary Element model is developed for description of isothermal coalescence of two
representative particles with viscous shell and solid core at the centre of each particle. The
solid core size is assumed to be fixed in this model.
5. The isothermal coalescence model is further extended to include the variation of core size
induced by heat transfer and phase change. Dual reciprocity boundary element approach
is used to include transient heat transfer and phase change. A simple and novel vector
addition approach is developed to derive nodal velocity from the normal velocities of
adjacent elements.
6.2 Numerical simulation and analysis of SLS
The developed computer codes were used to simulate the heat transfer and coalescence phe-
nomena during selective laser sintering of metallic powders. The influence of important process
parameters, namely laser power, scan speed, laser pulse frequency, pulse duration, powder grain
size has been investigated. In addition, validation experiments were performed and the mea-
surements were compared with simulation results. Based on simulation results an attempt is
made to predict the process window of operation for obtaining continuous sintered tracks. The
major findings of the study are:
1. The spatial and temporal variation of dominant heat transfer phenomena in the powder
bed due to moving laser source is investigated and the model predictions for track param-
eters are compared with experimental measurements to validate our model.
2. Besides regular powder materials, the developed discrete thermal model is especially suit-
able to predict thermal behaviour of new material systems involving large discontinuity in
terms of physical properties, particle grain size etc.
3. Thermal response of an individual particle in laser beam path is analysed for a range of
laser power and scan speed combinations. During exposure the incident laser radiation
from source to particle is dominant while heat transfer due to interparticle conduction
is dominant during cooling. The relative influence of interparticle thermal radiation is
negligible.
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4. The source energy per unit length of the scanned track (P/vs) is important parameter to
determine the operating window for process parameters.
5. The thermal response of a particle in the powder bed is strongly influenced by nature of
laser source. In case of pulsed laser source the particle surface experiences repeated peaks
during short bursts of heat generated at the periphery of the particle. The laser pulse
frequency and duration can be selected to achieve a series of phase change cycles (partial
melting and resolidification) along the periphery of the particle.
6. The influence of solid cores on the densification rates of coalescing particles under isother-
mal conditions is studied. In case of single component powder solid cores for rc/rp > 0·7
significantly influence densification rate as well as maximum achievable density. On the
other hand, for two component powder mixture the influence of solid core is very limited
even for rc/rp > 0·9.
7. The relative influence of melting and coalescence time scales is highlighted and discussed.
For small ratios between the melting time scale and coalescence time scale, contact growth
is fast and determined by liquid melt properties. On the other hand, when melting time
scale is large as compared to coalescence time scale, contact growth is determined by the
rate of melting. Contact growth between the coalescing particles is classified into three
zones based on influence of melting cores.
8. Despite large rc/rp contact growth is fastest at the beginning, driven by surface tension
forces due to large curvature gradients in the contact region.
6.3 Outlook
In present thesis, multiple numerical models are developed, implemented, validated and used
to investigate dominant phenomena during Selective laser sintering. Each model can be used
as an individual code to carry out detailed parametric study of relevant phenomena or can act
as auxiliary code to provide supporting/input data needed to account for its effect on other
phenomena. The study provided details of heat transfer, phase change phenomena occurring at
both the particle scale as well as powder bed scale and densification due to coalescence. The
submodels developed in the scope of this work can be combined into one integrated process
model for SLS and applied to carry out pre-production simulation and planning.
A method is proposed in the thesis to determine process window for a given material, how-
ever, further detailed parametric study is required to investigate the influence of parameters
like beam size, powder grain size distribution etc. In the future, increased confidence can be
achieved by performing simulations for much broader range of materials and parameters.
The actual operating conditions during laser sintering are far more complex then the mod-
elled conditions. The developed models can be extended with an aim to incorporate some of
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the complexities for example, including the influence of geometrical changes in the granular
bed due to coalescence of particles in contact. Such development would greatly enhance the
accuracy and ensure wide applicability of the model.
Further studies can be carried out to develop relation between the input process parameters
(laser power, frequency, scan speed, powder material, powder particles size) and the parameters
of the resulting sintered parts. However, experimental study is also needed in parallel to numer-
ical study in order to generate reliable data for validation and provide a basis for the process
optimization.
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