I. INTRODUCTION
The excited state photoinduced dynamics of molecules is characterized by nonadiabatic processes in which the coupling between the nuclear and electronic motion leads to nonradiative transitions between electronic states. Numerous fundamental photochemical processes, such as internal conversion, electron and proton transfer, photoisomerization etc., rely fundamentally on the nonadiabatic effects. [1] [2] [3] [4] [5] Therefore, the accurate and efficient theoretical description of nonadiabatic processes is highly desirable. A generally applicable approach for this purpose is the mixed quantum-classical dynamics in which the nuclear motion is described by classical trajectories obtained in the framework of molecular dynamics "on the fly" combined with Tully's surface hopping (TSH) procedure. 6, 7 The forces and nonadiabatic couplings required to propagate nuclear trajectories can be obtained using different ab initio [8] [9] [10] [11] [12] [13] [14] [15] or semiempirical methods [16] [17] [18] [19] [20] [21] for the electronic structure. In particular, the time-dependent density functional theory (TDDFT) represents an efficient generally applicable method for the description of optical properties in complex systems. 22, 23 Therefore, different approaches for the nonadiabatic dynamics in the framework of TDDFT have been recently developed and successfully applied. [12] [13] [14] [15] 24 In connection with nonadiabatic processes, the ability of linear response TDDFT to describe conical intersections between excited states and the ground state has been critically a) Electronic mail: mitric@zedat.fu-berlin. de. examined in the literature. 15 , 25 The conclusion has been made that while the topology of the S 1 -S 0 crossing region may not be exact, this often does not influence the relaxation pathways and photochemistry of the studied examples substantially. Moreover, a recent study of the nonadiabatic dynamics of pyrrole has demonstrated that TDDFT can provide mechanism and timescales of the nonradiative processes which are comparable to those obtained from high level correlated ab initio treatment. 26 Successful applications of TDDFT nonadiabatic dynamics steadily grow and have already significantly contributed towards understanding of the mechanisms of photochemical processes in complex systems 13-15, 27, 28 and have also been verified by comparison with experimental data. 27, [29] [30] [31] [32] In addition, the recent implementation of the firstorder nonadiabatic coupling vectors in the frame of TDDFT (Refs. [33] [34] [35] [36] has allowed to compare the nonadiabatic couplings obtained from TDDFT with those from high level correlated methods giving encouraging results on several examples. This provides the theoretical basis for the systematic investigation of the regions around conical intersections and to assess the accuracy of TDDFT in describing them.
Particularly challenging for excited state dynamics simulations is the inclusion of the environment which can have a significant influence on the course of photochemical processes. [37] [38] [39] In this context, especially the influence of solvents has drawn a particular attention of both theoretical and experimental research. [40] [41] [42] [43] Specifically, the influence of solvents on the conical intersection dynamics has been previously extensively investigated, giving valuable insights into the mechanisms which can lead to the dramatic change of the excited state dynamics upon solvation. [44] [45] [46] The solvent effects can be treated using both continuous as well as discrete models. In the continuum models, the solute molecule is embedded in a dielectric continuum that represents the solvent. [47] [48] [49] [50] [51] Therefore, the specific solvent influence beyond the dielectric properties such as hydrogen bonding cannot be captured within these models. The alternative is the use of discrete models, such as quantum mechanical/molecular mechanical (QM/MM) model, where the solute molecule and perhaps a small number of solvent molecules from the closest environment are treated by electronic structure methods, while the rest of the solvent is represented by classical force field methods. [52] [53] [54] [55] The QM/MM nonadiabatic dynamics in the framework of both semiempirical 45, [56] [57] [58] as well as high level ab initio methods 59 has been previously introduced and successfully applied.
However, although the combination of TDDFT with QM/MM has already been established and used for the simulation of stationary optical properties of chromophores in solution 60 as well as in protein environment, 61 the extension to nonadiabatic dynamics has not been presented until now. Due to the computational efficiency and general applicability of the TDDFT method, such combination is highly desirable and would allow to push the limit of nonadiabatic dynamics simulations towards complex systems such as a variety of biochromophores in a protein environment or solvated chromophores. Of course, the well-known deficiencies of TDDFT, such as the failure to describe long range charge transfer excitations, have to be carefully examined in the context of particular applications. Therefore, in this contribution we present the combination of TDDFT nonadiabatic dynamics with the QM/MM approach and illustrate its applicability to chromophores interacting with the environment on the example of indole in water.
Indole represents a chromophore unit which is found in the amino acid tryptophan that is mainly responsible for the fluorescence of proteins. 62 Since in tryptophan as well as in indole the fluorescence quantum yield and the UV absorption are strongly dependent on the molecular environment, the fluorescence of indole is used as an important probe for determination of protein conformations and dynamics. [63] [64] [65] [66] [67] [68] [69] [70] [71] The fluorescence spectra of indole also exhibit unusally large Stokes shifts in polar solvents 72, 73 which can be explained by the exchange of the positions of the first two excited states occurring upon solvation. A particular role in the deactivation of indole is played by the π -σ * (S 3 ) state which can be characterized as a Rydberg state. 74, 75 This state crosses the S 2 and S 1 states as well as the ground electronic state, thus providing the mechanism for efficient internal conversion. 76 The π -σ * state has a high permanent dipole moment of 12.31 D which is substantially larger than those of the energetically close-lying S 2 and S 1 states. 72, 77 Therefore, it is particularly sensitive to polar solvents and thus plays an important role in the photodynamics of indole in water. As demonstrated by Sobolewski and Domcke, the π -σ * state ejects an electron in the water environment and leads to the formation of a charge-separated state. 76, 78 In water solution, this mechanism is responsible for the creation of solvated electrons. 79 While the stationary optical properties and potential energy surfaces along selected modes have been extensively investigated and understood, 74, 76, 78, [80] [81] [82] [83] [84] [85] the photodynamics of free and solvated indole, including all degrees of freedom, has not been studied so far. Therefore, here we present the simulation of ultrafast photodynamics of free indole as well as of indole interacting with a water environment. The aim of our simulations is to identify the relaxation mechanisms and to determine the time scales for the relevant processes.
The paper is structured as follows: In Sec. II, we present the combination of the TDDFT nonadiabatic dynamics with the QM/MM approach and briefly outline the procedure for calculation of quantities needed to carry out nonadiabatic dynamics simulations in the framework of the Tully's surface hopping (TSH) method. In Sec. IV, we first present the study of the photodynamics of indole in the gas phase. In the following, we investigate the influence of classical water environment on the mechanism and the time scales of relaxation processes. In order to elucidate the effect of including explicit water molecules in the QM part of the system, we also investigate the photodynamics of indole solvated with three explicit water molecules embedded into the classical water sphere. Finally, the conclusions and outlook are given.
II. THEORETICAL FORMULATION
We present first briefly the theoretical formulation of nonadiabatic dynamics in the frame of TDDFT combined with the Tully's surface hopping procedure. Subsequently, we introduce its extension in the frame of the QM/MM method.
A. TDDFT surface hopping nonadiabatic dynamics
In the frame of the surface hopping approach, the electronic wavefunction is represented in the basis of adiabatic Born-Oppenheimer states which are parametrically dependent on the classical nuclear trajectory R(t) according to
where | K (r; R(t)) represents the adiabatic electronic state K, while the C K (t) are the time-dependent expansion coefficients. The nuclear trajectories R(t) are obtained by solving the classical Newton's equations of motion. The time evolution of the electronic state coefficients C K (t) along a given classical trajectory is obtained by solving the time-dependent Schrödinger equation,
where E K represents the energy of the electronic state K and the second term corresponds to the nonadiabatic coupling D KI between the states I and K. The latter is calculated using the finite difference approximation according to
where is the time step used for the integration of the classical Newton's equations of motion. The essential quantities needed to perform the nonadiabatic dynamics simulations are the nonadiabatic couplings D KI together with the forces acting on the nuclei in the excited electronic states. In order to calculate the nonadiabatic couplings in the framework of the TDDFT method, we use an ansatz for the excited state electronic wavefunction 12, 13 in terms of singly excited configurations from the manifold of occupied to virtual Kohn-Sham (KS) orbitals:
where c K i,a represents the CI coefficients and | CSF i,a (r; R(t)) is a singlet spin adapted configuration state function (CSF) defined as
with | aβ iα (r; R(t)) and | aα iβ (r; R(t)) representing Slater determinants with single excitations from occupied orbital i to virtual orbital a with spins α or β, respectively. Although we have recently extended the TDDFT nonadiabatic dynamics also to open shell systems, 86 we present here only the closed shell formulation for simplicity.
As shown in a series of previous publications, 13, 14 for nonhybrid functionals without exact exchange contribution, the CI coefficients c K i,a giving rise to mutually orthogonal electronic states can be calculated from the TDDFT eigenvectors according to
where X and Y represent the solution of the TDDFT eigenvalue problem and a and i are the energies of virtual and occupied molecular orbitals (MOs), respectively. In order to calculate the nonadiabatic couplings based on the discrete approximation in Eq. (3), the overlap between two CI wavefunctions at times t and t + is needed:
This expression (Eq. (7)) can be reduced to the overlap of singly excited Slater determinants using Eq. (5), which can be calculated from the overlap of spatial KS orbitals. The latter ones can be further reduced to the overlap integrals involving atomic basis functions b k (R(t)) and b m (R(t + )) and the
MO coefficients d ik (t) and d jm (t + ):
The two sets of basis functions b k (R(t)) and b m (R(t + )) are centered at different positions R(t) and R(t + ) and, therefore, do not form an orthonormal basis set.
From the time-dependent electronic state coefficients C K (t) which are obtained by the numerical solution of Eq. (2), using the nonadiabatic couplings described above, we calculate the hopping probabilities P KI needed for switching the trajectory between the electronic states in the framework of the TSH procedure. In our approach (cf. Ref. 12), we calculate the hopping probabilities at each time step during the integration of Eq. (2) according to
The τ represents the time step used for the numerical integration of Eq. (2) for the electronic state coefficients and is typically much smaller than the nuclear time step .
Since the nonadiabatic coupling D KI is calculated only at the midpoint t + /2 between two nuclear time steps (cf. Eq. (3)), the D KI (τ ) needed to determine the P KI (τ ) according to Eq. (9) is obtained by linear interpolation in the interval [t,t + /2] and extrapolation in the interval [t + /2,t + ]. In order to eliminate possible random phase variations in the nonadiabatic coupling, the phases of the CI-like wavefunction coefficients c K ia in Eq. (4) and the KS orbital coefficients (cf. Eq. (8)) are aligned in each nuclear time step to the previous ones. After a successful hop, the conservation of energy is imposed by rescaling the nuclear velocities uniformly.
B. Combination of the TDDFT nonadiabatic dynamics with the QM/MM approach
The extension of the TDDFT nonadiabatic dynamics with the QM/MM approach is relatively straightforward. The idea is to separate the system into the quantum mechanical part (QM), for which the excited state energies, gradients, and nonadiabatic couplings are calculated in the frame of the TDDFT method, and the classical part (MM), which is treated using common force field methods. The interaction of the QM and MM regions can be accounted for using either the mechanical embedding or the electrostatic embedding scheme. 87 Since the main intention of the present work is to treat the nonadiabatic relaxation of a solute in a polar water environment, we choose the electrostatic embedding scheme. For this purpose, the QM region is electronically embedded in the MM region by including the point charges from the MM part into the one-electron Hamiltonian of the QM system. These point charges have fixed values during the simulation which are taken from the parametrization of standard force fields. In this way, the polarization of the wavefunction in the QM region by the MM point charges is taken into account. This type of QM/MM treatment is suitable for treating the excited states of the solute under the direct influence of solvent molecules allowing to treat the inhomogeneities of solvent electric fields as well as the effect of hydrogen bonding. In the case that both the QM part (X) as well as the MM part (Y) are sufficiently well described by the classical force fields, both the effect of sterical repulsion of the QM and MM parts as well as the electrostatic interaction can be calculated as the difference between the MM energy of the combined system (X + Y) and the QM system alone. The total energy of the excited electronic state of the solute in the frame of TDDFT/MM approach can be written as
Since in this approach the polarization of the QM system is already taken into account, the classical electrostatic interaction between the QM and MM part has to be subtracted. The forces needed to carry out dynamics "on the fly" are obtained as the derivative of Eq. (10) and the nonadiabatic couplings are calculated only for the QM part. We have implemented our approach by developing a general interface to several quantum chemical packages. 88 In particular, the TDDFT/MM approach is carried out with the TURBOMOLE package 89 or alternatively with the GAUSSIAN 09 program 90 which are used to calculate the energies and gradients of the QM part of the system. These quantities together with the TDDFT eigenvectors and MO coefficients are read by the interface program and used to compute the nonadiabatic couplings and to carry out the surface hopping procedure. The MM part of the system is treated using the TINKER package 91 and the gradients are also fed into the interface. In addition to the TDDFT approach, the approximate tight-binding version (TDDFTB (Ref. 43)) can be also employed within our TDDFT/MM approach.
III. COMPUTATIONAL DETAILS
The geometry of isolated indole has been optimized using the DFT method with Perdew-Burke-Ernzerhof (PBE) functional 92, 93 and the triple-zeta valence plus polarization (TZVP) basis set. 94 The initial conditions for the nonadiabatic dynamics have been obtained from a 30 ps DFT trajectory at T = 300 K by sampling at regular time intervals. In total 120 initial conditions have been generated.
The model for the solvated indole has been obtained by embedding indole in a 50 Å cubic water box and equilibrating using force field molecular dynamics under periodic boundary conditions over 200 ps at p= 1.0 bar and T = 300 K. For indole, the OPLS-AA (Refs. 95-99) force field and for water the TIP-3P (Ref. 100) force field were used. After equilibration, a 24 Å radius sphere, including indole and 1944 water molecules, was cut from the box and further relaxed using the DFT/MM method with the PBE functional 92, 93 for 25 ps at T = 300 K. For the atoms in the QM part, the TZVP basis set 94 was used and the MM part of the system was described using the same force fields as for the equilibration. The initial conditions for the nonadiabatic dynamics simulations were gen- erated by sampling the DFT/MM trajectory at regular time intervals. Totally, 100 initial conditions have been generated for starting the nonadiabatic dynamics simulations. The water spheres of each structure in the initial ensemble were further truncated to 20 Å in order to obtain an almost spherical water droplet.
The nonadiabatic dynamics simulations have been performed for three systems: (i) isolated indole (Fig. 1, left) , (ii) indole as QM part embedded in a MM water sphere (Fig. 1,  middle) , and (iii) indole + 3H 2 O as a QM part embedded in a MM water sphere (Fig. 1, right) . The systems have been chosen in order to examine both the influence of the classical environment as well as the inclusion of explicit water molecules on the nonadiabatic dynamics. The water molecules in system (iii) have been selected according to a proximity criterion with respect to the N-H bond. This allows us to investigate also the influence of the hydrogen bonding of water with the N-H hydrogen atom, as well as the nitrogen of indole.
The nonadiabatic dynamics has been performed in the framework of our TDDFT/MM approach using the PBE functional 92, 93 for the QM part combined with TZVP basis set 94 and the same force fields as for the equilibration. Additionally, in order to speed up the MD simulations, the resolution of the identity (RI) approximation 101, 102 has been employed for the TDDFT calculations. For the integration of the nuclear equations of motion, the velocity Verlet algorithm 103 has been used with a time step of 0.1 fs. The electronic Schrödinger equation (Eq. (2)) has been integrated using the fourth order Runge-Kutta method with a time step of 10 −5 fs. We have propagated trajectories in a manifold of the ground and seven electronic excited states for all three systems.
In order to validate the accuracy of our results, we have calculated the absorption spectra of isolated and solvated indole using the CC2 method 104 as implemented in the TUR-BOMOLE package 89 as well as using the Coulomb attenuated B3LYP (CAM-B3LYP) density functional, 105 which has been developed in order to improve the description of longrange charge transfer transitions and is implemented in the GAUSSIAN 09 program suite. 90 In addition, our implementation of TDDFT/MM nonadiabatic dynamics has been extended to the CAM-B3LYP functional and a small number of trajectories has been propagated using this method. However, since the nonadiabatic dynamics with the CAM-B3LYP functional is computationally considerably more expensive than with the PBE functional, only a limited number of trajectories could be propagated within reasonable computational time.
IV. RESULTS AND DISCUSSION
We present first the results of the nonadiabatic photodynamics for isolated indole, then for indole in a classical sphere of water, and finally for indole interacting with three explicit water molecules in the QM part and embedded in a large classical sphere of water. The purpose of this comparison is to reveal the effect of the environment and the importance of explicit quantum mechanical treatment of selected water molecules.
A. Isolated indole
TDDFT with RI-PBE/TZVP gives rise to two energetically close π -π * transitions at 4.38 eV (S 1 ) and 4.60 eV (S 2 ) with relatively low oscillator strengths which compares well with the experimental values of 4.4 eV (S 1 ) and 4.8 eV (S 2 ). 106 The dark S 3 state with π -σ * character is located at 5.3 eV in our TDDFT calculations which is comparable to the previous CASPT2 value of Sobolewski and Domcke of 5.05 eV. 78 The first two excited states can be characterized according to the Platt nomenclature as L a and L b . The L a state is characterized by a high permanent dipole moment and has a charge transfer character, while the L b state has a low permanent dipole moment and is a locally excited state. The energetic position of these two states and its dependence on the polarity of solvents has been intensively studied both theoretically and experimentally. 75, 77, [107] [108] [109] As reported previously, the L b state is the lowest state in the gas phase as well as in nonpolar solvents, while the L a state is the lowest state in polar solvents. This is due to the higher permanent dipole moment of the L a state which renders it more sensitive to the polar environment. In our TDDFT calculations using the PBE functional as presented in Fig. 2(a) , the lowest energy transition mainly involves a HOMO → LUMO excitation and has a larger dipole moment than the S 2 state which has a main contribution from HOMO → LUMO + 1 excitation and exhibits a lower dipole moment. Thus, the PBE functional does not provide the correct ordering of the L a and L b states. The inability of TDDFT to provide the correct ordering has been previously explained by the single reference character of TDDFT. 110 The dark π -σ * state is located at 5.26 eV and is dominated by the HOMO → LUMO + 2 excitation, where LUMO + 2 is a σ * orbital of the N-H bond. For comparison, the spectrum has also been calculated using the CAM-B3LYP functional. As shown in Fig. 2(b) , the CAM-B3LYP excitation energy is shifted to higher values by ∼0.6 eV with respect to the experiment and the PBE calculations while the ordering of states can be assigned to L b (S 1 ) and L a (S 2 ). Sobolewski and Domcke has shown previously that the position of the π -σ * state is very sensitive to the augmentation of the basis set and can be shifted below 5.0 eV, if, e.g., aug-ccVTZ basis set is used. 111 Notice that although the assignment of states with the PBE method is not unambiguous, in a thermal ensemble these two states will largely overlap since their energy difference is very small.
In order to study the excited state photodynamics, we have launched 120 trajectories starting from the S 2 excited state and propagated them in a manifold of the ground and seven excited electronic states. The average population of the electronic states presented in Fig. 3 shows that the S 2 state is depopulated with a time constant of 17 fs, while the complete population transfer to the S 1 state occurs already after 100 fs. The S 1 state only slowly decays to the ground state, so that after 300 fs only 1% of the trajectories have returned to the ground state. This allows to conclude that the transfer to the ground state occurs mainly from the S 1 state and the lifetime of this state can be estimated to be at least 30 ps or longer. Our findings are consistent with the experiments on the gas phase indole by Lippert et al. 109 who have found that for the indole molecule efficient coupling between the π -π * and π -σ * states does not exist, leading to a stable excited state population over a time of 100 ps. As shown on the example of one selected trajectory in Fig. 4(a) , the mechanism of the relaxation to the ground electronic state involves the excitation of the N-H bond stretching which takes place after the π -π * to π -σ * nonadiabatic transition, in this example occurring after 180 fs. In Fig. 4(b) , the N-H bond distance is shown as a function of time, clearly illustrating strong excitation of the N-H stretching vibration. The return to the ground electronic state occurs at 255 fs. The relaxation mechanism involving the N-H bond stretching has been predicted by Sobolowski and Domcke 74, 76 and was confirmed experimentally. 112, 113 The experiments of Nix et al. have shown that the dissociation of indole in the π -σ * state constitutes a small fraction of the total H atom yield, while most of the observed atoms are attributable to the multiphoton absorption. 112, 113 Since in our simulation multiphoton absorption is not included, we observe only direct dissociation on the π -σ * state with relatively low yield.
However, as shown in Fig. 3 , the major part of the population resides in the excited electronic state. For comparison, a nonadiabatic dynamics trajectory which remains in the first excited S 1 state using CAM-B3LYP functional and PBE functional is shown in Figs. 4(c) and Fig. 4(d) , respectively. In both cases, the relaxation of the S 2 excited state occurs within the first 10 fs. Notice that the larger energy gap between S 2 and S 3 excited states with CAM-B3LYP functional (compared to PBE) leads to a less effective coupling of the π -π * and π -σ * electronic excited states and a relaxation to the π -σ * state involving the N-H bond stretch is improbable.
B. Indole in a classical water sphere
The absorption spectrum of indole in a classical water environment is shown in Fig. 5 . As can be seen, both the energetic positions as well as the intensities of the S 1 and S 2 states are almost unaffected by a classical water environment. Also, the character of the lowest electronic states remains the same as in the gas phase (cf. Fig. 2) .
In order to investigate the influence of the classical water environment on the dynamical properties and the relaxation, we have run nonadiabatic dynamics, including seven excited states, using our TDDFT/MM approach. A total number of 70 trajectories has been propagated starting in the S 2 electronic state. The relative population of electronic states presented in Fig. 6 shows that the relaxation to the S 1 state occurs significantly slower than in the gas phase. The analysis of the nonadiabatic trajectories shows that the average nonadiabatic coupling between S 1 and S 2 state is systematically smaller in water than in the gas phase. This effect can be attributed to two factors: (i) polarization, which modifies the electronic wavefunctions and thus the couplings and (ii) friction, which due to the interaction of indole with water leads to slower nuclear motion in water environment and, thus, to lower values of the couplings. In contrast to isolated indole, no transition to the ground state was observed. This demonstrates the large effect that solvation can have on the rate of nonradiative processes, even if electronic effects are only approximately treated using the electrostatic embedding scheme.
C. Indole + 3H 2 O in a classical water sphere
Finally, in order to examine the influence of including explicit water molecules in the QM part of the system, we consider indole solvated with three water molecules and embedded in a classical water sphere.
The three water molecules which were explicitly included in the simulation were selected according to a proximity criterion with respect to the N-H group of the indole ring. Specifically, the three water molecules closest to the H-atom of the N-H group have been selected. This results in a model in which one water molecule forms a hydrogen bond with the N-atom, one is hydrogen bonded to the H-atom of the N-H group, and an additional water molecule is bound to the second one (cf. Fig. 1 right) . Due to the fact that the main relaxation coordinate of indole in the gas phase involves the N-H bond stretching, it is plausible to assume that water surrounding the N-H bond will most strongly influence the dynamics.
The absorption spectrum of solvated indole using the TDDFT/MM approach is shown in Fig. 7(a) . Again, the solvation does not strongly influence the position of the electronic states but there is a small redistribution of the intensities. The S 1 and S 2 states are, in our TDDFT calculations, located at 4.34 and 4.57 eV, which almost perfectly agrees with the experimental values of 4.31 eV and 4.59 eV (cf. Ref. 78 , and the references therein). The electronic character of the first two excited states is analogous as in the gas phase or in a classical water sphere. However, due to the possibility of a charge transfer to the solvent molecules (CTTS) which are explicitly included in the QM part of the system, electronic states with new features arise and the S 3 state is now a CTTS state located at 5.02 eV. The formation of such CTTS state has been predicted by Sobolewski and Domcke in the studies of indole-water clusters. 78 The CTTS nature of the S 3 state together with the characters of the S 1 and S 2 states is demonstrated on the right side of Fig. 7(a) . The shift of the S 3 state to lower energy has been confirmed also by carrying out CC2/aug-ccVDZ calculations, since it is known that TDDFT can strongly underestimate the position of long range charge transfer excited states. It should be pointed out that, as shown by Lange and Herbert, 114 this deficiency of TDDFT can be partly remedied by electrostatic embedding which is the case in our TDDFT/MM approach. For comparison, the CC2 absorption spectrum is shown in Fig. 7(b) . One finds the S 1 , S 2 , and S 3 states shifted to 4.72 eV, 4.84 eV, and 5.13 eV compared to the TDDFT/MM spectrum. However, the S 3 state still has a CTTS character and thus confirms our findings at the TDDFT/MM level.
In our nonadiabatic dynamics simulations, we start from the second excited state and propagate 100 trajectories in the manifold of the ground and 7 excited electronic states. As shown in Fig. 8 , the population transfer from the second excited state takes place with a time constant of 46 fs leading to a transient population of the S 1 state. At the end of the simulation, 32% of the trajectories have returned to the ground state. A major part of the population remains in the S 1 state and can be responsible for the fluorescence.
In contrast to the dynamics in the gas phase or in the classical water environment, the nonadiabatic dynamics with explicit consideration of water molecules leads to a deactivation to the ground state due to the formation of the CTTS state. In Fig. 9 , the energies of electronic states for one selected trajectory are presented, exhibiting an electron transfer event at 45 fs. The formation of the CTTS state has been confirmed by carrying out CC2 calculations for selected structures along the TDDFT nonadiabatic trajectories. In the lower panel of Fig. 9 , the molecular orbitals to which the excitation dominantly occurs are depicted for three selected time steps, demonstrating that both in TDDFT as well as in the CC2 method the CTTS state is present at 45 fs. Moreover, the CTTS character of the excited state is also illustrated by the electron density difference between the states in which the trajectory resides and the ground state at several time steps before and after the electron transfer occurs, as shown in Fig. 10 . Such ultrafast electron transfer is ultimately responsible for the formation of solvated electrons which has also been observed experimentally. 79, 115 In order to assess the importance of the electron transfer to water, we have also performed CAM-B3LYP nonadiabatic dynamics simulation for one single trajectory. The excited state energies along a typical trajectory propagated using PBE and CAM-B3LYP methods and the Kohn-Sham orbitals to which the excitation dominantly occurs at the initial geometry for three lowest excited states are shown in Fig. 11 . Overall, the behavior of the S 1 and S 2 excited states in both methods is very similar. However, the third excited state exhibiting the electron transfer to water is about 0.6 eV lower in energy in the PBE functional than in the CAM-B3LYP (blue line in Fig. 11 ). This leads to stronger mixing between the S 2 and S 3 states in the simulations using the PBE functional and may cause overestimation of the importance of the electron transfer to water. However, although the electron transfer may be overestimated in the PBE method, it has been experimentally observed 79, 115 and, thus, represents an important relaxation channel. To a small extent (less than 10% of the trajectories), we also observe the excited state proton transfer from indole to close water molecules occurring due to the dissociation of the N-H bond. This finding is in a good agreement with the experimental results 115 in which photoionization (formation of the CTTS state) takes place within 100 fs, without recombination over a period of several nanoseconds. In the experimental results, 115 the transition to the ground state is completed within 350 fs. The experimental quantum yield of the CTTS process was estimated to 38%, which is in very good agreement with our results. Our results show that explicit consideration of water molecules in the QM subsystem opens additional photochemical channels which could not be revealed considering only classical water environment.
V. CONCLUSION
We have presented the combination of the TDDFT excited state nonadiabatic dynamics with the QM/MM approach which is generally applicable to the simulation of ultrafast photodynamics of systems interacting with the environment. We have illustrated our approach by studying the influence of water on the photodynamics of (i) isolated indole in the gas phase, (ii) indole interacting only with a classical water sphere, as well as (iii) indole interacting with three explicit water molecules embedded in water. We have shown that, in general, a classical water environment leads to an extension of the electronic state lifetimes of indole. In particular, for indole in a classical water sphere, the relaxation mechanism is analogous to the one in the gas phase and involves an ultrafast S 2 → S 1 transition. The inclusion of explicit water molecules opens a new relaxation channel which involves the electron transfer to water, leading eventually to the creation of solvated electrons. This channel competes with the relaxation mechanism present in isolated indole. Our simulations demonstrate that the explicit consideration of water molecules close to the chromophore may be important since it can open new photochemical channels which would not be present, if all solvent molecules were treated classically. Our approach will, in the future, be extended to studies of the photodynamics of chromophores in proteins, on surfaces or interacting with different nanostructures.
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