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Abstract.- Recently, a new parametrization technique based on the AR modelling of the one-sided 
autocorrelation sequence (OSALPC) has shown to be attractive for speech recognition because of 
its simplicity and its high recognition peifomance in noisy conditions. In this paper, that new 
parametrization technique is proposed to speaker identification in noisy enviroment. 
Experimental results obtained with a new speaker identification system based on the statistics of 
the cepstrals vectors show that OSALPC also achieves much better results than standard 
parametrization techniques. 
1.- Introduccion 
El comportamiento de Ios sistemas actuales de reconocimento del habla y del locutor se 
degrada nipidamente en presencia de ruido cuando el entrenamiento y el test no han podido ser 
realizados bajo las mismas condiciones. Por este motivo, en Ios ultimos afios se han propuesto 
algunos metodos y algoritmos en varias etapas del proceso de reconocimento. Sin embargo el 
problema del reconocimento del habla y dellocutor en ambientes ruidosos alin no ha sido resuelto. 
Uno de Ios intentos para combatir el problema del ruido consiste en nuevas 
parametrizaciones del habla que sean invariantes o resiStentes a la corrupci6n ruidosa, para 
substituir las tecnicas de parametrizaci6n convencionales, tales como LPC o mel-cepstrum, de las 
cuales es sabido que son muy sensibles a la presencia de ruido. 
Recientemente, Hernando y Nadeu propusieron una tecnica de parametrizaci6n altemativa 
llamada Predicci6n Lineal- de la Parte Causal de la Autocorrelaci6n (OSALPC) [1] para el 
reconocimiento del habla en presencia de ruido. Esta tecnica, muy relacionada con la 
representaci6n de la seiial de voz llamada Coherencia Modificada a Corto Plazo (SMC, "Short-
Time Modified Coherence"), es esencialmente un modelado AR de la parte causal de la secuencia 
de autocorrelaci6n y su uso en reconocimiento del habla con ruido es atractivo por su simplicidad 
y su alta tasa de reconocimiento con respecto al LPC standard en condiciones severas de ruido 
blanco aditivo [1] y ruido de autom6vil [3]. 
El prop6sito de esta comunicaci6n es hacer un estudio comparativo de las tecnicas chisicas 
de parametrizaci6n de la sefial de voz frente a la nueva tecnica OSALPC en el problema de la 
identificaci6n de locutor en presencia de ruido. 
Las pruebas experimentales se han realizado utilizando un sistema de identificaci6n 
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basado en la distancia Aritmetico-Arm6nica de Esfericidad [4] sobre matrices de covarianza de los 
parametros cepstrales. 
Esta comunicaci6n esta organizada del siguiente modo: en el apartado 2 se revisa la 
tecnica de parametrizaci6n OSALPC, estableciendose su relaci6n con las tecnicas LPC y SMC; en 
el apartado 3 se proporciona una descripci6n del sistema de identificaci6n empleado, de la base de 
datos y de Ios resultados obtenidos. Por ultimo, en el apartado 4 se recogen las principales 
conclusiones del trabajo . 
2.- Prediccion Lineal de la Parte Causal de la Autocorrelacion 
A partlr de la secuencia de autocorrelaci6n R(n) definimos su parte causal como 
n>O 
n=O 
n<O 
Su transformada de Fourier es el espectro complejo 
1 
s+ (ro) = -[S(ro) + SH(ro)] 
2 
(1) 
(2) 
donde S(ro) es el espectro, es decir, la transformada de Fourier de R(n), y SH(ro) es la 
transformada de Hilbert de S( ro) . 
Debido a la analogia entre s+(ro) y la sefial analitica usada en modulaci6n de amplitud, se 
puede defmir una "envolvente" espectral[S] como 
(3) 
Esta caracteristica de envolvente, junto al alto rango dinfunico del espectro de la sefial de 
voz, origina que el cuadradp __ de la envolvente espectral E2 ( ro), que es ademas el espectro de 
R + ( n) , sea mas robusto al ruido que el propio espectro. Ademas, es un hecho bien conocido que 
R+(n) tiene los mismos polos y con la misma multiplicidad que la sefial. 
Ambas propiedades conducen a considerar la predicci6n lineal de R+(n) como una 
tecnica robusta de representaci6n de la sefial de voz. AI igual que la tecnica LPC standard asume 
un modelo todo polo para S( ro), esta nueva tecnica -llamada OSALPC- equivale a suponer un 
modelo todo polo para: E2 ( ro) . Ello da lugar a que esta tecnica solo realize una deconvoluci6n 
parcial de la sefial de voz [ 1]. 
La relaci6n de esta tecnica con la LPC standard es obvia: la tecnica consiste en aplicar el 
algoritmo LPC standard sobre R + ( n). En cuanto a su relaci6n con la tecnica SMC [2], las 
principales diferencias son que esta ultima utiliza : 1) el estimador coherencia para calcular la 
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secuencia de autocorrelaci6n, mientras que OSALPC utiliza el clasico estimador sesgado; y 2) un 
confonnador espectral para calcular las entradas al algoritmo de Levinson-Durbin. El uso de este 
confonnador no se ve justificado en el desarrolo te6rico de la tecnica OSALPC ni en Ios 
resultados de reconocimiento [ 1]. 
3.- Resultados Experimentales 
Este apartado muestra la aplicaci6n de la tecnica descrita a la identificaci6n de locutor en 
presencia de ruido blanco aditivo. 
3.1.- Sistema de Identificacion y base de datos 
Se entrenaron Ios modelos de Ios locutores con seiial libre de ruido. La seiial de voz 
ruidosa se simul6 aiiadiendo ruido blanco gausiano de media cero a la seiiallimpia de manera que 
se obtuviese la SNR deseada. 
En la etapa de parametrizaci6n del sistema de identificaci6n, la seiial se dividi6 en tramas 
de 25 ms de duraci6n con un desplazamiento de 10 ms y cada trama se caracteriz6 con 20 
pariunetros cepstrales estimados mediante la tecnica LPC clasica, mel-cepstrum o OSALPC-
cepstrum. En Ios tres casos se utiliz6 un orden de analisis de 20. 
Posterionnente en la fase de entrenamiento del sistema se calcul6 la matriz de covarianza 
de la secuencia de vectores cepstrales fonnada por la concatenaci6n de las frases de entrenamiento 
de cada locutor, obteniendose una matriz por cada locutor. Las matrices constituyeron Ios modelos 
de cada locutor. Una vez obtenidos todos Ios modelos, en la fase de test se calcul6 la matriz de 
covarianza de la secuencia de vectores cepstrales fonnada por la concatenaci6n de los vectores de 
las frases de test del locutor. Se calcul6 la distancia de la matriz de test a todas las matrices-
modelo de Ios locutores de la base de entrenamiento. La distancia entre matrices utilizada fue la 
propuesta por Bimbot [4] llamada distancia Aritmetico-Arm6nica de Esfericidad basada en el 
hecho de que cuanto mas semejantes son dos matrices X e Y mas cercanos a 1 son los valores 
propios de X· y-I . La regia de decision empleada fue la de minima distancia. 
Se emple6 la base de datos TIMIT, utilizando subconjuntos de 100 o 200 locutores. Cada 
locutor consta de 10 frases-distintas entre si y cada frase tiene una duraci6n de aproximadamente 3 
s cada una. Para entrenar el modelo de cada locutor se utilizaron las 5 frases etiquetadas en la base 
de datos como "TI". Las 5 frases restantes se consideraron como el conjunto de frases de test y se 
obtuvieron 2 seiiales de test fonnadas de la concatenaci6n de 2 frases cada una. A las seiiales de 
test de les aiiadi6 ruido blanco gausiano de media cero de manera que se obtuviese la SNR 
deseada. Debido a que las frases empleadas en el entrenamiento son distintas de las empleadas en 
el test, el sistema de identificaci6n de locutor es independiente del texto. 
3.2.- Resultados 
Los experimentos llevados a cabo consistieron en utilizar Ios parametros LPC-cepstrum y 
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mel-cepstrum a distintas SNR., comparandolos con Ios parametros OSALPC-cepstrum. En las 
tablas I y IT se muestran las tasas de identificaci6n correspondientes a cada parametrizaci6n en 
terminos de la SNR de ruido blanco aditivo gausiano para un conjunto de 100 locutores y 200 
locutores. En la grafica I se comparan las tasas de identificaci6n en funci6n de la SNR de la tabla I 
junto a los resultados obtenidos al utilizar la parametrizaci6n LPC cuando se contaminaron las 
seiiales de entrenarniento y de test de manera que resultase la misma SNR. 
Tabla I: Tasas de Identificaci6n (lOO locutores) 
SNR sin ruido 30 db 20 db 10 db 
LPC-cepstrum 100 95.5 55.5 7.0 
mel-cepstrum 100 95.5 53.0 19.0 
OSALPC 100 98.5 79.0 20.5 
Tabla IT : Tasas de Identificaci6n (200 locutores) 
SNR sin ruido 30 db 20db 10 db 
LPC-cepstrum 99.75 91.75 43.5 8.25 
OSALPC 99.5 97.5 73.0 16.0 
En la tabla I se observa que la tasa del sistema de identificaci6n se degrada rapidamente 
cuando la SNR disminuye. Openshaw y Sun [ 6] ya habian informado sobre este comportamiento 
de los sistemas de identificaci6n de locutor. En cuanto a la tecnica de parametrizaci6n, las tasas de 
identificaci6n obtenidas usando LPC y mel-cepstrum son muy similares, pero OSALPC resulta ser 
mucho mejor a menos que la SNR sea demasiado baja. 
Debido a que en las pruebas anteriores no bubo ninglin error en condiciones libres de 
ruido, se realizaron pruebas con 200 locutores para poder comparar las tecnicas de 
parametrizaci6n en estas condiciones. En la tabla IT se puede observar que para condiciones libres 
de ruido la tasa de identificaci6n de la tecnica OSALPC es ligeramente inferior a la tasa de la 
tecnica LPC clasica. Esto es debido a que la tecnica de predicci6n lineal OSALPC solo realiza una 
deconvoluci6n parcial de la seiial de voz, tal como se explica en el apartado 2. 
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Se observa de la gnifica anterior que la tasa de identificaci6n utilizando la tecnica LPC, 
para el caso en que las sefiales utilizadas' en las fases de testy de entrenamiento tengan la misma 
SNR, disminuye mas lentarnente al disminuir la SNR que en el caso de utilizar referencias libres 
de ruido. Por tanto, si conocieramos las condiciones de SNR en que se lleva a cabo el test del 
sistema de identificaci6n de locutor, podriamos entrenar los modelos del sistema con la misma 
SNR consiguiendo un sistema de identificaci6n muy robusto al ruido. Sin embargo, en la mayoria 
de las situaciones pnicticas el nivel de ruido en las sefiales de test es desconocida 
4.- Conclusiones 
En esta comunicaci6n hemos presentado una tecnica de parametrizaci6n robusta de la 
sefial de voz aplicada a la identificaci6n del locutor en presencia de ruido, consistente en la 
predicci6n lineal de la parte causal de la secuencia de autocorrelaci6n (OSALPC). Despues de un 
estudio comparativo de esta nueva tecnica con la parametrizaci6n LPC-cepstrum y mel-cepstrum, 
se ha concluido que en identificaci6n de locutor en presencia de ruido, en el caso de ruido blanco 
aditivo: 
-cuando se usa la parametrizaci6n LPC-cepstrum o mel-cepstrum la tasa de identificaci6n 
se degrada nipidamente al disminuir la SNR 
-la nueva parametrizaci6n OSALPC obtiene mucho mejores resultados que las 
parametrizaciones clasicas a menos que la SNR sea demasiado baja. 
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