The subgradient extragradient method for solving the variational inequality (VI) problem, which is introduced by Censor et al. (J. Optim. Theory Appl. 148, 318-335, 2011), replaces the second projection onto the feasible set of the VI, in the extragradient method, with a subgradient projection onto some constructible halfspace. Since the method has been introduced, many authors proposed extensions and modifications with applications to various problems. In this paper, we introduce a modified subgradient extragradient method by improving the stepsize of its second step. Convergence of the proposed method is proved under standard and mild conditions and primary numerical experiments illustrate the performance and advantage of this new subgradient extragradient variant.
Introduction
In this manuscript, we are concerned with the variational inequality (VI) problem of finding a point x * ∈ C such that
where C ⊆ H is a nonempty, closed, and convex set in a real Hilbert space H, ·, · denotes the inner product in H, and F : H → H is a given mapping. The VI is a fundamental problem in optimization theory and captures various applications, such as partial differential equations, optimal control, and mathematical programming (see, for example [3, 16, 41] ). A vast literature on iterative methods for solving VIs has been published; see, for example, [11-13, 16, 28, 29, 31, 38-40] . Two special classes of iterative methods which are often used to approximate solutions of the VI problem are presented next.
The first class of methods is the one-step method, also known as projection method, and its iterative step is as follows.
which is the natural extension of the projected gradient method for optimization problems, originally proposed by Goldstein [15] and Levitin and Polyak [27] . Under the assumption that F is η-strongly monotone and L-Lipschitz continuous and α k ∈ (0, 2η L 2 ), the projection method converges to a solution of the VI. But, if we relax the strong monotonicity assumption to just monotonicity, the situation becomes more complicated, and we may get a divergent sequence independently of the choice of the stepsize α k . To see it, a typical example consists of choosing C = R 2 and F to be a rotation in π/2, which is certainly monotone and L-Lipschitz continuous. The unique solution of the VI (1) in this case is the origin, but {x k } ∞ k=0 gives rise to a sequence satisfying x k+1 > x k for all k ≥ 0.
The second class of methods for solving the VI problem is a two-step method. In this class, we consider the extragradient method introduced by Korpelevich [25] and Antipin [2] , which is one of the most popular two-step method, and its iterative step is as follows.
where α k ∈ (0, 1/L), and L is the Lipschitz constant of F , or α k is updated by the following adaptive procedure
The extragradient method has received a great deal of attention and many authors modified and improved it in various ways; see for example [32, 36] . Here, we focus on one specific extension of He [22] and Sun [35] , called the projection and contraction method.
Algorithm 1.1 (The projection and contraction method)
where γ ∈ (0, 2), α k ∈ (0, 1/L) or {α k } ∞ k=0 is selected self-adaptively, and
The choice of the stepsize is very important since the efficiency of the iterative methods depends heavily on it. Observe that while in the classical extragradient method, the stepsize α k is the same in both projections; here, in the projection and contraction method (5) , two different stepsizes are used. The numerical experiments presented in [4] illustrate that the computational load of the projection and contraction method is about half of that of the extragradient method.
Another observation concerning the extragradient method is the need to calculate twice the orthogonal projection onto C per each iteration. So, in case that the set C is not "simple" to project onto it, a minimal distance problem has to be solved (twice) in order to obtain the next iterate, a fact that might affect the efficiency and applicability of the method. As a first step to overcome this obstacle, Censor et al. in [6] introduced the subgradient extragradient method in which the second projection (3) onto C is replaced by a specific subgradient projection which can be easily calculated. 
where T k is the set defined as
and α k ∈ (0, 1/L) or {α k } ∞ k=0 is selected self-adaptively, that is α k = σρ m k , α > 0, ρ ∈ (0, 1) and m k is the smallest nonnegative integer such that Figure 1 illustrates the iterative step of this algorithm. Censor et al. in [6] presented a weak convergence theorem of Algorithm 1.2 with fixed stepsize α k = α ∈ (0, 1/L), but this result can be easily generalized by using some adaptive step rule as the following theorem shows.
Theorem 1.1 Given a monotone and L-Lipschitz continuous mapping F : H → H.
Assume that the solution set of the VI problem (1) is nonempty. Then, any sequence {x k } ∞ k=0 generated by Algorithm 1.2 satisfies
and, moreover, converges weakly to a solution of the variational inequality problem (1) .
Since the inception of the subgradient extragradient method, many authors have proposed various modifications; see for example the results [8, 19, 21] . Kraikaew and Saejung [26] proposed a Halpern-type variant in order to obtain strong convergence; see also [7] . The subgradient extragradient method is also applied for other problems than VIs such as multi-valued variational inequality [17] , equilibrium problems [1, 9, 10] , and the split feasibility and fixed point problems [37] . So, as mentioned above, the stepsize-used extragradient and the subgradient extragradient methods has an essential role in the convergence rate of the two-step methods; hence, it is natural to ask the following question:
Is it possible to modify the stepsize in the second step of the subgradient extragradient method in the spirit of He [22] and Sun [35] ?
In this paper, we provide an affirmative answer to this question by relying on the works of [22, 35] and introduce a modified subgradient extragradient method which improves the stepsize in the second step of the subgradient extragradient method. To the best of our knowledge, we are not aware of an improvement in the literature. The convergence of the proposed method is proved under standard assumptions and numerical experiment validates its applicability.
The paper is organized as follows: We first recall some basic definitions and results in Section 2. The modified subgradient extragradient method is presented and analyzed in Section 3. Later, in Section 4, some numerical experiments are presented in order to illustrate and compare the performances of the method with other variants. A concluding remarks are given in Section 5.
Preliminaries
Let H be a real Hilbert space with inner product ·, · and the induced norm · , and let D be a nonempty, closed, and convex subset of H. We write x k
x to indicate that the sequence x k ∞ k=0 converges weakly to x. Given a sequence x k ∞ k=0 , denote by ω w (x k ) its weak ω-limit set, that is, any x ∈ ω w (x k ) such that there exists a subsequence x k j ∞ j =0 of x k ∞ k=0 which converges weakly to x.
For each point x ∈ H, there exists a unique nearest point in D, denoted by P D (x). That is,
The mapping P D : H → D is called the metric projection of H onto D. It is well known that P D is a nonexpansive mapping of H onto D, and further more firmly nonexpansive mapping. This is captured in the next lemma.
Lemma 2.1
For any x, y ∈ H and z ∈ D, it holds
The characterization of the metric projection P D [14, Section 3] is given in the next lemma.
and
Given
which gives us an explicit formula to find the projection of any point onto a half-space (see [23] for details). 
and the graph G(B) of B,
is not properly contained in the graph of any other monotone operator.
It is clear [33, Theorem 3] that a monotone mapping B is maximal if and only if,
Lemma 2.3 [5] Let D be a nonempty, closed, and convex subset of a Hilbert space H. Let {x k } ∞ k=0 be a bounded sequence which satisfies the following properties:
Then, {x k } ∞ k=0 weakly converges to a point in D.
The modified subgradient extragradient method
In this section, we give a precise statement of our modified subgradient extragradient method and discuss some of its elementary properties.
Algorithm 3.1 (The modified subgradient extragradient method) Take σ > 0, ρ ∈ (0, 1) and μ ∈ (0, 1).
Step 0: Select a starting point x 0 ∈ H and set k = 0.
Step 1: Given the current iterate x k , compute
Step 2: Construct the set
where γ ∈ (0, 2) and
where
Set k ← (k + 1) and return to Step 1. Figure 2 illustrates the iterative step of this algorithm.
Recall that x k − y k = 0 implies that we are at a solution of the variational inequality. In our convergence theory, we will implicitly assume that this does not occur Fig. 2 x k+1 is a subgradient projection of the point x k − γρ k α k F (y k ) onto the set T k after finitely many iterations, so that Algorithm 3.1 generates an infinite sequence satisfying, in particular, x k − y k = 0 for all k ∈ N.
Remark 3.1
We make the following observations for Algorithm 3.1.
(1) It is easy to see by a simple induction argument from Algorithm 3.1 that x k ∈ H and y k ∈ C, which is different from those of the extragradient method (3), and projection and contraction method (1.1). (2) The calculation of ρ k does not add the computational load of the method. The values of F (x k ) and F (y k ) have been obtained in the previous calculation. (3) The projection in (21) of Algorithm 3.1 is explicitly computed, thanks to formula (14) . It is easy to see that C ⊆ T k for all k ≥ 0. Indeed, from the definition of y k and Lemma 2.2, we obtain
This together with the definiton of T k implies that C ⊆ T k for all k ≥ 0.
Convergence analysis
In this section, we show that Algorithm 3.1 generates a sequence {x k } which converges weakly to a solution of the variational inequality (1) . In order to establish this result, we assume that the following conditions hold:
The solution set of (1), denoted by SOL (C, F ) , is nonempty.
The mapping F is monotone on H, i.e., 
We start our analysis by relying on [24] showing that Algorithm 3.1 is welldefined, meaning that the inner loop of the stepsize calculation in (19) is always finite and that the denominator in the definition of α k is nonzero. 
Proof From the Cauchy-Schwarz inequality and (19) , it follows
Using Condition 3.2 and (19), we obtain
(28) Combining (27) and (28), we obtain (26) and the proof is complete.
The contraction property of Algorithm 3.1 is presented in the following lemma, which plays a key role in the proof of the convergence result. 
Proof By the definition of x k+1 and Lemma 2.1, we have
Since x * ∈ SOL(C, F ) and F is monotone, we have
By the definition of T k and x k+1 ∈ T k , we have
Using (31) and (32), we get
To the two crossed terms in the right hand side of the above formula, we have
Combining (30) and (33)- (35), we obtain (29) . 
which plays a key role in the proof of the contraction inequality (29) . So, we get similar contraction property with [4, Eq. (4.6)]. (b) Employing analysis which is similar to those for γ after the proof of Theorem 4.1 in [4] , we get that the desirable new iterate x k+1 is updated by (21) with γ ∈ [1, 2) .
We are now in position to prove our main convergence result. Proof Fix x * ∈ SOL(C, f ). From Condition 3.3, we have
Combining (26), (29) , and (37), we get
From (38) , we have
which implies that the sequence { x k − x * } is decreasing and lower bounded by 0 and thus converges to some finite limit. Moreover, {x k } ∞ k=0 is Fejér-monotone with respect to SOL(C, f ) and thus is bounded.
From (38) and the existence of lim k→∞ x k − x * 2 , it follows ∞ k=0 x k − y k ≤ +∞ (39) which implies lim k→∞ x k − y k = 0.
Now, we are to show ω w (x k ) ⊆ SOL(C, F ). Due to the boundedness of {x k } ∞ k=0 , it has at least one weak accumulation point. Letx ∈ ω w (x k ). Then, there exists a subsequence {x k i } ∞ i=0 of {x k } ∞ k=0 which converges weakly tox. From (40) , it follows that {y k i } ∞ i=0 also converges weakly tox. We will show thatx is a solution of the variational inequality (1) . Let
where N C (v) is the normal cone of C at v ∈ C. It is known that A is a maximal monotone operator and
Since
On the other hand, by the definition of y k and Lemma 2.1, it follows that
and consequently,
Hence, we have
Taking the limit as i → ∞ in the above inequality and using Lemma 3.2, we obtain w, v −x ≥ 0.
Since A is a maximal monotone operator, it follows thatx ∈ A −1 (0) = SOL(C, F ). So, ω w (x k ) ⊆ SOL(C, F ).
Since lim k→∞ x k − x * exists and ω w (x k ) ⊆ SOL(C, F ), using Lemma 2.3, we conclude that {x k } ∞ k=0 weakly converges a solution of the variational inequality (1). This completes the proof. (2) The modified subgradient extragradient method can be generalized to solve the multi-valued variational inequality in [17] and the split feasibility and fixed point problems [37] since these problems are equivalent with an inequality problem or could be easily transformed into an inequality problem. However, the modified subgradient extragradient method could not be used directly to solve the equilibrium problems [1, 9, 10] , which needs further research.
Numerical experiments
In this section, we present a numerical example to compare the modified subgradient extragradient method (Algorithm 3.1) with the subgradient extragradient method (Algorithm 1.2) and the projection and contraction method (Algorithm 1.1).
Consider the linear operator Ax := Mx + q, which is taken from [18] and has been considered by many authors for numerical experiments, see, for example, [20, 34] , where M = BB T + S + D,
and B is an m×m matrix, S is an m×m skew-symmetric matrix, D is an m×m diagonal matrix, whose diagonal entries are nonnegative (so M is positive semidefinite), and q is a vector in R m . The feasible set C ⊂ R m is closed and convex and defined as
where Q is an l×m matrix and b is a nonnegative vector. It is clear that A is monotone and L-Lipschitz continuous with L = M (hence uniformly continuous). For q = 0, the solution set SOL(C, A) = {0}. Just as in [20] , we randomly choose the starting points x 1 ∈ [0, 1] m in Algorithms 1.1, 1.2, and 3.1. We choose the stopping criterion as x k ≤ = 0.005 and the parameters σ = 7.55, ρ = 0.5, μ = 0.85, and γ = 1.99. The size l = 100 and m = 5, 10, 20, 30, 40, 50, 60, 70, and 80. The matrices B, S, D and the vector b are generated randomly.
In Table 1 , we denote by "Iter." the number of iterations and "InIt." the number of total iterations of finding suitable α k in (19) . Table 1 shows that Algorithm 3.1 highly improves Algorithm 1.2 with respect to the number of iterations and CPU time. "Iter." and "InIt." are almost the same for
