We present a method to unify the rules obtained by the the M-of-N rule-extraction technique. The rules extracted from a perceptron by the M-of-N algorithm are in correspondence with sets of minimal boolean vectors with respect to the classical partial order de ned on vectors. Our method relies on a simple characterization of another partial order de ned on boolean vectors. We show that there exists also a correspondence between sets of minimal boolean vectors with respect to this order and M-of-N rules equivalent to a perceptron. The gain is that fewer rules are generated with the second order. Independently, we prove that deciding whether a perceptron is symmetric with respect to two variables is NP-complete.
In this paper, we will describe how this uni cation can be done systematically. In section 3, characterizations of a threshold order are presented. In section 4, after recalling the correspondence between boolean expressions and minimal boolean vectors, we show how to use the threshold order to unify M-of-N rules. In section 5, we prove that deciding whether a perceptron is symmetric with respect to two variables is NP-complete.
II. Definitions and Notations
The classical partial order on vectors is de ned by x y i 8i; x i y i where x i denotes the i th component of x. Consider a perceptron (also known as a threshold function) P :
Without loss of generality, we assume in the rest of this paper that the weights satisfy the relation w 1 w 2 w n > 0 2 We can make this assumption, because if w i < 0, we introduce the variable x 0 i = 1?x i (the negation of x i ) and substitute Our uni cation method of extracted rules relies on a partial order on boolean vectors. In 4], Hammer et al. introduced a lexicographical ordering to enumerate the roofs of a regular function (the set of regular functions is a strict superset of the set of threshold functions). A similar idea appears in 6] for the set covering problem. In both cases, an order based on a shift operator permits to prune the search space. The order we described below has some points in common with those used in 4] and 6], but is speci c (and better suited) to threshold functions (see theorem 1).
We say that x is smaller than y in the threshold order (and write x / y) i y can be obtained from x by a sequence of shift and increment operations. In other words, if there exists a sequence of vectors z 1 = x;z 2 ; : : : ; z k = y, such that 8j 2 2; k], z j = inc(z j?1 ) or z j = shift(z j?1 ) Claim 1: Let I x (resp. I y ) denote the set of indices of the non-zero entries of x (resp. y). We have x / y i there exists an injection ' : I x ! I y , such that (1) 8i; '(i) i (2) 8i; j 2 I x ; i < j ) '(i) < '(j)
Proof: First let us prove the necessary condition. It is easy to construct an injection ' when y = inc(x) or y = shift(x). Assume that there exists a sequence of vectors z 1 = x;z 2 ; : : : ; z k = y, such that 8j 2 2; k], z j = inc(z j?1 ) or z j = shift(z j?1 ). Denote ' j the injection associated to the pair of vectors fz j ; z j+1 g. We can easily check that
' 1 is an injection satisfying the claim's conditions. In this section, the weights of the perceptrons are integer but not necessarily ordered. Little is known on the complexity of rule extraction from neural networks 5]. A basic problem is the 2 variable symmetry problem. Given a perceptron P, and a pair of input variables fx i ; x j g of P, it would help the rule extraction process if we could determine whether the perceptron is symmetric with respect to these two variables. Because if the perceptron is symmetric in x i ; x j , then the perceptron obtained by replacing the weights w i and w j by (w i + w j )=2 computes the same boolean function.
Rule extraction techniques like M-of-N produce simpler rules with perceptrons that have several identical weights. Unfortunalely, this decision problem is NP-complete as the Knapsack problem can be reduced to it. Here is the reduction; Lemma 1: The 2 variable symmetry problem is NP-complete.
Proof: Let I = 1; n] n fi; jg. The perceptron P is symmetric with respect to x i ; x j i 8x 2 f0; 1g n ; w i x i + w j x j + The Knapsack problem remains NP-complete even if s(u) = (u); 8u 2 U. We reduce this restricted version of Knapsack to our symmetry problem; construct a perceptron such that I = U, 8u 2 U; w u = s(u) = (u), B = ?w j ?1 and K = ? w i .
Then, there exists a subset U 0 satisfying the Knapsack conditions if and only if the corresponding perceptron is symmetric with respect to x i ; x j .
Notice that, as the Knapsack is a pseudo-polynomial problem, the 2 variable symmetry problem becomes polynomial if the weights are restricted to integers polynomial in n. See 2] , for a polyhedral characterization of linear inequalities (perceptrons) that are equivalent to a given linear inequality.
