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Resumen 
Este artículo describe una línea de investigación basada en el tema de agentes móviles en sistemas 
distribuidos y su relación con el proyecto de investigación general del Laboratorio de Investigación 
y Desarrollo en Informática de la Universidad Nacional de La Plata. 
 
Introducción 
El proyecto marco del Laboratorio de Investigación y Desarrollo en Informática de la Facultad de 
Informática de la Universidad Nacional de La Plata, denominado “Proyecto LIDI. Investigación y 
Desarrollo en Informática”, está constituido por tres subproyectos. Uno de ellos, “Procesamiento 
Concurrente y Paralelo”, tiene por objetivo investigar los problemas de software asociados con la 
utilización de arquitecturas de procesamiento paralelo, especialmente sistemas multiprocesador 
distribuidos. 
Los temas principales abarcan la especificación de procesos concurrentes y paralelos; la  
transformación  de algoritmos secuenciales en paralelos y la optimización  de los  mismos, así como 
la implementación de soluciones de procesamiento masivo de datos mediante arquitecturas 
multiprocesador. 
Interesa especialmente la aplicación de estas investigaciones al procesamiento de señales (voz e 
imágenes) tanto para su tratamiento en tiempo real como para su transmisión a distancia. 
En este contexto, hay una línea de investigación que gira alrededor del tema de Agentes Móviles y 
sus aportes a los sistemas distribuidos. 
 
Agentes Móviles en Sistemas Distribuidos 
La diferencia fundamental entre un sistema distribuido y una red de computadoras convencional 
está dada por el concepto de “transparencia”. 
De acuerdo a la definición de Tanenbaum y Van Renesse, un sistema distribuido es aquél al que sus 
usuarios ven como un sistema operativo centralizado; sin embargo, se ejecuta en diferentes e 
independientes CPUs. El concepto clave aquí es la transparencia; en otras palabras, el uso de 
diversos procesadores deberá ser invisible (transparente) al usuario. 
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Otra forma de expresar esta misma idea es diciendo que el usuario verá al sistema como un 
uniprocesador virtual y no como una colección de máquinas diferentes. 
Según el Manual de Referencia de la ANSA, existen ocho áreas de desarrollo en las que se debe 
aplicar la transparencia en un sistema distribuido: 
- Transparencia en el acceso: Los recursos se deben poder obtener de la misma manera 
independientemente de si son remotos o locales. 
- Transparencia de respuesta: Se puedan utilizar diversas instancias de los objetos para 
incrementar la confiabilidad del sistema. 
- Transparencia de ubicación: El sistema se ve como una entidad y cualquiera de los 
recursos existentes deben poder ser accedidos de igual forma sin importar su ubicación 
geográfica. 
- Transparencia de concurrencia: Tanto usuarios como aplicaciones deben poder operar al 
mismo tiempo sin que el trabajo de uno interfiera con el del otro. 
- Transparencia de fallas: Evita que existan perdidas en las tareas de los usuarios, a pesar de 
que ocurra alguna falla en el hardware o en el software. 
- Transparencia de migración: Permite que existan movimientos en los objetos del sistema sin 
que esto repercuta en las aplicaciones o afecte a los usuarios. 
- Transparencia de rendimiento: El sistema debe ofrecer flexibilidad en cuando a la 
configuración se refiere; esto quiere decir, que debe de poder ser reconfigurado para 
incrementar su rendimiento y que esto no afecte ni a las aplicaciones, ni a los usuarios. 
- Transparencia de escalabilidad: Permite que el sistema pueda incrementar o disminuir su 
tamaño según se requiera. Esto debe de poder llevarse a cabo sin necesidad de cambiar la 
estructura del sistema. Es decir, pueden agregarse o quitarse dispositivos y que estos 
puedan ser aprovechados por el software en ejecución. 
Las tecnologías de objetos distribuidos y de agentes móviles han contribuido notoriamente a la 
transparencia de migración y por consiguiente a la transparencia de rendimiento. Estos son los 
aspectos que despiertan mayor interés en este tema de investigación. 
El objetivo de esta línea de investigación está en los aportes de la orientación a objetos aplicada a 
los sistemas distribuidos, con énfasis en la migración y sus mecanismos tratando de minimizar el 
impacto sobre la eficiencia. La temática es una de las áreas de mayor investigación actual en 
Informática por el crecimiento de los sistemas y aplicaciones distribuidas. 
Los temas de investigación derivados son múltiples incluyendo a la programación distribuida; 
modelo cliente/servidor y modelo N-tier orientados a funciones (sockets), orientado a RPC u 
orientado a objetos distribuidos (RMI, JINI, CORBA, DCOM, Enterprise JavaBeans); agentes 
móviles; programación remota; sistemas multiagentes; interoperabilidad, bases de datos 
distribuidas, buscando optimizar el rendimiento del sistema distribuido en general. 
En particular se investigará el tema general de la migración de objetos o agentes móviles y su 
relación con la transparencia de ubicación, de migración y de rendimiento. 
 
Desarrollo y Experimentación 
La metodología de investigación aplicada que se utiliza normalmente en el LIDI tiene una serie de 
pasos, que incluyen estudiar los fundamentos teóricos del tema, analizar la bibliografía existente, 
focalizar el objetivo de investigación aplicada, integrar el trabajo a un grupo de investigación en el 
marco de un proyecto, analizar hipótesis, experimentar y obtener resultados, y evaluar los resultados 
y eventualmente publicarlos. 
En este caso en particular los desarrollos y experimentación están orientados a los sistemas 
paralelos y distribuidos utilizando agentes móviles como forma de mejorar la eficiencia en cuanto a 
tiempos de respuesta, sin perder de vista temas relacionados tales como escalabilidad. 
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