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ABSTRACT 
 In this archival study we used real historical stock prices to examine the hypothesis that 
grammatical gender assignments of a company’s name passes gender stereotypes onto the 
company itself, and consequently changes investors’ expectation of the stock performance. We 
gathered historical stock price data from Spanish speaking countries, and compared average 
momentum (the expectation that the current price trend will continue. i.e. what went up will keep 
going up, and what went down will keep going down) among the companies with masculine 
names, feminine names, and gender ambiguous/neutral names. We calculated momentum 
utilizing different lengths of observation and holding time, as well as different calculation 
frequencies (by days and by months) to test for robustness of the result. Across different 
strategies, masculine-named companies consistently display higher momentum than feminine-
named companies. Moreover, disaggregating the momentum into momentums during upward 
trends (momentumbuy) and downward trends (momentumshort) indicates that the observed 
momentum return results mostly from buying past rising stocks, rather than shorting past falling 
stocks. Gender differences are not evident in momentumshort. Implications for the effect of 
grammatical gender in high-stakes situations, and future directions are discussed.  
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CHAPTER 1 
INTRODUCTION 
 
1.1 Language and Thought 
 We have come a long way from the days when Whorf first put forward the daring and 
intriguing “language shapes thought” theory (Sapir, 1929; Whorf, 1956). Much evidence since 
then indicates that lacking a word for a specific concept in a specific language does not render 
the speakers incapable of understanding or experiencing it (Heider, 1972; Li & Gleitman, 2002; 
Lindsey, Brown, Brainard, & Apicella, 2015). Thus, the strong form of the Sapir-Whorf 
hypothesis is generally considered refuted in the cognitive literature (Kay & Kempton, 1984; 
Kay & Regier, 2003; Wright, Davies & Franklin, 2015). However, researchers in the opposite 
camp consistently find evidence that supports the weak form of the Sapir-Whorf hypothesis: 
language does at least have some influence on the way that we perceive, understand, and 
remember the world (Agnoli, 1991; Sera, Berge, & del Castillo, 1994; Slobin, 1996; Roberson, 
Davies, & Davidoff, 2002). Specifically, this influence becomes stronger as the concept that we 
think about gets more abstract, because for the more concrete concepts such as color, we can rely 
on our other senses to form mental representations, and these other senses are believed to be 
more universal than the languages. On the other hand, language is the only way to mentally 
represent the more abstract concepts.  
 One example of an abstract concept whose perception is heavily influenced by language 
is time. In Chinese, time is expressed using preposition such as “above” or “below” (“last week” 
would literally be “the week above”, for example). Consequently, Chinese participants tend to 
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visualize time as a vertical medium as opposed to a horizontal one (Boroditsky, 1999), showing a 
stark contrast from that of an English speaker. 
 Grammatical gender is another feature that has drawn much attention from language 
researchers defending the weak form of the Sapir-Whorf hypothesis. Although not necessarily a 
more abstract concept than time, grammatical gender has the benefit of being more arbitrary and 
more removed from the context. They are more arbitrary because in grammatically gendered 
languages gender is not only assigned to animated objects that (more likely than not) have 
gender, but also appointed to inanimate objects. Since inanimate objects do not have a biological 
gender, a Spanish speaker thinking that keys are feminine but bridges are masculine is likely to 
be getting this impression from the words’ grammatical gender. More on this point later. 
 
1.2 Gendered Languages 
 Thanks to the work of linguistic researchers, we now know that the vast majority of the 
languages in the world can be divided into three basic groups based on how much of a role 
gender plays (Prewitt-Freilino, Caswell, & Laakso, 2012). Grammatical gender languages rank 
as the most gendered languages, where all of the nouns are assigned a gender. Some 
Grammatical gender languages have two genders: masculine or feminine (such as French). Some 
have a third neuter gender (such as German). The gender of the noun is reflected repeatedly in 
the grammatical structure of a sentence, such as in the choice of articles (e.g. “le” and “la” in 
Spanish) and the conjugation of adjectives (e.g. In Spanish, most adjectives end in “o” when 
describing a masculine noun, and end in “a” when describing a feminine noun). Ranking second 
on the list are the natural gender languages, where the natural gender of the object is shown 
through pronouns (e.g. “he” and “she” in English), but not through any other part of the sentence. 
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Also, inanimate objects or concepts are not gendered. Lastly, some languages do not consistently 
distinguish gender at all, not even in the pronoun choices. Thus it is grammatically correct to 
refer to men, women, dogs, and books alike with the same pronoun.  
 Grammatical gender ought to be distinguished from biological gender, since they do not 
always converge, not to mention that grammatical gender is also assigned to inanimate objects, 
which by definition do not have a biological gender. A quote from Mark Twain neatly illustrates 
how arbitrary and meaningless gender assignments can be sometimes:  
“In German, a young lady has no sex, while a turnip has… [A] tree is male, its buds are 
female, its leaves are neuter. Horses are sexless, dogs are male, cats are female… tomcats 
included” 
 Moreover, across languages (especially across languages with different linguistic 
origins), the gender of inanimate objects can be surprisingly different, leaving the poor language 
learners head-scratching and bewildered. For example, the word “sun” is masculine in Spanish, 
feminine in German, and neuter in Russian (Boroditsky, Schmidt, and Phillips, 2003). This again 
shows how arbitrary the grammatical gender categories can be sometimes. 
 
1.3 Grammatical gender affects speakers’ perception and memory 
 Research in the past has shown that people’s mental representation of inanimate objects 
is influenced by the grammatical gender assigned to these objects’ names, even in the cases 
where the gender assignment seems completely arbitrary to an outsider’s eyes. Taking advantage 
of the fact that the same word may have different gender in different languages, a clever research 
paradigm was designed to show that the arbitrarily assigned grammatical gender turns out to be 
comprehended in the same way as the biological gender. Researchers picked a set of nouns, half 
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of which were grammatically masculine in German but grammatically feminine in Spanish, 
while the other half were the other way around. All of the nouns have no biological gender. The 
participants were asked to rate these nouns on their potency, which is a stereotypical male trait. 
First, both Spanish and German participants hold the same gender stereotype, shown by their 
rating of the word “man” as more potent than the word “woman”. What’s more, participants 
from both countries consistently rated the masculine nouns in their own language to be more 
potent, compared to participants from the other country (where the noun is feminine). This 
finding provides evidence that grammatical gender becomes “meaningful” in a way to its 
speakers, such that gender stereotypes, typically only associated with an objects’ biological 
gender, permeate to the grammatical gender as well (Konishi 1993). With that said, however, 
please note that “meaningful” here is most likely not the result of speakers’ conscious evaluation 
or comprehension. 
 Perhaps the most straightforward demonstration of how grammatical gender changes 
people’s perception of the otherwise gender-neutral object is the following one by researchers 
Sera, Berge, and del Castillo (1994). In their experiment, Spanish speakers rated inanimate 
objects as more masculine or more feminine based on their grammatical gender in Spanish, and 
the effect is stronger when the objects’ pictures are accompanied by their Spanish labels as 
opposed to English labels.  
 One may argue that Sera and colleagues’ results could be contaminated by demand 
characteristics. To address this concern, another group of researchers designed a subtler test that 
neatly conceals the experimental objective (Boroditsky et al., 2003). Spanish and German 
participants were used again. Researchers taught participants the names of 24 objects that have 
opposite genders in Spanish and in German. Half of the names were gender congruent with the 
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object, and the other half were gender incongruent. Researchers found that participants’ memory 
for the gender congruent name-object pair was better than the incongruent pair. For example, 
German participants tended to remember an apple paired with the name “Patrick” better than 
when it is paired with “Patricia”, because apple is masculine in German. On the other hand, 
Spanish participants remembered the name-object pair “Apple-Patricia” better than the pair 
“Apple-Patrick”, since apple is feminine in Spanish.  
 The same group of researchers also asked German and Spanish participants to describe 
inanimate but grammatically gendered objects with adjectives, and then asked English mono-
speakers to rate the adjectives on their masculinity-femininity. Consistent with their previous 
findings, the masculinity or femininity of the adjectives coincided with the specific grammatical 
gender of the object. Here is an example of adjectives from the participants: Keys (masculine in 
German yet feminine in Spanish) are “hard, heavy, jagged, metal, serrated, and useful” as 
described by German participants, but “golden, intricate, little, lovely, shiny, and tiny” as 
described by Spanish participants.  Moreover, the effect strength is predicted by the person’s 
fluency in the grammatically gendered language (Boroditsky et al, 2003). A closer look into the 
mechanism behind the phenomena above reveals that it is driven by people deliberately looking 
for similarities between the object and the other nouns in the same gender category, thus the 
gender stereotypical traits gets carried over to the otherwise neutral object. 
 A skeptical reader may raise the counter-argument that it is not language features (such as 
grammatical gender) that shapes thought, but rather that the language features that has evolved 
reflect the perception, thought, and feelings of people within that culture. In other words, the 
causal arrow could go the other way. First of all, I believe that the relationship is probably a 
reciprocal one, like pretty much all relationships that psychologists study. To address the 
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imaginary reader’s concern more head-on, researchers have used invented languages to test for 
the effect of grammatical features on perception (Phillips, W., & Boroditsky, L. 2003), aiming to 
control for the influence of culture. In the study, English speakers learned, via examples, about 
an invented language where a feature resembles that of a grammatical gender, but the labels were 
“oosative” and “soupative”, rather than “masculine” and “feminine”. When later asked to 
generate adjectives to describe inanimate objects that belong to one of the two categories (the 
pairings between objects and category were counterbalanced between individuals), the 
participants were again more likely to provide adjectives that reflect the corresponding gender 
stereotype.  
 
1.4 Effect of language in high-stakes situations 
 The effects reviewed above are all from low-stakes evaluation and memorization tasks, 
where spillover doesn’t have much consequence. In situations where stakes are high and decision 
making demands rational, careful thought, one would think that the effects of language should be 
minimal. However, studies in the past have also demonstrated the surprising persistence of the 
language effect in high-stakes situations. For example, researchers found that important real-
world life choices are influenced by certain language structure, specifically, whether and how the 
language denotes future events (Chen, 2013). Speakers of languages without a clearly marked 
future tense are more willing to sacrifice their present happiness for future wellbeing. For 
example, they would choose to save more for retirement, be more likely to use condoms, have 
more regard for long-term health by exercising more and smoking less, etc. It seems that lacking 
the vocabulary to talk about the future as if it is separate and distinct from the present enhances 
the connection between one’s current self and the future self, making the sacrifice for future 
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easier. To rule out confounds from other socio-economic variables and cultural differences 
across countries, the researcher managed to conduct within country comparisons among people 
with the same level of income, education, and family structure, but who speak different 
languages. The effect still holds.  
 Can we extend the finding to grammatical gender? We now know that grammatical 
gender suggests gender stereotypes to the speaker no less than real biological gender does, such 
that the same object, if denoted as a feminine noun in language A, can be regarded as more 
__insert your favorite female stereotypical adjective here__ compared to in language B where 
it’s denoted as a masculine noun. Would the gender stereotyping persist in domains that people 
may actually care more about, such as behavior in investment and money making?  
 
1.5 Efficient Market Theory V.S. Behavioral Finance 
 Classical economists conventionally theorize economic players as self-interested rational 
beings with clear goals and priorities (Thaler, 2015). They considered this Homo Economicus 
(“the economic man”) assumption to be a harmless simplification, a premise that - even if not 
entirely true - is not far off. Building on this premise, the Efficient Market Theory (Fama & 
French, 1996) conceptualizes the market as the result of millions of rational and self-interested 
players making millions of rational and self-interested decisions in a completely transparent 
environment (i.e. everyone has the same information to make their decisions). Consequently, any 
potentially lucrative opportunities shouldn’t exist at all, since they should have already been 
taken advantage of in the second that they emerge. There is simply no way to out-perform the 
market.  
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 Like all exciting and daring theories, the Efficient Market Theory has its own strong, 
medium, and weak forms, and each form has its own loyal disciples. But the bottom line is, all of 
the disciples are advocates for efficient market behavior in some form, since they should have at 
least agreed with the fundamental assumption upon which the theory is built. It would thus seem 
ridiculous if such important decisions about whether to bet one’s future financial wellbeing on a 
company’s projected prosperity can be easily swayed by random factors such as whether the 
company happens to take on a masculine or a feminine name1.  
 However, social psychologists have been eager to argue against the Homo Economicus 
premise. Countless experiments have shown just how clueless people could be in terms of what 
they want and what they like (Ariely & Loewenstein, 2006; Frederick & Fischhoff, 1998; Hsee, 
Loewenstein, Blount, and Bazerman, 1999). What’s more, people readily depart from their self-
interest, be it with regret (swayed by some contexts that shouldn’t otherwise matter) or without 
regret (driven by sense of righteousness or virtue. Frank, 2005). The decision making process, 
even in areas where much at stake (such as where to put one’s retirement money), can be 
surprisingly irrational. Pioneers in behavioral economics who took the first steps in marrying 
classical economic theories with psychological behavioral research have worked for decades to 
advocate for the importance of the human factor in explaining micro and macro economic 
phenomenon (Thaler, 2015; Tversky & Kahneman, 1974; Tversky & Kahneman, 1985; Schelling, 
1978). Following their footsteps, fruitful research has unveiled that many factors other than 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  Note:	  for	  the	  remainder	  of	  this	  paper,	  stocks	  with	  names	  that	  are	  grammatically	  masculine	  will	  be	  referred	  to	  as	  “male	  stocks”	  or	  “masculine	  (sounding)	  stocks”,	  interchangeably.	  I	  do	  the	  same	  with	  “female”	  stocks.	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fundamental financial information have an impact on investor’s decision about whether to invest 
in a financial product.  
 For example, drawing from the theories of the framing effect from social psychology, 
researchers looking at the relationship between metaphors and the market performance 
discovered that how the market is portrayed in the media can influence investors’ prediction of 
whether a price trend would persist in the future (Morris, Sheldon, Ames, & Young, 2007). In 
one of their studies, the researchers classified market commentators’ language in talking about 
the market performance as either including an “Agent metaphor” (e.g. “the NASDAQ 
climbed…” ), or an “object” metaphor” (e.g. “the NASDAQ was driven up…”), and found that 
participants that saw an Agent metaphor were more likely to predict that the trend would 
continue in the future. Moreover, their archival analysis of end-of-day CNBC commentary as a 
function of daily price trajectories showed that Agent metaphors were more likely associated 
with upward steady trends, while object metaphors were more likely used when there were 
downward steady trends.  
 Along the same lines, researcher Nicaise investigated the effect of metaphor and imagery 
on market performance prediction (2014). In the study, participants were given excerpts of 
made-up stock performance evaluation with a slight optimistic tone, containing different 
metaphors. Nicaise manipulated the types of metaphor to range from emphasizing complete 
control (the market is mobile, like a rational and responsible human-being who knows where to 
go), to less control (health metaphor), and finally to no control (weather metaphor). The mobility 
metaphor implying agency was the most effective in getting participants to invest.  
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1.6 Dissecting “Agency” 
 From the studies reviewed above, it seems that imbuing “agency” to stocks leads to two 
expectations that may or may not converge: 1) continuation of the current trend, or 2) going 
upward in general. To elaborate, the first expectation is based on the finding that an “agentic” 
stock is more likely to continue with its current trend (Morris et al, 2007). In other words, it will 
have a larger momentum (more on this concept in the next section). The second expectation 
results from the finding that “agency” is more readily imbued when the past trend is upward as 
opposed to downward (Morris et al, 2007; Nicaise, 2014). A potential explanation for this 
finding could be that seeing things go against downward potentials, or “gravity” so to speak, 
implies volition, control and power. The same logic going backwards then implies that agentic 
stocks (with agency imbued via other methods) are expected to willfully and successfully go 
upwards. When it comes to predicting future stock trends based on past information, these two 
expectations may lead to converging or diverging results. When “agentic” stocks have gone up in 
the past, both 1) and 2) suggest they will continue to go up in the future. However, when 
“agentic” stocks have gone down in the past, 1) and 2) actually suggest opposite trends, so 
predictions becomes less clear. 
 
1.7 Market Anomalies and Momentum 
 Although the Efficient Market Hypothesis has become a textbook classic and a corner 
stone to modern financial theories because of its implications to investment (e.g. favoring low-
cost passive investment portfolios), it remains controversial and is often disputed (Shiller, 2001). 
For decades, finance researchers and practitioners have set their minds to build the case against 
the Efficient Market Hypothesis. The opportunities that researchers found that can potentially be 
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taken advantage of are called Market Anomalies, since they divert from the ever fairly priced 
rational market presumed by the Efficient Market Hypothesis. Over the years a handful of 
Market Anomalies have been uncovered, such as the momentum effect over the medium run 
(Jegadeesh & Titman, 1993; Chan, Jegadeesh, & Lakonishok, 1996; Jegadeesh & Titman, 2001), 
the reversal effect over the long run (De Bondt & Thaler, 1989), the small firm effect where 
anomalies tend to be more pronounced in companies of smaller sizes (Jegadeesh & Titman, 
1993), the January effect which denotes the periodical increase in stock price in January (De 
Bondt & Thaler, 1985; De Bondt & Thaler, 1987), and so on.  
 Among these market anomalies, we chose to focus on the momentum effect. An 
abundance of literature has examined the momentum effect and has attempted to explain the 
reason for its existence (Jegadeesh & Titman, 1993; Jegadeesh & Titman, 2001; Rouwenhorst, 
1998; Moskowitz & Grinblatt, 1999; Menkhoff, Sarno, Schmeling, & Schrimpf. 2012; Asness, 
Moskowitz, & Pedersen, 2013). It has now been quite well established that the momentum effect 
consistently exists across time and in a wide range of different countries (except in Japan; see 
Chui, Titman, & Wei, 2000). However, researchers have not yet reached consensus on its cause. 
We believe that human decision-making heuristics are a promising place to look.  
 
1.8 The current study 
 In the following study we attempt to examine the effect of grammatical language in a 
high stakes situation: investment decision-making. We demonstrate that the seemingly arbitrary 
linguistic factors, such as the grammatical gender of the company’s name, can influence people’s 
expectation of its stock’s future price trends, thus contributing to explaining the existence of the 
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puzzling momentum effect. Notably, however, this is by no means a complete explanation to 
momentum, since it may apply only in countries where language is gendered.  
 We begin with an archival study using real historical price data. Our hypothesis is that, if 
investors who speak a grammatically gendered language indeed carry their gender stereotypes 
over to the arbitrarily assigned grammatical gender of a company, they should see a company 
with a masculine name to be more agentic and less labile than a company with a feminine name. 
This imagery of the company should be reflected in their expectation of the future price trend of 
the company’s stock. Specifically, seeing a company as stronger and more determined should 
lead investors to be more likely to predict a continuation of the current trend (i.e. large 
momentum), whereas seeing a company as emotional, unpredictable, and capricious will lead to 
the expectation that the current trend won’t necessarily proceed (i.e. small or negative 
momentum).  As noted above, findings that agency implies both continuity and upward 
movement lead to a clear prediction when agentic companies have gone up in the past: they 
should go up in the future.  When agentic companies have gone down in the past, the prediction 
is less clear, as continuity and upward movement suggest different directions. 
 This expectation of investors will in turn translate into their investment behavior, and 
ultimately lead to the actual movement of the stock price. For example, when predicting that the 
current upward trend will persist, investor will buy the stock share, thus indeed driving the price 
up. Should the effect exist, it will most likely be strongest when most of its investors are native 
Spanish speakers. Therefore, we decided to narrow down our sample to shares of Spanish-
speaking countries’ companies that are also traded in Spanish-speaking countries. Companies 
that trade in stock exchanges located in non-Spanish-speaking countries are more likely to have 
larger proportion of traders that don’t speak Spanish, and are therefore not included in this 
	   13	  
sample. In sum, we hypothesize that for Spanish-speaking countries’ companies that also trade in 
Spanish-speaking countries, the shares with masculine names will display larger upward 
momentum than the shares with feminine names. 
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CHAPTER 2 
STUDY PROCEDURE 
2.1 Choosing a language 
 There are many gendered languages in the world, generally falling into the following 
linguistic families: Slavic (Russian), Germanic (German), Romance (Spanish and French), Indo-
Aryan (Hindi), or Semitic (Hebrew), with some exceptions (Prewitt-Freilino, Caswell, & Laakso, 
2011). About 33% of the countries in the world are using grammatically gendered language as 
their official language (World Atlas of Language Structures, 2014). Among all the grammatically 
gendered languages, we chose to test our hypothesis in Spanish first, because 1) Spanish-
speaking research assistants are readily available; 2) the Psychology subject pool at University of 
Illinois contains much more Spanish-speaking participants compared to the other gendered 
languages, which will make recruiting participants easier in the future experimental studies. 
 
2.2 Forming a list of companies 
 A list of all companies that are originated and traded within a Spanish speaking country 
was obtained from the Bloomberg database (available from Margolis Market Information Lab). 
For example, a Mexican company that is currently traded in one of Mexican’s stock markets will 
be included, while a Peruvian company that is only traded in the New York stock market will not 
be included. The Spanish speaking countries include: Argentina, Bahamas, Barbados, Bolivia, 
Cayman Islands, Chile, Colombia, Costa Rica, Dominica, Ecuador, El Salvador, Guatemala, 
Honduras, Jamaica, Mexico, Nicaragua, Panama, Paraguay, Peru, Puerto Rico, Saint Kitts & 
Nevis, Saint Lucia, Trinidad & Tobago, Uruguay, Venezuela, and Spain. The list of countries 
was formed based on the language chapter of the CIA fact book, which details the official and 
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most widely spoken language in each country. Countries are included if Spanish is spoken as the 
official language AND one of the majority languages (if a percentage is given). There are a total 
of 1366 companies that satisfy these criteria.  
 
2.3 Determining the gender of company names 
 The list of companies obtained from Bloomberg was coded by three native Spanish-
speaking research assistants on the grammatical gender of company names. The categories used 
were “feminine”, “masculine”, and “ambiguous/neutral”. The third category is a collection of the 
names that cannot be clearly categorized as feminine or masculine. Most of these names are 
foreign words, made-up words, or abbreviations. Cohen’s Kappa values for inter-coder reliability 
between each pair of the coders are 0.596 (N=1365), 0.526 (N=1361), and 0.536 (N=1362). 
Excluding the ambiguous/neutral category, the inter-coder reliability becomes much higher 
(pairwise Kappa: 0.856, 0.703, 0.753). This makes sense since having an ambiguous 
grammatical gender by definition means that coders will tend to disagree on the gender. See 
Appendix II for some examples of masculine, feminine, and gender ambiguous/neutral company 
names. To sharpen the test of the hypothesis, we focused only on the cases where all three coders 
agreed on a gender. Names with disagreement or names categorized as ambiguous/neutral were 
disregarded (Ndrop = 764). A total of 601 companies satisfied this inclusion criterion (Nmale=247, 
Nfemale=354).  
 
2.4 Obtaining stock price data 
 In order to obtain the historical performance of the company stocks, we used Bloomberg 
again to search for the historical price data from the first trading date of year 2000 to the date of 
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data retrieval (Sept.24, 2015). We obtained the closing price for each trading day that was 
available during this time period, which resulted in at most one data point per day. Note that the 
majority of the companies have an abundance of missing data points due to the stock shares not 
trading on a particular date. Across all companies in our sample, the number of available days 
ranges from 0 to 3959 (full set), and only nine companies have complete data.  
 To avoid the calculated momentum index to be swayed too much by any single day’s 
abnormality, we removed the companies that have too few day-points. We went with an arbitrary 
cut-off point of 50, and removed all companies that have fewer than 50 days’ price data. We are 
left with the price data of 970 companies to work with. Further, due to the specific feature of the 
momentum calculation formula (see next section), if a company’s stock price did not change at 
all during the sample period, momentum will be recorded as missing. 114 companies fall under 
this category, resulting in usable momentum information from 856 companies.  
 
2.5 Final sample size 
 To examine gender effect on momentum, we need both data on price and data on gender 
for the same company. Therefore, taking the intersection of the two sets described above, our 
final sample size comes down to an average of 354 (Nfemale = 207, Nmale = 147) across different 
calculation strategies (note: sample sizes fluctuate slightly based on the different observation and 
holding period lengths, see definition below).  
 
2.6 Calculating Momentum 
 Momentum is defined as the rate of return obtained from buying past rising stocks and 
selling past falling stocks (i.e. invest using the momentum strategy). The larger the rate of return, 
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the more successful the momentum strategy is, thus indicating a larger momentum. To carry out 
one “operation” of the momentum strategy, we first observed each stock for a certain period (T1). 
If the stock price increased during T1, the stock is considered a winner stock in that period. If the 
stock price decreased, it is considered a loser stock in that period. At the end of T1 we buy or 
short-sell the stock, based on its winner/loser status, and hold this position for T2. The rate of 
return during T2 thus indicates the magnitude of momentum.  
  To avoid subjecting our analysis results to some one-time large irregular fluctuation of 
the stock price (e.g. news that aliens are attacking will likely devastate the real estate stocks 
while launch the Aerospace stocks through the roof), we carry out an “operation” once per day. 
In other words, a company with d days of closing price data will get d observations of 
momentum, which we then averaged to obtain a final momentum score for each stock. In some 
strategies we also carried out the operation once per month, following the convention in the 
finance literature. Then, momentum of male companies and female companies resulting from the 
same calculation strategy are compared using independent sample t tests.  
 Researchers in Economics and Corporate Finance have not reached consensus on the 
optimal lengths of T1 and T2. Changing these parameters will result in changes to the overall 
magnitude of momentum. Therefore, we tried all three “optimal lengths” suggested by different 
papers in the literature (Jegadeesh & Titman, 1993, 2000; Chui, Titman, & Wei, 2000; Goyal & 
Wahal, 2013). A consistent cross-gender difference in the magnitude of momentum will 
demonstrate the robustness of the result. Moreover, some studies have suggested that momentum 
effect is only prominent in the medium run, while in the very short run as well as in the long run 
a reversal effect tends to emerge, where buying past losers and selling past winners (exactly the 
opposite of the momentum strategy) becomes profitable (Jegadeesh, 1990; Lehman, 1990). Some 
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researchers advocate for excluding the very short run from analysis to acquire a larger 
momentum effect (Chui, Titman, & Wei, 2000; Goyal & Wahal, 2013). This is achieved by 
inserting a waiting period (Twait) of 1 month in between T1 and T2. We employed this method in 
some of our strategies. Lastly, results are averaged across different lengths of observation and 
holding periods, and t test is used again to test for between group differences. 
 There are alternative ways of defining the winner and loser stocks. For example, stocks 
can be compared with all the other stocks in the same portfolio, forming a rank based on their 
performance during T1. Winners and losers can be defined as the first and last X% of the stocks. 
Researchers in the past have chosen X=10% or X=30%, based on the size of their portfolio. In 
this way, the investment decision is based on the relative performance of the stock during T1, 
rather than its absolute performance. Thus, hypothetically, in a bull market the loser stocks can 
also be rising, only slower than the winners. Some have argued that the relative winner-loser 
status more accurately defines momentum than absolute gains and losses (Asness, Frazzini, 
Israel, & Moskowitz, 2014). Another way is to use the slope of the best fitted regression line 
between time and price during T1. In this way, the price information in between the starting and 
ending points are all taken into consideration. However, it is not clear how much weight should 
be put into these fluctuations in between when investors are making decisions. In the current 
study we chose the absolute performance as our investment criteria to begin our analysis. In our 
future work, we aim to expand our analysis to other definitions of momentums to test the 
robustness of our current results.  
 Furthermore, since the market eventually moves upward over the very long run due to 
growth of the whole economy and inflation, the momentum strategy for selling past loser stocks, 
at our current break point of zero, may not be profitable. Indeed, past research in momentum has 
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found that longing strategies (buying past winners) are more profitable than shorting strategies 
(selling past losers), and that the return from momentum is either mostly or primarily driven by 
the longs (for example, see Jegadeesh & Titman, 1993; Asness et. al. 2014). Therefore, when 
averaging the momentum for each stock, we disaggregated the momentum during the winning 
period (momentumbuy) and the momentum during losing period (momentumshort) to examine their 
effects separately.  
 The formulae for calculating momentumbuy and momentumshort are (P= price): 
 1). If price increased during T1, then count once for # of times bought, and: 
momentumbuy = Pend - Pstart / Pstart 
 2). If price decreased during T1, then count once for # of times short, and: 
momentumshort = Pend - Pstart / Pstart 
 3). momentumoverall = ((# of times bought * momentumbuy) - (# of times shorted * 
momentumshort))  / (# of times bought + number of times shorted)  
 Histogram and boxplot of the momentums show that some companies’ stock momentums 
are potential outliers. Some outliers have such extreme values that they are more than 10 times 
larger than the average. Therefore, we used Tukey’s “inner fences” -- 1.5 times the Interquartile 
Range above the 75th percentile and below the 25th percentile -- as the criteria to determine and 
remove outliers.   
 
2.7 Hypotheses revisited 
 We hypothesize that momentumoverall and momentumbuy should be positive, consistent 
with the literature. Also, a clear gender effect should emerge for momentumbuy, such that 
masculine named companies will show a higher momentum than feminine named companies. 
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Masculinity is associated with being agentic, powerful, forceful, and strong-minded. Once a 
decision is made, it is hard to change. We think that mapping this gender stereotype on to the 
movement of stock prices would result in higher momentum, i.e. more continuation of the 
previous trends. On the other hand, femininity is associated with having more emotionality and 
less predictability. Applying this gender stereotype to the investment scenario could indicate that 
previous price trends would not necessarily signal future trends, so investors may expect smaller 
momentum from stocks with feminine names.  
 With regard to momentumshort, depending on how much the overall market displays an 
upward general trend (i.e. a “bull” market), it is unclear whether shorting past losers will be 
profitable or not. Therefore, momentumshort could be positive or negative. Furthermore, the two 
aspects of agency work in opposite directions when the past trend is falling. If agency implies 
continuity, then stocks going down should continue to go down.  If agency implies upward 
movement, then downward stocks will reverse course and go up, although perhaps with a smaller 
degree of increase than momentumbuy. Thus, the gender effect of momentumshort is also unclear. 
Assuming that male stocks are seen as more agentic than female stocks, then when the stock has 
fallen in the past, the continuity aspect of agency would predict that male stocks are more likely 
to keep falling than female stocks in the future, while the “going up” aspect of agency would 
suggest the reverse. If the two effects are both present and cancel each other out, then there will 
be no gender effect for momentumshort. 
 To summarize, our hypotheses are: 
 H1: When stock price rose in the past, it is more likely to rise in the future (i.e. 
momentumbuy > 0) 
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 H2: When stock price fell in the past, one of the following will happen: 1) stock price is 
more likely to fall in the future (i.e. momentumshort < 0) or 2) stock price is still more likely to 
rise than to fall in the future, but to a lesser degree than that of momentumbuy (i.e. 0 < 
momentumshort < momentumbuy). 
 H3: Male stocks have larger momentumbuy than female stocks 
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CHAPTER 3 
RESULTS 
3.1 MomentumOverall. 
MomentumOverall is the weighted difference of momentumbuy and momentumshort. For ease 
of discussion, I will hereafter use “strategies” to refer to the combination of different observation 
and holding periods (6-1-6, 11-1-3, & 12-0-3) and calculation frequency (by day & by month). 
 Results show that MomentumOverall is positive across different strategies (Table 1), 
indicating that in general the momentum investment strategies have yielded positive return. 
Across four of the six strategies, t test shows significant between-group differences (Table 2). 
Male stocks exhibited significantly higher momentum than female stocks in four of the six 
strategies. Strategy 6-1-6 by month yielded a marginally significant result, and the trend is 
congruent with all the other strategies. Taking an average across the observation and holding 
periods also demonstrated that companies with male names (Mday,male = .029, SDday,male = .036; 
Mmonth,male=.030, SDmonth,male=.037) have significantly higher momentum than companies with 
female names (Mday,female = .021, SDday,female = .035; Mmonth,female=.019, SDmonth,female=.035), (tday 
(375)= 2.157, pday=.032; tmonth (370) = 2.900, pmonth=.004). 
 
3.2 Momentumbuy. 
 Momentumbuy can be understood as the momentum of upward trends. In other words, 
larger value of Momentumbuy signifies that the stock price is more likely to keep rising and with 
a larger increase if it has risen in the past. Both the “agency implies upward movement” and 
“agency implies continuity” lead to the prediction that more “agentic” stocks that have gone up 
will continue to go upward.  
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Table 1. Means and Standard Deviations of Momentumoverall 2 
Calculation 
Frequency 
t1-twait-t2 (in 
months) 
 
N 
 
M 
 
SD 
Day 
6-1-6 820 .027 .050 
11-1-3 827 .016 .031 
12-0-3 837 .018 .031 
Average 876 .020 .036 
Month 
6-1-6 808 .028 .052 
11-1-3 812 .016 .030 
12-0-3 831 .017 .032 
Average 865 .020 .037 
 
Table 2. Momentumoverall Means for Male Stocks and Female Stocks  
Calculation 
Frequency 
T1-Twait-
T2 (in 
months) 
Gender 
of Stock 
N M SD t p 
 
 
 
Day 
6-1-6 Male 144 .039 .049 2.161 .031 
Female 205 .028 .050 
11-1-3 Male 152 .022 .033 1.547 .123 
Female 213 .017 .030 
12-0-3 Male 153 .024 .033 2.222 .027 
Female 215 .017 .029 
Average Male 157 .029 .036 2.157 .032 
Female 220 .021 .035 
 
 
 
Month 
6-1-6 Male 144 .039 .051 1.950 .052 
Female 204 .028 .053 
11-1-3 Male 146 .021 .032 1.967 .050 
Female 212 .014 .029 
12-0-3 Male 151 .026 .034 2.993 .003 
Female 215 .016 .030 
Average Male 156 .030 .037 2.900 .004 
Female 216 .019 .035 
  
 The means for momentumbuy across different strategies are all positive (table 3), which 
confirms H1. t tests consistently show significant between-group differences of momentum 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  2	  The	  descriptive	  statistics	  tables	  are	  formed	  based	  on	  all	  the	  companies	  that	  have	  both	  gender	  (M,	  F,	  ambiguous)	  and	  momentum	  information.	  N	  is	  larger	  than	  that	  of	  the	  t	  test	  table,	  because	  ambiguous	  genders	  and	  disagreement	  cases	  are	  still	  included.	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across all strategies: male momentumbuy is larger than female momentumbuy (table 4), which 
confirms H3. 
 
Table 3. Means and Standard Deviations of Momentumbuy 
Calculation 
Frequency 
t1-twait-t2 (in 
months) 
 
N 
 
M 
 
SD 
Day 
6-1-6 813 .064 .090 
11-1-3 803 .031 .045 
12-0-3 805 .034 .045 
Average 865 .041 .060 
Month 
6-1-6 798 .071 .094 
11-1-3 781 .035 .044 
12-0-3 797 .037 .047 
Average 838 .046 .062 
 
Table 4. Momentumbuy Means for Male Stocks and Female Stocks 
Calculation 
Frequency 
T1-Twait-
T2 (in 
months) 
Gender 
of Stock 
N M SD t p 
 
 
 
Day 
6-1-6 Male 149 .091 .092 3.418 .001 
Female 209 .056 .098 
11-1-3 Male 149 .042 .045 2.876 .004 
Female 206 .027 .048 
12-0-3 Male 148 .044 .046 3.121 .002 
Female 211 .029 .047 
Average Male 154 .056 .062 2.783 .006 
Female 216 .038 .064 
 
 
 
Month 
6-1-6 Male 149 .087 .097 2.146 .033 
Female 203 .064 .102 
11-1-3 Male 144 .044 .041 2.476 .014 
Female 200 .032 .048 
12-0-3 Male 145 .051 .046 3.728 .000 
Female 209 .032 .046 
Average Male 155 .059 .066 2.410 .016 
Female 215 .042 .067 
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3.3 Momentumshort.  
 Momentumshort stands for the momentum of the downward trends. A large negative 
Momentumshort value indicates that the stock price is more likely to keep falling and with a larger 
decrease if it has fallen in the past. In terms of an “agency” prediction, this would be consistent 
with an “agency implies continuity” hypothesis. On the other hand, a positive Momentumshort 
value is indicative of the opposite: the stock price still tends to rise even when it has fallen in the 
past (i.e. a reversal). In terms of an “agency” prediction, this would be consistent with an 
“agency implies upward movement” hypothesis.  
In our sample Momentumshort is positive across different strategies, with a smaller 
magnitude than Momentumbuy (table 5). This is consistent with the second part of H2. Breaking 
down the results by gender (table 6), t test for the strategies by days did not find significant 
between groups differences (on average, t (351) = 1.198, p = .232). However, the strategies by 
months yielded a marginally significant gender difference (on average, t (372) = 1.899, p = .058). 
 
Table 5. Means and Standard Deviations of Momentumshort  
Calculation 
Frequency 
t1-twait-t2 (in 
months) 
 
N 
 
M 
 
SD 
Day 
6-1-6 813 .044 .078 
11-1-3 790 .019 .041 
12-0-3 808 .018 .042 
Average 861 .028 .056 
Every month 
6-1-6 800 .050 .082 
11-1-3 785 .022 .043 
12-0-3 794 .021 .043 
Average 845 .033 .058 
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Table 6. Momentumshort Means for Male Stocks and Female Stocks 
Calculation 
Frequency 
T1-Twait-
T2 (in 
months) 
Gender 
of Stock 
N M SD t p 
 
 
 
Day 
6-1-6 Male 146 .048 .077 .726 .468 
Female 209 .041 .085 
11-1-3 Male 145 .023 .044 1.621 .106 
Female 205 .015 .042 
12-0-3 Male 147 .021 .046 1.689 .092 
Female 206 .013 .041 
Average Male 158 .033 .058 1.198 .232 
Female 221 .026 .058 
 
 
 
Month 
6-1-6 Male 148 .061 .088 1.964 .050 
Female 206 .043 .086 
11-1-3 Male 139 .026 .044 1.897 .059 
Female 204 .017 .043 
12-0-3 Male 146 .025 .046 1.891 .059 
Female 205 .016 .042 
Average Male 155 .042 .065 1.899 .058 
Female 219 .029 .060 
 
Verifying the results with an independent coder. The results above show a clear 
pattern across different momentum strategies that male stocks display higher momentumbuy than 
female stocks. We also verified these results by “replicating” them.  We asked an independent R 
programmer to write another set of R codes that achieves the same end goal. The R programmer 
knew only our final objective, but did not have access to the original R script we used. Results of 
the verification program show a great deal of consistency with the original. This replication 
minimizes the chance that the current results are due to a programming error and increases the 
likelihood they are robust in different implementations. Results are very similar to those above. 
Tables are included in Appendix I. 
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CHAPTER 4  
DISCUSSION 
 The results from the archival study are a promising start to exploring the effect of 
language in high-stakes situations. Tested with multiple observation and holding periods, and 
with both calculation frequencies (by days and by months), the overall momentum of stocks 
consistently differs based on the gender of the company name in Spanish. Decomposing the 
overall momentum into momentums during upward (momentumbuy) and downward trends 
(momentumshort) reveals that gender difference resides primarily in momentumbuy. Male stocks 
are more likely to keep rising when they have risen in the past compared to female stocks. The 
gender difference in momentum is not significant or is marginally significant when the previous 
trend has been downward.      
  We speculate that the gender differences in momentumbuy and momentumoverall are a 
result of gender stereotypes carried over by the grammatical gender of the company names. One 
possible mechanism could be that stocks with masculine names are considered to be more 
agentic, strong-willed and determined like a man, thus once a direction (especially an upward 
direction) is set, continuation is likely to follow. On the other hand, stocks with feminine names 
are considered to be emotional and labile like a woman, thus the past trend is not as likely to 
persist. Experimental studies are needed to pinpoint which gender stereotype is driving the 
observed gender differences in expected momentum.  
 Another mechanism through which gender effect manifests is the perceived agency and 
volition of the stock resulting in an upward expectation. Morris and colleagues have 
demonstrated that describing stock performance using anthropomorphic descriptions of 
movement made participants more likely to expect a continuation of past price trend (2007). 
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Moreover, they found that only when the stock price trend was going upward were real world 
commentators more likely to use agentic metaphors in the first place, painting the stock as if it 
had a will of its own to “climb” or “jump” against the downward gravity. Therefore, the agency 
factor may lead investors to expect a general upward trend.  
 The two mechanisms of agency work against each other in the momentumshort cases. 
When the expectation of “going up” dominates the expectation of “continuation” and when the 
general market environment is bullish, the resulting momentumshort would be positive but small. 
This is consistent with our finding that momentumshort is positive in general, but its magnitude 
tends to be smaller than momentumbuy. Looking at the neuter cases would help to better 
disentangle the two aspects of agency and pinpoint which aspect has a larger influence. We 
cannot do so with the current sample because in Spanish, all nouns are either masculine or 
feminine. In languages with three gender categories (masculine, feminine, or neuter), if the 
stocks in the neuter category are less personified than the two gendered categories, then a 
significantly weaker upward trend of the neuter stocks would indicate that agency means “going 
up”.   
 Another interesting possible future direction might involve asking Spanish-speaking 
participants to generate words that come to mind as they view the name of a company. The 
degrees of masculinity/femininity of the adjectives generated, as rated by naïve coders, can then 
be used to see if it mediates the results we found here.  
 The current study extends the existing literature on the “language shapes thoughts” 
debate by examining the effect of language on perception and decision-making in a high-stakes 
situation. We have chosen to focus on Spanish as one example of grammatically gendered 
languages. The gender effect may be larger in countries where gender inequality is more 
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pronounced and gender stereotypes are stronger. For example, the grammatically gendered 
languages Arabic and Hindi may be good candidates for future investigation. However, the 
content of gender stereotypes in these cultures could be different from that in the US. The size 
and maturity of their stock markets are also potential challenges for exploring the gender effect 
cross-culturally.   
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APPENDIX I 
Results Tables from the Alternative R Scripts 
 
Table 7. Means and Standard Deviations of Momentumoverall  
Calculation 
Frequency 
t1-twait-t2 (in 
months) 
 
N 
 
M 
 
SD 
Day 
6-1-6 815 .027 .051 
11-1-3 819 .016 .031 
12-0-3 828 .018 .031 
Average 868 .021 .036 
 
Table 8. Momentumoverall Means for Male Stocks and Female Stocks  
Calculation 
Frequency 
T1-Twait-
T2 (in 
months) 
Gender 
of Stock 
N M SD t p 
 
 
 
Day 
6-1-6 Male 143 .040 .049 1.998 .047 
Female 205 .029 .053 
11-1-3 Male 150 .022 .033 1.727 .085 
Female 210 .016 .030 
12-0-3 Male 152 .024 .033 2.176 .030 
Female 212 .017 .029 
Average Male 156 .029 .036 2.139 .033 
Female 217 .021 .035 
 
Table 9. Means and Standard Deviations of Momentumbuy  
Calculation 
Frequency 
t1-twait-t2 (in 
months) 
 
N 
 
M 
 
SD 
Day 
6-1-6 805 .064 .091 
11-1-3 795 .031 .045 
12-0-3 800 .034 .045 
Average 839 .042 .060 
 
Table 10. Momentumbuy Means for Male Stocks and Female Stocks  
Calculation 
Frequency 
T1-Twait-
T2 (in 
months) 
Gender 
of Stock 
N M SD t p 
 
 
Day 
6-1-6 Male 146 .093 .092 3.521 .000 
Female 205 .057 .098 
11-1-3 Male 146 .042 .045 3.027 .003 
Female 206 .027 .048 
12-0-3 Male 146 .045 .046 3.196 .002 
Female 210 .029 .047 
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Average Male 151 .057 .062 2.926 .004 
Female 214 .038 .064 
 
 
Table 11. Means and Standard Deviations of Momentumshort  
Calculation 
Frequency 
t1-twait-t2 (in 
months) 
 
N 
 
M 
 
SD 
Day 
6-1-6 801 .044 .078 
11-1-3 782 .019 .043 
12-0-3 794 .018 .043 
Average 851 .029 .057 
 
 
Table 12. Momentumshort Means for Male Stocks and Female Stocks  
Calculation 
Frequency 
T1-Twait-
T2 (in 
months) 
Gender 
of Stock 
N M SD t p 
 
 
 
Day 
6-1-6 Male 144 .048 .078 .668 .505 
Female 205 .042 .085 
11-1-3 Male 142 .023 .044 1.811 .071 
Female 203 .014 .044 
12-0-3 Male 145 .021 .046 1.870 .062 
Female 204 .013 .042 
Average Male 156 .034 .058 1.255 .210 
Female 218 .026 .059 
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APPENDIX II 
 
Table 13. Examples of masculine, feminine, and gender ambiguous/neutral names 
Male Female Ambiguous/neutral 
Andacor Corpesca Air Liquide Uruguay 
ECO Futuro SA Soprocal Calerias e 
Industrias 
LI Williams Ltd 
Banco Solidario SA Aseguradora Magallanes 
SA 
First Citizens Bank Ltd 
Hulytego SA Cinoca SA Tradi SA 
Grupo Empresarial San 
Jose 
Costa Verde Aeronautica 
SA 
DLRTRAC 15 
 
