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Abstract 
The European Air Traffic Network (ATN) consists of airports and Area Control Centres (ACCs), and is a 
highly complex system. Given that the Air Traffic Management (ATM) in Europe is shifting from a local 
level to a network-wide level through the implementation of a new trajectory-based Concept of 
Operations (ConOp), a network capacity estimation method is required to indicate and monitor the 
performance of the ATN. The current indicator of network capacity, Air Traffic Flow Management 
(ATFM) delay, is not a direct measure of capacity and is insufficient for planning and management 
purposes.  
The existing literature on ATM shows that current capacity estimation methods tend to focus on 
capacity issues at local levels. Although some research has been undertaken on capacity estimation 
for large scale ATNs, these methods are neither transferrable nor flexible. In order to fill this gap, this 
thesis proposes an analytical approach based on Linear Programming (LP) to estimate the capacity of 
the European ATN. In addition to the network capacity, the factors that influence capacity are 
identified and quantified by applying statistical methods to the historical data regarding ATFM delays. 
Based on empirical data on flights and the capacities of ACCs and airports in Europe, the network 
capacity is calculated as the theoretical upper limit in terms of traffic volume, subject to the 
constraints of connectivity, demand, capacity and flight routes. In particular, a static modelling 
approach is employed to find the maximum flow in the ATN, and a dynamic approach is used to 
minimize travel time. The air traffic and ATFM delays collected between 15th and 20th July 2014 are 
used to test and validate the network capacity estimation model. The results show that, in comparison 
with the ATFM delays, the proposed model is more capable of capturing the network-wide impact of 
the Malaysian Airlines flight MH17 incident. The results also suggest that the negative impacts of the 
MH17 event on total flying times could be alleviated by assigning the traffic demands to other 
alternative paths and available slots. 
This thesis uses the capacity estimation capabilities of the proposed models to conduct a robustness 
analysis of the European ATN through an investigation of its topological and operational 
characteristics. By applying the capacity estimation model to a number of scenarios involving local 
capacity reduction, this research proposes a new robustness index called the Relative Area Index 
(𝑅𝐴𝐼). The 𝑅𝐴𝐼  quantifies the importance of an individual node to the performance of the entire 
network in the presence of local capacity reduction. Air traffic data from three typically busy days in 
Europe are utilised to shown the advantage of the 𝑅𝐴𝐼  over Betweenness Centrality (BC), which is a 
conventional robustness index, in terms of capturing the network-wide impact of local degradation. 
This index can be used to assess network robustness and provides a valuable tool for airspace 
managers and planners. 
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Chapter 1 Introduction 
The objective of this chapter is to present the framework of the research in this PhD thesis. In Section 
1.1, this chapter first introduces the background to the problem of the capacity shortage in the 
European Air Traffic Network (ATN). Based on this background, five research objectives are identified 
in Section 1.2. The final section introduces the thesis structure and the methodologies used in each 
chapter (Section 1.3).    
1.1 Background to the problem 
Air traffic has doubled in Europe in the past 20 years, and an average annual growth of 0.6 % has been 
predicted from 2013 to 2019 (EUROCONTROL, 2013c). According to the latest annual Performance 
Review Report 2014 (EUROCONTROL, 2015c), air traffic increased from about 5 million flights in 1990 
to about 10 million in 2008. This continuous growth of air traffic has caused severe Air Traffic Flow 
Management (ATFM) delays, which is the Key Performance Indicator (KPI) for the performance of the 
European ATN. The average ATFM delay per flight remained above 0.8 minutes during the years 
between 1997 and 2008. Although traffic growth has flattened after 2008 and the ATFM delay per 
flight has been reduced, the congestion at busy airports and in constraining Area Control Centres 
(ACCs) still remains severe. EUROCONTROL (2015a) shows that 68.2% of overall ATFM delays were 
generated in the top 20 locations. These locations are considered as capacity bottlenecks in the 
European ATN.  
The ATN includes the member States of the European Union (EU) and the European Organization for 
the Safety of Air Navigation (EUROCONTROL). According to the official website of the EUROCONTROL1 
and EUROCONTROL (2015c), the European ATN comprises 41 states and 64 Area Control Centres 
(ACCs). Figure 1-1Figure 1-1 shows the geographic coverage of the European ATN. 
The high demand for air traffic has placed great strains on the infrastructure of the ATN. These strains 
have caused persistent severe congestion at many busy airports as well as in en route airspace in 
recent years. These congestion problems are caused by the imbalance between the air traffic demands 
and the capacity of airports and Air Traffic Control (ATC). In 2014, approximately 16% of flights in 
Europe did not arrive at their destinations within 15 minutes of their scheduled time. In order to cope 
with this congestion, the Single European Sky (SES) Air Traffic Management (ATM) Research (SESAR) 
programme was launched to transform European ATM from an airspace-based to a trajectory-based 
system (SJD, 2009), meaning that the ATM in Europe is changing from local to network management. 
According to the European ATM Master Plans (SJD, 2009, 2012), the ATM will be changed to time-
based, trajectory-based and performance-based operations. In order to monitor the improvement of 
                                                          
1 Member states of the EUROCONTROL: https://www.eurocontrol.int/about/member-states 
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the operational efficiency in the ATN, the European Commission (EC) has identified the four main Key 
Performance Areas (KPAs) of safety, environment, cost-efficiency and network capacity. The 
corresponding KPIs have also been identified and quantified in order to measure the operational 
efficiency of the European ATM system. Although these KPAs are inter-dependent, capacity is directly 
linked to the resolution of the problem of increasing air traffic demand, and is therefore the subject 
of this research. Clearly, before implementing any development programme to improve capacity, it is 
crucial that an accurate and reliable method is developed to measure it. This should enable 
stakeholders to make appropriate operational and investment decisions. Given that trajectory-based 
operation is at the heart of the Concept of Operations (ConOps), which enables the European ATM 
system to be considered as a continuum (Nolan, 2010; SJD, 2006c), network capacity is defined as an 
essential KPA of SESAR.  
 
 
Figure 1-1 The coverage of the EUROCONTROL States 
Source: EUROCONTROL (2015c) 
 
In general, capacity is defined as the maximum number of aircraft that can be handled safely over a 
period of time (Janić, 2000). Numerous studies have presented different models to quantify capacity 
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at airports and in en route airspace (Abundo, 1990; Bäuerle et al., 2007; FAA, 2004; Gilbo, 1993; Hebert 
& Dietz, 1997; Horangic, 1990; Inniss & Ball, 2004; Lloyd, 2000; Majumdar, 2003; Majumdar et al., 
2005; Majumdar & Polak, 2001; Tobaruela, 2012; Wieland, 2006) and in particular in the bottlenecks 
of the runway system and Air Traffic COntroller (ATCO) workload (FAA, 2004; Idris et al., 1998; 
Majumdar, 2003). As a result, capacity in the current ATM system is a function of runway throughput 
and ATCO workload and, therefore, reflects the current ConOps. 
Trajectory-based operations, however, require capacity to be modelled and quantified at network 
level. EUROCONTROL has defined network capacity to be the network throughput taking into account 
traffic demand patterns and the network effect of airports and airspace (SJD, 2006b). This definition 
does not capture the influence of the capacity factors introduced by the new ConOps. Currently, the 
airspace capacity estimations are inclined only to consider relevant factors such as traffic complexity 
factors, based on ATCO workload (Majumdar et al., 2004), and the network capacity factors 
introduced by the new ConOps of SESAR are not yet identified.  
The average ATFM delay per flight is currently used as the KPI to monitor network capacity 
(EUROCONTROL, 2007). The definition of ATFM delay is the duration between the last take-off time 
requested by the aircraft operator and the take-off slot given by the Network Management 
Directorate in the EUROCONTROL. ATFM delay is not a direct measure of capacity, however, but a 
proxy that reflects the extra time caused by capacity shortages at airports and in en-route airspace. 
Since it is not a direct measure, there is an inherent level of inaccuracy in the use of delay that makes 
it difficult for stakeholders of the ATM system to measure performance and to make key operational 
decisions. The EU, therefore, has set ATFM delays as the KPI of network capacity for Reference Period 
one (RP1). The importance of nodes and the influence of capacity factors are consequently measured 
using ATFM delays, but the EU has also requested the development of a second European-wide 
capacity indicator for RP2 (APPENDIX -1). 
The Future ATM Profile (FAP), which comprises a set of capacity estimation methods, is currently used 
to derive the capacity requirements from network to ACC level. As a result, every Air Navigation 
Service Provider (ANSP) is required to build a Local Convergence and Implementation Plan to improve 
the capacity of the airspace under their responsibility. The relationship between the ACC capacities 
determined in this way and network capacity is unknown, however.  
To date there has been limited research on direct methods for the modelling and estimation of 
network capacity. The only approach available in the public domain is that of Donohue (2001a), 
referred to as the Macroscopic Air Transportation Capacity Model (MCM). In this approach, it is 
assumed that the bottlenecks of an airspace are the airports and that the inefficiencies in the rest of 
the airspace can be ignored. As a result, the network capacity is equal to the sum of airport capacities. 
Commented [Editor1]: You have not yet explained what 
this is. 
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Donohue (2001a) demonstrated this using the United States National Airspace System (NAS). When 
this approach is applied to the European airspace, however, it was found that the inefficiencies in the 
airspace could not be ignored, with the implication that the original assumptions are not transferrable 
across airspaces (Donohue & Laska, 2001b). Lulli and Odoni (2007) also showed that the capacity 
constraints in the European ATM system have increased the complexity of the airspace, thus 
presenting difficulties in ATFM. Clearly, network capacity determination based on the summation of 
individual airport capacities has significant limitations including accuracy and a lack of transferability. 
A network capacity estimation method that accounts for all relevant factors and capacity constraints 
is therefore required, and is the subject of this research. 
Given that the existing network capacity estimation model is not applicable to a large scale ATN, which 
comprises a group of airports and airspaces, conventional mathematical approaches to transport 
network analysis are required to conduct an initial investigation on the capacity of an ATN. The most 
well-known approach to calculate the capacity of an network with one origin and one destination is 
the max-flow min-cut theorem (Ford & Fulkerson, 1962). The capacity of a network with multiple 
origins and multiple destinations, meanwhile, can be calculated by introducing imaginary origins and 
destinations so as to transform the network to the standard form of a transport network with one 
origin and one destination. Numerous algorithms were developed based on their work in order to 
estimate the maximum flows within a transport network, but the Linear Programming (LP) approach 
is now identified as the core method for solving the constrained optimization (Ahuja et al., 1993). In 
order to provide an objective figure of network capacity, therefore, and to evaluate the influence of 
capacity factors such as severe weather, industrial action and ATC, we propose an LP model to 
estimate the capacity of the European ATN. 
After calculating the maximum traffic flows in the ATN, the robustness of the ATN and the influence 
of capacity factors require further investigation. The objectives of this research, therefore, are 
formulated to cope with these problems and are outlined in the next section.    
1.2 Aim and Objectives 
Given the background introduced in the previous section, the aim of this research is to develop a 
network capacity estimation model to estimate the network capacity of an ATN. This model is also 
able to accommodate the ConOps of trajectory-based operations, including operations in both 
airspace and at airports. In order to achieve this aim, the following objectives have been formulated: 
 Identify Research Questions (RQs). 
 Propose adequate methods to cope with the RQs. 
 Develop a network capacity estimation model.  
 Assess the network robustness of the European ATN. 
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 Calculate the influence of capacity factors on airspace and airport capacity. 
1.3 Thesis Structure  
In order to achieve the aim and objectives of this research, the chapters in thesis are organized in line 
with the objectives, each of which is solved by concrete methodologies. Table 1-1Table 1-1 shows the 
fundamental methodologies used to deliver the outcomes of each chapter. The methodologies are 
outlined as follows: 
 
Chapter Methods Outcomes 
1 Introduction 
Critical review and discuss 
with SMEs 
Aim and objectives 
2 
 
Air Traffic Management 
System 
Critical review and discuss 
with SMEs 
Identify three RQs 
corresponding to the 
objectives  
 
3 
 
Critical Review on Network 
Capacity and Robustness 
Critical review on relevant 
literatures 
Methods to cope with the 
RQs 
 
4 
Network Capacity Estimation An LP model Network capacity 
5 Network Robustness Analysis 
Ranking the importance of 
nodes 
New index 𝑅𝐴𝐼 and the 
ranking list of nodes 
6 
 
Quantify the Influence of  
Capacity Factors 
Statistical methods 
Historical average of the 
influence of capacity 
factors. 
7 Conclusion and Future Works 
Summarize the findings 
and identify the 
shortcomings of this 
research 
Contribution and the 
guideline for future works 
Table 1-1 Thesis structure 
1.3.1 Critical Literature Review and Discussing with Subject Matter Experts (SMEs)  
This methodology is utilised during the initial stages of this research to familiarize the researcher with 
ATM operations and capacity estimation. These ATM operations and current capacity estimation 
methods are scattered across numerous operational documents, performance reports, research 
literature and government policies. In addition to depending solely on the critical review, field 
observations are conducted in the ACCs of Prestwick and Swanwick, along with discussions with SMEs 
in these ACCs and in the EUROCONTROL, in order to enhance the understanding of the context of the 
operations in the European ATM system.   
1.3.2 Analytical Approach of the LP Model 
 The standard form of LP is used to conduct the network optimization. The matrix for equality 
constraints (𝐴) is generated by using the flight profiles provided by the EUROCONTROL. The right-
hand-side vector (𝑏) is based on the capacity baselines of the ACCs in Europe and the declared capacity 
of airports. Data cleaning of the flight profiles and ATFM delays is conducted by removing outliners.   
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The network capacity of the European ATN is calculated by summing the maximum flows on all paths 
in the network. In addition to the network capacity, the optimal traffic assignment, which can be used 
as the optimal flight schedule, is calculated by minimizing the overall flying times of the given traffic 
demands. This model is verified by examining its internal consistency and is validated by comparing it 
with an historical event known to have caused capacity reductions in multiple ACCs.   
Based on the network capacity estimation model, a new index of network robustness ‘Relative Area 
Index (𝑅𝐴𝐼)’ is introduced to rank the importance of nodes. 
1.3.3 Ranking the Importance of Nodes 
The network robustness can be analysed by ranking the importance of nodes. A network is considered 
less robust when it comprises a higher number of critical nodes. Ranking the importance of nodes is 
therefore an approach to assess network robustness. Based on the LP model, we develop a new index, 
‘RAI’, to assess the importance of nodes within the network. This index is introduced in Chapter 5 and 
is compared to other conventional indices. 
1.3.4 Statistical Methods 
Given that the network capacity is represented by ATFM delays in Europe, the causes of these delays 
are used as the capacity factors. Based on the ATFM daily reports, the historical average of the 
influence of each factor can be calculated. In addition to the historical average, supervised machine 
learning methods of Artificial Neural Networks (ANN) and Decision Trees are used to identify the 
pattern of the relationship between capacity factors and capacity reduction. The occurrences of 
capacity factors are therefore used as the input, and the corresponding targets are the capacity 
reduction.  
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Chapter 2 Air Traffic Management System  
Air Traffic Management is the dynamic and integrated management of air traffic and airspace (ICAO, 
2005). Having introduced the background of this research in Chapter 1, this chapter introduces the 
Concept of Operations (ConOps) in ATM systems. First, Section 2.1. introduces the ConOps in 
conventional ATM systems: although the ConOps have gradually improved through the 
implementation phases of SESAR, the conventional ATM systems are simply defined as those that 
were in place prior to the implementation of Service Level 0, which consists of rolling out current best 
practices and deploying available technologies. Service level 0 aims at providing the processes and 
system support for efficient collaborative planning and timely decision making across the network.     
Second, the paradigm shift in ATM systems is outlined by introducing the new generic ConOps of the 
SESAR in Section 2.2. The network management of the European ATM systems is introduced in Section 
2.3. Based on the requirement of modelling the ATM at a network level, three RQs are identified in 
Section 2.4. The last section concludes the chapter by setting out the requirements for solving these 
three RQs.   
2.1 An Overview of Conventional ATM Systems 
ATM encompasses all the operations that enable an aircraft to travel from its origin to its destination. 
The operations at airports and in en route airspace are to provide services to the aircraft at the 
different phases along its flight profile. The flight profile is a vertical path that an aircraft follows from 
its departure to arrival (ICAO, 2001; Majumdar, 2003). According to ICAO (2005) and SJD (2006c), the 
operations in a conventional ATM can be categorized into five main functional areas: 
 Airspace Organization and Management (AOM) 
 Airport operations 
 Airspace user operations 
 Air Traffic Control 
 Air Traffic Flow Management  
Each main area is supported by different operations, the planning of which follows a temporal order 
of strategic, pre-tactical and tactical phases. The planning during the strategic phase starts from years 
to six days before the flight operations. The pre-tactical phase is from six days to one day before the 
operations, and the operations during the tactical phase are executed on the day of the operations.  
Figure 2-1Figure 2-1 shows an overview of operations in a conventional ATM system. The core 
conventional ATM system are the flight crew and ATCOs who tactically operate and control aircraft. 
They closely cooperate to manage an aircraft from its origin to its destination airports safely. All the 
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operations in other organizations serve to provide support to them from the strategic planning phases 
to the tactical phases. 
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Figure 2-1  The operations in a conventional ATM system 
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These operations are either conducted by an individual stakeholder or by several stakeholders 
cooperatively. Before the deployments of NextGen and SESAR in the United States and Europe, 
however, the cooperation between stakeholders through the information management and service 
system was limited, occurring principally at local levels. The operations in different functional areas 
are described in this section (ICAO, 2005; SJD, 2006c). 
2.1.1 Airspace Organization and Management 
The Airspace Organization and Management (AOM) comprises airspace organization and airspace 
management. Airspace organization is conducted by airspace providers that represent their sovereign 
governments. It is a function of establishing the airspace structures with the aim of accommodating 
different kinds of air traffic demands in accordance with the relevant ATC facilities. In general, the 
airspace in a state is used by either civil or military aviation. The military in many states have restricted 
some areas of airspace for military uses only. In order to extend the available airspace to 
accommodate the increasing air traffic, therefore, it is necessary for civil aviation administration and 
military authorities to manage the available airspace in a coordinated fashion. An example of the 
planning of airspace organization and management can be found in EUROCONTROL (2003a). 
2.1.2 Airport Operations 
An airport can be regarded as a capacitated node, which is not only a source but also a sink in an air 
traffic network. Airports provide and manage ground infrastructure such as runways, taxiways, lighting 
systems, surface guidance systems and other supporting equipment to ensure flight safety. Although 
airport capacity is influenced by many factors including weather conditions, runway configurations, 
taxiways, gates and ground supporting capabilities, at most airports, runway systems are considered 
to be the main capacity bottlenecks. Therefore, the capacity of an airport can be formulated as a 
function of runway capacity and the inefficiencies of other capacity factors (Donohue, 2001).  
The operations at an airport can be divided into strategic and tactical phases. The operation during 
the strategic phase is slot management. Based on capacity and environmental constraints at an airport, 
the scheduling of arrival and departure slots are coordinated by airports and airspace users. A biannual 
slot conference is held by the International Air Transport Association (IATA) to optimize the use of 
available slots (IATA, 2013).  
Tactical operations entail dynamically managing the surface movement, gate/stand allocation and the 
turn-around of aircraft. During this phase, airport operators have to coordinate with the ATCOs in 
control towers to ensure flight safety. 
2.1.3 Airspace Users 
Airspace users are the customers who demand and receive services from ANSP, ATC and airports. The 
operations of airspace users include all activities that are related to the development of their aviation 
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business. In general, airspace users include commercial airlines, general aviation and the military. 
General aviation and military flights, however, are not controlled by regular ATC, and therefore, in this 
thesis, we only consider the operations of commercial flights.  
Airspace users coordinate with airport operators to plan the scheduling of flight missions and the 
aircraft crews’ schedules during the strategic phase.  
Flight missions in the tactical phase are conducted by the flight crews, assisted by the navigational aids 
of ground-based equipment and the Global Navigation Satellite System (GNSS). They need to follow 
the guidance from ATCOs to operate their aircraft along the trajectory to its destination. The 
operations of airspace users, however, involve coordination mainly with airports and ATC; the 
cooperation between airspace users and the ATFM unit is limited. Due to this lack of coordination with 
ATFM, an optimal balance between air traffic demand and capacity cannot be achieved. 
2.1.4 Air Traffic Control 
The main tasks of ATC are to ensure the safe separation of aircraft and to improve the synchronization 
of air traffic flows during the tactical phase. Synchronization aims to maintain safe and smooth traffic 
flows in airspace. Aircraft separation is monitored and maintained to minimise the risk of collision 
between aircraft and various hazards, including, other aircraft, terrain, convective weather and wake 
turbulence, both in the air and on the ground.  
In general, aircraft are controlled by the ATCOs in the airport control ToWeR (TWR), TerMinAl control 
centre (TMA)2 and Area Control Centres (ACCs) during different phases of the flight profile. Between 
one and three ATCOs are normally assigned to control the air traffic within the sector for which they 
are responsible. The process of controlling an aircraft flying into a controlled sector includes predicting 
the flight path and resolving the potential conflicts between aircraft and other hazards. The capacity 
of a controlled sector is therefore the maximum number of flights that can be safely controlled by the 
ATCO in a period of time. It can also be defined as the maximum number of aircraft that can be 
instantaneously controlled within safety limits, i.e. occupancy. The ATCO workload has been 
identified as the primary capacity bottleneck constraining the number of aircraft operating in a given 
airspace (Brooker, 2003; Majumdar, 2003; Majumdar et al., 2005; Majumdar et al., 2004; Majumdar 
& Polak, 2001). 
In order to maintain flight safety, scheduled flights are required to comply with the airspace capacity 
limits. At the United States NAS, the Monitor Alert Parameters (MAPs) are used as capacity constraints 
to prevent sectors, airports and fix points from overloading (FAA, 2010). A compatible measure of 
‘Declared capacity’ is used in European airspace. It is worth noting that MAPs are instantaneous and 
                                                          
2 This is also known as the Terminal Maneuvering Area (TMA) 
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declared capacities over an hour or over three-hours. The estimation methods of both of these two 
measures, however, are based on the ATCO workload.   
2.1.5 Air Traffic Flow Management  
ATFM is a function that balances the air traffic demand and the available capacity at airports or in 
airspace to avoid congestion during the pre-tactical phase (ICAO, 2014). In addition to improving the 
efficiency and effectiveness of ATM, it contributes to the safety, efficiency, cost effectiveness and 
environmental sustainability of the ATM system. ATFM regulations, flight re-routings and slot-
reallocations are the measures used to counter the imbalance between air traffic demand and 
available capacity.  
This imbalance between demand and capacity may occur either at destination airports or in en route 
airspace. The process of ATFM involves the participation of aircraft operators, Flow Management 
Positions (FMPs) in air traffic services reporting offices and in ACCs. The operation of ATFM in the 
conventional ATM system is on a point-to-point basis. The information regarding demand and capacity 
is transmitted from one contact point to another contact point; e.g. the agents in an ATFM unit 
exchange information with the FMPs in airport control towers and with ACCs. Airspace users 
subsequently adjust schedules based on the available slots and the capacity information provided by 
the ATFM unit.  
To date, ATFM is used in areas with traffic congestion. Europe and the United States are the two 
largest areas that have implemented ATFM for decades. Many states such as Australia, Brazil, Japan 
and South Africa have also started implementing ATFM to cope with increasing air traffic and the 
consequent congestion. According to ICAO (2014), 64 states have now implemented ATFM. The 
operations of ATFM, however, require coordination between states, and ATFM systems need to be 
compatible and interoperable. It is, therefore, a great challenge to ensure a swift and coherent 
development of ATFM for the global ATM society. 
In Europe, ATFM delay is the duration between the last take-off time requested by the aircraft users 
and the take-off slot allocated by the traffic flow management unit following a ATFM regulation 
communicated by the FMP, in relation to an airport (airport delay) or sector (en route delay).3 It is 
used as the de facto indicator of imbalance between demand and capacity in any particular volume of 
airspace or location. This indicator can efficiently identify the local capacity constraints that reflect the 
ConOps in the conventional ATM.      
                                                          
3 For the definition of ATFM delay, please see the EUROCONTROL ATM Lexicon: 
http://www.eurocontrol.int/lexicon/lexicon/en/index.php/ATFM_delay   
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2.1.6 Shortcomings  
The information exchange between stakeholders in the conventional ATM system does not allow all 
of them to capture the required information efficiently. Exchanging and abstracting accurate data on 
a transparent platform enables all stakeholders to make collaborative decisions precisely. Instead of 
using a system-wide information sharing system, the information is shared through fragmented 
interactions between stakeholders and units. These interactions are aligned with the planning phases.  
During the strategic phase, AOM cooperates with ATFM to handle the operational issues. The optimal 
utilization of airspace, however, requires negotiations not only between AOM and ATFM but also 
between the states, military authorities, ATC and airspace users. In order to improve airspace 
efficiency and capacity and establish an optimal airspace structure, the coordination of all other 
related stakeholders and authorities is essential. Currently, however, the interactions between 
stakeholders are still fragmented. 
 
 
Figure 2-2  The evolution of ATFM delays in Europe from 1997 to 2014 (The red dashed line is the 
network capacity performance target) 
Given this fragmented coordination and limited interaction between stakeholders, network capacity 
cannot be optimized. Numerous operational shortcomings have been identified in the Annex-A.3 of 
SJD (2006c). Although it is very difficult to quantify the influence of these shortcomings on network 
capacity, using current KPIs for ATFM delays enables us to understand the shortages in network 
capacity. Figure 2-2Figure 2-2 shows the average ATFM delay per flight from 1997 to 2014 
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2015c). The performance target for the average ATFM delay per flight was 0.7 minutes before 20144 
and 0.5 minutes in 20155 and the network capacity performance did not meet the target except in 
the years 2012 and 2013. The unsatisfactory extent of ATFM delays shows that the ATM system 
requires further improvement to cope with increasing traffic demand (SJD, 2006c). 
In addition to the overall performance of ATFM delays, the most constraining locations in the network 
are also monitored by the Network Manager. EUROCONTROL (2014b) shows that the top 20 delay 
locations are responsible for 67% of all ATFM delays in 2013. This indicates that traffic demands in 
Europe are unevenly distributed. This uneven distribution consequently causes imbalance between 
capacity and demands and the high ATFM delays at these locations. 
Therefore, the shortages in network capacity and the uneven distribution of air traffic are two 
important outcomes of these shortcomings. These outcomes of unsatisfactory performance argue for 
a paradigm shift in ATM systems, and such a shift is introduced in the next section. 
2.2 A Paradigm Shift in Air Traffic Management Systems 
The previous section introduced the operational activities that occur in conventional ATM systems. 
The shortcomings in performance of the conventional ATM systems demonstrate, however, the need 
for further improvements to cope with increasing air traffic demand. This increasing air traffic has 
caused inefficiencies including delays, congestion and higher fuel consumption, which in turn lead to 
negative impacts on the environment, safety and cost efficiency. In order to cope with the need to 
satisfy the increasing demand for air travel, two main initiatives have been launched: the Single 
European Sky (SES) Air Traffic Management (ATM) Research programme (SESAR) in Europe and the 
Next Generation Air Transportation System (NextGen) in the United States(Nolan, 2010; SJD, 2006c). 
These two programmes are designed to change ATM from airspace-based to trajectory-based systems. 
The core ConOps of these programmes are four dimensional trajectory-based operations, enabling 
airspace to be considered as a continuum. This places the emphasis on ATM operations at the network 
level rather than the current local approach. It is also worth noting that in another densely congested 
airspace, Japan, a program similar to SESAR and NextGen exists, known as Collaborative Actions for 
Renovation of Air Traffic Systems (CARATS).  
Although the operational programmes of these two main initiatives are not completely compatible 
due to the fact that Europe and the United States have different problems to address in handling air 
                                                          
4 That is the current target of 1 minute for the summer season expressed for the full year. This target 
can be seen in ‘Proposed EU-wide Performance Targets for the period 2012-2014’. 
http://www.eurocontrol.int/sites/default/files/field_tabs/content/documents/single-
sky/pru/performance-targets/rp1-eu-wide-targets-report-27092010.pdf 
5 http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2011:048:0016:0018:EN:PDF 
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traffic, the main ConOps are similar. Both systems use similar measures to improve operational 
efficiency and to increase the capacity, either at airports or in en route airspace. Since they are similar, 
here, only the main ConOps of the SESAR in Europe are introduced so as to provide an overview of the 
new ATM system. These contexts are mainly taken from SJD (2007) and detailed information about 
the programmes and the development of these two initiatives can be found from documents on their 
official websites.6 
2.2.1 Trajectory Based Operations 
Trajectory-based operations are the foundation of the new ATM systems in Europe and the United 
States. Compared to the conventional airspace-based operations, trajectory-based operations use the 
pre-defined paths that are chosen by airspace users to fly from origin to designation airports. The 
flights on these pre-defined paths are agreed and supported by relevant ANSPs and airports. The 
potential conflicts between flights are eliminated during the planning process of establishing 
trajectories. Flying along these pre-defined trajectories can effectively reduce the ATCO workload. In 
addition to reducing the ATCO workload, coordination between airspace users, ANSPs and airports 
can minimize the influence of capacity constraints at airports or in en route airspace. This ConOps is, 
therefore, able to optimize the use of available resources in airspace, ATC and at airports compared 
to conventional systems, to achieve the best outcome for airspace users. Furthermore, this ConOps 
also provides airspace users with more flexibility to choose alternative routes without firmly adhering 
to the pre-defined route structure in areas with low to medium traffic density. A trajectory used by 
commercial airspace users is named a ‘Business Trajectory’, and this represents the flying plans of the 
airliners to the flights. Adequate and effective ATM services enable this trajectory to be executed 
safely and more efficiently in accordance with available capacity. A trajectory can be represented by 
a set of accurate four-dimensional data that is able to indicate the flying route precisely.  
To establish a trajectory, however, requires support from related stakeholders such as ANSPs, ATC, 
ATFM and airports. The lifecycle of establishing business trajectories, therefore, is a continuous and 
iterative process of coordination between stakeholders based on available capacity and resources. 
The lifecycle of a business trajectory can be viewed as lasting from the planning of airspace users to 
the post-flight phase after landing. This coordination in new ATM systems is able to minimize the 
potential capacity constraints against the planned flight operations. The phases of developing business 
trajectories are Business Development Trajectory (BDT), Shared Business Trajectory (SBT) and 
Reference Business Trajectory (RBT).         
 Business Development Trajectory 
                                                          
6 SESAR: http://www.sesarju.eu/ and NextGen: https://www.faa.gov/nextgen/ 
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Based on the business intention and planning of airspace users, the lifecycle of a BDT starts from years 
before the flight operations. Airspace users need to define the schedules of flights and to identify the 
requirements to support these flights. Since commercial information is sensitive, the information of 
BDTs are mostly not shared and coordinated to other stakeholders. Given the limitations of available 
infrastructures and environmental constraints, the BDT needs to be constantly refined, taking all the 
constraints into account.   
 Shared Business Trajectory 
After establishing the BDT, which can be regarded as the traffic demand, these trajectories are shared 
with ATM systems for planning purposes and, as a result, the BDT are changed to SBT. Based on the 
SBT from all airspace users, ANSPs and airports start to adjust their available capacity and operational 
planning to accommodate these demands. ANSPs might adjust the airspace organization or adjust the 
opening schedule of sectors, and airports might also amend their operational planning to provide 
enough capacity. These adjustments become more and more rigorous when accurate information 
about traffic complexity and density are identified and revealed.  
Through the coordination between ANSPs, airports and the military potential capacity, constraints can 
be detected, and airspace users notified to adjust their business trajectory to accommodate these 
capacity constraints. After an iterative process of coordination, an optimal SBT can be achieved so as 
to maintain the optimal performance of the entire network before implementing the flight operations. 
 Reference Business Trajectory 
After repeated coordination between stakeholders, the final SBTs are established by the date of flight 
operations. These final SBTs are referred to as the RBTs that receive the agreement from all 
stakeholders for supporting the flights flying along these RBTs. During the tactical phase of flight 
operations, however, aircraft are not always flying along their RBTs. The estimated flying times of all 
legs in RBTs are predefined and dynamically amended during flights. The RBTs can be amended by 
ANSPs, flight crew, ATC and airports due to the dynamic changing of constraints. These dynamic and 
iterative amendments to RBTs enable stakeholders to capture the changing of the constraints and to 
improve the design of RBTs retrospectively.  
The RBTs can be updated by two approaches, namely ‘RBT automatic update’ and ‘RBT revision’. RBT 
automatic update is triggered by the predefined events that deviate the aircraft from their RBT to 
another trajectory. If the deviation is greater than a predefined threshold, the RBT will be 
automatically updated. This approach improves the performance of automation support and 
consequently reduces the workload of ATCOs and flight crew. The RBT revision is launched by ATCOs 
or flight crews when the aircraft cannot fly exactly along their RBTs because of the changing of 
constraints during the tactical phase.  
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2.2.2 System Wide Information Management System 
From an operational perspective, a transparent and efficient channel of information exchange is an 
enabler to optimise the use of limited resources. Given that the requirements for a System Wide 
Information Management System (SWIM) are not only focused on a single domain but across the 
entire ATM system, data domain and all planning phases, a single platform with a single technology is 
unable to meet these requirements. The global transferability of the shared data between 
stakeholders is essential, and consequently SWIM is also an important driver for building a new 
standard of shared information.    
The implementation of SWIM will be based on Service Oriented Architecture: open and standard 
mainstream technologies that are accessible to all stakeholders. This ConOp enables all stakeholders 
to share information on the same platforms. The decision-making process of all stakeholders will be 
assisted by using the updated information. Every stakeholder not only acquires information but also 
provides information to other stakeholders.  
In addition to the generic information, the decisions that are made by using SWIM also need to be 
updated in the system because they may influence the following operations and decisions of other 
stakeholders. Through this transparent and iterative process, both the decision-making process and 
operational procedures can be improved and unified across the whole European ATM network. The 
working packages and the current progress of SWIM can be found on its official websites.7   
2.2.3 Collaborative Decision Making  
The implementation of Collaborative Decision Making (CDM) is able to improve the quality of decision 
making. Through CDM, all stakeholders are able to acknowledge the existing and potential constraints 
in the air traffic network. Based on this acknowledgement, and the transparent provision of 
information, an iterative process of discussion and negotiation between stakeholders can be 
efficiently conducted. Decision-making through this process enables stakeholders to have a better 
understanding of what influences decisions regarding the air traffic network. Although this ConOps 
will be applied to the most critical ATM process to achieve optimal outcomes, it will not interfere with 
the tactical decisions that are made by ATCOs and flight crew. 
The ConOps of CDM has been successfully implemented at many airports in Europe.8 This airport-level 
CDM is referred to as A-CDM. The benefit of implementing A-CDM has been found to be tremendous 
                                                          
7 https://www.eurocontrol.int/swim and http://www.sesarju.eu/sesar-solutions/swim  
8 16 European airports have fully implemented A-CDM namely Berlin Schönefeld, Brussels, Düsseldorf, 
Frankfurt, Helsinki, London Gatwick, London Heathrow, Madrid, Milan Malpensa, Munich, Paris CDG, Oslo, 
Rome Fiumicino, Stuttgart, Venice, Zurich. The updates can be found at 
https://www.eurocontrol.int/services/acdm  
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at several main airports in Europe. For instance, the implementation of A-CDM reduced taxi-time by 
10% at Munich airport in 2011, resulting in 2.65 million euros of savings in fuel consumption.9  
This indicates that the ConOp of CDM is able to improve the efficiency of a system. The vision of CDM 
in SESAR, however, includes not only airports but also the entire ATM system. CDM involves 
cooperative actions to maximise the performance of all new ConOps, not only covering the entire air 
traffic network but also across all phases of planning to achieve the optimal balance between demand 
and capacity.   
2.2.4 Airports Fully Integrated into the ATM System 
An airport can be regarded as a capacitated node within an air traffic network, as will be discussed 
further in Chapters 3 and 4. It is difficult, therefore, to improve network capacity without integrating 
airports into that network. The focus of trajectory-based operations has shifted ATM from being air-
space based to considering the gate-to-gate and en route-to-en route stages that dictate the 
turnaround process at airports. Unlike flying in en route airspace, the turnaround process at airports 
is static and, as a result, the trajectory is in an idle state in all dimensions but time. Turnaround 
operations, however, can be regarded as a “black box” and the operations within are not considered 
as ATM. Only the accurate off-block times at airports are required by ATM, therefore. 
In terms of airport operations, the two main tasks are to reduce the conflicts between stakeholders 
and to improve the utilization of runways. A-CDM enables stakeholders to optimise the use of limited 
resources and thus enhance the throughput of a runway. A-CDM is now embedded in the new ATM 
ConOps. It serves to reduce the safety buffer time, which helps to improve operational efficiency, 
predictability and punctuality (EUROCONTROL, 2012). Furthermore, A-CDM aims to integrate 
processes and systems to improve the efficiency of operations at European airports. The cooperative 
action mainly focuses on the turn-around and pre-departure sequencing process at airports. The 
partners in A-CDM include airport operators, aircraft operators, ground handlers, ATC and the 
centralized network management unit. Based on transparent information sharing between the 
partners, decision making is improved through coordination. Accurate take-off information enables 
the Network Manager (NM) to conduct ATFM precisely and efficiently. As a result, slots can be used 
efficiently and delays can be reduced.  
2.2.5 Airspace Capacity 
In order to accommodate trajectory-based operations, airspace design is crucial in reducing the ATCO 
workload, since this is the dominant factor affecting airspace capacity. A reduction in ATCO workload 
can be achieved by decreasing routine tasks and tactical interventions. Such routine tasks include 
                                                          
9 Please see http://www.euro-cdm.org/library/eurocontrol/cdm_benefits_flyer.pdf  
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managing flights within their controlled sectors and tactical actions for maintaining aircraft separation. 
Three approaches, namely route structures, automation support and new separation modes are used 
to decrease the routine tasks and tactical interventions. 
 Route Structures 
The process of establishing route structures strategically removes potential air traffic conflicts that 
require more tasks and interventions from ATCOs. Especially in highly congested areas, therefore, 
flying along well-defined route structures is able to reduce the time spent by ATCOs on controlling 
tasks and interventions. This approach, however, requires accurate navigational aids to keep the 
aircraft flying along the designated routes without a high degree of deviation.  
 Automation Support 
Although the technology of automation has developed rapidly, the ATCOs and flight crew still remain 
at the centre of the ATM system. Using automation, however, supports the working environment, 
radar display, communications, operational procedures and processes, which can efficiently reduce 
part of the ATCO workload. The number of aircraft able to be controlled by ATCOs, namely airspace 
capacity, will consequently be increased safely.    
 New Separation Modes  
One of the main tasks of ATCOs is to maintain aircraft separation within their controlled airspace. It is 
not difficult to recognise that the current workload of ATCOs can be effectively reduced by decreasing, 
or removing entirely, the task of maintaining aircraft separation. Despite the conventional modes, 
SESAR introduces two new separation modes to reduce the workload of ATCOs.  
The first is the New Separation Modes which are applied by ATCs involving Precision Trajectory 
Clearances (PTCs). The PTCs can be two-dimensional, three-dimensional and four-dimensional. Flying 
along precise routes and trajectories can effectively reduce the potential conflicts between aircraft. 
This mode reduces the ATCO workload by maintaining aircraft separation actively.  
The second is the New Airborne Separation Modes, which directly transfers the responsibility of 
maintaining aircraft separation from ATCOs to flight crew, which, of course, reduces the workload of 
ATCOs. 
2.2.6 Summary 
Figure 2-3Figure 2-3 shows the relationship between the new ConOps. The ConOp of CDM ensures 
stakeholders make decisions cooperatively in order to improve their planning in respect to the use of 
available resources. In the meantime, they are required to share accurate and timely information on 
the SWIM platforms. These platforms enable all stakeholders to obtain the required information 
efficiently, namely meteorological conditions, slot information, military exercises and industrial 
actions without requiring extra negotiation. 
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The trajectory-based operations are conducted at a network level that includes en route airspace and 
airports. Compared to the conventional ConOps in Fig 2-1, the trajectory-based operations need to 
integrate airports into the ATM system in order to optimize the efficiency of flight operations. In 
Europe, these new ConOps are realized by improving the capability of the following four main 
components: technical systems, procedures, human factors and institutional changes. Both SESAR and 
NextGen have set performance targets for monitoring the progress of the paradigm shifts. Detailed 
progress of and updates regarding the operational improvements can be found on their official 
websites. This thesis, however, focuses on network capacity and thus network management and 
operations are introduced in the next section.  
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Figure 2-3 New concept of operations for trajectory-based operations
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2.3 Network Management and Operations 
In the previous section, trajectory-based operations have been seen to change ATM from a local level 
to a network level. In this context, network management is an important enabler to improve the ATM 
network and to enable it to cope with increasing demands and to meet its performance targets. 
Network management serves to coordinate all stakeholders in a transparent and collaborative manner 
at network, regional and local levels through a CDM process (SJD, 2007). 
Compared to the United States, the complexity of network management and operations in Europe is 
greater because the airspace in Europe is governed by different counties. Since each country has 
complete and exclusive sovereignty over the airspace above its territory, the utilization of integrated 
airspace in Europe is more difficult than in the United States. Given these differences and the 
complexity of the European environment, and in order to narrow the focus of the research, this thesis 
only considers network management and operations in Europe.  
In Europe, the EUROCONTROL was nominated as the Network Manager to coordinate the ATM at a 
network level, and the functions of network management and the duty of the NM are defined in the 
Commission Regulations (EU) NO 551/2004 and (EU) NO 677/201110.  
The main functions of network management are airspace management and Air Traffic Flow and 
Capacity Management (ATFCM). In order to achieve the designated duty, the NM needs to coordinate 
with all the stakeholders and to publish a Network Strategy Plan, Network Operations Plan and 
Network Operations Report to set performance targets and objectives so as to monitor the progress 
of improvement. In this section, the three main functions and the performance indicators for network 
capacity are introduced.  
2.3.1 Airspace Management 
The main objective of airspace management in Europe is to optimize the use of European airspace in 
an integrated way in order to cope with the increasing air traffic demands. To achieve this objective, 
a common standard of airspace structures is required throughout European airspace (EUROCONTROL, 
2003a). In this thesis, European airspace is defined as the airspaces of the 42 member states of 
EUROCONTROL. This is divided into 1,750 sectors, controlled by 65 ACCs. 11  According to 
(EUROCONTROL, 2003a, 2008), the approaches to improve airspace management include establishing 
airspace configurations and the associated airspace network management. 
 Airspace Configuration 
                                                          
10 COMMISSION REGULATION (EU) No 677/2011 of 7 July 2011 ‘laying down detailed rules for the 
implementation of air traffic management (ATM) network functions and amending Regulation (EU) No 
691/2010’ 
11 The data is listed on the website of the Network Manager Operations Centre. 
https://www.eurocontrol.int/publications/network-manager-operations-centre-introduction-network-
operations    
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The main components of airspace configuration are categorized into en route, terminal area and 
airspace network management. 
The components in en route airspace are the Air Traffic Service (ATS) Routes. A well-defined ATS 
Routes structure enables airspace users to have more options to choose their preferred routes. The 
design of ATS routes is in accordance with the principles of route network design and sectorisation to 
accommodate the main traffic flows. These routes require iterative adjustments to establish optimal 
structures.  Potential conflicts between aircraft can also be eliminated by flying along these routes, 
and the ATCO workload can consequently be reduced.  
The requirements for designing route structures in terminal areas are higher than the routes in en 
route airspace. The navigational aids on aircraft and at airports need to be more accurate and 
therefore, Area Navigation (RNAV)-based and Required Navigation Performance (RNP)-based 
instrument approach procedures are needed rather than the conventional non-precision approaches. 
 Airspace Network Management  
Airspace network management is a fuzzy concept that covers the overall gate-to-gate management. 
This concept includes airspace management, ATFCM, ATS, flight planning and the cooperation with 
airports. It is achieved through a CDM process. The requirements of airspace users are covered by this 
concept that integrates airspace management and ATFCM. The ultimate outcomes of airspace 
network management are an Airspace Data Repository (ADR) and Flight Plan Data Repository that 
allow utilisation of routes based on real-time knowledge of available airspace. The detailed operations 
and guidelines to improve airspace structures can be found in (EUROCONTROL, 2003a, 2008, 2013b). 
2.3.2 Air Traffic Flow and Capacity Management 
In the conventional ATM system, network operations are reduced to Air Traffic Flow Management 
(ATFM) due to the lack of communication and coordination between stakeholders. Based on the 
request from ACC and airports that anticipate potential shortages of available capacity, the Central 
Flow Management Unit (CFMU) in the EUROCONTROL, which is a centralized network management 
unit in Europe, launched ATFM regulations to balance demand and capacity. The objective of the 
conventional ATFM is to adapt the excess demand to the remaining capacity, whereas that of ATFCM 
is to optimize the usage of the available capacity.  This approach has been changed to performance-
driven and user-preferred network management, however. The CFMU was also changed to a Network 
Manager Operations Centre (NMOC) to deliver core operational services across several domains based 
on the new ConOps. 
The difference between these approaches is that the ATFCM enhances the balance of demand and 
capacity through a CDM process. In order to achieve this, ATFCM needs to optimise the usage of 
available capacity and to coordinate appropriate responses from stakeholders. The ATFCM is carried 
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out in four phases namely strategic, pre-tactical, and tactical and post operational analysis. The 
description of these phases are mainly taken from EUROCONTROL (2015b). 
 Strategic Planning Phase 
The strategic planning of ATFCM starts years to one week before flight operations. Based on available 
information and data from stakeholders, the potential imbalance between demands and capacity can 
be identified. This imbalance can be due to such activities as military exercises, major events and 
industrial action. After identifying the potential imbalances, the network manager is responsible for 
coordinating all related stakeholders through CDM to optimize the use of available capacity. The 
network manager publishes a Network Operations Plan (NOP) to outline the forecast of traffic 
demands, available capacity, performance targets, the causes of potential imbalances and relevant 
developments, etc. This NOP enables the stakeholders to have a clear view of the relevant information. 
Developing the network operations plan is a dynamic process, however, and updated NOPs are 
published regularly to amend previous NOPs based on the latest information.  
  Pre-Tactical Phase 
The ATFCM in the pre-tactical phase is conducted from six days prior to the day of flight operations. 
During this phase of ATFCM, information regarding demand and capacity is nearer to the time of 
planned operation. Based on this latest information, the stakeholders review their capability in 
supporting traffic demands. If they identify difficulties in this regard, they coordinate to make 
necessary amendments to the previous NOP. This coordination is to optimise the efficiency and to 
balance demand and capacity effectively. The available resources would be re-organized and 
appropriate ATFCM measures would be adapted through a CDM process between network manager, 
Flow Management Posts and airspace users to accommodate the traffic demands. The ATFCM Daily 
Plan (ADP) is published to outline the relevant changes and responding actions. 
 Tactical Phase 
On the day of the flight operations, the tactical ATFCM is to monitor events that cause an imbalance 
between demand and capacity, and to ensure that the planned measures to solve imbalances are 
implemented. These planned measures could be modified, however, as a result of unpredictable 
staffing problems and significant meteorological phenomena, etc. During this phase, accurate 
information is the key to tactical ATFCM so as to maximize the use of available capacity without 
jeopardising flight safety.   
 Post Operational Analysis 
The final step of ATFCM is the post operational analysis that follows tactical ATFCM. During this phase, 
all stakeholders should provide feedback on the efficiency and validity of the ADP. They are also 
required to provide comments on the data of airspace and flight planning. Comparisons of two 
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indicators, namely delay and route extension, between the anticipated and the actual measures are 
usually undertaken to assess the performance of ATFCM. This review enables the NM to identify 
shortcomings during the ATFCM planning phases and to develop adjustment measures for improving 
ATFCM.    
2.3.3 Network Capacity 
In the previous section of this chapter, it has been shown how trajectory-based operations are 
changing the European ATM from an airspace-based to a trajectory-based system. Trajectory-based 
operations are at the heart of the Concept of Operations (ConOps) which enables the European ATM 
system to be considered as a continuum (Nolan, 2010; SJD, 2006c) and consequently network capacity 
is defined as an essential key performance area of SESAR.  
In general, capacity is defined as the maximum number of aircraft that can be handled safely over a 
period of time (Janić, 2000). Numerous studies have presented different models to quantify capacity 
at airports and in en route airspace and in particular on the key bottlenecks of the runway system and 
ATCO workload respectively (FAA, 2004; Idris et al., 1998; Majumdar, 2003). This issue will be further 
discussed in Chapter 3. 
Trajectory-based operations, however, need to be modelled and quantified at a network level.  
EUROCONTROL has defined network capacity to be the network throughput, taking traffic demand 
patterns and the network effect of airports and airspace into account (SJD, 2006a). Based on traffic 
forecasts, the network manager sets the required network throughput as network capacity targets 
and translates these into local capacity requirements as targets for ACCs throughout Europe. Each ACC 
is therefore required to develop a local capacity improvement plan to meet the local capacity target 
in accordance with these requirements.  
In order to monitor the improvement of network capacity, the average ATFM delay per flight and the 
effective capacity are used as indicators (EUROCONTROL, 2007).  
 Average ATFM Delay per Flight 
This is the ratio between total ATFM delays and the number of flights in a defined area over a defined 
period of time. ATFM delay is the duration between the last take-off time requested by aircraft users, 
and the take-off slot allocated by the Network Manager Operation Centre (NMOC) following a 
regulation communicated by the FMPs. The average ATFM delay per flight is measured and monitored 
at the network level over European airspace, as well as for individual ACCs and airports. 
 Effective Capacity 
In addition to the average ATFM delay per flight, the Performance Review Commission (PRC) in its 
annual Performance Review Reports (PRRs) uses ‘Effective capacity’ to quantify the capacity at a 
European level. Effective capacity is defined as the traffic volume that the ATM system could handle 
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with a certain level of average en route ATFM delay. This indicator is calculated by using a traffic/delay 
graph. Based on historical data of traffic and ATFM delays, the relationship between them can be 
found by using regression analysis. The capacity indicator of effective capacity can be derived from 
the linear relationship between delay variation and traffic variation. It is, therefore, possible to 
compare the effective capacity with the actually handled traffic in order to monitor the improvement 
of network throughput. The formulation of this indicator is attached in APPENDIX -2 (EUROCONTROL, 
2002). 
2.4 Research Questions  
In the previous sections, the conventional and new ConOps are reviewed and discussed. Three 
operational issues are identified and they argued for the corresponding Research Questions (RQs). 
First, the unsatisfactory level of ATFM delays is evidence for a shortage of network capacity and the 
new ATM ConOps have been introduced to increase network capacity. A network capacity estimation 
method is, however, required in order to measure the improvement of network capacity. From this, 
the first research question (RQ1) is formulated: How to estimate the network capacity of an ATN?  
Second, the uneven distribution of ATFM delays is used to identify bottlenecks that are responsible 
for the majority of total ATFM delays. These bottlenecks are therefore considered important in the 
ATN. The method of ranking the importance of nodes is directly using the magnitude of ATFM delays 
generated by the node locally. Since the ATM is changing from local to network management, however, 
the method of ranking important nodes should be also changed. The second research question (RQ2) 
is therefore: How to rank critical nodes? 
Given that the network capacity estimation is changing from using the proxy of ATFM delays to the 
number of flights, the influence of capacity factors also needs to be adjusted. Accordingly, the third 
research question (RQ3) is: How to estimate the influence of the capacity factors on capacity?  
2.5 Summary 
In this chapter, the ConOps in both conventional and new ATM systems has been introduced. The 
ConOps in conventional ATM systems are operated within each functional area with limited 
coordination with other functional areas. The need to handle increasing traffic demands efficiently, 
has meant that this conventional ATM system has had to change. This has led to the development of 
a new ConOps to change ATM from being airspace-based to trajectory-based. In addition to enhancing 
the coordination and operations within each functional area, the new ConOps focuses on iterative 
planning processes through comprehensive CDM between stakeholders. According to the latest 
Performance Review Report (EUROCONTROL, 2014c), KPIs in traffic, safety, capacity, environment and 
costs show that the ATM system has been improved tremendously.  
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Capacity estimation methods have not changed accordingly, however. In conventional ATM systems, 
capacity estimation methods were developed for sectors and airports, the operations of which reflect 
current ConOps. The new ConOps, however, are changing ATM to a network level that integrates 
airspace and airports into a continuum. This change requires capacity to be measured at a network 
level. A network capacity estimation method is therefore required to capture the performance of 
network capacity. Although ‘ATFM delay’ and ‘Effective capacity’ are used as indicators for estimating 
network capacity, their shortcomings have been identified and discussed in the previous section. 
In addition to resolving the RQ1 of estimating network capacity, two further RQs, namely network 
robustness analysis and estimating the influence of capacity factors, are also identified as the 
objectives of this thesis. In order to resolve these RQs, the relevant literature is reviewed in the next 
chapter so as to formulate the structure and methodology of this research.  
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Chapter 3 Network Capacity Estimation and Robustness Analysis 
In Chapter 2, the change in the European ATN from local to network management was introduced. 
Such a change requires methods to resolve three RQs, namely network capacity estimation, network 
robustness analysis and estimating the influence of capacity factors. The research in network capacity 
estimation in the field of ATM is sparse and limited. A possible reason underlying this lack of the 
research is that network capacity estimation methods are not a requirement for local ATM. In order 
to overcome the difficulties posed by this lack of relevant research and to resolve the three RQs, we 
first review the relevant research of capacity estimation methods in Section 3.1. Second, the relevant 
studies into network robustness are introduced in Section 3.2. In this section, the definition of network 
robustness and the ranking of the importance of nodes are introduced. Third, the methods of 
estimating the influence of capacity factors are reviewed in Section 3.3. Finally, the methods of solving 
the three RQs are summarized in Section 3.4.  
3.1 Capacity Estimation Methods  
Capacity estimation methods in ATM have been developed to assist with the operational 
requirements of managing local facilities, e.g. airports and en route airspace sectors. Numerous 
studies have presented different models to quantify local capacity at airports and in en route airspace. 
In particular, bottlenecks have been identified at the runway system for airports and Air Traffic 
COntroller (ATCO) workload in en route airspace  (FAA, 2004; Idris et al., 1998; Majumdar, 2003). In 
addition to local capacity estimation methods, the network management namely ATFM and the KPI 
of network capacity are introduced. Given that the limited literature on capacity estimation of ATNs 
is insufficient to support this research, the capacity estimation methods of road networks are 
reviewed in order to extract useful concepts that can be extended to ATNs.  
3.1.1 Airport Capacity 
The capacity of an airport is determined by its runways as these have been identified as the most 
constraining subsystem within an airport (Idris et al., 1998). In addition to runways, the shortage of 
other subsystems such as gate utilization, ground support equipment availability and taxiway capacity 
can act as a dissipative term to reduce an airport’s ultimate capacity (Donohue, 2001a). Numerous 
analytic and simulation models have been developed to estimate airport capacity worldwide. Analytic 
models use time-space analysis and queuing models to estimate airport capacity (Gilbo, 1993; Inniss 
& Ball, 2004; Lloyd, 2000; Reynolds-Feighan & Button, 1999). The research in airport capacity 
estimation has been applied to operational practice. For instance, the Federal Aviation Administration 
(FAA) in the USA has published the “Airport Capacity Profiles” (FAA, 2014) as an official airport capacity 
guideline to cover the 30 core commercial airports under three different meteorological conditions. 
41 
 
41 
 
The airport capacity in the report was derived by using a simulation model, namely the 
‘RunwaySimulator’. This model simulates the traffic at an airport, the decisions made about runway 
assignment and sequencing, the flight operations themselves, and the maximum operational capacity 
of a runway system under a wide range of conditions. This model generates randomized air traffic 
samples. These samples are used to examine the performance of different airports with different 
performance parameters. 
In Europe, EUROCONTROL uses the ‘Commonly Agreed Model for Airport Capacity Assessment 
(CAMACA)’ to estimate airport capacity. The capacity data of the 25 most constraining airports in 
Europe can be acquired from the publications produced by EUROCONTROL. The methods used by the 
CAMACA are not publicly available, however. 
In addition to these models, many Fast Time Simulation (FTS) models such as SIMMOD, TAAM, 
HERMES and Airport Machine have been developed to model the operations in a small network at a 
single airport. These FTS models are capable of estimating airport capacity under different 
meteorological conditions and different standards of aircraft separations. The disadvantages of using 
FTS models include the high resource requirements of numerous input data and the expense of their 
acquisition. 
3.1.2 Airspace Capacity 
En route airspace capacity can be defined as the maximum number of aircraft flowing through any 
given geometrical airspace in a given time period (Janic, 2000). A sector is an elementary element in 
controlled en route airspace, geographical in nature. The ATCO workload has been identified as a 
constraint that determines sector capacity in Europe. There are simulation models based on ATCO 
workload, widely used in Europe (Majumdar, 2003).  In such models, ATCO workload is typically 
represented by summing the times of the tasks that ATCOs are required to conduct in order safely to 
control air traffic in their sectors of responsibility. When using an FTS model, EUROCONTROL has 
defined that the sector capacity is equal to the number of aircraft which enter a sector when the 
workload of ATCOs in that sector is 70% of an hour (42 minutes) (Majumdar, 2003). 
The reviews of capacity estimation methods were conducted by Majumdar (2003) and Tobaruela 
(2015). In the former, airspace capacity estimation methods were categorised into Perceived 
Workload Based Estimates and Measured Workload Based Estimates. In respect to the latter, the 
airspace capacity estimation methods focused on workload modelling were grouped into FTS and Real 
Time Simulation (RTS) models.  
Majumdar et al. (2005) reviewed airspace capacity estimation methods worldwide. Four ATCO 
workload models, which include SDAT (an analytic model), TAAM, RAMS and PUMA (all simulation 
models), were reviewed in detail. Recently, AirTop Soft, based upon TAAM, has been developed as 
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the FTS model to replace TAAM.12 Tobaruela (2015) summarized that the workload-based capacity 
estimation methods can be categorised into two groups: open-loop and closed-loop models. The 
open-loop models assume that the workload is a function of task demands, which are generated 
by the factors of traffic complexity and the airspace characteristics. The closed-loop modelling is 
based on the assumption that workload is a function of task demands that are generated by air 
traffic scenario. Compared to the open-loop modelling, the closed-loop modelling is widely used 
due to the simplicity of its concept.   
Given the above, airspace capacity estimation methods worldwide are only used to estimate en route 
sector capacity based on ATCO workload as the constraint. This constraint indicates the number of 
flights operating in the sector within a period of time. As a result, the current airspace capacity 
estimation methods can be categorised as ‘workload-based methods’. 
3.1.3 Air Traffic Flow Management 
The research at network level in ATM focuses on the ATFM problems that were first conceptualized 
and introduced by Odoni (1987). Since then, numerous models have been developed to solve ATFM 
problems from different perspectives. Such research can be categorized into groups that are in line 
with the ATFM measures including: ground holding, airborne holding, speed adjustment and rerouting. 
The relevant studies were reviewed in detail by Bertsimas et al. (2011). In addition to reviewing the 
relevant models that cope with ATFM problems, they proposed an Integer Programming (IP) model 
which encompasses all the phases of each flight and solves the optimal combination of ATFM 
measures, including ground holding, rerouting, speed adjustment and airborne holding on a flight-by-
flight basis. This model is therefore able to cope with all the ATFM measures during all the phases of 
each flight. Furthermore, the computational time of this model is about 10-15 minutes, which is short 
and reasonable for practical applications to the macroscopic ATNs such as the United States National 
Airspace System (NAS) and the European ATN. Based on these strengths, this model aims to be one of 
the fundamental decision support tools of the NextGen ATM system for the time frame of 2020-2025.  
3.1.4 Capacity Estimation of ATNs  
Due to the fact that the capacity estimation methods in air transport focus on airport and airspace 
capacity and that research at the network level aims to solve ATFM problems, there is little research 
on the capacity estimation of ATNs. Janić (1986) developed a network capacity model based on the 
theory of queuing systems. This model is able to calculate the average delays of aircraft based on the 
given traffic demand and was validated by using an experiment of four en route sectors. The model is 
                                                          
12 The introduction to these FTS can be found on EUROCONTROL website: 
https://www.eurocontrol.int/eec/public/standard_page/WP_Fast_Time_Simulation_Tools.html  
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also capable of calculating the practical network capacity based on acceptable delays which can be set 
by airport managers or relevant stakeholders. Barnhart et al. (2003), however, stated that the classic 
steady state queuing theory is inapplicable in real air traffic systems due to the fact that queues at the 
terminal area close to airports are highly unstable and the traffic demands in this area and at airports 
may exceed the declared capacity of the nodes and links. In addition to these shortcomings of the 
application of queuing theory in the calculation of the delays at airports or in airspace sectors, this 
model has not yet been extended to the macroscopic network that comprises multiple airports and 
airspace sectors. 
Janić (2003), in subsequent research, developed an IP model to estimate the performance of an airport 
network on the basis of the given capacity of an airport and its associated environmental constraints. 
In addition to the airport capacity, Janić introduced the environmental constraints of noise and air 
pollution to the model. This model was validated using a simple network that comprised only one 
airport, London Heathrow, and the surrounding air routes, and the results suggested that the 
environmental constraints of noise and air pollution have a significant impact on the airport’s 
performance. Whilst Janic’s (2003) model can calculate network capacity by taking environmental 
constraints into account, there are several shortcomings of this model. First, the capacity constraints 
were set at the airport and on air routes. Using route capacity does not exactly accommodate current 
ATC operations in that the capacity constraints in such operations are set at en route airspace sectors 
and the flight routes can be adjusted in accordance with an ATCO’s guidance in the airspace. Second, 
this model was validated using only a small network and has not been extended to the much bigger 
European-wide network.  
In addition to the works of Janić, the model of the MCM was developed by Donohue (2001) and 
Donohue and Laska (2001). In this model, the network capacity is equal to the sum of airport capacities 
and this logic cannot be applied to the European airspace. 
There is no other publically available study that investigates the network capacity estimation of ATNs. 
This may be explained by the fact that operations in ATM currently do not need capacity estimation 
at the network level but only at the local level. The network-wide management in ATNs is ATFM and, 
consequently, research has mainly focused on ATFM problems and delay propagations. There is 
therefore an identifiable gap relating to the lack a network capacity estimation method in ATM. In 
order to fill this gap, and to meet the requirement of developing a network capacity indicator for the 
SES, it is necessary to examine other transport networks, e.g. road networks, in order to ascertain the 
relevant knowledge.  
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3.1.5 Capacity Estimation of Road Networks 
Network capacity estimation has been investigated in the field of road networks for decades. The 
capacity of a transport network is maximum traffic flows and this is an important indicator for 
transport planning, flow control and management. The concept of network capacity is used to cope 
with a wide variety of transport issues such as traffic restraint, road pricing, and traffic control and 
network design. The problems of network capacity estimation can be determined by the classical 
maximum flow problems. In the context of classical network flow theory, Ahuja et al. (1993, p.166) 
stated, in respect to maximum flows: ‘’In a capacitated network, we wish to send as much flow as 
possible between two special nodes, a source node and a sink node, without exceeding the capacity of 
any arc’’. Ahuja et al. (1993) have detailed the mathematical theory, algorithms and applications of 
the theories of network flows.  
In conventional approaches, network capacity equals the largest possible sum of the flows on all OD 
paths without violating the given capacity of each link. Yang et al. (2000) reviewed and found that the 
network capacity estimation studies were distinguished by different approaches to choosing routes. 
These approaches include fixed/given route choice proportion and incorporate explicitly the route 
choice behaviour of travellers. It is comparatively simple to estimate network capacity with fixed and 
given route choice proportion. The conventional methods in graph theory and network flows such as 
max-flow-mini-cut theory and LP approaches are used to calculate network capacity. The conventional 
network flow theory does not take the traveller’s preference into account, however. In real transport 
networks, travellers adjust their routing choices to avoid congestion in order to save time and cost of 
travel. In addition to calculating the network capacity, numerous studies investigate the influences of 
traffic management measures on network capacity. 
It is worth noting, however, that there is a considerable difference between the capacity estimation 
of road networks and that of ATNs. Given that the “travellers” in an ATN are flights and the flying route 
of each flight is predefined, aircraft pilots need to fly along the predefined routes under the guidance 
of ATCOs. The traffic flows in an ATN therefore have a fixed and a given route choice proportion, and 
the conventional theory of max-flow min-cut theory and the LP approach can be used to calculate 
network capacity. Given that the computational complexity of using max-flow min-cut theory to 
calculate the capacity of a large scale network is relatively greater than using the LP approach 
(Goldberg & Tarjan, 1988), in this thesis the LP approach is chosen to calculate the network capacity 
of an ATN. The mathematical formulation of our network capacity estimation is introduced in Chapter 
4. The following section introduces methods for the identification and ranking of important nodes in 
the ATN.  
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3.2 Network Robustness  
Given the air traffic in the European ATN is not evenly distributed, the importance of each node is 
different from other node. The network robustness can be assessed by ranking the importance of 
nodes. Ranking the importance of nodes enables us to prioritize the appropriation of resources to 
improve the performance at these nodes. The importance of a node within a network can therefore 
be ranked from different perspectives. Ranking important nodes also enables us to conduct 
robustness analysis. A network is less robust if many of its constituent nodes are critical nodes. 
Identifying and ranking critical nodes are therefore prerequisites to the conduct of robustness analysis. 
In this section, the definition of network robustness is initially introduced, followed by a discussion on 
the current methods of ranking critical nodes such as ATFM delays and centrality.  Finally, a new nodal 
ranking index that quantifies the influence of capacity-reduction at each node on network capacity is 
introduced. 
3.2.1 Definition of Network Robustness 
The robustness of transport networks has been the focus of attention in network planning and 
management research. It is often investigated in different performance areas such as stability, 
resilience and permanence to assess the capability of handling worsened or perturbed conditions of 
the network.  
Since there are numerous categories of networks, there is no universal definition of network 
robustness, though the following three are highly relevant: 
“The degree to which a system or component can function correctly in the presence of invalid inputs 
or stressful environmental conditions” (Geraci et al., 1991). 
‘’The degree to which a system is capable of functioning according to its design specifications in the 
case of serious disruptions’’ (Immers et al., 2004). 
The robustness of an electrical network is the capability of maintaining its structure and function when 
the network is exposed to perturbations (Holmgren, 2007).  
In the field of ATM, Gluchshenko (2012) defined the robustness of an ATM system as the capability to 
maintain its performance while experiencing disturbance. This paper is the only study that has built 
up a framework of definitions on disturbance, resilience and robustness in ATM that includes ATN, the 
subject of this thesis. The concept of the robustness in ATM is similar to it in other domains, however.       
Given these definitions, the robustness of a given system or component is therefore the capability of 
maintaining its function or performance when disruptions, perturbations and stressful conditions 
occur. Whilst useful, these studies focus on either an individual system or a component. In order to 
cope with the robustness at network level, it is illustrative to consider the experience of research on 
transport networks as outlined below. 
46 
 
46 
 
Sakakibara et al. (2004) proposed a topological index to evaluate the depressiveness and 
concentration of road networks in the presence of disasters. They suggested that a network is 
considered robust when it is able to minimize the isolation of districts when catastrophic disasters 
occur.  
Scott et al. (2005) proposed the Network Robust Index (NRI) to identify the critical links of a highway 
network. This index was calculated by comparing the changes in the travel time cost of the network 
when a given highway segment (i.e., network link) is removed from it. Compared to the conventional 
method of using the ratio of volume to capacity, which can only reflect the congestion at local level, 
the NRI provides better planning solutions to enable the identification of critical links at the network 
level. 
Nagurney and Qiang (2007a) proposed a network efficiency measure to assess the efficiency of 
congested networks. Their approach is used to rank the importance of a given link by comparing the 
change of total travelling costs when the link is removed from the network. In their subsequent 
research (Nagurney & Qiang, 2007b), the relative change of network efficiency was used as an index 
to assess the network performance when the capacities of all links are decreased by the same 
percentage. The authors therefore developed the Relative Total Cost Index (RTCI) to assess the 
robustness of networks against a global decrease of link capacities (Nagurney & Qiang, 2009). 
Compared to removing links from the network, this approach provides a more realistic method of 
assessing network robustness when disturbance occurs on any of the constituent components. 
Based on these studies, the robustness of a network is the capability of maintaining network 
performance while its functioning components, namely nodes and links, are under stress. With this 
definition in mind, robustness analysis can be conducted by taking into account the topological and 
operational characteristics of the European ATN, and by treating network capacity as the main KPA. 
In particular, the maximum network flow is considered, which is obtained through an optimization 
procedure, as the key indicator of network capacity. Accordingly, the robustness of the European ATN 
in this thesis is related to its capability in delivering the maximum traffic flows against the degradation 
of nodal capacities. The importance of a node can therefore be ranked by comparing the influence of 
the capacity-reduction at the node on network capacity. The analysis of network robustness can also 
deliver the result of ranking the importance of nodes. In the following sections, the current KPIs of 
network capacity and the conventional index of network robustness are reviewed. 
3.2.2 ATFM Delays 
Currently, ATFM delays are used as the KPI to monitor network capacity (EUROCONTROL, 2007). This 
is the duration between the last take-off times requested by the aircraft operator and the take-off 
slots allocated by the central flow management unit namely the Network Manager Operations Centre. 
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This duration follows an air traffic flow regulation, which is, communicated by the FMPs to an airport 
or en route centre.  
There is a major deficiency with this measure, however, since ATFM delay is not a direct measure of 
capacity but rather is a proxy that reflects the extra time caused by capacity shortages, which are in 
turn caused by various factors at airports and in en route airspace. As it is not a direct measure, there 
is an inherent inaccuracy in identifying the important nodes in a network. For instance, Maastricht 
ACC highlights the limitation of ATFM delays as an indicator. Although the air traffic demand in 
Maastricht ACC is comparatively high, the ATFM delays are relatively low. The nodes with high ATFM 
delays, however, are considered as bottlenecks in the European ATN, and therefore they can be used 
to conduct an intuitive verification of the other indices. 
3.2.3 Topological Index: Betweenness Centrality (BC)  
In complex network theory, the nodes within a network can be ranked by using different centrality 
measures (Wasserman, 1994). The rank of a given node reflects the measurement of some particular 
structural property in the network. Although several centrality measures, namely degree, 
betweenness, closeness and graph can be used to rank the importance of nodes, betweenness is used 
as an index of network resilience (Cook et al., 2015; Holme et al., 2002; Newman, 2001) and it is similar 
to network robustness. It is defined as the probability of any intermediary node on the shortest paths 
between all Origin-Destination (OD) pairs (Dehmer, 2011; Di Paolo et al., 2011). Newman (2001) stated 
that the higher the BC, the more influential is the node. The largest increase in the typical distance 
among nodes occurs when the node with the highest BC is removed. This explains the importance of 
high-BC nodes relevant to the overall performance of a network. In addition, a network with many 
low-BC nodes is more robust than that with many high-BC nodes. Brandes (2001) noted that BC is the 
most frequently employed centrality index in social network analysis and it is mostly based on the 
shortest paths. Barrat et al. (2004) noted that the nodes in the inner network are more likely to be 
passed by shortest paths than the nodes in the outer network. Therefore, in an ATN, it can be 
intuitively assumed that the airspace nodes are more likely to be passed by the shortest paths and the 
nodes with high BC are more likely to handle more traffic when the traffic demands are uniformly 
distributed. Travellers within a network tend to choose the shortest paths and as a result the nodes 
with high BC tend to be used by more travellers. The roles of airports and ACCs in an ATN are different, 
however: in addition to acting as an origin or a destination, an airport can also act as a transit node, 
which serves as the en route node of a complete trip from the origin to the destination. Although the 
identification of a hub is heavily influenced by the operational and business aspects of the network 
and the airlines, it is often related to the betweenness since a transfer airport tends to lie in (or near 
to) the shortest path between the origin and the destination.   
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In a realistic ATN, aircraft do not necessarily follow the shortest paths but instead fly along the routes 
according to given flight plans. The rationale behind this is that, besides travel distance, airlines need 
to consider many other factors when designing their flight routes. Guimera and Amaral (2004) 
modelled a world-wide airport network and showed that the airports with high BC are not necessarily 
hubs. They argued that geo-political constraints play important roles to the growth of airport networks 
and other critical infrastructure. It may be intuitively anticipated, therefore, that BC may not be an 
adequate indicator for assessing the robustness of an ATN.  
Although the shortcomings of BC have been identified, it is still a valuable index to rank the nodes in 
the European ATN. In addition to the BC, however, a new index of Relative Area Index (RAI) is 
introduced in this thesis. This new index is based on the influence of capacity reductions at a single 
node on network capacity. The concept and the mathematical formulation are detailed in the next 
section and this work was also published in a peer reviewed journal (Pien et al., 2015). 
3.2.4 Relative Area Index  
Let 𝑢  be the set of Degradation Parameters (𝐷𝑃𝑠) and the maximum network flows are denoted as 
𝐹𝑚𝑎𝑥
𝑖  that is a function of the 𝑢 at a given node 𝑖. The definition of the degradation parameter 𝑢 is the 
capacity-reduction at each node compared to its original capacity. In this thesis, two types of 𝐷𝑃𝑠 are 
adopted: the percentage- and absolute-DPs. The Percentage-𝐷𝑃𝑠 (𝑢𝑃) take the numbers from zero to 
100% that represent the percentage of capacity-reductions at a given node 𝑖. The Absolute-𝐷𝑃𝑠 (𝑢𝐴) 
take the numbers from zero to 50 that are the absolute capacity-reductions at each node. 
The maximum network flows 𝐹𝑚𝑎𝑥
𝑖 (𝑢) can be calculated by solving the objective function of the Linear 
Programming problem outlined in Chapter 4. The capacity-reductions at a given node are realized by 
reducing the capacity constraints accordingly at that node.  
In order to distinguish these two methods of capacity–reductions, the 𝑅𝐴𝐼  for Percentage-𝐷𝑃s is 
denoted as 𝑅𝐴𝐼𝑃, and for the Absolute-𝐷𝑃s is denoted as 𝑅𝐴𝐼𝐴. 
Figure 3-1Figure 3-1 depicts the development of the 𝑅𝐴𝐼. The maximum network flows are decreased 
capacity-reductions at a node. The higher the degradation parameter the lower the maximum network 
flows. Figure 3-1Figure 3-1a shows the changes to the maximum network flows against the capacity-
at two nodes 𝑗 and 𝑗 + 1. Compared to the reductions of 𝐹𝑚𝑎𝑥
𝑗
, the reductions of 𝐹𝑚𝑎𝑥
𝑗+1
 are smaller. 
The network with the node j is therefore more robust than the one with the node 𝑗 + 1. 
In order to capture and quantify the deterioration of the maximum network flows against the capacity-
reductions at given nodes, Figure 3-1Figure 3-1b illustrates the definition and the development of the 
shaded area (𝑅𝐴𝐼𝑖) in Figure 3-1Figure 3-1b is formed by the solutions to 𝑢𝑇, 𝐹𝑚𝑎𝑥
𝑖 (𝑢0) and 𝐹𝑚𝑎𝑥
𝑖 (𝑢). 
reflects the reduction of maximum network flows against the capacity-reductions at a given node. A 
node is considered more critical to the network if the shaded area is larger. For an ATN, the larger the 
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number of critical nodes, the less robust it is to any fluctuation of nodal capacity. The importance of 
each node to network robustness can be ranking by using the RAI. 
 
 
Figure 3-1 The illustration of the Relative Area Index (RAI)  (a: two examples of the function 
𝐹𝑚𝑎𝑥
𝑗  𝑎𝑛𝑑 𝐹𝑚𝑎𝑥
𝑗+1
;  the higher curve shows better robustness than the lower curve. b: using 
the shaded area as the RAI that is an index of the deterioration of the maximum network 
flow. c: two different curves may correspond to the same area, thus a weight is needed.) 
There is a risk in using the shaded area in Figure 3-1Figure 3-1b as a sole index of robustness, however. 
3-1Figure 3-1c shows that even if the curves of two maximum network flows are different, their 
may be equivalent. In order to distinguish such circumstances, Weighting Parameters (𝑊𝑃𝑠) are 
introduced that play important roles in formulating the 𝑅𝐴𝐼. In this thesis, three sets of 𝑊𝑃𝑠 are 
selected to capture the importance of the capacity-reductions at each node. The first set of 𝑊𝑃𝑠 
assume that the weights of the capacity-reductions at each node remains constant and hence no 
specific attention is required to address the different scales of capacity-reductions. The second set 
of  𝑊𝑃𝑠  are assumed to monotonically decrease from 0 to 10. This set of 𝑊𝑃𝑠  is based on the 
assumption that a larger capacity-reduction at a node should be emphasized more than a smaller 
capacity-reduction. The final set of WPs is based on the reverse assumption to the previous set, i.e. 
this set of 𝑊𝑃𝑠 monotonically increases from 10 to 0. By using these three sets of 𝑊𝑃𝑠, it is possible 
to gain an insight into the influence of the capacity-reductions at different levels. With these 𝑊𝑃𝑠, 
the 𝑅𝐴𝐼 for the node 𝑖 is formulated as: 
 
𝑅𝐴𝐼𝑖 =
∫ 𝑤(𝑢)(𝐹𝑚𝑎𝑥
𝑖 (𝑢0) − 𝐹𝑚𝑎𝑥
𝑖 (𝑢))𝑑𝑢
𝑢𝑇
𝑢0
∫ 𝑤(𝑢)𝐹𝑚𝑎𝑥
𝑖 (𝑢0)𝑑𝑢
𝑢𝑇
𝑢0
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This equation delivers a weighted area of 𝑅𝐴𝐼𝑖 by assigning a set of WPs that change with the DPs. 
Two sets of DPs (𝑢𝑃  and 𝑢𝐴 ) are used, and the [𝑢0, 𝑢𝑇] = (0% ,100%] for 𝑢
𝑃 and the [𝑢0, 𝑢𝑇] =
(0 ,50] for 𝑢𝐴. The function of the weighting parameters 𝑤(𝑢) is to highlight a particular scenario or 
to emphasize certain aspects of the given performance indices.  
In general, the 𝑅𝐴𝐼 defined for a given node absorbs both the local and global effects of the capacity-
reductions at this node, which depend not only on the network topology, but also on the configuration 
of OD pairs, flight routes, and nodal supplies (capacities). It is defined in terms of a family of flow 
maximization problems. No closed-form representation is therefore available for such an index and it 
is difficult to predict the distribution by  using simple topological indicators such as 𝐵𝐶.  
There are, however, a few simple interpretations of the 𝑅𝐴𝐼. In particular, it is reasonable to expect 
that nodes with higher capacities should in general have larger 𝑅𝐴𝐼  values than those with lower 
capacities based on the following observation: the percentage of capacity-reductions at a high-
capacity node results in greater absolute capacity-reductions than at the low-capacity nodes. As will 
subsequently be show in Chapter 5, however, some nodes in the European ATN possess 𝑅𝐴𝐼𝑃 that are 
quite counter-intuitive, as suggested by their size, capacity and significance to the network. 
3.2.5 Lagrange Multiplier and 𝑅𝐴𝐼 
The use of the Lagrange multiplier (LM) is a common approach to solving optimization problems (Jahn, 
2007). It is related to the RAI, since the former is precisely the derivative of the function 𝐹𝑚𝑎𝑥
𝑖 (𝑢) 
evaluated at 0, with a negative sign. The 𝑅𝐴𝐼 assumes knowledge of the rest of the function for 𝑢 ∈
(0%, 100%] or (0, 50], however, and having a larger LM only means that the function has a steeper 
initial decrease, but this does not necessarily suggest that the area underneath the curve is larger (see 
Figure 3-2Figure 3-2).  
The LM for node i in Figure 3-2Figure 3-2a is rather small, which is shown as the negative slope of the 
to 𝐹𝑚𝑎𝑥
𝑖 (𝑢) at 𝑢 = 0, but the curve experiences a drastic decrease at approximately 𝑢 = 0.5. This 
highlights the fact that the LM captures only the local behaviour of 𝐹𝑚𝑎𝑥
𝑖 (𝑢).  On the other hand, 
Figure 3-2Figure 3-2b shows the case for node j, where the curve has a steep initial slope, but becomes 
capacity decreases further; thus, a larger 𝑅𝐴𝐼  is expected for node j.  
These simple examples indicate that the RAI  is a more comprehensive performance indicator for a 
node subject to capacity-reductions than the LM, as the former captures a whole range of capacity-
reductions. Moreover, the use of the DPs and WPs shown in Equation (3-1) 
 (3-1) 
user defined. 
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According to the definition of robustness, this thesis develops a new index, the RAI, to assess the 
changes to the maximum network flows when node capacity is decreased. This index is used to rank 
the importance of a given node to network and its derivation is outlined in Chapter 5. 
 
 
Figure 3-2 The relationship between the Lagrange Multiplier (LM) and the 𝑅𝐴𝐼 
3.3 Influence of Capacity Factors 
Having reviewed current studies on network capacity estimation and the methods of ranking 
important nodes in the previous sections, the methods of estimating the influence of capacity factors 
are discussed in this section. In general, this can be done by using FTS or the qualitative approaches 
such as interviewing SMEs (Tobaruela, 2012; Tobaruela, 2015). Although the capacity factors at 
airports and airspace sectors have been reviewed in detail, the data on such factors are not collected. 
The similar entities that can be used to represent capacity factors underlie the reason why ATFM 
delays are used as the proxy of capacity shortages. Using statistical methods to analyse the ATFM 
delays is therefore suggested as the preliminary research to investigate the influence of capacity 
factors in this thesis. Based on the characteristics of available ATFM delay reports, both conventional 
statistics and machine learning methods are adopted to capture the relationship between the 
influence and capacity factors. In order to deliver this preliminary research, the capacity factors, data 
source and the statistical and machine learning methods are introduced in this section. 
3.3.1 Capacity Factors 
The International Air Transport Association (IATA) has published the IATA delay codes to standardize 
the reporting of departure delays (APPENDIX -3APPENDIX -1). Since these delay codes include many 
that are irrelevant to airport or airspace capacity EUROCONTROL has developed a set of Regulation 
Causes that covers aspects of ATC and airport capacity. According to Annex 6 of the ATFCM User’s 
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Manual (EUROCONTROL, 2015b), there are 15 causes of capacity reductions, and the consequent 
ATFM regulations. The regulation causes and the correlated IATA delay codes are listed in Table 
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Table 3-1 The reasons of ATFM regulations (This table is taken from EUROCONTROL (2015b)
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In order to synchronize this research with the ATM system in Europe, these ‘Regulation Causes’ are 
referred to as the capacity factors for the convenience of using the existing data of ATFM daily reports. 
Given that the unit of capacity is the number of flights that can be handled in a period of time, the 
influence of capacity factors is set to be a comparable unit. Using a consistent unit can provide 
comparable results. The unit for the capacity factor is therefore the length of the ATFM regulations 
and its influence is the numbers of delayed flights. 
In the field of network flows, the nodal capacities are usually given values as input data. Based on 
these given data, researchers have attempted to estimate network performance. In this thesis, 
however, the influence of the capacity factors on the nodal capacities are estimated in contrast to 
assuming fixed values. 
In general, the air traffic flows are arranged in accordance with the declared capacity of airspace 
sectors and airports. The declared sector capacity in Europe is the number of flight entries per hour 
and the declared airport capacity is the number of take-offs and landings per hour (EUROCONTROL, 
2003b). The capacities at airports and in airspace vary dynamically, however, according to various 
capacity factors. Taking the capacity fluctuations at the nodes into account in the network capacity 
estimation enables the temporal variation of network capacity against capacity factors to be captured. 
Given that the nodal capacity of airports and ACCs are dominated by numerous inter-dependent 
factors, it is difficult to use analytical methods to find the relationship between numerous factors and 
the nodal capacities.  
An alternative exists in the use of historical data of ATFM delays to capture the patterns of influence 
of these capacity factors. Figure 3-3Figure 3-3 shows the distribution of air traffic at a node. In general, 
the declared capacity of a given node during a day is arranged according to the red line in Figure 
3-3Figure 3-3a. Due to the environmental constraints at airports and the availability of ATC staff in 
ACCs, the declared capacity from late evening to early morning is relatively lower than during the 
daytime. The traffic flows operating at this node need to comply with the declared capacity (the black 
line in Figure 3-3Figure 3-3a). The actual nodal capacity, however, is reduced by the capacity factors 
dynamically, as can be represented by the red dashed line in Figure 3-3Figure 3-3b. In order to cope 
with the reduced capacity, ATFM regulations are launched and parts of the planned traffic flows are 
delayed. The number of delayed flights in Figure 3-3Figure 3-3b can be regarded as the capacity 
reduction caused by capacity factors. The number of delayed flights can therefore be used to measure 
the influence of the capacity factors on the node. This influence of the capacity factors is referred to 
as the capacity-reduction or delayed flights in the rest of this thesis.  
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Figure 3-3  The representation of capacity reduction at a node  
3.3.2 ATFM Daily Reports 
Statistics is the science of learning information from data, and it is therefore able to provide the 
navigation essential for controlling the course of scientific and societal advances (Davidian & Louis, 
2012). Statistical methods are highly dominated by available datasets, or, conversely, data collection 
requires that proper statistical principles be followed. 
The objective of using statistical methods in this research is to investigate the influence of capacity 
factors on capacity. This relation can be used to forecast the capacity reductions expected under 
certain capacity factors. In order to capture this relationship, and inform the choice of appropriate 
statistical methods, the information in ATFM daily reports is reviewed below. 
 ATFM Daily Reports 
ATFM daily reports are published by the Performance, Forecasts and Relations (PFR) Unit in the 
EUROCONTROL. The causes, location and influenced flights of all ATFM delays are elaborated in this 
report. In order to monitor the performance of network capacity, the PFR publishes daily, weekly, 
monthly, quarterly and annually operational Network Performance Reports (NPRs). These reports are 
used to monitor and analyse the performance and improvement in the European ATN. The data in the 
weekly, quarterly and annually reports, however, are generated by using the daily reports and as a 
result we use the daily reports to capture the relationship between capacity factors and capacity-
reductions. The ATFM daily report includes ten different tables that are recorded in different slides in 
an Excel file. A sample of the ATFM daily report on 09/01/2015 is arbitrarily chosen to illustrate the 
content of the dataset in APPENDIX -4. In this section we introduce the tables that include the relevant 
data required for the estimation of the capacity. 
 Capacity Factors and Delayed Flights 
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The data on the capacity factors are extracted from the ‘Regulation Reports’ in the ATFM daily reports 
and Table 3-2Table 3-2 is a sample of the ‘Regulation Report’ from the ATFM daily report on 
’Reference Location’, ‘Start time’, ‘Regulation Durations’, ‘Regulation reasons’ are clearly recorded in 
the table. The data in this table clearly indicate the locations, timings and duration of the 
corresponding capacity factors. 
In the previous section, the influence of the capacity factors on nodal capacity was defined as the 
number of delayed flights. The data of delayed flights caused by the capacity factors are recorded in 
‘Nb of Delayed flights’ in Table 3-3Table 3-3.  
Critical features of this data require further clarification prior to any analysis. The objective of 
launching an ATFM regulation is to avoid the capacity overload at a given node, which is set to be 
either an airport or an en route sector in the daily reports, by delaying aircraft departure or by re-
routing. The delayed flights and their corresponding minutes of delay are used as the indicators of 
capacity-reduction at that node. The subjects of the ATFM regulations are the flights that may 
travel through the airports and en route sectors with the potential to exceed the declared capacity. 
The first critical feature of the data is that the ATFM daily reports attribute each regulation to a single 
capacity factor at a single node. Each ATFM regulation is therefore regarded as an independent event 
and only one capacity factor is responsible for that regulation and the consequent capacity-reduction. 
This feature of the dataset eliminates the possibility of capturing the inter-relations between the 
capacity factors and consequently corresponding statistical methods, such as multivariate linear 
regression, factor analysis and principle component analysis, are excluded. 
Second, the capacity reductions at ACCs, which are set as the constituent nodes of the European ATN, 
are recorded in the ‘Delayed per Regulation Area’ column in ATFM reports (Table 3-4Table 3-4). The 
capacity reductions in an ACC are the sum of the capacity reductions in the constituent sectors of the 
ACC. The interactions between different capacity factors within the ACC are therefore not captured 
by these reports either. Consequently, the descriptive statistics of the mean and the Coefficient of 
Variance (CV) are used to calculate the trend of the relationship between capacity reductions and 
capacity factors. The mean of historical data can also be referred to as the ‘Historical Average’ and 
these two terms in this thesis are interchangeable.  
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 Table 3-2 A sample of a Regulation Report (extracted from the ATFM daily report: 09/01/2015 
Start Day of 
Regulation Tv Set 
Reference 
Location Tv Regu Id
Location 
Type Start time End Time
Cancel 
status
Cancel 
time
Regulation 
Duration 
(min.)
All 
Regulated 
Traffic 
(flights)
Regu Reason 
description
Wdw 
Width 
(scds) Regulation  Description
09/01/2015 EDGGFMP2 EDDL EDDLARR EDDLA09A Airport 16:40 19:00 Cancelled 17:50 70 22 W-Weather 360 STRONG WIND
09/01/2015 EDGGFMP2 EDDL EDDLARR EDDLA09L Airport 20:20 22:00 99 35 W-Weather 600 STRONG WIND
09/01/2015 EDWWFMP EDDH EDDHARR EDDHA09 Airport 17:20 19:40 140 37 W-Weather 600 STRONG WIND
09/01/2015 EDWWFMP EDWWDBANS EDWDBANS EDDTA09 En route 14:20 17:20 180 46 W-Weather 480
STRONG WIND ==RESTRICTION 
EXTENDED==
09/01/2015 EDWWFMP EDWWDBANS EDWDBANS EDDTA09L En route 18:20 21:00 Cancelled 18:57 37 46 W-Weather 600 STRONG WIND
09/01/2015 EFINFMP EFHK EFHKARR EFHKA09A Airport 12:00 14:00 120 28 W-Weather 600 FOG
09/01/2015 EGTCFMP EGLL EGLLTC EGLLA09 Airport 05:40 21:08 928 367 W-Weather 600
STRONG WIND ==REGULATION 
EXTENDED==
09/01/2015 EHAAFMP EHAM EHFIRAM EHIRAM09 Airport 06:20 21:00 880 410 W-Weather 600
WIND ==REGULATION 
EXTENDED==
09/01/2015 EIDWFMP EIDW EIDWARR EIDWA09A Airport 13:40 16:00 Cancelled 15:05 85 27 W-Weather 600 STRONG WIND
09/01/2015 EKCHTMA EKCH EKCHARR EKCHA09 Airport 17:20 20:20 180 62 W-Weather 600 WIND
09/01/2015 ENBDFMP ENOBOA80 ENOBOA2 ENOB09M En route 10:00 15:00 300 19 C-ATC Capacity 600
09/01/2015 HECCFMP HEGN HEGNARR HEGNA09A Airport 14:20 16:20 120 8
G-Aerodrome 
Capacity 1080
09/01/2015 LCCCFMP LCCCS2 LCS2 LCS209M En route 11:30 14:00 Cancelled 12:46 76 44 C-ATC Capacity 600
09/01/2015 LCCCFMP LCCCS12W LCS12WX LCSWX09M En route 06:20 11:30 310 75 S-ATC Staffing 600
09/01/2015 LCCCFMP LCCCW LCW LCW09 En route 13:30 14:40 Cancelled 13:15 -14 21 C-ATC Capacity 600
09/01/2015 LFFFAD LFPG LFPGARR1 LFPGA09 Airport 09:40 14:00 Cancelled 11:57 137 89 O-Other 600
RWY 27 UNAVAILABLE UNTIL 
SECURITY ISSUE RESOLVED
09/01/2015 LFFFAD LFPG LFPGARR1 LFPGA09A Airport 16:20 20:00 Cancelled 16:39 19 15 O-Other 360
09/01/2015 LFFFAD LFPG LFPGARR1 LFPGA09M Airport 07:20 08:20 60 50 W-Weather 600 WIND
09/01/2015 LFFFAD LFQQ LFQQARR LFQQA09 Airport 11:00 13:00 120 1 C-ATC Capacity 1200
09/01/2015 LFMMAPP LFMT LFMT LFMTG09 Airport 17:50 19:50 Cancelled 18:17 27 2
A-
Accident/Incident 600 DISABLED AIRCRAFT ON RWY
09/01/2015 LLLLFMP LLBG LLBGARR LLBGA09N Airport 23:00 23:45 45 1 C-ATC Capacity 600
ZERO RATE FOR AERODROME 
ARRIVALS. NOTAM LL A0862/14 
REFERS.
09/01/2015 LOVVFMP LOWW LOWWARR LOWWA09L Airport 14:40 19:00 260 45 W-Weather 600 STRONG WIND
09/01/2015 LPPCFMP LPPT LPPTARR LPPTA09M Airport 06:00 08:40 160 30
G-Aerodrome 
Capacity 600
09/01/2015 LSAGFMP LSGG/LFI LSGGARR1 LSGGA109 Airport 16:40 18:00 80 13
G-Aerodrome 
Capacity 360
09/01/2015 LSAGFMP LSGS LSTSAW LSTSA09M Airport 07:20 08:40 80 1
M-Airspace 
Management 600
09/01/2015 LSAZFMP LSZH LSZHARR1 LSZHA09 Airport 14:00 16:40 160 60 W-Weather 600 WIND
09/01/2015 LSAZFMP LSZH LSZHARR1 LSZHA09E Airport 09:40 11:00 80 32 C-ATC Capacity 600
09/01/2015 LSAZFMP LSZH LSZHARR1 LSZHA09M Airport 09:40 11:00 Cancelled 07:53 -106 4
G-Aerodrome 
Capacity 600
Friday 09 January 2015
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Friday 09 January 2015   
        
Entry Date Tv Set Regulation 
Nb of 
Regulated 
flights (MP) 
Nb of Delayed 
Flights 
Nb of Total 
Delay 
Mean for 
Regulated Flights 
(min.) 
Mean for delayed 
Flights (min.) 
09/01/2015 EDGGFMP2 EDDLA09A 22 12 278 12.6 23.2 
09/01/2015 EDGGFMP2 EDDLA09L 35 21 243 6.9 11.6 
09/01/2015 EDWWFMP EDDHA09 37 25 391 10.6 15.6 
09/01/2015 EDWWFMP EDDTA09 46 31 647 14.1 20.9 
09/01/2015 EDWWFMP EDDTA09L 46 34 741 16.1 21.8 
09/01/2015 EFINFMP EFHKA09A 28 18 270 9.6 15.0 
09/01/2015 EGTCFMP EGLLA09 364 323 9,736 26.7 30.1 
09/01/2015 EHAAFMP EHIRAM09 410 322 8,567 20.9 26.6 
09/01/2015 EIDWFMP EIDWA09A 27 12 265 9.8 22.1 
09/01/2015 EKCHTMA EKCHA09 62 40 509 8.2 12.7 
09/01/2015 ENBDFMP ENOB09M 19 10 227 11.9 22.7 
09/01/2015 HECCFMP HEGNA09A 7 2 12 1.7 6.0 
09/01/2015 LCCCFMP LCS209M 38 32 649 17.1 20.3 
09/01/2015 LCCCFMP LCSWX09M 74 53 957 12.9 18.1 
09/01/2015 LCCCFMP LCW09 18 9 103 5.7 11.4 
09/01/2015 LFFFAD LFPGA09 89 67 2,768 31.1 41.3 
09/01/2015 LFFFAD LFPGA09A 15 10 88 5.9 8.8 
09/01/2015 LFFFAD LFPGA09M 50 23 195 3.9 8.5 
09/01/2015 LFFFAD LFQQA09 1 0 0 0.0 0.0 
09/01/2015 LFMMAPP LFMTG09 2 2 29 14.5 14.5 
09/01/2015 LLLLFMP LLBGA09N 1 0 0 0.0 0.0 
                       Capacity reduction  
 Table 3-3 A sample of Delay per Regulation (extracted from 09/01/2015) 
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Friday 09 January 2015      
           
Entry Date ACC ACC name flights 
Regulated 
flights  Delayed Flights 
Total Delay 
(min.) 
Airport 
Delay      
Mean for 
delayed 
Flights 
(min.) 
Mean 
for All 
Flights 
(min.) 
09/01/2015 EGTTALL LONDON ALL ACC 4,466 364 323 7.2% 9,736 100.0% 30.1 2.2 
09/01/2015 EGTTTC LONDON TMA TC 3,231 364 323 10.0% 9,736 100.0% 30.1 3.0 
09/01/2015 EHAAACC AMSTERDAM ACC(245-) 1,303 410 322 24.7% 8,567 100.0% 26.6 6.6 
09/01/2015 LTBBACC ISTANBUL ACC 2,050 329 196 9.6% 4,422 100.0% 22.6 2.2 
09/01/2015 LFFFALL PARIS ALL ACC 2,939 155 100 3.4% 3,051 100.0% 30.5 1.0 
09/01/2015 EDWWACC BREMEN ACC 1,416 129 90 6.4% 1,779 22.0% 19.8 1.3 
09/01/2015 LCCCACC NICOSIA ACC 702 130 94 13.4% 1,709 0.0% 18.2 2.4 
09/01/2015 LSAZACC ZURICH ACC 1,810 95 57 3.1% 895 100.0% 15.7 0.5 
09/01/2015 LOVVACC WIEN ACC 1,652 45 31 1.9% 540 100.0% 17.4 0.3 
09/01/2015 EDGGALL LANGEN ACC_FIR 2,821 57 33 1.2% 521 100.0% 15.8 0.2 
09/01/2015 EDGGNACC LANGEN NORTH ACC 1,079 57 33 3.1% 521 100.0% 15.8 0.5 
09/01/2015 EKDKACC COPENHAGEN ACC 1,395 62 40 2.9% 509 100.0% 12.7 0.4 
09/01/2015 EFESACC TAMPERE ACC 448 28 18 4.0% 270 100.0% 15.0 0.6 
09/01/2015 EIDWACC DUBLIN ACC 510 27 12 2.4% 265 100.0% 22.1 0.5 
09/01/2015 LPPCACC LISBOA ACC/UAC 1,212 30 14 1.2% 237 100.0% 16.9 0.2 
09/01/2015 ENBDACC BODO ACC 646 19 10 1.5% 227 0.0% 22.7 0.4 
09/01/2015 LSAGACC GENEVA ACC 1,449 14 9 0.6% 143 100.0% 15.9 0.1 
09/01/2015 LFMMAPP MARSEILLE TMA 691 2 2 0.3% 29 100.0% 14.5 0.0 
09/01/2015 BIRDACC REYKJAVIK ACC 315 0 0 0.0% 0 0.0% 0.0 0.0 
09/01/2015 EBBUACC BRUSSELS CANAC 1,489 0 0 0.0% 0 0.0% 0.0 0.0 
09/01/2015 EDGGSACC LANGEN SOUTH ACC 2,100 0 0 0.0% 0 0.0% 0.0 0.0 
09/01/2015 EDMMACC MUNCHEN ACC 2,514 0 0 0.0% 0 0.0% 0.0 0.0 
09/01/2015 EDUUUAC KARLSRUHE UAC 3,899 0 0 0.0% 0 0.0% 0.0 0.0 
Table 3-4 A sample of Delay per Regulation (extracted from 09/01/2015
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3.3.3 Historical Average 
Statistical measures are useful in obtaining meaningful information from the raw data and descriptive 
statistics refer to a collection of quantitative measures and methods to describe the datasets. 
Descriptive statistics include frequency distributions and histograms, central tendency (mean, median, 
mode and proportion) and the dispersion (errors, variance, and standard deviation). Given that the 
capacity factors and delayed flights in ATFM daily reports are recorded independently, the statistical 
measures of historical average and the Coefficient of Variance (CV) are used. The notations required 
for the statistical methods are listed as follows: 
𝐷: the number of delayed flights 
𝑓𝑐: 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 𝑤ℎ𝑒𝑟𝑒 𝑐 = 1,2, ….  
𝑇: 𝑡ℎ𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟𝑠 
𝑖 ∶ 𝑡ℎ𝑒 𝑛𝑜𝑑𝑒  
The historical average of the delayed flights of each capacity factor at a given node is represented as 
𝐷𝑖
𝑓𝑐̅̅ ̅̅̅ and is formulated as:  
𝐷𝑖
𝑓𝑐̅̅ ̅̅̅ =
1
𝑁𝑖
𝑓𝑐
(∑
𝐷𝑖,𝑗
𝑓𝑐
𝑇𝑖,𝑗
𝑓𝑐
𝑁
𝑗=1
) (3-2) 
 
Where 𝑁𝑖
𝑓𝑐  is the total number of the regulations for that capacity factor 𝑓𝑐  at node 𝑖 , 𝐷𝑖
𝑓𝑐  is the 
number of delayed flights of a given capacity factor 𝑓𝑐  at node 𝑖 . 𝑇𝑖
𝑓𝑐  is the duration of the 
corresponding capacity factor at node 𝑖.  
In addition to the historical average, the CV is also required to indicate the dispersion of the datasets. 
The CV is an indicator of data variance and is defined as the ratio of the Standard Deviation (SD) to the 
mean. It is usually expressed as percentage and is useful when datasets have different scales. It is 
comparable to the SD and indicates the cluster of the data. A dataset is considered high-variance when 
its CV is greater than one and low-variance when the CV is less than one. The datasets with low CVs 
are considered more consistent and homogeneous. The CV can be formulated as: 
 
CV =
𝑆𝐷
𝐷𝑖
𝑓𝑐̅̅ ̅̅̅
× 100% (3-3) 
 
The SD can be formulated as: 
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SD = √
∑ (𝐷𝑖,𝑗
𝑓𝑐 − 𝐷𝑖
𝑓𝑐̅̅ ̅̅̅𝑁
𝑗=1 )
2
𝑁
 
 
(3-4) 
 
3.3.4 Machine Learning Methods  
Given that ATFM daily reports are published daily and the investigation of the trend of the capacity 
reductions of each capacity factor can be regarded as supervised learning problems that infers a 
function from training data. The training data usually consists of a series of examples and each 
example comprises a pair of input and output values. The algorithms for solving supervised learning 
problems can be categorized into two groups, namely classifications and regressions (Bishop, 2006). 
Although numerous algorithms have been developed for solving supervised learning problems, 
commonly used algorithms are suggested for the purposes of conducting this preliminary research. 
Caruana and Niculescu-Mizil (2006) reviewed ten commonly used supervised learning algorithms, with 
Artificial Neural Network (ANN) and Decision Trees (DT) being found to be capable of coping with both 
classification and regression problems. ANN and DT are suggested to conduct the preliminary research 
on calculating the influence of capacity factors. These two algorithms are introduced in the following 
sections. 
 Artificial Neural Network 
Artificial Neural Network methods are non-parametric methods that were originally motivated by the 
attempts to mimic the central nervous system such as brains. The core of a biological nerve cell is the 
soma which processes information. The dendrites accept external nerve impulses and activate the 
soma when the strength of the accepted impulses meet a certain level. The soma produces new nerve 
impulses and sends to the axon after receiving the impulses from the dendrites. The structure of a 
biological nerve cell is shown in Figure 3-4Figure 3-4. The nerve impulses are transferred from the 
axon of one nerve cell to the dendrites of another nerve cell through synapses. Two kinds of synapses, 
namely ‘Excitatory Synapses’ and ‘Inhibitory Synapses’, determine the strength of the transmitted 
pulses. The excitatory synapse increases the pulse rates and the inhibitory synapse decreases the 
pulse rates. This process of transmitting nerve impulses and the function of adjusting pulse rates 
inspires the development of ANN.  
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Figure 3-4 The structure of a biological nerve cell 
An ANN model can be simplified by using four kinds of elements, namely neurons, connections, layers 
and transfer functions. The neurons are simple processing units. The connections are similar to the 
synapses that apply different weights to the input data. This model is able to provide a robust 
approach to approximating different kinds of target functions namely real-valued, discrete-valued and 
vector-valued target functions (Mitchell, 1997). Bishop (1995) detailed introduces the function of ANN 
in pattern recognition and the basic structure of a single node can be illustrated in Figure 3-5Figure 
single neuron has a set of synapses which connect to the inputs (𝑥𝑗) and different weights (𝑤𝑗) are 
assigned to the inputs. After assigning weights to the corresponding inputs, the linear combination of 
these weighted-inputs is calculated (∑ 𝑤𝑗𝑥𝑗 ) and transferred to the output by using a nonlinear 
activation function ( 𝑦 = 𝑔(∑ 𝑤𝑗𝑥𝑗) ). In general, sign functions, piecewise-linear functions and 
sigmoid functions are used as the nonlinear activation functions (Mitchell, 1997). 
An ANN comprises does not comprise only of a single neuron, however, but a set of them. Although 
several models have been developed to cope with different problems, the two-layer Feed-Forward 
Neural Networks (FFNN) are the commonly used networks for prediction, pattern recognition, 
and nonlinear function fitting. Figure 3-6Figure 3-6 shows that the flows of data in an FFNN are feed-
that is one-way connections from inputs to the output without feed-back loops. The hidden layer 
contains 𝑛 neurons and the function of each neuron is shown in Figure 3-5Figure 3-5. 
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Figure 3-5 The data process of a single neuron (Source: Bishop (1995)) 
 
All the outputs of the neurons in the hidden layer are summed-up in the output layer (𝑍1 = ∑ 𝑔𝑛(𝐻𝑛)). 
The output 𝑦 is generated by using a linear function (𝑓(𝑍1)). Using a feed-forward process ensures 
that the network outputs can be calculated as explicit functions of the inputs and the weights (Bishop, 
1995).  
 
 
Figure 3-6 A diagram of an Feed-Forward Neural Networks 
The approach of an FFNN is able to produce an inferred function that can be used for mapping new 
examples and predicting the outputs with input data. Given that RQ3 is solved by using historical data 
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as inputs, the FFNN model is one of the models suggested to solve the RQ3. The model of Decision 
Trees is the other model suggested to solve the RQ3 in this thesis. 
 Decision Trees 
Decision Trees are frameworks combining multiple models and are able to be applied to both 
classification and regression problems. The approach of generating the ultimate prediction from the 
predictions of multiple models is to select one of the models to make the prediction, in which the 
choice of model is a function of the input variables (Bishop, 2006). The selection process of decision 
trees is a sequence of binary selections corresponding to the traversal of a tree structure. Two 
decision trees, namely classification trees and regression trees, are used to predict the response to 
input data. The response of classification trees are nominal such as ‘true’ or ‘false’ and the response 
of regression trees is numeric. Given that the objective of using machine learning methods is to 
predict the influenced flights of each capacity factors i.e. numeric values, the regression trees are 
chosen to conduct the prediction. 
3.4 Summary 
In this chapter, we have reviewed the capacity estimation methods for current ATM systems, ATNs 
and road network. Existing literature and operational documents show that the current capacity 
estimation methods focus on local levels i.e. airports and en route sectors. The research at network 
level mainly focuses on ATFM. It is clear that the trend of research in capacity estimation and network 
management is led by the ConOps of the ATM system. Given that the ConOps are changing from local 
to network levels, a network capacity estimation method is required.  
Only a little research has been conducted, however, to calculate network capacity by either summing 
up the airport capacities in the NAS in the United States (Donohue, 2001) or optimizing the capacity 
in a small network that comprises one airports and the air route around it (Janić, 2003). These methods 
are not capable of capturing the characteristics of the trajectory-based operations that covers both 
airports and airspaces in a large-scale network. The conventional approach of LP is, therefore, 
suggested to solve RQ1, which is the estimation of the maximum traffic flows in a capacitated ATN in 
this research.  
The resolution of RQ2 is strongly in line with the methods of estimating network capacity. Given that 
ranking important nodes is an approach to assess network robustness and therefore, the relevant 
research on network robustness is reviewed. Based on the concept of network robustness and the LP 
approach, a new index of RAI is developed to solve the RQ2. In order to evaluate the performance of 
the new index, the current indices namely ATFM delays and BC are used for comparing with the RAI. 
Statistical and machine learning methods are suggested for solving the RQ3.  
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Given the methods for solving three RQs identified in the previous sections, the input data, the 
mathematic formulations and the  results of the network capacity estimation, network robustness and 
the influence of capacity factors are orderly introduced in following chapters.  
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Chapter 4 Network Capacity Estimation  
The analytical method in this research is Linear Programming (LP), which calculates the network 
capacity of the European ATN. The objective of LP is to solve RQ1. In this Chapter, the case study of 
the European ATN is introduced (Section 4.1). Section 4.2 and 4.3 select the datasets and the data 
processing. Section 4.4 introduces the modelling approach for network capacity estimation. The 
research formulation, objective function, the solver and the required data are introduced in this 
section. Finally, the verification of this model is included in Section 4.5. The results show that this 
model is internally consistent. 
4.1 The European ATN 
The European ATN can be displayed as a graph, in which the nodes represent airports and ACCs. A 
critical notion is connectivity, which can be defined as a binary state that exists between any two 
nodes in the network, and takes the value of one if the two nodes are connected by a link and zero 
otherwise. Unlike many traditional transport networks, the capacity constraints in an ATN are imposed 
at the nodes (airports and ACCs) rather than on the links. The air traffic at European airports and in en 
route airspace is required to comply with the declared capacities which have been used to prevent 
the airspace from overload by applying the measures of Air Traffic Flow Management (ATFM). 
According to EUROCONTROL (2015b), the measures of ATFM regulation include re-routing, adjusting 
flying speed and the imposition of ground-holding. Based on these characteristics, the European ATN 
can be regarded as a capacitated transport network and, as a result, the traffic flows through it cannot 
exceed the theoretical maximum. The fundamental components in a capacitated transport network 
are the constituent nodes and links. 
4.1.1 Constituent Nodes  
In Pien et al. (2014), the European ATN was represented as a network with 197 nodes that include 67 
busy airports, 64 aggregated airports, 64 ACCs and two external airspaces. The selection of busy 
airports was based on two performance reports which listed the busiest airport-pairs and the most 
constraining airports (EUROCONTROL, 2013b; EUROCONTROL/FAA, 2009). Since these reports only 
publish the declared capacities, without the data for hourly capacity across an entire day, Pien et al. 
(2014) were only able to estimate the network capacity at a saturated state, without considering the 
dynamic nature of time. EUROCONTROL reveals the capacity data for 65 main airports in Europe on 
their official website,13 however (hereafter these airports are referred to Cat-A airports). Many of 
these are considered to be the most constraining airports in Europe. These airports voluntarily provide 
capacity, traffic forecasts, ongoing projects and weather management to EUROCONTROL for fulfilling 
                                                          
13 EUROCONTROL Public Airport Corner: https://www.eurocontrol.int/airport_corner_public/ 
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its function of network management. A detailed dataset of the hourly capacity at these Cat-A airports 
can be built by combining the capacity data of the EUROCONTROL and the slot data of the European 
Airport Coordinators Association (EUACA) 14 . Airport slots are the specific time periods that are 
assigned to aircraft to land or to take off at an airport. The number of slots at an airport within an hour 
is the total number of aircraft operations that are provided to airlines and this can be considered to 
be the hourly capacity of that airport. The figures of airport capacity collected from these two sources, 
however, represent the numbers of aircraft movements under normal circumstances. This 
amendment of the main airports enables us to be in line with the airports that are currently 
cooperating with the EUROCONTROL and as a result the relevant operational data are expected to be 
more amenable for future research. The list of these 65 airports is attached in APPENDIX -5. 
The airspace nodes are the controlled airspaces of 65 ACCs  (EUROCONTROL, 2013d) which are one 
more than the number in Pien et al. (2014) since Georgia became a member of EUROCONTROL in 2014 
and consequently the Tbilisi ACC in Georgia is an additional ACC. The list of these ACCs are attached 
in APPENDIX -6. 
In addition to the Cat-A airports, about one thousand airports were not included (hereafter, these 
airports are referred to as Cat-B airports). The difficulty in including Cat-B airports to our dynamic 
model arises from the lack of the data regarding hourly capacity. Given that airports are constrained 
by their adjacent ACCs, in this thesis, using a single node to represent the airports connecting to the 
same airspace is suggested to solve this difficulty. The capacity of this node is constrained by its 
adjacent ACC and as a result its maximum available capacity is the capacity of its adjacent ACC. This 
thesis, therefore, suggests using ‘aggregated nodes’ to represent the Cat-B airports and also assigning 
airports that connect to multiple ACCs to their most-frequently-connecting ACC in order to eliminate 
duplication of assignment. Assigning the same airport to different aggregated nodes may cause failure 
in linear programming. Further details of the merging process can be seen in Pien et al. (2014).  
The merging technique in Pien et al. (2014) (see Figure 4-1Figure 4-1), however, cannot be applied to 
cases. Some flights are between airports within the same ACC and assigning these airports to the same 
node at different times could jeopardize the dynamic model of linear programming. The fundamental 
assumption of network flows is to estimate the traffic between the different nodes. The estimation of 
flows between ‘the same node’ can be overcome by assigning double traffic-loading on the node in 
static cases. Since this technique fails in dynamic models, a further improvement of the representation 
of Cat-B airports is suggested in this thesis. Based on node splitting techniques (Ahuja et al., 1993), 
each airport can be split into departure and arrival nodes. All departure nodes of the Cat-B airports 
connecting to the same ACC are merged into an Aggregated Departure Node (ADN) and the 
                                                          
14 EUACA website: http://www.euaca.org/FTableList.aspx?list=87 
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corresponding arrival nodes are merged into an Aggregated Arrival Node (AAN). The Cat-B airports 
can therefore be represented by 65 ADNs and 65 AANs. Each ADN covers all departure flights from 
the airports connecting to the same airspace and each AAN covers all the arrival flights. Each of the 
ADNs and AANs represent a macroscopic level of traffic loading of either departures or arrivals 
beneath its adjacent ACC. Merging airports in line with their geographic connecting ACC not only 
reduces the scale of the network but also maintains the characteristics of network connectivity. The 
European ATN can therefore be represented by 262 nodes i.e. 65 Cat-A airports, 65 ADNs, 65 AANs, 
65 ACCs and two external nodes. These two external nodes represent all the external airspace and 
airports.   
 
 
 
Figure 4-1 The air traffic between OD pairs 
 
4.1.2 Constituent Links 
A link is defined as the connectivity between a pair of nodes. Based on the flight profiles, the link 
between any pair of adjacent nodes exists when the traffic flows between them are recorded in the 
dataset of flight profiles. The weight of a link can be defined by using different measures such as cost, 
fuel burnings, flying distance and flying times. Given that the unit of capacity is the number of flights 
in a given period of time, the weight of the constituent links are not relevant to this research and as a 
result only the weight of constituent nodes are introduced. 
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4.1.3 The Weight of Nodes 
In order to be in line with capacity research, the weight of constituent nodes is set to be the flying 
times within the nodes. Assuming N flights are flying through node i, the flying times of these N flights 
are 𝑇𝑖
𝑛 where, 𝑛 = 1,2,3, . . . 𝑁. The average flying time ?̅?𝑖 can be formulated as:  
 
?̅?𝑖 =
1
N
∑ 𝑇𝑖
𝑛
𝑁
𝑛=1
 (4-1) 
4.2 Selection of the Flight Profiles 
The Malaysia Airlines Boeing 777-200 flight MH17 (hereafter referred to MH17) crashed in Ukraine at 
13:20 on 17 July 2014. This flight departed from Amsterdam Schiphol Airport in the Netherlands to 
Kuala Lumpur International Airport in Malaysia. The flight plan of MH17 was filed by Malaysia Airlines 
and was approved by the responsible Air Traffic Control Centres (ACCs). Based on the data of Air Traffic 
Control (ATC), the MH17 flew within the Flight Information Region (FIR) controlled by the 
Dnipropetrovs’k ACC at the Flight Level (FL) 330 along the path of the flight plan at 12:53. The crew on 
MH17 requested to divert the track to avoid severe weather at 13:00 and disappeared from the radar 
at 13:20. The damage directly caused by this tragedy includes 298 fatalities and a destroyed airplane. 
A preliminary report was published by the Dutch Safety Board (2014) and the context of this event in 
this thesis is predominantly from that report. It is believed that this accident was caused by a missile 
attack. Although the causes and the responsibilities of this event are not relevant to this thesis, the 
influence of this event on network capacity provides an opportunity for model validation.  
In order to maintain flight safety, the European Aviation Safety Agency issued two NOtice To AirMens 
(NOTAMs) A1514/14 and A1517/14 (APPENDIX -7) to announce that the airspace controlled by each 
of Dnipropetrovs’k and Simferopol ACCs were restricted and 22 segments of ATS routes within the 
restricted area were closed. Although only the airspace controlled by these ACCs were restricted, most 
airlines avoided the entire Ukrainian airspace for months. A certain number of flights were rerouted 
or cancelled to avoid flying through the restricted areas and as a result air traffic demand in other 
airspaces in Europe increased due to the rerouting of flights in the days following the accident.  
According to EUROCONTROL (2014b), the average daily flights in Dnipropetrovs’k and Simferopol ACCs 
are 467 and 594 respectively. Compared to the total air traffic in Europe, these figures are relatively 
minor but nonetheless the fluctuation in traffic flows worsened the performance of network capacity 
in the following days. Although the air traffic on 18, 19 and 20 July 2014 was similar to that before 17 
July, the number of regulated flights and ATFM delays increased dramatically. Figure 5-2 shows that 
the effects of MH17 on the performance of European ATN were severe. The mean ATFM delay per 
flight was increased from 0.7 minutes on 17 July to 1.47, 3.60, 3.09 minutes on the three following 
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days and decreased to 0.7 minutes on 22 July 2014. These figures indicate that the European ATM was 
vulnerable to a local capacity fluctuation.  
 
 
Figure 4-2 Air traffic and ATFM delays in Europe during 15 to 20 July 2014 
There are several benefits of using the datasets before and after this major event: 
i) Using traffic data for six days makes it easier to summarize the possible operational flight 
paths within the European ATN. In particular, the flight paths on these days include a 
certain number of alternative routes that were not used frequently.  
ii) The capacity estimation model in this thesis can be validated by comparing with the 
dataset that covers a major event.  
Based on these benefits, air traffic between 15 and 20 July 2014 is used to test and validate the 
network capacity estimation model. 
4.3 Data Processing 
The structure of the ATN and the selection of datasets are detailed in the previous section and the 
process of preparing the input data for the solver is introduced in this section. Given the objective to 
calculate the network capacity of the European ATN, the required decision variable of the LP 
optimization is the traffic flows on every available flight path and the objective is to maximize traffic 
flows on all flight paths. In order to conduct this LP optimization, the information of the flight paths, 
the flight times from the original airports to the constituent nodes along each path and the capacities 
of the constituent nodes are required. These data are detailed in this section. 
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4.3.1 Data Cleaning of Flight Paths 
The flight profiles are provided by the EUROCONTROL’s PRISME Data Warehouse. These flight profiles 
are recorded in two different files, namely ‘Flight profiles states’ and ‘Flight profiles events’. The paths 
of all flights within Europe are recorded in these datasets daily. Three groups of nodes, namely 
waypoints, sectors and ACCs are used to constitute the paths of all flights. Each path is represented 
by a flight profile comprising a series of nodes, and the fundamental components, namely nodes and 
links, in a network can be identified using these data.  
The links in an ATN represent the connections between nodes and can be identified by the order of 
the nodal sequence. The weights of the links, namely flying distance or flying time, can also be 
calculated by using the relevant data in the flight profiles. In the following two sections, these two sets 
of data are introduced in detail. 
In order to extract the required data for the LP model, the process of data cleaning for building a single 
flight path must be conducted and involves three steps: screening, node merging and timing. The flight 
profiles ‘Flight profiles states’ and ‘Flight profiles events’ of the flight from Domodedovo Moscow 
Airport (UUDD) to Larnaca International Airport (LCLK) on 15/07/2014 are attached in APPENDIX -9 
and the process of extracting the required data from the flight profiles is also detailed in APPENDIX -
9. 
Figure 4-3Figure 4-3 shows the method of building a flight path from the raw data in the flight paths. 
is between airport 𝐴𝑖   and 𝐴𝑗 and passing through 𝐴𝐶𝐶1 , 𝐴𝐶𝐶2
1 , 𝐴𝐶𝐶2
2  and a ConTrolled Airspace 
(CTA) next to the airport 𝐴𝑗.  
 
 
Figure 4-3 Data processing for identifying flight paths 
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The operations at airport 𝐴𝑗 include ‘Taxi-In’ and ‘Gate’. The raw flight path contains seven points and 
the steps of screening, merging and timing are conducted in this example. First, the controlled 
airspaces next to airports are mainly controlled by local ATCs or airport towers. The capacities of such 
airspaces are highly dominated by adjacent airports but since these are not included in this research, 
these local ATCs are screened out from the path. 
Second, the airspaces controlled by the subunits of the same ACC are merged into the ACC node. The 
𝐴𝐶𝐶2
1, 𝐴𝐶𝐶2
2 are the airspaces controlled by two subunits within 𝐴𝐶𝐶2. For instance, Maastricht ACC 
(EDYYUTA) is divided into three subunits namely EDYYBUTA, EDYYDUTA and EDYYHUTA in the flight 
profiles. These subunits are responsible for different areas of the Maastricht ACC. In order to be in line 
with the ACC list, we merge these subunits in the flight profiles into their corresponding ACC and the 
flying times within the connecting subunits are summed up. The list of the subunits of each ACC are 
identified and listed in APPENDIX-10. In addition to the subunits of ACCs, the nodes of Taxi-In and gate 
are also merged into the airport node. Third, the arrival times from the original airports to each node 
are outlined in Figure 4-3Figure 4-3.  
After clarifying the method of building the path, the raw data of flight paths requires pre-processing 
before inputting into the network capacity estimation model. Although there are no universal 
methods or standards for conducting data pre-processing, a two-step process of screening and 
validation of flight paths is conducted to ensure the internal consistency of the dataset (Sargent, 
2004). These steps are introduced in the following sections. 
4.3.2 Screening of Flight Paths 
Two types of flights are screened. The first type involves the flights flying between two cities near to 
each other at low altitudes which are controlled by local ATCs rather than ACCs. These flights are 
eliminated due to the lack of capacity data that constrains the flight maximization between these OD 
pairs. In addition to capacity data, this research aims to build a network capacity estimation model 
which takes the capacity of both airports and ACCs into account.  Therefore, the paths of these flights 
are screened out. The second type are the flights flying back to their original airports, with most of 
these being aircraft returning to military or training bases. These flights are screened out for the 
following two reasons. First, most of these flights are not commercial flights and their number is 
comparatively minor (less than 0.5%). Second, a flight path between the same nodes would jeopardize 
the optimization of our model.   
4.3.3 Data Validation of Flight Paths 
After introducing the input data of path list, there is a need to verify and validate that data. Three 
measures require data validation, namely: the sequential order of nodes in a flight path, flying times 
from the origin airports to the nodes within the path, and hourly nodal capacities. 
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First, the original dataset of the flight profiles were provided by EUROCONTROL based on radar 
reports. It can therefore be accepted that the original datasets of flight profiles are credible and 
accurate. The process of extracting the sequential order of nodes and flying times may not be 
accurate, however, and some flights that fly in abnormal patterns should be identified and eliminated 
from the path list. For instance, the flying times of a group of flights flying between the same OD pair 
along the same flight path should be similar. Some flights, however, may be kept in the air to avoid 
severe weather or to wait for available slots at the destination airports, and as the result their flying 
times are unexpectedly high. These flight paths are excluded from the network capacity estimation 
model and can be used at the local level to investigate the influence of the delay causes. Therefore, 
internal and external consistency checks are conducted to ensure data consistency and to eliminate 
outliners. The criteria for validation of the list of flight paths assumes that the flying times on the same 
path are similar.  
Figure 4-4Figure 4-4 shows the process of data validation. Six path lists were extracted from the flight 
and consistency checks were conducted internally and externally.   
The internal consistency check includes a diversity check and an outliners check. The criteria for the 
diversity check is CV: if the CV of the flying times along the same path is greater than one, these group 
of flights requires further examination to identify outliners. The criteria used to identify outliners is 
the SD. If the flying times of the paths do not fall within the area of the mean plus and minus the SD, 
these flight paths are considered as outliners and are eliminated.  
 
 
Figure 4-4 The process of data validation 
 
Internal consistency check:
Where the   are the flying times of flights flying along the path between 
1. Diversity check: CV>1
2. Outliners check: + std( )) std( )) 
3. Eliminate outliners
Path List 1 Path List 2 Path List N
External consistency check
CV>1
CV<1
Eliminate
Consistent 
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Figure 4-5Figure 4-5 shows the internal validation of the flight paths during 15-20 July 2014. The 
successfully identified and excluded from the path lists.  The CV of the flying times of the flights flying 
along each path are all less than one. The internal consistency of the list of flight paths is assured.  
 
 
Figure 4-5 Internal validations of the flight path data 
 
After conducting the internal validation, the external validations of the flight paths on different days 
are conducted by cross-checking. Given that Europe was suddenly impacted by the event of MH17 
and the ATN was dramatically changed after 17 July. Severe delays happened after blocking Ukrainian 
airspace and these strict impacts are the evidence of the changes in the European ATN. The capacity 
of the Ukrainian airspace was consequently reduced dramatically and many alternative flight paths 
were employed. Combining the flight paths during these days therefore enables us to build a detailed 
list of flight paths. 
The difference between internal and external validations is the objective data change from the data 
in a single day to unionized data of two days. The process of validation is compatible with the internal 
validation. Figure 4-6Figure 4-6 shows that all CVs are lower than one. Combining the results of 
external validations, the data of flight paths during these days are consistent and the outliners are 
identified and excluded. 
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Figure 4-6 External validations of the flight paths data  
 
After screening the flight paths from the raw air traffic data, the screened flight paths per day are 
listed in Table 4-1Table 4-1.  
 
Number of Flights 
Dates in July 2014 
15 16 17 18 19 20 
Total Flights 30,708 31,064 31,676 32,360 27,875 28,987 
Screened out Flights 919 1,025 1,001 1,013 615 636 
Remained Flights 29,789 30,039 30,675 31,347 27,260 28,351 
Table 4-1 Air traffic in Europe during 15-20 Jul 2014 
 
4.3.4 Path Definition 
A complete lists of paths and arrival times can be built by aggregating the flying routes of these realistic 
flights after aggregating the flying times along the same path between an OD pair. Although the flight 
routes of the flights 𝐹1and 𝐹2  in Figure 4-7Figure 4-7 fly through different waypoints, these flight 
routes are categorized into the same path. The flying times on this path are the average of flying times 
on the actual flying routes, and 14,502 flight paths between 5,755 OD pairs are identified. 
 
76 
 
76 
 
 
Figure 4-7 The identification of flight paths from the actual flight routes 
4.3.5 Nodal Capacities 
The nodal capacities are used as the constraints in the LP approach. Although EUROCONTROL reveals 
the capacity data of Cat-A airports on their official website,15 some of these airports do not provide 
hourly capacity in detail. We therefore use the data from the European Airport Coordinators 
Association (EUACA)16 that provide the available slot lists for 24 hours across an entire day. The EUACA 
is an association with 20 European airport slot coordinators and schedule facilitators as members who 
are responsible for allocating airport slots or advising schedule timings at more than 100 European 
airports. The slots are considered as airport capacity in practice. Combing the data of capacity and 
slots from these two sources, the list of hourly capacities is attached in APPENDIX -5.  
Regarding the ACC nodes, the capacity baselines of ACCs published in the network performance 
reports are the reference capacity in an hour, the hourly capacity across an entire day are not available 
in public (EUROCONTROL, 2013a, 2013b). These capacity baselines are calculated by using ACCESS 
which is used to estimate the current capacity of ACCs  (EUROCONTROL, 2007). The list of ACC 
capacities are attached in APPENDIX -6 and the methods of ACCESS is attached in APPENDIX -10. Given 
that the ATC service provided by ACC remains 24 hours per day, we assume that the capacities of the 
ACCs remain fixed. 
Since the traffic at AANs and ADNs are constrained by their adjacent ACCs, we assume the capacity of 
each AAN and AND to be half of its adjacent ACC. This assumption is based on the fact that the arrivals 
and departures at an airport within the same day are highly compatible. 
 
                                                          
15 EUROCONTROL Public Airport Corner: https://www.eurocontrol.int/airport_corner_public/ 
16 The slot data of each airport can be extracted from the website of EUACA 
http://www.euaca.org/FPage.aspx?id=45    
Commented [Editor2]: Note error here. 
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Figure 4-8 Hourly traffic distribution at London Heathrow Airport from 15-20 July 2014. (The red line 
is the declared capacity of Heathrow Airport.) 
Given that the capacity of each node is used to constrain air traffic at the node, the air traffic is 
required to be in line with this figure. Figure 4-8Figure 4-8 shows the air traffic at Heathrow Airport 
July 2014, with the red line being the declared capacity. It is obvious that the air traffic distribution 
closely corresponds to the declared capacity. This pattern can be seen in most busy airports and 
complying with capacity constraints is to maintain safety. 
Regarding ACCs, Figure 4-9Figure 4-9 shows a similar traffic pattern to airports, with the air traffic 
midnight and 5.00 AM being relatively less, but frequently exceeding capacity base lines  09:00 and 
20:00. This indicates that the safety buffers of airspace capacity are used to cope with high air traffic 
demands. Given that the traffic loading between midnight and early morning is low, the setting of 
fixed hourly capacity can be adjusted to be closer to real ACC capacity, in which the scheduling of 
ATCOs is highly correlated with the traffic demands. Although scheduling or any local management of 
ACCs are not the focus of this thesis, the adjustment of ACC capacity to comply with the real air traffic 
will be more capable of mimicking the real capacity of ACCs. The influence of local capacity-reduction 
of ACCs and airports on network capacity during the early hours morning is a matter for future 
research. 
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Figure 4-9 Hourly traffic distribution in Maastricht ACC from 15-20 July 2014. (The red line is the 
declared capacity) 
4.3.6 Summary 
After screening out these flights from the total flights recorded in the flight profiles, the remaining 
flights using airport or airspace capacities are listed in Table 4-1Table 4-1, which serves to show the 
of the remaining and screened-out flights. The remaining flights cover about 97% of total air traffic 
and therefore these flight paths are able to be representative of the European air traffic and to be 
used as the input data. The input data of the Node-Path matrix (NP-matrix) can be generated by 
extracting the data from the list of flight paths (𝒫) and the corresponding flying times. The objective 
function of minimizing flying times can be attained by using the flying time of each path 𝜃𝓅.  
4.4 Mathematical Modelling   
In this section, we introduce the modelling approach for network capacity estimation.  Recalling that 
the LP approach is used to solve optimization problems with linear objective functions: a set of 
constraints, and a set of nonnegative restrictions imposed upon underlying decision variables. 
The mathematical model presented in this chapter is intended to apply the classical approaches of 
solving maximum-flow-minimum-cost problems to the European ATN. The maximum flows in the ATN 
can be regarded as the network capacity, which can be further applied to evaluate the importance of 
nodes. The influence of capacity factors can be captured by adjusting the nodal capacities. In addition 
to the maximum flows, the conventional approaches are also able to calculate the minimum cost of 
given OD demands in the network. Figure 4-10Figure 4-10 illustrates the European ATN with 262 nodes 
links.  
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Figure 4-10  An illustration of the European ATN
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Any OD path is represented by a sequence of nodes that include a set of ACCs and airports. In an ATN 
model, the sequence of nodes on flight paths is usually pre-defined, and therefore the maximum flows 
within the ATN are the sum of all flows on all possible flight paths. The key elements in the ATN model 
are the flight paths. 
 
 
Figure 4-11 Flight paths in an ATN 
Figure 4-11Figure 4-11 depicts five categories of flight paths (𝓅𝑎, 𝓅𝑏 , 𝓅𝑐, 𝓅𝑑 , 𝓅𝑒) within an ATN. The 
flight path 𝓅𝑎  connects two close airports and the aircraft flying on 𝓅𝑎 do not need to climb to the 
controlled airspace of any ACCs. The flight path 𝓅𝑏 comprises both airports and controlled airspaces. 
In particular, both the origin and destination airports are within the ATN.  
The flights on the path 𝓅𝑏 fly through a group of ACCs between OD airports, both of which are inside 
the network. The third and fourth categories of flight paths, 𝓅𝑐  and 𝓅𝑑 , are used by the flights flying 
from the external node to an airport in the network, or in the reverse direction. The path 𝓅𝑒 is used 
by overflights that are only passing through the airspace without landing at any airports in the 
network.  
Figure 4-12Figure 4-12 illustrates the traffic flows flying along the flight path 𝓅 between the 𝑂𝐷 pair 
of airport 𝑖 and 𝑗. The traffic flows depart from the origin airport i at time t and arrive 𝐴𝐶𝐶𝑘  and 
𝐴𝑖𝑟𝑝𝑜𝑟𝑡𝑗 at (𝑡 + 𝛳𝓅
𝑘) and (𝑡 + 𝛳𝓅
𝑗 ) respectively. The 𝜃𝓅
𝑗
 and 𝛳𝓅
𝑘  are the flying times from the origin 
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airport on the path 𝓅 to airport 𝑗 and ACC 𝑘 respectively. The sum of all traffic flows passing any given 
node cannot exceed its capacity. 
 
Figure 4-12 Traffic flows along a flight path 
 
The traffic flows at an airport comprise arrival flights and departing flights. Therefore, the traffic flows 
at airport 𝑗 at time 𝑡 are the sum of arrival flights and departing flights: 𝑥𝓅(𝑡) + 𝑥𝓅(𝑡 − 𝛳𝓅
𝑗 ). 
On a given flight path, however, an airport can only act as either an origin or a destination. Therefore, 
the representation of the traffic flows at airport 𝑗 can be unified to 𝑥𝓅(𝑡 − 𝛳𝓅
𝑗 ) by assuming  𝜃𝓅
𝑗 = 0 
when the airport 𝑗 is the original airport. 
Compared to the airport nodes, the ACC nodes are more likely acting as the intermediate nodes. The 
traffic flows in ACC 𝑘 at 𝑡 are 𝑥𝓅(𝑡 − 𝛳𝓅
𝑘). The mathematical forms of traffic flows at airport and ACC 
nodes are compatible. 
 Mathematical Formulation 
The formulation of our network capacity estimation model requires definition of the following 
notation:  
𝒲: 𝑠𝑒𝑡 𝑜𝑓 𝑂𝐷 𝑝𝑎𝑖𝑟𝑠   
𝒫: 𝑠𝑒𝑡 𝑜𝑓 𝑓𝑙𝑖𝑔ℎ𝑡 𝑝𝑎𝑡ℎ𝑠, 𝑒𝑎𝑐ℎ 𝑝𝑎𝑡ℎ 𝑐𝑜𝑚𝑝𝑟𝑖𝑠𝑒𝑠 𝑎 𝑠𝑒𝑡 𝑜𝑓 𝐴𝐶𝐶𝑠 𝑎𝑛𝑑 𝑎𝑖𝑟𝑝𝑜𝑟𝑡𝑠  
Ɖ ∶  𝑠𝑒𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑂𝐷 𝑑𝑒𝑚𝑎𝑛𝑑𝑠  
𝛳: 𝑠𝑒𝑡 𝑜𝑓 𝑓𝑙𝑦𝑖𝑛𝑔 𝑡𝑖𝑚𝑒𝑠 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑎𝑖𝑟𝑝𝑜𝑟𝑡𝑠 𝑡𝑜 𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑛𝑜𝑑𝑒𝑠 𝑜𝑛 𝑒𝑎𝑐ℎ 𝑝𝑎𝑡ℎ 
𝒜𝑗(𝑡): 𝑡ℎ𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑎𝑖𝑟𝑝𝑜𝑟𝑡 𝑗 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 
𝒮𝑘(𝑡): 𝑡ℎ𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝐴𝐶𝐶 𝑘 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 
ℱ: 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟𝑠 
𝒥: 𝑠𝑒𝑡 𝑜𝑓 𝑎𝑖𝑟𝑝𝑜𝑟𝑡𝑠 
𝑀: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑖𝑟𝑝𝑜𝑟𝑡𝑠 
𝒦: 𝑠𝑒𝑡 𝑜𝑓 𝐴𝐶𝐶𝑠 
𝑁: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝐶𝐶𝑠 
𝑝𝑣: decision variables 
𝓅: path 
Departure
Traffic flows:
Flight path 
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𝑣: 𝑛𝑜𝑑𝑒 
 Decision Variables 
Given that the aim of our research is to estimate the network capacity, that is the maximum network 
flows, we use the relationship between nodes (𝑣) and paths (𝓅) as decision variables (𝑝𝑣). Using 
these decision variables enables us to focus on the optimal situation of the air traffic flows.  
 
𝛿𝓅𝑣 = {
1              𝑖𝑓 𝑣 ∊ 𝓅
0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
(4-1) 
 
 Objective Function 
Given that the conventional approaches of solving maximum-flow-and-minimum-cost problems are 
suggested to cope with the RQs of this research, the objective function is to estimate the theoretical 
maximum capacity of the ATN without taking the traffic demands into account. Solving this objective 
enables us to have a maximum figure for the network capacity that can be used as the Theoretical 
Upper Bound (TUB). Although this TUB is expected to be an unrealistic figure that will never be 
attained in the real world, this figure can be used as an index to assess the performance of the ATN, 
especially in terms of comparing the influence of local capacity frustration on the TUB. This is also the 
direct resolution of our RQ1. 
Let 𝑥 denote the traffic flows and 𝑥𝓅(𝑡)  the traffic flows flying on the path 𝓅 and departing at time t. 
The objective function is to maximize the traffic flows on all flight paths subject to the capacity 
constraints at airports and in en route airspace within a day. 
 
𝑚𝑎𝑥 ∑ ∑ 𝑥𝓅(𝑡) ∆𝑡
𝓅∊𝒫
23
𝑡=0
  
In addition to the objective function of calculating the maximum flows in the network, the available 
data of flight profiles can also be used to calculate the optimal traffic assignment by minimizing 
travelling costs i.e. times, fuel consumption and distance. Given that the optimal traffic assignment is 
not directly related to the aim and objectives of this research, the relevant works are attached in 
APPENDIX -11.      
 Constraints 
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∑ ∑ 𝛿𝓅𝑗  𝑥𝓅(𝑡 − 𝜃𝓅
𝑗 )∆𝑡
𝓅∍𝑗
𝟐𝟑
𝒕=𝟎
≤ ∑ 𝒜𝑗(𝑡) ∆𝑡
𝟐𝟑
𝒕=𝟎
 
 j  𝒥,  t𝑇  
(1) 
∑ ∑ 𝛿𝓅𝑘  𝑥𝓅(𝑡 − 𝜃𝓅
𝑘)∆𝑡
𝓅∍𝑘
𝟐𝟑
𝒕=𝟎
≤ ∑ 𝒮𝑘(𝑡) ∆𝑡
𝟐𝟑
𝒕=𝟎
 
 k 𝒦,  t 𝑇 , 𝓅𝒫 
(2) 
𝑥𝓅(𝑡) ≥ 0  (3) 
 
The first two sets of constraints take into account the capacities of airports and ACCs within the ATN.  
Constraint (1) ensures that the number of flights which may either take off from or land at airport k 
at time 𝑡, will not exceed the airport capacity 𝒜𝑗(𝑡). The flying time 𝜃𝓅
𝑗
 equals zero when the flight 
departs from airport j. Given that both units of the traffic flows and the declared capacity are a 
certain number of flights during a period of time, multiplying these figures by the timely interval ∆𝑡 
transfers them to the number of flights. The constraints (2) ensure that the traffic flows within an ACC 
do not exceed its capacity. The third set of constraints keep the traffic flows positive.     
 Solver 
The MatLab function ‘linprog17’ is used to solve our problems of network capacity estimation. This 
function is able to calculate the objective functions based on the given input data of capacity 
constraints and the OD demands. The optimization algorithms of linprog is the ‘interior point 
algorithm’ which is also referred to as the ‘barrier algorithm’. In addition to the interior point 
algorithm, three alternative algorithms including ‘dual-simplex’, ‘active-set’ and ‘simplex’ are also built 
in the MatLab function. The detailed mathematical derivations, theory and practice of these 
algorithms can be seen in these textbooks (Ahuja et al., 1993; Gill et al., 1981; Nocedal & Wright, 
2006).  
In addition to solving the objective function, the LMs are also calculated and presented in the output 
of the solver. The LM was developed for solving optimization problems and the theory is introduced 
in Nocedal and Wright (2006). The use of the LM is a common approach to solving optimization 
problems (Jahn, 2007). The LM is the rate of change of a quantity being optimized as a function of the 
constraint variable. In the case of maximizing network flows, the quantity of the LM is the sensitivity 
of the maximum traffic flow with respect to the change in capacity constraints. It can be interpreted 
simply as the marginal cost (gain) of the network maximum flows with respect to an infinitesimal 
reduction (increase) in the nodal capacity. LMs are zero at non-bottleneck nodes, which corresponds 
to the complementarity conditions arising from duality, and small changes in capacity at these non-
                                                          
17 The documentation and introduction of ‘linprog’ can be found on the official website of MathWorks. 
http://uk.mathworks.com/help/optim/ug/linprog.html  
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bottleneck nodes have no effect on the maximum network flows. The higher the LM, the more critical 
the node. 
4.5 Model Verification 
The previous section translated the LP model from mathematic to matrix forms and introduced the 
MatLab solver. In order to ensure the credibility of the LP model and the input data of path lists and 
nodal capacities, a model verification of internal consistency is required. Verification ensures that the 
LP model is true to the research questions. The general steps for verifying simulation models were 
introduced by Robinson (1997) and output-checks are used to verify the internal consistency of the 
network capacity estimation model.  
The strategy of the output-checks in this thesis is removing the capacity of nodes and demands 
between OD pairs. Given that the traffic flows on each path are constrained by nodal capacities and 
OD demands, the outputs should also be in line with the changes of nodal capacities and OD demands. 
The influence of reducing the capacity of nodes on network capacity requires further analysis, 
however, and the output-checks are conducted in two approaches namely removing nodal capacity 
and removing OD demands.  
The first approach is able to check the existence of traffic flows on the path which contains the nodes 
with the capacity of zero. It is certain that no traffic flows are able to pass a node with a capacity of 
zero. Hence, the internal consistency against removing nodes can be verified if the traffic flows 
reduced to zeroes. 
The second approach is to remove the traffic demands of each OD pair. The is conducted by changing 
the values of 𝐵𝑒𝑞. Once the traffic demand of a given OD pair is set to zero, the sum of the traffic flows 
on all flight paths between that OD is also zero.        
Since the computational time for conducting model verifications is an essential factor that constrains 
research progress, we have tested one iteration of the model verification. The times required to 
calculate the objective function of calculating the maximum flows is 26.58 minutes. In order to save 
computational resource, the input data are tested by using the objective function of calculating the 
optimal traffic assignment (see APPENDIX -11). The time required for one iteration of the optimal 
traffic assignment is 3.46 seconds (MatLab timing reports are attached in APPENDIX -11). This work 
was conducted on a personal laptop: specifically, an Asus G750 working on a 64-bit operational system 
‘Windows 8.1 Pro’, with an Intel Core i7-4710HQ CPU@2.5G Hz processors and 32.0 GB of installed 
RAM. Using the objective function 2 to verify the internal consistency of the LP model is, therefore, 
more efficient and computationally economical. 
The total iterations required for this verification are the sum of the number of OD pairs and nodes. 
Therefore, 12,043 iterations are required for verifying the LP model and the required time is about 31 
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hours. Given that the required time is acceptable, a direct verification was conducted. These results 
show that the LP model is capable of capturing the changes in nodal capacities and OD demands and, 
as a result, the internal consistency of our LP model is verified. 
4.6 Results of Network Capacity Estimation 
The network capacity based on the list of flight paths and nodal capacity is 156,211 flights per day. 
This figure is approximately four times greater than average traffic demands in Europe and can act as 
the theoretical maximum of the air traffic in Europe without being influenced by any capacity 
fluctuations. Although the ATN can be considered at saturation level, with no direct measures of air 
traffic in the real world to validate this result, comparing the traffic loads in the ATN and bottlenecks 
at saturation level to the actual situation is one method by which to capture the validity of the network 
estimation model, as shown below.  
4.6.1 Traffic Loads 
First, the actual traffic counts during the six days following the MH117 incident are presented to 
observe the tendency of traffic loads at all nodes in the European ATN (Figure 4-13Figure 4-13A). In 
the actual traffic loads, the maximum traffic loads at saturation level, and the sum of nodal capacities, 
are illustrated in Figure 4-13Figure 4-13B. Several meaningful characteristics are identified. 
 
Figure 4-13 The comparison between the maximum flows and the sum of nodal capacities at all 
nodes (Fig. 4-12B is the sum of actual traffic at all nodes from 15-20 July 2014) 
The first feature of the air traffic in the European ATN is that the distribution of traffic loads is very 
similar. The hourly flights handled by all nodes between 2300 to 0500 UTC remain at a low level and 
increase to a high level in the daytime.   
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The correlation coefficients (𝑟) between the traffic loads on different days are shown in Table 4-2Table 
very high correlation coefficients indicate that the traffic loads in Europe are similar. Therefore, 
identifying the pattern of the hourly traffic loads in Europe is highly feasible. This pattern is able to 
facilitate capacity planning in order to cope with traffic demands. 
 
Date 15-Jul 16-Jul 17-Jul 18-Jul 19-Jul 20-Jul 
15-Jul 1      
16-Jul 1.000 1     
17-Jul 0.999 0.999 1    
18-Jul 0.998 0.998 0.998 1   
19-Jul 0.994 0.994 0.994 0.996 1  
20-Jul 0.985 0.988 0.988 0.993 0.985 1 
 
Table 4-2 Comparison of traffic loads on different days 
 
The second feature is that the maximum traffic loads are very much in line with, although not the 
same as, the declared capacity. This is evidence that the network capacity estimation model does not 
violate the capacity constraints while optimizing traffic flows on all possible paths. It also indicates 
that, even at saturation level, 6% of the overall capacity in the ATN cannot be utilized. The sum of the 
capacity at all nodes is therefore unable to represent the network capacity accurately.    
Given this high correlation of traffic loads on different days, the average figures of such traffic loads 
are compared to the sum of the declared capacities and maximum flows at all nodes. The correlation 
coefficients (𝑟) between them are all above 0.97. These high correlation coefficients indicate that the 
air traffic demands in Europe comply to a great extent with the declared capacity. The pattern of actual 
hourly traffic loads at all nodes can therefore be captured by using the declared capacities.  
The sum of the maximum traffic loads are also highly correlated to the actual traffic-loadings. This is 
due to the fact that the actual and the maximum traffic loads both closely comply with the declared 
capacity. Although this is not a direct validation of the network capacity estimation model, the model 
does reflect the pattern of the actual traffic loads and capacity constraints.  
4.6.2 Bottleneck Airports 
As introduced in the previous chapter, the LMs are used to identify bottlenecks at which the LMs are 
non-zero. At saturation level, most airports are identified as bottlenecks (Table 4-3Table 4-3), and 
therefore air traffic is ultimately dominated by airports in Europe. This result reflects the fact that 
flights eventually need to land and take-off from airports. 
Six airports, namely: Dublin (EIDW), Gran Canaria (GCLP), Tenerife Sur (GCTS), Tenerife Norte (GCXO), 
Bari Palese (LIBD), Kyiv/Boryspil (UKBB) are not bottlenecks in a saturated European ATN. The capacity 
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of these airports are therefore more than sufficient to cope with the maximum traffic flows at 
saturation level. From the aspect of network management, these airports do not need urgent 
improvement in their capacity. 
Given the complicated constituent members of the AANs and ADNs, microscopic analysis of the non-
bottlenecks was not conducted. The results in Table 4-3Table 4-3, however, suggest that capacity 
improvements at the airports beneath the ACCs of Dublin, Brindisi, Riga, Canarias, Kyivand L’viv are 
not required urgently. It is interesting to note that these airports are not ranked as bottlenecks by 
ATFM delays and therefore, the results above do not violate the commonly held understanding of the 
bottleneck airports in Europe.  
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Table 4-3  Bottleneck nodes at saturation level 
Node Name Code Bottleneck Node Bottleneck Node Bottleneck Node Name Code Bottleneck
1 Brussels EBBR  66  131  196 TIRANA  LAAACTA
2 Berlin EDDB  67  132  197 YEREVAN UDDDCTA
3 Dresden EDDC  68  133  198 VIENNA LOVVCTA
4 Erfurt EDDE  69  134  199 BAKU UBBACTA 
5 Frankurt EDDF  70  135  200 BRUSSELS EBBUCTA
6 Munster EDDG  71  136  201 SOFIA LBSRCTA
7 Hamburg EDDH  72  137  202 ZAGREB LDZOCTA
8 Koln/Bonn EDDK  73  138  203 NICOSIA LCCCCTA
9 Dusseldorf EDDL  74  139  204 PRAGUE LKAACTA
10 Munchen EDDM  75  140  205 COPENHAGEN EKDKCTA
11 Nurnberg EDDN  76  141  206 TALLINN EETTCTA
12 Leipzig/Halle EDDP  77 None 142 None 207 MAASTRICHT EDYYUTA
13 Saarbrucken EDDR  78  143  208 TAMPERE EFESCTA
14 Stuttgart EDDS  79  144  209 BORDEAUX LFBBCTA
15 Berlin-Tegel EDDT  80  145  210 BREST LFRRCTA
16 Hannover EDDV  81  146  211 MARSEILLE LFMMCTA
17 Bremen EDDW  82  147  212 PARIS LFFFCTA
18 Helsinki-Vantaa EFHK  83  148  213 REIMS LFEECTA
19 Manchester EGCC  84  149  214 SKOPJE LWSSCTA
20 London/Heathrow EGLL  85  150  215 TBILISI UGGGCTA
21 Amsterdam/Schiphol EHAM  86  151  216 BREMEN EDWWCTA
22 Dublin EIDW 87 None 152 None 217 KARLSRUHE (Rhein) EDUUUTA
23 Kobenhavn/Kastrup EKCH  88  153  218 MUNICH EDMMCTA
24 Luxembourg ELLX  89  154  219 LANGEN EDGGCTA
25 Oslo/Gardermoen ENGM  90  155  220 ATHENS LGGGCTA
26 Krakow/Balice EPKK  91  156  221 MAKEDONIA LGMDCTA
27 Katowice/Pyrzowice EPKT  92  157  222 BUDAPEST LHCCCTA
28 Warszawa Chopin EPWA  93 158 223 DUBLIN EIDWCTA 
29 Stockholm-Arlanda ESSA  94  159  224 SHANNON  EISNCTA
30 Gran Canaria GCLP 95 160 225 BRINDISI LIBBCTA 
31 Tenerife Sur GCTS 96  161  226 MILAN LIMMCTA
32 Tenerife Norte GCXO 97  162  227 PADOVA LIPPCTA
33 Sofia LBSF  98  163  228 ROME LIRRCTA
34 Alicante LEAL  99 164 229 RIGA EVRRCTA 
35 Bilbao LEBB  100 165  230 VILNIUS EYVCCTA 
36 Barcelona LEBL  101  166  231 MALTA LMMMCTA
37 Madrid/Barajas LEMD  102  167  232 CHISINAU LUUUCTA
38 Malaga LEMG  103  168  233 AMSTERDAM EHAACTA
39 Palma De allorca LEPA  104  169  234 OSLO ENOSCTA
40 Valencia LEVC  105  170  235 STAVANGER ENSVCTA
41 Paris CDG LFPG  106  171  236 BODO ENBDCTA
42 Athinai E Venizelos LGAV  107  172  237 WARSAW EPWWCTA
43 Iraklion/Nikos Kazantzakis LGIR  108  173  238 LISBON LPPCCTA
44 Budapest/Ferihegy LHBP  109  174  239 BUCHAREST LRBBCTA
45 Bari Palese LIBD 110 175  240 BELGRADE LYBACTA
46 Catania Fontanarossa LICC  111  176  241 BRATISLAVA LZBBCTA
47 Palermo Punta Raisi LICJ  112  177  242 LJUBLJANA LJLACTA
48 Cagliari Elmas LIEE  113  178  243 BARCELONA LECBCTA
49 Milano Malpensa LIMC  114 179 244 CANARIAS GCCCCTA 
50 Bergamo/Orio Alserio LIME  115  180  245 MADRID LECMCTA
51 Torino/Caselle LIMF  116  181  246 PALMA LECPCTA 
52 Milano Linate LIML  117  182  247 SEVILLA LECSCTA
53 Bologna LIPE  118  183  248 MALMO ESMMCTA
54 Venice LIPZ  119  184  249 STOCKHOLM ESOSCTA
55 Rome Fiumicino LIRF  120  185  250 GENEVA LSAGCTA
56 Napoli Capodichino LIRN  121  186  251 ZURICH LSAZCTA
57 Praha/Ruzyne LKPR  122  187  252 ANKARA LTAACTA
58 Wien-Schwechat LOWW  123  188  253 DNIPROPETROVS’K UKDVCTA
59 Porto LPPR  124  189 254 SIMFEROPOL UKFVCTA
60 Lisboa LPPT  125  190  255 ODESA UKOVCTA
61 Geneve LSGG  126 191 256 KYIV UKBVCTA 
62 Zurich Flughafen LSZH  127 192 257 L’VIV UKLVCTA 
63 Istanbul/Ataturk LTBA  128  193  258 LONDON EGTTCTA
64 Belgrade Nikola Tesla LYBE  129  194  259 LONDON TC EGTTTCTA
65 Kyiv/Boryspil UKBB 130  195  260 NEW PRESTWICK EGPXCTA
Cat-A Airport AAN AND ACC
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4.6.3 Bottleneck ACCs 
Nine ACCs, namely Baku, Dublin, Brindisi, Riga, Vilnius, Canarias, Palma, Kyiv and L’viv are identified 
as bottlenecks in the saturated ATN (see Table 4-3Table 4-3). Comparing these ACCs to the top twenty 
delay generating locations in July 2014 (EUROCONTROL, 2014a), none of them are responsible for the 
severe en route ATFM delays. Hence, these ACCs are not regarded as bottlenecks by the current KPI 
of ATFM delays. In order to assess the superiority of these two different indicators, the historical event 
of MH17 is selected as a benchmark. We argue that the superiority of these two indicators can be 
assessed by comparing the data of the network performance before and after this enormous event.  
Table 4-4Table 4-4 shows that the ATN was severely impacted by the MH17 incident during 18-20 July 
The only unplanned event during that period of time was that MH17 caused the partial closure of the 
eastern part of Dnipropetrovsk ACC in the Ukraine (EUROCONTROL, 2015a). Although the airspace 
was only partially closed, most airlines decided not to fly though Ukrainian airspace to avoid potential 
hazards. It is therefore reasonable to attribute the cause of these severe delays to the capacity-
reductions in Ukrainian airspace.  
 
Date Traffic 
Demands  
Regulated 
Flights 
Delayed 
Flights  
Total ATFM 
Delay (mins) 
Airport Delay 
(mins) 
Mean Delay of 
Delayed Flights  
Mean Delay 
of All Flights  
15-Jul 30,751 2,395 1,290  /4.2% 20,201 8,744 15.7 0.7 
16-Jul 31,013 2,519 1,363  /4.4% 19,978 6,774 14.7 0.6 
17-Jul 31,671 2,487 1,379  /4.4% 23,141 10,748 16.8 0.7 
18-Jul 32,339 3,724 2,409  /7.4% 47,657 21,059 19.8 1.5 
19-Jul 27,865 6,957 4,621/16.6% 100,315 31,804 21.7 3.6 
20-Jul 29,020 6,170 4,170/14.4% 89,640 22,783 21.5 3.1 
Table 4-4 The data of ATFM delays and traffic during 15-20 July 2014 
(Summarized from ATFM daily reports) 
 
The severe impact of the partial closing of Ukrainian airspace is not captured by the KPI of ATFM 
delays, however. Figure 4-14Figure 4-14 shows the traffic demands in the Ukrainian airspace during 
those six days. It is obvious that the traffic demands in all Ukrainian ACCs decreased to between 23% 
and 64% of their original figures following the partial closure of the airspace. Although the traffic loads 
in the Ukrainian airspace comprise only about 1% of the total traffic in the European ATN, the minor 
capacity-reductions impact the ATN severely. It is clear that the numbers of delayed flights in the 
network (see Table 4-4Table 4-4) and the influenced traffic in Ukrainian airspace (see Figure 4-3Figure 
4-3) are not compatible at all. This indicates that the minor capacity-reductions in Ukrainian airspace 
are able to severely worsen the performance of the entire ATN. In contrast, the ATFM daily reports 
only attribute one delayed flights in total to the responsibility of all Ukrainian ACCs during these six 
days, and none of these ACC can be regarded as bottlenecks. This implies that solely using ATFM delays 
is not sufficient to capture the importance of a particular node.  
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Comparing the ATFM delays, the network capacity estimation model has found that two of the 
Ukrainian ACCs, namely Kiev and L’viv, are bottlenecks. The model developed in this research 
therefore appears to be more capable of identifying potential bottlenecks than the conventional KPI 
of ATFM delays. In order to validate this, the influence of the capacity-reductions in Ukrainian airspace 
on the entire ATN is calculated. 
  
 
Figure 4-14 The air traffic and delayed flights in the ACCs of Ukraine during 15-20 July 2014 
 (Summarized from ATFM daily reports) 
 
4.6.4 The Influence of MH17 on the Ukrainian Airspace 
Given that the most severe influences of MH17 on network capacity occurred on the three following 
days, an experiment is designed that reduces the capacity of the Ukrainian airspace from the declared 
capacity to the actual traffic-loadings of each ACC during these three days. Using actual traffic-loadings 
at each node after MH17 enables the actual capacity-reductions to be mimicked rather than direct 
blocking the entire area. 
The objective function calculated in this section is the maximum number of flights that use Ukrainian 
airspace after MH17. These figures and the maximum flights using Ukrainian airspace before MH17 
are presented in Figure 4-15Figure 4-15. The average numbers of flights using Ukrainian airspace per 
and after MH17 are 1,116 and 676 respectively. Only 440 flights per day were therefore influenced by 
the capacity-reductions in Ukrainian airspace. The maximum daily flights using the Ukrainian airspace 
were reduced from 4,692 to 847. The number of flights influenced at saturation level is 3,845 and this 
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figure indicates that 82% of the flights are unable to be served by the airspace at saturation level and 
the MH17 is responsible for these capacity-reductions.  
 
 
Figure 4-15 The flights passing through Ukrainian airspace during 15-20 July 2014  
 
Figure 4-16Figure 4-16 shows the network capacity before and after MH17. The network capacity was 
from 156,211 to 154,292, 154,281, 154,238 respectively, with the average reduction being 1,941 
flights. Comparing this figure to the capacity-reduction in the Ukrainian airspace (3,845 flights) 
indicates that about half the reduction in flights in Ukrainian airspace can be supported by other paths 
that avoid hazardous airspace. In actual operations, however, the optimum utilization of the 
alternative paths and available capacity is difficult to achieve. Consequently, the actual number of 
flights affected should be between these two figures i.e. 1,941 and 3,845.  
Recall that it has been argued earlier that the network capacity is a function of network topology, 
nodal capacities, demand patterns and capacity factors. Given that ATFM regulations are the counter 
measures against the imbalance between demand and capacity, the flights that cannot be handled by 
the available capacity are delayed and therefore the delayed flights should be identical with the 
capacity-reductions.  
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Figure 4-16 The network capacity during 15-20 Jul 2004 
Figure 4-17Figure 4-17 shows the comparison between the capacity reductions caused by MH17 and 
flights (taken from Table 4-4Table 4-4). A direct comparison between them is presented in Figure 
 
Figure 4-17 The comparison between the capacity reductions and delayed flights in the European 
ATN 
Although the correlation coefficient between them is relatively high (0.87), their magnitudes are not 
compatible. This difference might be caused by other capacity factors, and Table 4-4Table 4-4 shows 
1300 flights were delayed daily during 15-17 July. Theoretically, the reduction of network capacity can 
be calculated by combining the influence of capacity factors and the network capacity estimation 
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model. The historical data regarding the influence of capacity factors does not include all factors at all 
nodes, however. In order to provide a simplified illustration, the numbers of daily delayed flights that 
were not impacted by MH17, during 18-20 July can be assumed to be compatible with the average 
delayed flights during 15-17 July. Therefore, the numbers of adjusted delayed flights and the capacity 
reductions are plotted in Figure 4-17Figure 4-17B and the delayed data of the first three days are 
neutralized. The correlation coefficient between the capacity reductions and delayed flights for the 
three days after MH17 is 0.5 and the MAPE between them is 52%, which is comparatively higher than 
the range of ‘Reasonable prediction’. Further research is therefore required to take the demands and 
capacity factors into account in order to improve the accuracy. The network capacity estimation model 
in this thesis, however, calculates the reduction of network capacity and the quantity of this is in the 
same order as the actual delayed flights.  
Compared to the ATFM delays, therefore, the number of delayed flights in the European ATN is more 
likely to be captured by the network capacity model presented in this thesis. 
4.7 Summary 
This chapter first introduces the structure of the European ATN, data processing and the mathematical 
formulations of the network capacity estimation model. The structure of the European ATN is 
represented by constituent nodes, links and the connectivity between them. The connectivity can be 
identified by the order of the nodal sequence in each flight path, which is the most important 
information extracted from the original dataset of flight profiles. In order to generate an accurate list 
of flight paths and to capture the influence of unexpected events, the flight profiles during 15-20 July 
2014 are selected to build the list of flight paths in Europe. After confirming the validity of the path 
list, the mathematical formulation of the network capacity estimation model is introduced in Section 
4.4. The internal consistency of this LP model is validated by using an output-check. The network 
capacity estimation model is therefore verified and capable of evaluating the network capacity.  
The results of the model are described in Section 4.6. Given that the figure for the network capacity is 
unrealistically greater than the traffic demands that can actually be handled in Europe, the network 
capacity at saturation level can be used as an indicator for investigating other characteristics of the 
ATN. The first characteristic is to identify bottlenecks. The results presented in Section 4.6 show that 
using the LM as the indicator for identifying bottlenecks outperforms the conventional KPI of ATFM 
delays when the ATN is at saturation level. Second, the influence of an unanticipated event of MH17 
can be relatively well captured by the network capacity estimation model.  
  
94 
 
94 
 
Chapter 5 Network Robustness Analysis 
In Chapter 3, four indicators, namely ATFM delays, BC, RAI and LM were introduced to rank the 
importance of nodes, based upon Pien et al. (2014). In Section 3.2.5, the relationship between RAI and 
LM was introduced, with the contention that RAI outperforms LM. This chapter, therefore, compares 
two indices, namely BC and RAI to the KPI of ATFM delays to evaluate the superiority of these two 
indices in assessing network robustness. The assessment of network robustness is conducted by 
ranking important nodes. 
Since the computational resources required for calculating 𝑅𝐴𝐼 are extremely high in this dynamic 
model, the calculation of the 𝑅𝐴𝐼s for the dynamic networks are a matter for future research and this 
thesis presents the results of the static network that comprise 197 nodes. 
The results related to the comparison of BC and 𝑅𝐴𝐼 and a discussion of operational management 
insights in the context of ATM on a network level are discussed in this chapter. Since the focus and 
the underlying assumptions of BC and 𝑅𝐴𝐼 are different, BC are compared to the traffic load and RAI 
to the nodal capacity. The rationale behind these comparisons is that nodes with higher BC tend to 
carry more traffic load since most flight routes follow the shortest paths; on the other hand, nodes 
with higher capacity are intuitively more important to the maximum flow of the entire network. In 
order to simplify the analysis and to distinguish between airports and airspaces, the top ten airports 
and airspaces in each category are extracted and the nodes that are significant according to both the 
indicators highlighted. Since the aggregated nodes are used to maintain the network structure and do 
not represent solid locations, they are excluded from the ranking list. The rankings of the airports and 
airspaces are then compared with the empirical data on air traffic load, nodal capacities, and ATFM 
delays. In the subsequent presentation, unless otherwise specified, ID numbers 1- 67 are assigned to 
the 67 airport nodes, 68 - 131 to the 64 aggregate airport nodes, and 132 - 195 to the 64 ACC nodes 
and 196-197 are the two external nodes. 
5.1 Betweenness Centrality 
Figure 5-1Figure 5-1 displays information of the BC in the entire network. Compared to the airport 
131), the ACC nodes (ID 132 - 195) overall have larger BCs. An intuitive explanation is that the ACC 
nodes in the network can be considered as inner nodes while the airport nodes can be regarded as 
outer nodes. Thus the inner nodes tend to have higher BCs; an observation consistent with the work 
of Barrat et al. (2004).  
Figure 5-1Figure 5-1B and Figure 5-1Figure 5-1C show the histogram and the Cumulative Distribution 
BCs, respectively. The CDF of the weighted BC can be fitted by an exponential function: 𝑃(≥
𝑏)~𝑒−0.00054𝑏. Such a fitting is a common approach in network science to quantify the robustness of 
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a network based on topological indices such as the BC; refer to Sun et al. (2014) for a fuller discussion 
and more examples of such fitting for a variety of other air traffic networks. 
 
 
Figure 5-1. BC in the European air traffic network. 
 
The ten airports and airspace with the highest air traffic loads and BCs are listed in Table 5-1Table 5-1. 
notable that airport nodes with high BCs do not necessarily have the highest traffic loads, and vice 
versa. The airports handling high traffic demands are all located at the capitals or economic centres 
rather than the high-BC airports. The BC, therefore, cannot capture the high-traffic airports; which is 
consistent with the results of Cats and Jenelius (2014) and Guimera and Amaral (2004).   
Rank 
Airport Airspace (ACC) 
BC Traffic load BC Traffic load 
1 VALENCIA FRANKFURT GENEVA LONDON 
2 BRUSSELS PARIS CDG BREMEN MAASTRICHT 
3 GENEVE LONDON HEATHROW MUNICH KARLSRUHE 
4 WIEN SCHWECHAT 
SCHIPHOL 
AMSTERDAM 
ROME MUNICH 
5 MAKEDONIA MADRID BARAJAS MARSEILLE MARSEILLE 
6 ISTANBUL SABIHA MUENCHEN MALMO ROME 
7 TRONDHEIM VAEMES ISTANBUL ATATURK ZURICH LONDON TC 
8 
CATANIA 
FONTANAROSSA 
ROME/FIUMICINO LANGEN PARIS 
9 NICE BARCELONA AMSTERDAM LANGEN 
10 BIRMINGHAM PALMA-DE-MALLORCA PARIS BREST 
Table 5-1 Top ten airports and airspaces that have the highest BCs and traffic loads. 
In terms of the BCs of airspace (ACC) nodes, five high-BC ACCs, namely Munich, Rome, Marseille, 
Langen and Paris, also handle high air traffic. This result indicates that the BC is relatively more capable 
of capturing the important nodes with high traffic demands in airspace than at airports. The 
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corresponding BC-rankings of the top three high-traffic ACCs, however, namely London, Maastricht 
and Karlsruhe are extremely low, meaning that BCs cannot fully capture the traffic demands in the 
real world of operational traffic. 
5.2 Relative Area Index 
According to the discussion of the  , the capacity of a node may be reduced by a certain percentage or 
by an absolute value. The resulting 𝑅𝐴𝐼𝑃 and 𝑅𝐴𝐼𝐴, respectively, are presented and analysed in this 
section in order to examine the influence of capacity reductions on the network capacity. Spearman’s 
rank correlation coefficient (𝑟) and p-value (𝑝) are used to measure the statistical dependence and 
the statistical significance between different sets of results. The detailed results of the RAIs and the 
BCs, as well as the empirical data, for a selection of nodes are presented in the APPENDIX -13.    
5.2.1 RAI with Capacity Reduction by Percentage (𝑅𝐴𝐼𝑃) 
In this section, three sets of RAIP over the entire European ATN are illustrated in Figure 5-2Figure 5-2. 
three sets of 𝑅𝐴𝐼𝑃 are calculated by using three different weighting parameters that emphasize the 
capacity reduction at different levels. The first weighting parameter treats the importance of capacity 
reductions at all levels equally, and is indicated as ‘Constant’ in Figure 5-2Figure 5-2A. The second and 
weighting parameters assign a low (high) weight to low capacity reduction and a high (low) weight to 
high capacity reduction; in particular, they vary the weight from 0 to 10 and 10 to 0, respectively: 
therefore, the second and third weighting parameters emphasize the importance of higher and lower 
capacity reductions at each node, respectively.  
  
Figure 5-2 𝑅𝐴𝐼𝑃in the European ATN.  is using new node IDs based on nodes sorted by their RAIP 
(with constant weighting parameters). 
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Both the correlation coefficients and Spearman’s rank correlation coefficients among these three sets 
of RAIP shown in Figure 5-2Figure 5-2B are above 0.97 and the p-values are all close to zero, which 
the results attain statistical significance. Moreover, the high Spearman’s rank correlation coefficients 
show that the ranking of nodes based on RAIP is insensitive to the change of the weighting parameters.  
Figure 5-2Figure 5-2A also shows that the RAIP of airports (ID 1 - 67) are generally smaller than the 
aggregated nodes and ACCs (ID 68 - 195).  In view of the fact that airport nodes tend to have lower 
capacities, this result is in line with the anticipation that the influence of nodes with higher capacities 
is, in general, larger than those with lower capacities, since the capacity reduction is based on 
percentages. 
Table 5-2Table 5-2 shows that there are five airports and five ACCs with both high 𝑅𝐴𝐼𝑃  and high 
appearing in the top ten); these are highlighted in bold. The 𝑅𝐴𝐼𝑃  and capacity of some ACCs are 
counterintuitive, however. For instance, both the traffic load and capacity of London, Maastricht, 
Karlsruhe and Marseille are high but their RAIP  values are relatively low. In contrast, the 𝑅𝐴𝐼𝑃  of 
Bucharest, Bremen, Madrid, Ankara/Istanbul, Belgrade are high while their capacities are 
comparatively low. These results imply that the importance of a given node in the presence of capacity 
reduction is not necessarily in line with its capacity. 
 
Ranking 
Airport Airspace (ACC) 
RAIP Capacity RAIP Capacity 
1 WIEN SCHWECHAT PARIS CDG ROME LONDON 
2 ISTANBUL ATATURK 
SCHIPHOL 
AMSTERDAM 
PRESTWICK MAASTRICHT 
3 
SCHIPHOL 
AMSTERDAM 
KIEV BORISPOL PARIS KARLSRUHE 
4 MADRID BARAJAS MADRID BARAJAS LANGEN MUNICH 
5 MUENCHEN 2 FRANKFURT BUCHAREST LONDON TC 
6 
COPENHAGEN 
KASTRUP 
MUENCHEN 2 MUNICH PARIS 
7 OSLO GARDERMOEN ROME/FIUMICINO BREMEN LANGEN 
8 ANTALYA LONDON HEATHROW MADRID ROME 
9 KIEV BORISPOL STOCKHOLM ARLANDA 
ANKARA/IST
ANBUL 
MARSEILLE 
10 HELSINKI-VANTAA 
COPENHAGEN 
KASTRUP 
BELGRADE PRESTWICK 
Table 5-2. Top ten airports and airspaces that have the highest RAIP and capacities. 
 
5.2.2 𝑅𝐴𝐼 with Capacity Reduction by Absolute Value (𝑅𝐴𝐼𝐴) 
The RAIA is calculated by applying capacity reductions to each node by a certain value (in flights per 
hour). The capacity reductions are set from 0 to 50 (flight per hour) in order to examine the influence 
of absolute-value capacity reductions on network capacity.  
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Similar to the 𝑅𝐴𝐼𝑃 case, three sets of weighting parameters are considered. The results of the RAIA 
are shown in Figure 5-3Figure 5-3.  A high correlation among the three sets of 𝑅𝐴𝐼𝐴 is observed, with 
all the correlation coefficients and Spearman’s rank correlation coefficients above 0.99, and the p-
values all close to zero. In contrast to 𝑅𝐴𝐼𝑃 , however, no significant difference in the 𝑅𝐴𝐼𝐴  exists 
between the airport nodes and the ACC nodes (see Figure 5-3Figure 5-3A). This is partially due to the 
small capacity reduction (by up to 50 flights per hour), such that most of the airports and ACCs are far 
from being bottlenecks. Thus the global effects of flow reduction induced by local degradation at 
airports or ACCs cannot be differentiated.  
 
 
Figure 5-3. RAIA in the European ATN.  
 
An interesting result of the RAIA is shown when all the nodes are sorted in an ascending order with 
respect to 𝑅𝐴𝐼𝐴  with a constant weighting parameter (Figure 5-3Figure 5-3B):  The nodes can be 
clustered into three groups according to their 𝑅𝐴𝐼𝐴, namely low (ID 1 - 95), medium (ID 96 -180), and 
high (ID 181 - 195); see Figure 5-3Figure 5-3B  and Figure 5-3Figure 5-3C.  
Table 5-3Table 5-3 shows that the correlation between 𝑅𝐴𝐼𝐴 and capacity is comparatively weak, with 
few nodes in common in the top ten. The influence of a minor absolute capacity reduction on the 
entire network is therefore not in line with the magnitudes of the nodal capacities. 
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Ranking 
Airport Airspace (ACC) 
RAIA Capacity RAIP Capacity 
1 WIEN SCHWECHAT PARIS CDG KYIV LONDON 
2 ATHINAI-E-VENIZELOS 
SCHIPHOL 
AMSTERDAM 
PRESTWICK MAASTRICHT 
3 ISTANBUL ATATURK KIEV BORISPOL NICOSIA KARLSRUHE 
4 ISTANBUL SABIHA MADRID BARAJAS BREMEN MUNICH 
5 MAKEDONIA FRANKFURT CANARIAS LONDON TC 
6 
IZMIR ADNAN 
MENDERES 
MUENCHEN 2 BUCHAREST PARIS 
7 ANTALYA ROME/FIUMICINO ROME LANGEN 
8 ANKARA ESENBOGA LONDON HEATHROW RIGA ROME 
9 MUENCHEN 2 STOCKHOLM ARLANDA PARIS MARSEILLE 
10 
CATANIA 
FONTANAROSSA 
COPENHAGEN 
KASTRUP 
STOCKHOLM PRESTWICK 
Table 5-3. Top ten airports and airspaces that have the highest 𝑅𝐴𝐼𝐴 and capacities. 
 
5.3 Comparison between BC and 𝑅𝐴𝐼   
Given that the focus and the underlying assumptions of BC and 𝑅𝐴𝐼 are different, it is difficult to 
conduct a direct comparison between these two robustness indices. Instead, relevant empirical data 
(ATFM delays) is used to examine the practical relevance of these two indices, and identify their 
strengths and weaknesses.  
The Spearman’s ranking correlation coefficient is used to reveal the relationships between the ranking 
of nodes based on the empirical data and the relevant robustness indices. Table 4 shows the 
correlation coefficients (r) among the six measures: the empirical ATFM delay, capacity, traffic load, 
𝑅𝐴𝐼𝑃, 𝑅𝐴𝐼𝐴, and BC. 
The Spearman’s ranking correlation coefficient r between 𝑅𝐴𝐼𝑃 and the traffic load is comparable with 
that between BC and the traffic load (0.51). Secondly, the ranking of the 𝑅𝐴𝐼𝑃 is strongly correlated 
to the ranking of the nodal capacity (0.72), showing 𝑅𝐴𝐼𝑃 to be a more promising index than BC in 
capturing the nodal capacity. Thirdly, 𝑅𝐴𝐼𝐴  has no meaningful correlation with any of the other 
indices. This indicates that the influence of a minor, absolute capacity reduction of a given node is not 
significantly related to traffic load, nodal capacity or ATFM delays. When the absolute capacity 
reduction gets larger, however, say for a subset of the nodes that have large capacities, it is expected 
that 𝑅𝐴𝐼𝐴 is likely to provide a more meaningful characterization of the importance of nodes.  
In Table 5-4. Spearman's ranking correlation coefficients among relevant indices and empirical 
dataTable 5-4. Spearman's ranking correlation coefficients among relevant indices and empirical data 
neither the RAI nor the BC captures the ATFM delays. This is explained by the fact that the ATFM delay 
is a result of a complex operational environment, involving multiple sectors and stakeholders; thus 
more sophisticated models are required to capture the ATFM delays in their entirety. 
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Measures 
ATFM 
delay 
Capacity 
Traffic 
load 
RAIP RAIA BC 
ATFM delay 
R 1.00 -0.44 0.23 -0.31 0.31 -0.12 
P 1.00 0.00 0.00 0.00 0.00 0.10 
Capacity 
R -0.44 1.00 0.47 0.72 -0.24 0.37 
P 0.00 1.00 0.00 0.00 0.00 0.00 
Traffic load 
R 0.23 0.47 1.00 0.51 0.19 0.51 
P 0.00 0.00 1.00 0.00 0.01 0.00 
RAIP 
R -0.31 0.72 0.51 1.00 0.31 0.37 
P 0.00 0.00 0.00 1.00 0.00 0.00 
RAIA 
R 0.31 -0.24 0.19 0.31 1.00 0.13 
P 0.00 0.00 0.01 0.00 1.00 0.06 
BC 
R -0.12 0.37 0.51 0.37 0.13 1.00 
P 0.10 0.00 0.00 0.00 0.06 1.00 
Table 5-4. Spearman's ranking correlation coefficients among relevant indices and empirical data  
 
In order to further compare RAI and BC, the top 25 nodes with the highest ATFM delays, which are 
subsequently referred to as bottlenecks, are selected and a similar analysis is conducted restricted to 
these 25 bottlenecks. The findings are presented in Table 5-5Table 5-5. Here, BC again provides a poor 
performance with a low Spearman’s ranking correlation coefficient and high p -values. An important 
finding is that the Spearman’s ranking correlation coefficient between 𝑅𝐴𝐼𝐴 and 𝑅𝐴𝐼𝑃 increases from 
0.31 to 0.72, which means that the capacity reductions by percentage or absolute value have similar 
effects for these 25 nodes. In addition, both 𝑅𝐴𝐼𝐴  and 𝑅𝐴𝐼𝑃  are better able to capture the ATFM 
delays at these bottlenecks, with 𝑟 = 0.44 and 𝑟 = 0.40, respectively.  
 
Measures ATFM delay Capacity Traffic load RAIP RAIA BC 
ATFM delay 
r 1.00 0.06 0.23 0.44 0.40 0.19 
p 1.00 0.78 0.28 0.03 0.05 0.36 
Capacity 
r 0.06 1.00 0.82 0.48 -0.03 0.22 
p 0.78 1.00 0.00 0.02 0.90 0.28 
Traffic load 
r 0.23 0.82 1.00 0.61 0.16 0.30 
p 0.28 0.00 1.00 0.00 0.45 0.15 
RAIP 
r 0.44 0.48 0.61 1.00 0.72 0.38 
p 0.03 0.02 0.00 1.00 0.00 0.06 
RAIA 
r 0.40 -0.03 0.16 0.72 1.00 0.23 
p 0.05 0.90 0.45 0.00 1.00 0.27 
BC 
r 0.19 0.22 0.30 0.38 0.23 1.00 
p 0.36 0.28 0.15 0.06 0.27 1.00 
Table 5-5. Spearman's ranking correlation coefficients and the p-values among relevant indices and 
empirical data (ATFM delay), among the 25 high-ATFM-delay nodes. 
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5.4 Summary 
The commonly employed network robustness index, namely betweenness centrality (BC), reflects only 
the topological characteristics of the network, without taking into account traffic demand and nodal 
capacities. As a result, it can only capture traffic loads rather than capacity or ATFM delays, as shown 
in the results for the European air traffic network. Using BC as the robustness index of an ATN is quite 
limited in terms of capturing the influence of local disruption on the network level, especially when 
the operational characteristics are within the purview of network operators.  
The finding that the BC is capable of capturing the actual traffic load at a particular node differs from 
that of Cats and Jenelius (2014), who found limited correlation between the passenger loads and BCs 
in a road network. This difference may be caused by the different nature of road and air traffic. 
Compared to road users who are free to minimize their cost of travel by selecting alternative routes 
in a network, aircrafts do not have the freedom to select alternative routes; instead, they fly along the 
routes in given flight plans and follow the guidance of ATC. In addition, delays of air traffic often occur 
at the departing airport as a result of ATFM, while congestion and delay of road traffic take place en 
route. These differences imply that the BC may be an adequate indicator for air traffic volume in an 
ATN, since the shortest distance is an important factor in the design of flight plans.   
The proposed robustness index (𝑅𝐴𝐼) is more capable than the BC of capturing the importance of a 
given node in the event of capacity reduction, due to its consideration of traffic demands, actual flight 
paths, and nodal capacities, in addition to the topological features. It also encapsulates a range of 
scenarios involving different levels of capacity reductions, instead of simply removing a node or a link, 
which is typical in topological analysis leading up to BC and other indices. The concept and formulation 
of 𝑅𝐴𝐼  is flexible enough to accommodate a wide range of cases involving capacity reductions of 
different nature and severity. First, a percentage-based capacity reduction is adopted in combination 
with a network flow maximisation technique for assessing the theoretical network capacity. Here, it 
was found that the 𝑅𝐴𝐼𝑃 ranking at the aggregated nodes and ACCs are generally higher than those 
at the airport nodes. Although the use of three sets of weighting parameters results in different 
rankings of nodes, the difference is extremely small, although the importance of the weighting 
parameters should be re-evaluated by introducing more sophisticated modelling elements, such as 
dynamic network modelling and routing and scheduling. 
In addition to the percentage-based capacity reductions, the absolute capacity reduction was applied 
to calculate RAIA. This approach enables the assessment of the influence of a certain event that causes 
absolute capacity reductions at given nodes. Unlike the 𝑅𝐴𝐼𝑃 ranking, the result shows that the 𝑅𝐴𝐼𝐴 
ranking do not favour the high-capacity nodes such as the ACCs and aggregated nodes. In addition to 
the ranking, the 𝑅𝐴𝐼𝐴  of the nodes in the European ATN can be intuitively categorized into three 
groups: High-, Medium- and Low-RAIA nodes. A particular event such as sector- or runway-closure at 
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the nodes in the High-𝑅𝐴𝐼𝐴 group will cause a greater impact on network capacity than if that event 
happens at the nodes in the Medium- and Low-𝑅𝐴𝐼𝐴 groups. This functionality provides a network 
management unit with a powerful tool to group and rank the critical nodes, rather than simply using 
the empirical delay data that may contain considerable inaccuracies. Compared to the BC, using the 
𝑅𝐴𝐼 is a more flexible way of assessing network robustness (see 𝑅𝐴𝐼𝑃 in Figure 5-2Figure 5-2 and 𝑅𝐴𝐼𝐴 
5-3Figure 5-3). The proposed new index, therefore, has the potential to be used to reflect the ranking 
constituent nodes in an ATN and to assess network robustness. APPENDIX -13 shows the superiority 
of 𝑅𝐴𝐼 over BC at the 25 main bottlenecks. 
There are potentially four extensions of this research for the future. First, the formulation of the 
conventional index, BC, can be improved to accommodate the features of air traffic, including traffic 
demands, flight routes and the heterogeneity between the airport and airspace nodes. Second, since 
the European ATN is not saturated and the capacity of each node varies dynamically, there is a need 
to capture network flows dynamically by introducing dynamic capacity constraints and flight times. 
Third, both the 𝑅𝐴𝐼𝐴 and 𝑅𝐴𝐼𝑃 require real data on the influence of capacity fluctuation on network 
capacity for their validation. This validation would enable the superiority of the RAI when compared 
to the current KPI of ATFM delays to be evaluated. Finally, unexpected events that occur in real-time, 
such as large-scale meteorological events and industrial action, may reduce the capacity at multiple 
airports and en route airspace. Hence, any future analysis would benefit from an evaluation of the 
influence of capacity-reductions at multiple nodes in the network simultaneously, rather than at just 
a single node. 
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Chapter 6 Quantify the Influence of Capacity Factors 
After introducing the methods for network capacity estimation and ranking important nodes, the 
evaluation of the influence of capacity factors is introduced in this Chapter. The data source and the 
process of data cleaning are introduced in Section 6.1. The historical average of the influence of 
capacity factors is set out in Section 6.2. The results using machine learning methods of neural 
networks and decision trees are delivered in Section 6.3. A comparison between the three methods is 
then provided in Section 6.5. 
6.1 Data Source and Data Cleaning 
In order to capture the influence of the capacity factors on nodal capacity, all available ATFM daily 
reports are used to calculate the historical average of the influence of capacity factors. The available 
dataset is from 01/01/2008 to 31/12/2014. It is essential to conduct data cleaning prior to launching 
any statistical analysis. Data cleaning is the process of detecting and correcting errors and inaccurate 
records from raw datasets. It is the first step of data pre-processing. 
The general framework for data cleaning includes defining, searching and identifying, correcting, 
documenting and modifying the errors (Maletic & Marcus, 2000). The data in the ATFM daily reports 
used in this research are collected to consistent standards, however. The format and structures of the 
ATFM daily reports and flight profiles are both well-defined and well-recorded. The notations of all 
measures within the ATFM daily report are also unified and clarified. These consistent notations 
enable the extraction and processing of the required data from different files without too much 
difficulty. The only action required for data cleaning, therefore is to convert nominal terms of capacity 
factors, airport and sector identification codes to numerical values. This is done by using the 
appropriate MatLab codes. 
After extracting the required data from the ATFM daily reports from 2008 to 2014, initially descriptive 
statistics were applied to present the fundamental features of the dataset. Table 6-1Table 6-1 lists the 
numbers of ATFM regulations, delayed flights and the average number of delayed flights per 
regulation during 2008 to 2014. In other to distinguish the fundamental heterogeneity between 
airports and airspaces, the raw data of ATFM regulations is separated into airport and airspace groups. 
Capacity shortages at airports are responsible for approximately 35% of overall ATFM regulations and 
32% of the total delayed flights. 13.3 % of total ATFM regulations were cancelled before their 
designated starting times, however, primarily because of inaccurate predictions of capacity shortages. 
The accuracy of the prediction of capacity shortages can be indicated by the ratio of the cancelled 
regulations to the total regulations.  
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Based on the figures in Table 6-1Table 6-1, 14.5% of the ATFM regulations were cancelled and can be 
as inaccurate predictions of airspace capacity. This is higher than the inaccurate predictions of capacity 
shortages at airports (11.1%).  
 
Location 
Total 
Regulations 
Total            
Delayed Flights 
Effective 
Regulations 
Effective 
Delayed Flights 
Cancelled  
Regulations 
Cancelled  
Delayed 
Flights 
Airports 69,808 1,932,795 62,058 1,706,276 7,750 226,519 
Airspace 132,347 4,051,568 113,083 3,505,968 19,264 545,600 
Total 202,155 5,984,363 175,141 5,212,244 27,014 772,119 
Table 6-1 The total ATFM regulations during 2008 to 2014 
 
Since the cancelled regulations and the consequent delayed flights were not caused by capacity 
shortages, in the following research, these data are excluded from the population. After extracting 
these cancelled regulations, three important dimensions including capacity factors, locations and 
timings are required to interpret the statistical features of the ATFM regulations. 
6.1.1 Capacity Factors    
Recalling that the causes of ATFM regulations are considered as the capacity factors, Table 6-2Table 
6-2 indicates the number of regulations for each capacity factor at airports from 2008 to 2014.  
 
Capacity factors/Airports 2008 2009 2010 2011 2012 2013 2014 Mean % 
1 C-ATC Capacity 2542 1779 2880 3299 2567 990 928 2141 21.5% 
2 I-ATC Ind action 177 104 553 90 132 181 215 207 2.1% 
3 R-ATC Routeing 5 3 10 4 0 0 2 3 0.0% 
4 S-ATC Staffing 703 377 460 425 308 173 206 379 3.8% 
5 T-Equipment (ATC) 653 394 354 274 257 206 229 338 3.4% 
6 A-Accident/Incident 36 25 30 30 21 38 22 29 0.3% 
7 G-Aerodrome Capacity 4665 3807 4059 3533 3009 2553 3009 3519 35.3% 
8 D-De Icing 2 2 2 0 3 0 2 2 0.0% 
9 E-Equipment (non-ATC) 17 30 31 34 28 31 16 27 0.3% 
10 N- Ind Action (non-ATC) 13 4 20 8 22 2 4 10 0.1% 
11 M-Airspace Management 85 132 99 44 116 102 120 100 1.0% 
12 P-Special Event 677 71 102 175 96 120 209 207 2.1% 
13 W-Weather 2399 2437 2827 2662 2398 2275 2433 2490 25.0% 
14 V-Environmental Issues 179 59 74 95 205 215 204 147 1.5% 
15 O-Other 346 432 437 436 307 375 277 373 3.7% 
Table 6-2 The ATFM regulations caused by capacity shortage at airports 
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The Aerodrome Capacity, Weather and ATC Capacity are the top-three constraining factors that are 
responsible for 81.3% of overall ATFM regulations. The other 12 factors cause only 18.7% of the ATFM 
regulations. 
Regarding the ATFM caused by the shortage of airspace capacity, Table 6-3Table 6-3 shows that the 
constraining factors are ATC capacity, ATC staffing and Weather, which are together responsible for 
82.9% of ATFM regulations.   
 
Capacity factors/Airspace 2008 2009 2010 2011 2012 2013 2014 Mean % 
1 C-ATC Capacity 8137 6905 7908 7075 5240 4415 4409 6298 63.2% 
2 I-ATC Ind action 289 0 207 54 833 282 1065 390 3.9% 
3 R-ATC Routeing 114 62 99 107 414 24 87 130 1.3% 
4 S-ATC Staffing 952 1039 1957 2394 1110 721 831 1286 12.9% 
5 T-Equipment (ATC) 392 228 553 374 160 152 129 284 2.8% 
6 A-Accident/Incident 7 0 3 1 2 0 0 2 0.0% 
7 G-Aerodrome Capacity 26 23 50 20 45 15 11 27 0.3% 
8 D-De Icing 0 0 0 0 0 0 0 0 0% 
9 E-Equipment (non-ATC) 1 2 6 21 5 2 0 5 0.1% 
10 N- Ind Action (non-ATC) 5 2 3 3 14 15 5 7 0.1% 
11 M-Airspace Management 344 158 205 128 136 93 106 167 1.7% 
12 P-Special Event 1048 7 271 4 487 616 831 466 4.7% 
13 W-Weather 642 1083 548 859 432 842 309 674 6.8% 
14 V-Environmental Issues 467 131 1 2 1 0 1 86 0.9% 
15 O-Other 75 16 127 67 590 84 92 150 1.5% 
Table 6-3 The ATFM regulations caused by capacity shortage in airspace 
 
Combining the figures in Table 6-2Table 6-2 and Table 6-3Table 6-3, the focus of capacity 
improvements can be narrowed to the essential capacity factors.  
The number of ATFM regulations does not reflect their influence on capacity, however. The 
corresponding delayed flights of the ATFM regulations in Table 6-2Table 6-2 and Table 6-3Table 6-3 
are listed in Table 6-4Table 6-4 and Table 6-5Table 6-518. Several features are captured in these tables. 
First, compared to airports, the total numbers of ATFM regulations and delayed flights in airspace are 
approximately double. This indicates that the capacity shortages in European airspace are more severe 
than at airports during this seven year period of analysis, and provides support for the statement that 
                                                          
18 The responsibilities of these factors to the ATFM regulations are also summarized in the Network Operations 
Report daily, weekly, monthly, quarterly and annually. https://www.eurocontrol.int/articles/network-
operations-monitoring-and-reporting   
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the capacity problems in the European ATN in airspace are more severe than at airports (Lulli & Odoni, 
2007). 
 
 
Capacity factors/Airports 
Regulation
s 
Delayed 
Flights 
Average Delayed 
flights CV 
1 C-ATC Capacity 13,337 259,482 10.52 93% 
2 I-ATC Ind action 1,175 13,054 2.56 188% 
3 R-ATC Routeing 23 285 3.64 164% 
4 S-ATC Staffing 2,413 68,329 9.17 83% 
5 T-Equipment (ATC) 2,099 47,598 5.70 114% 
6 A-Accident/Incident 149 2,633 6.16 161% 
7 G-Aerodrome Capacity 22,758 472,699 9.07 92% 
8 D-De Icing 10 596 14.41 75% 
9 E-Equipment (non-ATC) 140 3,528 8.61 109% 
10 N- Ind Action (non-ATC) 71 3,808 9.19 91% 
11 M-Airspace Management 642 2,819 2.59 168% 
12 P-Special Event 1,340 46,710 7.47 105% 
13 W-Weather 14,795 715,944 15.32 77% 
14 V-Environmental Issues 807 13,883 12.29 56% 
15 O-Other 2,299 54,908 7.36 113% 
  Total 62,058 1,706,276 
 Table 6-4 The responsibility for capacity factors at airports 
 
Capacity factors/Airspace 
Regulation
s 
Delayed 
Flights 
Average Delayed 
flights CV 
1 C-ATC Capacity 68,087 2,000,263 13.25 62% 
2 I-ATC Ind action 4,266 104,822 9.26 124% 
3 R-ATC Routeing 2,274 19,422 2.05 222% 
4 S-ATC Staffing 14,004 585,727 15.12 61% 
5 T-Equipment (ATC) 2,943 78,429 9.40 90% 
6 A-Accident/Incident 14 1,759 13.69 45% 
7 G-Aerodrome Capacity 302 7,691 12.89 76% 
8 D-De Icing         
9 E-Equipment (non-ATC) 60 1,441 10.44 64% 
10 N- Ind Action (non-ATC) 73 2,019 10.91 70% 
11 M-Airspace Management 1,931 49,681 11.32 70% 
12 P-Special Event 6,018 195,288 10.86 68% 
13 W-Weather 9,332 373,130 13.41 64% 
14 V-Environmental Issues 594 19,341 9.44 54% 
15 O-Other 3,185 66,955 8.53 89% 
  Total 113,083 3,505,968 
 Table 6-5 The responsibility for capacity factors in airspace 
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Compared to airspace, the influence of capacity factors at airports has a high level of deviation that is 
indicated by high CVs. This shows that the capacity reductions in airspace are more stable and 
consistent. Investigation of this difference is not the objective of this research, however, but could be 
a subject for future research. In order to reduce the deviation of the influence of capacity factors, two 
additional dimensions, namely timings and locations are introduced in the following sections. 
6.1.2 Timings 
In addition to the capacity factors, the timings of ATFM regulations also play important roles in their 
influence on capacity reductions. Figure 6-1Figure 6-1 shows the distribution of the average ATFM 
across an entire day. The mean number of regulations in an hour from UTC 00:00 to 24:00 in these 
seven years is approximately ten regulations per hour. In the hours between UTC 05:00 to UTC 19:00, 
the numbers of ATFM regulations are generally higher than the average number. This intuitively 
corresponds to the fact that the air traffic during daytime is generally higher than the traffic at night 
time due to environmental constraints and traffic demands.  
 
 
Figure 6-1 Hourly ATFM regulations from 2008 to 2014 
 
In order to reduce the variability of the estimation of average delayed flights, the dimension of timings 
of ATFM regulations is introduced to categorize the raw data into 24 groups in accordance with the 
capacity factors. The timings of regulations are taken into account to improve the quality of the 
statistical analysis.  
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Table 6-6Table 6-6 shows the mean of capacity-reduction for 15 capacity factors at airports and in 
an hour. Compared to the CVs in Table 6-4Table 6-4 and Table 6-5Table 6-5, the CVs in this table are 
100%. These comparatively low figures indicate that the timings of ATFM regulations are influential 
factors and categorizing the raw data into hour-slots is able to improve the quality of the statistical 
analysis. 
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Table 6-6 The average capacity reductions for 15 capacity factors in 24 hours A: Airspace, B: Airport
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6.1.3 Locations  
In addition to timings of the ATFM regulations, the locations can also to improve the quality of the 
statistical analysis. The locations of airports and airspaces for each regulation can be identified and 
extracted from the ‘Reference Location’ and ‘Location Type’ columns from the slides of the Regulation 
Report in ATFM daily reports (see Table 6-7Table 6-7). Between 2008 and 2014, 332 airports and 1,936 
airspace sectors experienced ATFM regulations and capacity-reductions, but the ATFM regulations at 
these nodes were unevenly distributed, with most of them occurring at busy airports and airspace 
sectors. Given that the objective of this chapter is to calculate the influence of capacity factors on 
capacity-reductions, it is the pattern in the samples of airports and sectors with a higher than average 
number of ATFM regulations that is of importance. Hence, 56 airports and 334 airspace sectors were 
chosen for analysis, and the regulations at these areas account for 86% and 81% of total regulations 
respectively.  
Table 6-7Table 6-7 shows the average capacity-reduction per regulation for 15 capacity factors at the 
56 airports.  First, the CVs of the average delayed flights per ATFM regulation in an hour are generally 
lower than 100%, indicating that this dataset is more consistent. Compared to Table 6-6Table 6-6, this 
table indicates that using the data for the same period of time is more likely to enable the calculation 
of a stable estimation of the capacity-reductions.   
The numerous empty boxes in Table 6-7Table 6-7 indicate that the occurrences of the associated 
capacity factors are too few to calculate the average number within this period. Each airport has 
different problems such as ATC capacity and environmental constraints, and their influence on airport 
capacity varies accordingly. Airports should therefore put more effort into improving their capacity by 
overcoming the shortages in these capacity factors. The frequencies of occurrence of each capacity 
factor and the average capacity-reduction can be used as a reference by airport managers in order to 
improve airport performance. In addition to the number of regulations, the following were also 
calculated: the average capacity reduction per regulation and the average capacity reduction per hour 
for each capacity factor. 
The importance of each airport to the network can be ascertained from its ranking by comparing the 
number of regulations, delayed flights and the average delayed flights per regulations. For instance, 
in terms of generating high ATFM regulations, the top five airports during this period are: the Ataturk 
(LTBA), Zürich (LSZH), Madrid Barajas (LEMD), Vienna (LOWW) and Charles de Gaulle (LFPG). These 
airports require further improvements in accordance with their poor performance on the 
corresponding capacity factors in order to reduce the number of ATFM regulations and their impacts.
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Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV
1 Brussels 10.4 59% 15.8 40% 9.0 36%
2 Melsbroek 14.7 65% 12.7 33% 9.6 44% 14.7 31% 16.2 47% 14.7 34%
3 Frankfurt  21.2 89% 22.9 49% 23.3 47% 22.9 43% 24.7 53% 12.1 99% 22.1 27% 25.3 39% 17.9 57%
4 Hamburg 8.6 47% 3.7 141% 7.8 45% 10.2 53% 9.6 45% 5.2 78%
5 Düsseldorf  11.3 51% 11.5 39% 15.0 55% 8.6 60% 21.0 11.7 56% 9.5 31% 8.6 30%
6 Munich  14.5 49% 10.4 101% 52.0 38.0 45% 18.6 35% 24.5 50% 27.2 85%
7 Berlin-Tegel  14.4 18% 7.4 47% 12.3 35% 5.6 83% 12.1 54% 8.9 66%
8 Helsinki Vantaa 7.2 48% 7.3 59% 10.3 36% 12.9 57% 12.1 33%
9 London Gatwick 13.1 34% 22.8 60% 7.0 16.5 41% 18.6 58%
10 London City 13.8 36% 16.6 8% 15.6 14% 6.4 61% 12.3 49% 3.8 10.0 54% 10.9 48%
11 London Heathrow 26.5 39% 13.1 55% 14.5 54% 29.1 36% 19.9 13% 24.8 35% 9.3 72%
12 Amsterdam Schiphol 26.5 28% 18.7 70% 28.6 30% 26.3 39% 18.9 22%
13 Dublin 9.4 40% 10.1 58% 4.8 43% 10.9 46% 9.7 31% 8.1 20% 6.5 75%
14 Copenhagen Kastrup 16.7 28% 21.9 50% 11.5 38% 13.8 44%
15 Oslo Gardermoen 12.1 30% 15.2 30% 6.9 108% 12.4 26% 15.1 44% 18.9 48%
16 Warsaw Chopin 7.9 30% 5.6 56% 6.0 8.0 51% 5.1 59% 7.2 38%
17 Gran Caria 6.8 60% 7.1 127% 8.6 54% 8.6 86% 16.1 137% 9.5 41%
18 Barcelo  11.0 38% 8.1 37% 7.8 33% 19.5 36% 13.2 71% 11.5 48% 14.7 54%
19 Ibiza 6.2 34% 5.5 39% 6.5 55% 7.3 72% 6.2 56%
20 Madrid Barajas  9.5 55% 9.6 95% 16.7 64% 12.8 51% 17.0 15.7 32% 13.2 57% 17.3 59% 16.0 48%
21 Madrid Barajas  13.5 57% 13.2 53% 12.9 42% 19.4 26%
22 Palma De Mallorca 10.7 50% 15.6 36% 16.4 100% 12.0 48% 10.9 49%
23 Torrejon 0.7 71% 1.3 22% 0.7 74% 0.7 84% 0.7 54%
24 Toulouse-Blagc 3.8 89% 0.6 57% 4.0 67% 5.3 63% 4.0 70% 3.7 73%
25 Lyon–Saint-Exupéry 13.3 19% 11.2 104% 6.9 45% 9.5 57% 9.7 70% 5.6 114%
26 Cannes-Mandelieu 1.3 79% 0.2 25% 0.4 104% 1.4 75% 0.1 141% 1.5 84% 1.5 66%
27 Marseille Provence 4.3 66% 2.1 140% 8.2 73% 5.8 17% 6.3 49% 4.1 52% 6.7 56% 2.2 97%
28 Nice Côte d'Azur 6.7 56% 2.3 79% 6.2 91% 7.6 58% 6.0 84% 4.4 75% 5.1 63% 3.6 55%
29 Paris Beauvais Tille  1.5 86% 2.8 25% 1.3 81%
30 Paris-Le Bourget 5.4 79% 2.2 144% 2.7 58% 1.9 59% 7.3 1.5 47% 3.9 80% 3.8 43%
31 Charles de Gaulle  18.1 52% 10.0 18.7 53% 10.5 61% 18.0 60% 24.9 57% 21.1 52%
32 Toussus-le-Noble 2.8 103% 0.5 105% 1.1 91% 0.5 83% 0.9 16% 0.2 173% 0.4 120% 1.2 89%
33 Paris-Orly 8.8 57% 7.3 141% 9.8 71% 10.1 58% 11.0 13% 9.8 35% 13.6 77% 11.3 64% 6.1 73%
34 Basel Mulhouse Freiburg 5.5 41% 1.1 79% 1.8 113% 1.7 134% 3.9 95% 2.8 87% 1.3 78%
35 Eleftherios Venizelos  9.8 41% 5.8 59% 7.5 81% 9.7 38% 4.2 28% 7.6 90% 14.1 63%
36 Heraklion  Nikos Kazantzakis 3.8 59% 2.9 47% 4.1 47%
37 Kos 2.1 16% 2.2 47%
38 Mikonos 0.9 119% 1.5 53%
39 Diagoras 3.6 2.6 46% 3.9 15% 4.3 44% 3.8 36%
P W V OA G D E N M
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Table 6-7 Average delayed flights per regulations for 15 capacity factors and the CVs at 56 high-ATFM-regulations airports 
 
 
 
 
40 Chania  2.2 53% 2.3 71%
41 Skiathos Island tiol 1.2 55% 1.0 50% 0.7 15%
42 Santorini 1.2 26% 1.3 60%
43 Dionysios Solomos 1.5 66%
44 Venice Marco Polo 6.1 53% 6.0 31% 4.5 63% 6.2 65%
45 Leordo Da Vinci 26.6 39% 19.1 55% 29.2 43%
46 Pisa  3.8 55% 3.6 31% 2.7 61% 4.2 39%
47 RuzynÄ  9.1 46% 11.5 44% 8.8 59% 1.7 166%
48 Vien  15.0 39% 16.6 40% 14.5 68% 16.7 34% 14.3 43% 16.1 42% 17.3 30%
49 Francisco Sá Carneiro 5.1 60% 2.6 67% 2.4 85% 10.2 2% 4.3 64%
50 Lisbon Portela 9.2 51% 5.6 56% 12.3 56% 8.4 71%
51 Geneva  8.4 38% 8.5 42% 9.9 67% 8.0 40% 6.5 9.5 35% 8.2 40% 7.8 48%
52 Sion 2.5 30% 1.3 43% 1.2 70% 0.9 47% 0.8 77%
53 Zürich 14.4 39% 18.5 18% 12.6 32% 15.9 33% 15.1 24% 16.6 42% 13.0 32% 19.9 20%
54 Antalya  8.4 54% 6.9 53% 8.6 42% 7.0 61%
55 Ataturk  8.5 45% 11.8 43% 6.4 70% 9.8 45% 10.7 26% 10.5 55% 7.5 66%
56 Sabiha Gökçen   7.8 43% 8.2 37% 9.5 32% 4.7 8%
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Table 6-8 Average delayed flights per regulations for 15 capacity factors and the CVs at 37 high-ATFM-regulations sectors 
1 EBBUEEC BRUSSELS 30 354 11.8 17.8 49% 11.1 42% 9.2 30% 11.0 57%
2 EBBUHLC BRUSSELS 35 599 17.1 17.6 22% 19.1 44% 16.9 24% 23.5 9% 4.9 87%
3 EBBUNWC BRUSSELS 33 410 12.4 15.4 51% 9.2 49%
4 EDGG1 LANGEN 401 5547 13.8 15.5 51% 5.7 115% 16.3 59% 15.0 11.0 47% 12.9 52%
5 EDGG7 LANGEN 229 3083 13.5 13.7 45% 14.6 51% 11.1 91% 11.7 49%
6 EDGGADL LANGEN 172 2005 11.7 6.5 66% 20.8 65% 8.3 32% 16.9 40%
7 EDGGADS LANGEN 23 349 15.2 16.7 48% 21.4 8% 17.5 25.1 51%
8 EDGGDLA LANGEN 48 424 8.8 10.3 50% 11.4 45% 13.1 39%
9 EDGGDLDN LANGEN 34 320 9.4 11.0 54% 5.0 43% 9.8 78% 9.9 22%
10 EDGGDLSA LANGEN 43 502 11.7 16.7 36% 7.3 87% 15.7 66%
11 EDGGDLSN LANGEN 115 1626 14.1 16.0 64% 9.8 65% 17.6 56% 19.9 9%
12 EDGGGED LANGEN 27 144 5.3 6.7 59% 5.5 34%
13 EDGGGEHE LANGEN 124 1153 9.3 8.2 44% 11.7 43% 5.8 32% 10.2 37% 6.9 59%
14 EDGGHMM LANGEN 122 1182 9.7 10.4 38% 10.3 51% 10.5 36% 11.6 65% 9.3 50%
15 EDGGKAW LANGEN 39 341 8.7 10.1 48% 8.0 66% 9.5 61%
16 EDGGKIRU LANGEN 49 631 12.9 16.5 40% 14.4 39% 9.0 30% 7.7 91%
17 EDGGMGB LANGEN 57 237 4.2 2.5 68% 4.6 46%
18 EDGGMNC LANGEN 26 167 6.4 4.7 114% 33.0 13% 1.5 102%
19 EDGGPAD LANGEN 40 406 10.1 10.8 83% 10.6 48% 7.1 34%
20 EDGGPADH LANGEN 32 305 9.5 9.1 25% 10.5 39%
21 EDGGPADL LANGEN 75 312 4.2 5.0 58% 4.7 47% 4.3 67% 2.9 46%
22 EDGGRUKIM LANGEN 28 338 12.1 14.6 56% 9.1 32% 11.6 27%
23 EDGGSITA LANGEN 66 858 13.0 12.3 34% 14.3 44% 15.0 41%
24 EDMMALB MUNICH 24 148 6.2 7.5 9% 6.3 53%
25 EDMMALP MUNICH 25 440 17.6 21.5 44% 21.0 47% 20.1 53%
26 EDMMALPT MUNICH 93 1084 11.7 12.9 47% 14.5 17% 11.7 39% 5.4 38%
27 EDMMALPTM MUNICH 40 515 12.9 13.7 64% 17.1 40% 12.4 46%
28 EDMMALPU MUNICH 40 265 6.6 8.5 64% 6.6 73% 1.9 21%
29 EDMMALPUT MUNICH 26 334 12.9 12.8 52% 19.6 12% 15.7 16% 3.2 97%
30 EDMMCHIH MUNICH 38 386 10.1 13.4 56% 1.5 89% 8.4 128% 14.3 20% 12.0 118%
31 EDMMCHILH MUNICH 52 829 15.9 20.8 52% 7.7 169% 19.3 30% 21.5 17.0 38% 14.8 71%
32 EDMMDONU MUNICH 22 152 6.9 8.4 55% 3.1 64% 9.7 44%
33 EDMMDONUT MUNICH 24 211 8.8 11.5 82% 11.9 61%
34 EDMMINKP MUNICH 47 641 13.6 10.7 72% 19.4 44% 17.5 24% 13.8 26% 13.2 24%
35 EDMMKPT MUNICH 57 516 9.1 9.0 43% 10.0 43% 9.9 39%
36 EDMMKPTH MUNICH 63 626 9.9 12.7 49% 3.5 43% 10.1 36% 8.8 47%
37 EDMMRDEG MUNICH 25 291 11.6 17.1 45% 3.7 66% 12.6 49%
Regulat
ions
Delayed 
flights
Average 
Delayed 
flights/Reg
The mean and CV of the delayed flights for each capacity factors in an hour
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The average capacity-reduction per regulation in an hour can also be used as an indicator to rank the 
importance of airports. Compared to the number of the regulations, this measure is more capable of 
capturing the critical airports because the airports with a high number of ATFM regulations may not 
cause high capacity-reductions. For instance, the top five airports with high capacity-reductions for 
each regulation per hour, with twenty or more delayed flights are: Amsterdam (EHAM), Leonardo Da 
Vinci, Rome (LIRF), Frankfurt (EDDF), London Heathrow (EGLL) and Munich (EDMM). In other words, 
any capacity shortage at these airports would result in more delayed flights than at other airports in 
the network. 
In addition to the airport data in Table 6-7Table 6-7, a sample of the compatible figures for airspace 
sectors is shown in Table 6-8Table 6-8. Compared to Table 6-7Table 6-7, the figures of CVs in Table 
6-8Table 6-8 are also generally less than one. This indicates that using the data at a particular period 
of time is better able to provide a stable estimate of the average capacity reductions and the influence 
of the capacity factors on airspace capacity is more predictable.  
6.1.4 Summary of ATFM Delay Analysis 
In this section, we have introduced the data relating to the capacity factors and the consequent 
capacity reductions from the ATFM daily reports. These reports have been utilized to monitor capacity 
and delays using a standard structure for the data over several years. In order to attribute the 
responsibility of ATFM regulations, only one capacity factor at a single location is uniformly recorded 
for each regulation, enabling the analyst to capture the influence of capacity factors without the need 
to use complex factor analysis. Given the features of the dataset and the requirements of the research, 
the mean of the capacity-reductions for each factor is used to predict the capacity-reductions in the 
network when some potential capacity influencing factors occur. 
In addition to the mean, the CV is used to indicate the deviation of the data, and the CVs are reduced 
when the timings and the locations of the regulations are taken into account. This feature is also able 
to meet the requirement of solving the objectives of this research. In the next section, therefore, the 
influences of the capacity factors are calculated based on the dataset for 2008-2014.  
6.2 Accuracy of the Statistics and Machine Learning Methods  
The accuracy of the statistics and machine learning methods is indicated by using Mean Absolute 
Percentage Error (MAPE), which is a measure of accuracy in statistics that is usually used for trend 
estimation. The MAPE is defined by the formula:  
 
Formatted: Font: Italic
Formatted: Font: Italic
  
 
116 
 
 
𝑀𝐴𝑃𝐸 =
1
𝑛
∑ |
𝑂𝑡 − 𝑃𝑡
𝑂𝑡
| × 100%
𝑛
𝑡=1
 (6-1) 
Where 𝑛 is the number of observations, 𝑂𝑡 is the observed data at time 𝑡 and the 𝑃𝑡 is the predicted 
value at 𝑡. According to Lewis Colin (1982), estimation models can be categorized into four groups 
based on the MAPE values. These four groups are ‘Highly accurate forecasting (𝑀𝐴𝑃𝐸 < 10%)’, ‘Good 
forcasting ( 10% < 𝑀𝐴𝑃𝐸 < 20% )’, ‘Reasonable forecasting ( 20% < 𝑀𝐴𝑃𝐸 < 50% )’ and 
‘Inaccurate forecasting (50% > 𝑀𝐴𝑃𝐸)’. 
In order to evaluate the accuracy of these methods, the ATFM daily reports from 2008 to 2014 are 
used as training data to capture the pattern between the capacity factors and the influenced flights 
and the data from 2015 are used to examine the accuracy.  
6.3 Results and Analysis 
The average capacity reductions for every capacity factor at 56 airports and 339 airspace sectors were 
calculated using the data from 2008 to 2014. Table 6-10 shows the samples for every capacity factor 
at Brussels Airport and an airspace sector in Brussels ACC. The empty boxes in Table 6-10 indicate that 
the ATFM regulations for that capacity factor have not occurred on that node in the selected time 
slots.   
6.3.1 Historical Average 
The average capacity reductions for every capacity factor at 56 airports and 339 airspace sectors were 
calculated using the data from 2008 to 2014. Table 6-10 shows the samples for every capacity factor 
at Brussels Airport and an airspace sector in Brussels ACC. The empty boxes in Table 6-10Table 6-10 
indicate that the ATFM regulations for that capacity factor have not occurred on that node in the 
selected time slots.  
 
Reg/ 
Location 
Total 
regulations 
Total  
delayed flights 
Effective 
regulations 
Effective 
delayed flights 
Cancelled 
regulations 
Cancelled 
delayed flights 
Airports 3,211 89,895 3,005 88,661 206 1,234 
Airspace 3,247 80,208 2,940 78,845 307 1,363 
Total 6,458 170,103 5,945 167,506 513 2,597 
Table 6-9 The ATFCM regulations in 2015 
Table 6-9Table 6-9 shows the ATFM regulations during 01/01/2015 to 31/05/2015. Compared to the 
data in Table 6-5Table 6-5, it is noteworthy to see that the capacity problems in airspace are not more 
severe than at airports. The detailed comparison of the ATFM regulations between airports and 
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airspace are discussed in relevant performance reports.19 Investigating this difference requires further 
research, however, and the focus in this section is purely on the accuracy of the benchmark.  
                                                          
19 The Network Operations Reports can be found on the official website of the EUROCONTROL 
https://www.eurocontrol.int/publications?title=&field_term_publication_type_tid=207&year[value][year]=  
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(A) 
Brussels(EBBR)
Factors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
'C-ATC Capacity' 12.75 12.75 12.75
'I-ATC Ind action'
'R-ATC Routeing'
'S-ATC Staffing' 22.00 22.00 22.00
'T-Equipment (ATC)'
'A-Accident/Incident'
'G-Aerodrome Capacity' 11.93 12.14 12.14 9.10 5.20 5.20 3.64 3.64 12.73 12.73 12.73 9.46 9.46
'D-De Icing'
'E-Equipment (non-ATC)' 38.00
'N- Ind Action (non-ATC)'
'M-Airspace Management'
'P-Special Event' 10.91 10.91
'W-Weather' 0.40 0.40 0.40 0.40 15.85 16.50 18.08 16.84 16.67 13.18 13.25 9.47 14.39 15.52 14.53 12.90 14.06 11.42 10.83
'V-Environmental Issues' 8.48 8.48 8.48
'O-Other' 8.75 9.44 9.44 9.44 9.23 8.58 8.58 5.98 5.98 8.25 8.25 10.75 10.67 10.67 10.67 10.67
Hours
  
 
119 
 
 
 
(B) 
Table 6-10 Samples of the benchmarks for Brussels Airport (A) and the EBBUEEC in Brussels ACC (B)
EBBUEEC (BRUSSELS )
Factors 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
'C-ATC Capacity'
'I-ATC Ind action'
'R-ATC Routeing'
'S-ATC Staffing' 15.96 15.96 15.96 15.96 15.96 15.96 17.88 18.82 17.95 17.95 19.35 14.98 9.19 9.19 9.19
'T-Equipment (ATC)' 11.63 10.06 10.06 8.08 10.25 10.25 10.25 10.25 10.25 10.25 11.87 11.87 11.87 11.87 10.12 10.25 10.25
'A-Accident/Incident'
'G-Aerodrome Capacity'
'D-De Icing'
'E-Equipment (non-ATC)'
'N- Ind Action (non-ATC)'
'M-Airspace Management'
'P-Special Event'
'W-Weather' 11.17 11.17 11.17 11.17 11.17 11.17 11.17 7.29 7.29 7.29 7.29
'V-Environmental Issues'
'O-Other' 10.75 10.75 10.75 11.50 11.50 11.50
Hours
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The 51 airports and 126 sectors in the benchmark experienced ATFM regulations between 01/01/2015 
and 31/05/2015. The MAPEs were calculated by comparing the testing data to the benchmarks and 
are shown in Table 6-11Table 6-11. These MAPEs show that more than 50% of the forecasts are better 
than ‘Reasonable forecasting’. This indicates that the historical average capacity reductions for each 
factor at different nodes can be regarded as a comparatively effective indicator. More dimensions and 
more datasets may need to be considered to improve the accuracy of the benchmark, however.  
 
MAPEs Airports Sectors 
Highly accurate 0%-10% 0 0% 5 4% 
Good 10%-20% 1 2% 4 3% 
Reasonable 20%-50% 26 51% 58 46% 
Inaccurate 50%- 24 47% 59 47% 
Table 6-11 The accuracy of the historical average 
6.3.2 Artificial Neural Networks and Decision Trees 
Given that the air traffic in Europe is unevenly distributed, only the bottleneck airports are frequently 
congested due to the disturbance caused by capacity factors. It is clear that the supervised learning 
method can only be conducted when both the input data of capacity factors and the output data of 
capacity reduction exist. Most of airports without ATFM delays are excluded since the data regarding 
capacity factors and capacity-reduction does not exist. In order to remain in line with the constituent 
nodes of the European ATN (Section 4.1.1) and the methods of the historical average, the data of busy 
airports are used. Compared to the historical average introduced in the previous section, the ANN is 
only used for airports, since the methods for extracting the training data of sectors from ATFM daily 
reports for ANN has not been developed yet. Applying machine learning methods to airspace capacity 
is a task for future study.  
 
 
 
 
 
Table 6-12 The accuracy of ANN and Decision Trees 
The MAPE is used to indicate the accuracy of the ANN. The limitation of MAPE, however, is that it is 
sensitive when the observed output data are close to zeroes. Therefore, data without capacity 
reductions are screened out. The number of airports that are analysed by the ANN was 56.  
 
 
MAPEs ANN Decision Trees 
Highly accurate 0%-10% 1 2% 0 0% 
Good 10%-20% 4 7% 2 3% 
Reasonable 20%-50% 36 64% 16 29% 
Inaccurate 50%- 15 27% 38 68% 
Total Airports 56 
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Table 6-12 
the ANN outperforms the historical average. The performance of Decision Trees, however, is relatively 
worse than ANN and historical Average. 
 
 
Table 6-12 shows that 73% of the estimation of ANN are better than ‘Reasonable’. This indicates that 
the ANN outperforms the historical average. The performance of Decision Trees, however, is relatively 
worse than ANN and historical Average. 
6.4 Summary 
In this Chapter, the statistical methods for estimating the influence of capacity factors on capacity-
reduction are introduced. Given the simplicity of the ATFM daily reports, most methods of estimating 
the relationship between multiple factors are inapplicable to investigate this particular problem. In 
addition to the descriptive statistics, therefore (i.e. mean and CV), the machine learning methods of 
ANN and Decision Trees are used to identify the relationship between the capacity factors and 
capacity-reduction at airports. The result shows that the ANN outperforms the historical average.  This 
is a very promising result that suggests that other machine learning approaches could be used to 
capture the relationship between capacity factors and capacity-reduction at airports. The conclusion 
and future work are outlined in the next chapter. 
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Chapter 7 Conclusion and Future Works 
This chapter summarises the main findings of this thesis corresponding to each of the proposed 
research objectives presented earlier in Section 1.2; this is done in Section 7.1. In view of this, the 
potential applications of this research are highlighted in Section 7.2. The contributions of the research 
are introduced in Section 7.3, and Section 7.4 concludes this chapter with the limitations and future 
research. 
7.1 Research Objectives and Main Findings 
This section demonstrates the completion of the aim and objectives of this research (Section 1.2). The 
aim of this research is to develop a network capacity estimation model to quantify the capacity of an 
Air Traffic Network (ATN). This has been achieved by working through a three-stage research 
framework. 
Figure 7-1Figure 7-1 shows the methodology, input and output of each objective in the research 
Each of the main objectives of this thesis and their corresponding methods and findings are presented 
in the following subsections. 
   
 
Figure 7-1 Completion of the research framework 
7.1.1 Identify Research Questions 
Given that the ATM system is changing from local management to network management, the 
differences between these two management systems requires further research to develop the 
corresponding operational methods. In order to identify the differences, a critical review of the 
current and advanced ConOps in the European ATM system and field observations in Prestwick and 
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Swanwick were conducted in Chapter 2. That Chapter presents the foundation of the current and 
advanced operations in ATM and three research questions were identified. Three main objectives 
were set to cope with these RQs and the corresponding methods for them were formulated through 
a comprehensive literature review in Chapter 3.  
7.1.2 The Methods for Solving the RQs 
Chapter 3 presents a critical review of capacity estimation methods and network robustness. None of 
the literature reviewed has conducted any network capacity estimation and network robustness of a 
large-scale ATN. Furthermore, the influence of capacity factors have not yet been investigated. It was 
therefore proposed to use conventional methods of LP, ranking important nodes and statistics to 
address the RQs.  
7.1.3 Network Capacity Estimation Method 
An LP model for network capacity estimation was built to cope with this RQ. The detailed topology, 
connectivity and capacity of the European ATM are outlined in Section 4.1. The European ATN was 
represented by 262 nodes which include 65 airports, 130 aggregated nodes, 65 ACCs and 2 external 
nodes. The flying times between the nodes were used as the cost of flying between nodes. After 
constructing the ATN, the data of flight paths and the correspondent flying times were extracted from 
the real air traffic data between 15-20 Jul 2014. A list of flight paths and the corresponding flying times 
were identified and this data was validated, with the outliners excluded. The mathematical model of 
a standard LP model was introduced in Section 4.4. The network capacity and the optimal traffic 
assignment can be calculated by assigning different objective functions.  
The objective function was to estimate the maximum flows, i.e. the network capacity of an ATN. The 
daily network capacity of the European is 156,211 flights, which are about four times more than actual 
daily traffic handled by the ATN. Given that the model does not take traffic demands and capacity 
factors into account, this figure, in terms of capacity, can only act as the theoretical maximum which 
can never been achieved.   
The influence of local capacity-reductions on the network capacity was examined by using the data of 
delayed flights after the MH17 incident in Section 4.6. The LP model estimates that the maximum 
flights that can be handled by the Ukrainian airspace was reduced from 4,692 to 847. Although the 
other 3,845 flights cannot be served by the ATN, the total daily network capacity was only reduced by 
1,941. This difference shows that a proportion of the flights influenced can be served by the use of 
alternative flight paths and available capacity. In this Chapter, it was argued that the delayed flights 
(capacity-reduction) in actual operations should be between these two figures and the results show 
that the historical data of delayed flights on 19 and 20 July complied with this argument.  
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The hourly traffic loads were evenly distributed to available capacity slots during the day. The current 
flight paths and available capacity were found to be able to alleviate the impacts of the unplanned 
MH17 incident on total flying times. The minimum flying times of the traffic demands after the MH17 
incident were exactly identical to the figures prior to that event. This is evidence that the network is 
able to cope with unplanned capacity disruptions by adjusting departure times and using alternative 
flight paths. The ability to deliver adequate performance while handling disruptions is known as 
network resilience. Based on the available capacity and alternative flight paths, the network resilience 
of the European ATN requires further quantification and investigation.  
7.1.4 Network Robustness Analysis 
This objective was delivered by ranking the importance of nodes. Before evaluating the importance of 
nodes, the LM calculated by the LP model was used to identify bottlenecks and the importance of 
nodes was ranked by BC and RAI. 
 Lagrange Multipliers 
The LP model identified that most airports are bottlenecks at saturation level. This result intuitively 
affirms the fact that the airports are the origins and destinations of all flights and the airspaces can 
only act as intermediate nodes. Despite the bottleneck airports, six airports were identified as non-
bottlenecks at saturation level. These airports, therefore, do not urgently require further 
improvement in respect to capacity.  
Compared to airports, some capacity is still available in most ACCs, but nine ACCs, namely Baku, 
Dublin, Brindisi, Riga, Vilnius, Canarias, Palma, Kyiv and L’viv were strictly identified as bottlenecks in 
the network. The most critical ACC is the Canarias ACC, the LM on which is one and none of these 
bottlenecks are generating high ATFM delays. This model is therefore able to capture the bottlenecks 
regarding traffic flows rather than ATFM delays that are caused by local capacity shortages. 
 𝑅𝐴𝐼 and BC 
In order to assess the network robustness, a new index of 𝑅𝐴𝐼 was developed (Pien et al., 2015). This 
index was compared to BC. Estimating the 𝑅𝐴𝐼s of every node in the European ATN with dynamic 
capacity constraints requires enormous computational resources, however. Here, therefore only the 
comparison of the BC, 𝑅𝐴𝐼 and ATFM delays calculated by using a static LP model were presented. 
The results show that the 𝑅𝐴𝐼 outperforms the BC in many aspects (Section 5.3).  
7.1.5 Quantify the Influence of Capacity Factors  
Chapter 6 included the methodology for solving RQ3, which corresponds to the fifth objective of this 
research. The ATFM daily reports that are used to monitor network capacity in Europe were used to 
evaluate the influence of capacity factors on capacity-reductions. This was done by using historical 
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data of ATFM daily reports during 2008-2014. The historical datasets cover all the ATFM regulations 
that attribute each ATFM delay to a particular responsible capacity factor. Given the simplicity and the 
uniformity of the ATFM reports, the average hourly impact of each capacity factor on the delayed 
flights was calculated and validated by comparing them with the relevant data in 2015.  More than 
50% of the average delayed flights were reasonably predicted. However, not every en route sector or 
airport has experienced ATFM regulations and consequently only busy airports and en route sectors 
were assessed. Therefore, an overall list for all capacity factors was not built and further research is 
required on pattern recognition or analytical approaches to conduct a more detailed investigation of 
the influences of capacity factors on airports or airspace. 
In addition to historical average, the machine learning approaches of ANN and Decision Trees were 
used to quantify the influence of capacity factors at 56 airports. The results show that ANN 
outperforms the historical average and Decision Trees. Although all available ATFM daily reports are 
used, most ATFM regulations occur at only a few airports and airspace sectors, meaning that statistical 
methods can only be applied to these nodes to identify the pattern of the relationship between the 
capacity factors and capacity.   
7.2 Potential Applications 
Based on the capabilities of the LP model, its potential applications are identified in Figure 7-2Figure 
 
 
The first application is to estimate the optimum network capacity which can be used as a reference 
measure for evaluating the improvement in network performance. In addition to estimating network 
 
Figure 7-2 Potential applications of the network capacity estimation model 
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capacity, the bottlenecks at saturation level can be identified by using LM. The improvement of these 
bottlenecks should be prior to other nodes. 
The second application is to rank the importance of nodes. The definition of importance varies 
according to different performance indicators, namely delays, capacity, flying cost, etc. The LP model 
is able to calculate the influence of capacity disruptions on travelling times, travelling distance and the 
maximum capacity by adjusting the constraints in the LP modelling. The importance of the node can 
be ranked by comparing the level of the influence. The decision to invest in performance improvement 
can be prioritized by using the ranking of the importance 
7.3 Contributions  
The contributions of this thesis to the knowledge and understanding of the European air traffic 
operation are summarized below: 
First, an LP model was developed to quantify and predict the capacity of the European ATN based on 
actual air traffic data. In particular, this model identifies two of the Ukrainian ACCs as bottlenecks, 
which is validated through empirical data related to the MH17 incident. On the other hand, the 
currently adopted KPI (ATFM delays) does not identify these bottlenecks. This highlights the advantage 
of the proposed capacity estimation model over the current KPI of network capacity. This research 
bridges this gap by systematically developing network traffic assignment models that (1) take into 
account capacity constraints at both airports and airspaces; (2) rely on established air traffic demands 
and flight routes; and (3) seek the theoretical limits of the network performance in terms of traffic 
volume, travel time and travel distance. These models are useful for identifying bottlenecks, 
quantifying factors that influence capacity, and ranking the importance of individual nodes when local 
disruptions occur. Although the proposed modelling approach is relatively simple and does not fully 
take into account the complicated nature of network traffic management, the simple LP approach is 
able to provide theoretical bounds on the network performance, benchmark network efficiency and 
robustness, and serve as a reference point for network improvement.  
Second, a new index of the Relative Area Index (RAI) was developed to assess network capacity 
robustness. This new index calculates the influence of nodal capacity-reductions on network capacity. 
The RAI was assessed against a topological index, the BC, as potential indicators for robustness. The 
results indicate that the RAI is better able to capture the importance of each node by taking into 
account not only the topological features, but also the traffic demands and the nodal capacities. There 
are several potential operational applications of the RAI to air traffic management. Compared to the 
current indicator of network capacity and of bottlenecks in the network (ATFM delay), the RAI provides 
a detailed ranking of the nodes in the European ATN from the standpoint of any potential local 
degradation of capacity and its consequent impact on the overall network. Such a consideration has 
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not been addressed by the ATFM delay, the BC or any other existing network performance indices for 
air traffic networks. RAI therefore provides a potentially powerful tool for the European ATM unit to 
identify and categorize the critical nodes in the network. This in turn can aid in improving network 
management and resource allocations, by identifying nodes with higher ‘marginal benefits’. 
Third, the influences of the capacity factors can be quantified by using ATFM delay reports. In addition 
to the descriptive statistics of mean and the CV, the machine learning method of NN was also 
employed to investigate the pattern of the relationship between the capacity factors and capacity 
reductions. The results show that the ANN outperforms the historical average and Decision Trees. 
Further research on applying not only ANN and Decision Trees but also other machine learning 
methods to the relevant ATFM data is identified as future work.   
7.4 Limitations and Future Works 
On the basis on this PhD research, a number of avenues of future research can be explored, 
summarised as follows: 
 The LP model in this research treats air traffic as flows rather than considering individual 
aircraft, which is closer to reality. An integer programming (IP) model is therefore required 
to mimic the real air traffic. 
 This research uses the ATFM daily reports to benchmark the influence of the capacity factors 
on nodes. Historical data is insufficient in itself, however, to identify the patterns by solely 
using descriptive statistics i.e. mean and standard errors. ANN was used to conduct the 
estimation in this thesis and led to a higher accuracy of prediction than descriptive statistics. 
In addition to the NN, other advanced statistical approaches are required to identify the 
relationship between the measures of traffic demands, ATFM delays and delayed flights.  
 The ranking of important nodes was conducted by using a static LP model in Pien et al. 
(2015), which introduced a new robustness index ‘𝑅𝐴𝐼’. Significant computational resources 
are required to calculate network capacity in a dynamic model, however. Although it is not 
feasible to calculate the RAI by using the performance indicator of network capacity, the RAI 
can be applied to different performance indicators, namely flying times and distance. Such 
future research can rank the importance of each node by using the flying times and distance.  
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APPENDIX 
APPENDIX -1. The Official Documentation of the KPI of Network Capacity  
REGULATIONS 
COMMISSION REGULATION (EU) No 691/2010 of 29 July 2010  
laying down a performance scheme for air navigation services and network functions and amending 
Regulation (EC) No 2096/2005 laying down common requirements for the provision of air  
navigation services (Text with EEA relevance) 
 
3. CAPACITY INDICATOR20 
3.1. For the first reference period:  
The European Union-wide capacity KPI shall be the minutes of en route ATFM (Air Traffic Flow 
Management) delay per flight, defined as follows: the en route ATFM delay is the delay calculated by 
the central unit of ATFM as defined in  Commission Regulation (EU) No 255/2010 of 25 March 2010 
laying down common rules on air traffic flow management and expressed as the difference between 
the take-off time requested by the aircraft operator in the last submitted flight plan and the calculated 
take-off time allocated by the central unit of ATFM; the indicator includes all IFR flights within 
European airspace and covers ATFM delay causes; (c) the indicator is calculated for the whole calendar 
year. In order to prepare the development of a second European Union-wide capacity KPI, the 
Commission shall collect, consolidate and monitor as from the first reference period: (a) the total of 
ATFM delays attributable to terminal and airport air navigation services; (b) the additional time in the 
taxi out phase; (c) for airports with more than 100 000 commercial movements per year the additional 
time for ASMA (Arrival Sequencing and Metering Area). 
3.2. As from the second reference period, a second European Union-wide capacity indicator shall be 
developed on the basis of the monitoring described in point 3.1 to address the specific airport ANS-
related capacity issues. 
  
                                                          
20 http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2010:201:0001:0022:EN:PDF  
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APPENDIX -2. Effective Capacity and Expected Delay21 
 ACC level 
EUROCONTROL translates network delay targets into capacity targets for every ACC by using the 
Future ATM Profile (FAP) methodology. ANSPs then indicate capacity increase commitments for 
each of their ACCs. The results are monitored by using a traffic/delay graph that compares the 
targets and the actual traffic and delays. 
Fig. A-1 shows the capacity committed by the ACC (the black line) and plots of actual traffic/delay 
for that ACC. 
 
Figure A-1 The target of effective capacity for an individual ACC 
This simplified representation of ACC capacity (delay threshold and slope) has been found to be 
sufficiently accurate for the purpose of capacity planning and monitoring. Capacity increase 
commitments by the ACC can be characterised by a proportional shift to the right of the black line 
shown in Fig. A-1. The expected delay from this ACC for a given level of actual traffic can be 
computed easily (dotted blue line shown in Fig. A-1).  
                                                          
21 This work is taken from the Appendix 6, Performance Review Report 2001 that is available at 
https://www.eurocontrol.int/prb/publications  
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 Network level  
 
The combination of delay thresholds and slope profiles among all ACCs results in a power function 
relationship between delays and traffic at a network level (see Fig. A-2). The relationship is given 
as 𝐷 ∝ 𝑇𝑘  where the power k is the elasticity factor, D is delay and T is traffic. For 2001, the 
elasticity factor for en route delay was shown to be 7, which means that a 1% variation in traffic 
would result in a 7% variation in en route delay or 𝐷 ∝ 𝑇7   (see also Fig. A-2). 
 
 
Figure A-2 Relationship between daily traffic and ATFM delays at network level from 1997 to 
2001 
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The time series of expected delays (blue line) and actual delays (red line) are shown in 
Fig. A-3. This shows the consolidation of expected ACC delays in Europe, which can be seen to be 
very close to actual ECAC delays. One can conclude that for delay/capacity analysis purposes, 
expected delays capture the traffic/delay relationship with sufficient accuracy and that ACC 
capacity is also characterised sufficiently accurately by the committed capacity line. 
Substantial progress has been made through a better understanding of the traffic/delay 
relationship and a simple characterisation of airspace capacity. In particular, the difference 
between week and weekend delays is explained by the model without any specific additional 
assumptions (see Fig. A-3). The observed difference between week and weekend delays mainly 
originates from different traffic patterns and a mismatch between weekend demand and capacity. 
Fig. A-4, together with actual traffic (black line). Any divergence between actual and expected 
traffic is an indication of events that have not been factored into capacity estimates, e.g.: 
temporary restrictions due to the implementation of a new ATC centre or route structure (from 
19 April to mid-July in this case) and higher capacity than foreseen (after mid-July). 
 
 
Figure A-3 The relationship between the actual and expected Traffic/Delay 
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Fig. A-5 is extracted from the 2001 ATFM summary. The capacity indicator, called “effective 
capacity”, is derived from the linear relationship between delay variation (∆𝐷) and traffic variation 
(∆𝑇) illustrated there. 
This can also be expressed as 
𝑑𝐷
𝐷
= 𝑘
𝑑𝑇
𝑇
 where the elasticity actor k is equal to 7 for 2001 (en route) 
data. Upon integration, the following relationship is derived:  
𝐷
𝐷0
= (
𝑇
𝑇0
)𝑘, where 
𝑇: actual traffic  
𝑇0: effective capacity 
𝐷: average en route ATFM delay per flight (min/flight), 
𝐷0: optimum en route ATFM delay (taken to be 1 min/flight), 
𝑘: traffic/delay elasticity (k~7 for en route ATFM delays). 
Effective capacity, which is defined as the traffic which can be handled, given an optimal level of 
delay, can then be calculated using: 𝑇0 = 𝑇(
𝐷0
𝐷
)
1
𝑘. 
 
 
Figure A-4 Weekly traffic, expected and actual ATFM delays over the entire European air 
traffic network in 2001 
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Figure A-5 The relationship between the traffic and delay variations in 2001 
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APPENDIX -3. Standard IATA Delay Codes (AHM730) 
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APPENDIX -4. A Sample of ATFM Daily Report 
 
Entry Date 
(1)
Traffic 
Demand (2) 
Regulated 
flights (MP) 
(3)
Delayed 
Flights 
(4)
% of Delayed 
Flights (5)
Total 
ATFM 
Delay (6)
Airport 
Delay (7)
Mean delay  
of Delayed 
Flights (8) 
(minutes)
Mean delay  
of Regulated 
Flights (9) 
(minutes)
Mean Delay 
of  All Flights 
(10) 
(minutes)
09/01/2015 23,798 1,906 1,355 5.7% 32,931 29,588 24.3 17.3 1.4
(10) Mean Delay for the Traffic Demand:  is the Total ATFM Delay (6) divided by the Traffic Demand (2) - (expressed in minutes).
(8) Mean Delay for Delayed Flights:  is the Total ATFM Delay (6) divided by the Number of Delayed Flights (4) - (expressed in 
minutes).
(9) Mean Delay for Regulated Flights:  is the Total ATFM Delay (6) divided by the Number of Regulated Flights (3) - (expressed in 
minutes).
(4) Delayed Flights:  Part of Regulated Flights delayed by a regulation, i.e. for which CTOT - ETOT > 0.
(5)  % of Delayed Flights:  ratio between (4) and (2)
(6) Total ATFM Delay: is the sum of the delays calculated from CASA regulations, assigned to the traffic demand.
(7) Airport Delay: part of Total ATFM  delays induced by Airport protecting regulations - (expressed in minutes).
Friday 09 January 2015
(3) Regulated flights: part of traffic demand passing through one or more regulations
(1) Entry Date: Day a flight enters in the NM area
(2) Traffic Demand: is the number of flights entering daily in the NM area
141 
 
141 
 
 
 
Entry Date Country Nb of flights
Nb of Regulated 
flights (MP)
Nb of 
Delayed 
Flights
% of 
Delayed 
Flights
Total Delay 
(min.)
Mean for 
delayed 
Flights (min.)
Mean for 
Regulated 
Flights (min.)
Mean for All 
Flights (min.)
09/01/2015 United Kingdom 5,558 364 323 5.8% 9,736 30.1 26.7 1.8
09/01/2015 Netherlands 1,456 410 322 22.1% 8,567 26.6 20.9 5.9
09/01/2015 Turkey 2,898 329 196 6.8% 4,422 22.6 13.4 1.5
09/01/2015 France 6,820 157 102 1.5% 3,080 30.2 19.6 0.5
09/01/2015 Germany 6,376 186 123 1.9% 2,300 18.7 12.4 0.4
09/01/2015 Cyprus 702 130 94 13.4% 1,709 18.2 13.1 2.4
09/01/2015 Sw itzerland 2,858 109 66 2.3% 1,038 15.7 9.5 0.4
09/01/2015 Austria 2,016 45 31 1.5% 540 17.4 12.0 0.3
09/01/2015 Denmark 1,615 62 40 2.5% 509 12.7 8.2 0.3
09/01/2015 Finland 600 28 18 3.0% 270 15.0 9.6 0.5
09/01/2015 Ireland 1,237 27 12 1.0% 265 22.1 9.8 0.2
09/01/2015 Portugal 1,465 30 14 1.0% 237 16.9 7.9 0.2
09/01/2015 Norw ay 1,708 19 10 0.6% 227 22.7 11.9 0.1
09/01/2015 Albania 394 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Belgium 1,507 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Bosnia-Herzegovina 107 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Bulgaria 1,502 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Canarias 786 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Croatia 974 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Czech Republic 1,610 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Estonia 477 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 FYROM 222 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Georgia 329 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Greece 1,247 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Hungary 1,510 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Iceland 316 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Italy 3,525 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Latvia 600 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Lithuania 538 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Luxembourg 166 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Maastricht 3,962 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Malta 210 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Moldova 118 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Poland 1,665 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Romania 1,364 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Serbia & Montenegro 1,086 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Slovakia 967 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Slovenia 510 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Spain 3,632 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Sw eden 1,754 0 0 0.0% 0 0.0 0.0 0.0
09/01/2015 Ukraine 493 0 0 0.0% 0 0.0 0.0 0.0
Friday 09 January 2015
The table below distributes the values according to a set of major European ATFM areas. The delay of a flight is assigned to an area if this contains the 
most penalising regulation for this flight.
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Entry Date ACC ACC name Nb of flights
Nb of Regul. 
flights (MP)
Nb of 
Delayed 
Flights
% of Delayed 
Flights
Total 
Delay 
(min.)
Airport 
Delay     
%
Mean for 
delayed Flights 
(min.)
Mean for 
All Flights 
(min.)
09/01/2015 EGTTALL LONDON ALL ACC 4,466 364 323 7.2% 9,736 100.0% 30.1 2.2
09/01/2015 EGTTTC LONDON TMA TC 3,231 364 323 10.0% 9,736 100.0% 30.1 3.0
09/01/2015 EHAAACC AMSTERDAM ACC(245-) 1,303 410 322 24.7% 8,567 100.0% 26.6 6.6
09/01/2015 LTBBACC ISTANBUL ACC 2,050 329 196 9.6% 4,422 100.0% 22.6 2.2
09/01/2015 LFFFALL PARIS ALL ACC 2,939 155 100 3.4% 3,051 100.0% 30.5 1.0
09/01/2015 EDWWACC BREMEN ACC 1,416 129 90 6.4% 1,779 22.0% 19.8 1.3
09/01/2015 LCCCACC NICOSIA ACC 702 130 94 13.4% 1,709 0.0% 18.2 2.4
09/01/2015 LSAZACC ZURICH ACC 1,810 95 57 3.1% 895 100.0% 15.7 0.5
09/01/2015 LOVVACC WIEN ACC 1,652 45 31 1.9% 540 100.0% 17.4 0.3
09/01/2015 EDGGALL LANGEN ACC_FIR 2,821 57 33 1.2% 521 100.0% 15.8 0.2
09/01/2015 EDGGNACC LANGEN NORTH ACC 1,079 57 33 3.1% 521 100.0% 15.8 0.5
09/01/2015 EKDKACC COPENHAGEN ACC 1,395 62 40 2.9% 509 100.0% 12.7 0.4
09/01/2015 EFESACC TAMPERE ACC 448 28 18 4.0% 270 100.0% 15.0 0.6
09/01/2015 EIDWACC DUBLIN ACC 510 27 12 2.4% 265 100.0% 22.1 0.5
09/01/2015 LPPCACC LISBOA ACC/UAC 1,212 30 14 1.2% 237 100.0% 16.9 0.2
09/01/2015 ENBDACC BODO ACC 646 19 10 1.5% 227 0.0% 22.7 0.4
09/01/2015 LSAGACC GENEVA ACC 1,449 14 9 0.6% 143 100.0% 15.9 0.1
09/01/2015 LFMMAPP MARSEILLE TMA 691 2 2 0.3% 29 100.0% 14.5 0.0
09/01/2015 BIRDACC REYKJAVIK ACC 315 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EBBUACC BRUSSELS CANAC 1,489 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EDGGSACC LANGEN SOUTH ACC 2,100 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EDMMACC MUNCHEN ACC 2,514 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EDUUUAC KARLSRUHE UAC 3,899 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EDYYUAC MAASTRICHT UAC 3,962 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EETTACC TALLIN ACC 461 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EGCCACC MANCHESTER ACC 1,128 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EGGXOCA SHANWICK OACC 915 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EGPXACC PRESTWICK ACC 1,368 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EGPXALL PRESTWICK + MANCHESTER ACC 2,130 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EGTTACC LONDON ACC 4,283 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EHMCACC NEW MILLIGEN ACC 274 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EISNACC SHANNON ACC 838 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 ENOSACC OSLO ATCC 928 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 ENSVACC STAVANGER ATCC 702 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EPWWACC WARSZAWA ACC 1,630 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 ESMMACC MALMO ACC 1,241 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 ESOSACC STOCKHOLM ACC 973 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EVRRACC RIGA ACC 600 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 EYVCACC VILNIUS ACC 529 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 GCCCACC CANARIAS ACC/FIC 782 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LAAAACC TIRANA ACC 394 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LBSRACC SOFIA ACC 1,455 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LDZOACC ZAGREB ACC 923 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LECBACC BARCELONA ACC 1,422 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LECBALL BARCELONA ACC + TMA + Valencia 1,532 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LECMALL MADRID ALL ACC 2,395 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LECPACC PALMA ACC 290 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LECSACC SEVILLA ACC 749 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LFBBALL BORDEAUX ALL ACC 1,972 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LFEEACC REIMS U/ACC 2,253 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LFMMACC MARSEILLE ACC 2,122 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LFRRACC BREST U/ACC 2,072 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LGGGACC ATHINAI CONTROL 880 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LGMDACC MAKEDONIA CONTROL 650 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LHCCACC BUDAPEST ACC 1,441 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LIBBACC BRINDISI ACC 526 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LIMMACC MILANO ACC 1,839 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LIPPACC PADOVA ACC 1,348 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LIRRACC ROMA ACC 1,825 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LJLAACC LJUBLJANA ACC 508 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LKAAACC PRAGUE ACC 1,600 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LMMMACC MALTA ACC 206 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LPPOOAC SANTA MARIA OACC 349 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LQSBACC BOSNIA-HERZEGOVINA 98 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LRBBACC BUCURESTI ACC 1,359 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LTAAACC ANKARA ACC 2,046 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LUUUACC CHISINAU ACC 115 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LWSSACC SKOPJE ACC 210 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LYBAACC BEOGRADE ACC 1,057 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 LZBBACC BRATISLAVA ACC 945 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 UGGGACC TBILISI ACC 329 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 UKBVACC KIEV ACC 370 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 UKDVACC DNIPROPETROVSK ACC 45 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 UKLVACC L'VIV ACC 212 0 0 0.0% 0 0.0% 0.0 0.0
09/01/2015 UKOVACC ODESSA ACC 180 0 0 0.0% 0 0.0% 0.0 0.0
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Entry Date Tv Set Regulation
Nb of 
Regulated 
flights (MP)
Nb of 
Delayed 
Flights
Nb of 
Total 
Delay
Mean for 
Regulated 
Flights (min.)
Mean for 
delayed Flights 
(min.)
09/01/2015 EDGGFMP2 EDDLA09A 22 12 278 12.6 23.2
09/01/2015 EDGGFMP2 EDDLA09L 35 21 243 6.9 11.6
09/01/2015 EDWWFMP EDDHA09 37 25 391 10.6 15.6
09/01/2015 EDWWFMP EDDTA09 46 31 647 14.1 20.9
09/01/2015 EDWWFMP EDDTA09L 46 34 741 16.1 21.8
09/01/2015 EFINFMP EFHKA09A 28 18 270 9.6 15.0
09/01/2015 EGTCFMP EGLLA09 364 323 9,736 26.7 30.1
09/01/2015 EHAAFMP EHIRAM09 410 322 8,567 20.9 26.6
09/01/2015 EIDWFMP EIDWA09A 27 12 265 9.8 22.1
09/01/2015 EKCHTMA EKCHA09 62 40 509 8.2 12.7
09/01/2015 ENBDFMP ENOB09M 19 10 227 11.9 22.7
09/01/2015 HECCFMP HEGNA09A 7 2 12 1.7 6.0
09/01/2015 LCCCFMP LCS209M 38 32 649 17.1 20.3
09/01/2015 LCCCFMP LCSWX09M 74 53 957 12.9 18.1
09/01/2015 LCCCFMP LCW09 18 9 103 5.7 11.4
09/01/2015 LFFFAD LFPGA09 89 67 2,768 31.1 41.3
09/01/2015 LFFFAD LFPGA09A 15 10 88 5.9 8.8
09/01/2015 LFFFAD LFPGA09M 50 23 195 3.9 8.5
09/01/2015 LFFFAD LFQQA09 1 0 0 0.0 0.0
09/01/2015 LFMMAPP LFMTG09 2 2 29 14.5 14.5
09/01/2015 LLLLFMP LLBGA09N 1 0 0 0.0 0.0
09/01/2015 LOVVFMP LOWWA09L 45 31 540 12.0 17.4
09/01/2015 LPPCFMP LPPTA09M 30 14 237 7.9 16.9
09/01/2015 LSAGFMP LSGGA109 13 8 134 10.3 16.8
09/01/2015 LSAGFMP LSTSA09M 1 1 9 9.0 9.0
09/01/2015 LSAZFMP LSZHA09 60 43 727 12.1 16.9
09/01/2015 LSAZFMP LSZHA09E 31 14 168 5.4 12.0
09/01/2015 LSAZFMP LSZHA09M 4 0 0 0.0 0.0
09/01/2015 LTBBFMP LTBAA09A 218 134 2,627 12.1 19.6
09/01/2015 LTBBFMP LTBAA09M 50 15 165 3.3 11.0
09/01/2015 LTBBFMP LTFJA09 61 47 1,630 26.7 34.7
09/01/2015 NETWORK CPEPT09M 2 2 19 9.5 9.5
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Start Day of 
Regulation Tv Set Regulation
Regu Start 
Time
Regu End 
Time Wef Till
Normal 
Rate Pending Rate
09/01/2015 NETWORK CPEPT09M 09:52 10:21 09:52 10:21 60 0
09/01/2015 EDWWFMP EDDHA09 17:20 19:40 17:20 19:40 18 0
09/01/2015 EDGGFMP2 EDDLA09A 16:40 19:00 16:40 19:00 21 1
09/01/2015 EDGGFMP2 EDDLA09L 20:20 22:00 20:20 22:00 24 0
09/01/2015 EDWWFMP EDDTA09 14:20 17:20 14:20 17:20 24 0
09/01/2015 EDWWFMP EDDTA09L 18:20 21:00 18:20 21:00 26 0
09/01/2015 EFINFMP EFHKA09A 12:00 14:00 12:00 14:00 28 0
09/01/2015 EGTCFMP EGLLA09 05:40 21:08 05:40 12:00 36 0
09/01/2015 EGTCFMP EGLLA09 05:40 21:08 12:00 19:30 34 0
09/01/2015 EGTCFMP EGLLA09 05:40 21:08 19:30 21:08 33 1
09/01/2015 EHAAFMP EHIRAM09 06:20 21:00 06:20 08:00 20 0
09/01/2015 EHAAFMP EHIRAM09 06:20 21:00 08:00 10:00 30 0
09/01/2015 EHAAFMP EHIRAM09 06:20 21:00 10:00 14:00 29 1
09/01/2015 EHAAFMP EHIRAM09 06:20 21:00 14:00 15:20 49 1
09/01/2015 EHAAFMP EHIRAM09 06:20 21:00 15:20 16:20 31 1
09/01/2015 EHAAFMP EHIRAM09 06:20 21:00 16:20 18:00 63 2
09/01/2015 EHAAFMP EHIRAM09 06:20 21:00 18:00 19:20 50 0
09/01/2015 EHAAFMP EHIRAM09 06:20 21:00 19:20 21:00 29 1
09/01/2015 EIDWFMP EIDWA09A 13:40 16:00 13:40 16:00 18 0
09/01/2015 EKCHTMA EKCHA09 17:20 20:20 17:20 20:20 26 1
09/01/2015 ENBDFMP ENOB09M 10:00 15:00 10:00 15:00 12 0
09/01/2015 SCENFL FL1PNC09 09:40 14:20 09:40 14:20 0 0
09/01/2015 HECCFMP HEGNA09A 14:20 16:20 14:20 16:20 7 0
09/01/2015 LCCCFMP LCS209M 11:30 14:00 11:30 14:00 29 1
09/01/2015 LCCCFMP LCSWX09M 06:20 11:30 06:20 11:30 27 0
09/01/2015 LCCCFMP LCW09 13:30 14:40 13:30 14:40 27 0
09/01/2015 LFMMAPP LFMTA09 17:45 19:45 17:45 19:45 0 0
09/01/2015 LFMMAPP LFMTG09 17:50 19:50 17:50 19:50 0 0
09/01/2015 LFFFAD LFPGA09 09:40 14:00 09:40 11:20 29 1
09/01/2015 LFFFAD LFPGA09 09:40 14:00 11:20 11:40 39 1
09/01/2015 LFFFAD LFPGA09 09:40 14:00 11:40 14:00 48 2
09/01/2015 LFFFAD LFPGA09A 16:20 20:00 16:20 16:40 35 1
09/01/2015 LFFFAD LFPGA09A 16:20 20:00 16:40 20:00 49 1
09/01/2015 LFFFAD LFPGA09M 07:20 08:20 07:20 08:20 60 0
09/01/2015 LFFFAD LFQQA09 11:00 13:00 11:00 13:00 6 0
09/01/2015 LFFFAD LFQQS09 11:00 13:00 11:00 13:00 3 0
09/01/2015 LLLLFMP LLBGA09N 23:00 23:45 23:00 23:45 0 0
09/01/2015 LOVVFMP LOWWA09L 14:40 19:00 14:40 19:00 25 0
09/01/2015 LPPCFMP LPPTA09M 06:00 08:40 06:00 08:40 20 0
09/01/2015 LSAGFMP LSGGA109 16:40 18:00 16:40 17:00 25 0
09/01/2015 LSAGFMP LSGGA109 16:40 18:00 17:00 18:00 22 0
09/01/2015 LSAGFMP LSTSA09M 07:20 08:40 07:20 08:40 0 0
09/01/2015 LSAZFMP LSZHA09 14:00 16:40 14:00 16:40 29 1
09/01/2015 LSAZFMP LSZHA09E 09:40 11:00 09:40 11:00 36 0
09/01/2015 LSAZFMP LSZHA09M 09:40 11:00 09:40 11:00 36 0
09/01/2015 LTBBFMP LTBAA09A 12:40 22:50 12:40 22:50 31 0
09/01/2015 LTBBFMP LTBAA09M 08:00 10:30 08:00 10:30 35 0
09/01/2015 LTBBFMP LTFJA09 14:40 18:40 14:40 18:40 20 0
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Entry Date 
(1) ADEP_country
Nb of 
flights
Nb of 
Regulated 
flights (MP)
Nb of 
Delayed 
Flights
% of 
Delayed 
Flights
Total 
Delay 
(min.)
Mean for 
Regulated 
Flights (min.)
Mean for 
Delayed 
Flights (min.)
Mean for 
All Flights 
(min.)
09/01/2015 BI 26 4 3 11.5% 60 15.0 20.0 2.3
09/01/2015 BK 16 5 3 18.8% 40 8.0 13.3 2.5
09/01/2015 DA 78 7 5 6.4% 204 29.1 40.8 2.6
09/01/2015 DT 69 9 4 5.8% 127 14.1 31.8 1.8
09/01/2015 EB 426 27 22 5.2% 552 20.4 25.1 1.3
09/01/2015 ED 2,498 301 220 8.8% 4,873 16.2 22.2 2.0
09/01/2015 EE 58 5 3 5.2% 65 13.0 21.7 1.1
09/01/2015 EF 306 28 21 6.9% 413 14.8 19.7 1.3
09/01/2015 EG 2,884 251 183 6.3% 4,970 19.8 27.2 1.7
09/01/2015 EH 679 52 35 5.2% 969 18.6 27.7 1.4
09/01/2015 EI 307 40 37 12.1% 1,083 27.1 29.3 3.5
09/01/2015 EK 442 52 34 7.7% 857 16.5 25.2 1.9
09/01/2015 EL 80 13 10 12.5% 256 19.7 25.6 3.2
09/01/2015 EN 1,219 58 44 3.6% 1,019 17.6 23.2 0.8
09/01/2015 EP 417 38 27 6.5% 585 15.4 21.7 1.4
09/01/2015 ES 669 53 40 6.0% 903 17.0 22.6 1.3
09/01/2015 EV 95 8 4 4.2% 44 5.5 11.0 0.5
09/01/2015 EY 61 5 4 6.6% 132 26.4 33.0 2.2
09/01/2015 GC 435 4 3 0.7% 34 8.5 11.3 0.1
09/01/2015 GM 245 8 6 2.4% 199 24.9 33.2 0.8
09/01/2015 HE 136 32 24 17.6% 475 14.8 19.8 3.5
09/01/2015 LA 26 2 1 3.8% 40 20.0 40.0 1.5
09/01/2015 LB 69 10 8 11.6% 147 14.7 18.4 2.1
09/01/2015 LC 51 14 8 15.7% 118 8.4 14.8 2.3
09/01/2015 LD 60 7 5 8.3% 145 20.7 29.0 2.4
09/01/2015 LE 1,507 91 67 4.4% 1,448 15.9 21.6 1.0
09/01/2015 LF 2,436 147 112 4.6% 3,396 23.1 30.3 1.4
09/01/2015 LG 391 28 16 4.1% 236 8.4 14.8 0.6
09/01/2015 LH 109 19 15 13.8% 353 18.6 23.5 3.2
09/01/2015 LI 1,786 122 89 5.0% 2,090 17.1 23.5 1.2
09/01/2015 LJ 41 6 4 9.8% 42 7.0 10.5 1.0
09/01/2015 LK 186 22 16 8.6% 321 14.6 20.1 1.7
09/01/2015 LL 86 19 15 17.4% 295 15.5 19.7 3.4
09/01/2015 LM 42 7 7 16.7% 133 19.0 19.0 3.2
09/01/2015 LO 431 50 37 8.6% 826 16.5 22.3 1.9
09/01/2015 LP 392 30 18 4.6% 475 15.8 26.4 1.2
09/01/2015 LQ 22 2 1 4.5% 46 23.0 46.0 2.1
09/01/2015 LR 195 17 12 6.2% 317 18.6 26.4 1.6
09/01/2015 LS 658 92 72 10.9% 1,693 18.4 23.5 2.6
09/01/2015 LT 1,438 160 85 5.9% 2,158 13.5 25.4 1.5
09/01/2015 LX 5 1 1 20.0% 42 42.0 42.0 8.4
09/01/2015 LY 100 12 5 5.0% 126 10.5 25.2 1.3
09/01/2015 OL 64 17 12 18.8% 242 14.2 20.2 3.8
09/01/2015 UK 163 21 15 9.2% 337 16.0 22.5 2.1
09/01/2015 UM 52 5 2 3.8% 45 9.0 22.5 0.9
This table displays the delays according to the country of departure. Only countries where the total delay  of 
departing flights are > to 0, are displayed.
Friday
(1) Entry Date: Day a flight enters in the NM area
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Entry Date 
(1)
Aerodrome 
of 
Departure
Nb of 
flights
Nb of 
Regulated 
flights 
(MP)
Nb of 
Delayed 
Flights
% of 
Delayed 
Flights
Total 
Delay 
(min.)
Mean for 
Regulated 
Flights 
(min.)
Mean for 
Delayed 
Flights 
(min.)
Mean for 
All Flights 
(min.)
09/01/2015 LFPG 642 46 38 6% 996 21.7 26.2 1.6
09/01/2015 EGLL 610 38 30 5% 604 15.9 20.1 1.0
09/01/2015 LTBA 574 30 20 3% 572 19.1 28.6 1.0
09/01/2015 EDDF 572 60 41 7% 883 14.7 21.5 1.5
09/01/2015 EHAM 562 47 31 6% 868 18.5 28.0 1.5
09/01/2015 LEMD 482 34 27 6% 561 16.5 20.8 1.2
09/01/2015 EDDM 436 56 45 10% 801 14.3 17.8 1.8
09/01/2015 LIRF 415 33 27 7% 455 13.8 16.9 1.1
09/01/2015 LEBL 348 31 23 7% 474 15.3 20.6 1.4
09/01/2015 ENGM 323 30 21 7% 492 16.4 23.4 1.5
09/01/2015 LOWW 322 34 26 8% 563 16.6 21.7 1.7
09/01/2015 LSZH 322 44 35 11% 719 16.3 20.5 2.2
09/01/2015 LFPO 314 7 4 1% 152 21.7 38.0 0.5
09/01/2015 EGKK 311 25 15 5% 408 16.3 27.2 1.3
09/01/2015 EKCH 310 34 25 8% 715 21.0 28.6 2.3
09/01/2015 EBBR 298 25 20 7% 441 17.6 22.1 1.5
09/01/2015 ESSA 266 37 30 11% 692 18.7 23.1 2.6
09/01/2015 LSGG 263 40 30 11% 839 21.0 28.0 3.2
09/01/2015 EDDL 248 30 23 9% 419 14.0 18.2 1.7
09/01/2015 LTFJ 237 3 1 0% 39 13.0 39.0 0.2
09/01/2015 EIDW 233 28 25 11% 724 25.9 29.0 3.1
09/01/2015 LPPT 220 18 13 6% 344 19.1 26.5 1.6
09/01/2015 EFHK 218 19 15 7% 363 19.1 24.2 1.7
09/01/2015 EDDT 217 29 18 8% 478 16.5 26.6 2.2
09/01/2015 EGSS 215 6 3 1% 169 28.2 56.3 0.8
09/01/2015 LIMC 206 19 13 6% 247 13.0 19.0 1.2
09/01/2015 EGCC 202 32 26 13% 725 22.7 27.9 3.6
09/01/2015 LGAV 195 21 12 6% 188 9.0 15.7 1.0
09/01/2015 EPWA 193 27 20 10% 383 14.2 19.2 2.0
09/01/2015 EDDH 176 28 22 13% 642 22.9 29.2 3.6
09/01/2015 UUEE 172 0 0 0% 0 0.0 0.0 0.0
09/01/2015 LKPR 165 22 16 10% 321 14.6 20.1 1.9
09/01/2015 LIML 158 22 17 11% 495 22.5 29.1 3.1
09/01/2015 EDDK 152 17 12 8% 330 19.4 27.5 2.2
09/01/2015 LFLL 142 14 11 8% 206 14.7 18.7 1.5
09/01/2015 LFMN 135 16 10 7% 275 17.2 27.5 2.0
09/01/2015 ENBR 134 7 7 5% 183 26.1 26.1 1.4
09/01/2015 GCLP 133 1 1 1% 4 4.0 4.0 0.0
09/01/2015 EGGW 132 13 11 8% 270 20.8 24.5 2.0
09/01/2015 EGPH 131 22 19 15% 491 22.3 25.8 3.7
09/01/2015 OMDB 129 0 0 0% 0 0.0 0.0 0.0
09/01/2015 LFML 128 9 8 6% 287 31.9 35.9 2.2
09/01/2015 LROP 124 16 11 9% 300 18.8 27.3 2.4
09/01/2015 LFBO 123 10 5 4% 198 19.8 39.6 1.6
09/01/2015 EDDS 121 27 18 15% 375 13.9 20.8 3.1
09/01/2015 EGLC 120 13 9 8% 182 14.0 20.2 1.5
09/01/2015 UUDD 120 0 0 0% 0 0.0 0.0 0.0
09/01/2015 LTAC 119 19 11 9% 365 19.2 33.2 3.1
09/01/2015 EGBB 118 15 9 8% 227 15.1 25.2 1.9
09/01/2015 GMMN 113 4 3 3% 98 24.5 32.7 0.9
09/01/2015 GCTS 112 0 0 0% 0 0.0 0.0 0.0
09/01/2015 LEPA 112 1 1 1% 12 12.0 12.0 0.1
09/01/2015 ENZV 111 10 9 8% 247 24.7 27.4 2.2
09/01/2015 LHBP 105 19 15 14% 353 18.6 23.5 3.4
09/01/2015 LIME 101 2 1 1% 20 10.0 20.0 0.2
09/01/2015 LTBJ 100 22 10 10% 209 9.5 20.9 2.1
09/01/2015 EGPD 97 14 12 12% 422 30.1 35.2 4.4
Friday
This table displays traffic and  delays according to the Aerodrome of departure. Only aerodromes where 
the number  of departing flights are >=  to 50, are displayed.
(1) Entry Date: Day a flight enters in the NM area
09 January 2015
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Entry Date (1)
Aerodrome 
of Destination Nb of flights
Nb of 
Regulated 
flights (MP)
Nb of 
Delayed 
Flights
% of 
Delayed 
Flights
Total 
Delay 
(min.)
Mean for 
Regulated 
Flights 
(min.)
Mean for 
Delayed 
Flights 
(min.)
Mean for All 
Flights (min.)
09/01/2015 DTTA 59 1 0 0% 0 0.0 0.0 0.0
09/01/2015 EBBR 291 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EBCI 54 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EDDB 85 21 17 20% 399 19.0 23.5 4.7
09/01/2015 EDDF 568 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EDDH 179 37 25 14% 391 10.6 15.6 2.2
09/01/2015 EDDK 147 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EDDL 250 57 33 13% 521 9.1 15.8 2.1
09/01/2015 EDDM 438 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EDDN 61 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EDDP 86 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EDDS 120 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EDDT 218 71 48 22% 989 13.9 20.6 4.5
09/01/2015 EDDV 68 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EETN 50 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EFHK 220 28 18 8% 270 9.6 15.0 1.2
09/01/2015 EGAA 59 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGAC 57 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGBB 117 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGCC 209 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGGD 64 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGGW 126 1 0 0% 0 0.0 0.0 0.0
09/01/2015 EGKK 311 1 1 0% 27 27.0 27.0 0.1
09/01/2015 EGLC 121 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGLL 603 367 326 54% 9,802 26.7 30.1 16.3
09/01/2015 EGNT 55 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGNX 79 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGPD 95 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGPF 105 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGPH 137 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EGSS 211 1 1 0% 29 29.0 29.0 0.1
09/01/2015 EHAM 560 410 321 57% 8,551 20.9 26.6 15.3
09/01/2015 EIDW 249 27 12 5% 265 9.8 22.1 1.1
09/01/2015 EKCH 317 63 40 13% 509 8.1 12.7 1.6
09/01/2015 ELLX 74 0 0 0% 0 0.0 0.0 0.0
09/01/2015 ENBO 55 0 0 0% 0 0.0 0.0 0.0
09/01/2015 ENBR 139 0 0 0% 0 0.0 0.0 0.0
09/01/2015 ENGM 325 1 1 0% 10 10.0 10.0 0.0
09/01/2015 ENTC 57 0 0 0% 0 0.0 0.0 0.0
09/01/2015 ENVA 80 0 0 0% 0 0.0 0.0 0.0
09/01/2015 ENZV 112 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EPGD 50 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EPWA 195 1 1 1% 9 9.0 9.0 0.0
09/01/2015 ESGG 82 0 0 0% 0 0.0 0.0 0.0
09/01/2015 ESSA 273 0 0 0% 0 0.0 0.0 0.0
09/01/2015 ESSB 67 0 0 0% 0 0.0 0.0 0.0
09/01/2015 EVRA 92 0 0 0% 0 0.0 0.0 0.0
09/01/2015 GCLP 132 0 0 0% 0 0.0 0.0 0.0
09/01/2015 GCRR 63 0 0 0% 0 0.0 0.0 0.0
09/01/2015 GCTS 109 0 0 0% 0 0.0 0.0 0.0
09/01/2015 GCXO 63 0 0 0% 0 0.0 0.0 0.0
09/01/2015 GMMN 103 1 0 0% 0 0.0 0.0 0.0
09/01/2015 KJFK 85 3 2 2% 22 7.3 11.0 0.3
09/01/2015 LBSF 57 1 0 0% 0 0.0 0.0 0.0
09/01/2015 LEAL 67 0 0 0% 0 0.0 0.0 0.0
09/01/2015 LEBB 50 0 0 0% 0 0.0 0.0 0.0
Friday
This table displays traffic and  delays according to the Aerodrome of destination. Only aerodromes where 
the number  of arriving flights are >=  to 50, are displayed.
(1) Entry Date: Day a flight enters in the NM area
09 January 2015
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Entry Date
Aircraft 
Operator Nb of flights
Nb of 
Regulated 
flights (MP)
Nb of 
Delayed 
Flights
% of 
Delayed 
Flights
Total 
Delay
Mean for 
Regulated 
Flights 
(min.)
Mean for 
Delayed 
Flights 
(min.)
Mean for 
All Flights 
(min.)
09/01/2015 ABY 16 1 1 6.3% 33 33.0 33.0 2.1
09/01/2015 ACA 42 2 1 2.4% 37 18.5 37.0 0.9
09/01/2015 ADR 55 4 3 5.5% 27 6.8 9.0 0.5
09/01/2015 AEA 203 6 1 0.5% 9 1.5 9.0 0.0
09/01/2015 AEE 206 8 6 2.9% 60 7.5 10.0 0.3
09/01/2015 AFR 566 97 64 11.3% 1,832 18.9 28.6 3.2
09/01/2015 AMC 34 5 5 14.7% 110 22.0 22.0 3.2
09/01/2015 AOJ 14 2 1 7.1% 19 9.5 19.0 1.4
09/01/2015 ASL 81 9 4 4.9% 128 14.2 32.0 1.6
09/01/2015 AUA 293 29 22 7.5% 477 16.4 21.7 1.6
09/01/2015 AUI 91 7 3 3.3% 45 6.4 15.0 0.5
09/01/2015 AZA 512 19 15 2.9% 346 18.2 23.1 0.7
09/01/2015 BAW 601 183 154 25.6% 4,839 26.4 31.4 8.1
09/01/2015 BCY 52 5 3 5.8% 76 15.2 25.3 1.5
09/01/2015 BEE 364 17 10 2.7% 312 18.4 31.2 0.9
09/01/2015 BEL 197 6 5 2.5% 123 20.5 24.6 0.6
09/01/2015 BER 454 66 52 11.5% 1,024 15.5 19.7 2.3
09/01/2015 BIE 16 2 1 6.3% 60 30.0 60.0 3.8
09/01/2015 BLX 17 1 1 5.9% 5 5.0 5.0 0.3
09/01/2015 BMR 52 2 2 3.8% 23 11.5 11.5 0.4
09/01/2015 BRJ 25 2 2 8.0% 160 80.0 80.0 6.4
09/01/2015 BRU 42 4 2 4.8% 45 11.3 22.5 1.1
09/01/2015 BTI 111 6 2 1.8% 14 2.3 7.0 0.1
09/01/2015 CFE 78 6 5 6.4% 94 15.7 18.8 1.2
09/01/2015 CFG 75 1 1 1.3% 17 17.0 17.0 0.2
09/01/2015 CSA 95 8 6 6.3% 78 9.8 13.0 0.8
09/01/2015 CTN 60 3 3 5.0% 84 28.0 28.0 1.4
09/01/2015 CYP 15 7 5 33.3% 77 11.0 15.4 5.1
09/01/2015 DAH 80 3 2 2.5% 76 25.3 38.0 1.0
09/01/2015 DAL 98 2 1 1.0% 37 18.5 37.0 0.4
09/01/2015 DCS 11 2 2 18.2% 38 19.0 19.0 3.5
09/01/2015 DLH 1,174 57 41 3.5% 841 14.8 20.5 0.7
09/01/2015 DTR 22 1 1 4.5% 7 7.0 7.0 0.3
09/01/2015 DWT 57 5 4 7.0% 89 17.8 22.3 1.6
09/01/2015 EDC 4 1 1 25.0% 16 16.0 16.0 4.0
09/01/2015 EDW 11 1 1 9.1% 14 14.0 14.0 1.3
09/01/2015 EIN 170 33 29 17.1% 948 28.7 32.7 5.6
09/01/2015 ELL 29 3 1 3.4% 18 6.0 18.0 0.6
09/01/2015 ELO 34 4 4 11.8% 132 33.0 33.0 3.9
09/01/2015 ELY 41 15 12 29.3% 245 16.3 20.4 6.0
09/01/2015 ENT 12 2 2 16.7% 29 14.5 14.5 2.4
09/01/2015 ETD 81 6 5 6.2% 45 7.5 9.0 0.6
09/01/2015 EZS 141 17 13 9.2% 283 16.6 21.8 2.0
09/01/2015 EZY 1,043 73 57 5.5% 1,546 21.2 27.1 1.5
09/01/2015 FCM 136 15 11 8.1% 182 12.1 16.5 1.3
09/01/2015 FDB 32 1 1 3.1% 46 46.0 46.0 1.4
09/01/2015 FIN 145 17 11 7.6% 214 12.6 19.5 1.5
09/01/2015 FYG 10 2 2 20.0% 90 45.0 45.0 9.0
09/01/2015 GAC 12 2 1 8.3% 14 7.0 14.0 1.2
09/01/2015 GFA 14 2 2 14.3% 19 9.5 9.5 1.4
09/01/2015 GMI 39 2 1 2.6% 13 6.5 13.0 0.3
09/01/2015 GWI 412 66 47 11.4% 960 14.5 20.4 2.3
09/01/2015 HOP 235 3 3 1.3% 129 43.0 43.0 0.5
09/01/2015 IBE 202 8 6 3.0% 140 17.5 23.3 0.7
09/01/2015 IBS 80 4 1 1.3% 11 2.8 11.0 0.1
09/01/2015 ICE 30 5 3 10.0% 60 12.0 20.0 2.0
09/01/2015 ISK 10 3 1 10.0% 11 3.7 11.0 1.1
09/01/2015 JNL 9 1 1 11.1% 18 18.0 18.0 2.0
09/01/2015 JZR 6 1 1 16.7% 12 12.0 12.0 2.0
09/01/2015 KGL 12 3 2 16.7% 24 8.0 12.0 2.0
Friday 09 January 2015
This table displays the delays according to the Aircraft Operators (A.O.). Only the A.O.'s having delayed  flights  are 
displayed. The last line ("   ") gives the delays not associated to AO's.
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1 EBBUEEC BRUSSELS 30 354 11.8 17.8 49% 11.1 42% 9.2 30% 11.0 57%
2 EBBUHLC BRUSSELS 35 599 17.1 17.6 22% 19.1 44% 16.9 24% 23.5 9% 4.9 87%
3 EBBUNWC BRUSSELS 33 410 12.4 15.4 51% 9.2 49%
4 EDGG1 LANGEN 401 5547 13.8 15.5 51% 5.7 115% 16.3 59% 15.0 11.0 47% 12.9 52%
5 EDGG7 LANGEN 229 3083 13.5 13.7 45% 14.6 51% 11.1 91% 11.7 49%
6 EDGGADL LANGEN 172 2005 11.7 6.5 66% 20.8 65% 8.3 32% 16.9 40%
7 EDGGADS LANGEN 23 349 15.2 16.7 48% 21.4 8% 17.5 25.1 51%
8 EDGGDLA LANGEN 48 424 8.8 10.3 50% 11.4 45% 13.1 39%
9 EDGGDLDN LANGEN 34 320 9.4 11.0 54% 5.0 43% 9.8 78% 9.9 22%
10 EDGGDLSA LANGEN 43 502 11.7 16.7 36% 7.3 87% 15.7 66%
11 EDGGDLSN LANGEN 115 1626 14.1 16.0 64% 9.8 65% 17.6 56% 19.9 9%
12 EDGGGED LANGEN 27 144 5.3 6.7 59% 5.5 34%
13 EDGGGEHE LANGEN 124 1153 9.3 8.2 44% 11.7 43% 5.8 32% 10.2 37% 6.9 59%
14 EDGGHMM LANGEN 122 1182 9.7 10.4 38% 10.3 51% 10.5 36% 11.6 65% 9.3 50%
15 EDGGKAW LANGEN 39 341 8.7 10.1 48% 8.0 66% 9.5 61%
16 EDGGKIRU LANGEN 49 631 12.9 16.5 40% 14.4 39% 9.0 30% 7.7 91%
17 EDGGMGB LANGEN 57 237 4.2 2.5 68% 4.6 46%
18 EDGGMNC LANGEN 26 167 6.4 4.7 114% 33.0 13% 1.5 102%
19 EDGGPAD LANGEN 40 406 10.1 10.8 83% 10.6 48% 7.1 34%
20 EDGGPADH LANGEN 32 305 9.5 9.1 25% 10.5 39%
21 EDGGPADL LANGEN 75 312 4.2 5.0 58% 4.7 47% 4.3 67% 2.9 46%
22 EDGGRUKIM LANGEN 28 338 12.1 14.6 56% 9.1 32% 11.6 27%
23 EDGGSITA LANGEN 66 858 13.0 12.3 34% 14.3 44% 15.0 41%
24 EDMMALB MUNICH 24 148 6.2 7.5 9% 6.3 53%
25 EDMMALP MUNICH 25 440 17.6 21.5 44% 21.0 47% 20.1 53%
26 EDMMALPT MUNICH 93 1084 11.7 12.9 47% 14.5 17% 11.7 39% 5.4 38%
27 EDMMALPTM MUNICH 40 515 12.9 13.7 64% 17.1 40% 12.4 46%
28 EDMMALPU MUNICH 40 265 6.6 8.5 64% 6.6 73% 1.9 21%
29 EDMMALPUT MUNICH 26 334 12.9 12.8 52% 19.6 12% 15.7 16% 3.2 97%
30 EDMMCHIH MUNICH 38 386 10.1 13.4 56% 1.5 89% 8.4 128% 14.3 20% 12.0 118%
31 EDMMCHILH MUNICH 52 829 15.9 20.8 52% 7.7 169% 19.3 30% 21.5 17.0 38% 14.8 71%
32 EDMMDONU MUNICH 22 152 6.9 8.4 55% 3.1 64% 9.7 44%
33 EDMMDONUT MUNICH 24 211 8.8 11.5 82% 11.9 61%
34 EDMMINKP MUNICH 47 641 13.6 10.7 72% 19.4 44% 17.5 24% 13.8 26% 13.2 24%
35 EDMMKPT MUNICH 57 516 9.1 9.0 43% 10.0 43% 9.9 39%
36 EDMMKPTH MUNICH 63 626 9.9 12.7 49% 3.5 43% 10.1 36% 8.8 47%
37 EDMMRDEG MUNICH 25 291 11.6 17.1 45% 3.7 66% 12.6 49%
38 EDUUALP13 KARLSRUHE 24 277 11.5 15.1 49% 18.5 45%
39 EDUUERL KARLSRUHE 91 1060 11.6 9.9 45% 16.6 42% 8.8 72% 11.3 64%
40 EDUUERL1R KARLSRUHE 26 254 9.8 0.5 92% 17.4 42% 7.9 43% 13.2 87%
41 EDUUERLT KARLSRUHE 65 899 13.8 15.6 56% 15.5 49% 11.9 57%
42 EDUUFFM1C KARLSRUHE 56 469 8.4 5.6 71% 17.7 47% 6.1 45% 20.6 66%
43 EDUUFFM24 KARLSRUHE 79 635 8.0 16.1 65% 0.6 58% 11.8 44% 11.0 51%
44 EDUUFFM3C KARLSRUHE 47 624 13.3 22.8 57% 17.5 37% 10.0 45% 8.4 72%
45 EDUUFFMBM KARLSRUHE 77 1029 13.4 7.9 75% 14.5 70% 15.8 53% 22.1 10%
46 EDUUFFMM KARLSRUHE 117 1210 10.3 14.1 53% 0.7 89% 17.7 5.9 101% 11.5 47%
47 EDUUFFMT KARLSRUHE 120 1510 12.6 14.6 45% 14.7 47% 12.3 47% 14.4 44%
48 EDUUFUL KARLSRUHE 230 3059 13.3 18.0 62% 15.5 47% 12.8 65% 11.9 29% 9.9 66%
49 EDUUFUL1U KARLSRUHE 89 787 8.8 10.7 69% 0.8 42% 12.7 66% 11.7 38% 16.5 41%
50 EDUUHVL KARLSRUHE 102 1217 11.9 12.1 42% 12.7 36% 14.7 58% 13.8 44%
Regulat
ions
Delayed 
flights
Average 
Delayed 
flights/Reg
The mean and CV of the delayed flights for each capacity factors in an hour
Sectors N M P W V OACC C I R A G D ES T
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APPENDIX -5. List of the 65 Main Airports 
 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
1 Brussels EBBR 0 0 0 0 0 0 45 74 74 74 74 74 74 74 74 74 74 74 74 74 74 74 74 0
2 Berlin EDDB 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
3 Dresden EDDC 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
4 Erfurt EDDE 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18
5 Frankurt EDDF 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96
6 Munster EDDG 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
7 Hamburg EDDH 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53 53
8 Koln/Bonn EDDK 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52
9 Dusseldorf EDDL 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43 43
10 Munchen EDDM 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90
11 Nurnberg EDDN 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
12 Leipzig/Halle EDDP 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48
13 Saarbrucken EDDR 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24
14 Stuttgart EDDS 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48
15 Berlin-Tegel EDDT 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52 52
16 Hannover EDDV 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60
17 Bremen EDDW 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
18 Helsinki-Vantaa EFHK 43 10 10 10 10 43 76 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80
19 Manchester EGCC 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61 61
20 London/Heathrow EGLL 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88 88
21 Amsterdam/Schiphol EHAM 49 49 49 49 49 110 110 110 110 110 110 110 110 110 110 110 110 110 110 88 78 78 49 49
22 Dublin EIDW 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48
23 Kobenhavn/Kastrup EKCH 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83
24 Luxembourg ELLX 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
25 Oslo/Gardermoen ENGM 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80
26 Krakow/Balice EPKK 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23
27 Katowice/Pyrzowice EPKT 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32
28 Warszawa Chopin EPWA 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42 42
29 Stockholm-Arlanda ESSA 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84
30 Gran Canaria GCLP 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36 36
31 Tenerife Sur GCTS 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33 33
32 Tenerife Norte GCXO 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
33 Sofia LBSF 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22
34 Alicante LEAL 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
35 Bilbao LEBB 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22
36 Barcelona LEBL 48 48 48 48 48 48 66 66 66 66 66 66 66 66 66 66 66 66 66 66 66 57 48 48
37 Madrid/Barajas LEMD 38 38 38 38 38 46 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 48 38
38 Malaga LEMG 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44
39 Palma De allorca LEPA 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62 62
40 Valencia LEVC 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34
41 Paris CDG LFPG 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117 117
42 Athinai E Venizelos LGAV 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44 44
43 Iraklion/Nikos Kazantzakis LGIR 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22
44 Budapest/Ferihegy LHBP 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56 56
45 Bari Palese LIBD 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22 22
46 Catania Fontanarossa LICC 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25
47 Palermo Punta Raisi LICJ 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20
48 Cagliari Elmas LIEE 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23 23
49 Milano Malpensa LIMC 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70
50 Bergamo/Orio Alserio LIME 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26 26
51 Torino/Caselle LIMF 0 0 0 0 0 28 28 28 28 28 28 28 28 28 28 28 28 28 28 28 28 28 0 0
52 Milano Linate LIML 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34 34
53 Bologna LIPE 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24
54 Venice LIPZ 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46 46
55 Rome Fiumicino LIRF 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90
56 Napoli Capodichino LIRN 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
57 Praha/Ruzyne LKPR 1 1 4 4 4 84 84 84 84 84 84 84 84 84 84 84 84 84 84 84 14 14 3 3
58 Wien-Schwechat LOWW 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60
59 Porto LPPR 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20
60 Lisboa LPPT 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38
61 Geneve LSGG 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40
62 Zurich Flughafen LSZH 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72 72
63 Istanbul/Ataturk LTBA 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58 58
64 Belgrade Nikola Tesla LYBE 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25 25
65 Kyiv/Boryspil UKBB 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48 48
Airport Code
Global  capacity (sum of arrival capacity and departure capacity)
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APPENDIX -6. List of ACCs 
  
2012 2013 2014 2015 2016 2017
1 Albania 01-Apr-02 1 TIRANA  LAAACTA 3 65 65 69 70 71 72
2 Armenia 01-Mar-06 2 YEREVAN UDDDCTA 1 25 25 25 25 25 25
3 Austria 01-May-93 3 VIENNA LOVVCTA 18 180 180 190 197 204 210
4 Azerbaijan 4 BAKU UBBACTA 5 40 40 40 40 40 42
5 Belgium 13-Dec-60 5 BRUSSELS EBBUCTA 7 131 131 131 131 131 131
6 Bulgaria 01-Jun-97 6 SOFIA LBSRCTA 10 149 149 149 149 150 153
7 Croatia 01-Mar-97 7 ZAGREB LDZOCTA 9 133 142 143 147 151 157
8 Cyprus 01-Jan-91 8 NICOSIA LCCCCTA 4 50 48 57 59 62 64
9 Czech Rep. 01-Jan-96 9 PRAGUE LKAACTA 9 161 161 161 161 161 162
10 Denmark 01-Aug-94 10 COPENHAGEN EKDKCTA 13 125 125 126 127 127 128
11 Estonia 01-Jan-15 11 TALLINN EETTCTA 3 62 62 62 62 63 66
12 Eurocontrol 12 MAASTRICHT EDYYUTA 20 328 337 339 343 355 360
13 Finland 01-Jan-01 13 TAMPERE EFESCTA 7 58 58 58 58 58 58
14 BORDEAUX LFBBCTA 21 201 201 202 203 207 209
15 BREST LFRRCTA 18 206 206 218 222 226 232
16 MARSEILLE LFMMCTA 28 237 237 248 250 256 260
17 PARIS LFFFCTA 22 268 268 368 268 268 269
18 REIMS LFEECTA 18 178 192 206 208 216 221
15 FYROM 01-Nov-98 19 SKOPJE LWSSCTA 2 59 59 63 63 64 66
16 Georgia 01-Jan-14 20 TBILISI UGGGCTA 1 40 40 40 40 40 40
21 BREMEN EDWWCTA 17 151 151 151 151 152 152
22 KARLSRUHE (Rhein) EDUUUTA 38 299 334 349 367 382 394
23 MUNICH EDMMCTA 18 287 246 246 246 246 246
24 LANGEN EDGGCTA 23 244 254 254 254 260 265
25 ATHENS LGGGCTA 11 121 123 126 126 127 128
26 MAKEDONIA LGMDCTA 7 97 98 100 101 103 105
19 Hungary 01-Jul-92 27 BUDAPEST LHCCCTA 11 165 165 165 165 165 166
28 DUBLIN EIDWCTA 4 59 59 59 59 59 59
29 SHANNON  EISNCTA 12 121 124 124 124 124 124
30 BRINDISI LIBBCTA 5 117 117 70 72 75 76
31 MILAN LIMMCTA 11 164 164 182 186 192 195
32 PADOVA LIPPCTA 13 187 187 190 172 176 180
33 ROME LIRRCTA 15 244 244 181 196 202 208
22 Latvia 01-Jan-11 34 RIGA EVRRCTA 3 85 85 85 85 85 85
23 Lithuania 01-Sep-06 35 VILNIUS EYVCCTA 3 77 77 77 77 77 77
24 Malta 01-Jul-89 36 MALTA LMMMCTA 2 39 39 39 39 39 39
25 Moldova 01-Mar-00 37 CHISINAU LUUUCTA 2 40 40 40 40 40 40
26 Netherlands 13-Dec-60 38 AMSTERDAM EHAACTA 5 137 137 137 137 137 137
39 OSLO ENOSCTA 8 67 86 86 86 86 86
40 STAVANGER ENSVCTA 5 58 58 58 58 58 58
41 BODO ENBDCTA 4 57 57 57 57 57 57
28 Poland 01-Sep-04 42 WARSAW EPWWCTA 9 136 140 146 152 158 165
29 Portugal 01-Jan-86 43 LISBON LPPCCTA 8 83 88 88 90 92 94
30 Romania 01-Sep-96 44 BUCHAREST LRBBCTA 9 183 183 183 183 183 183
31 Serbia & Mont 01-Jul-05 45 BELGRADE LYBACTA 12 164 164 168 170 173 175
32 Slovakia 01-Jan-97 46 BRATISLAVA LZBBCTA 5 108 110 110 110 110 110
33 Slovenia 01-Oct-95 47 LJUBLJANA LJLACTA 3 87 87 94 96 100 103
48 BARCELONA LECBCTA 18 137 138 144 144 145 148
49 CANARIAS GCCCCTA 9 65 65 65 65 65 65
50 MADRID LECMCTA 26 187 182 185 185 186 188
51 PALMA LECPCTA 7 92 92 94 94 94 95
52 SEVILLA LECSCTA 8 89 89 89 89 89 90
53 MALMO ESMMCTA 10 124 124 124 124 126 127
54 STOCKHOLM ESOSCTA 11 112 112 112 112 112 112
55 GENEVA LSAGCTA 9 149 148 150 150 153 156
56 ZURICH LSAZCTA 10 170 170 170 170 172 174
37 Turkey 01-Mar-89 57 ANKARA LTAACTA 10 198 212 212 212 223 233
58 DNIPROPETROVS’K UKDVCTA 6 49 49 49 49 51 52
59 SIMFEROPOL UKFVCTA 5 75 62 75 75 75 75
60 ODESA UKOVCTA 5 59 59 59 59 59 59
61 KYIV UKBVCTA 7 72 72 72 72 73 74
62 L’VIV UKLVCTA 4 72 72 72 72 72 72
63 LONDON EGTTCTA 30 390 398 398 398 398 398
64 LONDON TC EGTTTCTA 23 276 276 276 276 277 277
65 NEW PRESTWICK EGPXCTA 20 224 224 224 224 225 225
39 United Kingdom 13-Dec-60
Capacity 
Join dateState (organization) CodeACC  Sectors(2014)
36 Switzerland 01-Jul-92
38 Ukraine 01-May-04
34 Spain 01-Jan-97
35 Sweden 01-Dec-95
21 Italy 01-Apr-96
27 Norway 01-Mar-94
18 Greece 01-Sep-88
20 Ireland 01-Jan-65
14 France 13-Dec-60
17 Germany 13-Dec-60
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APPENDIX -7. NOTAM A1514/14 and A1517/14 
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APPENDIX -8. The Codes of Each ACC in Flight Profiles 
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APPENDIX -9. Flight Profiles States of the Flight from UUDD to LCLK on 15/7/2014 
 
Required Required Required Required Required Required Required Required
FLIGHT_ID
PROFILE
_TYPE
FLIGHT
_MODE
L START_TIME END_TIME SEQ EVT_ST_ID EVT_END_ID OCC_DUR
OCC_DIS
T
STATE_
DUR ACT_DIST DCT_DIST
CUM_
CLIMB
CUM_
DESCT
MIN_
ALT
MAX_
ALT
178386982 ATC 3 7/15/2014 12:19:32 AM 7/15/2014 1:10:59 AM 1 14137323046 14137323047 51.45 366 51.45 366 0 0 0 0 0
178386982 ATC 3 7/15/2014 1:10:59 AM 7/15/2014 2:16:00 AM 2 14137323047 14137323048 65.0167 448 65.02 448 0 0 0 0 0
178386982 ATC 3 7/15/2014 2:16:00 AM 7/15/2014 3:26:00 AM 3 14137323048 14137323049 70 507 70 507 0 0 0 0 0
178386982 ATC 3 7/15/2014 3:26:00 AM 7/15/2014 3:38:04 AM 4 14137323049 14137323050 12.0667 88 12.07 88 0 0 0 0 0
178386982 ATC 3 7/15/2014 3:38:04 AM 7/15/2014 3:47:42 AM 5 14137323050 14137323051 9.6333 38 9.63 38 0 0 0 0 0
178386982 ATC 3 7/15/2014 3:47:42 AM 7/15/2014 3:57:42 AM 6 14137323051 14137323052 0 0 10 0 0 0 0 0 0
178386982 ES 3 7/15/2014 12:19:32 AM 7/15/2014 1:10:59 AM 1 14138741927 14138741928 51.45 366 51.45 366 0 0 0 0 0
178386982 ES 3 7/15/2014 1:10:59 AM 7/15/2014 2:16:00 AM 2 14138741928 14138741929 65.0167 448 65.02 448 0 0 0 0 0
178386982 ES 3 7/15/2014 2:16:00 AM 7/15/2014 2:30:38 AM 3 14138741929 14138741930 14.6333 105 14.63 105 0 0 0 0 0
178386982 ES 3 7/15/2014 2:30:38 AM 7/15/2014 2:39:34 AM 4 14138741930 14138741931 8.9333 60 8.93 60 0 0 0 0 0
178386982 ES 3 7/15/2014 2:39:34 AM 7/15/2014 3:08:06 AM 5 14138741931 14138741932 28.5333 206 28.53 206 0 0 0 0 0
178386982 ES 3 7/15/2014 3:08:06 AM 7/15/2014 3:23:37 AM 6 14138741932 14138741933 15.5167 118 15.52 118 0 0 0 0 0
178386982 ES 3 7/15/2014 3:23:37 AM 7/15/2014 3:24:11 AM 7 14138741933 14138741934 0 0 0.57 0 0 0 0 0 0
178386982 ES 3 7/15/2014 3:24:11 AM 7/15/2014 3:26:00 AM 8 14138741934 14138741935 1.8167 15 1.82 15 0 0 0 0 0
178386982 ES 3 7/15/2014 3:26:00 AM 7/15/2014 3:38:04 AM 9 14138741935 14138741936 12.0667 88 12.07 88 0 0 0 0 0
178386982 ES 3 7/15/2014 3:38:04 AM 7/15/2014 3:47:42 AM 10 14138741936 14138741937 9.6333 38 9.63 38 0 0 0 0 0
178386982 ES 3 7/15/2014 3:47:42 AM 7/15/2014 3:57:42 AM 11 14138741937 14138741938 0 0 10 0 0 0 0 0 0
178386982 PTP 3 7/15/2014 12:19:32 AM 7/15/2014 12:30:29 AM 1 14135651330 14135651331 0 0 10.95 64.4996 0 245 0 0 0
178386982 PTP 3 7/15/2014 12:30:29 AM 7/15/2014 12:35:26 AM 2 14135651331 14135651332 0 0 4.95 37.4948 0 60 0 0 0
178386982 PTP 3 7/15/2014 12:35:26 AM 7/15/2014 12:46:31 AM 3 14135651332 14135651333 0 0 11.08 82.8311 0 25 0 0 0
178386982 PTP 3 7/15/2014 12:46:31 AM 7/15/2014 12:51:25 AM 4 14135651333 14135651334 0 0 4.9 36.1496 0 0 0 0 0
178386982 PTP 3 7/15/2014 12:51:25 AM 7/15/2014 12:57:33 AM 5 14135651334 14135651335 0 0 6.13 45.2583 0 0 0 0 0
178386982 PTP 3 7/15/2014 12:57:33 AM 7/15/2014 1:10:59 AM 6 14135651335 14135651336 0 0 13.43 99.5025 0 0 0 0 0
178386982 PTP 3 7/15/2014 1:10:59 AM 7/15/2014 1:16:14 AM 7 14135651336 14135651337 0 0 5.25 36.0533 0 0 0 0 0
178386982 PTP 3 7/15/2014 1:16:14 AM 7/15/2014 1:26:04 AM 8 14135651337 14135651338 0 0 9.83 67.6678 0 0 -10 0 0
178386982 PTP 3 7/15/2014 1:26:04 AM 7/15/2014 1:30:19 AM 9 14135651338 14135651339 0 0 4.25 29.0745 0 0 0 0 0
178386982 PTP 3 7/15/2014 1:30:19 AM 7/15/2014 1:32:40 AM 10 14135651339 14135651340 0 0 2.35 16.3247 0 0 0 0 0
178386982 PTP 3 7/15/2014 1:32:40 AM 7/15/2014 1:46:13 AM 11 14135651340 14135651341 0 0 13.55 92.606 0 0 0 0 0
178386982 PTP 3 7/15/2014 1:46:13 AM 7/15/2014 1:54:34 AM 12 14135651341 14135651342 0 0 8.35 57.0697 0 0 0 0 0
178386982 PTP 3 7/15/2014 1:54:34 AM 7/15/2014 1:58:54 AM 13 14135651342 14135651343 0 0 4.33 29.6865 0 0 0 0 0
178386982 PTP 3 7/15/2014 1:58:54 AM 7/15/2014 1:59:55 AM 14 14135651343 14135651344 0 0 1.02 7.0493 0 0 0 0 0
178386982 PTP 3 7/15/2014 1:59:55 AM 7/15/2014 2:02:19 AM 15 14135651344 14135651345 0 0 2.4 17.4817 0 0 -40 0 0
178386982 PTP 3 7/15/2014 2:02:19 AM 7/15/2014 2:03:24 AM 16 14135651345 14135651346 0 0 1.08 7.6672 0 0 0 0 0
178386982 PTP 3 7/15/2014 2:03:24 AM 7/15/2014 2:07:36 AM 17 14135651346 14135651347 0 0 4.2 29.2999 0 0 0 0 0
178386982 PTP 3 7/15/2014 2:07:36 AM 7/15/2014 2:16:00 AM 18 14135651347 14135651348 0 0 8.4 57.2868 0 40 0 0 0
178386982 PTP 3 7/15/2014 2:16:00 AM 7/15/2014 2:28:38 AM 19 14135651348 14135651349 0 0 12.63 91.2937 0 20 0 0 0
178386982 PTP 3 7/15/2014 2:28:38 AM 7/15/2014 2:34:00 AM 20 14135651349 14135651350 0 0 5.37 36.3312 0 20 0 0 0
178386982 PTP 3 7/15/2014 2:34:00 AM 7/15/2014 2:36:54 AM 21 14135651350 14135651351 0 0 2.9 19.66 0 0 0 0 0
178386982 PTP 3 7/15/2014 2:36:54 AM 7/15/2014 2:51:48 AM 22 14135651351 14135651352 0 0 14.9 99.7026 0 0 0 0 0
178386982 PTP 3 7/15/2014 2:51:48 AM 7/15/2014 2:57:20 AM 23 14135651352 14135651353 0 0 5.53 42.2307 0 0 -10 0 0
178386982 PTP 3 7/15/2014 2:57:20 AM 7/15/2014 3:08:06 AM 24 14135651353 14135651354 0 0 10.77 81.3591 0 0 0 0 0
178386982 PTP 3 7/15/2014 3:08:06 AM 7/15/2014 3:17:22 AM 25 14135651354 14135651355 0 0 9.27 70.1511 0 0 0 0 0
178386982 PTP 3 7/15/2014 3:17:22 AM 7/15/2014 3:26:00 AM 26 14135651355 14135651356 0 0 8.63 66.6978 0 0 -80 0 0
178386982 PTP 3 7/15/2014 3:26:00 AM 7/15/2014 3:33:59 AM 27 14135651356 14135651357 0 0 7.98 61.4513 0 0 -68 0 0
178386982 PTP 3 7/15/2014 3:33:59 AM 7/15/2014 3:38:04 AM 28 14135651357 14135651358 0 0 4.08 26.5882 0 0 -94 0 0
178386982 PTP 3 7/15/2014 3:38:04 AM 7/15/2014 3:39:00 AM 29 14135651358 14135651359 0 0 0.93 5.3137 0 0 -20 0 0
178386982 PTP 3 7/15/2014 3:39:00 AM 7/15/2014 3:39:50 AM 30 14135651359 14135651360 0 0 0.83 3.7014 0 0 -10 0 0
178386982 PTP 3 7/15/2014 3:39:50 AM 7/15/2014 3:42:13 AM 31 14135651360 14135651361 0 0 2.38 10.8905 0 0 -31 0 0
178386982 PTP 3 7/15/2014 3:42:13 AM 7/15/2014 3:47:42 AM 32 14135651361 14135651362 0 0 5.48 8.9549 0 0 -47 0 0
178386982 PTP 3 7/15/2014 3:47:42 AM 7/15/2014 3:47:42 AM 33 14135651362 14135651363 0 0 0 0 0 0 0 0 0
The Flight_profiles_states of the flight from UUDD to LCLK on 15/7/2014 
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Required Required Required
FLIGHT_ID ID
PROFILE_
TYPE
FLIGHT_
MODEL EVENT_TIME SEQ LAT LON ALTITUDE DATA_1 DATA_2
178386982 14137323046 ATC 3 7/15/2014 12:19:32 AM 1 0 UUWVCTA
178386982 14137323047 ATC 3 7/15/2014 1:10:59 AM 2 0 URRVCTA
178386982 14137323048 ATC 3 7/15/2014 2:16:00 AM 3 0 LTAACTA
178386982 14137323049 ATC 3 7/15/2014 3:26:00 AM 4 0 LCCCCTA
178386982 14137323050 ATC 3 7/15/2014 3:38:04 AM 5 0 LCLKCTR
178386982 14137323051 ATC 3 7/15/2014 3:47:42 AM 6 0 TAXI_IN
178386982 14137323052 ATC 3 7/15/2014 3:57:42 AM 7 0 GATE
178386982 14138741927 ES 3 7/15/2014 12:19:32 AM 1 0 UUWVALL
178386982 14138741928 ES 3 7/15/2014 1:10:59 AM 2 0 URRVALL
178386982 14138741929 ES 3 7/15/2014 2:16:00 AM 3 0 LTAANOL
178386982 14138741930 ES 3 7/15/2014 2:30:38 AM 4 0 LTAANOM
178386982 14138741931 ES 3 7/15/2014 2:39:34 AM 5 0 LTAAWEY
178386982 14138741932 ES 3 7/15/2014 3:08:06 AM 6 0 LTAASOU
178386982 14138741933 ES 3 7/15/2014 3:23:37 AM 7 0 ES_UNK
178386982 14138741934 ES 3 7/15/2014 3:24:11 AM 8 0 LTAASOL
178386982 14138741935 ES 3 7/15/2014 3:26:00 AM 9 0 LCCCE1L
178386982 14138741936 ES 3 7/15/2014 3:38:04 AM 10 0 LCLKCR
178386982 14138741937 ES 3 7/15/2014 3:47:42 AM 11 0 TAXI_IN
178386982 14138741938 ES 3 7/15/2014 3:57:42 AM 12 0 GATE
178386982 14135651330 PTP 3 7/15/2014 12:19:32 AM 1 55.41 37.91 0 UUDD NO_ROUTE
178386982 14135651331 PTP 3 7/15/2014 12:30:29 AM 2 54.35 38.23 245 *FV R11
178386982 14135651332 PTP 3 7/15/2014 12:35:26 AM 3 53.74 38.5 305 US R11
178386982 14135651333 PTP 3 7/15/2014 12:46:31 AM 4 52.39 38.93 330 *TS1 R808
178386982 14135651334 PTP 3 7/15/2014 12:51:25 AM 5 51.82 39.23 330 KOROT R808
178386982 14135651335 PTP 3 7/15/2014 12:57:33 AM 6 51.1 39.63 330 NAMUT R808
178386982 14135651336 PTP 3 7/15/2014 1:10:59 AM 7 49.53 40.47 330 KANON B145
178386982 14135651337 PTP 3 7/15/2014 1:16:14 AM 8 48.93 40.42 330 MIMRA G247
178386982 14135651338 PTP 3 7/15/2014 1:26:04 AM 9 47.81 40.38 320 ABLOG G247
178386982 14135651339 PTP 3 7/15/2014 1:30:19 AM 10 47.32 40.36 320 *BA1 G247
178386982 14135651340 PTP 3 7/15/2014 1:32:40 AM 11 47.07 40.2 320 OLBUR G247
178386982 14135651341 PTP 3 7/15/2014 1:46:13 AM 12 45.65 39.32 320 BALEG G247
178386982 14135651342 PTP 3 7/15/2014 1:54:34 AM 13 44.77 38.8 320 *5SM G900
178386982 14135651343 PTP 3 7/15/2014 1:58:54 AM 14 44.37 38.41 320 RULAB G900
178386982 14135651344 PTP 3 7/15/2014 1:59:55 AM 15 44.27 38.32 320 KUTON G900
178386982 14135651345 PTP 3 7/15/2014 2:02:19 AM 16 44.03 38.09 280 ARKUT G900
178386982 14135651346 PTP 3 7/15/2014 2:03:24 AM 17 43.92 37.99 280 RASOK G900
178386982 14135651347 PTP 3 7/15/2014 2:07:36 AM 18 43.51 37.62 280 LODBI G900
178386982 14135651348 PTP 3 7/15/2014 2:16:00 AM 19 42.71 36.91 320 ODIRA UW96
178386982 14135651349 PTP 3 7/15/2014 2:28:38 AM 20 42.02 35.08 340 SIN UT61
178386982 14135651350 PTP 3 7/15/2014 2:34:00 AM 21 41.57 34.54 360 UVULU UT61
178386982 14135651351 PTP 3 7/15/2014 2:36:54 AM 22 41.33 34.25 360 NENDO UT61
178386982 14135651352 PTP 3 7/15/2014 2:51:48 AM 23 40.07 32.81 360 BAG UA28
178386982 14135651353 PTP 3 7/15/2014 2:57:20 AM 24 39.37 32.92 350 TELVO UA28
178386982 14135651354 PTP 3 7/15/2014 3:08:06 AM 25 38.02 33.12 350 OBRUK UA28
178386982 14135651355 PTP 3 7/15/2014 3:17:22 AM 26 36.86 33.29 350 MUT UL620
178386982 14135651356 PTP 3 7/15/2014 3:26:00 AM 27 35.92 34.02 270 VESAR UL620
178386982 14135651357 PTP 3 7/15/2014 3:33:59 AM 28 35.04 34.66 202 ALSUS R78
178386982 14135651358 PTP 3 7/15/2014 3:38:04 AM 29 34.95 34.13 108 RUDER R78
178386982 14135651359 PTP 3 7/15/2014 3:39:00 AM 30 34.94 34.02 88 ODELO R78
178386982 14135651360 PTP 3 7/15/2014 3:39:50 AM 31 34.93 33.95 78 SOBOS LCLKSOBOS11
178386982 14135651361 PTP 3 7/15/2014 3:42:13 AM 32 35 33.74 47 DKA LCLKSOBOS11
178386982 14135651362 PTP 3 7/15/2014 3:47:42 AM 33 34.88 33.63 0 LCLK TAXI_IN
178386982 14135651363 PTP 3 7/15/2014 3:47:42 AM 34 34.88 33.63 0 LCLK GATE
The Flight_profiles_events of the flight from UUDD to LCLK on 15/7/2014 
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UUDD UUWVCTA URRVCTA LTAACTA LCCCCTA LCLKCTR TAXI_IN LCLK
Timing 7/15/2014 12:19:32 AM 7/15/2014 12:19:32 AM 7/15/2014 1:10:59 AM 7/15/2014 2:16:00 AM 7/15/2014 3:26:00 AM 7/15/2014 3:38:04 AM 7/15/2014 3:47:42 AM 7/15/2014 3:47:42 AM
Duration 51.45 65.0167 70 12.0667 9.6333 0
Distance 366 448 507 88 38 0
UUDD UUWVCTA URRVCTA LTAACTA LCCCCTA LCLKCTR LCLK
Timing 7/15/2014 12:19:32 AM 7/15/2014 12:19:32 AM 7/15/2014 1:10:59 AM 7/15/2014 2:16:00 AM 7/15/2014 3:26:00 AM 7/15/2014 3:38:04 AM 7/15/2014 3:47:42 AM
Duration 0 51.45 65.0167 70 12.0667 9.6333 0
Distance 0 366 448 507 88 38 0
UUDD UUWVCTA URRVCTA LTAACTA LCCCCTA LCLKCTR LCLK
Timing 7/15/2014 12:19:32 AM 7/15/2014 12:19:32 AM 7/15/2014 1:10:59 AM 7/15/2014 2:16:00 AM 7/15/2014 3:26:00 AM 7/15/2014 3:38:04 AM 7/15/2014 3:47:42 AM
Flying time 0 25.725 58.23335 67.50835 41.03335 10.85 4.81665
Arrival time 0 25.725 83.95835 151.4667 192.50005 203.35005 208.1667
flying distance 183 407 477.5 297.5 63 19
The Sequential order of the flight path between UUDD and LCLK
The Sequential order of the flight path between UUDD and LCLK
The Sequential order of the flight path between UUDD and LCLK (Recalculated the arrival times to each nodes)
Merged
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APPENDIX -10. Introduction to ACCESS 
The ACCESS methodology was developed to enable the capacity baseline of non-delay-producing 
ACCs to be measured using Reverse CASA. 
The use of Reverse CASA means that a non-delay-producing ACC must be placed in traffic conditions 
where it produces delay.  To determine the ACCESS capacity indicator for each ACC on a daily basis, 
therefore, traffic is homogenously increased over the whole ECAC area until the delay threshold is 
reached in the studied ACC.  
At each step of the traffic increase, ACCESS creates a new regulation scheme for the studied ACC.  
This is done using traffic volume capacities and configuration data (sector opening schemes) 
provided by ANSPs.   
The network effect outside the studied ACC will not change, provided that the capacity/ demand 
ratio remains constant in every sector outside the studied ACC. Each time traffic changes in the 
studied ACC, therefore, sector capacities outside the studied ACC are increased or decreased in line 
with the traffic change. 
Note that the ACCESS delay threshold per ACC is arbitrary and changing it does not greatly affect the 
overall results; it has no connection to the PC en route average ECAC delay target of 1 minute per 
flight. 
 
It is important to note that both ACCESS and NEVAC give good results only when the input data 
(declared sector capacities and configuration opening schemes) are accurate and complete. 
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APPENDIX -11. Optimal Traffic Assignment  
The objective of calculating the optimal traffic assignment can be delivered by minimizing the overall 
flying time of all flights based on given daily traffic demands. The problem of the optimal traffic 
assignment can be formulated as follows: 
Notations:  
𝒲: 𝑠𝑒𝑡 𝑜𝑓 𝑂𝐷 𝑝𝑎𝑖𝑟𝑠   
𝒫: 𝑠𝑒𝑡 𝑜𝑓 𝑓𝑙𝑖𝑔ℎ𝑡 𝑝𝑎𝑡ℎ𝑠, 𝑒𝑎𝑐ℎ 𝑝𝑎𝑡ℎ 𝑐𝑜𝑚𝑝𝑟𝑖𝑠𝑒𝑠 𝑎 𝑠𝑒𝑡 𝑜𝑓 𝐴𝐶𝐶𝑠 𝑎𝑛𝑑 𝑎𝑖𝑟𝑝𝑜𝑟𝑡𝑠  
Ɖ ∶  𝑠𝑒𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑂𝐷 𝑑𝑒𝑚𝑎𝑛𝑑𝑠  
𝛳: 𝑠𝑒𝑡 𝑜𝑓 𝑓𝑙𝑦𝑖𝑛𝑔 𝑡𝑖𝑚𝑒𝑠 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑎𝑖𝑟𝑝𝑜𝑟𝑡𝑠 𝑡𝑜 𝑖𝑛𝑡𝑒𝑟𝑚𝑖𝑑𝑖𝑎𝑡𝑒 𝑛𝑜𝑑𝑒𝑠 𝑜𝑛 𝑒𝑎𝑐ℎ 𝑝𝑎𝑡ℎ 
𝒜𝑗(𝑡): 𝑡ℎ𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑎𝑖𝑟𝑝𝑜𝑟𝑡 𝑗 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 
𝒮𝑘(𝑡): 𝑡ℎ𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝐴𝐶𝐶 𝑘 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 
ℱ: 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟𝑠 
𝒥: 𝑠𝑒𝑡 𝑜𝑓 𝑎𝑖𝑟𝑝𝑜𝑟𝑡𝑠 
𝑀: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑖𝑟𝑝𝑜𝑟𝑡𝑠 
𝒦: 𝑠𝑒𝑡 𝑜𝑓 𝐴𝐶𝐶𝑠 
𝑁: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝐶𝐶𝑠 
𝑝𝑣: decision variables 
𝓅: 𝑎 𝑝𝑎𝑡ℎ 
𝑣: 𝑎 𝑛𝑜𝑑𝑒 
 Decision Variables 
The relation between nodes (𝑣) and paths (𝓅) is set as decision variables (𝑝𝑣) which is compatible 
with the problems of maximum flows. Using these decision variables with the equality constraints 
enables LP model to deliver the optimal traffic assignment of a given OD demand.   
 
𝛿𝓅𝑣 = {
1              𝑖𝑓 𝑣 ∊ 𝓅
0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 
 
 Objective function 
 
min ∑ ∑ 𝑥𝓅(𝑡) 𝜃𝓅
𝑓𝓅∊Ɖ
23
𝑡=0
∆𝑡 
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Where  𝜃𝓅 is the flying time on 𝓅. The 𝑥𝓅(𝑡) are the traffic flows departing from the origin airport 
of the path 𝓅 at time t. This formulation is to minimize the overall flying times of all traffic flows 
when the network is handling a given OD demand. 
 Subject to 
∑ ∑ 𝛿𝓅𝑗  𝑥𝓅(𝑡 − 𝜃𝓅
𝑗 )∆𝑡
𝓅∍𝑗
𝟐𝟑
𝒕=𝟎
≤ ∑ 𝒜𝑗(𝑡) ∆𝑡
𝟐𝟑
𝒕=𝟎
 
 j  𝒥,  t𝑇  
(1) 
∑ ∑ 𝛿𝓅𝑘 𝑥𝓅(𝑡 − 𝜃𝓅
𝑘)∆𝑡
𝓅∍𝑘
𝟐𝟑
𝒕=𝟎
≤ ∑ 𝒮𝑘(𝑡) ∆𝑡
𝟐𝟑
𝒕=𝟎
 
 k 𝒦,  t 𝑇 , 𝓅𝒫 
(2) 
∑ ∑ 𝑥𝓅(𝑡) 
𝓅∈𝑊𝑖𝑗
∙ ∆𝑡 =
23
𝑡=0
Ɖ𝑖𝑗 
 
(3) 
𝑥𝑝(𝑡) ≥ 0  (4) 
 
The objective function of calculating the minimum flying times based on given demands is achieved 
by assigning the traffic demands to the shortest paths in available slots. Table A-1Table A-1 shows the 
comparison between the actual and minimum flying times during 15-20 July 2014. About 31% of the 
actual flying times can be saved if the traffic demands can be re-assigned to fly on the shortest path 
in available slots.  In addition to calculating the minimal time based on normal capacity constraints, 
the minimum flying times with the capacity-reductions in the Ukrainian airspace for the same 
demands during 15-20 July 2014 are calculated. The minimum flying times after reducing the capacity 
in Ukrainian airspace are exactly identical to the corresponding figures before MH17. 
   
 15 Jul 16 Jul 17 Jul 18 Jul 19 Jul 20 Jul Average 
Total flying time 68880 69291 70699 72226 70251 70025 68880 
Minimum flying time 47772 45026 46508 47111 45987 45377 47772 
Minimum flying time 
after including MH17 
47772 45026 46508 47111 45987 45377 47772 
Reduced time 21108 24265 24191 25115 24264 24648 21108 
Reduced time in 
percentage 
31% 35% 34% 35% 35% 35% 31% 
Table A-1 The comparison between the actual and minimum total flying times 
This indicates that the disruption due to MH17 could be completely overcome by reassigning traffic 
demands to other alternative paths and slots. This is an encouraging result that can be used at the 
planning phase. 
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Figure A-6  Comparison of Traffic loads in Europe between actual traffic and optimal scheduling 
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APPENDIX -12. The Computational Times for One Iteration  
 Estimating maximum flows  
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 Estimating minimum travelling times. 
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APPENDIX -13. The Comparison between ATFM Delays, BC and 𝑅𝐴𝐼 
The table below is concerned with the top 25 nodes in the European Air Traffic Network in terms of 
ATFM delays. Other performance indices of interest, including capacity, traffic load, RAI and BC are 
computed and presented for these 25 nodes, along with their rankings in each of the categories. 
 
 
 
  
min/flt ranking flt/day ranking flt/day ranking RAI P ranking RAI A ranking BC ranking
1 BARCELONA Airport LEBL 18.74 1 1056 9 926 6 0.00191 6 0.00008 8 30 9
2 MUENCHEN 2 Airport EDDM 12.32 2 1440 4 1060 4 0.00283 3 0.000092 2 0 11
3 PALMA-DE-MALLORCA Airport LEPA 11.78 3 992 10 836 7 0.00162 8 0.00008 9 0 11
4 WARSZAWA OKECIE Airport EPWA 8.74 4 640 18 397 17 0.00016 24 0.000003 21 0 11
5 ALICANTE Airport LEAL 8.48 5 480 22 228 24 0.00088 14 0.00008 10 0 11
6 VALENCIA Airport LEVC 8.24 6 480 23 174 25 0.00088 15 0.00008 11 2226 3
7 BARCELONA ACC LECBCTA 7.78 7 3288 2 2893 2 0.00264 4 0.000009 19 397 5
8 NICOSIA ACC LCCCCTA 7.66 8 1200 6 976 5 0.00386 2 0.000161 1 380 6
9 ZURICH Airport LSZH 6.51 9 1152 7 788 9 0.00211 5 0.000089 3 0 11
10 GENEVE COINTRIN Airport LSGG 6.35 10 640 19 524 13 0.00126 12 0.000089 4 1439 4
11 NICE Airport LFMN 5.52 11 832 12 625 10 0.00159 9 0.000089 5 222 7
12 HERAKLION Airport LGIR 5.52 12 352 25 261 21 0.0006 21 0.000066 17 0 11
13 DUESSELDORF Airport EDDL 5.39 13 720 17 587 11 0.00061 20 0.000036 18 0 11
14 PALMA ACC LECPCTA 5.17 14 2208 3 1356 3 0.00646 1 0.00008 12 3575 1
15 BIRMINGHAM Airport EGBB 4.88 15 640 20 248 23 0.00101 13 0.000078 14 215 8
16 LONDON STANSTED Airport EGSS 4.68 16 800 14 411 16 0.00132 11 0.00008 13 0 11
17 MALAGA Airport LEMG 4.59 17 560 21 416 15 0.00088 16 0.000072 15 0 11
18 KARLSRUHE ACC EDMMCTA 4.5 18 7176 1 4301 1 0.00076 17 0 22 2782 2
19 PRAHA RUZYNE Airport LKPR 4.41 19 736 16 376 18 0.00163 7 0.000089 6 0 11
20 KOELN-BONN Airport EDDK 4.3 20 1280 5 288 20 0.0002 23 0 22 0 11
21 MILANO MALPENSA Airport LIMC 4.27 21 1120 8 562 12 0.00068 19 0.000009 20 0 11
22 HAMBURG Airport EDDH 4.18 22 768 15 372 19 0.00013 25 0 22 0 11
23 FERIHEGY BUDAPEST Airport LHBP 4.17 23 384 24 259 22 0.00074 18 0.000089 7 15 10
24 LONDON GATWICK Airport EGKK 4.06 24 960 11 797 8 0.00152 10 0.000072 16 0 11
25 TEGEL-BERLIN Airport EDDT 4.04 25 832 13 427 14 0.00023 22 0 22 0 11
RAI Betweenness
Nodes Type ID
Capacity TrafficATFM delays
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APPENDIX -14. Source Codes 
Given that the programming tools used in this thesis are Matlab, the programming codes required 
for the LP model in this thesis are presented. Four sets of Matlab codes, namely Data-Extracting, 
MaxFlowCalculation, RAICalculation and FactorInfluence are used to meet the objectives of this 
research. The detailed source codes and corresponding notes regarding the codes are introduced in 
this section. 
1. Data-Extracting 
1.1 The List of Flight Paths 
These codes are to extract the list of flight paths from the raw data of ‘Flight Profiles’: the 
required input matrix of the LP model. 
1.1.1 Extract the required data from the raw data 
% Define the filenames of the flight profiles from 15-20 July 2014 
States2014={'Flight_profile_states_20140715.csv','Flight_profile_states_201
40716.csv','Flight_profile_states_20140717.csv','Flight_profile_states_2014
0718.csv','Flight_profile_states_20140719.csv','Flight_profile_states_20140
720.csv'}; 
Events2014={'Flight_profile_events_20140715.csv','Flight_profile_events_201
40716.csv','Flight_profile_events_20140717.csv','Flight_profile_events_2014
0718.csv','Flight_profile_events_20140719.csv','Flight_profile_events_20140
720.csv'}; 
Scale={'ATC','ES','PTP'}; 
for i=1:6 
    FS=read_mixed_csv(States2014{i},',');  
    FS(1,:)=[]; 
    FS1=[FS(:,1:2) FS(:,4:8) FS(:,11:15)]; 
    FE=read_mixed_csv(Events2014{i},',');  
    FE(1,:)=[]; 
FE1=[FE(:,2) FE(:,7:8) FE(:,10)]; 
 
    [C,ia ib]=intersect(FS1(:,6),FE1(:,1),'stable'); 
    FS1(ia,10:12)=FE1(ib,2:4); 
    FID=unique(FS1(:,1)); 
    K1=FS1(:,2); 
    FP=cell(1,3); 
    for k=1:3 %% ATC, ES, PTP  
        SC=strcmp(Scale{k},K1); 
        SCL=find(SC==1); 
        FP{1,k}=FS1(SCL,:); 
    end 
    save(['FP',num2str(i+14)],'FP','FID') 
    clear FS1 SC SCL K FE FS FE1 KK K FS2 FE2 C ia ib FP FID K1 i j k 
end 
 
1.1.2 Generate the path lists of the 6 days 
 Days={‘FP15’;’FP16’;’FP17’;’FP18’;’FP19’;’FP20’} 
  [~, NodeNo, Nodes] = xlsread('Nodes.xlsx'); 
 for ii=1:6 
    load (Days{ii},'FP1','FP3'); 
    FNO_1=unique(FP1(:,1)); 
    [Ia Ib]=ismember(FP1(:,12),Nodes(:,1)); 
    FP1_2=FP1(Ia,:); 
    FNO_2=unique(FP1_2(:,1)); 
    [Ic Id]=ismember(FP3(:,1), FNO_2); 
    FP3_2=(FP3(Ic,:)); 
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    clear Ia Ib Ic Id i FNO1 FNO FP1 FP3 
     
     
    
    M=length(FNO_2); 
    N=262; 
    Path=cell(M,50); 
    O=cell(M,1); 
    D=cell(M,1); 
    PathL=zeros(M,1); 
    Time=zeros(M,50); 
    Depature=cell(M,1); 
    H=0.0417; 
    OD=zeros(M,1); 
    F11=FP1_2(:,1); 
    F13=FP1_2(:,3); 
    F112=FP1_2(:,12); 
    F31=FP3_2(:,1); 
    F33=FP3_2(:,3); 
    F312=FP3_2(:,12); 
    Tmax=zeros(M,1); 
    NoGood=zeros(M,1);; 
     
    for i=1:M; 
        F1i=find(ismember(F11,FNO_2(i))==1); 
        Li=length(F1i); 
        F3i=find(ismember(F31,FNO_2(i))==1); 
        if isempty(F3i) 
            NoGood(i)=1; 
        elseif ~isempty(F3i) 
            Li3=length(F3i); 
            Path(i,1)=F312(F3i(1)); 
            Time(i,1)=datenum(F33(F3i(1))); 
            Depature(i)=F33(F3i(1)); 
            Path(i,2:(1+Li))=F112(F1i)'; 
            Time(i,2:(1+Li))=datenum(F13(F1i))'; 
            Path(i,(Li+2))=FP3_2(F3i(Li3),12); 
            [Ia, Ib]=ismember(Path(i,1:(Li+2)),Nodes(:,1)); 
            Path(i,Ia>0)=Nodes(Ib(Ib>0),2)'; 
            if Ib(1)==0; 
                Path(i,1)=num2cell(10001); 
            end 
            if Ib(length(Ib))==0 
                Path(i,length(Ib))=num2cell(10002); 
            end 
            Time(i,(Li+2))=datenum(FP3_2(F3i(Li3),3)); 
            Pathi=cell2mat(Path(i,1:(2+Li))); 
            Timei=Time(i,1:(2+Li)); 
            Ar=find(diff(Pathi)==0); 
            if ~isempty(Ar) 
                Ar1=Ar+1; 
                Pathi(Ar1)=[]; 
                Path(i,:)=num2cell(0); 
                Path(i,1:length(Pathi))=num2cell(Pathi); 
                for iii=1:length(Ar) 
                    Timei(Ar(iii))=Timei(Ar(iii)+1); 
                    Timei(Ar(iii)+1)=[]; 
                    Ar=Ar-1; 
                end 
            end 
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            Time(i,:)=0; 
            Time(i,1:length(Timei))=Timei; 
            Path(i,:)=num2cell(0); 
            Path(i,1:length(Pathi))=num2cell(Pathi); 
            O(i)=num2cell(Pathi(1)); 
            D(i)=num2cell(Pathi(length(Pathi))); 
            PathL(i)=length(Pathi); 
            Time2=Timei; 
            for ij=2:(length(Pathi)-1) 
                Time2(ij)=(Timei(ij)+Timei(ij+1))/2; 
            end 
            Time2=(Time2-Time2(1)+0.0001); 
            Time(i,:)=0; 
            Time(i,1:length(Pathi))=(Time2/H)*60; 
            Tmax(i)=Time2(length(Time2))/H*60; 
        end 
    end 
     
    NG1=find(NoGood==1); 
    Time(NG1,:)=[]; 
    Path(NG1,:)=[]; 
    Tmax(NG1)=[]; 
    PathL(NG1)=[]; 
    OD(NG1)=[]; 
    clear I* i j k L* FP18 F1i F3i Pathi FP1i  Time2 Timei 
     
    M=size(Path,1); 
    O2=Path(:,2); 
    D2=cell(M,1); 
    for i=1:M 
        D2(i)=Path(i,PathL(i)-1); 
    end 
    D=cell2mat(D); 
    O=cell2mat(O); 
    Oag=unique(O(O>130&O<10001)); 
    Dag=unique (D(D>130&D<10001)); 
    Path=cell2mat(Path); 
     
    for jj=1:length(Oag) 
        ACCag=mode(cell2mat(O2(O==Oag(jj)))); 
        K=find(O==Oag(jj)); 
        Path(K,1)=ACCag+20000; 
    end 
    clear jj ACCag K 
    for kk=1:length(Dag) 
        ACCdg=mode(cell2mat(D2(D==Dag(kk)))); 
        K=find(D==Dag(kk)); 
        for kk1=1:length(K) 
            Path(K(kk1),PathL(K(kk1)))=ACCdg+30000; 
        end 
    end 
     
    clear jj ACCag K i j k kk kk1 Timei 
    %%1-65 ACC 
    %%66-130 Cat A airport 
    %% 20001-200065 Depar 
    %% 30001-30065 arrive 
    %%10001 1002 comein and out 
    N1=40001:1:40262; 
    N2=[66:130 20001:20065 30001:30065 1:65 10001:10002]; 
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    for ij=1:262 
        Path(Path==N2(ij))=N1(ij); 
    end 
    Path(Path>0)=Path(Path>0)-40000; 
    OO=zeros(length(OD),1); 
    DD=zeros(length(OD),1); 
    for i=1:M 
        OD(i)=complex(Path(i,1),Path(i,PathL(i))); 
        OO(i)=Path(i,1); 
        DD(i)=Path(i,PathL(i)); 
    end 
    OO(OO>65)=10000; 
    DD(DD>65)=1000; 
    NG=OO-DD; 
    Path(NG==0,:)=[]; 
    Time(NG==0,:)=[]; 
    OD(NG==0)=[]; 
    FNO_2(NG==0)=[]; 
    Tmax(NG==0)=[]; 
    clear M i iii ij N1 N2 O O1 O2 Oag Kp 
    filename = [ 'Input_0' num2str(ii) '.mat' ]; 
    save(filename,'OD','Path','Time','FNO*','Tmax') 
    clear ii 
end 
1.1.3 Path validation 
clear 
file={'Input_01','Input_02','Input_03','Input_04','Input_05','Input_06'}; 
SuperCV=cell(2,6); 
for i=1:6 
    load(file{i}); 
    [CV, NG]=DataValidation(OD,Time) 
    Outliner=[] 
    if length(NG)>0 
        Tmax=max(Time,[],2); 
        for ij=1:length(NG) 
            Png=find(ismember(OD,NG(ij))); 
            Tng=Tmax(Png); 
            Up=mean(Tng)+std(Tng) 
            Down=mean(Tng)-std(Tng) 
            Tout=[find(Tng>Up);find(Tng<Down)]; 
            Outliner=[Outliner;Png(Tout)] 
        end 
        Path(Outliner,:)=[]; 
        Time(Outliner,:)=[]; 
        OD(Outliner,:)=[]; 
    end 
    [CV1, NG1]=DataValidation(OD,Time) 
    figure 
    plot(CV1) 
    SuperCV{1,i}=CV; 
    SuperCV{2,i}=CV1; 
    Vafile=[ 'ValiInput_0' num2str(i) '.mat' ]; 
    clear Up Down i ij Png Tng Tout 
    save (Vafile) 
end 
1.1.4 SuperPath 
Input={'ValiInput_01','ValiInput_02','ValiInput_03','ValiInput_04','ValiInp
ut_05','ValiInput_06'}; 
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SP=[]; 
for i=1:6 
    load(Input{1},'Path','Time'); 
    Time1=round(Time/60); 
    PT=complex(Path,Time1); 
    SP=[SP;PT]; 
end 
[SuperPath]=unique(SP,'rows'); 
save ('SuperPath','SuperPath') 
1.1.5 Super Input 
Input={'ValiInput_01','ValiInput_02','ValiInput_03','ValiInput_04','ValiInp
ut_05','ValiInput_06'}; 
load SuperPath 
%%%[A,B,Aeq,Beq,Lb,f,fmax] 
M=size(SuperPath,1); 
N=262; 
M1=M*24; 
N1=N*24; 
MN=round(M*N/500);%avoid large sparse matrix in a loop 
Si=zeros(MN,1);;%avoid large sparse matrix in a loop 
Sj=zeros(MN,1);;%avoid large sparse matrix in a loop 
Tim=0; 
ODall=zeros(M,2); 
  
%%% Acreator 
PaTimeH=imag(SuperPath); 
Paths=real(SuperPath); 
Tm=24; 
for i=1:M 
    Ii=find(Paths(i,:)>0);  
    I=Paths(i,Ii);  
    Itt=PaTimeH(i,Ii); 
    for m=0:(Tm-1)  
        Itm=Itt+m; 
        Itm(Itm>(Tm-1))=Itm(Itm>(Tm-1))-Tm; 
        Ib=m*M+i; 
        for j=1:length(I) 
            Tim=Tim+1; 
            Ia=Itm(j)*N+I(j); 
            Si(Tim)=Ia; 
            Sj(Tim)=Ib; 
        end 
    end 
    ODall(i,1)=I(1); 
    ODall(i,2)=I(length(I)); 
end 
Si1=Si(Si>0); 
Sj1=Sj(Si>0); 
V=ones(size(Si1)); 
A=sparse(Si1,Sj1,V,N1,M1); 
clear i I Ia Ib Ii Item Itt j m Si Si1 Sj1 Tim Tm V Sj  
%% B 
load Capacity 
%% LB 
LB=zeros(M1,1); 
%% Aeq 
ODi=complex(ODall(:,1),ODall(:,2)); 
[OD2, Ia, Ib]=unique(ODi,'stable'); 
Aeq1=zeros(length(Ia),M); 
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for ii=1:length(Ia) 
    K=find(Ib==ii); 
    Aeq1(ii,K)=1; 
end 
  
Aeq1=sparse(Aeq1); 
Aeq=repmat(Aeq1,[1,24]); 
clear Aeq1 K ii Ia Ib 
%% Beq 
Beq=zeros(length(OD2),6); 
for kk=1:6 
    load(Input{kk},'OD') 
    ODkk=OD; clear OD; 
   for kk1=1:length(OD2) 
       Beq(kk1,kk)=length(find(ODkk==OD2(kk1))); 
   end 
end 
f1=-ones(M1,1)'; 
fmin=repmat(max(PaTimeH,[],2)',[1,24]); 
save('SuperInput','A','B','Aeq','Beq','LB','f1','fmin','-v7.3'); 
  
2. Maximum flows 
load SuperInput 
options=optimoptions('linprog','Algorithm','interior-
point','TolCon',0.0001); 
UB=ones(size(LB))*100; 
B(B==0)=1; 
 
[x1,fv1,exitflag1,output1,lambda1] =linprog(f1,A,B,[],[],LB,UB,[],options); 
save ('MaxFlow01') 
LM=reshape(getfield(lambda1,'ineqlin'),[262,24]); 
 
3. Calculate the RAI 
function 
[RAI,NetCapacity,LagrangeMultiplier]=RAICreator(NodePathMatrix,Capacities,R
eductionRate,WeightedParameter) 
ReRa=(1:-0.1:0); 
WP=10:-1:1; 
b=Capacities; 
Nodelen=length(b); 
AgNodes=[1:1:b]'; 
[F,W]=size(NodePathMatrix);  
%%A 
A=zeros(Nodelen,F); 
for i=1:Nodelen 
    [I J]=find(NodePathMatrix==i); 
    A(i,I)=1;  
end 
clear I J i  
4. Calculate the Influence of capacity factors 
load Ch6 
Year={'2008','2009','2010','2011','2012','2013','2014'}; 
Year15={'2015'}; 
 
%% Airport  
CC=Airport0814(:,1); 
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CC1=cell(length(CC),1); 
for i=1:length(CC) 
    CC2=CC{i}; 
    CC2=CC2(end-3:end); 
    CC1{i}=CC2; 
end 
clear i CC2 
CauseAP=Airport0814(:,13); 
APy=zeros(7,15); 
for i=1:7 
    Yi=CauseAP(strcmp(Year{i},CC1)); 
    for j=1:15 
        Cj=strncmp(Factor1{j},Yi,1); 
        APy(i,j)=length(find(Cj)); 
    end 
end 
clear i j Cj Yi  
  
%% Airspace  
SS=Airspace0814(:,1); 
SS1=cell(length(SS),1); 
for i=1:length(SS) 
    CC2=SS{i}; 
    CC2=CC2(end-3:end); 
    SS1{i}=CC2; 
end 
clear i CC2 
CauseAS=Airspace0814(:,13); 
ASy=zeros(7,15); 
 
for i=1:7 
    YSi=CauseAS(strcmp(Year{i},CC1));  
    for j=1:15 
        Cj=strncmp(Factor1{j},YSi,1); 
        ASy(i,j)=length(find(Cj)); 
    end 
end 
clear i j Cj Yi  
  
%%% Mean and stand error 
Map=round(mean(APy)); 
Mas=round(mean(ASy)); 
Sp=std(APy); 
Ss=std(ASy); 
errorbar(Map,Sp,'o');hold on 
errorbar(Mas,Ss,'rs');hold on 
 
%%% ANN and the Decision trees 
load ('FactorWeight2'); 
load('FactorWeight2014','Fac14','Fap14'); 
clear re IDt1 F L  
APcap(APcap==999)=40; 
Fap16=reshape(Fap(16,:,:),[2184,67]); 
Mut=mean(Fap16); 
B3=find(Mut>0.3); 
clear Mut Fap16 
ERR=zeros(1,57); 
  
for I=1:57 
    TaI=Fap(17,:,B3(I)); 
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    TrI=Fap(1:16,:,B3(I))'; 
    TestT=Fap14(17,:,B3(I))'; 
    III=TestT==0; 
    TestT(III)=[]; 
    Test=Fap14(1:16,:,B3(I))'; 
    Test(III,:)=[]; 
    RTree= fitrtree(TrI,TaI); 
    PreI=predict(RTree,Test); 
    ERR(1,I)=errperf(TestT,PreI,'mape'); 
end 
