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ON KERNEL THEOREMS FOR (LF)-SPACES
A. G. SMIRNOV
Abstract. A convenient technique for proving kernel theorems for (LF)-
spaces (countable inductive limits of Fre´chet spaces)is developed. The pro-
posed approach is based on introducing a suitable modification of the functor
of the completed inductive topological tensor product. Using such modified
tensor products makes it possible to prove kernel theorems without assum-
ing the completeness of the considered (LF)-spaces. The general construction
is applied to proving kernel theorems for a class of spaces of entire analytic
functions arising in nonlocal quantum field theory.
1. Introduction
Let X and Y be sets and F , G, and H be locally convex spaces consisting of
functions defined on X , Y , and X × Y respectively. Suppose the function (x, y)→
f(x)g(y) belongs to H for any f ∈ F and g ∈ G. In applications, it is often
important to find out whether the following statement holds:
(K) For any separately continuous bilinear mapping ψ from F×G to a Hausdorff
complete space H˜ , there is a unique continuous linear mapping ψ˜ : H → H˜
such that ψ = ψ˜ ◦Φ, where the bilinear mapping Φ: F ×G→ H is defined
by the relation Φ(f, g)(x, y) = f(x)g(y).
Statements of this type and their analogues for multilinear mappings are known
as kernel theorems. In this paper, we propose a convenient technique for proving
results of this type in the case, where all considered spaces are (LF)-spaces (i.e.,
countable inductive limits of Fre´chet spaces).
In the language of topological tensor products [2], (K) means that H can be
identified with a dense subspace of the completion F ⊗ˆiG of F ⊗G with respect to
the inductive1 topology. In particular, to prove (K), it suffices to show that H can
be identified with F ⊗ˆiG. However, this requires proving the completeness of H ,
which may present difficulty for concrete functional (LF)-spaces (and is actually
unnecessary, as we shall see). To circumvent this problem, we introduce a notion
of the semi-completed tensor product of (LF)-spaces (see Definition 2). The semi-
completed tensor product F ⊗˜G of (LF)-spaces F and G is an (LF)-space which
is canonically identified with a dense subspace of F ⊗ˆiG, and, therefore, we can
prove (K) by identifying H with F ⊗˜G. Moreover, semi-completed tensor products
possess a natural associativity property which turns out to be very useful for the
treatment of multilinear mappings.
The research was supported by the grants RFBR 05-01-01049, INTAS 03-51-6346, LSS-
4401.2006.2, and the grant MK-1315.2006.1 of the President of Russian Federation.
1Recall that the inductive (projective) topology on F ⊗ G is the strongest locally convex
topology on F⊗G such that the canonical bilinear mapping (f, g)→ f⊗g is separately continuous
(resp., continuous).
1
2 A. G. SMIRNOV
The paper is organized as follows. In Sec. 2, we give the definition of semi-
completed tensor products and describe their basic properties. In Sec. 3, we find
simple conditions ensuring the coincidence of F ⊗˜G with a given spaceH in the case,
where F , G, and H are functional (LF)-spaces. In Sec. 4, we apply the obtained
results to proving kernel theorems for some spaces of entire analytic functions arising
in nonlocal quantum field theory (see [6]).
In Secs. 2 and 3, we assume that the considered vector spaces are either real or
complex. The ground field (R or C) is denoted by K.
2. Semi-completed tensor products of (LF)-spaces
A Hausdorff locally convex space F is called an (LF)-space if there exist a se-
quence (Fi) of Fre´chet spaces and a sequence pi of continuous mappings from Fi to
F such that F =
⋃
i Im pi and the topology of F coincides with the inductive topol-
ogy with respect to the mappings pi. The following important result was proved
by Grothendieck (see The´ore`me A of [2]).
Lemma 1. Let F be a Hausdorff locally convex space, (Fi) be a sequence of Fre´chet
spaces, and (pi) be a sequence of continuous mappings from Fi to F . Let F˜ be a
Fre´chet space and p : F˜ → F be a continuous mapping such that Im p ⊂
⋃
i Im pi.
Then there is an index i such that Im p ⊂ Im pi and if pi is injective, then there is
a continuous mapping p˜ : F˜ → Fi such that p = pi ◦ p˜.
It follows from Lemma 1 that the topology of an (LF)-space F coincides with
the inductive topology with respect to an arbitrary countable family of continuous
mappings of Fre´chet spaces into F provided that the images of these mappings
cover F .
Let F be a Hausdorff locally convex space and F˜ be a Fre´chet space. We say
that F˜ is a Fre´chet subspace of F (notation F˜ ≺ F ) if F˜ ⊂ F and the inclusion
mapping F˜ → F is continuous. The relation ≺ is a partial order on the set FF of
all Fre´chet subspaces of F . In fact, FF is a lattice: the least upper bound F1∨F2 of
F1, F2 ∈ FF is the space F1+F2 endowed with the inductive topology with respect
to the inclusion mappings F1,2 → F1 + F2; the greatest lower bound F1 ∧ F2 is the
space F1 ∩ F2 endowed with the projective topology with respect to the inclusion
mappings F1 ∩ F2 → F1,2. In particular, the set FF is directed. By Lemma 1,
a countable set U ⊂ FF is cofinal in FF if and only if F =
⋃
F˜∈U F˜ . If F is an
(LF)-space, then FF contains a countable cofinal subset. Indeed, let a sequence
(Fi) of Fre´chet spaces and a sequence (pi) of continuous linear mappings from Fi to
F be such that F =
⋃
i Im pi. Let F˜i be the space Im pi endowed with the inductive
topology with respect to the mapping pi. Then F˜i ∈ FF for all i and, therefore, F˜i
form the required subset.
For a locally convex space F , we denote by Fˆ the Hausdorff completion of F .
Given locally convex spaces F1, . . . , Fn, the tensor product F1 ⊗ . . .⊗ Fn endowed
by the inductive (resp., projective) topology will be denoted by F1 ⊗i . . . ⊗i Fn
(resp., by F1 ⊗pi . . . ⊗pi Fn). The Hausdorff completions of F1 ⊗i . . . ⊗i Fn and
F1 ⊗pi . . .⊗pi Fn will be denoted by F1⊗ˆi . . . ⊗ˆiFn and F1⊗ˆpi . . . ⊗ˆpiFn respectively.
If F1, . . . , Fn are Fre´chet spaces, then the inductive and projective topologies on
F1⊗ . . .⊗Fn coincide. In this case, we shall omit the indices i and pi in the notation
for tensor products.
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Definition 2. Let F1, . . . , Fn be (LF)-spaces. The semi-completed tensor product
F1⊗˜ . . . ⊗˜Fn of F1, . . . , Fn is defined to be the Hausdorff space associated with the
inductive limit
lim
−→
(F˜1,...,F˜n)∈FF1×...×FFn
F˜1⊗ˆ . . . ⊗ˆF˜n.
Each of the sets FF1 , . . . ,FFn contains a countable cofinal subset. It hence fol-
lows that FF1 × . . . × FFn also contains a countable cofinal subset and, therefore,
F1⊗˜ . . . ⊗˜Fn is an (LF)-space. For F˜ = (F˜1, . . . , F˜n) ∈ FF1 × . . . × FFn , let ιF˜ be
the natural continuous linear mapping from F˜1 ⊗ . . .⊗ F˜n to F1 ⊗i . . .⊗i Fn deter-
mined by the inclusion mappings F˜i → Fi, i = 1, . . . , n, and ρF˜ be the canonical
continuous linear mapping from F˜1⊗ˆ . . . ⊗ˆF˜n to F1⊗˜ . . . ⊗˜Fn.
Lemma 3. Let F1, . . . , Fn be (LF)-spaces. There is a unique continuous linear
mapping j : F1 ⊗i . . .⊗i Fn → F1⊗˜ . . . ⊗˜Fn such that
jιF˜ = ρF˜λF˜ ,
for any F˜ = (F˜1, . . . , F˜n) ∈ FF1×. . .×FFn, where λF˜ is the canonical mapping from
F˜1⊗ . . .⊗ F˜n to F˜1⊗ˆ . . . ⊗ˆF˜n. The mapping j is a topological isomorphism of F1⊗i
. . .⊗iFn onto a dense subspace of F1⊗˜ . . . ⊗˜Fn. There is a unique continuous linear
mapping k : F1⊗˜ . . . ⊗˜Fn → F1⊗ˆi . . . ⊗ˆiFn such that k ◦ j is the canonical mapping
F1 ⊗i . . . ⊗i Fn → F1⊗ˆi . . . ⊗ˆiFn. The mapping k is a topological isomorphism of
F1⊗˜ . . . ⊗˜Fn onto a dense subspace of F1⊗ˆi . . . ⊗ˆiFn. For every f ∈ F1⊗˜ . . . ⊗˜Fn,
there is a bounded subset B of F1 ⊗i . . . ⊗i Fn such that f ∈ j(B), where the bar
means closure.
The mapping j described in Lemma 3 will be called the canonical mapping from
F1 ⊗i . . .⊗i Fn to F1⊗˜ . . . ⊗˜Fn. For f1 ∈ F1, . . . , fn ∈ Fn, we set
f1⊗˜ . . . ⊗˜fn = j(f1 ⊗ . . .⊗ fn).
The n-linear mapping (f1, . . . , fn) → f1⊗˜ . . . ⊗˜fn will be called the canonical n-
linear mapping from F1 × . . .× Fn to F1⊗˜ . . . ⊗˜Fn.
Definition 4. Let F1, . . . , Fn be (LF)-spaces, H be a locally convex space, and ϕ
be an n-linear mapping from F1× . . .×Fn to H . We say that ϕ is (F)-continuous if
for any F˜1 ∈ FF1 , . . . , F˜n ∈ FFn , there are a Fre´chet space H˜ , a continuous n-linear
mapping ψ : F˜1 × . . .× F˜n → H˜ , and a continuous linear mapping l : H˜ → H such
that l ◦ ψ coincides with the restriction of ϕ to F˜1 × . . .× F˜n.
Obviously, every (F)-continuous n-linear mapping is separately continuous. If
H is Hausdorff and complete, then every separately continuous n-linear mapping
ϕ : F1×. . .×Fn → H is (F)-continuous. Indeed, for any F˜1 ∈ FF1 , . . . , F˜n ∈ FFn , the
restriction of ϕ to F˜1× . . .× F˜n can be decomposed as l◦ψ, where ψ is the canonical
n-linear mapping from F˜1 × . . .× F˜n to F˜1⊗ˆ . . . ⊗ˆF˜n and l : F˜1⊗ˆ . . . ⊗ˆF˜n → H is a
continuous linear mapping.
It easily follows from the above definitions that the canonical n-linear map-
ping from F1 × . . . × Fn to F1⊗˜ . . . ⊗˜Fn is (F)-continuous. Moreover, the space
F1⊗˜ . . . ⊗˜Fn has the following universal property:
Lemma 5. Let F1, . . . , Fn be (LF)-spaces, H be a Hausdorff locally convex space,
and ϕ be an (F)-continuous n-linear mapping from F1× . . .×Fn to H. Then there
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is a unique continuous linear mapping l : F1⊗˜ . . . ⊗˜Fn → H such that
ϕ(f1, . . . , fn) = l(f1⊗˜ . . . ⊗˜fn), f1 ∈ F1, . . . , fn ∈ Fn.
Theorem 6. Let F1, . . . , Fn be (LF)-spaces. For every 1 ≤ m < n, there is a unique
topological isomorphism F1⊗˜ . . . ⊗˜Fn ≃ (F1⊗˜ . . . ⊗˜Fm)⊗˜ (Fm+1⊗˜ . . . ⊗˜Fn) taking
f1⊗˜ . . . ⊗˜fn to (f1⊗˜ . . . ⊗˜fm)⊗˜ (fm+1⊗˜ . . . ⊗˜fn) for any f1 ∈ F1, . . . , fn ∈ Fn.
3. Tensor products of functional (LF)-spaces
Given a locally convex space F , we denote by F ′ and 〈·, ·〉 the continuous dual
of F and the canonical bilinear form on F ′×F respectively. We denote by F ′σ, F
′
τ ,
and F ′b the space F
′ endowed with its weak topology, Mackey topology, and strong
topology respectively.
Let X and Y be sets and F and G be locally convex spaces consisting of functions
defined on X and Y respectively. We denote by Π(F,G) the linear space consisting
of all functions h(x, y) on X × Y such that h(x, ·) ∈ G for every x ∈ X and the
function hv(x) = 〈v, h(x, ·)〉 belongs to F for every v ∈ G′.
Lemma 7. Let X and Y be sets and F , G, and H be Hausdorff complete locally
convex spaces consisting of scalar functions defined on X, Y , and X×Y respectively.
Let F be B-complete, G be nuclear, and the topologies of F , G, and H be stronger
than that of simple convergence. Suppose the function (x, y)→ f(x)g(y) on X × Y
belongs to H for every f ∈ F and g ∈ G and the bilinear mapping Φ: F ×G→ H
taking (f, g) to this function is continuous. Then Φ induces an injective continuous
linear mapping F ⊗̂piG→ H whose image coincides with Π(F,G).
Proof. Without loss of generality, we can assume thatH = KX×Y . Let Φ∗ : F ⊗̂piG→
H be the continuous linear mapping determined by Φ. As usual, let Be(F
′
σ, G
′
σ)
denote the space of separately continuous bilinear forms on F ′σ × G
′
σ equipped
with the biequicontinuous convergence topology (i.e., the topology of the uniform
convergence on the sets of the form A × B, where A and B are equicontinuous
sets in F ′ and G′ respectively). Let S be the natural continuous linear mapping
F ⊗̂piG → Be(F ′σ, G
′
σ) which takes f ⊗ g to the bilinear form (u, v) → 〈u, f〉〈v, g〉.
Since G is nuclear, S is a topological isomorphism (see [2], Chapitre 2, The´ore`me 6
or [3]). Further, let T be the linear mapping Be(F
′
σ, G
′
σ)→ K
X×Y defined by the
relation (Tb)(x, y) = b(δx, δy), b ∈ Be(F ′σ, G
′
σ) (if x ∈ X and y ∈ Y , then δx and δy
are the linear functionals on F and G such that 〈δx, f〉 = f(x) and 〈δy, g〉 = g(y);
they are continuous because the topologies of F and G are stronger than the topol-
ogy of simple convergence). Obviously, T is continuous and TS coincides with Φ∗
on F ⊗ G. By continuity, we have Φ∗ = TS everywhere on F ⊗̂piG. Moreover,
T is injective because δ-functionals are weakly dense in F ′ and G′. To prove the
statement, we therefore have to show that ImT = Π(F,G).
Let b ∈ Be(F ′σ, G
′
σ) and h = Tb. The bilinear form b determines two linear
mappings L1 : F
′ → G and L2 : G′ → F such that b(u, v) = 〈v, L1u〉 = 〈u, L2v〉 for
any u ∈ F ′ and v ∈ G′. For x ∈ X and y ∈ Y , we have h(x, y) = 〈δy, L1δx〉 =
(L1δx)(y), i.e., h(x, ·) = L1δx. Further, for v ∈ G′ and x ∈ X , we have hv(x) =
〈v, h(x, ·)〉 = 〈v, L1δx〉 = 〈δx, L2v〉 = (L2v)(x). Hence hv = L2v belongs to G and,
therefore, h ∈ Π(F,G). Thus, we have the inclusion ImT ⊂ Π(F,G).
We now prove the converse inclusion. Let h ∈ Π(F,G) and L : G′τ → F be the
linear mapping taking v ∈ G′ to hv. We claim that the graph G of L is closed.
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It suffices to show that if an element of the form (0, f) belongs to the closure G¯
of G, then f = 0. Suppose the contrary that there is f0 ∈ F such that f0 6= 0
and (0, f0) ∈ G¯. Let x0 ∈ X be such that f0(x0) 6= 0 and let the neighborhood
U of f0 be defined by the relation U = {f ∈ F : |〈δx0 , f − f0〉| < |f0(x0)|/2}.
Let V = {v ∈ G′ : |〈v, h(x0, ·)〉| < |f0(x0)|/2}. If f ∈ U and v ∈ V , then we
have |hv(x0)| < |f0(x0)|/2 < |f(x0)|. Hence the neighborhood V × U of (0, f0)
does not intersect G. This contradicts to the assumption that (0, f0) ∈ G¯, and our
claim is proved. Being nuclear and complete, G is semireflexive and hence G′τ is
barrelled. We can therefore apply the closed graph theorem ([3], Theorem IV.8.5)
and conclude that L is continuous. Let the bilinear form b on F ′ ×G′ be defined
by the relation b(u, v) = 〈u, hv〉. The continuity of L implies that b ∈ Be(F ′σ, G
′
σ).
Since b(δx, δy) = h(x, y), we have h = Tb. Thus, h ∈ ImT and the lemma is
proved. 
Theorem 8. Let X and Y be sets, F , G, and H be (LF)-spaces consisting of scalar
functions on X, Y , and X×Y respectively. Suppose the topologies of F , G, and H
are stronger than that of simple convergence and G can be covered by a countable
family of its nuclear Fre´chet subspaces. Let the following conditions be satisfied:
(i) For every f ∈ F and g ∈ G, the function (x, y) → f(x)g(y) on X × Y
belongs to H and the bilinear mapping Φ: F ×G→ H taking (f, g) to this
function is (F)-continuous.
(ii) For any h ∈ H, one can find Fre´chet subspaces F˜ ⊂ F and G˜ ⊂ G such that
h(x, ·) ∈ G˜ for every x ∈ X and the function hv(x) = 〈v, h(x, ·)〉 belongs to
F˜ for every v ∈ G˜′.
Then Φ induces the topological isomorphism F ⊗˜G ≃ H.
Proof. Let Φ∗ : F ⊗˜G → H be the continuous linear mapping determined by Φ.
For F˜ ∈ FF and G˜ ∈ FG, let Φ
F˜ ,G˜
∗ be the continuous linear mapping F˜ ⊗ˆ G˜ → H
determined by the restriction of Φ to F˜ × G˜. We have
(1) ΦF˜ ,G˜∗ = Φ∗ ρF˜ ,G˜,
where ρF˜ ,G˜ is the canonical mapping from F˜ ⊗ˆ G˜ to F ⊗˜G. Let N be the subset
of FG consisting of all nuclear Fre´chet subspaces of G. By the assumption, N is
cofinal in FG. Let h ∈ H . Condition (ii) means that h ∈ Π(F˜ , G˜) for some F˜ ∈ FF
and G˜ ∈ FG. Let G˜1 ∈ N be such that G˜ ≺ G˜1. Then we have Π(F˜ , G˜) ⊂ Π(F˜ , G˜1)
and, therefore, h ∈ Π(F˜ , G˜1). By Lemma 7, we have Π(F˜ , G˜1) = ImΦ
F˜ ,G˜1
∗ and in
view of (1) we conclude that h ∈ ImΦ∗. Thus, Φ∗ is surjective. By Lemma 7, the
mappings ΦF˜ ,G˜∗ are injective for any F˜ ∈ FF and G˜ ∈ N . Since N is cofinal in FG,
it follows from (1) that the restriction of Φ∗ to the image of ρF˜ ,G˜ is injective for any
F˜ ∈ FF and G˜ ∈ FG. This implies the injectivity of Φ∗ because the spaces Im ρF˜ ,G˜
cover F ⊗˜G. We have thus proved that Φ∗ is a one-to-one mapping from F ⊗˜G
onto H . Since both F ⊗˜G and H are (LF)-spaces, we can apply the open mapping
theorem ([2], The´ore`me B) and conclude that Φ∗ is a topological isomorphism. The
theorem is proved. 
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4. Applications to spaces of analytic functions
Let U be a cone in Rk. We say that a cone W is a conic neighborhood of U if
W has an open projection2 and contains U .
Definition 9. Let β(s) be continuous monotone indefinitely increasing convex
function on the semi-axis s ≥ 0 and U be a nonempty cone in Rk. For B > 0, the
Fre´chet space Eβ,B(U) consists of entire analytic functions on Ck having the finite
norms
‖f‖U,N,B′ = sup
z=x+iy∈Ck
|f(z)|(1 + |x|)N exp (−β(B′|y|)− β(B′δU (x)))
for any B′ > B and any nonnegative integer N , where δU (x) = infx′∈U |x − x′| is
the distance from x to U . The space Eβ(U) is defined by the relation Eβ(U) =⋃
B>0,W⊃U E
β,B(W ), where W runs over all conic neighborhoods of U and the
union is endowed with the inductive limit topology.
The spaces Eβ(Rk) proved to be useful for the analysis of infinite series in the
Wick powers of free fields converging to nonlocal fields [6]. If β(s) = s1/(ν−1),
ν < 1, then Eβ(Rk) coincides with the Gelfand-Shilov space Sν(Rk) (see [1] for
the definition and properties of Gelfand-Shilov spaces; to avoid confusion, we use
the notation Sν instead of the standard Sβ). The spaces Eβ(U) over cones are
introduced to describe the localization properties of analytic functionals belonging
to E ′β(Rk). More precisely, a closed cone K ⊂ Rk is called a carrier cone of
u ∈ E ′β(Rk) if u has a continuous extension to E ′β(K). The notion of carrier cone
replaces the notion of support of a generalized function for elements of E′β(Rk). In
particular, every u ∈ E ′β(Rk) has a uniquely determined minimal carrier cone (this
was proved in [7] for the case of the space S0; the general case can be treated in
the same way using the estimates for plurisubharmonic functions obtained in [5]).
Here, we shall prove a kernel theorem for the spaces Eβ(U). For this, we intro-
duce, in addition to Eβ(U), similar spaces associated with finite families of cones.
Definition 10. Let U1, . . . , Un be nonempty cones in R
k1 , . . . ,Rkn respectively.
We define the space Eβ(U1, . . . , Un) by the relation
Eβ(U1, . . . , Un) =
⋃
B>0,W1⊃U1,...,Wn⊃Un
Eβ,B(W1 × . . .×Wn),
where the union is taken over all conic neighborhoods W1, . . . ,Wn of U1, . . . , Un
and is endowed with the inductive limit topology.
In what follows, we assume for definiteness that the norm | · | on Rk is uniform:
|x| = max1≤j≤k |xj |. For any cone U , the space E
β,B(U) belongs to the class
of the spaces H(M) introduced in [4]. The space H(M) is defined3 by a family
M = {Mγ}γ∈Γ of strictly positive continuous functions on Ck and consists of all
entire analytic functions on Ck with the finite norms
sup
z∈Ck
Mγ(z)|f(z)|.
2The projection PrW of a cone W ⊂ Rk is by definition the intersection of W with the unit
sphere in Rk; the projection of W is meant to be open in the topology of this sphere.
3The definition of H(M) given here is slightly less general than that in [4], but it is sufficient
for our purposes.
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It is supposed that (a) for every γ1, γ2 ∈ Γ, one can find γ ∈ Γ and C > 0 such that
Mγ ≥ C(Mγ1+Mγ2), and (b) there is a countable set Γ
′ ⊂ Γ with the property that
for every γ ∈ Γ, one can find γ′ ∈ Γ′ and C > 0 such that CMγ ≤Mγ′ (a family of
functions on Ck satisfying (a) and (b) will be called a defining family of functions).
Given a cone U ⊂ Rk and B > 0, we define the family MU,B of functions on Ck
indexed by the set Z+ × (B,∞) by the relation
(2) MU,BN,B′(x+iy) = (1+|x|)
N exp (−β(B′|y|)− β(B′δU (x))) , N ∈ Z+, B
′ > B.
Then all above conditions are satisfied and we have
(3) H(MU,B) = Eβ,B(U).
By Lemma 12 of [4], H(M) is a nuclear Fre´chet space if the following conditions
are satisfied:
(I) For every γ ∈ Γ, there is γ′ ∈ Γ such that Mγ(z)/Mγ′(z) is integrable on
Ck and tends to zero as |z| → ∞.
(II) For every γ ∈ Γ, there are γ′ ∈ Γ, a neighborhood of the origin B in Ck,
and C > 0 such that Mγ(z) ≤ CMγ′(z + ζ) for any z ∈ Ck and ζ ∈ B.
It is straightforward to verify that the family MU,B satisfies (I) and (II). The space
Eβ,B(U) is therefore nuclear for any B > 0 and cone U ⊂ Rk.
Let M = {Mγ}γ∈Γ and N = {Nω}ω∈Ω be defining families of functions on Ck1
and Ck2 respectively. We denote by M ⊗N the family formed by the functions
(M ⊗N)γω(z1, z2) =Mγ(z1)Nω(z2), (γ, ω) ∈ Γ× Ω.
Clearly, if M ⊗N is a defining family of functions. The following result was proved
in [4].
Lemma 11. Let M = {Mγ}γ∈Γ and N = {Nω}ω∈Ω be defining families of func-
tions on Ck1 and Ck2 respectively and let h ∈ H(M ⊗ N). Suppose N satisfies
conditions (I) and (II). Then h(z, ·) ∈ H(N) for every z ∈ Ck1 and the function
hv(z) = 〈v, h(z, ·)〉 belongs to H(M) for all v ∈ H′(N).
Let V1 ⊂ Rk1 and V1 ⊂ Rk1 be nonempty cones. It follows from (2) and the
monotonicity of β that
MV1×V2,2BN,2B′ (z1, z2) ≤M
V1,B
N,B′ (z1)M
V2,B
N,B′ (z2) ≤M
V1×V2,B
2N,B′ (z1, z2), z1,2 ∈ C
k1,2 ,
for any B′ > B > 0 and N ∈ Z+. We hence have continuous inclusions
(4) Eβ,B(V1 × V2) ⊂ H(M
V1,B ⊗MV2,B) ⊂ Eβ,2B(V1 × V2).
Lemma 12. Let U1, . . . , Un be nonempty cones in R
k1 , . . . ,Rkn respectively. Let
1 ≤ m < n and Φ: Eβ(U1, . . . , Um) × Eβ(Um+1, . . . , Un) → Eβ(U1, . . . , Un) be the
bilinear mapping defined by the relation
Φ(f, g)(z1, . . . , zn) = f(z1, . . . , zm) g(zm+1, . . . , zn).
Then Φ is (F)-continuous and induces the topological isomorphism
Eβ(U1, . . . , Um)⊗˜ E
β(Um+1, . . . , Un) ≃ E
β(U1, . . . , Un).
Proof. We check that the spaces F = Eβ(U1, . . . , Um), G = Eβ(Um+1, . . . , Un), and
H = Eβ(U1, . . . , Un) and the bilinear mapping Φ satisfy conditions (i) and (ii) of
Theorem 8. Let B > 0 and W1, . . . ,Wn be conic neighborhoods of U1, . . . , Un
respectively. Let V1 = W1 × . . . × Wm and V2 = Wm+1 × . . . × Wn. In view
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of (3) it follows from (4) that Φ induces a continuous bilinear mapping Eβ,B(V1)×
Eβ,B(V2)→ Eβ,B(V1×V2). This implies that Φ is (F)-continuous and (i) is fulfilled.
Let h ∈ Eβ,B(W1 × . . . ×Wn). It follows from (4) and Lemma 11 that (ii) will be
satisfied if we set F˜ = Eβ,B(V1) and G˜ = Eβ,B(V2). The lemma is proved. 
The next result follows from Lemma 12 and Theorem 6 by induction on n.
Theorem 13. Let U1, . . . , Un be nonempty cones in R
k1 , . . . ,Rkn respectively and
Φ: Eβ(U1)× . . .×Eβ(Un)→ Eβ(U1, . . . , Un) be the bilinear mapping defined by the
relation
Φ(f1, . . . , fn)(z1, . . . , zn) = f1(z1) . . . fn(zn).
Then Φ is (F)-continuous and induces the topological isomorphism
Eβ(U1)⊗˜ . . . ⊗˜ E
β(Un) ≃ E
β(U1, . . . , Un).
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