Let X be a space of infinite dimensional vectors x = (x (1) , x (2) , . . .) endowed with two different norms x = sup i |x (i) | and |x|
Let X 1 , . . . , X n and Y 1 , . . . , Y n be two sequences of r.v.'s in X such that
for all i, j and k where E k denotes the conditional expectation with respect to the σ-algebra generated by the r.v.'s X 1 , . . . , X k . Our aim is to construct r.v.'sỸ 1 , . . . ,Ỹ n which should have the same joint distribution as the given r.v.'s Y 1 , . . . , Y n have and such that the distance ∆ n = max k≤n k m=1 X m − k m=1Ỹ m be small in some sense. THEOREM 1. For all x > 0 there exist r.v.'sỸ 1 , . . . ,Ỹ n such that
where C < ∞ is an absolute constant. The proof of Theorem 1 is based on the next simple idea. We are to find smoothing r.v.'s V 0 , V 1 , . . . , V n such that the differences
m for all k. So, we have proved: LEMMA 1 . For all x > 0 and y > 0
Remark that Lemma 1 holds for arbitrary linear normed space X . A partial case of Theorem 1 was proved earlier in [1] by using more complicated analytical method.
