This paper describes experiments and analysis of seismic signals in addressing the problem of personnel detection for indoor surveillance. Data was collected using geophones to detect footsteps from walking and running in indoor environments such as hallways. Our analysis of the data shows the significant presence of nonlinearity, when tested using the surrogate data method. This necessitates the need for novel detector designs that are not based on linearity assumptions. We present one such method based on empirical mode decomposition (EMD) and functional data analysis (FDA) and evaluate its applicability on our collected dataset.
INTRODUCTION
This paper deals with an important application of distributed sensing, namely, indoor surveillance. Many situations (cleared building scenarios, for instance) require scene monitoring for intrusion detection where the presence of surveillance personnel is not feasible. In such cases, signals from sensors deployed in a surveillance region can be processed to provide reliable inference in the event of a security breach. The sensors may be active or passive or a combination of the two. In this work, we consider a linear array of seismic (geophone) sensors. These are passive vibration sensitive sensors that typically have a good low frequency response and sharp attenuation at higher frequencies. The seismic signal, obtained as a result of human intrusion, is a function of the geophone response to the footsteps of the intruder, and is a zero-mean oscillating signal.
The topic of detecting footsteps using seismic/acoustic sensors is not new. Bland 1 has discussed the use of AR coefficients in designing a footstep detection scheme from acoustic and seismic sensors. Succi et al. have suggested 2 the use of signal kurtosis as a test statistic. Their method is based on the intuition that seismic data corresponding to footsteps would be characterized by a "peaky" probability density function and therefore a higher kurtosis. Their design is parametric, assumes that the test statistic is normally distributed and the observations are IID. Wavelet based feature extraction has also been discussed as an extension to the kurtosis based approach. 3 Dibazar et al. have considered 4 the problem of detecting and classifying perimeter intrusion using geophones. They use a neural network approach to classify vehicular and human intrusion and use footsteps as the signature for human intrusion. A cadence based method for footstep detection has been considered by Houston et al. 5 In a previous paper, 6 Iyengar et al. fuse acoustic and seismic signals for footstep detection. Their work discusses a novel approach for the design of a parametric detector using a CCA-copula based approach.
In this paper, we describe experiments in which an indoor deployment of seismic sensors was used to collect footstep data. We also provide an analysis of this data and propose a novel data-dependent signal processing scheme for the detection of footsteps. One of the key drawbacks of the approaches cited above is that methods and features are used that implicitly assume signal stationarity and linearity. This paper seeks to address these issues in the context of seismic signal processing for personnel detection.
Section 2 describes the details of our experiments. We show that a significant proportion of the seismic data exhibits nonlinearity. This finding is discussed in greater detail in Section 3. That most real signals also exhibit nonstationarity is a well documented fact, 7 and this property is likewise observed in our dataset. We use the nonlinearity and nonstationarity of data as a motivating point for devising a detector based on empirical mode decomposition (EMD). The details of the signal processing are discussed in Section 4. A discussion of the results and concluding remarks are provided in Section 5 and Section 6 respectively.
DATA COLLECTION
We conducted experiments at Syracuse University to collect footstep data from geophones. The following subsections discuss the sensor specifications and details of the experiments.
Sensor description
Six GS 20DX geophones were used for the experiments. The electrical details of a typical sensor 8 are depicted in Figure 1 (a) and the frequency response curve is depicted in Figure 1 (b). Transduction is achieved by means of a moving coil over a magnetic core. The geophones are designed to be floor mounted. Floor to sensor contact was achieved by means of a coupling bolt screwed to the sensor, which was held to the floor by means of a tripod base. This eliminated the need for structural penetration by means of a probe.
Experiment description
The six sensors were configured as a linear array. They were placed along the long edge of a hallway. The floor was tiled with thick commercial linoleum. The distance between two adjacent sensors was maintained at 10ft. Data was acquired using a 16 bit A/D converter at a sampling rate of 5kHz. Background data was collected by leaving the sensors in an isolated environment. Footstep data was collected with 20 trials of one person walking and running along the hallway. We, however, restrict our attention to the "background" and "walking" trials. Each "walking" trial lasted approximately 12 seconds. Background data is approximately of a 4 minute duration.
Let i denote the sensor index, i.e., i = 1, 2, . . . , 6. Each sensor observation, y i (t), is uniformly down-sampled to 1024 Hz. Each y i (t) is divided into 1 second overlapping frames. Denote by T r , the set of all time instances contained in the rth frame. Therefore, the cardinality of T r , |T r |, is 1024. The inter-frame overlap was set to 50%.
The following sections discuss data analysis and EMD based signal processing for footstep detection. 
TEST FOR NONLINEARITY
A signal y(t) is said to be nonlinear if its current value at t = t n cannot be predicted or expressed as a linear function of its past values, t ∈ [0, t n−1 ]. We use the method of surrogate data 9 to analyze the acquired seismic time series for the presence of nonlinearity. The idea is to generate a set of time series (surrogate data set) by resampling from the original measurements so that linear statistical properties of the original data are preserved in the surrogate data set. A nonlinearity measure is then computed for both the surrogate data and the original time series. If the statistics of the measure corresponding to the surrogate and original time series are significantly different, then the null hypothesis that the original time series is a realization of a linear Gaussian process (or monotonic transforms thereof) is rejected.
A third order statistic 9 is used as a signature for nonlinearity in our analysis,
where y[n] is the sampled version y(t) and N is the number of samples in the r th frame.
Each frame of y i (t) (for all i) is tested for the presence of nonlinearity as follows. Forty surrogates g k (t) (k = 1, 2, . . . , 40) are generated from a given frame of the original time series y i (t) using the iterative amplitude adjusted Fourier transform (IAAFT) 9 so that the amplitude spectra of the surrogates matches that of the frame under test while randomizing the phase (uniformly distributed between 0 and 2π). Thus, the surrogates and the original time series have the same linear characteristics and second order properties. The statistic in (1) does not lie within the distribution of the null hypothesis of linearity. Thus, the null hypothesis can be rejected.
Each frame of the footstep signal is tested for the presence of nonlinearity at 0.05 significance level (α = 0.05) using a rank order test proposed by Theiler et al. 10 The case when the frames are two seconds in duration is also considered and results are summarized in Table 1 .
SIGNAL PROCESSING FOR FOOTSTEP DETECTION
Section 3 discussed the presence of nonlinearity in the seismic data. Nonstationarity can be easily inferred from Fig. 4 , which shows sensor measurements for a walking trial. This intuitively suggests that performance improvement in footstep detection may be expected if we account for the nonstationary and nonlinear nature of the data. The popular Fourier and wavelet based techniques make an assumption of linearity. Fourier based time-frequency analysis makes a further assumption of stationarity. In other words, decomposition is achieved by imposing a basis function (the complex exponential for Fourier analysis and the various wavelet kernels) on the data. A better approach would be to allow the data to dictate a decomposition scheme. Empirical mode decomposition (EMD) 11 is a data-driven decomposition technique that has been proposed for analyzing nonlinear and nonstationary data.
We propose an EMD based signal processing scheme for the detection of footsteps. An outline of our proposed system is depicted in Fig. 4 . For the detection of pseudo-periodic signals like footsteps, it is of interest to extract "clean" oscillations corresponding to footfalls. EMD is a data-driven decomposition technique that achieves this goal of separating different oscillation modes present in a signal. Fig. 5 and Fig. 6 show the output from the EMD block. It can be seen that the amplitude of oscillations at several scales is captured. However, only a small subset of these modes may characterize the footsteps and thus be of interest. In this paper, we employ a criterion based on the total variation (TV) norm (Section 4.3) to identify this subset. Total variation is a type of L 1 norm. It provides a local measure of amplitude variation and thus can help extract those modes whose amplitude variations are due to footsteps. However, total variation, and therefore the selection of modes based on it, is sensitive to impulsive background noise. Also, the lack of smoothness in a il (t) (output of the EMD block) can contribute to poor estimates of numerical derivatives necessary for TV computation.
Functional data analysis (FDA) achieves smoothing using derivative based penalization. Ramsay and Silverman 12 discuss methods for analyzing data wherein observations are made from a continuous family of curves. The functional formulation expresses the data as a smooth function of an independent parameter such as time. The specification of "smoothness" as a characteristic of the data implies that one or more derivatives can be reliably estimated. It can be seen from Fig. 7 that the output of the FDA block provides a smoother and thus more reliable footstep envelope. Linear combination of the M modes is achieved using principal components analysis (PCA). We have observed that about 80% of the signal energy is contained in the first principal component score and is the input to the detector -the final block of the system.
The following subsections describe the details of each block.
Empirical Mode Decomposition
The empirical mode decomposition 11 (EMD) algorithm decomposes a given signal (dataset) into a group of intrinsic mode functions (IMF). The intuition behind defining an intrinsic mode function is that it should capture the point level oscillations as opposed to wavelets which rely on weighted averages of varying length windows. It therefore achieves much better time-scale resolution. An intrinsic mode function (IMF) of y i (t), denoted by c i (t), must satisfy two conditions,
• The number of extrema or zero-crossing must be equal or differ by one.
• At any point, the mean values of the envelopes defined by the local extrema is zero.
The Hilbert transform exists for all L p classes of signals and the two points above ensure that an IMF has a well-behaved Hilbert transform. Denoting by C i (t), the Hilbert transform of c i (t), an analytic signal, ζ i (t), can now be defined as,
In the above equations,
represents the instantaneous amplitude and the instantaneous phase is given by θ i (t) = arctan (C i (t)/c i (t)).
We now describe the decomposition algorithm, i.e., the process of extracting the IMFs. The decomposition method, also called sifting, uses the envelopes defined by the local extrema. The local maxima of the signal y i (t) (t ∈ T r for each r) are connected by a cubic spline and represent the upper envelope. The lower envelope is similarly obtained by using a cubic spline to connect all the local minima. The upper and lower envelopes should cover all the data between them. Designating m i1 (t) as the pointwise mean of the two envelopes,
gives the first component. If h i1 (t) is an IMF the analysis procedure is halted. However, in most cases there are undershoots and overshoots causing a non-zero local mean. The process is continued iteratively: we treat h i1 (t) as the data, bound it by the upper and lower spline envelopes to give,
where m i11 (t) is the mean of the lower and upper envelopes of h i1 . The qth iteration of the sifting process is then given by, h
If h q 1 (t) satisfies the definition of an IMF, it is designated as c i1 (t), the first IMF component from the data. The standard deviation between 2 successive sifting iterations is used as a stopping criterion so that the process does not continue indefinitely. In this manner c i1 (t) contains the finest scale of the signal. The first residual r i1 (t) is then given by,
We now treat r 1 (t) as the data subject it to the sifting process as described above. This gives us L IMFs, c i1 (t), c i2 (t), . . . , c il (t), . . . , c iL (t). The sifting process is stopped when either of the following conditions are true: (i) |c iL (t)| < ε, or |r iL | < ε for a pre-specified ε > 0, or, (ii) r iL is a monotone function or constant. Huang et al. 11 state that the IMFs are orthogonal in most practical situations, however, it cannot be guaranteed in theory. The decomposition can be finally expressed as,
The analytic signal for each IMF can be calculated as in (2) so that,
EMD decomposes the given signal into its constituent oscillation modes, and the instantaneous amplitude, a il (t), of the analytic signal characterizes the envelope of each oscillation mode. Since EMD is data-driven, adaptive and is based on the local characteristic time scale of the data it is suitable for nonstationary and nonlinear processes. This is in stark contrast to the Fourier and wavelet based feature sets that require stationarity and linearity as necessary conditions for analysis.
Functional Data Analysis
In the functional data analysis (FDA) framework, we assume that observations are made from a continuous family of curves. Functional data analysis also has the advantage that it does not make assumptions on stationarity or low dimensionality. The following paragraphs provide a brief description of the theory as applied to the analytic signal after EMD. More details may be found in the literature.
12, 13
In order to smooth a il (t), we express it as a linear combination of B-spline basis functions. A variety of basis functions are known in numerical analysis literature.
14 B-splines are appropriate for our application because of their smoothness properties. A B-spline of degree 6 ensures that the second derivative of the signal is smooth.
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A footstep is a signal of impulsive nature. In other words, it is characterized by a sharp onset. In order to faithfully follow a sharp transition, a large number of basis functions is required.
Let P be the number of bases. Denote the basis functions by {ϕ p (t)} 1≤p≤P and the coefficients by b p,il . Note that these coefficients will have to be estimated for all modes, l, of each sensor i. For notational simplicity we drop the subscript 'il' and refer to b p,il as b p . We can represent the P -dimensional basis function vector ϕ(t) as a |T r | × P matrix, Φ.We estimate b, the vector of coefficients b p , by minimizing the weighted sum of least squares,
where a il is a vector, each element of which is a il (t) for every t ∈ T r and W is a positive semidefinite matrix that allows for unequal weighting and is typically taken to be the inverse of the covariance matrix of the background process.
Solving for (9) may involve the inversion of ill-conditioned matrices. In order to regularize an ill-conditioned weighted least squares cost function, Ramsay and Silverman 12 define a metric that penalizes the roughness of a function x(t),
whereẍ(t) is the second time derivative of x(t). The integrand in the above equation is a measure of the curvature of x at t. Denote the time sequence t as the vector t. Noting that Φb = x(t), the roughness penalty based least squares fit is then expressed as the minimization of,
Letb be the optimal estimate of b obtained by minimizing (11) . Then even for the limiting case of λ → 0, a il (t) = p ϕ p (t)b p is the smoothest twice-differentiable curve that exactly fits the data. In practice, λ must be sufficiently small to allow for stability of the numerical optimization. For our application, we used λ = 10 −6 .
Selection of modes
Under the assumption of a reasonable SNR, we seek to identify modes with significant variation in their amplitude. This would correspond to the footfalls that modulate the sensor output. We emphasize the term "amplitude variation" since a mode,ã il (t), of constant amplitude, may have a large norm, ã il (t) 1 , and yet not convey any information about the presence of footsteps. In order to retain only those modes (or components) that contain footstep information, we propose the use of the total variation norm as a metric to determine which modes contain this information. The total variation norm (TV) of a real function f (s), s ∈ [a, b] is defined as,
where the supremum runs over the set of all partitions a = s 0 < s
can be expressed as,
The TV norm of a function enhances the information contained in sharp rises in signal amplitude. It has been used as a regularizing term to achieve edge preserving smoothing in image processing applications. 17 The instantaneous amplitude of footsteps also have a sharp onset; this is the information that we wish to emphasize through the use of TV. Therefore, the total variation ofã il (t) is given by,
We denote the ordered TV norms as
where,
Note that the summation in (15) decrements through the index l starting with l = L.
What remains, now, is for the instantaneous amplitudes across the selected modes need to be combined in a meaningful way. Since we are interested in a detector whose test statistic is signal energy (refer Section 5), we cannot simply add the energies of the individual modes because the instantaneous amplitudes across the different modes are not orthogonal. Denote by M the number of selected modes and byã i the M × |T r | matrix where each entry in the matrix is the scalarã il (t), t ∈ T r . We now perform PCA on the M variate amplitude vector of |T r | observations. From the M resultant scores only the first principal score, denoted by z i (t), is retained and is input to the subsequent energy detector (Fig. 4) . Thus we achieve a further reduction in signal dimensionality from M × |T r | to 1 × |T r |.
RESULTS
An energy detector for each frame can be implemented as a test of variance of z i (t), σ 2 zi ,
where H 0 denotes the background process and H 1 denotes the alternative hypothesis of the presence of footsteps. The sample estimate of variance is denoted by σ 2 zi and the threshold η α is selected to constrain the probability of false alarm (P F A ) to a pre-specified level α. Figure 8 shows the receiver operating characteristic (ROC) for the detector. The curve represents the average over all trials and sensors. We also compare the detector ROC to the case when EMD-FDA based signal processing is not applied (i.e., z i (t) = y i (t)). As evident from Fig. 8 , our signal processing scheme results in an improvement of approximately 16% at α = 0.05.
Note that η α can be obtained only if the distribution under H 0 is known. A bootstrap based test 18 provides a non-parametric approach to threshold selection under the α constraint. We used a non-pivotal bootstrap test and set α to 0.05. We also considered the case of fusing individual sensor decisions using the majority rule.
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These results are summarized in Table 2 .
An interesting observation is that the probability of false alarm for the unprocessed signal (raw data), using the bootstrap test, is much higher than 0.05 although the test is a level α = 0.05 test. We conjecture that this may be because of non-zero correlation in the time series, however this needs further study. The results after majority fusion show that the probability of detection achieved by the EMD-FDA processed signal is slightly lower than that of the raw signal case, and is achieved at a significantly lower global false alarm of 0.0127. 
CONCLUSION
In this paper, we proposed a data-driven signal processing scheme for footstep detection. We presented an analysis of experimental data collected at Syracuse University and showed that the data exhibits significant nonlinearity and nonstationarity. We used a detector based on unprocessed data as a benchmark and showed that our detector is able to achieve significant improvements. This signal processing scheme, in principle, can also be used with acoustic sensors. EMD is able to decompose the signal in terms of oscillation modes present in the signal. This means that the amplitude of the analytic function of one or more modes will carry the footstep envelope information. Future work will focus on improving detection performance by fusing information obtained using heterogeneous modalities.
