Named entity extraction (NEE) and disambiguation (NED) have received much attention in recent years. Typical fields addressing these topics are information retrieval, natural language processing, and semantic web. This paper addresses two problems with toponym extraction and disambiguation (as a representative example of named entities). First, almost no existing works examine the extraction and disambiguation interdependency. Second, existing disambiguation techniques mostly take as input extracted named entities without considering the uncertainty and imperfection of the extraction process. It is the aim of this paper to investigate both avenues and to show that explicit handling of the uncertainty of annotation has much potential for making both extraction and disambiguation more robust. We conducted experiments with a set of holiday home descriptions with the aim to extract and disambiguate toponyms. We show that the extraction confidence probabilities are useful in enhancing the effectiveness of disambiguation. Reciprocally, retraining the extraction models with information automatically derived from the disambiguation results, improves the extraction models. This mutual reinforcement is shown to even have an effect after several automatic iterations. 1 www.geonames.org
INTRODUCTION
Named entities are atomic elements in text belonging to predefined categories such as the names of persons, organizations, locations, expressions of times, quantities, monetary values, percentages, etc. Named entity extraction (a.k.a. named entity recognition) is a subtask of information extraction that seeks to locate and classify those elements in text. This process has become a basic step of many systems like Information Retrieval (IR), Question Answering (QA), and systems combining these, such as (Habib, 2011) .
One major type of named entities is the toponym. In natural language, toponyms are names used to refer to locations without having to mention the actual geographic coordinates. The process of toponym extraction (a.k.a. toponym recognition) aims to identify location names in natural text. The extraction techniques fall into two categories: rule-based or based on supervised-learning.
Toponym disambiguation (a.k.a. toponym resolution) is the task of determining which real location is referred to by a certain instance of a name. Toponyms, as with named entities in general, are highly ambiguous. For example, according to GeoNames 1 , the toponym "Paris" refers to more than sixty different geographic places around the world besides the capital of France. Figure 1 shows the top ten of the most ambiguous geographic names. It also shows the long tail distribution of toponym ambiguity and the percentage of geographic names with multiple references.
Another source of ambiguousness is that some toponyms are common English words. Table ? ? shows a sample of English-words-like toponyms along with the number of references they have in the GeoNames gazetteer. A general principle in our work is our conviction that Named entity extraction (NEE) and disambiguation (NED) are highly dependent. In previous work 1 reference 54% 4 or more references 29% 12% 2 references 3 references 5% Figure 1 : Toponym ambiguity in GeoNames: top-10, long tail, and reference frequency distribution. (Habib and van Keulen, 2011) , we studied not only the positive and negative effect of the extraction process on the disambiguation process, but also the potential of using the result of disambiguation to improve extraction. We called this potential for mutual improvement, the reinforcement effect (see Figure 2 ).
Toponym Extraction
Direct effect % % Toponym Disambiguation Reinforcement effect d d Figure 2 : The reinforcement effect between the toponym extraction and disambiguation processes.
To examine the reinforcement effect, we conducted experiments on a collection of holiday home descriptions from the Euro-Cottage 2 portal. These descriptions contain general information about the holiday home including its location and its neighborhood (See Figure 4 for an example). As a representative example of toponym extraction and disambiguation, we focused on the task of extracting toponyms from the description and using them to infer the country where the holiday property is located.
In general, we concluded that many of the observed problems are caused by an improper treatment of the inherent ambiguities. Natural language has the innate property that it is multiply interpretable. Therefore, none of the processes in information extraction should be 'all-or-nothing'. In other words, all steps, including entity recognition, should produce possible alternatives with associated likelihoods and dependencies.
In this paper, we focus on this principle. We turned to statistical approaches for toponym extraction. The advantage of statistical techniques for extraction is that they provide alternatives for annota-tions along with confidence probabilities (confidence for short). Instead of discarding these, as is commonly done by selecting the top-most likely candidate, we use them to enrich the knowledge for disambiguation. The probabilities proved to be useful in enhancing the disambiguation process. We believe that there is much potential in making the inherent uncertainty in information extraction explicit in this way. For example, phrases like "Lake Como" and "Como" can be both extracted with different confidence. This restricts the negative effect of differences in naming conventions of the gazetteer on the disambiguation process.
Second, extraction models are inherently imperfect and generate imprecise confidence. We were able to use the disambiguation result to enhance the confidence of true toponyms and reduce the confidence of false positives. This enhancement of extraction improves as a consequence the disambiguation (the aforementioned reinforcement effect). This process can be repeated iteratively, without any human interference, as long as there is improvement in the extraction and disambiguation.
The rest of the paper is organized as follows. Section 2 presents related work on NEE and NED. Section 3 presents a problem analysis and our general approach to iterative improvement of toponym extraction and disambiguation based on uncertain annotations. The adaptations we made to toponym extraction and disambiguation techniques are described in Section 4. In Section 5, we describe the experimental setup, present its results, and discuss some observations and their consequences. Finally, conclusions and future work are presented in Section 6.
RELATED WORK
NEE and NED are two areas of research that are wellcovered in literature. Many approaches were developed for each. NEE research focuses on improving the quality of recognizing entity names in unstructured natural text. NED research focuses on improving the effectiveness of determining the actual entities these names refer to. As mentioned earlier, we focus on toponyms as a subcategory of named entities. Is this section, we briefly survey a few major approaches for toponym extraction and disambiguation.
Named Entity Extraction
NEE is a subtask of Information Extraction (IE) that aims to annotate phrases in text with its entity type such as names (e.g., person, organization or location name), or numeric expressions (e.g., time, date, money or percentage). The term 'named entity recognition (extraction)' was first mentioned in 1996 at the Sixth Message Understanding Conference (MUC-6) (Grishman and Sundheim, 1996) , however the field started much earlier. The vast majority of proposed approaches for NEE fall in two categories: handmade rule-based systems and supervised learningbased systems.
One of the earliest rule-based system is FASTUS (Hobbs et al., 1993) . It is a nondeterministic finite state automaton text understanding system used for IE. In the first stage of its processing, names and other fixed form expressions are recognized by employing specialized microgrammars for short, multiword fixed phrases and proper names. Another approach for NEE is matching against pre-specified gazetteers such as done in LaSIE (Gaizauskas et al., 1995; Humphreys et al., 1998) . It looks for single and multi-word matches in multiple domain-specific full name (locations, organizations, etc.) and keyword lists (company designators, person first names, etc.). It supports hand-coded grammar rules that make use of part of speech tags, semantic tags added in the gazetteer lookup stage, and if necessary the lexical items themselves. The idea behind supervised learning is to discover discriminative features of named entities by applying machine learning on positive and negative examples taken from large collections of annotated texts. The aim is to automatically generate rules that recognize instances of a certain category entity type based on their features. Supervised learning techniques applied in NEE include Hidden Markov Models (HMM) (Zhou and Su, 2002) , Decision Trees (Sekine, 1998) , Maximum Entropy Models (Borthwick et al., 1998) , Support Vector Machines (Isozaki and Kazawa, 2002) , and Conditional Random Fields (CRF) (McCallum and Li, 2003) (Finkel et al., 2005) . Imprecision in information extraction is expected, especially in unstructured text where a lot of noise exists. There is an increasing research interest in more formally handling the uncertainty of the extraction process so that the answers of queries can be associated with correctness indicators. Only recently have information extraction and probabilistic database research been combined for this cause (Gupta, 2006) . Imprecision in information extraction can be represented by associating each extracted field with a probability value. Other methods extend this approach to output multiple possible extractions instead of a single extraction. It is easy to extend probabilistic models like HMM and CRF to return the k highest probability extractions instead of a single most likely one and store them in a probabilistic database (Michelakis et al., 2009) . Managing uncertainty in rule-based approaches is more difficult than in statistical ones. In rule-based systems, each rule is associated with a precision value that indicates the percentage of cases where the action associated with that rule is correct. However, there is little work on maintaining probabilities when the extraction is based on many rules, or when the firings of multiple rules overlap. Within this context, (Michelakis et al., 2009 ) presents a probabilistic framework for managing the uncertainty in rule-based information extraction systems where the uncertainty arises due to the varying precision associated with each rule by producing accurate estimates of probabilities for the extracted annotations. They also capture the interaction between the different rules, as well as the compositional nature of the rules.
Toponym Disambiguation
According to (Wacholder et al., 1997) , there are different kinds of toponym ambiguity. One type is structural ambiguity, where the structure of the tokens forming the name are ambiguous (e.g., is the word "Lake" part of the toponym "Lake Como" or not?). Another type of ambiguity is semantic ambiguity, where the type of the entity being referred to is ambiguous (e.g., is "Paris" a toponym or a girl's name?). A third form of toponym ambiguity is reference ambiguity, where it is unclear to which of several alternatives the toponym actually refers (e.g., does "London" refer to "London, UK" or to "London, Ontario, Canada"?). In this work, we focus on the structural and the reference ambiguities.
Toponym reference disambiguation or resolution is a form of Word Sense Disambiguation (WSD).
According to (Buscaldi and Rosso, 2008) , existing methods for toponym disambiguation can be classified into three categories: (i) map-based: methods that use an explicit representation of places on a map; (ii) knowledge-based: methods that use external knowledge sources such as gazetteers, ontologies, or Wikipedia; and (iii) data-driven or supervised: methods that are based on machine learning techniques. An example of a map-based approach is (Smith and Crane, 2001) , which aggregates all references for all toponyms in the text onto a grid with weights representing the number of times they appear. References with a distance more than two times the standard deviation away from the centroid of the name are discarded.
Knowledge-based approaches are based on the hypothesis that toponyms appearing together in text are related to each other, and that this relation can be extracted from gazetteers and knowledge bases like Wikipedia. Following this hypothesis, (Rauch et al., 2003) used a toponym's local linguistic context to determine the toponym type (e.g., river, mountain, city) and then filtered out irrelevant references by this type. Another example of a knowledge-based approach is (Overell and Ruger, 2006) which uses Wikipedia to generate co-occurrence models for toponym disambiguation.
Supervised learning approaches use machine learning techniques for disambiguation. (Smith and Mann, 2003) trained a naive Bayes classifier on toponyms with disambiguating cues such as "Nashville, Tennessee" or "Springfield, Massachusetts", and tested it on texts without these clues. Similarly, (Martins et al., 2010) used Hidden Markov Models to annotate toponyms and then applied Support Vector Machines to rank possible disambiguations.
In this paper, we chose to use HMM and CRF to build statistical models for extraction. We developed a clustering-based approach for the toponym disambiguation task. This is described in Section 4.
PROBLEM ANALYSIS AND GENERAL APPROACH
The task we focus on is to extract toponyms from Eu-roCottage holiday home descriptions and use them to infer the country where the holiday property is located. We use this country inference task as a representative example of disambiguating extracted toponyms. Our initial results from our previous work, where we developed a set of hand-coded grammar rules to extract toponyms, showed that effectiveness of dis- ambiguation is affected by the effectiveness of extraction. We also proved the feasibility of a reverse influence, namely how the disambiguation result can be used to improve extraction by filtering out terms found to be highly ambiguous during disambiguation. One major problem with the hand-coded grammar rules is its "All-or-nothing" behavior. One can only annotate either "Lake Como" or "Como", but not both. Furthermore, hand-coded rules don't provide extraction confidences which we believe to be useful for the disambiguation process. We therefore propose an entity extraction and disambiguation approach based on uncertain annotations. The general approach illustrated in Figure 3 has the following steps: 1. Prepare training data by manually annotating named entities (in our case toponyms) appearing in a subset of documents of sufficient size. 2. Use the training data to build a statistical extraction model. 3. Apply the extraction model on test data and training data. Note that we explicitly allow uncertain and alternative annotations with probabilities. 4. Match the extracted named entities against one or more gazetteers. 5. Use the toponym entity candidates for the disambiguation process (in our case we try to disambiguate the country of the holiday home descrip-tion). 6. Evaluate the extraction and disambiguation results for the training data and determine a list of highly ambiguous named entities and false positives that affect the disambiguation results. Use them to re-train the extraction model. 7. The steps from 2 to 6 are repeated automatically until there is no improvement any more in either the extraction or the disambiguation. Note that the reason for including the training data in the process, is to be able to determine false positives in the result. From test data one cannot determine a term to be a false positive, but only to be highly ambiguous.
OUR APPROACHES
In this section we illustrate the selected techniques for the extraction and disambiguation processes. We also present our adaptations to enhance the disambiguation by handling uncertainty and the imperfection in the extraction process, and how the extraction and disambiguation processes can reinforce each other iteratively.
Toponym Extraction
For toponym extraction, we trained two statistical named entity extraction modules 3 , one based on Hidden Markov Models (HMM) and one based on Conditional Ramdom Fields (CRF).
HMM Extraction Module
The goal of HMM is to find the optimal tag sequence T = t 1 ,t 2 , ...,t n for a given word sequence W = w 1 , w 2 , ..., w n that maximizes:
where P(W ) is the same for all candidate tag sequences. P(T ) is the probability of the named entity (NE) tag. It can be calculated by Markov assumption which states that the probability of a tag depends only on a fixed number of previous NE tags. Here, in this work, we used n = 4. So, the probability of a NE tag depends on three previous tags, and then we have,
As the relation between a word and its tag depends on the context of the word, the probability of the current word depends on the tag of the previous word and the tag to be assigned to the current word. So P(W |T ) can be calculated as:
The prior probability P(t i |t i−3 ,t i−2 ,t i−1 ) and the likelihood probability P(w i |t i ) can be estimated from training data. The optimal sequence of tags can be efficiently found using the Viterbi dynamic programming algorithm (Viterbi, 1967) .
CRF Extraction Module
HMMs have difficulty with modeling overlapped, non-independent features of the output part-of-speech tag of the word, the surrounding words, and capitalization patterns. Conditional Random Fields (CRF) can model these overlapping, non-independent features (Wallach, 2004) . Here we used a linear chain CRF, the simplest model of CRF.
A linear chain Conditional Random Field defines the conditional probability:
where f is set of m feature functions, λ j is the weight for feature function f j , and the denominator is a normalization factor that ensures the distribution p sums to 1. This normalization factor is called the partition function. The outer summation of the partition function is over the exponentially many possible assignments to t and w. For this reason, computing the partition function is intractable in general, but much work exists on how to approximate it (Sutton and Mc-Callum, 2011) .
The feature functions are the main components of CRF. The general form of a feature function is f j (t i−1 ,t i ,W, i), which looks at tag sequence T , the input sequence W , and the current location in the sequence (i).
We used the following set of features for the previous w i−1 , the current w i , and the next word w i+1 :
• The tag of the word. An example for a feature function which produces a binary value for the current word shape is Capitalized:
The training process involves finding the optimal values for the parameters λ j that maximize the conditional probability P(T | W ). The standard parameter learning approach is to compute the stochastic gradient descent of the log of the objective function:
where the term ∑ m j=1 λ 2 j 2σ 2 is a Gaussian prior on λ to regularize the training. In our experiments we used the prior variance σ 2 =4. The rest of the derivation for the gradient descent of the objective function can be found in (Wallach, 2004) .
Extraction Modes of Operation
We used the extraction models to retrieve sets of annotations in two ways:
• First-Best: In this method, we only consider the first most likely set of annotations that maximizes the probability P(T | W ) for the whole text. This method does not assign a probability for each individual annotation, but only to the whole retrieved set of annotations. • N-Best: This method returns a top-N of possible alternative hypotheses in order of their estimated likelihoods p(t i |w i ). The confidence scores are assumed to be conditional probabilities of the annotation given an input token. A very low cut-off probability is additionally applied as well. In our experiments, we retrieved the top-25 possible annotations for each document with a cut-off probability of 0.1.
Toponym Disambiguation
For the toponym disambiguation task, we only select those toponyms annotated by the extraction models that match a reference in GeoNames. We furthermore use a clustering-based approach to disambiguate to which entity an extracted toponym actually refers.
The Clustering Approach
The clustering approach is an unsupervised disambiguation approach based on the assumption that toponyms appearing in same document are likely to refer to locations close to each other distance-wise. For our holiday home descriptions, it appears quite safe to assume this. For each toponym t i , we have, in general, multiple entity candidates. Let R(t i ) = {r ix ∈ GeoNames gazetteer} be the set of reference candidates for toponym t i . Additionally each reference r ix in GeoNames belongs to a country Country j . By taking one entity candidate for each toponym, we form a cluster. A cluster, hence, is a possible combination of entity candidates, or in other words, one possible entity candidate of the toponyms in the text. In this approach, we consider all possible clusters, compute the average distance between the candidate locations in the cluster, and choose the cluster Cluster min with the lowest average distance. We choose the most often occurring country in Cluster min for disambiguating the country of the document. In effect the abovementioned assumption states that the entities that belong to Cluster min are the true representative entities for the corresponding toponyms as they appeared in the text. Equations 7 through 11 show the steps of the described disambiguation procedure.
Cluster min = arg min 
Handling Uncertainty of Annotations
Equation 11 gives equal weights to all toponyms. The countries of toponyms with a very low extraction confidence probability are treated equally to toponyms with high confidence; both count fully. We can take the uncertainty in the extraction process into account by adapting Equation 11 to include the confidence of the extracted toponyms.
freq(Country j ) = n ∑ i=1 p(t i |w i ) if r ix ∈ Country j 0 otherwise (12) In this way terms which are more likely to be toponyms have a higher contribution in determining the country of the document than less likely ones.
Improving Certainty of Extraction
In the abovementioned improvement, we make use of the extraction confidence to help the disambiguation to be more robust. However, those probabilities are not accurate and reliable all the time. Some extraction models (like HMM in our experiments) retrieve some false positive toponyms with high confidence probabilities. Moreover, some of these false positives have many entity candidates in many countries according to GeoNames (e.g., the term "Bar" refers to 58 different locations in GeoNames in 25 different countries; see Figure 7 ). These false positives affect the disambiguation process. This is where we take advantage of the reinforcement effect. To be more precise, we introduce another class in the extraction model called 'highly ambiguous' and annotate those terms in the training set with this class that (1) are not manually annotated as a toponym already, (2) have a match in GeoNames, and (3) the disambiguation process finds more than τ countries for documents that contain this term, i.e.,
The threshold τ can be experimentally and automatically determined (see Section 5.3). The extraction model is subsequently re-trained and the whole process is repeated without any human interference as long as there is improvement in extraction and disambiguation process for the training set. Observe that terms manually annotated as toponym stay annotated as toponyms. Only terms not manually annotated as toponym but for which the extraction model predicts that they are a toponym anyway, are affected. The intention is that the extraction model learns to avoid prediction of certain terms to be toponyms when they appear to have a confusing effect on the disambiguation.
EXPERIMENTAL RESULTS
In this section, we present the results of experiments with the presented methods of extraction and disambiguation applied to a collection of holiday properties descriptions. The goal of the experiments is to investigate the influence of using annotation confidence on the disambiguation effectiveness. Another goal is to show how to automatically improve the imperfect extraction model using the outcomes of the disambiguation process and subsequently improving the disambiguation also. 
Data Set
The data set we use for our experiments is a collection of traveling agent holiday property descriptions from the EuroCottage portal. The descriptions not only contain information about the property itself and its facilities, but also a description of its location, neighboring cities and opportunities for sightseeing. The data set includes the country of each property which we use to validate our results. Figure 4 shows an example for a holiday property description. The manually annotated toponyms are written in bold.
The data set consists of 1579 property descriptions for which we constructed a ground truth by manually annotating all toponyms. We used the collection in our experiments in two ways:
• Train Test set: We split the data set into a training set and a validation test set with ratio 2 : 1, and used the training set for building the extraction models and finding the highly ambiguous toponyms, and the test set for a validation of ex- bath   shop terrace shower at  house  the  all  in  as  they  here to  table  garage  parking and  oven  air  gallery  each  a  farm traction and disambiguation effectiveness against "new and unseen" data. • All Train set: We used the whole collection as a training and test set for validating the extraction and the disambiguation results.
The reason behind using the All Train set for traing and testing is that the size of the collection is considered small for NLP tasks. We want to show that the results of the Train Test set can be better if there is enough training data.
Experiment 1: Effect of Extraction with Confidence Probabilities
The goal of this experiment is to evaluate the effect of allowing uncertainty in the extracted toponyms on the disambiguation results. Both a HMM and a CRF extraction model were trained and evaluated in the two aforementioned ways. Both modes of operation (First-Best and N-Best) were used for inferring the country of the holiday descriptions as described in Section 4.2. We used the unmodified version of the clustering approach (Equation 11) with the output of First-Best method, while we used the modified version (Equation 12) with the output of N-Best method to make use of the confidence probabilities assigned to the extracted toponyms. Results are shown in Table 2 . It shows the percentage of holiday home descriptions for which the correct country was successfully inferred.
We can clearly see that the N-Best method outperforms the First-Best method for both the HMM and the CRF models. This supports our claim that dealing with alternatives along with their confidences yields better results.
Experiment 2: Effect of Extraction Certainty Enhancement
While examining the results of extraction for both HMM and CRF, we discovered that there were many false positives among the extracted toponyms, i.e., words extracted as a toponym and having a reference in GeoNames, that are in fact not toponyms. Samples of such words are shown in Figures 5(a) and 5(b). These words affect the disambiguation result, if the matching entities in GeoNames belong to many different countries. We applied the proposed technique introduced in Section 4.3 to reinforce the extraction confidence of true toponyms and to reduce them for highly ambiguous false positive ones. We used the N-Best method for extraction and the modified clustering approach for disambiguation. The best threshold τ for annotating terms as highly ambiguous has been experimentally determined (see section 5.3). Table 3 shows the results of the disambiguation process using the manually annotated toponyms. Table 5 show the extraction results using the state of the art Stanford named entity recognition model 4 . Stanford is a NEE system based on CRF model which incorporates long-distance information (Finkel et al., 2005) . It achieves good performance consistently across different domains. Tables 4 and 6 show the effectiveness of the disambiguation and the extraction processes respectively along iterations of refinement. The "No Filtering" rows show the initial results of disambiguation and extraction before any refinements have been done.
We can see an improvement in HMM extraction and disambiguation results. It starts with lower extraction effectiveness than Stanford model but it outperforms after retraining the model. This support our claim that the reinforcement effect can help imperfect extraction models iteratively. Further analysis and discussion shown in Section 5.5. 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  40  42  51  57  58  73  75  140 No Filt. Threshold 
Experiment 3: Optimal cutting threshold
Figures 6(a), 6(b), 6(c) and 6(d) show the effectiveness of the HMM and CRF extraction models at first iteration in terms of Precision, Recall, and F1 measures versus the possible thresholds τ. Note that the graphs need to be read from right to left; a lower threshold means more terms being annotated as highly ambiguous. At the far right, no terms are annotated as such anymore, hence this is equivalent to no filtering. We select the threshold with the highest F1 value. For example, the best threshold value is 3 in figure 6(a). Observe that for HMM, the F1 measure (from right to left) increases, hence a threshold is chosen that improves the extraction effectiveness. It does not do so for CRF, which is prominent cause for the poor improvements we saw earlier for CRF.
Further Analysis and Discussion
For deep analysis of results, we present in Table 7 detailed results for the property description shown in Figure 4 . We have the following observations and thoughts:
• From table 2, we can observe that both HMM and CRF initial models were improved by considering confidence of the extracted toponyms (see Section 5.2). However, for HMM, still many false positives were extracted with high confidence scores in the initial extraction model. • The initial HMM results showed a very high recall rate with a very low precision. In spite of this our approach managed to improve precision significantly through iterations of refinement. The refinement process is based on removing highly ambiguous toponyms resulting in a slight decrease in recall and an increase in precision. In contrast, CRF started with high precision which could not be improved by the refinement process. Apparently, the CRF approach already aims at achieving high precision at the expense of some recall (see Table 6 ).
• In table 6 we can see that the precision of the HMM outperforms the precision of CRF after iterations of refinement. This results in achieving better disambiguation results for the HMM over the CRF (see Table 4 )
• It can be observed that the highest improvement is achieved on the first iteration. This where most of the false positives and highly ambiguous toponyms are detected and filtered out. In the subsequent iterations, only few new highly ambiguous toponyms appeared and were filtered out (see Ta-ble 6 ).
• It can be seen in Table 7 that initially nontoponym phrases like ".-30.09.)" and "IMPOR-TANT" were falsely extracted by HMM. These don't have a GeoNames reference, so were not considered in the disambiguation step, nor in the subsequent re-training. Nevertheless they disappeared from the top-N annotations. The reason for this behavior is that initially the extraction models were trained on annotating for only one type (toponym), whereas in subsequent iterations they were trained on two types (toponym and 'highly ambiguous non-toponym'). Even though the aforementioned phrases were not included in the re-training, their confidences still fell below the 0.1 cut-off threshold after the 1st iteration. Furthermore, after one iteration the top-25 annotations contained 4 toponym and 21 highly ambiguous annotations.
CONCLUSION AND FUTURE WORK
NEE and NED are inherently imperfect processes that moreover depend on each other. The aim of this paper is to examine and make use of this dependency for the purpose of improving the disambiguation by iteratively enhancing the effectiveness of extraction, and vice versa. We call this mutual improvement, the reinforcement effect. Experiments were conducted with a set of holiday home descriptions with the aim to extract and disambiguate toponyms as a representative example of named entities. HMM and CRF statistical approaches were applied for extraction. We compared extraction in two modes, First-Best and N-Best. A clustering approach for disambiguation was applied with the purpose to infer the country of the holiday home from the description. We examined how handling the uncertainty of extraction influences the effectiveness of disambiguation, and reciprocally, how the result of disambiguation can be used to improve the effectiveness of extraction. The extraction models are automatically retrained after discovering highly ambiguous false positives among the extracted toponyms. This iterative process improves the precision of the extraction. We argue that our approach that is based on uncertain annotation has much potential for making information extraction more robust against ambiguous situations and allowing it to gradually learn. We provide insight into how and why the approach works by means of an in-depth analysis of what happens to individual cases during the process.
We claim that this approach can be adapted to suit any kind of named entities. It is just required to develop a mechanism to find highly ambiguous false positives among the extracted named entities. Coherency measures can be used to find highly ambiguous named entities. For future research, we plan to apply and enhance our approach for other types of named entities and other domains. Furthermore, the approach appears to be fully language independent, therefore we like to prove that this is the case and investigate its effect on texts in multiple and mixed languages. Table 7 : Deep analysis for the extraction process of the property shown in Figure 4 (∈: present in GeoNames; #refs: number of references; #ctrs: number of countries). 
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