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Abstract
For any proper polynomial map f : Ck −→ Ck define the
function α as
α(z) := lim sup
n→∞
log+ log+ |fn(z)|
n
where log+ := max(log, 0).
Let f = (P1, . . . , Pk) be a proper polynomial map. We define a
notion of s-regularity using the extension of f to Pk. When f is
(maximally) regular we show that the function α is l.s.c and takes
only finitely many values: 0 and d1, . . ., dk, where di := degPi.
We then describe dynamically the sets {α ≤ di}. If di > 1, this
allows us to construct the equilibrium measure µ associated to f
as a generalized intersection of positive currents. We then gives
an estimate of the Hausdorff dimension of µ. This is a special
case of our results. We extend the approach to the larger class of
(pi, s)-regular maps. This gives an understanding of the biggest
values of α. The results can be applied to construct dynamically
interesting measures for automorphisms.
1 Introduction
Soit f = (P1, . . . , Pk) une application polynomiale propre de C
k dans
Ck. Quitte a` conjuguer f par une permutation des coordonne´es on peut
supposer que degP1 ≥ · · · ≥ degPk. De´finissons des entiers li ve´rifiant
1 = l0 < l1 < · · · < lm = k + 1 tels que les composantes de
f(i) := P(i) = (Pli−1, . . . , Pli−1)
1
soient de meˆme degre´ di avec d1 > d2 > · · · > dm. Notons P
+
(i) la partie
homoge`ne de plus haut degre´ de P(i). Notons e´galement f l’extension de
f comme application me´romorphe a` Pk dont [z1 : · · · : zk : t] sont les
coordonne´es homoge`nes.
Pour tout z ∈ Ck de´finissons la constante α(z) ≥ 0 par
α(z) := lim sup
n→∞
log+ log+ |fn(z)|
n
ou` log+ := max(log, 0).
En ge´ne´ral, α prend une infinite´ de valeurs. Lorsque α(z) > 1, α(z)
repre´sente la vitesse d’e´chapement de fn(z) vers l’infini. Lorsque f se
prolonge holomorphiquement a` l’infini dans Pk, auquel cas m = 1 et
{P+(1) = 0} est re´duit a` l’origine, la fonction α ne prend que deux valeurs
0 et d1. Pour les applications re´gulie`res que nous introduisons, nous
montrons que α est s.c.i. et ne prend que les valeur d1, . . ., dm, 0.
On introduit des fonctions de Green partielles sur les ferme´s Ki :=
{α ≤ di} par
Gi(z) := lim
n→0
log+ |fn(z)|
dni
.
On montre que si i < m ou si i = m et dm > 1, la fonction Gi est
continue sur Ki. Lorsque dm > 1, on obtient la mesure d’e´quilibre µ
comme produit d’intersection ge´ne´ralise´ de courants positifs de´finis a`
l’aide des fonctions Gi. L’e´tude des fonctions Gi permet d’obtenir une
estimation de la dimension de Hausdorff de µ.
Lorsque f se prolonge holomorphiquement a` l’infini et d1 > 1 on a
m = 1. La fonction G = lim d−n1 log
+ |fn| est de´finie partout et µ =
(ddcG)k.
Nous renvoyons en particulier a` [4, 6, 8, 19, 13] pour divers aspects de
la dynamique de ces applications. Lorsque f est re´gulie`re et dm > 1, f est
a` allure polynomiale au sens de [6] et la mesure µ que nous construisons
ici est la meˆme que dans [6] (voir le paragraphe 4).
Nous nous inte´ressons dans cet article a` des classes plus ge´ne´rales que
les applications re´gulie`res a` savoir les applications s-re´gulie`res et (π, s)-
re´gulie`res. Pour de´crire ces classes introduisons quelques notations.
z(i) := (zli−1 , . . . , zli−1) z
d
(i) := (z
d
li−1
, . . . , zdli−1)
z(<i) := (z(1), . . . , z(i−1)) z(≤i) := (z(1), . . . , z(i))
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z(>i) := (z(i+1), . . . , z(m)) z(≥i) := (z(i), . . . , z(m))
|z|(i) := |z(i)| etc.
On dira que g et h sont comparables quand z → X et on notera g(z) ∼
h(z) s’il existe des constantes 0 < c < c′ telles que cg(z) ≤ h(z) ≤ c′g(z)
pour z suffisamment proche de X . On dira que g et h sont e´quivalents
quand z → X et on note g(z) ≃ h(z) si g(z)/h(z) tend vers 1 quand
z → X .
On identifie Ck a` Pk \ {t = 0} et pour toute application polynomiale
Q : Ck −→ Cn, {Q = 0} de´signe le sous ensemble alge´brique de Pk
adhe´rence de Q−1(0).
Posons I0 := {t = 0} et X0 := ∅. Pour tout 1 ≤ i ≤ m, posons
Ii := Ii−1 ∩
{
P+(i) = 0
}
et
Xi := Ii−1 ∩
{
z(>i) = 0
}
.
On dira que f est s-re´gulier si Ii ∩Xi = ∅ pour tout 1 ≤ i ≤ s et que f
est re´gulier s’il est m-re´gulier. Si f est s-re´gulier, d’apre`s le the´ore`me de
Be´zout, on a ne´cessairement dimXi = li− li−1−1 et dim Ii = k− li pour
tout 1 ≤ i ≤ s. L’ensemble Xi apparaˆıt comme l’image de Ii−1 \ Ii par
une restriction convenable de f a` Ii−1. L’ensemble Ii apparaˆıt comme
l’ensemble d’inde´termination de cette restriction de f a` Ii−1.
Si f est 1-re´gulier, on a I1∩X1 = ∅. En particulier, f est alge´briquement
stable [8, 19], c.-a`-d. qu’aucune hypersurface n’est envoye´e par un ite´re´
de f , dans I1. Il en re´sulte que le degre´ alge´brique de f
n est e´gal a` dn1 .
On peut alors de´finir la fonction de Green G1 par
G1(z) := lim
n→∞
log+ |fn(z)|
dn1
.
C’est une fonction p.s.h. sur Ck. Elle de´finit un courant positif ferme´
T1 := dd
cG1 qui se prolonge a` P
k carG1(z)−log
+ |z| est borne´e supe´rieurement.
D’apre`s la proposition 5.3, ce courant ne charge pas les ensembles pluripo-
laires de Pk \ I1 car il admet localement un potentiel borne´ en tout point
de Pk \ I1. Il ne peut non plus charger I1 car I1 est de codimension au
moins 2 dans Pk.
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De fac¸on ge´ne´rale, on pose G0 := 0, K0 = C
k et lorsque les expressions
suivantes ont un sens, on pose
Gi,n(z) :=
log+ |fn(z)|
dni
Gi(z) := lim
n→∞
Gi,n(z).
On de´finit
Ui :=
{
z ∈ Ck, fn(z) tend vers Xi
}
et
Ki := Ki−1 \ Ui
pour tout 1 ≤ i ≤ m.
Si f est s-re´gulier et 1 ≤ i ≤ s, nous montrons que pour z ∈ Ui,
α(z) = di et on pre´cise la dynamique de f dans Ui et son comple´mentaire.
Pre´cisons cela.
Si f est 1-re´gulier, U1 est le bassin de X1. On ve´rifiera que U1, K1 sont
invariants par f et f−1, K1 ⊂ K1∪I1, X1∩I1 = ∅ et dim I1 = k− l1 ou` I1
est l’ensemble d’inde´termination de f . La fonction de Green G1 pre´cise
l’e´chapement vers l’infini. On montrera que G1 est continue, positive,
nulle exactement sur K1 et a` croissance logarithmique a` l’infini. Elle est
de plus invariante par f : G1 ◦ f = d1G1. Pour tout 1 ≤ j ≤ l1 − 1, le
courant Tj := (dd
cG1)
j est positif, ferme´, de bidegre´ (j, j), invariant par
f et ne charge pas les ensembles pluripolaires. Le courant Tl1−1 est porte´
par K1.
Il s’agit maintenant d’analyser la dynamique de la restriction de f a`
K1. Supposons que f est 2-re´gulier. Le sous ensemble analytique X2 de
I1 est attirant; il est de dimension l2 − l1 − 1. Si z appartient a` un petit
voisinage V2 de X2 dans K1 ∪ I1, on a
c−1|z|d2 ≤ |f(z)| ≤ c|z|d2
ou` c > 0 est une constante. Le bassin U2 est e´gal a`
⋃
n≥0 f
−n(V2); son
comple´mentaire K2 ve´rifie K2 ⊂ K2 ∪ I2. Rappelons que I2 ⊂ I1 est un
sous-ensemble analytique de dimension k − l2 ve´rifiant X2 ∩ I2 = ∅. La
deuxie`me fonction de Green G2(z) est finie et continue, positive sur K1,
elle est e´gale a` +∞ sur U1, nulle exactement sur K2. Sur K1, elle a une
croissance logarithmique a` l’infini. On a la relation invariante G2 ◦ f =
4
d2G2. Pour tout l1 ≤ j ≤ l2 − 1, le courant Tj := (dd
cG2)
j−l1+1 ∧ Tl1−1
est positif, ferme´, de bidegre´ (j, j), invariant par f et ne charge pas les
ensembles pluripolaires. Le courant Tl2−1 est porte´ par K2.
Suivant l’ordre s de la re´gularite´, la construction peut se poursuivre.
Lorsque s = m, on trouver les applications re´gulie`res. Au paragraphe 2,
nous explicitons le cas des applications s-re´gulie`res. Au paragraphe 3,
nous e´tendons la the´orie aux applications (π, s)-re´gulie`res et nous don-
nons une estimation de la dimension de Hausdorff de µ. Au paragraphe 4,
nous re´sumons d’autres proprie´te´s dynamiques des applications re´gulie`res
et π-re´gulie`res. Observons que lorsqu’on fixe d1 > d2 > · · · > dm,
dans l’espace de parame`tres, les familles d’applications re´gulie`res et semi-
re´gulie`res sont des ouverts Zariski denses. Nous avons rassemble´ dans un
appendice les proprie´te´s des fonctions p.s.h. par rapport a` un courant
positif ferme´, que nous utilisons.
Dans [12], on trouve de´ja` la de´finition de fonctions de Green partielles
pour certaines automorphismes de Ck et pour des endomorphismes de C2
dans [7]. On trouve e´galement dans [12, 11] une notion de faible re´gularite´
voisine de la 1-re´gularite´. L’inte´reˆt de notre approche ici est que nous
de´duisons les estimations ne´cessaires a` la construction des fonctions de
Green partielles d’hypothe`ses ge´ome´triques faciles a` ve´rifier. Nous don-
nons en particulier (proposition 3.1) une caracte´risations des applica-
tions f (π, s)-re´gulie`res de C2 en termes des polygoˆnes de Newton des
composantes de f . Notre construction permet d’obtenir des mesures
invariantes inte´ressantes dans le cas des automorphismes polynomiaux
(remarque 3.9).
2 Endomorphismes re´guliers
Dans la suite, notons dt le degre´ topologique de f , c.-a`-d. le nombre
de pre´images d’un point z ∈ Ck compte´es avec multiplicite´. Le degre´
topologique ne de´pend pas du point z. Notons K l’ensemble des points
d’orbite borne´e. L’exposant de Lojasiewicz de fn sera note´ λn. C’est la
meilleure constante positive ve´rifiant |fn(z)| ≥ c|z|λn pour z assez grand
ou` c > 0 est une constante. Cette constante λn existe toujours [18]. La
suite (λ
1/n
n ) de´croit vers une constante λ∞ que nous appelons l’exposant
de Lojasiewicz asymptotique de f . On a le the´ore`me suivant:
The´ore`me 2.1 Soit f : Ck −→ Ck un endomorphisme polynomial pro-
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pre s-re´gulier. On suppose que 1 ≤ s ≤ m − 1 ou bien que s = m et
dm ≥ 2. Alors pour tout 1 ≤ i ≤ s, il existe une suite de nombres re´els
positifs (ci,n) → 0 telle que la suite de fonctions Gi,n + ci,n de´croit sur
Ki−1 vers une fonction Gi continue, invariante: Gi ◦ f = diGi. De plus,
la fonction Gi(z)− log
+ |z| est continue sur Ki−1 \ Ii et
Ki−1 =
{
z ∈ Ck, Gi(z) <∞
}
=
{
z ∈ Ck, il existe c > 0, tel que |fn(z)| ≤ cd
n
i max
(
|z|d
n
i , 1
)}
Ki =
{
z ∈ Ck, Gi(z) = 0
}
et Ki ⊂ Ki ∪ Ii. En particulier, si f est re´gulier avec dm ≥ 2, on a
λ1 = λ∞ = dm, dt = (dm)
lm−lm−1 . . . (d1)
l1−l0 et Km = K.
On montre le the´ore`me par re´currence. Supposons que le the´ore`me
et les lemmes suivants soient vrais jusqu’au rang i − 1 avec 2 ≤ i ≤ s.
Ve´rifions les au rang i. La preuve est aussi valable pour le rang 1 (voir
e´galement [12]).
Lemme 2.2 1. Si z ∈ Ki−1 et z → Xi, on a |f(i)(z)| ∼ |z|
di, |f(>i)(z)| =
o(|z|)di et |f(z)| ∼ |z|di.
2. Ui est un ouvert de Ki−1, Ki est un ferme´ de Ki−1 et Ki ⊂ Ki ∪ Ii.
Preuve— 1. Puisque f est i-re´gulier, P+(i) ne s’annulle pas sur Xi. Par
conse´quent, quand z → Xi, on a |f(i)(z)| ∼ |z|
di . Puisque deg f(>i) < di,
on a |f(>i)(z)| = o(|z|
di) quand z → Xi.
On sait par hypothe`se de re´currence que Ki−1 ⊂ Ki−1 ∪ Ii−1 et que
Ki−1 est invariant par f . Par de´finition, Xi = Ii−1 ∩ {z(>i) = 0}. On en
de´duit que si z ∈ Ki−1 et z → Xi, on a f(z)→ Xi. D’autre part, f e´tant
i-re´gulier, on a
Ii−1 ∩
{
z(≥i) = 0
}
= Ii−1 ∩Xi−1 = ∅.
Ceci implique en utilisant l’hypothe`se de re´currence que lorsque f(z)→
Ii−1, on a |f(z)| ∼ |f(≥i)(z)|. Par conse´quent, si z ∈ Ki−1 et z → Xi on
a |f(z)| ∼ |z|di . Observons que c’est f(≥i) qui domine sur Ki−1 meˆme si
f(1) par exemple a des termes de degre´ plus e´leve´.
2. D’apre`s la partie 1, puisque di ≥ 2, on peut trouver un voisinage
assez petit V de Xi tel que f(Ki−1∩V ) ⊂ V . Comme Ki−1 est invariant,
pour tout z ∈ V , on a fn(z)→ Xi. Par conse´quent, Ki−1 ∩ V ⊂ Ui. Par
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de´finition de Ui, on a Ui =
⋃
n≥0 f
−n(Ki−1 ∩ V ). Ceci implique que Ui
est un ouvert de Ki−1 et donc Ki = Ki−1 \ Ui est un ferme´ de Ki−1. Il
reste a` montrer que Ki ⊂ Ki ∪ Ii.
Soit a ∈ Ii−1 \ Ii et soit z ∈ Ki−1 tendant vers a. On a f(z) ∈ Ki−1
car Ki−1 est invariant. Puisque a 6∈ Ii, on a |f(i)(z)| ∼ |z|
di . D’autre part,
|f(>i)(z)| = o(|z|
di) car deg f(>i) < di. Par conse´quent, f(z) tend vers Xi
quand z → a. On conclut que si z est assez proche de a, f(z) appartient
a` Ui et donc z appartient a` Ui. Ceci implique que Ki ⊂ Ki ∪ Ii.

Fin de la de´monstration du the´ore`me 2.1– Montrons d’abord l’existence
de la suite (ci). D’apre`s le lemme 2.2, il existe une constante c > 0 telle
que pour tout z ∈ Ki−1 on ait
|f(z)| ≤ cmax
(
|z|di , 1
)
.
Donc
|fn(z)| ≤ cmax
(
|fn−1(z)|di , 1
)
et
Gi,n(z) ≤
log c
dni
+Gi,n−1(z).
Posons
ci,n := −
∑
m≥n+1
log c
dmi
.
Il est clair que ci,n → 0 et que la suite Gi,n(z) + ci,n est de´croissante.
Comme les Gi,n(z) sont positives, la limite Gi(z) existe et est positive.
Montrons les assertions sur les ensembles Ki−1 et Ki. Soit z 6∈ Ki−1.
Il existe 1 ≤ j ≤ i− 1 tel que z ∈ Uj. D’apre`s le lemme 2.2, il existe un
c > 0 telle que pour n assez grand |fn(z)| ≥ c|z|d
n
j . Comme dj > di, on
a Gi(z) = +∞. On obtient donc
Ki−1 =
{
z ∈ Ck, Gi(z) <∞
}
.
Soit z ∈ Ki. Puisque Ki est invariant, f(z) ∈ Ki. D’apre`s le lemme
2.2, on a Ki ⊂ Ki ∪ Ii. Le fait que Ii ∩ {z(>i) = 0} = ∅ implique qu’il
existe c′ ≥ 1 inde´pendant de z telle que
|f(z)| ≤ c′max
(
|f(>i)(z)|, 1
)
.
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Comme deg f(>i) = di+1, il existe une constante c
′′ > 0 telle que
|f(>i)(z)| ≤ c
′′max
(
|z|di+1 , 1
)
.
On en de´duit que pour une certaine constante c > 0 on a
|f(z)| ≤ cmax
(
|z|di+1 , 1
)
.
Le fait que di+1 < di implique que Gi(z) = 0. On a Ki ⊂ {z ∈
Ck, Gi(z) = 0}. D’apre`s le lemme 2.2, Gi est strictement positive au
voisinage de Xi. La relation Gi ◦ f = diGi implique que Gi est stricte-
ment positive sur Ui. On a donc Ki ⊃ {z ∈ C
k, Gi(z) = 0}.
Montrons que Gi est continue et strictement positive sur Ui. D’apre`s
le lemme 2.2, il suffit de le montrer pour z ∈ V ∩Ki−1 ou` V ⊂ P
k est un
voisinage assez petit de Xi. La positivite´ est claire. La continuite´ re´sulte
de l’ine´galite´:
|Gi,n(z)−Gi,n−1(z)| ≤
max(log c,− log c′)
dni
ou` 0 < c′ < c sont des constantes telles que c′|z|di ≤ |f(z)| ≤ c|z|di sur
V ∩ Ki.
Ve´rifions la continuite´ de Gi(z)−log
+ |z| dans Ui∪Ii−1\Ii. Il suffit de
le prouver pour z ∈ V . Ceci est une conse´quence de l’ine´galite´ pre´ce´dente
et de l’e´galite´ Gi,0(z) = log
+ |z|.
Comme Gi est limite de´croissante d’une suite de fonctions continues,
elle est semi-continue supe´rieurement sur Ki−1. Le fait qu’elle soit con-
tinue, positive sur Ui et nulle sur Ki implique qu’elle est continue sur
Ki−1 = Ui ∪ Ki.
Dans la suite, on suppose que f est re´gulier et dm ≥ 2. On a Xm =
Im−1 6= ∅. Donc Im = ∅. Ceci entraˆıne que
{
P+(1) = · · · = P
+
(m) = 0
}
= {z = 0}.
Rappelons que λn et λ∞ sont les exposants de Lojasiewicz de f
n et
l’exposant de Lojasiewicz asymptotique de f . D’apre`s le lemme 2.2, on a
λn ≤ d
n
m. Montrons que λ1 ≥ dm et dt = d avec d := (d1)
l1−l0 . . . (dm)
lm−lm−1 .
Posons Π : Ck −→ Ck avec Π(z) :=
(
z
d/d1
(1) , . . . , z
d/dm
(m)
)
. C’est une appli-
cation propre de degre´ alge´brique d/dm et de degre´ topologique d
k−1.
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L’application Π ◦ f est de degre´ alge´brique d et se prolonge holomor-
phiquement a` l’infini car
{
P+(1) = · · · = P
+
(m) = 0
}
= {z = 0}.
On en de´duit qu’elle est propre. Son exposant de Lojasiewicz est e´gal
a` d et son degre´ topologique est e´gal a` dk. Par suite, l’exposant de
Lojasiewicz de f est minore´ par d/(d/dm) = dm et le degre´ topologique
de f est e´gal a` dk/dk−1 = d. On de´duit aussi que λn ≥ d
n
m et donc
λ1 = λ∞ = dm.
Puisque Im = ∅, l’ensemble Km est compact. Il est donc e´gal a`
l’ensemble des points d’orbite borne´e K.

The´ore`me 2.3 Soit f : Ck −→ Ck comme au the´ore`me 2.1. Alors pour
tout 1 ≤ r ≤ s et lr−1 ≤ j < lr, on peut de´finir le courant Tj de bidegre´
(j, j) de Pk par
Tj := (dd
cGr)
j−lr−1+1 ∧ (ddcGr−1)
lr−1−lr−2 ∧ . . . ∧ (ddcG1)
l1−l0.
C’est un courant positif, ferme´, de masse 1, porte´ par Kr−1. Il ne charge
pas les ensembles pluripolaires et on a
f ∗Tj = (dr)
j−lr−1+1(dr−1)
lr−1−lr−2 . . . (d1)
l1−l0Tj .
De plus, le courant Tlr−1 est porte´ par Kr.
Preuve— D’apre`s le the´ore`me 2.1, le lemme 2.2 et l’appendice, le courant
Tj est bien de´fini, positif, ferme´ dans P
k \ Ir. Comme f est s-re´gulier, on
a
dim Ir = k − lr < k − j.
Montrons par re´currence sur j que Tj est de masse 1. Supposons
que c’est le cas pour Tj−1. Posons ϕM(z) := sup(Gr(z), log
+ |z| − M)
et SM := dd
cϕM ∧ Tj−1. La suite ϕM de´croit vers Gr sur le support
de Tj−1. D’apre`s le lemme 2.2 et la proposition 5.2, limSM = Tj dans
Pk \ Ir. D’apre`s la proposition 5.4, la masse de SM dans P
k est e´gale a`
1. Soit S une valeur adhe´rente de (SM) dans P
k. Alors Tj est e´gal a` S
dans Pk \ Ir. Comme dim Ir = k − lr < k − j, les courants S et Tj ne
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chargent pas Ir. On en de´duit que Tj = S et donc Tj est de masse 1.
Le the´ore`me de Skoda [20] entraˆıne que Tj , qui est de bidegre´ (j, j), se
prolonge en courant invariant, positif et ferme´ dans Pk qui ne charge pas
Ir. D’apre`s la proposition 5.3, il ne charge pas les ensembles pluripolaires
car la fonction Gr est Tj−1-p.s.h pour tout r ≥ 2 et tout lr−1 ≤ j < lr.
Pour montrer que Tj est porte´ par Kr−1, on peut supposer que r ≥
2. Il suffit de ve´rifier que Tlr−1−1 est porte´ par Kr−1. On le fait par
re´currence. Supposons que c’est vrai au rang r − 1. On a
Tlr−1 = (dd
cGr)
lr−lr−1 ∧ Tlr−1−1.
Dans Ur, on a Gr = lim d
−n
lr−1
log |fn(r)|. D’apre`s la proposition 5.2, puisque(
ddc log |f
(n)
(r) |
)lr−lr−1 ∧ Tlr−1−1 = 0, on a (ddcGr)lr−lr−1 ∧Tlr−1−1 = 0 dans
Ur. On en de´duit que Tlr−1 est porte´ par Kr.
L’application f e´tant ouverte et a` fibres finies, f ∗ ope`re continuˆment
sur les courants [16] et commute avec ddc, ce qui permet d’obtenir l’e´quation
ve´rifie´e par f ∗Tj.

3 Endomorphismes semi-re´guliers
On se propose d’e´tudier d’une manie`re analogue la famille des endomor-
phismes semi-re´guliers ou (π, s)-re´guliers. Soient 1 ≤ p1 ≤ · · · ≤ pm des
entiers naturels. Soit π : Ck −→ Ck l’application de´finie par π(z) :=(
π(1), . . . , π(m)
)
ou` π(i) : C
li−li−1 −→ Cli−li−1 est une application polyno-
miale de degre´ pi en z(i) qui se prolonge en une application holomorphe
de Pli−lj dans Pli−lj . Il est clair que |π(i)(z(i))| ∼ |z(i)|
pi quand z(i) tend
vers l’infini. On dira qu’une telle application π est scinde´e.
Soit f = (P1, . . . , Pk) =
(
P(1), . . . , P(m)
)
un endomorphisme polyno-
mial ouvert ve´rifiant degP(i) ≥ degP(i+1). Contrairement a` l’application
π, les degre´s des fonctions coordonne´es de f sont dans l’ordre de´croissant.
On dit que f est (π, s)-re´gulier (resp. π-re´gulier) si l’endomorphisme f ◦π
est s-re´gulier (resp. re´gulier) ou` les nombres 1 = l0 < l1 < · · · < lm =
k+1 utilise´s dans la de´finition des applications re´gulie`res sont les meˆmes
que ci-dessus.
Observons que si f est (π, 1)-re´gulier, il est 1-re´gulier donc alge´briquement
stable. Si on pose π+ :=
(
π+(1), . . . , π
+
(m)
)
ou` π+(i) est la partie homoge`ne
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de plus haut degre´ de π(i), alors f est (π, s)-re´gulier si et seulement s’il
est (π+, s)-re´gulier. Soit π1 une application homoge`ne scinde´e. Si f est
(π ◦ π1, s)-re´gulier, alors il est (π, s)-re´gulier.
Il est facile de ve´rifier si un endormorphisme est re´gulier. Dans la
suite, nous donnons, pour le cas de dimension 2, un crite`re simple pour
savoir si un endomorphisme polynomial est semi-re´gulier. L’ide´e utilise´e
dans la suite montre aussi que dans le cas de dimension supe´rieure a` 2,
on “devine” facilement l’application π lorsque f est semi-re´gulier.
Conside´rons dans C2 l’endomorphisme f(z1, z2) := (P1, P2) avec d1 :=
degP1 > d2 := deg P2 ≥ 1. Cet endomorphisme se prolonge en applica-
tion me´romorphe de P2 dans P2. L’ensemble d’inde´termination de f est
de´fini par I1 := {P
+
1 = t = 0} ou` P
+
i est la partie homoge`ne de plus haut
degre´ de Pi. On a
X1 := {t = 0} ∩ {z(>1) = 0} = f({t = 0} \ I1) = [1 : 0 : 0].
L’endomorphisme f est (π, 1)-re´gulier pour une application scinde´e π,
s’il est 1-re´gulier. Dans le cadre conside´re´, cela e´quivaut a` dire qu’il est
alge´briquement stable, c.-a`-d. X1 ∩ I1 = ∅. Autrement dit, le coefficient
de zd11 dans P1 est non nul.
Dans la suite, on suppose que f est alge´briquement stable. Notons
Σi ⊂ N
2 ⊂ R2 l’ensemble des couples (m,n) tels que le coefficient de
zm1 z
n
2 dans Pi soit non nul. Puisque deg P2 < degP1 = d1, les Σi se
trouvent au dessous de la droite m + n = d1. L’endomorphisme f e´tant
alge´briquement stable, (d1, 0) ∈ Σ1. Soit D une droite dans N
2. On note
PDi la somme des termes z
m
1 z
n
2 dans Pi avec (m,n) ∈ D. Si D est de´finie
par l’e´quation pm + qn + r = 0, on dira que −p/q est la pente de cette
droite.
On note D1 la droite ve´rifiant les proprie´te´s suivantes:
1. D1 passe par (d1, 0) et au moins un autre point de Σ1 ∪ Σ2.
2. L’ensemble Σ1 ∪ Σ2 est au dessous de D1.
La droite D1 est celle de pente maximale, passant par (d1, 0) et ve´rifiant
la condition 2. Cette pente est comprise entre −1 et 0. Notons D2 la
droite paralle`le a` D1 et ve´rifiant:
1. D2 passe par au moins un point de Σ2.
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2. L’ensemble Σ2 est au dessous de D2.
Il est clair que D2 est au dessous de D1. On a la proposition suivante:
Proposition 3.1 Soit f un endomorphisme de C2 alge´briquement stable
comme ci-dessus. Alors f est semi-re´gulier si et seulement si la pente
de D1 est non nulle et l’ensemble
{
z ∈ C2, PD11 (z) = P
D2
2 (z) = 0
}
est
re´duit a` {0}. Dans ce cas, si la pente de D1 est e´gale a` −p1/p2 avec
p1 ∈ N
∗ et p2 ∈ N
∗, f est π-re´gulier pour π(z) := (zp11 , z
p2
2 ).
Preuve— Supposons que
{
z ∈ C2, PD11 (z) = P
D2
2 (z) = 0
}
= {0}.
Puisque Σ1 ∪ Σ2 est au dessous de la droite de pente −1 passant par
(d1, 0), la pente de D1 est plus grande ou e´gale a` −1. Soit −p1/p2
la pente de D1 ou` p1 et p2 sont des entiers positifs. On a p1 ≤ p2.
Posons π(z) := (zp11 , z
p2
2 ). On a P
π+
i = P
Di
i ◦ π. On en de´duit que{
z ∈ C2, P π+1 (z) = P
π+
2 (z) = 0
}
= {0}. Comme D2 est au dessous de
D1, on a deg P
π+
1 ≥ degP
π+
2 . On a montre´ que f ◦ π est re´gulier. Donc
f est π-re´gulier.
Supposons maintenant que f est π-re´gulier avec π(z) = (zp11 , z
p2
2 ) et
p1 ≤ p2. On note D
′
i la droite de pente −p1/p2 telle que
1. D′i passe par au moins un point de Σi.
2. Σi est au dessous de D
′
i.
On a P π+i = P
D′i
i ◦ π et donc
{
z ∈ C2, P
D′1
1 (z) = P
D′2
2 (z) = 0
}
= {0}.
Puisque deg P π+1 ≥ degP
π+
2 , la droite D
′
2 et l’ensemble Σ1 ∪ Σ2 sont au
dessous de D′1.
Comme f ◦π est re´gulier, P π+1 ne s’annulle pas enX1. Par conse´quent,
P
D′1
1 contient un monoˆme en z1 et donc D
′
1 passe par (d1, 0). On en de´duit
que la pente de D′1 est plus petite que celle de D1. Si la pente de D
′
1 est
e´gale a` celle de D1, alors D
′
i = Di, donc{
z ∈ C2, PDi1 (z) = P
Di
2 (z) = 0
}
= {0}.
Il reste a` conside´rer le cas ou` la pente de D′1 est strictement plus
petite que celle de D1. Dans ce cas, D
′
1 ne passe par aucun point de Σ1
sauf le point (d1, 0). Par conse´quent, P
D′1
1 est un monoˆme en z1. Ceci
implique que P
D′
2
2 contient un monoˆme en z2 et donc D
′
2 passe par un
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point (0, d). Comme la pente D2 est strictement plus grande que celle de
D′2, par de´finition, D2 ne passe par aucun point de Σ2 sauf le point (0, d).
On conclut que PD22 est un monoˆme en z2. Le fait que P
D1
1 contient un
monoˆme en z1 implique que
{
z ∈ C2, PD11 (z) = P
D2
2 (z) = 0
}
= {0}.

La proposition 3.1 permet de ve´rifier facilement dans le cas de dimen-
sion 2 si un endomorphisme est semi-re´gulier. Donnons des exemples.
Exemple 3.2 Conside´rons les endomorphismes
f(z) := (z61 − z
4
2 , z
3
1 − 2z
2
2 + z2) et g(z) := (z
6
1 − z
4
2 , z
3
1 − z
2
2 + z2).
Dans les deux cas, on a D1 = {2m+ 3n = 12} et D2 = {2m+ 3n = 6}.
Dans le premier cas, on a PD11 (z) = z
6
1 − z
4
2 et P
D1
2 (z) = z
3
1 − 2z
2
2 ; la
condition de la proposition 3.1 est ve´rifie´e. Dans le second cas, on a
PD11 (z) = z
6
1 − z
4
2 et P
D1
2 (z) = z
3
1 − z
2
2 ; la condition de la proposition
3.1 n’est pas ve´rifie´e. L’endomorphisme f est π-re´gulier pour π(z) :=
(z21 , z
3
2). L’endomorphisme g n’est pas semi-re´gulier. Puisque f est 1-
re´gulier, on peut de´finir X1 = [1 : 0 : 0], I1 = [0 : 1 : 0], U1 le bassin de
X1 et K1 = C
2 \ U1 ve´rifiant K1 = K1 ∪ I1. Si z ∈ K1 tend vers I1, f(z)
tend aussi vers I1. Par conse´quent, sa deuxie`me coordonne´e domine la
premie`re; on a z61 − z
4
2 = o(z
3
1 − 2z
2
2 + z2). On en de´duit que z
6
1 ≃ z
4
2 et
donc z31 ≃ z
2
2 ou z
3
1 ≃ −z
2
2 . Cela entraˆıne que la deuxie`me composante
de f(z) ve´rifie |z31 − 2z
2
2 + z2| ∼ |z2|
2 ∼ |z|2. Cette dernie`re relation
permet de de´finire la deuxie`me fonction de Green comme dans le cas des
applications re´gulie`res.
Etudions maintenant la dynamique d’une application (π, s)-re´gulie`re
f ge´ne´rale. On pose P π(i) := f(i) ◦ π et on note P
π+
(i) sa partie homoge`ne
de plus haut degre´ dπi . Soient Pˇ(i) les polynoˆmes constitue´s par certains
monoˆmes de P(i) avec les meˆmes coefficients et ve´rifiant la relation P
π+
(i) =
Pˇ(i) ◦ π
+. Cette dernie`re relation n’assure pas l’unicite´ de Pˇ(i). On garde
les meˆmes coefficients pour l’assurer. Notons Pˇ+(i) la partie homoge`ne de
degre´ αi := d
π
i /pi de Pˇ(i). En particulier, si αi n’est pas entier, on a
Pˇ+(i) = 0.
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Posons I0 = {t = 0}, X0 = ∅. Nous allons de´finir d’une manie`re
analogue au cas s-re´gulier, les autres ensembles Xi et Ii. Lorsque Ii−1
est de´fini, on pose toujours Xi := Ii−1 ∩ {z(>i) = 0}. En particulier,
on a X1 = {t = 0} ∩ {z(>1) = 0}. Il reste a` de´finir les ensembles Ii.
Les notations e´tant assez complique´es, nous expliquons d’abord des cas
simples. Si p1 = · · · = pm, l’application f est s-re´gulie`re; les ensembles
Xi et Ii sont de´finis exactement de la meˆme manie`re qu’au paragraphe
pre´ce´dent. Si p1 < · · · < pm (voir l’exemple 3.2), le fait que f ◦ π soit
s-re´gulier implique que P+(1) = Pˇ
+
(1) ne de´pend pas de z(>1). Il est clair
qu’il faut prendre
I1 := I0 ∩ {z(1) = 0} = I0 ∩ {Pˇ
+
(1) = 0}.
La croissance des pi implique aussi que les termes de Pˇ
+
(2), qui sont
inde´pendants de z(1), ne de´pendent que de z(2). Rappelons que I2 ap-
paraˆıt comme l’ensemble d’inde´termination d’une restriction convenable
de f a` I1 = I0 ∩ {z(1) = 0}. Il est donc aussi clair qu’il faut poser
I2 := I1 ∩ {z(2) = 0} = I1 ∩ {Pˇ
+
(2) = 0}.
Le meˆme raisonnement est valable pour Ii avec 1 ≤ i ≤ s.
Pour le cas ge´ne´ral, la de´finition des Xi et Ii tient compte des deux
cas particuliers ci-dessus. Posons pour tout 1 ≤ i ≤ m
Xi := Ii−1 ∩
{
z(>i) = 0
}
et
Ii := Ii−1 ∩
{
Pˇ+(i) = 0
}
∩
{
z(j) = 0 pour tout j tel que pj < pi
}
.
Lemme 3.3 Si f est (π, s)-re´gulier, alors Xi ∩ Ii = ∅ pour tout 1 ≤ i ≤
s. De plus, on a dimXi = li − li−1 − 1 et dim Ii = k − li.
Preuve— Soit 0 ≤ j < i l’entier minimal tel que pj+1 = pi. Posons
I10 = P
k,
I1i :=
{
z(≤j) = 0
}
∩
{
Pˇ+(≤i) = 0
}
et
X1i := I
1
i−1 ∩
{
z(>i) = 0
}
.
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On a Xi = X
1
i ∩ {t = 0} et Ii = I
1
i ∩ {t = 0}. Il faut montrer que
X1i ∩ I
1
i ∩ C
k = {0} et que dimX1i = li − li−1, dim I
1
i = k − li + 1.
Posons X2i := (π
+)−1(X1i ∩C
k) et I2i := (π
+)−1(I1i ∩C
k). En utilisant la
de´croissance des degre´s de f et la croissance des degre´s de π, on ve´rifie
qu’aucun terme de P π+(i) − Pˇ
+
(i) ◦ π
+ n’est inde´pendant de z(≤j). On a
X2i ∩ I
2
i =
{
z(≤j) = 0
}
∩
{
Pˇ+(≤i) ◦ π
+ = 0
}
∩ {z(>i) = 0} ∩ C
k
⊂
{
P π+(≤i) = 0
}
∩
{
z(>i) = 0
}
∩ Ck = {0}.
La dernie`re intersection est re´duite a` {0} car f ◦ π+ est s-re´gulier. On
de´duit de la proprie´te´ pre´ce´dente que Xi ∩ Ii = ∅.
On a
I2i =
{
z(≤j) = 0
}
∩
{
Pˇ+(≤i) ◦ π
+ = 0
}
∩ Ck
=
{
z(≤j) = 0
}
∩
{
Pˇ+(r) ◦ π
+ = 0 pour tout j + 1 ≤ r ≤ i
}
∩ Ck.
Par conse´quent, on a dim I2i ≥ k − li + 1. D’autre part, X
2
i = I
2
i−1 ∩{
z(>i) = 0
}
. Donc dimX2i ≥ li − li−1. Le fait que X
2
i ∩ I
2
i = {0}
implique que dimX2i = li− li−1 et dim I
2
i = k− li+1. On en de´duit que
dimXi = li − li−1 − 1 et dim Ii = k − li.

Posons G0 := 0, K0 := C
k. Lorsque les expressions suivantes ont un
sens, on pose
Gi,n(z) :=
log+ |fn(z)|
αni
Gi(z) := lim
n→∞
Gi,n(z)
Ui :=
{
z ∈ Ck, fn(z) tend vers Xi
}
et
Ki := Ki−1 \ Ui
pour tout 1 ≤ i ≤ m. L’ensemble Ui est le bassin d’attraction deXi. Il est
clair que Gi ◦ f = αiGi, f
−1(Ui) ⊂ f(Ui) = Ui et f
−1(Ki) ⊂ f(Ki) = Ki.
Observons ici que la suite des αi est de´croissante. On obtient des re´sultats
analogues au cas re´gulier.
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The´ore`me 3.4 Soit f : Ck −→ Ck un endomorphisme polynomial (π, s)-
re´gulier comme pre´ce´demment. On suppose que 1 ≤ s ≤ m − 1 ou bien
que s = m et αm > 1. Alors pour tout 1 ≤ i ≤ s, il existe une suite de
nombres re´els positifs (ci,n)→ 0 telle que la suite de fonctions Gi,n+ ci,n
de´croˆıt sur Ki−1 vers une fonction Gi continue, invariante: Gi◦f = αiGi.
De plus, la fonction Gi(z)− log
+ |z| est continue sur Ki−1 \ Ii et on a
Ki−1 =
{
z ∈ Ck, Gi(z) <∞
}
=
{
z ∈ Ck, il existe c > 0 tel que |fn(z)| ≤ cα
n
i max
(
|z|α
n
i , 1
)}
Ki =
{
z ∈ Ck, Gi(z) = 0
}
et Ki ⊂ Ki ∪ Ii. En particulier, si f est π-re´gulier et αm > 1, on a
λ1 = λ∞ = αm, dt = (αm)
lm−lm−1 . . . (α1)
l1−l0 et Km = K.
The´ore`me 3.5 Soit f : Ck −→ Ck comme au the´ore`me 3.4. Alors pour
tout 1 ≤ i ≤ s et li−1 ≤ j < li, on peut de´finir le courant Tj de bidegre´
(j, j) de Pk par
Tj := (dd
cGi)
j−li−1+1 ∧ (ddcGi−1)
li−1−li−2 ∧ . . . ∧ (ddcG1)
l1−l0.
C’est un courant positif, ferme´, de masse 1, porte´ par Ki−1. Il ne charge
pas les ensembles pluripolaires et on a
f ∗Tj = (αi)
j−li−1+1(αi−1)
li−1−li−2 . . . (α1)
l1−l0Tj .
De plus, le courant Tli−1 est porte´ par Ki.
Pour de´montrer ces the´ore`mes, nous allons montrer des ine´galite´s
analogues que celles du lemme 2.2. Puisque f ◦ π est re´gulier, il est plus
facile d’utiliser π(z) au lieu de z comme “coordonne´es”. L’application π
n’est pas inversible en ge´ne´ral mais elle est scinde´e. Ceci nous permet de
travailler avec π−1 comme avec une application polynomiale.
Posons Iπ0 := {t = 0}, X
π
0 = ∅ et pour tout 1 ≤ i ≤ m
Xπi := I
π
i−1 ∩
{
z(>i) = 0
}
et
Iπi := I
π
i−1 ∩
{
P π+(i) = 0
}
.
16
On a Xπi ∩ I
π
i = ∅ pour 1 ≤ i ≤ s. Soit K
π
0 = C
k. Posons
Uπi :=
{
z ∈ Ck, π−1 ◦ fn ◦ π(z) tend vers Xπi
}
et
Kπi := K
π
i−1 \ U
π
i
pour tout 1 ≤ i ≤ s. Observons que π−1 ◦ fn ◦ π(z) contient plusieurs
points dont les modules sont comparables quand fn ◦ π(z) tend vers
l’infini. Ceci est en fait une conse´quence de la proprie´te´ “π est scinde´e”.
Par de´finition, Kπi et U
π
i sont invariants par π
−1◦f ◦π et par π−1◦f−1◦π.
Lemme 3.6 1. Pour z ∈ Kπi−1 tendant vers X
π
i , on a
|f(i) ◦ π(z)| ∼ |z|
dpii et |f(>i) ◦ π(z)| = o(|z|
dpii ).
2. Pour tout z ∈ Kπi−1 tendant vers X
π
i , on a |π
−1 ◦ f ◦ π(z)| ∼ |z|αi
et |π−1 ◦ f ◦ π(z)|(>i) = o(|z|
αi).
3. Uπi est un ouvert de K
π
i−1, K
π
i est un ferme´ de K
π
i−1 et K
π
i ⊂ K
π
i ∪I
π
i .
4. Pour z ∈ Kπi tendant vers I
π
i , on a |P
π
(i)(z)| = o(|z|
dpii ).
Preuve— On montre le lemme par re´currence. On suppose qu’il est vrai
jusqu’au rang i− 1.
1. La partie homoge`ne de plus haut degre´ P π(i) de f ◦π ne s’annulle pas
sur Xπi car f ◦ π est s-re´gulier. Par conse´quent, pour z ∈ K
π
i−1 tendant
vers Xπi , on a |f(i) ◦ π(z)| ∼ |z|
dpii . Quant a` f(>i) ◦ π, il est de degre´
dπi+1 < d
π
i . On a donc
|f(>i) ◦ π(z)| = o
(
|z|d
pi
i
)
.
2. Par hypothe`se de re´currence, K
π
i−1 ⊂ K
π
i−1 ∪ I
π
i−1. D’autre part,
Iπi−1 ∩ {z(≥i) = 0} = ∅.
On en de´duit que pour z ∈ Kπi−1 tendant vers I
π
i−1, on a |z| ∼ |z|(≥i).
Comme π−1 ◦ f ◦ π pre´serve Kπi−1, on a
|π−1 ◦ f ◦ π(z)| ∼ |π−1 ◦ f ◦ π(z)|(≥i).
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D’apre`s la partie 1, si z ∈ Kπi−1 tend vers X
π
i , la dernie`re relation et la
croissance des pi impliquent
|π−1 ◦ f ◦ π(z)| ∼ |π−1 ◦ f ◦ π(z)|(i) ∼ |f(i) ◦ π(z)|
1/pi ∼ |z|αi
et
|π−1 ◦ f ◦ π(z)|(>i) = o(|z|
dpii /pi) = o(|z|αi).
3. Soit V un voisinage suffisamment petit deXπi . La partie 2 implique
V ∩Kπi−1 ⊂ U
π
i . Par de´finition, on a U
π
i :=
⋃
n≥0 π
−1 ◦ f−n ◦π(Kπi−1∩V ).
C’est donc un ouvert de Iπi−1. Par suite, K
π
i est un ferme´ de I
π
i−1.
Fixons un voisinage W de Iπi . Observons que lorsque z ∈ K
π
i−1 tend
vers Iπi−1\W , la partie 1 du lemme est encore vraie; par suite, π
−1◦f◦π(z)
tend vers Xπi . Par conse´quent, pour z ∈ K
π
i−1 suffisamment proche de
Iπi−1 \W , on a z ∈ U
π
i . D’ou` K
π
i ⊂ K
π
i ∪ I
π
i .
4. Soit (z(n)) ⊂ Kπi−1 une suite tendant vers I
π
i−1. Si |P
π
(i)(z
(n))| ∼
|z(n)|d
pi
i , alors comme dans la partie 1, on montre que
|f(i) ◦ π(z
(n))| ∼ |z(n)|d
pi
i et |f(>i) ◦ π(z
(n))| = o(|z(n)|d
pi
i ).
Par conse´quent, π−1 ◦ f ◦ π(z(n)) tend vers Xπi . D’apre`s la partie 3, z
(n)
appartient a` Uπi pour n assez grand. Ceci de´montre la partie 4.

Lemme 3.7 1. Si w∗ ∈ Ki−1 tend vers Xi, on a |f(w
∗)| ∼ |w∗|αi.
2. On a π(Kπi ) = Ki, π(U
π
i ) = Ui et Ki ⊂ Ki ∪ Ii.
Preuve— On montre le lemme par re´currence. Supposons qu’il est vrai
jusqu’au rang i− 1.
1. Soit w∗ = π(z∗) ∈ Ki−1 tendant vers Xi. Par hypothe`se de
re´currence, on peut choisit z∗ ∈ Kπi−1 et z
∗ tend vers Iπi−1 quand w
∗ tend
vers Xi. Puisque les degre´s pi des composantes π(i) de π sont croissantes,
z∗ tend vers Xπi . D’apre`s le lemme 3.3, on a
Xi ∩
{
w(i) = 0
}
= Ii−1 ∩
{
w(≥i) = 0
}
= Ii−1 ∩Xi−1 = ∅.
De plus, Xi ⊂
{
w(>i) = 0
}
et la suite (pi) est croissante. On en de´duit
que
|z∗| ∼ |z∗(i)| ∼ |w
∗
(i)|
1/pi ∼ |w∗|1/pi.
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La premie`re relation de la dernie`re ligne vient du fait que z∗ → Xπi .
L’invariance de Ki−1 implique que f(w
∗) appartient a` Ki−1 et tend
vers Ii−1. De plus, Ii−1 ∩ {w(≥i) = 0} = ∅. On en de´duit
|f(w∗)| ∼ |f(≥i)(w
∗)| = |f(≥i) ◦ π(z
∗)|.
D’apre`s le lemme 3.6, ceci implique
|f(w∗)| ∼ |f(i) ◦ π(z
∗)| ∼ |z∗|d
pi
i ∼ |w∗|d
pi
i /pi = |w∗|αi.
2. Soit w∗ = π(z∗) ∈ Ui. Puisque f
n(w∗) tend vers Xi et que la suite
(pi) est croissante, π
−1 ◦ fn(w∗) = π−1 ◦ fn ◦ π(z∗) tend vers Xπi . Par
conse´quent, z∗ ∈ Uπi . On a donc Ui ⊂ π(U
π
i ).
Soit maintenant z∗ ∈ Uπi−1. On a f
n◦π(z∗) = f◦π◦(π−1◦f◦π)n−1(z∗).
On applique les parties 1 et 2 du lemme 3.6 aux points de (π−1 ◦ f ◦
π)n−1(z∗) qui tendent vers Xπi . On obtient que la suite (f
n ◦ π(z∗)) tend
vers Ki−1∩{w(>i) = 0} = Xi. Par conse´quent, π(z
∗) ∈ Ui et π(U
π
i ) ⊂ Ui.
On a montre´ π(Uπi ) = Ui. On en de´duit que Ki = π(K
π
i ).
Soit w(n) = π(z(n)) ⊂ Ki une suite tendant vers a ∈ Ii−1 avec z
(n) ∈
Kπi . Puisque z
(n) tend vers Iπi , on a |z
(n)| ∼ |z(n)|(≥i). Par conse´quent, si
pj < pi, on a a(j) = 0, c.-a`-d. que a ∈ {z(j) = 0}.
D’apre`s la partie 4 du lemme 3.6, on a
Pˇ(i)(w
(n)) = o
(
|z(n)|d
pi
i
)
= o
(
|z
(n)
(≥i)|
dpii
)
= o
(
|w
(n)
(≥i)|
αi
)
.
Ceci implique que Pˇ+(i)(a) = 0.
On a montre´ que w(n) tend vers a ∈ Ii. Donc Ki ⊂ Ki ∪ Ii.

Utilisant ces deux derniers lemmes, on montre les the´ore`mes 3.4 et
3.5 de meˆme manie`re que dans le cas des applications re´gulie`res.

Proposition 3.8 Soit f un endomorphisme π-re´gulier avec αm > 1,
comme pre´ce´demment et soit K l’ensemble des points d’orbite borne´.
Posons M := lim supK ‖Df
n‖1/n ou` D de´signe la de´rive´e. Alors
1. Pour tous 1 ≤ i ≤ m et 0 < ai < logαi/ logM , il existe une
constante c > 0 telle que si z ∈ Ki−1 on ait Gi(z) ≤ cδ(z)
ai ou` δ(z)
de´signe la distance entre z et K.
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2. La mesure µ := Tk ne charge pas les ensembles de dimension de
Hausdorff a pour tout a < log dt/ logM .
Preuve— 1. Puisque la fonction Gi est a` croissance logarithmique, il
suffit de montrer que Gi(z) ≤ cδ(z)
ai dans un voisinage fixe de K. Soit
W un voisinage assez petit de K et soit N assez grand tels que ai < a
∗
i :=
logαi/ logMN pour tout 1 ≤ i ≤ m ou` MN := supW ‖Df
N‖1/N . Notons
δ > 0 la distance entre K et ∂W . On choisit une constante A > 0 telle
que Gi(z) ≤ A pour tout z ∈ Ki−1 ∩W et tout 1 ≤ i ≤ m.
Il suffit de montrer qu’il existe c > 0 tel que pour tout z ∈ Ki−1 ∩W
on a |Gi(z)| ≤ cδ(z)
a∗i . Comme Gi = 0 sur K, il suffit de conside´rer le
cas z 6∈ K. Soit n l’entier minimal tel que fNn(z) 6∈ W . Si x ∈ K est un
point tel que |x− z| = δ(z) alors on a
δ ≤ |fNn(x)− fNn(z)| ≤ (MN)
Nn|x− z| = (MN)
Nnδ(z)
donc
(MN )
Nn ≥
δ
δ(z)
.
Cela entraˆıne que pour une certaine constante c′ > 0 on a
1
α
N(n−1)
i
= αNi M
−Nna∗i
N ≤ α
N
i
(
δ(z)
δ
)a∗i
≤ c′δ(z)a
∗
i .
Puisque fN(n−1)(z) ∈ Ki−1 ∩W , en posant c = Ac
′, on a
Gi(z) =
Gi(f
N(n−1)(z))
α
N(n−1)
i
≤ Ac′δ(z)a
∗
i = cδ(z)a
∗
i .
2. Comme dans la partie 1, on peut choisir W de sorte que a <
a∗ := log dt/ logMN . Puisque dt = α
lm−lm−1
m . . . α
l1−l0
1 , on a a
∗ = (lm −
lm−1)a
∗
m + · · · + (l1 − l0)a
∗
1. Soit Σ ⊂ K un ensemble de dimension de
Hausdorff a. Fixons un ǫ > 0 assez petit. Comme a < a∗, pour r > 0
assez petit on peut recouvrir Σ par ǫr−a
∗
boules Bn(r) de centres xn ∈ K
et de rayon r. Soit χn une fonction positive a` support dans Bn(2r), e´gale
a` 1 sur Bn(r) et telle que dd
cχ ≤ c′′r−2ω avec c′′ > 0 ou` on a pose´
ω := ddc|z|2. On a
µ(Bn(r)) ≤
∫
χndd
cGm ∧ Tk−1 =
∫
Bn(2r)
ddcχnGm ∧ Tk−1
≤
∫
Bn(2r)
c′′r−2ωcra
∗
mc′′ ∧ Tk−1 = c1r
a∗m−2
∫
Bn(2r)
ω ∧ Tk−1
20
ou` c1 := cc
′′.
On peut re´pe´ter ce proce´de´ (k − 1) fois et on obtient, pour des con-
stantes ck > 0 et c
′
k > 0 convenables, que
µ(Bn(r)) ≤ ckr
a∗−2k
∫
B(2kr)
ωk = c′kr
a∗ .
Par conse´quent,
µ(Σ) ≤
∑
µ(Bn(r)) ≤ ǫr
−ac′kr
a∗ = c′kǫ.
Ceci est vrai pour tout ǫ > 0. Donc µ(Σ) = 0.

Remarque 3.9 Les re´sultats pour les endomorphismes (π, s)-re´guliers
s’appliquent aux automorphismes, bien suˆr on a alors s ≤ m. Si f est
(π, s)-re´gulier et f−1 est (π˜, s˜)-re´gulier on construit des courants invari-
ants T+ pour f et T− pour f−1. On peut, pour π, π˜, s et s˜ convenables,
conside´rer la mesure invariante µ := T+ ∧ T−. Le cas le plus simple de
cette situation est celui des applications de He´non. On trouve d’autres
exemples dans [19] et [12].
4 D’autres remarques
Soit f : Ck −→ Ck une application polynomiale propre de degre´ topologique
dt ≥ 2. Supposons que l’infini soit attirant dans le sens ou` il existe
c > 1 tel que |f(z)| ≥ c|z| pour |z| grand. On peut construire la mesure
d’e´quilibre µ de f comme la limite faible de la suite d−nt (f
n)∗ν ou` ν est une
mesure de probabilite´ qui ne charge pas les ensembles pluripolaires [6]. La
mesure µ est me´langeante et ne de´pend pas de ν. Lorsque l’exposant de
Lojasiewicz λ1 de f est strictement supe´rieur a` 1, en utilisant la me´thode
de Lyubich [15] et de Briend-Duval [4, 3], on montre [6] que d−nt (f
n)∗δz
tend vers µ pour tout z hors d’un ensemble exceptionnel E qui est analy-
tique. On a note´ δz la masse de Dirac en z. Les exposants de Lyapounov
de µ sont minore´s par log λ1/2. Les points pe´riodiques re´pulsifs sont
denses et e´quidistribue´s sur supp(µ). La vitesse de me´lange de µ est
de l’ordre λ−n1 . Cette mesure µ est de plus l’unique mesure d’entropie
maximale log dt. Pour cette dernie`re proprie´te´ de µ, il suffit de reprendre
la preuve de Lyubich [15] et Briend-Duval [4] en remplac¸ant un calcul
cohomologique par le lemme de comparaison suivant:
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Lemme 4.1 Soit Ω une forme de bidegre´ (k − 1, k − 1) positive ferme´e
dans Ck. Alors on a pour tout m ≥ 0∫
Ω ∧ (fm)∗ω ≤
1
λ1
∫
Ω ∧ (fm+1)∗ω.
Preuve— Il suffit d’appliquer la proposition 5.4 pour V = Ck, ρ(z) =
log(1 + |z|2), v1 = log(1+ |f
m|2)−A, v2 = λ
−1
1 log(1 + |f
m+1|2) et A une
constante suffisamment grande.

Les re´sultats cite´s ci-dessus sont valables, en particulier, si f est semi-
re´gulier avec αm > 1. Dans ce cas, la mesure d’e´quilibre µ est e´gale a` Tk
qui est une intersection ge´ne´ralise´e de courants positifs ferme´s. En parti-
culier, d’apre`s la proposition 5.3, les fonctions p.s.h. sont µ-inte´grables:
c’est une mesure PLB [6].
En ge´ne´ral, une application f d’exposant de Lojasiewicz λ1 > 1
n’est pas conjugue´e a` une application semi-re´gulie`re. Il peut exister une
infinite´ de vitesses d’e´chapement vers l’infini et on rencontre d’autres
phe´nome`nes dynamiques. Ceci fera l’objet d’un prochain travail avec R.
Dujardin.
Dans la suite, nous conside´rons des exemples d’applications re´gulie`res
avec dm = 1. Soit f : C
2 −→ C2 de´fini par f(z) = (P (z), az1 + bz2)
ou` a, b sont des nombres complexes, |b| > 1, P est un polynoˆme de
degre´ d ≥ 2. Supposons que le coefficient de zd1 dans P soit non nul.
L’application f est re´gulie`re et de degre´ topologique dt = d. En partic-
ulier, elle est alge´briquement stable. D’apre`s le the´ore`me 2.1, l’exposant
de Lojasiewicz et l’exposant de Lojasiewicz asymptotique de f sont e´gaux
a` 1. On ve´rifie |f(z)| ≥ c|z| pour tout 1 < c < |b| fixe´ et pour |z| assez
grand.
Nous ne savons pas si E est analytique et si les exposants de Lya-
pounov sont strictement positifs lorsque P (0, z2) 6≡ 0.
On peut construire la fonction de Green p.s.h., continue, positive,
invariante: G1 ◦ f = dG1 et le courant de Green T1 := dd
cG1, positif,
ferme´, invariant par f : f ∗T1 = dT1. L’ensemble K1 := {G1 = 0}, qui est
le comple´ment du bassin d’attraction U1 de X1 := [1 : 0 : 0], n’est pas
compact et donc n’est pas e´gal a` K. Le seul point adhe´rent a` K1 dans
l’hyperplan a` l’infini est l’unique point d’inde´termination I1 := [0 : 1 : 0].
On en de´duit que si z ∈ K1 tend vers I1, on a |z1| ≤ A|z2|
(d−1)/d car
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f(K1) = K1. On a aussi |f(z)| ≃ |b||z|. Le courant T1 ne charge pas
les ensembles pluripolaires car son potentiel G1 est continu. Notons que
T1∧T1 = 0 dans C
2 car f ∗(T1∧T1) = d
2T1∧T1 et dt < d
2. On a, d’apre`s
[6, the´ore`me 3.2.1]
µ = lim(fn)∗ω ∧ T1 = limdd
cun ∧ T1
ou` un(z) := log
+ |fn(z)| − n log |b|.
Il est clair que lim un = −∞ sur K. La suite (un) converge uni-
forme´ment sur les compacts de K1 \K. En effet, on a, en posant f
n(z) =
w = (w1, w2)
|un+1(z)− un(z)| ∼ log
∣∣∣∣aw1 + bw2bw2
∣∣∣∣ ∼ log
∣∣∣∣1 + aw1bw2
∣∣∣∣
∼
∣∣∣∣w1w2
∣∣∣∣ ≤ 1|w|1/d ≤
A
|c|n/d
.
La constante c e´tant supe´rieure a` 1, la fonction u := lim un est donc
continue sur K1 \ K et ve´rifie la relation u ◦ f = u + log |b|. Elle est
T1-p.s.h. sur K1 \K et tend vers −∞ quand z tend vers K.
5 Appendice: fonctions T-p.s.h.
Nous explicitons dans cet appendice quelques proprie´te´s, que nous util-
isons, des fonctions T -p.s.h., c.-a`-d. les fonctions p.s.h. relativement a`
un courant positif ferme´ T . Ces proprie´te´s sont classiques dans le cadre
des fonctions p.s.h. et les de´monstrations sont de simples extensions du
cas des fonctions p.s.h. [1], [21], [5], [9].
Soit T un courant positif ferme´ de bidegre´ (j, j) dans une varie´te´
ka¨hle´rienne V de dimension k ≥ 1 (voir [5], [10], [14] pour les de´finitions
de base). Rappelons cependant que pour un courant T ≥ 0 de bidegre´
(1, 1), on a localement T = ddcu ou` u est une fonction p.s.h. On dit que u
est un potentiel local de T . Rappelons les de´finitions de [2]. Une fonction
semi-continue supe´rieurement (s.c.s) v sur supp(T ) est dite T -p.s.h. si
elle est localement limite de´croissante d’une suite (v(n)) de fonctions C2
ve´rifiant ddcv(n) ∧T ≥ 0. On dira que v est fortement T -p.s.h. si les v(n)
sont p.s.h. au voisinage du point conside´re´ de supp(T ). On pose
σT :=
T ∧ ωk−j
(k − j)!
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ou` ω de´signe la forme de Ka¨hler sur V . C’est la mesure trace de T . On
pose ‖T‖K := σT (K).
Proposition 5.1 Soient L1 ⊂⊂ L2 deux compacts de V . Soient v ∈
L1loc(σT ) une fonction T -p.s.h. et v1, . . ., vq des fonctions T -p.s.h., lo-
calement borne´es. Alors
1. Le courant ddcv ∧ T := ddc(vT ) est positif ferme´ de bidegre´ (j +
1, j + 1).
2. Il existe une constante cL1,L2 > 0, inde´pendante de v et des vi, telle
que ‖ddcv ∧ T‖L1 ≤ cL1,L2‖vT‖L2 et
‖ddcv1 ∧ . . . ∧ dd
cvq ∧ T‖L1 ≤ cL1,L2‖v1‖L∞(L2) . . . ‖vq‖L∞(L2)‖T‖L2 .
Preuve— Pour la positivite´, il suffit d’observer que localement
ddc(vT ) = lim ddc(v(n)T ) = lim ddcv(n) ∧ T ≥ 0.
Soit χ une fonction de classe C2 a` support dans L2 et e´gale a` 1 sur
L1. Posons cL1,L2 := ‖dd
cχ‖L∞(L2). Il suffit d’estimer par inte´gration par
parties:
‖ddcv ∧ T‖L1 ≤ ‖χdd
c(vT )‖L2 ≤ ‖dd
cχvT‖L2 ≤ cL1,L2‖vT‖L2.
La dernie`re relation se de´montre par re´currence sur q.

Le re´sultat suivant est l’analogue du the´ore`me de continuite´ de Bedford-
Taylor [1] (voir aussi [5]).
Proposition 5.2 Soient v1, . . ., vq des fonctions T -p.s.h. localement
borne´es. Soient v
(n)
1 , . . ., v
(n)
q des fonctions T -p.s.h. de´croissant vers v1,
. . ., vq. Alors
1. v
(n)
1 dd
cv
(n)
2 ∧ . . .∧dd
cv
(n)
q ∧T ⇀ v1dd
cv2∧ . . .∧dd
cvq∧T faiblement.
2. ddcv
(n)
1 ∧dd
cv
(n)
2 ∧ . . .∧dd
cv
(n)
q ∧T ⇀ ddcv1∧dd
cv2∧ . . .∧dd
cvq∧T
faiblement.
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En particulier, l’application (v1, . . . , vq) 7→ dd
cv1 ∧ . . . ∧ dd
cvq ∧ T est
syme´trique en v1, . . ., vq. Si l’on suppose que les vl et v
(n)
l sont fortement
T -p.s.h., la de´croissance est superflue, il suffit de supposer v
(n)
l ≥ vl pour
1 ≤ l ≤ q.
Preuve— Pour reprendre la de´monstration de [1] et [5], il suffit de faire
les remarques suivantes.
Soit χ une fonction convexe dans Rq croissante par rapport a` chaque
variable. Si v1, . . ., vq sont T -p.s.h. alors χ(v1, . . . , vq) est T -p.s.h. En
particulier, le sup d’un nombre fini de fonctions T -p.s.h. l’est aussi. Cela
permet de se ramener au cas ou` V est la boule unite´ et toutes les fonctions
v
(n)
l sont e´gales a` |z|
2 − 1 au voisinage de la sphe`re unite´. On peut alors
appliquer les inte´grations par parties usuelles comme dans [1] ou [5].
Lorsque les fonctions sont fortement T -p.s.h., une utilisation du lemme
de Hartogs comme dans [9, p.405] permet de montrer le re´sultat.

Proposition 5.3 (Chern-Levine-Nirenberg) Soient L1 ⊂⊂ L2 deux
compacts de V . Soient v1, . . ., vq des fonctions T -p.s.h. localement
borne´es. Alors il existe une constante cL1,L2 > 0 telle que pour toute
fonction T -p.s.h. ϕ ∈ L1loc(σT ), on ait
‖ϕddcv1∧ . . .∧dd
cvq∧T‖L1 ≤ cL1,L2‖ϕ‖L1(σT ,L2)‖v1‖L∞(L2) . . . ‖vq‖L∞(L2).
En particulier, si T = ddcuj ∧ . . . ∧ dd
cu1 avec u1 p.s.h. borne´e et ul
fonction (ddcul−1 ∧ . . . ∧ dd
cu1)-p.s.h. localement borne´e pour tout 2 ≤
l ≤ j, alors les fonctions p.s.h. sont localement σT -inte´grables et T ne
charge pas les ensembles pluripolaires.
Preuve— Il suffit de reprendre la de´monstration de [5, p.126] en intro-
duisant le courant T (voir e´galement [7]). Pour la commodite´ du lecteur,
nous donnons ici la preuve. On se rame`ne au cas ou` L1 et L2 sont des
boules centre´es en 0 et de rayon respectif R′ et R et ou` tous les vj sont
e´gaux a` |z|2 − R2 pour R1 < |z| < R avec un R
′ < R1 < R. On peut
aussi supposer que j + q = k − 1. Soit 0 ≤ χ ≤ R2 une fonction e´gale
a` R2 − |z|2 pour |z| < R′ et a` support dans BR1 de centre 0 et de rayon
25
R1. On peut supposer ϕ < 0. On a pour un c > 0 inde´pendant de ϕ
I :=
∫
|z|<R′
−ϕddcv1 ∧ . . . ∧ dd
cvq ∧ T ∧ dd
c|z|2
=
∫
|z|<R1
ϕddcv1 ∧ . . . ∧ dd
cvq ∧ T ∧ dd
cχ−
−
∫
R′<|z|<R1
ϕddcv1 ∧ . . . ∧ dd
cvq ∧ T ∧ dd
cχ
≤
∫
χddcϕ ∧ ddcv1 ∧ . . . ∧ dd
cvq ∧ T +
+c‖ϕ‖L1(σT ,L2)‖v1‖L∞(L2) . . . ‖vq‖L∞(L2)
car ddcvj = dd
c|z|2 sur le support de ddcχ. Par suite,
I ≤ R2
∫
|z|<R1
ddcϕ ∧ ddcv1 ∧ . . . ∧ dd
cvq ∧ T +
+c‖ϕ‖L1(σT ,L2)‖v1‖L∞(L2) . . . ‖vq‖L∞(L2).
Il reste a` majorer la dernie`re inte´grale. Pour ceci, puisque ϕ est la limite
de´croissante de fonctions T -p.s.h. lisses, on peut supposer ϕ lisse et
passer ensuite a` la limite. Soit R2 tel que R1 < R2 < R. D’apre`s la
proposition 5.2, on a
∫
|z|<R1
ddcϕ ∧ ddcv1 ∧ . . . ∧ dd
cvq ∧ T
=
∫
|z|<R1
ddcv1 ∧ . . . ∧ dd
cvq ∧ dd
c(ϕT )
≤ c1‖v1‖L∞(L2) . . . ‖vq‖L∞(L2)‖dd
cϕT‖L1(BR2 )
≤ c2‖v1‖L∞(L2) . . . ‖vq‖L∞(L2)‖ϕ‖L1(σT ,L2).
Les dernie`res ine´galite´s sont des conse´quences de la proposition 5.1; c1,
c2 sont des constantes inde´pendantes de ϕ.

Enonc¸ons un the´ore`me de comparaison (voir [21]).
Proposition 5.4 Soit V une varie´te´ de Stein de dimension k ≥ 1. Soit
ρ une fonction p.s.h. d’exhaustion de V , i.e. ρ tend vers l’infini a` l’infini.
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Posons ω := ddcρ. Soit T un courant de bidegre´ (k − 1, k − 1) positif
ferme´. Soient v1, v2 deux fonctions T -p.s.h. avec vj ∈ L
1
loc(σT ). On
suppose que l’une des deux conditions suivantes est ve´rifie´e
1. Sur supp(T ), on a v1 ≤ v2 a` l’infini et v2 →∞ a` l’infini.
2. Sur supp(T ), on a v1 ≤ v2 a` l’infini,
∫
T∧ddcρ <∞ et v2+ǫρ→∞
a` l’infini pour tout ǫ > 0.
Alors ∫
V
ddcv1 ∧ T ≤
∫
V
ddcv2 ∧ T.
Preuve— D’apre`s la proposition 5.2, il suffit de montrer la proposition
pour vi,M := max(vi,−M) puis de faire tendre M vers +∞. On peut
donc supposer que les vi sont localement borne´es. Soient ǫ > 0 assez
petit et R > 0 assez grand. Posons pour le premier cas
Wǫ := max
(
v1 + A, (1 + ǫ)v2
)
et pour le second cas
Wǫ := max(v1 + A, v2 + ǫρ).
La constante A est telle que sur (v2 < R) (resp. sur (v2 + ǫρ < R) pour
le second cas) on ait Wǫ = v1 + A. Soit χ une fonction test a` support
compact, 0 ≤ χ ≤ 1, χ = 1 sur (v2 < R) (resp. sur (v2 + ǫρ < R)) et
telle que (dχ 6= 0) soit contenu dans l’ensemble ou` Wǫ = (1 + ǫ)v2 (resp.
Wǫ := v2 + ǫρ). On a pour le premier cas∫
(v2<R)
ddcv1 ∧ T =
∫
(v2<R)
ddcWǫ ∧ T ≤
∫
χddcWǫ ∧ T
=
∫
Wǫdd
cχ ∧ T =
∫
(1 + ǫ)v2dd
cχ ∧ T
= (1 + ǫ)
∫
ddcχ ∧ v2T = (1 + ǫ)
∫
χddcv2 ∧ T
≤ (1 + ǫ)
∫
V
ddcv2 ∧ T.
On peut faire tendre ǫ vers 0 puis R vers l’infini. Le second cas se
de´montre de la meˆme manie`re.

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