Abstract. We introduce a criterion for the evaluation of multidimensional quadrature, or cubature, rules for the hypercube: this is the merit of a rule which is closely related to its trigonometric degree and which reduces to the Zaremba figure of merit in the case of a lattice rule. We derive a family of rules Q s k having dimension s and merit 2 k . These rules seem to be competitive with lattice rules with respect to the merit that can be achieved with a given number of abscissas.
1. Introduction. Several measures of multidimensional quadrature, or cubature, rules have been conventionally used to evaluate their cost effectiveness. For integration over [0, 1] s the most familiar is the algebraic polynomial degree. Another, relevant to integrands with a continuous periodic extension, is the trigonometric polynomial degree. In the corresponding evaluation of lattice rules (see Sloan and Kachoyan 1987 , Lyness 1989 , Niederreiter 1992 , Sloan and Joe 1994 , several other measures are used; one of these is the Zaremba figure of merit. This and the trigonometric degree are closely related, both being based on the ability of the rule to integrate correctly a different but similar set of low-degree trigonometric polynomials.
In this paper we introduce the merit of a quadrature rule. It is relevant to any quadrature rule designed for integrands with a periodic extension. In the case of a lattice rule, it reduces to the Zaremba figure of merit.
In section 2 we provide some of the underlying theory. In section 3 we introduce a construction that builds an s-dimensional rule of specified merit from a set of (s − 1)-dimensional rules having the same or lower merit. This construction provides many possibilities for designing rules of moderate merit. In section 4, and subsequently, we present a thorough description of one family. Each member, denoted by Q s k ,i s a well-defined s-dimensional quadrature rule of merit 2 k which is symmetric under permutations of the s variables. The weights take s+k different values, some of which may be negative or zero. If the points with zero weights are retained, then Q whereas Zaremba (1974) shows that, for s ≥ 2 and for every sufficiently large integer N , there exists a lattice rule with N function evaluations and with merit ρ satisfying The orders of the lower bounds in (1.2) and (1.3) as N →∞ are the same, namely, O(N/(log e N ) s−1 ), but the asymptotic constant in (1.2) is bigger and hence better. An important practical aspect of these merit rules is that a straightforward construction is available. In contrast, good lattice rules in dimensions s>2 can be found only by a search.
In this paper, we exploit the rectangle rule
to construct higher-dimensional rules, all of which have abscissas in [0, 1) s . This results in rules Q s k which are not symmetric with respect to the center of the hypercube. One could equally well base the theory on the trapezoidal rule
which is symmetric. This would lead to symmetrized versions of rules Q s k using abscissas in [0, 1] s . When f (x) is periodic, these approximations coincide. The reader should bear in mind that it is for periodic integrands that this theory is designed. When the integrand is not periodic, we suggest that a symmetrized version of Q s k be used.
2. Merit. In this section, we apply the definition of Zaremba's figure of merit in a wider context in order to define (in (2.13) below) the merit ρ(P ) of an arbitrary linear functional of the form
where x j ∈ R s for 1 ≤ j ≤ s. To this end, we denote the Fourier coefficientsf h of the integrand function f (x)b yf
and assume for the present that f has an absolutely convergent Fourier series
Here Λ 0 is the s-dimensional unit lattice. Thus f has a 1-periodic continuous extension with respect to each component of x. Introducing the Fourier series representation into (2.1), we find
where the coefficients (which we shall refer to as error coefficients)a r eg i v e nb y d h ( P)=P(e 2πih.x ). (2.4) Equation (2.3) is a natural minor generalization of the classic Poisson summation formula. Almost every serious cubature rule provides an approximation to
which is exact when f (x) is constant. To this end, we reserve the term cubature rule for the principal special case of (2.1) as follows.
DEFINITION 2.1. The finite sum
is termed a cubature rule when
In this case (2.3) may be reexpressed as
This expression for the error functional is basic to our development of rule construction criteria. In particular, it may be used to define both the trigonometric degree and the merit of a quadrature rule. DEFINITION 2.2. For a linear functional P of the form (2.1), ∆(P ) is the subset of Λ 0 for which
Obviously (2.7) may be replaced by
When Q is a lattice rule, ∆(Q) is the dual lattice of the one defining Q. (See Sloan and Kachoyan 1987.) Because of this we refer to ∆(Q) as the pseudodual lattice associated with Q.
In general, the points of ∆(Q) do not form a lattice. For many excellent rules (for instance, product Gaussian rules) ∆(Q)=Λ 0 .
To define the trigonometric degree and the merit, respectively, we need the following. With h =(h 1 ,h 2 ,...,h s ) ∈ Λ 0 ,w ed e fi n e Much of the theory of merit rules depends on properties of the error coefficients d h (Q). We note that
(1)
where Q 1 and Q 2 are operators of the form (2.1).
(2) If Q is symmetric about ( 2 ) for periodic integrands, (i.e., if Q is unchanged when the transformation x→(1, 1, ..., 1)−x is applied to a periodic integrand), then
is the m s copy of Q (see, e.g., Sloan and Lyness 1989) , then
..,h s )=( t 1 ,t 2 ,...,t s−1 ,j)=( t ,j), and let Q = TJ be the s-dimensional Cartesian product of an (s − 1)-dimensional rule T with respect to the first s − 1 components and a one-dimensional rule J with respect to the sth component. Then
(5) Finally, if Q is a "grid" rule, that is, if all points of its abscissa set lie on a scaled unit lattice Λ 0 /m, where m is an integer, then d h (Q) is periodic in h with period m.T h a ti s ,
It appears that many rules of high trigonometric degree are grid rules.
It follows from property (3) that
so that the merit of an m s -copy rule is at least m. The merit of an m s c o p yo fa product Gaussian rule is exactly m, since, for these rules, ∆(Q)=Λ 0 . Gaussian rules are designed for a different class of function. In the context of sets of Gaussian rules, the effect of using more points in Q is to reduce in an overall manner the values of |d h (Q)| rather than to eliminate any.
We introduce here two one-dimensional functionals which are useful subsequently. These are the 2 k -panel rectangle rule (2.22) and the 2 k+1 -point alternating null rule
It is easy to verify that when k ≥ 1
and all other error coefficients of R k and W k are zero. It follows that R k and W k have merit 2 k . For later convenience, we collect some useful special cases. LEMMA 2.5. For k ≥ 1, the following results are valid:
When j is even, and so representable uniquely in the form j =2 m (2l +1) with l, m integer and m ≥ 1,
(2.28) 3. A recursive construction of rules with prescribed merit. In this section we establish the following theorem.
THEOREM 3.1. For positive integer k,l e tQ k be an s-dimensional cubature rule defined by
where
i -panel rectangle rule, and
To prove the theorem, we first establish a relation between the error coefficients d h (Q k )=d t ,j (Q k )a n dd t ( T i ), i =1 ,2 ,...,k. This is based only on (3.1) and the results in Lemma 2.5.
LEMMA 3.2. Let Q k be given by (3.1) and let k ≥ 1.I fjis odd, then
Proof. In view of (2.16) and (2.19) it follows from (3.1) that
We simply apply the results of Lemma 2.5 to remove the dependence on R 1 and W i . When j =0o rjis odd, the result follows from (2.26) and (2.27). When j is even, we find from (2.28) that at most one term in the sum over i contributes, this term having i = m when m is defined by j =2 m (2l + 1). Naturally, this term appears only if this value of j occurs in the summation, that is, only if m ∈ [1,k−1]. In this case we recover (3.3). Otherwise we find (3.4).
As a special case of (3.4), note that d 0,0 (Q k )=d 0 ( T k ), so that Q k is indeed a quadrature rule in the sense of Definition 2.1.
We now proceed to the proof of Theorem 3.1. Proof. By assumption, for all i ∈ [1,k] the merit of T i is 2 i or greater; that is to say,
To establish the theorem, we have to show that When t = 0, we see from (3.5), (2.6), and (2.16) that
which by (2.24) vanishes for 0 < |j| < 2 k . Now consider t = 0. When j = 0, the result follows from (3.4) by applying (3.6) with i = k. When j is odd, the result is given immediately by (3.2). When j =2 m (2l + 1), we havej ≥ 2 m ;t h u sf o rm≥kthere is nothing to prove, while for m ∈ [1,k−1] it suffices to show that (3.7) holds whenever
This follows from (3.3) on applying (3.6) once with i = k − m and again with i = k.
A specific family:
The meritorious rules. Theorem 3.1 may be used to define a set of s-dimensional rules Q s k having merit 2 k for s ≥ 1a n dk≥1 recursively as long as the recursion is anchored by defining Q 1 k , k ≥ 1. This may be done in many ways. The rest of this paper is about a particular set of rules defined as follows. DEFINITION 4.1. For k ≥ 1, the meritorious rules Q s k are defined by k . Equations (4.1) may be reexpressed in various forms. It is convenient to extend the rule definitions in the following way:
(Note that the first member of (4.2) is not a natural extension of (2.22). However, once this has been enforced, the second and third members follow naturally.) With this convention we find, using
Also we may write (4.1) in the form
Using this, we easily obtain by induction the following theorem. THEOREM 4.2. For k ≥ 1 we have
In this form it is apparent that the construction is a special case of a construction used by Smoljak (1963) , sometimes known as the method of hyperbolic cross points. It follows that Q It is instructive to examine briefly some of the properties of the two-dimensional rules. Direct substitution of the first member of (4.1) into the second gives
In this form it is apparent that Q 2 k is the "blending rectangle rule" proposed by Delvos (1990) . A figure showing the abscissas of a two-dimensional rule is presented in section 5.
We shall now generalize this theory to s dimensions. DEFINITION 4.4. For k ≥ 1, the symmetric functionals S s k are defined by
This sum in (4.5) is over all s partitions of k + s − 1 whose elements are positive. A trivial consequence, which could also be used as a definition, is
The limits on this sum over j are 0 and min(k, s) − 1. However, the conventions a b = 0 when b<0o rb>a, 0 0 =1, and S s j = 0 when j ≤ 0 (4.8) allow us to suppress these limits.
Proof. We use induction on s, noting that the result is certainly true when s =1. For s ≥ 2 assume that (4.7) is valid with s replaced by s − 1. Then for i ≥ 0
where in the last step we have used the Pascal triangle binomial coefficient identity. Then (4.3) gives (4.10) where in the last step we have used (4.6). This establishes the theorem.
We close this section by noting some elementary embedding properties of the abscissa sets of S s k and Q s k . Using (4.6), we note that
Since every point of R i is contained in R i+1 it follows that
where A(Q) is the abscissa set of the functional Q; thus the abscissa sets for each term on the right of (4.7) are all contained in the abscissa set of S s k ,a n ds o
In section 6 we shall give a bound on the number of points N k , where z ∈ Λ 0 . A detailed analysis of the location and nature of these points will appear in the next section.
5. The structure of the rules Q s k . In the preceding sections, we defined these rules recursively, defining an s-dimensional rule in terms of combinations of products of lower-dimensional rules. This approach turned out to be useful for establishing the existence of rules of specified merit. However, it is highly inconvenient for practical use. In this section we reexpress these rules in terms of abscissas and weights. In so doing, we find a remarkable structure.
We note, once more, that all abscissas required by either S s on a grid of mesh 1/2 k ; that is, every abscissa is of the form
Thus, each of these points may be expressed in the form
where either i j is an odd integer and λ j ∈ [1,k]o ri j = 0 and λ j = 1. Note that λ j is the number of binary digits after the "point" in the binary representation of the jth component, except that if this component is zero, then λ j is set to one (and not, as might have been expected, to zero).
DEFINITION 5.1. The length l(x) of a point x expressed in the form (5.1),w i t h i j an odd integer and λ j ∈ [1,k] or i j =0and λ j =1,i s l ( x )=λ 1 +λ 2 +···+λ s .
We refer to points that can be expressed in this form as finite length points.I n this section, we shall establish that all points used by Q s k are finite length points of length s ≤ l ≤ s + k − 1. DEFINITION 5.2. The set S s (l) comprises all points in [0, 1) s of length l. We denote a sum of function values over this set by
Note that this sum is defined quite independently of any quadrature rule. It is evident that
The reader should note that this structure is unexpectedly simple. First, the abscissas of S s k f comprise only points of lengths s through s + k − 1 and comprise all these points. Second, all abscissas of the same length carry the same weight. Third, while the weight of a point of length l in S s k depends on s, k,a n dl , each weight may be readily expressed as 2 −(s+k−1) multiplied by a function of two parameters only, namely, s and k − l. Moreover, in a sequential calculation, to evaluate S s k+1 f after S s k f , one need treat only one further set of points, namely, S s (k + s), and one more weight, a s,k+1 , for one simply reassigns the previous weights (remembering to include an additional 2 −1 factor). In Figure 1 we show the abscissas of S 2 k , and hence of Q 2 k , for k = 5, with abscissas of different length shown by different symbols.
Proof. We shall prove Theorem 5.3 by induction on s. This is anchored by the following lemma.
LEMMA 5.4. For k ≥ 1,
Proof. In view of the definitions of the preceding section, this rule is simply the 2 k -panel rectangle rule. Applying Definitions 5.1 and 5.2 in one dimension, we find
and so forth. It is obvious that the expression on the right of (5.6) is precisely the rectangle rule, establishing the lemma. The lemma is seen to coincide with Theorem 5.3 in the case that s = 1, since in this case the coefficients a s,r required in (5.4) have the value 1.
FIG.1 . Abscissas for S 2
k , and hence also for the 2-dimensional rules Q 2 k ,f o rk=5 . Abscissas of length 2, 3, 4, 5,a n d6are denoted by △, •, ⋄, •,a n d× , respectively. Now we provide the induction step for Theorem 5.3. Suppose the equation (5.4) is valid for all k with s replaced by s − 1; that is, suppose
Now from (4.6) we have
contains only points of lengths s − 1t os+k−2, and R i contains only points of lengths 1 to i, it follows that the term S s−1 k R r+1−k contains only points of lengths s to s + r − 1. Now consider a particular point x =(y,z), where y i sapo i n t of S s−1 r of length λ,a n dzis a point of R r of length µ, with s ≤ λ + µ ≤ s + r − 1. The kth term of (5.8) involves this point if and only if s − 1 ≤ λ ≤ s + k − 2a n d 1≤µ≤r+1−k, which together imply λ − s +2≤k≤−µ+r+1.
For k in this range, the weight associated with the point y in S s−1 k is, from (5.7), 2 −(s+k−2)
while the weight associated with the point z in R r+1−k is 2 −r−1+k . Thus the total weight associated with the point (y,z) in the sum (5.8) is
where in the last step we used the well-known identity
easily proved by induction. Since the length of the point (y,z)i sl=λ+µ ,w em a y use (5.3) and recover (5.4).
To obtain an analogous formula for the rule Q s k , we simply apply Theorem 4.5. This gives the following corollary to Theorem 5.3.
COROLLARY 5.5. .., w s,k ; the weight w s,k is associated with the abscissas of shortest length s, the weight w s,1 with the abscissas of greatest length s + k − 1. There are simple generating functions for these weights.
THEOREM 5.6. The weights a s,r and w s,r of (5.5) and (5.10) are generated by
Proof. Using the binomial expansion and the elementary relation
we find
Setting j = r − 1 in this and inserting expression (5.5) for a s,r gives
a s,r x r . (5.14)
After multiplying by y s and summing over s, we find a geometric series on the lefthand side. Simplifying this yields (5.11), establishing the first part of this theorem.
It follows directly from (5.10) that
Inverting the summation order, we find after a minor rearrangement that the righthand side is
The reader will recognize the sum over r as the one in (5.14), after which the sum over j gives (1 − 2x) s−1 , establishing
When treated in the same way as we treated (5.14) above, this yields (5.12).
All of the weights a s,r , being binomial coefficients, are positive. Some of the weights w s,r are negative and some are zero. Note that (5.17) is also a generating function, which may in some cases be more convenient than the more elegant (5.12).
COROLLARY 5.7. a s,r = a r,s and w s,r = w r,s , and for even s, w s,s is zero.
Proof. The symmetry of the coefficients is an immediate consequence of the symmetry of the generating functions (5.11), (5.12). (The symmetry of a s,r is also apparent in (5.5).) The final part follows from elementary manipulation of the generating function (5.12). First, we establish that
Then, applying the binomial theorem to each individual element (1−x) −t and (1−y) −t in this sum and extraction of the coefficient of (xy) s gives
The right-hand side is identical to the coefficient of z s−1 in the expansion of (1 + z) s−1 (1 − z) s−1 . Since this is an even function of z,w h e nsis even the coefficient of z s−1 is zero, implying w s,s =0. The authors have encountered no other cases of zero w s,r .F o rsand r ≤ 8, the weights w s,r are tabulated in the Appendix.
6. The number of abscissas. This section is concerned with the number of points required by the meritorious rule Q s k . We shall generally denote by ν(P ) the number of points required by an operator P . Further, we abbreviate
As in preceding sections, we deal first with the symmetric operator S s k . This may be generated by the use of (4.6), which states
Here R i is the 2 i -panel rectangle rule, which as in Lemma 5.4 may be expressed as
where S 1 (j) is the set of one-dimensional points of length j. Substitution of (6.2) into (6.1) and a rearrangement of the order of summation give
In this sum the terms with different index j represent distinct points, as the Consequently, in determining the number of distinct points, we need consider only those elements in this sum having i = j. This gives
where ν(S 1 (j)) = ν 1 (j)=δ j,1 +2 j− 1 is the number of one-dimensional points of length j.
For N s k = ν (S s k ), we find the recursion relation
(Note that the j = 1 term occurs twice.) This is anchored by
The values N s k for s ≤ 4a n dk≤8 are listed in the Appendix. Expressions for the rules of dimension up to four are
To obtain a convenient bound, we proceed as follows. We set
Then substitution into (6.5) and (6.6) gives
This, in fact, defines a set of polynomials p s of degree indicated by the subscript. Since p s−1 (k) is a positive integer, it is clear from (6.7) that N and then applying the arithmetic mean, geometric mean inequality to obtain p s (k) < k + A numerical investigation confirms that for s<8 all coefficients w s,r other than w s,s for even s are nonzero. Thus the inequalities may be replaced by equalities for all s<8; we conjecture that they may always be replaced by equalities. Note that the bound (1.1) follows from (6.11), since the merit is ρ =2 k . A procedure similar to the one described above may be used to construct formulas analogous to (6.5) to (6.8) for ν s (l), the number of s-dimensional points of length l. Alternatively, an immediate corollary of Theorem 5.3 is that Invoking (6.7), we find after some manipulation that ν s (l)=2 l−s q s−1 (l)+δ l,s ,l ≥ s ≥ 1 , (6.14) where q s−1 (l)=2p s−1 (l−s+1)−p s−1 (l−s),l ≥ s ≥ 1 . (6.15) These polynomials satisfy recursion relations similar in form to those satisfied by p s (k). 
