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VIISommario
Lo scopo di questo studio ` e quello di investigare gli eﬀetti che diversi tipi di feed-
back portano nell’esecuzione di alcuni esercizi di target tracking, confrontando in
particolare la modalit` a video con quella audio. Per l’esecuzione dei test ` e stato
utilizzato un joystick a due gradi di libert` a, controllato da un software implemen-
tato in MatLab e Simulink. E’ stata presa in considerazione una popolazione di
22 soggetti sani, privi di alcun tipo di menomazione motoria. Tre tipi di feed-
back audio e video sono stati sviluppati e forniti online durante l’esecuzione di
sette esercizi di target tracking. Sono stati memorizzati dei dati durante i test
per consentire la valutazione delle performance in momenti successivi; si sono,
inoltre, eﬀettuati dei test statistici per l’interpretare dei risultati ottenuti: sono
stati comparati indici relativi ad esercizi di audio/video diverso ma eseguiti dallo
stesso soggetto per la valutazione dell’eﬀetto del feedback uditivo in paragone con
quello video.Introduzione
Ridurre l’incidenza dell’ictus sull’indipendenza dei pazienti anziani durante la vi-
ta quotidiana sta diventando uno degli obiettivi primari della societ` a nei paesi
sviluppati, a causa dell’invecchiamento della popolazione e per l’incidenza di ictus
nelle persone anziane [1]. La riabilitazione ha un ruolo fondamentale nel ridurre le
disabilit` a dei pazienti colpiti da ictus, sia durante il ricovero (fase acutash/suba-
cuta, riabilitazione ospedaliera) sia dopo la dimissione (fase cronica, riabilitazione
ambulatoriale/in casa). Dal 1995, quando fu presentato il primo pionieristico si-
stema robotizzato per la riabilitazione, ` e stato studiato l’uso della robotica nella
riabilitazione post-ictus in modo approfondito, ottenendo dei risultati clinici po-
sitivi anche se non troppo soddisfacenti. Questo articolo presenta i pi` u recenti
sviluppi in questo campo di ricerca innovativo, delineando l’andamento degli stu-
di e il ruolo futuro della robotica nella riabilitazione post-ictus.
L’uso di sistemi robotici e meccatronici nella riabilitazione post-ictus ` e un nuo-
vo approccio terapeutico che, di recente, ha attirato l’attenzione di una crescente
comunit` a di gruppi di ricerca sia di medicina che di ingegneria[2, 3]. Finora sono
stati proposti molti protocolli terapeutici e soluzioni tecniche, questi si diﬀeren-
ziano in diversi modi, nel tipo di robot e di cinematica, nel livello di interazione
robot-paziente (feedback), nel tipo di esercizio, nella durata della pratica e in
base alle caratteristiche del paziente [3]. Non tutti i sistemi proposti sono stati
sottoposti a rigorosi test clinici, alcuni di loro sembrano essere stati progettati da
un punto di vista solo ingegneristico piuttosto che per un ﬁne terapeutico. Tut-
tavia, lo sforzo dedicato a questo settore da parte di molte istituzioni e societ` a
indica che il potenziale della robotica nella riabilitazione post-ictus ` e ancora pocosfruttato [3, 4].
Tuttavia, la conoscenza su come operi il motor learning durante la neuro-
riabilitazione non ` e ancora suﬃciente per imporre il design del dispositivo di
terapia robotica [5], sebbene siano state proposte recentemente alcune indicazioni
in questa direzione [6]. I progressi deriveranno probabilmente dalla futura ricerca
sull’uso del feedback uditivo e multimodale nella riabilitazione assistita da robot,
per aiutare a mantenere impegnato il paziente in tutta la sessione di terapia [7].
Il presente studio rientra in un progetto pi` u grande, che il gruppo di robotica
del DIMEG dell’Universit` a di Padova porta avanti da alcuni anni [7] [8] [9] [10], il
quale approfondisce il ruolo che il feedback audio gioca nel motor learning e cerca
di comprendere quali vantaggi una stimolazione sonora porti nell’esecuzione di
task motori, in vista di un suo utilizzo in un dispositivo di riabilitazione. In parti-
colare, ﬁnora sono stati condotti esercizi di target tracking, durante l’esecuzione
dei quali venivano forniti diversi tipi di feedback audio per capire quali eﬀetti essi
portassero nell’esecuzione di alcuni movimenti riabilitativi.
Proseguendo su questa strada, questa tesi si propone di investigare gli eﬀetti
che diversi tipi di feedback portano nell’esecuzione di alcuni esercizi di target
tracking, confrontando in particolare la modalit` a video con quella audio. Per
l’esecuzione dei test ` e stato utilizzato un joystick a due gradi di libert` a, controllato
da un software implementato in MatLab e Simulink.
Nel primo capitolo vengono presentati ed i risultati della ricerca bibliograﬁca
eﬀettuata ed una revisione della letteratura, punto di partenza per l’ideazione
e lo sviluppo di un nuovo tipo di test. Nel secondo capitolo viene introdotto
il sistema sviluppato per l’implementazione dell’esercizio di tracking. Nel terzo
capitolo viene descritta in dettaglio la procedura con cui sono stati eﬀettuati i
test. Nel quarto capitolo, inﬁne, sono presentate le elaborazione eﬀettuate sui dati
raccolti durante lo svolgimento delle prove e i principali risultati ottenuti.
In questo contesto, l’obiettivo ` e quello di capire quali tipi di feedback siano pi` u
adatti a fornire certe informazioni: in particolare, verranno confrontati feedback
audio e feedback video, i quali forniranno informazioni sulle stesse grandezze,
seppur in 2 modalit` a diﬀerenti. Ci si aspetta che diverse modalit` a, visiva e sonora,
XIIsiano pi` u adatte a rappresentare grandezze diverse. Inoltre verr` a implementato
un nuovo tipo di feedback, legato all’errore di velocit` a del soggetto rispetto al
target, il quale si spera possa dare un contributo per una maggiore accuratezza
nell’inseguimento del target.
XIIICapitolo 1
Robotica in riabilitazione
In questo capitolo vengono presentati i risultati della ricerca bibliograﬁca: come
motori di ricerca sono stati usati PudMed, EngineeringVillage e Google. La ricerca
spazia tra articoli degli ultimi dieci anni ed ` e stata ampliata a studi di anni
precedenti grazie ai riferimenti bibliograﬁci, per gli articoli di maggiore interesse.
Sono state utilizzate le seguenti parole chiave:
- motor learning
- motor control
- feedback (audio/video)
- force ﬁeld
- KR (knowledge of result)
- KP (knowledge of performance)
Alla ﬁne del capitolo vengono proposte due tabelle che riassumono il contenuto
della revisione della letteratura eﬀettuata. La prima si riferisce ai soli articoli citati
in questo contesto, la seconda completa di tutti.
1.1 Il ruolo della robotica riabilitativa
Ridurre l’incidenza dell’ictus sull’indipendenza dei pazienti anziani durante la vi-
ta quotidiana sta diventando uno degli obiettivi primari della societ` a nei paesi
sviluppati, a causa dell’invecchiamento della popolazione e per l’incidenza di ictus
nelle persone anziane. La riabilitazione ha un ruolo fondamentale nel ridurre le2 1. ROBOTICA IN RIABILITAZIONE
disabilit` a dei pazienti colpiti da ictus, sia durante il ricovero (fase acuta/subacu-
ta, riabilitazione ospedaliera) sia dopo la dimissione (fase cronica, riabilitazione
ambulatoriale/in casa). Dal 1995, quando fu presentato il primo pionieristico si-
stema robotizzato per la riabilitazione, ` e stato studiato l’uso della robotica nella
riabilitazione post-ictus in modo approfondito, ottenendo dei risultati clinici po-
sitivi anche se non troppo soddisfacenti. Questo articolo presenta i pi` u recenti
sviluppi in questo campo di ricerca innovativo, delineando l’andamento degli stu-
di e il ruolo futuro della robotica nella riabilitazione post-ictus.
L’uso di sistemi robotici e meccatronici nella riabilitazione post-ictus ` e un nuo-
vo approccio terapeutico che, di recente, ha attirato l’attenzione di una crescente
comunit` a di gruppi di ricerca sia di medicina che di ingegneria[2, 3]. Finora sono
stati proposti molti protocolli terapeutici e soluzioni tecniche, questi si diﬀeren-
ziano in diversi modi, nel tipo di robot e di cinematica, nel livello di interazione
robot-paziente (feedback), nel tipo di esercizio, nella durata della pratica e in
base alle caratteristiche del paziente [3]. Non tutti i sistemi proposti sono stati
sottoposti a rigorosi test clinici, alcuni di loro sembrano essere stati progettati da
un punto di vista solo ingegneristico piuttosto che per un ﬁne terapeutico. Tut-
tavia, lo sforzo dedicato a questo settore da parte di molte istituzioni e societ` a
indica che il potenziale della robotica nella riabilitazione post-ictus ` e ancora poco
sfruttato [3, 4].
Ci sono due ragioni principali per il rapido sviluppo di questo campo di ricerca.
Prima di tutto, ci sono prove sempre pi` u certe che il sistema motorio, dopo
essere stato colpito da ictus, assume un comportamento plastico e quindi pu` o
essere trattato con l’esercizio motorio [11, 12]. In secondo luogo, il numero di
persone che necessitano di riabilitazione dopo l’ictus ` e in rapida crescita a causa
dell’invecchiamento della popolazione [13]. Per questo motivo, in un prossimo
futuro, i costi dovuti all’incidenza di ictus metteranno sempre pi` u pressione sui
bilanci della sanit` a. Negli USA ogni anno si veriﬁcano circa 795.000 nuovi ictus,
che comprendono sia nuovi episodi che persone gi` a precedentemente colpite; per
il 2009 la stima dei costi diretti e indiretti dovuti all’ictus ` e di 68,9 miliardi di
dollari, mentre il costo della vita media di un paziente colpito da ictus ischemico1.1. IL RUOLO DELLA ROBOTICA RIABILITATIVA 3
` e stimato attorno ai 140.048 dollari [14]. Il costo per i pazienti in fase acuta
nei 2 anni seguenti al primo caso di ictus copre il 45,0% del costo di una vita
intera, a lungo termine le cure ambulatoriali ammontano al 35,0% mentre i costi
per le cure in casa sono il 17,5% [15]. Percentuali simili sono riportate da un
recente studio dell’ Erlangen Stroke Registry in Germania [16]. In questo contesto,
` e in aumento la domanda di nuove tecnologie che permettano l’attuazione di
programmi riabilitativi pi` u eﬃcaci e convenienti.
Ad oggi, l’ictus ` e la prima causa di disabilit` a a lungo termine nei paesi svilup-
pati: tra il 15 e il 30% delle persone colpite rimangono disabili, il 20% richiedono
cure mediche a 3 mesi dopo l’insorgenza [14, 17, 18]. L’obiettivo principale della
riabilitazione per un soggetto aﬀetto da ictus (emiplegico) ` e quello di promuovere
il recupero delle funzionalit` a perse, con lo scopo di riacquistare l’indipendenza nel-
le attivit` a della vita quotidiana. Per garantire un esito funzionale positivo, i pro-
grammi di riabilitazione per ictus sono basati su esercizi ripetitivi ‘task oriented’
[19]. Inoltre, la letteratura scientiﬁca suggerisce che l’intervento di riabilitazione
diventa signiﬁcativamente pi` u eﬃcace quando viene garantita una stimolazione
intensa, soprattutto se in fase subacuta (< 6 mesi) [4] e in una struttura spe-
cializzata [20]. Tuttavia, i programmi tradizionali di ‘training’ dipendono molto
dalla formazione del ﬁsioterapista e dalla sua esperienza [21], e, talvolta, fornisco-
no una quantit` a limitata di trattamenti per soggetto a causa della mancanza di
terapisti [12], che ` e il problema crescente. Per di pi` u, la valutazione della mobilit` a
del paziente e delle sue capacit` a funzionali ` e fatta in gran parte da operatori sani-
tari basandosi su scale di valutazione standardizzate e approvate, ma pur sempre
soggettive [22]. Questi fattori rendono diﬃcile il confronto tra i diversi protocolli
di trattamento.
1.1.1 La potenzialit` a dei sistemi robotici in riabilitazione
Il potenziale dei sistemi robotici nella riabilitazione post-ictus ` e ampio e sfac-
cettato. I sistemi robotici sono adatti per produrre un intenso training motorio
‘task-oriented’ per gli arti dei pazienti, sotto la supervisione di un terapista, come
parte integrata di un insieme di strumenti per la riabilitazione, che dovrebbe poi4 1. ROBOTICA IN RIABILITAZIONE
includere anche approcci pi` u semplici, non robotici [2]. In questo modo si pu` o
alleviare l’intensa fatica dovuta alla riabilitazione, permettendo al ﬁsioterapista
di concentrare gli sforzi sul recupero funzionale durante la terapia individuale e
di supervisionare diversi pazienti allo stesso tempo durante le sessioni di terapia
robot-assistita [23]. Questo metodo permetterebbe di sfruttare meglio le compe-
tenze e il tempo dei ﬁsioterapisti, aumentando, allo stesso tempo, l’eﬃcacia e
l’eﬃcienza del programma di riabilitazione.
Tuttavia, la riabilitazione robotica non ` e importante solo per il fatto di aumen-
tare la qualit` a e l’intensit` a dell’esercizio. Infatti, i sistemi robotici possono essere
utilizzati non solo per elaborare esercizi semplici e ripetitivi, ma anche per crea-
re nel paziente una stimolazione multisensoriale pi` u complessa e controllata (ad
esempio stimolazione visiva, uditiva e di forza). In questo modo, pu` o essere pro-
dotto un pi` u elevato livello di stimolazione rispetto a quella solitamente utilizzata
durante la terapia ‘hand-over-hand’ [3]. Un feedback estrinseco pu` o essere, inoltre,
utilizzato per dare al paziente la ‘knowledge of results’ (KR) e/o la ‘knowledge of
performance’ (KP) durante il training robotico, facilitando cos` ı il raggiungimento
degli obiettivi del movimento e stimolando il soggetto a impegnarsi nello svolgere
l’esercizio di riabilitazione [24].
Un altro potenziale vantaggio dei sistemi robotici sta nel fatto che sono in gra-
do di misurare una serie di parametri cinematici e dinamici durante il movimento
dell’arto del paziente, permettendo di valutare diversi indicatori relativi alle pre-
stazioni del paziente sia durante che dopo l’esercizio (per esempio la gamma del
movimento, velocit` a, morbidezza, ecc...) [3]. Questi valori possono essere utilizzati
per quantiﬁcare i progressi del paziente in maniera pi` u obiettiva rispetto a una
scala di valutazione clinica ma anche per adattare l’esercizio di riabilitazione in
base alle esigenze speciﬁche del paziente. D’altra parte, i parametri ingegneristi-
ci proposti ﬁnora nella letteratura scientiﬁca sono in genere legati alla speciﬁca
robotica hardware utilizzata e/o al tipo di esercizio attuato, e sono ben lungi dal-
l’essere considerati come valida alternativa alle tradizionali scale di valutazione
[22]. L’accettazione della tecnologia robotica da parte dei pazienti e dei ﬁsiotera-
pisti pu` o esser esso stesso un problema, anche se non risulta essere la principale
preoccupazione per i dispositivi sviluppati ﬁno ad oggi [25]. Per quanto riguarda1.1. IL RUOLO DELLA ROBOTICA RIABILITATIVA 5
il paziente, un punto chiave ` e quello di evitare che il soggetto si annoi usando uno
strumento. Questo obiettivo pu` o essere raggiunto implementando un esercizio che
sia stimolante, quasi un gioco, con carico su misura del paziente, promuovendo un
ruolo attivo di quest’ultimo nella riabilitazione [3]. D’altra parte, la riduzione del
contatto ﬁsico con una persona pu` o diventare uno svantaggio [12], e pu` o portare
a considerare la robotica come una minaccia per i terapisti, piuttosto che come
un sostegno e un’alternativa in pi` u per l’esercizio dei pazienti. Tuttavia, il divario
culturale tra i fornitori di tecnologia, i professionisti di riabilitazione e gli utenti
ﬁnali sta diminuendo gradualmente grazie alle conoscenze acquisite negli ultimi
tempi.
1.1.2 Eﬃcacia clinica dell’approccio robotico
Nonostante i potenziali beneﬁci dei movimenti di training mediati da robot nel
post-ictus [2], l’eﬃcienza clinica di questo approccio ` e ancora in discussione. An-
che se sono stati misurati dei beneﬁci motori, un’importante critica riguarda la
mancanza di informazioni che mostrino miglioramenti sulle misure ADL (Activity
of Daily Living) rispetto alla terapia tradizionale [26, 27]. Questo ` e un risultato
chiave per il futuro della riabilitazione post-ictus mediata da robot, cos` ı come
un recupero funzionale ` e fondamentale per il reinserimento dei soggetti malati
nella vita sociale e domestica, che rimane l’obiettivo principale dei programmi
riabilitativi. Tuttavia, persino l’equivalenza tra terapia ﬁsica e robotica pu` o esse-
re considerata come un risultato positivo, che consente l’introduzione dei sistemi
robotici nella pratica clinica, almeno per promuovere un eﬃcace uso delle risorse
umane [12] (come un terapista pu` o gestire numerosi pazienti allo stesso tempo)
e che consente la standardizzazione dei programmi riabilitativi.
Per quanto riguarda il training robotico dell’arto superiore, gli studi randomiz-
zati e controllati (RCTs) condotti ﬁno ad oggi hanno dimostrato che i pazienti che
hanno ricevuto training robot-assistiti in combinazione con la ﬁsioterapia hanno
pi` u probabilit` a di migliorare la funzionalit` a motoria e la forza dell’arto paralizza-
to rispetto ai pazienti che ricevono solo trattamenti ﬁsici; comunque, nelle ADLs
[27] non vengono riportate sostanziali diﬀerenze. Tuttavia, un confronto tra studi
della fase acuta/sub-acuta e studi della fase cronica rivelano miglioramenti si-6 1. ROBOTICA IN RIABILITAZIONE
gniﬁcativamente diﬀerenti nelle ADLs tra i due sottogruppi, suggerendo che un
precoce intervento robotico pu` o essere pi` u eﬃciente in termini di risultati funzio-
nali rispetto alla fase cronica del training robotico. Questi risultati devono essere
interpretati con cautela, dal momento che sono stati utilizzati diﬀerenti sistemi,
esercizi e protocolli di trattamento negli studi inclusi in questo articolo.
Lo stesso emerge dal pi` u recente articolo sull’uso dei dispositivi robotici per il
gait training [28], in cui si dimostra che i pazienti che ricevono assistenza roboti-
ca nella camminata in combinazione con la ﬁsioterapia hanno pi` u probabilit` a di
ottenere una camminata indipendente rispetto ai pazienti che si allenano senza
questi dispositivi. Comunque, i risultati di altri due recenti studi clinici suggeri-
scono che la terapia manuale pu` o essere ancora pi` u eﬃcace rispetto al training
robotico dell’arto inferiore, sia in fase subacuta che in fase cronica [29, 30]. Una
possibile spiegazione di questa scoperta pu` o essere una riduzione nel controllo vo-
lontario della postura durante il training della camminata robot-assistita a causa
della ritenzione della coppia bacino-tronco con l’assistenza passiva e altalenante
fornita dal sistema robotico impiegato negli studi [29]]. Un’altra motivazione pu` o
essere che entrambi i trials coinvolgono pazienti gi` a in grado di deambulare, e i
sistemi robotici potrebbero essere pi` u adatti per persone che non sono ancora in
grado di farlo.
Gli scarsi risultati funzionali dei primi RCTs possono essere interpretati con-
siderando che la maggior parte dei dispositivi robotici per la neuro-riabilitazione
esistenti, sono designati e programmati per produrre semplici pattern di movi-
menti stereotipati degli arti dei pazienti (tipicamente, traiettorie lineari in uno
spazio di lavoro planare o 3D), spesso non legati alle attivit` a funzionali incluse
nelle misure ADL. Inoltre, viene tipicamente usata una realt` a virtuale invece di
una realt` a mista e/o un contesto di training ambientale, questo pu` o ostacolare il
trasferimento dei risultati dei training alle situazioni di vita quotidiana [3]. Inﬁne,
il tempo e lo sforzo spesi dai pazienti per imparare a interagire con l’ambiente
robotico/virtuale pu` o ridurre l’eﬃcacia del training robot-assistito per quanto
riguarda la manipolazione degli oggetti reali. Tuttavia, un confronto diretto tra
approcci robotici e tradizionali basati sulla maggioranza delle misure ADL pu` o
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spesso insegnate delle strategie compensative che li aiutano a compiere il task
utilizzando l’arto non paralizzato [31] e permettendo loro di acquisire valori ADL
pi` u alti anche in presenza di un modesto recupero dell’arto malato. Al contrario,
le strategie di compensazione di solito non sono esercitate durante il training ro-
botico. Per questa ragione, diﬀerenti e nuove valutazioni possono essere usate per
quantiﬁcare correttamente l’eﬃcienza dell’approccio robotico al livello funzionale.
1.1.3 Prospettiva di medio periodo
Grazie ai risultati positivi ottenuti ﬁn qui, ai bisogni crescenti e all’attenzione data
a questa tecnologia medica a causa dell’invecchiamento della popolazione, l’uso di
sistemi robotici nella riabilitazione post-ictus crescer` a ulteriormente nel prossimo
futuro. La maggior parte delle limitazioni dei robot per la neuro-riabilitazione
saranno in parte o totalmente superate adattando la tecnologia attuale e/o in
fase di sviluppo, in accordo con i recenti progressi nel campo della riabilitazio-
ne verso approcci orientati alla funzionalit` a [3]. Inoltre, gli strumenti robotici
saranno probabilmente integrati in nuovi sistemi in concomitanza con altre tec-
nologie emergenti (ad esempio, stimolazione elettrica e sistemi di training basati
su sensori[12, 22]).
Tuttavia, le esigenze di mercato e le pressioni delle imprese possono favorire
la diﬀusione dei dispositivi robotici esistenti, prima che una nuova generazione
di robot riabilitativi pi` u eﬃcienti diventino commercialmente disponibili; questo
permetterebbe di provare l’attuale tecnologia robotica su una scala pi` u ampia e
di facilitare la valutazione degli eﬀettivi beneﬁci economici legati all’introduzione
dei sistemi robotici nella pratica riabilitativa, non solo a livello ospedaliero, ma
anche considerando l’impatto del training robotico sul costo della vita dei pazienti
colpiti da ictus. Questa valutazione pu` o diventare un fattore chiave per rendere
l’approccio robotico pi` u attrattivo per le compagnie d’assicurazione e i sistemi
di assistenza sanitaria, con l’obiettivo di creare un interesse commerciale a lungo
termine nei sistemi di riabilitazione robotica. Inoltre, l’uso della tecnologia robo-
tica sar` a probabilmente estesa a diﬀerenti campi di riabilitazione, come la vasta
gamma di malattie neuro-degenerative. Per esempio, sono stati presentati recen-8 1. ROBOTICA IN RIABILITAZIONE
temente i risultati di test clinici con dispositivi robotici sulla sclerosi multipla e
su pazienti pediatrici con lesioni corticali[4].
Ricerche future chiariranno se, attraverso la progettazione tecnica e/o nuo-
vi esercizi e protocolli di trattamento, i task ADL potranno essere realmente
migliorati dal training robotico.
Come suggerito dai risultati dei primi test clinici su dispositivi per l’arto supe-
riore, un campo da esplorare ` e il trattamento robotico della fase acuta e subacuta
, cos` ı da capire se un precoce e intensivo intervento robotico pu` o migliorare signi-
ﬁcativamente il risultato funzionale, durante il ricovero ospedaliero del paziente
[2, 4].Da un punto di vista tecnico, una sﬁda importante sar` a la creazione di dispo-
sitivi robotici in grado di allenare il paziente a compiere movimenti pi` u naturali
e funzionali[3, 4, 32, 33].
La seconda sﬁda sar` a quella di sviluppare nuovi sistemi robotici in grado di
modulare correttamente il livello di assistenza, per evitare che il paziente riduca il
proprio sforzo se non in presenza di aﬀaticamento. Idealmente, i sistemi robotici
dovrebbero essere adattati in modo da fornire il minimo livello di assistenza di
cui necessita il paziente, mantenendo il rapporto di causalit` a tra lo sforzo del
paziente e il movimento risultante dell’arto anche quando viene fornita assistenza
robotica [32, 34]. Un altro miglioramento nei programmi di riabilitazione robotica
ci si aspetta possa derivare dall’applicazione dei principi del ‘motor learning’
computazionale alla neuro riabilitazione, per fornire un quadro di riferimento per
la progettazione di protocolli di riabilitazione ottimali [35].
Tuttavia, la conoscenza su come operi il motor learning durante la neuro-
riabilitazione non ` e ancora suﬃciente per imporre il design del dispositivo di
terapia robotica [5], sebbene siano state proposte recentemente alcune indica-
zioni in questa direzione [6]. I progressi deriveranno probabilmente dalla futura
ricerca sull’uso del feedback uditivo e multimodale nella riabilitazione assistita
da robot, per aiutare a mantenere impegnato il paziente in tutta la sessione di
terapia [7]. Inﬁne, saranno necessari ulteriori test clinici per chiarire quali tipi
di approcci progettuali (per esempio, esoscheletri vs sistemi robotici end-eﬀector
based, training bilaterale vs unilaterale, approccio prossimale vs il distale, trai-
ning complesso vs il non-complesso e fase di trattamento acuto-subacuto vs la1.1. IL RUOLO DELLA ROBOTICA RIABILITATIVA 9
fase cronica) e quale parametri pratici possono essere pi` u eﬃcienti per speciﬁci
gruppi di pazienti.
Il mercato sanitario globale sta crescendo pi` u velocemente rispetto al prodot-
to interno lordo(PIL), dopo aver aumentato il proprio punteggio da 8 a 8.6% del
PIL mondiale tra il 2000 e il 2005. In termini assoluti, al netto dall’inﬂazione,
questo rappresenta una crescita del 35% nella spesa mondiale per la sanit` a in
un periodo di 5 anni [13]. Quindi, la spinta ad usare eﬃcientemente le risorse
dell’assistenza sanitaria sta diventando sempre pi` u elevata, e vengono proposti
approcci diﬀerenti per migliorare il rapporto costo-eﬃcacia dei programmi riabi-
litativi, includendo ospedali, case di cura e riabilitazione nell’ambiente domestico
[36, 37]. Mentre al giorno d’oggi la robotica rappresenta un approccio realistico
nei primi due ambienti, vi ` e ancora un bisogno insoddisfatto di dispositivi con
prezzi accessibili per la riabilitazione in casa [2, 38]. La sicurezza ` e una delle
preoccupazioni principali per tali sistemi dato che possono essere azionati senza
supervisione, limitando cos` ı il ruolo del team di riabilitazione alla pianiﬁcazione
e al monitoraggio remoto (sia online che oﬄine) dell’intervento.
In questo contesto, la realt` a virtuale pu` o essere un valido approccio alterna-
tivo, sebbene tali sistemi, da soli, non possono fornire assistenza ai pazienti, in
questo modo essi sono adatti solo ad allenare parzialmente i soggetti. Una secon-
da, fondamentale questione dei dispositivi di riabilitazione da utilizzare in casa ` e
il costo, dovuto al loro basso tasso di utilizzo rispetto ai sistemi di riabilitazione
e di assistenza ambulatoriale e ospedaliera. Tuttavia, il numero di sopravvissuti
all’ictus disposti ad acquistare un dispositivo di training casalingo a basso costo
dovrebbe essere ragionevolmente elevato, soprattutto se si considera che la durata
dei programmi di riabilitazione ambulatoriali spesso non soddisfano le esigenze e
le aspettative dei pazienti cronici [39]. In realt` a, essi di solito oﬀrono poche setti-
mane di trattamento all’anno. Pertanto, un maggior sforzo di ricerca sui sistemi
di riabilitazione casalinghi ` e previsto in un prossimo futuro ed i primi dispositivi
a basso costo saranno probabilmente sviluppati e immessi sul mercato. La dispo-
nibilit` a di questa tecnologia consentirebbe la rivisitazione di tutto il programma
di riabilitazione, che dovrebbe essere auspicabilmente basato sull’uso di dispo-
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conﬁdenza con la tecnologia senza il bisogno di un riapprendi mento delle nuove
modalit` a di interazione in ogni fase del processo di recupero.
1.2 Motor Control e Motor Learning
Per controllo motorio (motor control) si intende la capacit` a del sistema nervoso di
regolare o dirigere il movimento. La regolazione dell’attivit` a motoria volontaria,
quale sia il suo livello di complessit` a, ` e eﬀettuata dalla corteccia motoria prima-
ria, situata nella parte posteriore del lobo frontale; la corteccia di ciascun lato
dell’encefalo controlla principalmente i muscoli sul lato opposto del corpo. I tratti
nervosi che originano nella corteccia motoria dell’emisfero sinistro si incrociano
per poi scendere nel midollo spinale e terminare sui motoneuroni eﬀerenti, i quali
determinano la contrazione dei muscoli scheletrici sul lato destro del corpo. La
stimolazione di diﬀerenti aree della corteccia motoria primaria causa il movimen-
to in diﬀerenti regioni del corpo, secondo la rappresentazione distorta delle varie
parti del corpo che l’encefalo conserva (nel cosiddetto ‘l’homunculus motorio’,
le dita delle mani o i muscoli della fonazione sono grossolanamente esagerati se
confrontati con tronco, braccia e arti inferiori, indicando il livello ﬁne di controllo
motorio di queste parti del corpo).
Oltre la corteccia motoria, altre regioni dell’encefalo sono importanti nel con-
trollo motorio: in particolare il cervelletto contribuisce al mantenimento dell’equi-
librio, coordina i movimenti volontari spazializzati ed interviene nella program-
mazione e nell’inizio dell’attivit` a volontaria, fornendo input alle aree motorie
corticali.
Il movimento, inoltre, non pu` o essere studiato senza tenere conto della perce-
zione. La percezione ` e l’interpretazione a livello conscio del mondo esterno creata
dall’encefalo in base ad un pattern di impulsi nervosi inviatigli dagli organi di
senso. Percezione ed azione sono essenziali l’una all’altra: per poter controllare la
contrazione dei muscoli scheletrici al ﬁne di ottenere il movimento desiderato, il
SNC deve essere informato continuamente dei risultati della sua azione, attraver-
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posizione del proprio corpo o di una sua parte nello spazio, ha fondamentale im-
portanza nell’esecuzione di qualsiasi movimento.
Il motor learning ` e, invece, l’insieme di quei processi associati all’esercizio o
all’esperienza che portano a cambiamenti relativamente permanenti delle capacit` a
di risposta di un soggetto (Schmidt, 1975). Tale apprendimento evolve nel corso
di una serie di ripetizioni di un movimento e richiede la presenza di perturbazioni
esterne. Pratica e qualit` a dello studio o del training inﬂuiscono moltissimo sulla
velocit` a di apprendimento e sulla performance ﬁnale.
La riorganizzazione cerebrale, che porta all’acquisizione di nuove capacit` a mo-
torie, ` e possibile grazie all’elevato grado di plasticit` a dell’encefalo, ovvero la capa-
cit` a che il cervello ha di modiﬁcarsi o rimodellarsi funzionalmente in risposta alle
richieste che gli vengono poste. Tale abilit` a ` e pi` u pronunciata nei primi anni di
sviluppo, ma anche l’encefalo adulto conserva una certa plasticit` a. In particolare,
quando un area cerebrale associata ad una particolare attivit` a viene distrutta, al-
tre aree dell’encefalo possono assumere gradualmente una parte o la totalit` a delle
funzioni della regione danneggiata. L’apprendimento di nuove abilit` a motorie con
un CNS intatto e il recupero di abilit` a precedentemente apprese, che sono state
perdute dopo un danno cerebrale, sembrano essere simili nei vari aspetti. Cos` ı, il
motor learning ` e possibile anche quando la corteccia motoria ` e parzialmente dan-
neggiata, e, seppur pi` u lento, ` e eﬃcace quanto quello di soggetti sani. Sfruttando
questi meccanismi, esercizi post-stroke mirati possono rilanciare la plasticit` a neu-
rale ed il recupero funzionale dell’arto leso, evitando un ulteriore perdita della
rappresentazione della mano nella corteccia intatta e inducendo un’espansione del
territorio della mano nella corteccia adiacente.
Un concetto teorico fondamentale nello studio di Motor Control e Motor Lear-
ning ` e quello di modello interno, ovvero una rappresentazione inversa della ﬁsi-
ca del corpo che il sistema nervoso immagazzina. Tale modello si basa su due
diﬀerenti meccanismi di controllo:
- meccanismi di controllo feedfoward: si basano sulla previsione delle for-
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to, senza l’utilizzo di informazioni sensoriali. Tale meccanismo ha l’evi-
dente inconveniente di non essere in grado di rispondere a perturbazioni
inaspettate
- meccanismi di controllo feedback: quando un errore nell’esecuzione del movi-
mento ` e disponibile tramite le informazioni sensoriali, queste possono essere
utilizzate per eﬀettuare correzioni al volo del movimento stesso, in modo
che segua il piano desiderato. Tale correzione, tuttavia, ha l’inconveniente
di essere disponibile solo dopo un certo ritardo sensoriale
Questi 2 meccanismi lavorano assieme: l’errore di retroazione nel controllore a
feedback viene utilizzato come segnale di apprendimento di un modello feedfo-
ward.
Tale modello ` e stato messo in evidenza, per esempio, dallo studio di Mah,
Mussa-Ivaldi [40]: la prima parte dell’esperimento ((primary task) prevede di
seguire i movimenti random di un target, bilanciando contemporaneamente un
pendolo inverso che si muove su un piano orizzontale sopra un carrello. I soggetti
impugnano l’estremit` a di un manipolatore a 2 gradi di libert` a, il quale controlla
un software che simula il moto del pendolo. Realistici feedback di forza sono stati
forniti per simulare la forza di gravit` a. I soggetti sono stati in grado di imparare
la sequenza corretta di movimenti e di forze necessarie per eseguire il task e di
crearsi un modello di tali forze per ripetere l’esercizio il giorno dopo. La seconda
parte dello studio (intervening task) ripete il primary task con alcune modiﬁche:
i soggetti sono stati divisi in 2 gruppi:
- fast group: il target si muove a velocit` a doppia con pendolo inverso
- slow group: il target si muove alla stessa velocit` a con pendolo stabile
Sorprendentemente i soggetti appartenenti allo slow group, che hanno dovuto ap-
prendere nuovi schemi di forze per bilanciare il pendolo, hanno ottenuto i risultati
migliori; ci` o suggerisce che la ritenzione del task ` e favorita quando simili movi-
menti degli oggetti da seguire richiedono risposte motorie incompatibili(teoria
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Per studiare la capacit` a adattativa neuro-motoria umana, Mussa-Ivaldi e col-
laboratori hanno proposto uno schema sperimentale, divenuto lo standard per
questi studi. I soggetti, seduti davanti ad un monitor, impugnano l’estremit` a di
un manipolatore a due gradi di libert` a in grado di generare un campo di forze
lungo il piano orizzontale; l’esercizio consiste nel raggiungere 3 target, disposti
ai vertici di un triangolo equilatero, che in modo random vengono rappresentati
sul monitor. Se il robot non applica alcuna forza, le traiettorie appaiono regolari
e lineari. L’applicazione del campo di forza, invece, causa inizialmente la curva-
tura della traiettoria della mano. Con la pratica i soggetti si adattano alle forze
imposte e riescono a raggiungere il target previsto. Quando il campo di forza
viene improvvisamente rimosso, si osservano i cosiddetti after-eﬀects: i soggetti
disegnano traiettorie curvate in maniera speculare rispetto a quando ` e stata gene-
rata la perturbazione. Gli autori hanno ipotizzato che l’adattamento causerebbe
un’alterazione nel modello interno feedfoward, la quale porta il soggetto a predire
gli eﬀetti delle sollecitazioni a cui ` e sottoposto. Ad ogni modo, durante i 50-75
movimenti che seguono la rimozione del campo di forze, le traiettorie tornano
lineari (washed-out).
Gli studi sul movimento considerano, nella grande maggioranza, azioni di
point-to-point reaching, o di tracking di un target su di un piano orizzontale.
Questa scelta ` e dovuta al fatto che tale movimento ` e uno dei pi` u semplici da ese-
guire, per l’assenza di forza di gravit` a nei movimenti e per la facilit` a di organiz-
zazione sperimentale. Generalmente ai pazienti ` e chiesto di seguire un target che
si muove su un piano orizzontale oppure di raggiungere punti ﬁssi disposti lungo
una circonferenza (o lungo i vertici di un triangolo o quadrato). I target vengono
opportunamente rappresentati su uno schermo di fronte al soggetto. L’attenta
analisi di questi movimenti, seppur semplici, ha portato a deﬁnire caratteristiche
comuni a svariate altre tipologie di movimento; in particolare:
- la mano si muove verso un target secondo traiettorie approssimativamente
rettilinee, indipendentemente dalla direzione e dall’ampiezza del movimento
- il movimento ha un proﬁlo di velocit` a a campana, con un picco propor-
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un’elevata precisione, tale proﬁlo risulta asimmetrico: infatti, ad una fa-
se iniziale (transport phase) durante la quale il braccio ` e trasportato nelle
vicinanze del target, segue una fase di aggiustamento (correction phase)
durante la quale vengono eseguite piccole correzioni alle imprecisioni dei
movimenti precedenti
- si ipotizza che i movimenti siano formati dalla combinazione di blocchi
elementari, chiamati ‘submovemets’; essi si sovrappongono per formare un
movimento ﬂuido, caratterizzato dalla cosiddetta ‘smoothness’ (dolcezza).
Tale teoria, tuttavia, non ha ancora una dimostrazione univoca, a causa
della diﬃcolt` a di estrazione dei submovemets [41]
I pazienti post-stroke, sopratutto nella fase acuta, non sono in grado di produrre
movimenti con tali caratteristiche: in particolare essi presentano curvature delle
traiettorie della mano; inoltre, i movimenti appaiono frammentati e stereotipati,
presentando un numero eccessivo di submovement e molti picchi di velocit` a. Non
c’` e, invece, alcuna diﬀerenza, rispetto ad un soggetto sano, nel proﬁlo di velocit` a di
un singolo submovement. Diversi studi [42, 41] hanno evidenziato come il recupero
inizi con l’acquisire di nuovo la capacit` a di creare i submovement e, solamente
in un secondo tempo, di combinarli assieme. Durante la terapia i submovemets
tendono a diminuire in numero e, progressivamente, a sovrapporsi contribuendo
all’aumento della smoothness. In particolare, Roher [41] ha esaminato 31 soggetti,
12 in fase acuta (inpatient) e 19 in fase cronica (outpatient). L’esercizio ` e standar:
eseguire dei movimenti di reaching di 8 target disposti lungo una circonferenza,
partendo e ritornando al centro dopo il raggiungimento di ogni target; il MIT-
Manus accompagna ogni soggetto durante l’esecuzione del task; si tratta di un
robot a 2 gradi di libert` a che permette il movimento di spalla e gomito su un piano
orizzontale. Tale apparecchiatura` e in grado di registrare il comportamento umano
ed adattarsi di conseguenza (controllo d’impedenza): la macchina riconosce una
componente volontaria del movimento, anche minimale, del paziente e quando
questa viene meno si attiva per aiutare il soggetto a terminare il movimento. Il
risultato generale ` e stato un aumento della smoothness, sia per gli inpatient che
per gli outpatient. Il calcolo di tale parametro ` e stato basato sul minimum jerk
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minore ` e il jerk e il numero di picchi, pi` u dolce risulta il movimento. Inoltre ` e
stato osservato: (1) un aumento dei picchi di velocit` a di ogni submovement, (2)
una dimunuzione del numero di submovement, (3) una diminuzione del tempo che
intercorre tra due picchi di velocit` a successivi, in particolare per gli inpatient, (4)
una progressiva sovrapposizione dei submovemets, in particolare per gli inpatient.
Accanto alla scarsa smoothness del movimento, la performance di un paziente
colpito da stroke ` e caratterizzata dalla diﬃcolt` a a coordinare i movimenti con
pi` u gradi di libert` a; in particolare, viene evidenziata una scarsa coordinazione di
spalla e gomito, dovuta alla scorretta temporizzazione delle diverse articolazioni.
Il soggetto, inoltre, ` e in grado di muoversi solamente seguendo pochi stereotipati
schemi motori: spalla e gomito sono scarsamente indipendenti l’una dall’altro,
il che preclude l’esecuzione di molti movimenti in tutte le direzioni. Krebs, Di
Pietro [43] hanno studiato un eventuale ripristino della coordinazione di spalla e
gomito in 117 pazienti in fase cronica. La prima parte dell’esperimento ` e del tutto
simile a quello condotto da Roher: i soggetti si allenano eseguendo movimenti
di reaching di 8 target disposti lungo una circonferenza; anche in questo caso,
ogni esecuzione viene assistita dal MIT-Manus. Successivamente viene chiesto di
disegnare, pi` u volte, sia in senso orario che antiorario, una circonferenza continua.
Tale esercizio viene scelto perch´ e richiede una buona coordinazione di spalla e
gomito; in particolare richiede un’ottima temporizzazione tra l’abduzione della
spalla e l’estensione del gomito. La bont` a dell’esercizio ` e stata valutata tramite
l’axes ratio (rapporto tra gli assi), ovvero il rapporto tra l’asse minore e l’asse
maggiore dell’ellisse che meglio si adatta al percorso disegnato dalla mano del
soggetto. Tale parametro varia tra 0 e 1; maggiore ` e il valore, maggiore ` e la
qualit` a del disegno.
Durante il corso della terapia tale parametro ha teso progressivamente a 1, il
che indica l’acquisizione da parte dei soggetti del task richiesto.
1.3 Feedback
Uno dei pi` u importanti aspetti del processo di apprendimento, e soprattutto di
aﬃnamento, di un compito motorio ` e l’utilizzo del feedback. Con tale termine16 1. ROBOTICA IN RIABILITAZIONE
ci si riferisce a tutte quelle informazioni che il soggetto riceve durante e dopo
l’esecuzione di un task. Una prima classiﬁcazione divide il feedback come:
- intrinseco: relativo alle informazioni associate al movimento provenienti dal
proprio sistema sensoriale. Il feedback intrinseco fornisce informazioni, sia
durante che dopo la produzione di movimento
- estrinseco: ` e invece relativo alle informazioni provenienti da fonti esterne,
come pu` o essere il terapista o un dispositivo robotico.
Il feedback estrinseco aﬃanca la risposta che il soggetto ottiene dai propri sen-
si: visione, udito e propriocezione. Quando il sistema sensoriale non ` e in grado
di fornire informazioni utili alla performance, il feedback estrinseco pu` o rivelar-
si risolutivo ai ﬁni dell’apprendimento e dell’esecuzione di un determinato task
motorio. In particolare gioca due importanti ruoli: innanzitutto fornisce infor-
mazioni riguardo la performance, cio` e valuta se l’esercizio ha avuto successo o
meno e descrive gli errori che il soggetto dovrebbe correggere per una migliore
esecuzione; inoltre aumenta attenzione e motivazione del soggetto, portandolo ad
incrementare i propri sforzi per raggiungere l’obiettivo, che ` e la chiave del recu-
pero funzionale. Nel feedback estrinseco si possono ulteriormente distinguere due
tipi di informazione:
- la KR (knowledge of results): da un indicazione che speciﬁca se l’obiettivo
dell’esercizio ` e stato raggiunto o meno. Tali informazioni hanno un mag-
gior eﬀetto ai ﬁni dell apprendimento quando sono precise, espresse cio` e in
termini quantitativi, piuttosto che quando sono invece di tipo qualitativo
(ad esempio, osservazioni come ‘giusto’, ‘sbagliato’). La precisione non deve
per` o superare il limite di elaborazione del soggetto, per non produrre un
degrado della prestazione
- la KP (knowledge of performance): da un indicazione della qualit` a dei mo-
vimenti eseguiti dal paziente per portare a termine un esercizio. Tali infor-
mazioni possono essere fornite in vari modi (verbale e non). Anche in questo
caso le informazioni di tipo quantitativo sono pi` u eﬃcaci
Diversi autori [44] hanno veriﬁcato che i pazienti migliorano la qualit` a del movi-
mento in un reaching task quando viene fornita loro una conoscenza della perfor-1.3. FEEDBACK 17
mance (KP, istruzioni riguardanti le sequenze di movimenti da compiere) piutto-
sto che una conoscenza del risultato (KR, precisione del movimento). E’ pur vero
che nell’esperimento condotto da Cirstea la KP ` e stata fornita verbalmente e che
il grado di invalidit` a dei soggetti ha potuto inﬂuire sul risultato ﬁnale dell’espe-
rimento.
1.3.1 Visione e propriocezione
Al ﬁne di valutare quali possano essere gli stimoli utili da applicare ai pazienti
durante la loro riabilitazione, ` e necessario stabilire quale feedback (visivo, uditivo
o di forza) sia pi` u eﬃcace. A tale scopo Feygin [45] ha eﬀettuato un confronto tra
tre metodi di allenamento robot-assistito:
- visivo (V), nel quale il soggetto guarda l’end-eﬀector di un robot eseguire il
movimento ideale
- aptico (H), dove la visione dell’apparato ` e impedita, mentre il soggetto
impugna l’end-Eﬀector che guida la sua mano lungo il percorso ideale
- aptico-visivo (H+V), nel quale il soggetto guarda il movimento mentre ` e
guidato apticamente
L’allenamento aptico, da solo, si ` e rivelato meno eﬃciente dell’allenamento visivo
per quanto riguarda la posizione e la forma, ma pi` u eﬃciente per quanto riguarda
la temporizzazione. Per ogni modalit` a di allenamento, si sono poi studiati gli ef-
fetti con due possibilit` a di richiamo (recall): con la visone diretta (H+V) o senza
la visione (H). L’eﬀetto del metodo di allenamento ` e moderato dalla modalit` a di
recall utilizzata; in particolare si osserva un calo di performance dell’allenamento
aptico nel caso di recall (H+V), ovvero la visione pu` o in qualche modo interferire
con la rappresentazione aptica del movimento.
Un risultato simile ` e stato ottenuto da Morris [46]: 12 partecipanti vengono
guidati passivamente lungo traiettorie disegnate su un piano orizzontale; scopo
del test ` e imparare la corretta sequenza di forze che vengono fornite lungo un
piano verticale. Anche questo test prevede 3 diﬀerenti condizioni di allenamento:18 1. ROBOTICA IN RIABILITAZIONE
- aptico (H): il soggetto, immerso in un campo di forze verticale, deve cercare
di rimanere sul piano di movimento orizzontale
- visivo (V): l’intensit` a della forza viene rappresentata lungo un monitor in
corrispondenza della posizione del soggetto (il quale rimane vincolato al
piano orizzontale di movimento)
- aptico-visivo (H+V): come (V); in aggiunta, viene fornita un’informazione
relativa all’intensit` a della forza applicata in quel momento dal soggetto
Il grado di apprendimento ` e stato misurato dalla precisione con cui un sogget-
to riproduce lo schema di forze sentite in un successivo test di richiamo (T). I
risultati hanno indicato una maggiore eﬃcacia dell’allenamento (H+V) rispetto
all’allenamento visivo o aptico, da solo; inoltre (V) prevale su (H). Tali risultati
suggeriscono che l’allenamento aptico, supportato da un adeguato feedback visivo,
pu` o rivelarsi uno strumento eﬃcace per l’apprendimento di compiti sensomotori
che richiedono la memorizzazione di determinati schemi di forze.
1.3.2 Feedback audio
Mentre la stimolazione visiva ` e un argomento molto studiato nel campo della ria-
bilitazione post-stroke, ben poca attenzione ` e dedicata al feedback uditivo. Nono-
stante ci` o, anche il suono pu` o risultare un ottimo strumento ai ﬁni del recupero:
stimola, infatti, la corteccia uditiva, posta nel lobo temporale, la quale comunica
con la corteccia motoria, integrando le aﬀerenze somatosensoriali del lobo pa-
rietale; in tal modo contribuisce a favorire la plasticit` a del cervello, meccanismo
fondamentale per il recupero di danni neurologici, in particolare dell’ictus.
Se propriamente disegnato, il feedback audio pu` o portare molti vantaggi, in
quanto:
- stimola l’utente ad eseguire esercizi ripetitivi e stancanti
- pu` o rappresentare informazioni temporali e spaziali che possono migliorare
il processo di apprendimento motorio; apre, infatti, un altro canale di co-
municazione attraverso il quale vengono fornite informazioni complementari1.3. FEEDBACK 19
a quelle disponibili tramite la vista; ad esempio, pu` o fornire informazioni
diﬃcili da vedere quando lo ` e schermo ` e limitato
- pu` o sostituire le altre modalit` a di feedback, in caso di loro assenza, come
nel caso di pazienti non vedenti.
Il feedback audio pu` o fare uso o meno del linguaggio; tuttavia, la parola viene
preferibilmente sostituita da suoni per fornire un’indicazione quantitativa. Sono
stati individuati 4 modi principali in cui i dati possono essere codiﬁcati in audio:
- auditory icons: suoni di tutti i giorni riprodotti sul computer che stabiliscono
un collegamento intuitivo con ci` o che rappresentano
- earcons: toni astratti e sintetici utilizzati per fornire un messaggio; un esem-
pio pu` o essere il ‘beep’ di inizio o ﬁne esercizio; devono essere spiegati perch´ e
non c’` e nessun collegamento con quello che rappresentano
- speech: linguaggio parlato
- soniﬁcation: ‘mappatura di informazioni multidimensionali in un dominio
acustico’; pu` o essere considerato l’equivalente della visualizzazione delle
informazioni
Fornire un appropriato feedback audio si ` e rivelato eﬃcace per bilanciare cali
di attenzione, dovuti a varie fonti di distrazione, durante l’esecuzione del task
[7]. Durante l’esercizio di target tracking, privo di feedback sonoro, veniva intro-
dotto un semplice distrattore visivo, il quale aumentava l’errore di inseguimento
(tracking error), portando ad un peggioramento della performance. In alcuni test
veniva fornito un feedback audio, in forma di beep, proporzionale all’errore di
inseguimento, il quale riportava la performance su livelli normali.
Robertson [47] ha studiato l’eﬀetto di 2 tipi di feedback audio forniti a pazienti
emiparetici con lesioni all’emisfero destro (RHD) o sinistro (LHD). L’esercizio
prevede movimenti di reaching verso 9 target equamente distribuiti nell’area di
lavoro di fronte al soggetto. Il feedback somministrato pu` o essere:
- simple: il volume aumenta quanto pi` u la mano si avvicina al target
- spatial: il suono percepito dipende dalla posizione della mano rispetto al
target (` e pi` u basso nell’orecchio sinistro se il target` e alla destra del soggetto)20 1. ROBOTICA IN RIABILITAZIONE
Sorprendentemente non sono state trovate diﬀerenze tra i 2 tipi di audio. I
soggetti, eccetto uno (un musicista), non sono nemmeno stati in grado di ricono-
scere la natura del feedback spazializzato. Invece, sono comparse diﬀerenze tra i
gruppi RHD e LHD. Tale stimolazione si ` e rilevata positiva per il gruppo RHD,
ma ha peggiorato la performance del gruppo LHD; ci` o dimostra che l’eﬃcacia del
feedback audio dipende dall’emisfero lesionato e che i 2 emisferi giocano un ruolo
diverso nel processare le informazioni uditive.
1.3.3 Frequenza del feedback
Un aspetto importante riguarda la frequenza con cui fornire tali feedback, poich´ e
un sovraccarico di stimoli ostacola l’apprendimento. Fornire un alta frequenza pu` o
essere eﬃcace nelle prime fasi di allenamento, tuttavia il soggetto corre il rischio
di sviluppare una dipendenza dal feedback. La frequenza dipende innanzitutto dal
livello motorio del soggetto; man mano che diventa pi` u abile, i feedback saranno
sempre pi` u intervallati per permettere al soggetto di collegare le informazioni
esterne a quelle interne sensoriali.
Mononen [48] ha condotto uno shooting test per studiare tale fenomeno. 58
maschi, con una limitata esperienza di tiro, hanno partecipato all’esperimento;
diversi feedback sono state fornite con diverse frequenze:
- VIS100: feedback visivo, dopo ogni prova
- VIS50: feedback visivo, dopo il 50% delle prove
- AUD50: feedback audio, dopo il 50% delle prove
- KR: dopo ogni prova
- CO: gruppo di controllo, senza feedback
La bont` a della performance ` e stata valutata in termini di precisione del tiro e
di stabilit` a dell’arma. I soggetti hanno condotto un periodo di allenamento di 4
settimane, durante il quale sono stati forniti i feedback; la prova ` e stata ripetuta,
senza l’ausilio di feedback, 2, 10 e 40 giorni dopo per veriﬁcare l’apprendimento
(retention test). Nonostante i risultati abbiano indicato una maggiore eﬃcacia
del VIS100 sul VIS50 durante la fase di allenamento, tuttavia, tale superiorit` a ` e1.4. OBIETTIVI 21
scomparsa progressivamente durante il retention test. Invece, il gruppo a cui ` e
stato fornito VIS50 ` e stato in grado di mantenere gli stessi punteggi ﬁno alla ﬁne
del test; ci` o suggerisce che i soggetti appartenenti a tale gruppo sono stati capaci
di costruire uno schema motorio duraturo, che limita la dipendenza dal feedback
e che permette l’esecuzione dell’esercizio anche senza tale ausilio. Comunque, i
punteggi migliori sono stati ottenuti dal gruppo a cui ` e stato fornito AUD50, sia
durante l’allenamento, sia durante il retention test. Tale stimolo ha, infatti, creato
un ovvio collegamento tra il feedback fornito e la correzione del movimento che il
soggetto deve operare; tale informazione non ` e, invece, di cos` ı facile acquisizione
con il solo ausilio del feedback visivo.
1.4 Obiettivi
Lo scopo di questo lavoro ` e quello di investigare gli eﬀetti che diversi tipi di
feedback, audio e video, portano nell’esecuzione di movimenti di tracking di un
target; in particolare si ` e cercato di capire quali siano i parametri pi` u opportuni
ed eﬃcaci a cui legare tale feedback, come pu` o essere l’errore di velocit` a o di
posizione del paziente rispetto al target. Grande attenzione ` e stata rivolta al
ruolo del feedback audio, che pu` o risultare uno strumento molto utile per un
migliore e pi` u pronto recupero della capacit` a motoria; in particolare, si ` e cercato
di approfondire il ruolo che tale feedback gioca nel motor learning e il modo in
cui un modello sonoro entra in un modello interno feedfoward.
E’ stata presa in considerazione una popolazione di 22 soggetti sani, privi di
alcun tipo di menomazione motoria. Diversi tipi di feedback audio e video sono
stati sviluppati e forniti online durante l’esecuzione di esercizi di target tracking.
Sono stati forniti 3 tipi di feedback, relativi rispettivamente all’errore di posizione
e di velocit` a del soggetto rispetto al target e alla velocit` a del target. Tali feed-
back sono stati somministrati sia in modalit` a visiva, attraverso il cambiamento
del colore dello sfondo del monitor, sia in modalit` a sonora, attraverso l’ascolto di
particolari suoni.
Modalit` a di esecuzione dei test, tipi di analisi eﬀettuate e risultati ottenuti22 1. ROBOTICA IN RIABILITAZIONE
saranno presentati nei prossimi capitoli.
Con tale studio si spera di contribuire allo sviluppo del feedback uditivo, il
cui potenziale risulta non essere ancora in gran parte sfruttato e la cui integrazio-
ne in un dispositivo di riabilitazione pu` o contribuire a superare alcuni dei limiti
principali dei sistemi di terapia in corso, sia in termini di coinvolgimento degli
utenti che di apprendimento di compiti motori pi` u complessi.
Anno Autore Argomento Device Soggetti Feedback
2002 Rohrer submovemets Mit-Manus 31s video
2002 Feygin motor learning Phantom 3.0 36s video,force ﬁeld
2003 Mussa-Ivaldi internal model RIC robot 27h video, force ﬁeld
2007 Di Pietro submovemets Mit-Manus 117s video
2007 Cirstea KR/KP - 28s, 5h video, audio
2007 Morris motor learning 3 dof robot 18s video, force ﬁeld
2009 Robertson feedback audio - 16s, 10h video, audio
2009 Reinkensmeyer feedback audio Pnew-Wrex 10h video, audio
Tabella 1.1: Elenco degli articoli citati in questo capitolo (nel campo Soggetti s =
stroke, h = healthy).1
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4
.
O
B
I
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I
V
I
2
3
1983 BC Morasso Spatial 4 DOF arm robot 4H adult -  - - - No Yes  -
Time course of
(i) velocity, (ii) curvature, (iii) torsion, (iv) binormal
vector
The length of the curvilinear motion is consistently higher than that of linear and with regard to the spatial behavior, the curves are essentially planar (even if the subjects were not required to do so).
1994 JN Shadmehr Planar
2 DOF RIC robot
8H 31 ± 7 - - / Mediated  - F = vx    or    F = q' Yes Yes KP Correlation of two trajectories; Correlation coefficent There were after-effects in regions of space where there was no exposure to force fields.
1995 EBR Wolpert Planar Mouse 24H student - Mediated / None / Perturbation Earcons - Yes No KP Movement curvature; Averaged midpoint deviations The effects of altering visual feedback, and the resulting changes of the trajectory of the hand may be aware, or due to automatic compensation.
1996 N Brashers-
Krug
Planar 2 DOF Hopkins robot 70H 18 - 31 - Mediated  Earcons F = v / - Yes Yes KP Correlation coefficent The consolidation of a motor skill is interrupted when a second motor task is learned after the first.
1996 PNAS USA 
Gandolfo
Planar 2 DOF Hopkins robot 15H 18 - 35 - Mediated  - F = v Yes No KP Correlation coefficient Subjects are able to compensate for forces experienced by the nearby workspace, but the adjustment decade easily and quickly with distance from the places where the noise had been heard from the limb.
1997 JN Conditt Planar 2 DOF Hopkins robot 14H (6 / 8) 21 - 43 - Mediated  - F = v / - Yes No KP Figural distance-error; Adapting to an externally applied force field is presented with different classes of movement, including but not limited to the movements of reaching.
2000 JN Scheidt Planar 2 DOF RIC robot 11H (7test + 4control) 30 ± 8 - Direct - mediated - - / FF (perp f=v) / FF (paral)  Yes No KP
Hand path error;unsigned hand path error over the entire movement;peak hand force perpendicular to the direction; 
perpendicular endpoint forces
When the kinematic errors were eliminated, the process of disadaptation was much slower compared with when aftereffects were allowed to take place. This finding suggests that while both kinematic and dynamic 
criteria influence disadaptation, kinematic optimization occurs much more rapidly.
2000 JN Shadmehr Planar 2 DOF Hopkins robot 34H 25 ± 5.7 - Mediated (target changes color with v) -  f = B * v No Yes KP
EMG rotation;max perpendicular displacement from a straight line;magnitude of parallel and perpenducular velocity 
vector;perpendicular displacement
When the force field was the same at the two work spaces in terms of a map that transformed hand velocities to hand forces, subjects performed poorly in the test of generalization. They performed much better, 
however, if the field was a map that transformed joint velocities into torques on the joints of the arm.
2001 JN Scheidt Planar 2 DOF RIC robot 12H - - Direct - mediated - Fx = vx ;       Fy= vy Yes No KP Movement error; peak hand force; hand speed
Subjects adapt their motor behavior in response to the random sequence of force field gains, compensate for the approximate mean field of the stochastic sequence, not the most likely field, and compensate using 
memories of only the most recent perturbations and the most recent performances.
2001 JN Takahashi Spatial Phantom 3.0 24H 40 ± 18 - Direct Velocity error (after exercise) f = kb * v Yes Yes KP/KR Area between the trial path and a reference path projected onto the horizontal plane
Variability in the presentation of perturbing environments does not inhibit the formation of internal models of limb dynamics. Subjects were capable of compensating for the approximate mean of the random perturbing 
environment. The process by which the model is formed likely involves a moving average computation and possibly operates over only a few previous reaches.
2001 N Burdet Planar 2 DOF PFM  5H 24 - 34 - Mediated  Earcons - / DF (divergent field) Yes Yes KP Hand-path error; Stiffness
1) The subjects learn to control unstable environments (DF) via an impedance control. 2) The CNS is able to modify the geometry of the ellipse of stiffness regardless of the applied forces (increased stiffness along the 
y direction of instability).
2002 BC Mussa-Ivaldi Planar 2 DOF RIC robot 11H 30 - 47 - Mediated  - F = f(t):      F = v Yes Yes KR DE (direction error); maximum distance from straigth line Subjects were unable to form an adequate representation of the simple sequence of force fields and they adapted to a state-dependent force field rather than to a the time-varying force field.  
2002 EBR Karniel Planar 2 DOF RIC robot 5H 30 - 47 - Mediated  - F = v Yes Yes KP Direction error
Subjects remember implicitly the error experienced in the previous time that the same movement was performed. They were unable to compensate for the alternated force fields even after extensive practice and learning 
of each force field separately.
2002 JN Malfait Planar 2 DOF RIC robot 24H (12 exp.1 + 12 exp.2) adult - Mediated -  f = B * v Yes No KP
Max perpendicular disp. from a straight line to the target; perpendicular displacement at the max tangential v; area between the 
curve defined by the hand path and a straight line to the target.
The transfer of learning depends on the similarity at the level of the joints; limb dynamics are represented with a joint- or musclebased coordinate system.
2002 Rohrer Planar 2 DOF Mit-Manus 12 AC / 19 CS 55.6 / 56.2
Initial[3-35]-Final[6-31] / 
Initial[11-50]-Final[51-54]
Mediated (during exercise) - - No Yes  - Jerk metric; Speed metric; MAPR (movement arrest period ratio); Peaks metric; Tent metric The smoothness increases with the recovery; it is assumed that the movement is composed of a discrete number of submovement.
2002 TJN Tong Planar Phantom 3.0
10H (Control group) / 8H 
(Vision) / 8H (No Vision)
17 - 45 - Mediated / mediated / - (perturbation for each group) Earcons - / F = θ / F = θ Yes No - Angular error; Normalized path length
1) The subjects exhibited adaptation to visuomotor rotation. 2) Interference between kinematic and dinamyc learning: when subjects are subsequently adapted to a field of opposing forces, the retention of the visuomotor 
rotation is compromised. The re-adjustment is slightly faster when there is visual feedback.
2002 Univ. of 
California Feygin
Spatial Phantom 3.0 36S 18 - 44 - Direct (V) / - (H) / Direct (VH) - - / FF / FF   Yes No KP Position accuracy; Shape accuracy; Timing accuracy, Drift accuracy 1)The visual training improves the position error and the shape of the path, while the haptic is more appropriate for the time error.2)Possible interference between the visual recall and haptic training.
2003 BC Mussa-Ivaldi Planar 2 DOF RIC robot 13H / 7H (FG) + 7H (SG)
M: 27.8 ± 3.28 
F: 31,1 ± 7,87
- Mediated  - FF Yes Yes - TTF (time to failure); RSM dist; ISC (intersession change) / SWTC (state-weighted torque coincidence); ISC; aSWTC
1)Subjects learned and retained the task. They improved their performance on day 2. 2) A higher SWTC (slow group) leads to lowered retention of the task. Enhanced response selection: it will be easier for subjects to 
internally select and retrieve the most appropriate response from a set of responses which are contrasting than from a set of responses which are similar.  
2003 EBR Cirstea Planar -
10H / 9CS(SG1) / 
9CS(SG2)
43 ± 18 / 54 ± 
17
[50-63](SG1) / [46-
51](SG2)
Mediated - - No Yes  - TCI
There were no significant relationships between the movement of the arm and the Tc parameters for SG1, whereas significant correlations were found for SG2. In addition, movement of the elbow is constantly 
connected to the movement of the shoulder, then the angular motion of the elbow is coupled with the angular motion of the shoulder.
2003 EBR Takahashi Spatial Phantom 3.0 13CS 63.84 4.46 (Chedoke) Mediated (after movement) Earcons - / F=cost (ML / LM) Yes Yes KR Reaching errors; Performance improvement The subjects showed a decreased ability to adapt to perturbing forces with hemiparetic arms.
2003 JN Sainburg Planar pen on a digitizing tablet 15H (7 gr.1 + 8gr.2) 27 ± 9 - Mediated (perturbation) Earcons - No Yes KP initial direction difference from target vector; final direction difference from target vector; radial distance somatosensory information about initial hand position is utilized in specifying movement direction and extent
2003 NR Wada Planar 1 DOF robot 10H 21 - 38 - Mediated  Earcons FF Yes No KP Target error; Velocity variance (elbow joint angle, angular velocity and angular acceleration) Subjects were able to learn internal models for the two force fields and appropriately switch between them in a random order cued by CRT colors after a few days of training.
2004 IEEE TBE 
Mussa-Ivaldi
Planar 2 DOF RIC robot 8H / 12H / 12H adult -
Mediated (after movement) / Mediated + No vision in washout / 
Mediated
Direction (after movement) FF Yes No KP Direction error
1) Initially, the hand moves in the opposite direction to the desired path, then adjust the control subjects in the learning phase to get a more normal. 2)The removal of vision during the movement slows significantly the 
observed phenomenon. 3)Reduction in the average error of 48%
2005 EBR Mussa-
Ivaldi
Planar 2 DOF RIC robot 27CS / 4H 51 / 47 [13-60] / - Mediated (after movement) Error (after movement) F = vx Yes Yes KR Initial direction error; Adaptation capacity The CS retain their ability to adapt their arm movements when exposed to an environment of altered mechanics (force field), although at a reduced level.
2005 JN Scheidt Planar 2 DOF RIC robot
5H (multisession_P1) / 
11H (singlesession_P2-
P3)
 -  - Mediated  - FF (protocol 1-2-3) No Yes KP Hand-path error(extent and direction), Final position error, Hand-speed asymmetry index.
Proprioception suffices to guide recovery of movement direction after perturbation. Eliminating visual feedback of perpendicular hand-path errors disrupts adaptive responses. Initial direction errors develop 
spontaneously in the visual channel condition. Initial direction errors arise from misestimation of initial limb configuration.
2005 TNRSE 
Colombo
Planar
1 DOF (memos) / 2 DOF 
(wrist)
7 CS / 9 CS 70 ± 7 / 56 ± 14 - Mediated  - - / Pos. Error No Yes KP
Robot score; Performance index; AMI (Active Movement Index); Mean velocity; MD (mean distance); FM; MSS; MRC; MP; 
RoM
Defining new parameters calculated by a tool which provides information on the recovery of the patient in parallel with clinical trials.
2006 ERB Patton Planar 2 DOF RIC robot 27CS / 4H 30 - 72 / 32 -61 13 - 60 Mediated (after movement) Velocity error  F = v Yes No - Initial direction error
1) Stroke survivors retain their ability to adapt their arm movements when they are exposed to a force field, although at a somewhat diminished level  2) The after-effect is independent of the clinical scores 3) The most 
significant improvements occur when the applied forces emphasize the initials direction error, rather than when they reduced.
2007 JN DiPietro Planar Mit-Manus 2 DOF 117CS 58.8 ± 1.2
Admission: 20.47 ± 1.15    
Discharge: 24.35 ± 1.27
Mediated - - No Yes KR Axes ratio metric; Joint angles correlation metric; Orientation metric; Axes ratio in joint space metric During the treatment, after enrollment in the program of robot-assisted therapy, the performance has improved.
2007 Morris Spatial 3 DOF robot 12S 19 - 21 -
- (H ) / Visual rappresentation of force (V) / Visual 
rappresentation of force (VH)
- FF / - / Plane constraint Yes No KP Mean recall error (accuracy of force recall) Participants were better able to memorize instructed force patterns when those patterns were presented both visually and haptically, rather than via either modality alone.
2007 NJ Taylor Planar 2 DOF RIC robot 12H 18 - 22  - - (audio) / mediated (single) / mediated (dual)  Earcons / - / - - / FF (f = v perp) / FF (f  = v  perp) No Yes KP / KR
FD (frequency discrimination) curve, Settling time, Initiation of the corrective response, PD (perpendicular displacement), ISE 
(integral squared error)
Divided attention do not impair the within-movement feedback control of the arm, but reduces subsequent movement adaptation. The secondary audio task interfers with the encoding and transformation of errors into 
changes in predictive control.
2007 NNROF Cirstea Spatial -
14(KR) CS / 14(KP) CS / 
5H
56 ± 15/ 59 ± 
18 / 47 ± 11
[56-64](4) + [5-55](10) 
each group
Direct (after exercise) Error (during exercise) + Earcons - Yes No KP/KR Angular motion; Interjoint coordination(TCI); Trunk recruitment
In the KR group did not improve significantly the quality of movement immediately after surgery, but after one month will greatly increase its amplitude, whereas in the KP is an immediate increase in motor trips after the 
intervention and maintained 1 month later.
2008 CR Morasso 
Sanguineti
Planar 2 DOF Braccio di Ferro 10 CS / 4H
53 ± 13 / 29.8 ± 
2.5
[<10](5) + [10-20](3) + 
[>20](2)
Mediated - / Pos.error FF = cost No Yes KP Mean speed; Number of submovements; Endpoint error after the first submovement; T - ratio
The assistance of the robot becomes less important as the performance level of a patient approaches the level of control subjects. In most subjects there is no difference between the task with vision and the task in non-
vision.
2008 JN Mussa-Ivaldi Planar 2 DOF RIC robot 25H - - Mediated (after movement) / Perturbation Pos.Error - Yes Yes KR
Average trajectories; Trajectory curvature; Initial
movement direction
We demonstrate a persistent effect of feedback errors of direction, despite the possibility of producing fluid movements of the hand by ignoring it.
2009 IEEE EMBS 
Conf.Mussa-Ivaldi
Spatial - 7H 30 ± 6 - Mediated - - Yes No KP End/point error; Movement duration; Symmetry; Aiming error; Linearity; Jerk index; Jerk ratio
All subjects improved their performance and carry out correctly, even without visual-feedback, and in new directions. We could not find any effect due to visual feedback, as well as no interaction between visual 
feedback and performance time.
2009 JNR Robertson Spatial  - 10H / 8RS / 8 LS 41 / 48 / 57 - Direct
- / Pos. Error (Simple) / Direction 
(Spatial)
- No Yes KP Peak movement velocity; Movement smoothness; Global trajectory curvature
To evaluate the differences in the response to auditory feedback in patients with lesions in opposite hemispheres of the brain further studies are needed, there were no obvious differences between the effects of two 
different types of audio feedback.
2009 NL 
Ranganathan
Planar Pen on a digitizing tablet 15H 24 ± 1 - Mediated  Earcons - Yes No KR Absolute error; RMSE (root-mean squared error)
1) There was a decrease in spatial variability with practice throughout the movement path, indicating that participants explored a smaller region of the potential solution space with learning. 2) There was also a sequential 
relation in the movement paths from trial to trial with a tendency to use more similar movement paths on successive trials.
2010 EBR Cameron Planar Pen on a digitizing tablet 8H(Exp) / 8H(Ctrl) 25 ± 6 - Mediated (before-after movement) (perturbation / -) Error (speech, after exposition) - Yes No KR Lateral endpoint error The participants developed an after-effect significant, suggesting that the Reaching task is not directly affected by the error task.
2010 EBR Savion-
Lamieux
Visuo-
motor
Electronic keybord
81H (Massed / Alternating 
/ Random)
18 – 35  - Mediated  -  - Yes No  - Accuracy, Response synchronization High levels of contextual interference typically lead to poor within-day learning, but better across-day retention and transfer. 
2010 EBR Shabbot Planar Pen on a digitizing tablet
25H (8 Cfc / 8 Cfnc / 9 
KR)
23 ± 5 - Mediated (CF / KR + perturbation / KR + perturbation) - - Yes No KP/KR
Hand-path curvature; final position error; movement time; peak velocity; initial direction error; variable initial direction error; angle 
generalized
All groups showed reductions in mean direction error, but greater extent for the CF groups than for the KR group. Less generalization and smaller after-effects for the KR group than the CF groups. CF groups showed 
improvements in the initial directions of the hand-paths with practice and after-effects following removal of the rotation. Less improvement for the KR group  with practice and less generalization than the CF groups, no 
significant after-effects.
FM Article Title  
Type of 
Exercise
 Device Subjects Age (years) Measure Conclusioni Visual feedback Auditory feedback Force feedback Learning
Motor 
Control
KP / KR
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.Capitolo 2
Sistema sviluppato
2.1 Architettura del sistema
Figura 2.1: Postazione di lavoro utilizzata per i test
In ﬁgura 2.1 ` e mostrata la postazione di lavoro che ` e stata creata per eseguire
il test. Il soggetto, seduto alla scrivania, ha di fronte lo schermo del computer sul
quale deve eseguire l’esercizio di target tracking. Per comandare il movimento si
agisce sul joystick a due gradi di libert` a posto sulla destra (sinistra per i manci-26 2. SISTEMA SVILUPPATO
ni). Il sistema di controllo del joystick ` e stato sviluppato nell’ambiente Simulink
di Matlab mentre una scheda di acquisizione, collegata al quadro elettrico e in
comunicazione con il computer in LAN, si occupa di gestire l’alimentazione degli
azionamenti e leggere la posizione della leva impugnata dal soggetto. L’operatore,
invece, siede di fronte ad un secondo schermo e gestisce le varie fasi dell’esercizio
attraverso un’interfaccia GUI, realizzata sempre in Matlab: questa permette la
comunicazione tra il modello Simulink, le funzioni che consentono di creare la tra-
iettoria e gli oggetti mobili e il software PureData, deputato alla generazione dei
suoni; il feedback video, invece, viene gestito all’interno di Matlab. In ﬁgura 2.2
vengono evidenziati i collegamenti logici tra le varie parti del sistema sviluppato.
cuﬃe 
schermo 
joys ck 
Pure Data 
Simulink 
Interfaccia GUI 
Figura 2.2: Schema che riassume i collegamenti logici tra le varie parti del sistema
2.2 Joystick a due gradi di libert` a
Si tratta di una struttura a 2 gradi di libert` a, realizzata presso i laboratori del
DIMEG; essa comprende un g.d.l. attivo, comandato da un motore elettrico in2.2. JOYSTICK A DUE GRADI DI LIBERT` A 27
Figura 2.3: Immagine CAD del joystick
corrente continua, e un g.d.l. passivo, comandato da un freno elettromagnetico
onoﬀ accoppiato con un giunto elastico.
La leva del joystick ` e ﬁssata direttamente all’asse del motore DC tramite un
accoppiamento di superﬁci e un perno che consente alla leva di muoversi nella
direzione dell’asse del motore. Sulla leva ` e inserito un anello di acciaio temprato
che scorre appoggiandosi su 2 barre metalliche ﬁssate su un supporto rotante che
le mantiene perpendicolari all’asse di rotazione del motore; in questo modo si pos-
sono disaccoppiare i 2 g.d.l associati all’azionamento attivo e a quello passivo. Il
movimento di beccheggio della leva ` e limitato dai ﬁnecorsa, mentre il movimento
di rollio dai bordi della cava realizzata sul supporto; il range di movimento per
entrambi gli assi ` e limitato a circa ±30◦. Per agevolare i movimenti dei soggetti
` e stata realizzata una prolunga in plastica della leva di 450 mm, cos` ı da ottenere
una lunghezza totale della leva pari a l = 160 mm; l’arco, cio` e lo spazio percorso
dall’estremit` a della leva ` e pari a: π/3 l = 167,55 mm, la corda da esso sottesa
risulta: 2 sin(π/6) l = 160 mm.
Durante l’esecuzione dei test il device ` e stato utilizzato passivamente, ovvero il
motore` e stato tenuto spento ed il freno` e stato rimosso in modo che il soggetto non
potesse incontrare alcuna resistenza nel piano di lavoro e che gli fosse garantita
la pi` u completa libert` a di movimento (ﬁgura 2.4).28 2. SISTEMA SVILUPPATO
Figura 2.4: Immagine del joystick utilizzato durante i test
Il controllo del joystick, tramite l’ambiente di sviluppo Simulink, ` e operato da
una scheda multifunzione I/O Sensoray modello 626, la quale permette di acqui-
sire le informazioni fornite dai trasduttori (encoder e potenziometro) del joystick.
La misura della rotazione della leva lungo l’asse di rollio ` e operata da un encoder
ottico incrementale, acquisito in quadratura a 8000 step/giro, garantendo una
risoluzione pari a 360◦/8000 = 0,045◦. L’angolo di inclinazione della leva sull’as-
se di beccheggio, invece, ` e misurato tramite un potenziometro rotativo monogiro
di precisione, realizzato in plastica conduttiva da 10kΩ e alimentato a 10 V. La
conversione dei dati avviene mediante un ADC a 16 bit, impostato su un ran-
ge di ±10V (in questo modo vengono utilizzati solo met` a dei valori disponibili:
216/2valori = 32768valori), la risoluzione ` e pari a 360◦/32768 = 0,011◦.
2.2.1 Modello Simulink del joystick
Il controllo del joystick ` e eﬀettuato attraverso l’implementazione di un modello
in ambiente Simulink con Real-Time Windows Target, in modo da poter eseguire
una simulazione in tempo reale.
La ﬁgura 2.5 mostra lo schema del modello del joystick implementato all’in-
terno del programma Simulink: si notino, a sinistra, i blocchetti Encoder Input
ed Analog Input relativi alla scheda Sensoray per l’acquisizione della posizione
della leva del joystick rispettivamente da un encoder (asse x) e da un potenziome-
tro (asse y). Tali blocchi sono direttamente disponibili nella libreria di Real-Time
Windows Target e per la conﬁgurazione ` e suﬃciente impostare i parametri ad essi2.2. JOYSTICK A DUE GRADI DI LIBERT` A 29
connessi come l’indice del canale della scheda utilizzato e il tempo di campiona-
mento che ` e stato ﬁssato a 0,01s. Il gain e l’oﬀset sono stati aggiunti, per ciascun
asse, allo schema Simulink per passare dal sistema di riferimento nel workspace
della leva del joystick a quello nell’area di lavoro deﬁnita dalla risoluzione (in
pixel) di uno schermo Full HD (risoluzione 1920x1080). L’origine della terna di
riferimento sullo schermo e quella di azzeramento dell’encoder all’avvio sono po-
ste in basso a sinistra (con x positivo verso destra e y verso l’alto), posizionandosi
frontalmente al sistema usato per i test sperimentali.
Potentiometer Conversion
−604.0268
Offset 1330
Encoder Input [div]
Sensoray
Model 626 [auto]
Encoder
Input
Encoder Conversion
 −1.394
Display
Compensation 108.5
Analog Input 12 [V] 
Sensoray
Model 626 [auto]
Analog
Input
Figura 2.5: Schema del modello Simulink del joystick
Per ciascuno dei 2 blocchetti si tratta, quindi, di risolvere un sistema lineare
a due equazioni in 2 incognite del tipo:
o0 = ki0 + v (2.1)
o1 = ki1 + v (2.2)
dove k e v rappresentano rispettivamente il guadagno e l’oﬀset incogniti, i ` e il
segnale in ingresso proveniente dall’encoder o dal potenziometro e o ` e l’uscita che
rappresenta lo spostamento della leva, in pixel, misurato lungo l’asse x o l’asse y
dello schermo.30 2. SISTEMA SVILUPPATO
Figura 2.6: Area di lavoro della leva del joystick con evidenziati i limiti individuati
tramite la procedura di calibrazione (A = limiti massimi dell’area di lavoro, B =
area di lavoro eﬀettiva)
´ E importante notare che lo spostamento della leva lungo i limiti della corsa
utile genera un graﬁco riportato in ﬁgura 2.6, invece di un tracciato rettangolare:
questa discordanza ` e dovuta alla cinematica del giunto del joystick.
Per evitare di riprodurre il percorso dovuto alla cinematica sullo schermo, si ` e
scelto di far corrispondere la lunghezza totale dello schermo alla distanza minima
in ascissa dello spazio di lavoro del joystick. Ci` o signiﬁca che per la trasformazione
degli assi si ` e adottata una terza terna di riferimento spostata di un oﬀset positivo
nella direzione x rispetto alla terna di azzeramento dell’encoder in modo tale da
compensare la cinematica.
Di conseguenza il calcolo delle due incognite ` e stato eﬀettuato leggendo diret-
tamente il sensore di rollio (o di beccheggio) in posizioni note, cio` e nell’origine e
agli estremi dello schermo lungo l’asse x (o lungo l’asse y), e calcolando tramite le
equazioni 2.1 e 2.2 i valori di k e v. Per quanto riguarda il segnale proveniente dal-
l’encoder si ottiene k = −1,394 e v = −108,5px mentre per il segnale proveniente
dal potenziometro si ha k = 604,0268 e v = −1330px.
Le posizioni del soggetto lungo i due assi, in ogni istante, vengono misurate2.2. JOYSTICK A DUE GRADI DI LIBERT` A 31
dai sensori del joystick e convertite in Simulink. La funzione che da MatLab
preleva il valore di Simulink, interrogando un “ascoltatore di eventi”, ` e chiamata
eventListener, ed ` e direttamente implementata nell’interfaccia GUI.
Le istruzioni relative alla memorizzazione dei dati sono riportate nelle seguen-
ti righe di codice:
handles.sim_data.pat.x = block.InputPort(1).data(1) - offset(3)/2;
handles.sim_data.pat.y = block.InputPort(1).data(2) - offset(4)/2;
Il tempo della simulazione ` e generato dall’istruzione:
sTime = block.CurrentTime - handles.data.initial_pause;
Le posizioni e l’istante temporale vengono acquisiti dall’eventListener, la qua-
le lancia la chiamata per la funzione che far` a l’aggiornamento della graﬁca e dei
feedback:
handles.exercise_data = draw(handles.obj,handles.data,handles.start ,handles.
exercise_data ,handles.sim_data ,handles.mysock ,sTime);
La funzione eventListener viene eseguita automaticamente dal modello Simu-
link ad ogni ciclo di simulazione grazie alle impostazioni generate dalla funzione
loadModel:
function mdl = loadModel(modelName)
% Name
mdl.modelName = modelName;
% Load the simulink model
load_system(mdl.modelName);
% List the blocks that are to have listeners applied
mdl.viewing = struct(’blockName ’,’’,’blockHandle ’,[],’blockEvent ’,’’,’blockFcn
’,[]);
% Every block has a name
mdl.viewing.blockName = sprintf(’s/Display ’,mdl.modelName);
% That block has a handle
% (This will be used in the graphics drawing callback , and is done here
% as it should speed things up rather than searching for the handle
% during every event callback.)mdl.viewing.blockHandle = get_param(mdl.viewing.
blockName ,’Handle ’);
mdl.viewing.blockEvent = ’PostOutputs ’;32 2. SISTEMA SVILUPPATO
% List the block event to be listened for
mdl.viewing.blockFcn = @eventListener;
% List the function to be called
% (These must be subfunctions within this mfile).
mdl.originalStartFcn = get_param(mdl.modelName ,’StartFcn ’);
e dalla funzione addEeventListener:
handles.mdl.eventHandle{i} = add_exec_event_listener(handles.mdl.viewing(i).
blockName , handles.mdl.viewing(i).blockEvent , handles.mdl.viewing(i).
blockFcn);
2.3 Utilizzo dell’interfaccia GUI
Per agevolare tutte le operazioni durante l’esecuzione dei test sui soggetti ` e stata
realizzata una GUI (graphical user interface) in MatLab. Essa fornisce un appro-
priato ambiente di lavoro per l’utente che deve gestire le varie fasi della routine
dei test (creazione, visualizzazione, avvio e memorizzazione dell’esercizio) e per
il soggetto che svolge l’esercizio, inoltre gestisce la comunicazione con il soft-
ware di generazione del feedback audio (PureData) fornito durante gli esercizi di
inseguimento. In particolare, l’interfaccia graﬁca deve:
- consentire la creazione e la visualizzazione, da parte dell’operatore, di un
esercizio riabilitativo, con l’eventuale scelta di tutti i parametri che caratte-
rizzano il task (tipo di traiettoria, dimensioni della traiettoria, dimensioni
del target, velocit` a del target)
- fornire un’ambiente di ‘realt` a virtuale’, dotato di feedback visivo e uditivo,
al soggetto che sta eseguendo l’esercizio
- consentire all’operatore di avviare e interrompere l’esecuzione dell’esercizio
- consentire la memorizzazione dei dati relativi ad un esercizio
- gestire l’invio di pacchetti ad un’applicazione esterna deputata alla genera-
zione del feedback audio.
L’interfaccia ` e stata sviluppata in modo da poter gestire 2 tipi di test: la
selezione ` e eﬀettuata utilizzando la prima tendina di selezione ‘test men` u’ ` e at-2.3. UTILIZZO DELL’INTERFACCIA GUI 33
Figura 2.7: Interfaccia GUI implementata
traverso la quale ` e possibile scegliere tra ‘Color Feedback’ e ‘Variable Amplitude’.
In questo contesto verr` a descritto solamente il primo.
La sezione dell’interfaccia destinata alla creazione dell’esercizio prevede de-
gli appositi controlli per stabilire nei minimi dettagli tutte le caratteristiche del
test che si sta creando. Si pu` o procedere in 2 modi diﬀerenti: creare l’esercizio
manualmente o caricare task preimpostati.34 2. SISTEMA SVILUPPATO
Per quanto riguarda la creazione del task manualmente, dopo aver selezionato
dal primo men` u a tendina ‘Test 1: Color Feedback’ , si pu` o procedere direttamente
nella scelta di tutti i parametri desiderati:
- Velocit` a [px/s]: consente di scegliere un qualsiasi valore di velocit` a con cui
si vuole fare muovere il target
- Numero di cicli: imposta il numero di cicli da fare percorrere al target
- Durata [s]: questo campo non prende un input esterno ma, una volta impo-
stato tutto il setting, permette di visualizzare la durata del task
- Raggio target [px]: stabilisce la dimensione del target
- Lunghezza min [%]: imposta, in percentuale rispetto alla grandezza della ﬁ-
nestra, l’ampiezza minima di movimento che il target pu` o compiere durante
l’esercizio
- Lunghezza max [%]:imposta, in percentuale rispetto alla grandezza della ﬁ-
nestra, l’ampiezza massima di movimento che il target pu` o compiere durante
l’esercizio
- Feedback audio: men` u a tendina che permette la selezione di un feedback
audio da associare all’esercizio
- Colore di sfondo: men` u a tendina che permette la selezione di un eventua-
le feedback visivo che consiste nella variazione del colore di sfondo dello
schermo
- Tipo di traiettoria: ﬁnestra di selezione che stabilisce se il target si muove
di un tratto variabile o costante (‘Test 1: Color Feedback’ la selezione della
lunghezza minima non ` e abilitata)
- Tipo di input: permette di scegliere lo strumento da utilizzare per l’esecu-
zione del task (se puntatore o joystick)
- Fasi dell’esercizio: per ‘Test 1: Color Feedback’ questo comando non ` e
abilitato.
Dopo aver selezionato tutti i parametri, ` e necessario premere il bottone ‘Crea
traiettoria’; contemporaneamente vengono disabilitati tutti i campi di selezione
compresi nel riquadro di selezione e regolazione (tranne quello del puntatore) e
vengono abilitati i pulsanti ‘Visualizza traiettoria’ e ‘>’ (play): il primo consente2.4. IMPLEMENTAZIONE DELL’INTERFACCIA GUI 35
di visualizzare in una ﬁnestra il graﬁco della traiettoria appena creata, il tasto
‘Play’ avvia l’esercizio.
Non appena parte lo svolgimento del task, nel riquadro in basso si abilita-
no i tasti ‘Stop’ e ‘Stop & Save’: entrambi servono per stoppare l’esercizio in
qualsiasi istante, il secondo, in pi` u, consente di salvare i dati acquisiti durante lo
svolgimento del task.
Una volta terminato l’esercizio, per procedere con un’altra selezione, bisogna
prima premere il tasto ‘Reset’ che ristabilisce i parametri di default e riabilita
tutti i campi.
Per agevolare la procedura di lavoro, ` e stata utilizzata la tendina ‘Task men` u’
che permette il caricamento di esercizi prestabiliti, di cui sono gi` a state scelte tutte
le impostazioni. Una volta scelto il task desiderato, i campi vengono automatica-
mente disabilitati e riempiti con i valori preimpostati; si pu` o, quindi, procedere
direttamente all’avvio dell’esercizio senza dover fare alcuna scelta. Cos` ı facendo,
si riducono i tempi di attesa tra un task ed il successivo e si limita il rischio di
eventuali errori di selezione da parte dell’operatore.
2.4 Implementazione dell’interfaccia GUI
L’interfaccia GUI gestisce le varie fasi della creazione ed esecuzione del task per-
mettendo la comunicazione tra Matlab e Simulink e il PureData. In particolare,
essa coordina le funzioni che creano ed impostano la traiettoria con la funzione
draw, la quale aggiorna le variabili relative al soggetto ed al target, e la funzione
evtListener che permette di eseguire le istruzioni contenute nella draw in maniera
ripetitiva e sincronizzata.
2.4.1 Creazione della traiettoria
La funzione build trajectory2 crea gli estremi della traiettoria: questa ` e rappre-
sentata da un vettore che contente in ogni cella la coordinata x in cui avviene il
cambio di direzione. Queste informazioni sono suﬃcienti per deﬁnire la traiettoria
in quanto lo spostamento lungo l’asse y ` e sempre nullo. La posizione di partenza
` e la coordinata centrale lungo l’asse x, ogni movimento ripassa per questa po-36 2. SISTEMA SVILUPPATO
sizione e continua per una lunghezza random, senza eccedere i limiti impostati.
Tale funzione necessita in entrata dei seguenti parametri:
- n: dimensione del vettore traiettoria
- min: lunghezza minima del ciclo rispetto a starting position
- max: lunghezza massima del ciclo rispetto a starting position
- starting position: posizione di partenza del target lungo l’asse x
La funzione traj pp pianiﬁca la traiettoria punto per punto, interpolando i
valori assegnati da build trajectory2 per le variabili di posizione iniziale e ﬁnale
di ogni ciclo dell’esercizio, rispettando i vincoli imposti sui punti estremi e sul
tempo di transizione. Come funzione interpolatrice ` e stata utilizzata una funzio-
ne polinomiale di quinto grado che speciﬁca istanti di tempo iniziali e ﬁnali, oltre
a posizioni, velocit` a ed accelerazioni. Il tratti presentano un simmetrico proﬁlo
di velocit` a a campana con una caratteristica globale di dolcezza della traiettoria
che ` e ben approssimata dal criterio di ‘minimum-jerk’.
La funzione crea tra, accessibile direttamente all’interno della GUI, sfrutta
le funzioni build trajectory2 e traj pp per costruire la traiettoria desiderata. In
particolare, salva la struttura ‘exercise parameters’ che contiene tutti i parametri
che identiﬁcano il task.
Il primo campo ` e la matrice ‘exercize parameters.data’, nella quale vengono
salvate tutte le variabili relative al soggetto e al target, le quali verranno aggior-
nate ogni volta che l’eventListener richiama la funzione draw durante l’esecuzione
dell’esercizio. Inoltre vengono salvati:
- velocit` a del target
- numero di cicli
- lunghezza minima
- lunghezza massima
- raggio del target
- dimensioni dello schermo
- tipo di traiettoria selezionata
- stringa che identiﬁca la traiettoria selezionata2.4. IMPLEMENTAZIONE DELL’INTERFACCIA GUI 37
- grado della funzione inerpolatrice
- etichette che identiﬁcano le variabili di exercize parameters.data
- tipo di test
- tipo di task
- istanti di inizio ciclo.
2.4.2 Aggiornamento delle variabili (draw)
La funzione draw disegna soggetto e target in ogni istante temporale, salvando
i dati aggiornati relativi all’esercizio nella matrice exercise parameters; permette
inoltre la comunicazione con il software dei suoni attraverso il meccanismo della
spedizione dei pacchetti ed imposta, se necessario, il colore dello schermo. Viene
lanciata, alla frequenza di 100Hz, dalla funzione eventListener, implementata di-
rettamente nell’interfaccia GUI, attraverso l’istruzione:
draw(obj,data,start_btn ,ex,sim_data ,sock,t)
e riceve in ingresso:
- obj: struttura che contiene i riferimenti dell’indicatore del soggetto e del
target
- data: matrice che contiene i parametri che descrivono il task
- start btn: riferimento al pulsante ‘Start’
- ex: struttura che contiene i parametri utili all’elaborazione ﬁnale dei dati
- sim data: struttura che contiene, in ogni istante, le posizioni di soggetto e
target
- sock: riferimento al socket UDP
- t: tempo di simulazione Simulink (corrisponde a t att)
La GUI passa come parametro temporale t att: questo corrisponde al tempo
dettato da Simulink (t) a cui vengono sottratti 10 secondi relativi all’intervallo
che intercorre tra l’avvio del task e l’istante in cui inizia a muoversi il target (pre-
esercizio), per cui all’avvio dell’esercizio t att parte da -10s. Un secondo vettore,
t sim, deﬁnisce i tempi di simulazione nei quali il target eﬀettivamente si muove.38 2. SISTEMA SVILUPPATO
L’indice indt permette di scorrere t sim: esso viene posto a 1 nella fase di pre-
esercizio e da quando t att ` e pari a zero inizia a scandire t sim con un periodo di
campionamento pari a 0,01s, ﬁno a quando il target non si ferma (esercizio). Al
termine dell’esercizio il vettore t sim non viene pi` u incrementato e indt assume
un valore pari a end, ultima posizione del vettore (post-esercizio).
0   10  90 
t_sim 
Esercizio  POST  PRE 
t_a  
Figura 2.8: Relazioni tra i vari tempi utilizzati all’interno della draw
Il primo passo consiste nel disegnare l’indicatore del soggetto (pallino verde),
sfruttando le coordinate di posizione presenti nella struttura sim data presente in
ingresso. La draw prevede anche la possibilit` a di applicare un’eventuale scalatura
video alle coordinate delle posizioni; queste vengono moltiplicate per un fattore
che ne riduce o ampliﬁca la scala. In questo test non ` e stata utilizzata tale fun-
zione, per cui il fattore di scalatura ` e stato impostato a 1.
La fase di pre-esercizio permette al soggetto di posizionarsi al centro dello
schermo prima che il target inizi a muoversi. All’avvio dell’esercizio precede un
countdown costituito da una successione di ‘beep’ della durata di 0.5 secondi in-
tervallati da altrettante pause della stessa durata. Questa operazione ` e realizzata
attraverso l’invio al PureData di pacchetti con tutti i campi a zero tranne quello
relativo all’audio, il quale ` e composto da una successione correttamente tempo-
rizzata di 0 e 9.
Nella fase di esercizio viene innanzitutto disegnato l’indicatore del target (pal-
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viene calcolata attraverso la derivata numerica: in particolare, lo spazio percorso
dal soggetto in un intervallo di tempo pari a 10 volte il periodo di campiona-
mento (0,01s) viene diviso per l’intervallo di tempo stesso. Successivamente, solo
quando il task lo prevede, viene impostato il colore dello schermo; a seconda della
modalit` a di feedback video prevista, viene calcolato il parametro corrispondente:
- errore di posizione, pari alla distanza euclidea normalizzata rispetto a 6
volte il raggio del target
- errore di velocit` a, pari alla diﬀerenza di velocit` a tra soggetto e target,
normalizzata rispetto a 1,5 volte la velocit` a massima del target
- velocit` a del target, normalizzata rispetto a 2 volte la velocit` a massima del
target
Il colore dello sfondo ` e deﬁnito attraverso il modello RGB (red, green, blue)
che imposta lo sfondo miscelando tra loro i tre colori a disposizione. Il colore dello
sfondo ` e deﬁnito da un vettore di dimensioni 1x3, dove le tre celle rappresentano
rispettivamente l’intensit` a del rosso [1 0 0], del verde [0 1 0] e del blu [0 0 1] e
possono variare in un intervallo compreso tra zero e uno; il colore nero corrisponde
alla combinazione [0 0 0]. Si ` e scelto di far variare il colore di sfondo tra il colore
nero (colore di base) e l’azzurro [0 0.5 0.5] (fondo scala); ` e stata inoltre impostata
una soglia, in questo caso posta pari a zero, sotto la quale lo sfondo rimane nero.
In base al valore del parametro calcolato in precedenza, il colore di sfondo viene
di volta in volta impostato nel seguente modo:
- se err < soglia: set(gca, ’Color’, [0 0 0])
- se err ≤ 1: set(gca, ’Color’, errN*colore)
- altrimenti: set(gca, ’Color’, colore)
dove err ` e il parametro calcolato in precedenza, mentre errN risulta da modiﬁca
applicata per migliorare l’eﬀetto di gradazione del colore e vale:
errN =
(err − soglia)3
(1 − soglia)
(2.3)
errN ` e un numero compreso tra zero e uno: esso viene moltiplicato per l’RGB del
fondo scala, per cui quando errN ` e nullo lo sfondo rimane nero, altrimenti questo40 2. SISTEMA SVILUPPATO
sfuma in maniera proporzionale al valore di errN, ﬁno ad un massimo di [0 0.5
0.5].
In seguito viene creato il pacchetto contente l’indice temporale, le posizioni di
soggetto e target e il ﬂag che identiﬁca l’audio da spedire al PureData:
pd_packet = single([xy_patN(1) xy_patN(2) xytarN(1) xytarN(2)vtarN(1) vtarN(2)
vpatN(1) vpatN(2) rem(audio_sel ,100)]);
dove:
- xy patN(1) e xy patN(2): indicano rispettivamente la posizione normaliz-
zata del soggetto rispetto all’asse x e y dello schermo
- xytarN(1) xytarN(2): indicano rispettivamente la posizione normalizzata
del target rispetto all’asse x e y dello schermo
- vtarN(1) vtarN(2): indicano rispettivamente la velocit` a normalizzata del
target rispetto alla direzione x e y dello schermo
- vpatN(1) vpatN(2): indicano rispettivamente la velocit` a normalizzata del
soggetto rispetto alla direzione x e y dello schermo
- rem(audio sel,100): rappresenta una funzione che permette di stabilire se
il feedback audio percepito dal paziente fa riferimento al movimento del
joystick (e quindi al movimento del paziente) oppure se deve essere scalato in
base alle coordinate video (legato quindi al feedback visivo); in particolare,
la funzione calcola un valore numerico per cui se risulta maggiore di 100 si
ha la prima modalit` a, se minore la seconda. L’etichetta audio sel speciﬁca
il tipo di audio in uso durante l’esercizio.
Nel post-esercizio, in modo analogo a quanto accade nel pre, viene implemen-
tato un unico beep che segnala il termine dell’esercizio; lo sfondo viene resettato
a nero e le velocit` a poste a zero.
Inﬁne, come ultima operazione, i dati aggiornati vengono salvati nella strut-
tura exercise parameters.data, attraverso l’istruzione:
exercise_parameters.data(ex.counter , :) = [t_att xy_pat(1) xy_pat(2) xtarV ytarV
vtar_xV vtar_yV vpat_x vpat_y play_counter audio_sel tratto color_sel fatt_j(
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dove:
- t att: tempo della simulazione
- xy pat(1): coordinata x del soggetto
- xy pat(2): coordinata y del soggetto
- xtarV: coordinata x del target
- ytarV: coordinata y del target
- vtar xV: velocit` a del target lungo x
- vtar yV: velocit` a del target lungo y
- vpat x: velocit` a del soggetto lungo x
- vpat y: velocit` a del soggetto lungo y
- play counter: numero di sospensioni e riavvi dell’esercizio
- audio sel: ﬂag che identiﬁca il feedback audio selezionato
- tratto: numero del ciclo corrente
- color sel: ﬂag che identiﬁca il feedback video selezionato
- fatt j(indt): fattore di scalatura
La variabile counter corrisponde al contatore dei dati salvati ed ` e pari al numero
di cicli del modello Simulink.
2.5 Feedback audio
Per la generazione del feedback audio viene utilizzato il software freeware Pure-
Data che sfrutta il protocollo OSC per ricevere in ingresso i dati relativi al suono
da rilevare.
2.5.1 Regole di creazione dei pacchetti - protocollo OSC
L’Open Sound Control (OSC) ` e un protocollo di trasmissione che permette a
strumenti musicali, computer ed altri dispositivi multimedia di scambiare ‘music
performance data’ in tempo reale attraverso una semplice rete interna o Internet.
L’OSC rappresenta un’evoluzione del MIDI (Musical Instrument Digital Interfa-
ce), ovvero il protocollo standard, utilizzato ﬁn dagli anni 80, per l’interazione
degli strumenti musicali elettronici. La pressante domanda di riduzione dei costi,42 2. SISTEMA SVILUPPATO
maggiore aﬃdabilit` a e maggiore accessibilit` a a tutti gli utenti ha portato l’OSC
a svilupparsi a tal punto da eguagliare e poi superare l’uso del MIDI.
Il protocollo OSC lavora ad altissima velocit` a sulla rete (broadband network
speed) e permette di scambiare un maggior numero di dati in confronto al MIDI,
dando inoltre maggiore ﬂessibilit` a al tipo di dati a disposizione; tutto questo
garantisce un livello di interazione pi` u elevato tra macchine e software. I vantaggi
nei confronti del MIDI sono molteplici: oltre alla diﬀerenza di velocit` a e di mole
di dati che pu` o essere trasmessa, i miglioramenti riguardano anche la risoluzione
dei tipi di dato (il MIDI utilizza una risoluzione a 8 bit mentre con l’OSC si va
ben oltre). La tecnologia alla base delle comunicazioni ` e la stessa utilizzata per lo
scambio di dati su internet e permette di inviare diversi tipi di dati. Il protocollo
di trasporto utilizzato per l’invio dei dati e l’UDP (user datagrams protocol), pi` u
leggero e veloce rispetto al TCP.
Tipi di dati fondamentali del protocollo OSC
- Int32: rappresenta un valore integer con segno a 32 bit in complemento a 2
memorizzati in formato big endian
- OSC-timetag: numero a virgola ﬁssa a 64 bit memorizzati in formato big
endian
- Float32: numeri a virgola mobile a 32 bit rappresentabili in formato IEEE754
memorizzati secondo il formato big endian
- Stringa: sequenza di caratteri composta da byte nel caso delle stringhe con
codiﬁca ASCII alla cui ﬁne ` e posto un byte di 0 per rendere il numero totale
di bit multiplo di 32 e quindi il numero di byte multiplo di 4.
OSC pasckets
Gli OSC packets, pi` u comunemente noti come pacchetti, sono l’unit` a fondamen-
tale di trasmissione del protocollo OSC. Tali pacchetti sono costituiti sia dai dati
in essi contenuti scritti in formato binario, sia dalla dimensione di questi dati, tale
dimensione deve essere sempre un numero di byte multiplo di 4. Inoltre, nell’atto
di trasportare i pacchetti la rete deve tenere conto sia delle informazioni relative
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trasmesse. I dati che vengono trasmessi in un pacchetto, riferito al protocollo
OSC, si dividono in 2 tipologie: messaggio (message) o fascio (bundle). Il primo
byte di dati permette di deﬁnire se il contenuto del pacchetto ` e del primo o del
secondo tipo.
OSC Messages: ` e costituito da un OSC Address Pattern, ovvero una stringa
che comincia con il carattere \, seguito da un OSC Type Tag String e da eventuali
altri OSC Arguments. Un OSC Type Tag String ` e una stringa che comincia con
il carattere ‘,’ seguito da una serie di caratteri che rappresentano il tipo di dato
OSC Arguments a cui corrispondono. Qualsiasi altra stringa contenente caratteri
non riconosciuti dal protocollo OSC viene automaticamente scartata dal sistema.
Una sequenza di OSC Arguments viene identiﬁcata dalla serie di rappresentazioni
in codice binario di ogni singolo argomento.
OSC Bundles: (o fascio) ` e formato dalla stringa ‘#bundle’ seguita da una
Time Tag cui seguono zero o pi` u Bundle Elements. La Time Tag ` e una timetag a
64 bit a virgola ﬁssa. Un Bundle Element consiste della sua dimensione e del suo
contenuto: la dimensione viene indicata da un int32, multiplo di 4, che rappresenta
il numero di byte del contenuto, mentre il contenuto pu` o essere un Message o un
altro Bundle.
2.5.2 Pacchetti creati dall’interfaccia
Dopo aver brevemente illustrato come deve essere espressa la sintassi dei protocolli
OSC per l’invio dei dati ad un’applicazione esterna, si pu` o passare all’analisi dei
pacchetti che l’interfaccia invia al software esterno (Pure Data) per la generazione
del tipo di audio desiderato. Il dato da inviare, come descritto in precedenza, ` e
composto da un vettore di dimensioni 1x9:
pd_packet = single([xy_patN(1) xy_patN(2) xytarN(1) xytarN(2) vtarN(1) vtarN(2)
vpatN(1) vpatN(2) rem(audio_sel ,100)]);
La funzione single, applicata davanti a tutto il corpo da spedire, rappresenta la
conversione necessaria per ottenere numeri a singola precisione. Tali numeri han-
no una codiﬁca a 32 bit che rispetta la dichiarazione di tipo ﬂoat a 32 bit dell’OSC
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[~, datastring] = cstruct(pd_packet)
per scomporre il vettore pd packet in un vettore di unit8. Tale vettore ` e la rap-
presentazione in virgola mobile del dato trasmesso in modalit` a, ovvero per primo
viene passato il byte pi` u signiﬁcativo. Un dato di tipo single (formato da 4 byte)
viene scomposto in un vettore di 4 unit8, i quali rappresentano i suoi byte. Il
valore datastring rappresenta il vettore. I dati vengono convertiti in single prima
di essere passati a cstruct in quanto in questo modo viene rispettato lOSC Argu-
ments che richiede un numero a virgola mobile a 32 bit e l’allineamento a 4 byte.
Lo stesso metodo viene utilizzato per predisporre i byte di 0 necessari per rendere
sempre, in qualsiasi caso, il numero totale dei byte multiplo di 4. La stringa da
inviare a Pure Data ` e la seguente:
string = char([’/pd_packet ’ zerostring(1:2) ’,fffffffff ’ zerostring(1:2)
datastring]);
dove le 9 ‘f’ indicano i 9 ﬂoat che rappresentano i valori contenuti nel pd packet.
2.5.3 Invio dei pacchetti
Per la comunicazione via UDP tra l’interfaccia realizzata e il software per la ge-
nerazione dei suoni (PureData) sono stati utilizzati i metodi messi a disposizione
dalla pNet di MatLab. pNet ` e una particolare funzione input/output realizzata
per la comunicazione via TCP/UDP in Matlab. Questa funzione pu` o essere chia-
mata con diverse opzioni/comandi ed ` e in grado di supportare il trasferimento di
dati di diverse tipologie e ordini di byte. Il passo preliminare per la spedizione
dei pacchetti creati consiste nella deﬁnizione di un buﬀer di scrittura e di una
connessione fra host e server. Innanzitutto si usa il comando:
mysock = pnet(’udpsocket ’, 3455);
Questa istruzione crea il socket UDP e lo lega ad una speciﬁca porta UDP. Su
questo socket si possono ricevere i pacchetti UDP destinati alla porta speciﬁcata,
e inviare pacchetti con questo socket come indirizzo sorgente. La funzione resti-
tuisce un valore maggiore di zero in caso di creazione andata a buon ﬁne o -1
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re tramite il comando ‘writepacket’. Successivamente si crea la connessione fra
la porta dell’host di destinazione ed il socket UDP, per evitare di speciﬁcare di
volta in volta nel comando ‘writepacket’ la porta di destinazione dei pacchetti:
pnet(mysock , ’udpconnect ’, ’127.0.0.1’, 3456);
In questo caso il valore 3456 identiﬁca la porta remota che riceve il socket. Dopo
aver ultimato il dato da inviare in accordo con le regole del protocollo OSC, si
procede a scrivere il dato nel buﬀer del socket e ad inviarlo. I comandi a cui
bisogna ricorrere sono:
pnet(sock, ’write ’, string);
per copiare i dati da inviare nel buﬀer di scrittura, e:
pnet(sock, ’writepacket ’);
che invia il contenuto del socket alla porta di destinazione, precedentemente
speciﬁcata, sotto forma di pacchetto UDP.
2.5.4 Software di generazione di suoni: Pure Data
Pure Data ` e una piattaforma per la sintesi e l’elaborazione di audio, video e pro-
cessi graﬁci in tempo reale. Ideato e sviluppato da Miller S. Puckette negli anni
‘90, Pure Data ` e comunemente usato per creare spettacoli di musica dal vivo,
eﬀetti sonori, composizioni musicali, analisi audio, interfacciamento con sensori,
controllo di robot e anche per interagire con siti web. L’unit` a funzionale di Pure
Data ` e una scatola (‘box’). I programmi vengono realizzati collegando tra loro
una serie di scatole ﬁno a formare un vero diagramma in cui si ha un ﬂusso di
dati continuo. Lo stesso programma ` e sempre in esecuzione, non c’` e alcun tipo di
separazione tra la scrittura del programma e l’esecuzione del programma stesso.
Le potenzialit` a di questo open source sono illimitate, basta pensare che la comu-
nit` a di utenti e programmatori di Pure Data hanno creato funzioni aggiuntive
(chiamate ‘esterne’ o ‘librerie esterne’) che sono utilizzate per un’ampia variet` a
di utilizzi, come l’elaborazione video, la riproduzione e lo streaming di brani MP3
o video Quicktime, la manipolazione e la visualizzazione di oggetti 3D e la mo-
dellazione virtuale di oggetti ﬁsici. Nell’ambito dello studio presentato, si ` e fatto46 2. SISTEMA SVILUPPATO
ricorso al software Pure Data per la generazione dei feedback audio e dei segnali
sonori utilizzati nelle esecuzioni dei vari task. Si pu` o dire che in questo frangente
le applicazioni di Pure Data hanno svolto una funzione di server tra l’interfaccia
per la gestione dei test e l’audio fornito nell’esecuzione degli stessi.
Figura 2.9: PureData: gli slider sulla sinistra rappresentano i valori ricevuti in
ingresso, mentre i blocchetti sulla destra identiﬁcano i diversi tipi di feedback (pd
rolling (1) = ATR, pd formats = APER, pd rolling (2) = AVER, pd beep = beep
di inizio e ﬁne esercizio)
2.6 Feedback visivo
La riproduzione dell’esercizio avviene in una ﬁnestra dedicata; questa vine aper-
ta, a schermo interno, su un monitor Full HD, risoluzione 1080x1920 sul quale
sono visibili le posizioni di target e soggetto e attraverso il quale viene fornito il
feedback visivo. Nello speciﬁco, gli indicatori sono 2 oggetti graﬁci di tipi line,
creati all’interno della funzione creaFigura, attraverso le seguenti istruzioni:
hg_obj_tar=line(’Parent ’,ax,’XData ’,[],’YData ’,[],Color ’,’k’,’EraseMode ’,’xor’,’
Marker ’,’o’,’MarkerSize ’,40,’MarkerFaceColor ’,’r’);
hg_obj_pat=line(’Parent ’,ax,’XData ’,[],’YData ’,[],’Color ’,’k’,’EraseMode ’,’xor
’,’Marker ’,’o’,’MarkerSize ’,40,’MarkerFaceColor ’,’g’);2.6. FEEDBACK VISIVO 47
La propriet` a ‘Parent’ deﬁnisce gli assi (ax) a cui tali oggetti fanno riferimento,
’XData’ e ’YData’ identiﬁcano i vettori delle coordinate degli indicatori lungo
l’asse x e l’asse y, la cui terna di riferimento ` e posta al centro dello schermo. Tale
traslazione ` e eﬀettuata prendendo le coordinate della ﬁnestra rispetto alla terna
di riferimento dello schermo e aggiungendo un oﬀset lungo x e lungo y pari a
met` a delle dimensioni x e y di tale ﬁnestra.
- get(0,’MonitorPositions’) indica la dimensione dello schermo, la terna di
riferimento ` e posizionata in basso a sinistra
- get(1, ’Position’) restituisce le coordinate della ﬁnestra dell’esercizio rispetto
all’origine dello schermo
- xy=[xy pat(1)-oﬀset(3)/2 xy pat(2)-oﬀset(4)/2] toglie l’oﬀest centrando la
terna di riferimento.
I campi ’Marker’, ’MarkerSize’, MarkerFaceColor’ impostano rispettivamente for-
ma, dimensione e colore dell’oggetto; ’Color’ deﬁnisce il colore della retta su
cui si muove l’oggetto, ’EraseMode’ fa in modo che il colore dell’oggetto non si
sovrapponga al colore dello schermo.
Figura 2.10: Finestra di esecuzione dell’esercizio con target (in rosso) e soggetto
(in verde)Capitolo 3
Test Sperimentali
Il presente studio rientra in un progetto pi` u ampio che il gruppo di robotica del
DIMEG dell’Universit` a di Padova porta avanti da alcuni anni [7] [8] [9] [10]: si
` e cercato di approfondire il ruolo che il feedback audio gioca nel motor learning
e di comprendere quali vantaggi una stimolazione sonora porti nell’esecuzione di
task motori, in vista di un suo utilizzo in un dispositivo di riabilitazione. In parti-
colare, ﬁnora sono stati condotti esercizi di target tracking, durante l’esecuzione
dei quali venivano forniti diversi tipi di feedback audio per capire quali eﬀetti essi
portassero nell’esecuzione di alcuni movimenti riabilitativi.
3.1 Test precedenti
Il punto di partenza di questo lavoro ` e la tesi [49] [50], dove 3 tipi di feedback
audio sono stati sviluppati e forniti online durante l’esecuzione di 6 esercizi di
target tracking: (1) assenza di audio, (2) feedback audio legato alla velocit` a del
target (task-related) e (3) feedback audio legato all’errore di posizione del soggetto
rispetto al target (position error-related); ciascun tipo di feedback ` e stato testato
in una prova a traiettoria a lunghezza ﬁssa e in una dove la lunghezza della
traiettoria percorsa dal target variava in maniera random. Uno degli obiettivi
` e stato quello di veriﬁcare se la somministrazione continua del feedback audio
task-related potesse essere pi` u eﬃcace di un feedback error-related in termini di50 3. TEST SPERIMENTALI
prestazioni, durante l’esecuzione di un task di tracking complesso. Si ` e ritenuto
che il feedback audio task-related potesse fornire informazioni utili al soggetto
per migliorare la performance pi` u di quanto potesse fare il feedback position
error-related. Come device era stata utilizzata una tavoletta graﬁca (ﬁgura 3.1).
Figura 3.1: Tavoletta graﬁca utilizzata nei test precedenti
Questi sono i principali risultati raggiunti [50]:
- La ﬁgura 3.2 (sopra) mostra la media pesata dell’errore di tracking nei vari
task, normalizzato rispetto al raggio del target. L’analisi statistica evidenzia
che, considerando la stessa modalit` a di feedback audio, non ci sono diﬀe-
renze rilevanti tra il task a lunghezza ﬁssa e variabile. Comunque, il task C
e D presentano entrambi un errore signiﬁcativamente pi` u basso rispetto ai
task A e B, mentre nei task E ed F la presenza di un feedback error-related
non migliora in modo sostanziale la performance rispetto al caso in cui non
vi ` e feedback (task A).
- L’analisi statistica sull’integrale della velocit` a relativa Rvel (ﬁgura 3.2 (sot-
to)) mostra, come previsto, che i task a lunghezza ﬁssa sono sempre esegui-
ti meglio dei corrispondenti a lunghezza variabile, indipendentemente dalla
modalit` a di feedback considerata. Tuttavia, non sembrano essere emersi
signiﬁcativi miglioramenti quando il feedback audio ` e fornito nella stessa
modalit` a di esercizio (lunghezza ﬁssa o variabile).3.1. TEST PRECEDENTI 51
Figura 3.2: sopra: media pesata dell’errore di tracking (normalizzato rispetto al
raggio del target); sotto: integrale della velocit` a relativa (normalizzato rispetto
alla lunghezza del tratto). Task A (lunghezza ﬁssa - no audio), B (lunghezza
casuale - no audio), C (lnghezza ﬁssa, audio task related), D (lunghezza casuale
- audio task related), E (lunghezza ﬁssa - error related), F (lunghezza casuale -
error related).52 3. TEST SPERIMENTALI
3.2 Deﬁnizione del test
Sulla base di tali risultati, questa tesi si propone di operare un confronto tra
feedback visivo e uditivo, i quali forniranno informazioni sulle stesse grandezze,
seppur in 2 modalit` a diﬀerenti. Ci si aspetta che diverse modalit` a, visiva e sonora,
siano pi` u adatte a rappresentare grandezze diverse. Inoltre verr` a implementato
un nuovo tipo di feedback, legato all’errore di velocit` a del soggetto rispetto al
target, il quale si spera possa dare un contributo per una maggiore accuratezza
nell’inseguimento del target.
Il test completo ` e costituito da 7 task, diversi l’uno dall’altro per tipo di feed-
back e modalit` a con cui esso ` e stato fornito. Ogni task ` e costituito da una serie
di movimenti di ‘target tracking’ orizzontali in direzione alternata destra/sini-
stra; l’esercizio inizia e termina a nella stessa posizione al centro dello schermo.
Ogni task dura circa 90 secondi ed ` e preceduto da una fase iniziale, della durata
di 5 secondi, che permette al soggetto di sovrapporsi al target fermo a centro
schermo; tutti i task sono composti da 30 cicli: 28 di questi sono completi, in
quanto il movimento interessa tutta la percentuale della larghezza dello schermo
resa disponibile, mentre il primo e l’ultimo ciclo portano il target rispettivamente
dalla posizione iniziale al primo estremo (ciclo 1) e dall’ultimo estremo nuova-
mente alla posizione iniziale (ciclo 30). La velocit` a media ` e stata impostata a 500
pixel/secondo per ogni task, la traiettoria, ﬁssa, al 85% della larghezza dello
schermo. La dimensione del raggio degli indicatori (il target ` e rappresentato da
un pallino rosso, il soggetto da un pallino verde) ` e stata ﬁssata a 25 pixel.
Sono stati implementati 7 tipi di task diversi:
1. Task A (NF): no feedback
2. Task B (CPER - color position error related): feedback visivo legato all’er-
rore di posizione del paziente rispetto al target
3. Task C (CVER - color velocity error related): feedback visivo legato all’er-
rore di velocit` a del paziente rispetto al target3.2. DEFINIZIONE DEL TEST 53
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Figura 3.3: Graﬁci relativi alla performance di un soggetto. Sopra, graﬁco relativo
alla posizione del soggetto (blu) e del target (verde) rispetto al tempo lungo l’asse
x; in rosso ` e visibile l’errore di posizione pari alla diﬀerenza xs−xt; i tratteggi viola
indicano gli istanti di cambio ciclo, si noti che il primo ha una durata dimezzata
rispetto agli altri. Sotto, graﬁco relativo alla posizione del soggetto (blu) e del
target (verde) rispetto al tempo lungo l’asse y; l’errore d posizione coincide con la
posizione del soggetto stessa; i tratteggi viola indicano gli istanti di cambio ciclo.
4. Task D (CTR - color task related): feedback visivo legato alla velocit` a del
target
5. Task E (APER - audio position task related): feedback uditivo spazializzato
legato all’errore di posizione del paziente rispetto al target
6. Task F (AVER - audio velocity error related): feedback uditivo spazializzato
legato all’errore di velocit` a del paziente rispetto al target
7. Task G (ATR - audio task related): feedback uditivo spazializzato legato
alla velocit` a del target.54 3. TEST SPERIMENTALI
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Figura 3.4: Graﬁco relativo al percorso del target (in verde) e del soggetto (in blu)
lungo l’intero task (30 cicli) sull’asse x e y.
3.2.1 Feedback video
L’informazione visiva ` e percepita attraverso una variazione del colore dello sfondo
del monitor: quando il feedback ` e legato ad un errore, sia di posizione che di
velocit` a, lo schermo rimane nero in caso di errore nullo, mentre sfuma verso un
colore azzurro proporzionalmente all’errore commesso.
L’errore di posizione ` e deﬁnito come:
ǫ =
q
(xs(t) − xt(t))2 + (ys(t) − yt(t))2
6R
(3.1)
Tale formula considera l’errore di posizione come distanza sul piano (distanza
euclidea) e pertanto tiene conto della diﬀerenza di coordinate sia in x che in y
tra soggetto e target. Tale errore ` e stato normalizzato secondo un fattore pari a
6 volte il raggio degli indicatori.
L’errore di velocit` a ` e deﬁnito come:
ǫ =
(vxs − vxt)sign(xs − xt)
1.5vtmax
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dove:
- vxs − vxt: ` e la diﬀerenza tra la velocit` a del soggetto e quella del target
- sign(xs − xt): ` e un fattore di correzione che rende negativo il numeratore
quando la diﬀerenza di velocit` a tende a ridurre l’errore di posizione
- 1.5vtmax: ` e un fattore di normalizzazione
Successivamente ` e stata impostata una condizione per cui se ǫ < 0 l’errore ` e con-
siderato nullo: quindi, un soggetto in ritardo rispetto al target, anche se procede
con velocit` a maggiore, non viene considerato in errore, poich´ e di fatto si sta av-
vicinando al target, cercando di migliorare la propria performance.
Quando il feedback ` e legato alla velocit` a del target, invece, lo schermo sfuma
proporzionalmente a tale parametro: lo sfondo nero rappresenta la velocit` a nulla,
mentre un azzurro sempre pi` u acceso ne indica un aumento. Tale parametro ` e
stato calcolato come:
ǫ =
|vtx|
2vtmax
(3.3)
dove 2vtmax ` e un fattore di normalizzazione pari a 2 volte la velocit` a massima del
target.
Successivamente tutti i valori di ǫ sono stati elevati al cubo per rendere meglio
l’idea di ci` o che rappresentano, in questo modo vengono ridotti i piccoli errori e
ampliﬁcati quelli grandi.
3.2.2 Feedback audio
Sono state implementate diverse tipologie di feedback audio:
- audio legato all’errore di posizione spazializzato
- audio legato all’errore di velocit` a spazializzato
- audio legato alla velocit` a del target spazializzato
Per la sintesi della prima modalit` a di audio ` e stata usata come base la versio-
ne precedentemente sviluppata, alla quale sono state apportate alcune modiﬁche56 3. TEST SPERIMENTALI
per ottenere un risultato migliore. La modalit` a di partenza realizzava una sintesi
vocale che spaziava su tutte le vocali dell’alfabeto, gli ingressi non erano norma-
lizzati e il suono era legato all’errore di posizione su entrambe le dimensioni x e y
del piano; la versione utilizzata in questo caso, invece, sfrutta ingressi normaliz-
zati considerando solo l’errore di posizione nelle coordinate in x, mappato sulle
frequenze del suono, la sintesi vocale si limita all’uso di 2 vocali (A e U), dove
il passaggio dalla prima alla seconda avviene per errori molto grandi; inoltre, ` e
stata prevista una soglia di saturazione. L’errore di posizione in x ` e deﬁnito come:
ǫ = |xs − xt| (3.4)
L’audio legato all’errore di velocit` a, creato ex novo, ` e stato realizzato attraverso
un suono che rievoca lo ‘scratch’ di un disco (dando comunque l’idea di un oggetto
che rotola); esso va ad inﬂuenzare l’intensit` a del suono soltanto nella dimensione
in x dello schermo ed ` e mappato sul volume e sulla tonalit` a; anche in questo caso
gli ingressi sono stati normalizzati. L’errore di velocit` a ` e stato deﬁnito in analogia
a quanto fatto per la modalit` a video, utilizzando la 3.2:
ǫ =
(vxs − vxt)sign(xs − xt)
1.5vtmax
(3.5)
Per cui valgono le stesse considerazioni fatte con il corrispondente feedback visivo.
L’audio legato alla velocit` a del target riproduce un suono che simula quello
del rotolamento di un oggetto su un piano: anche questo ` e stato ripreso dal lavoro
fatto in precedenza [49] senza apportare nuove modiﬁche in quanto l’eﬀetto ot-
tenuto era gi` a soddisfacente; il suono si integra perfettamente col movimento da
simulare, creando proprio la sensazione che l’indicatore circolare del target (il pal-
lino rosso) stia rotolando da una parte all’altra dello schermo durante l’esecuzione
dell’esercizio.
Spazializzazione del suono
Entrambe le tipologie di audio sono disponibili in due modalit` a: spazializzata
e non spazializzata. Per spazializzazione si intende un insieme di tecniche per
l’elaborazione dei segnali sonori attraverso le quali una sorgente virtuale di suono3.2. DEFINIZIONE DEL TEST 57
Tabella 3.1: Flag utilizzati per identiﬁcare i diversi feedback audio.
ﬂag tipo di feedback audio
0 no audio
1 velocit` a del target non spazializzato
2 velocit` a del target spazializzato
3 errore di posizione non spazializzato
4 errore di posizione spazializzato
5 errore di velocit` a non spazializzato
6 errore di velocit` a non spazializzato
7 non deﬁnito
8 beep di ﬁne esercizio
9 beep di inizio esercizio
pu` o essere posizionata in un qualunque punto dello spazio attorno all’ascoltatore.
La spazializzazione delle informazioni audio incrementa il realismo dell’ambiente
virtuale di lavoro, portando alla creazione di un vero e proprio un paesaggio
sonoro (soundscape) tridimensionale all’interno del quale le sorgenti assumeranno
una posizione diversa rispetto all’ascoltatore e potranno anche ‘muoversi’ intorno
ad esso pi` u o meno velocemente. La spazializzazione delle tipologie di audio rende
il feedback sonoro, fornito durante l’esecuzione degli esercizi, dipendente anche
dalla posizione del target, valutata nella coordinata x dello schermo.
Convenzione sui tipi di segnali sonori
Per una maggiore comodit` a e chiarezza nello sviluppo dell’interfaccia ` e stata de-
ﬁnita una convenzione sulla modalit` a con la quale riferirsi ai vari tipi di suoni
utilizzati (tabella 3.1). Ad ogni segnale ` e stato univocamente associato un valore
intero (audio ﬂag) con il quale ` e possibile identiﬁcarlo sia all’interno dell’interfac-
cia sia per la comunicazione con l’applicazione esterna deputata alla realizzazione
dei suoni.58 3. TEST SPERIMENTALI
3.3 Popolazione
E’ stata presa in considerazione una popolazione di 22 soggetti (et` a media di
23.48 anni, 18 uomini e 4 donne), privi di alcun tipo di disabilit` a motoria e gravi
difetti agli apparati visivo e uditivo. Lo studio su soggetti sani ` e stato imposto
da ragioni di comodit` a e da problemi di tempistica, i risultati ottenuti possono
essere utilizzati per caratterizzare la normale risposta di un soggetto sano ad una
determinata tipologia di feedback video/audio; questi possono rappresentare la
base per confronti futuri con altre tipologie di soggetti ed, in particolare, possono
essere anche estesi allo studio di pazienti colpiti da ictus.
Prima dell’esecuzione del test ad ogni soggetto ` e stato chiesto di compilare
un questionario: questo ` e stato utile per capire se il soggetto fosse o meno idoneo
a svolgere l’esercizio e per interpretare al meglio i risultati ottenuti. Sono state
prese informazioni riguardanti:
- eventuali deﬁcit della vista e/o dell’udito per avere la certezza che i feedback
venissero colti appieno
- eventuali problemi di mobilit` a dell’arto impiegato nel test per non dover
attribuire una cattiva performance a problemi preesistenti
- se si pratica uno sport e/o si usa di strumenti musicali e con che frequenza,
per capire se il soggetto poteva aver sviluppato una sensibilit` a particolare
dell’arto in questione
- le ore passate davanti allo schermo della tv o del pc per lavoro, navigazione,
visione di ﬁlm per capire quanto il soggetto ` e abituato a stare davanti a uno
schermo
- eventuali ore di gioco col computer o con console per veriﬁcare se il soggetto
poteva aver gi` a acquisito una certa dimestichezza con un device
I questionari non hanno evidenziato alcun caso particolare e le persone contattate
sono state tutte selezionate per il test: ` e emerso che la maggior parte di esse
praticano sport (17/22), quasi nessuno suona uno strumento musicale (3/22), i
soggetti in media passano 2,14h al giorno davanti al pc e 4,13h al giorno davanti a
un qualsiasi schermo. Inoltre, sapendo quali persone possiedono difetti alla vista,3.4. ESECUZIONE DEI TEST 59
in fase di test di ` e prestata attenzione che quest’ultimi utilizzassero gli occhiali o
le lenti per non avere una prova falsata.
3.3.1 Randomizzazione
Per rendere questo test il pi` u attendibile e omogeneo possibile ` e stato scelto di
randomizzare l’ordine di esecuzione dei task, in modo tale che per ogni soggetto
la sequenza fosse diversa l’una dall’altra. Infatti appare lampante che, in pro-
porzione, l’esecuzione del primo esercizio del test sar` a sempre qualitativamente
peggiore dell’esecuzione dell’ultimo. In particolare, si ` e fatto in modo che ogni
soggetto dovesse aﬀrontare alternativamente un feedback video e uno audio, cos` ı
da evitare il rischio che potesse creare una dipendenza da una particolare mo-
dalit` a. Tra essi, in modo casuale, ` e stato inserito il task A (no feedback) perch´ e
ininﬂuente rispetto all’esecuzione degli altri.
3.4 Esecuzione dei test
Per la sessione di test si ` e cercato di creare una postazione idonea che potesse
ridurre al minimo ogni possibile causa esterna di distrazione. Ogni soggetto ` e
stato fatto accomodare davanti ad una scrivania su cui ` e stato posto lo schermo;
aﬃanco alla sedia (dalla parte del braccio utilizzato), ` e stato posizionato il joy-
stick, ad un’altezza tale per cui il soggetto aveva il braccio libero da impedimenti
e l’angolo del gomito era di circa 90◦; sono state inoltre fornite delle cuﬃe per il
feedback audio.
L’obiettivo richiesto era semplicemente quello di seguire, al meglio delle possi-
bilit` a, il movimento dell’indicatore circolare di colore rosso rappresentato a video.
Il soggetto veniva istruito su postura e comportamenti corretti da tenere durante
la fase di test; veniva, inoltre, informato della modalit` a (video o audio) e della
tipologia (feedback legato ad un errore del soggetto o alla velocit` a del target)
del feedback che gli sarebbero stati forniti. Prima dell’inizio del test, al soggetto
veniva presentato un training di prova, necessario per prendere conﬁdenza con il60 3. TEST SPERIMENTALI
Figura 3.5: Alcuni soggetti durante i test
joystick. Tra un task e il successivo era prevista una pausa di circa 30s.
Progressivamente all’esecuzione dei test, ` e stata compilata una tabella rias-
suntiva 3.2 contente tutte le informazioni riguardanti ogni soggetto, la cronologia
dei task, e eventuali situazioni singolari veriﬁcatesi nell’esecuzione del test, spe-
ciﬁcando il task e, se possibile, l’istante di tempo nel quale tale irregolarit` a si ` e
veriﬁcata.
3.4.1 Problemi riscontrati
In fase di prova si sono riscontrati alcuni problemi per quanto riguarda la ripro-
duzione del test con il feedback video: nel momento in cui lo schermo sfumava,
il colore il video non restituiva pi` u un’immagine ﬂuida ma procedeva a scatti;
inoltre, spesso accadeva che i pallini del target e del soggetto venissero in par-
te tagliati durante il movimento. Con queste premesse non si sarebbero potuti
eﬀettuare i test perch´ e il feedback video sarebbe stato inutilizzabile. La causa ` e
stata attribuita alla funzione draw, responsabile del cambio del colore di sfondo:
l’ultima versione realizzata ` e risultata troppo pesante a discapito della renderiz-
zazione del video. Si ` e preferito, quindi, riprendere una versione della funzione
implementata precedentemente: ` e priva di alcune funzionalit` a, tra cui i ‘beep’ di
inizio e ﬁne esercizio, ma risulta pi` u leggera e garantisce il regolare svolgimento
del test.3.4. ESECUZIONE DEI TEST 61
Un ulteriore problema riscontrato per tempo, ovvero prima di sottoporre i sog-
getti al test, ` e inerente al fatto che spesse volte Windows era vittima di crash.Le
ipotesi pi` u plausibili per valutare la causa di tale eﬀetto sono legate al fatto che il
software Simulink nel generare un modello Real-Time assume la massima priorit` a
per quanto riguarda le operazioni da svolgere. Gli altri programmi in esecuzio-
ne assumono una priorit` a praticamente nulla. Ecco perch` e Matlab nel caricare
i valori pervenuti dal modello Simulink non riesce a gestire la cosa con i tempi
pilotati da Simulink stesso e si presume che questo porti ad un crash di Windows.6
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DATA TEST ORA TEST GRUPPO SOGGETTO ETA’ SESSO ORDINE TASK BRACCIO OCCHIALI/LENTI IRREGOLARITA’ NEI TEST
19/01/11 15.00 - 15.30 LD Balsemin Antonio 22 M F B G A D E C DX O crash: task D
17/01/11 10.00 - 10.30 LD Benedetti Giulio 24 M B F D E C G A DX -
18/01/11 15.00-15.30 LD Biso Julian 21 M G C F B E A D DX O
18/01/11 17.30 - 18.00 LD Casasola Alessandro 22 M B A E C F D G DX -
17/01/11 17.00 - 17.30 LD Calore Andrea Roberto 22 M E C G D F B A DX O
19/01/11 14.00 - 14.30 LD Carraro Alessandro 22 M C G A B E D F DX O
17/01/11 17.30 - 18.00 LD De Faveri Valentino 24 M B G A D E C F DX - crash: task A
17/01/11 10.30 - 11.00 LD Dermati Damiano 27 M F D A G C E B DX -
17/01/11 9.30 - 10.00 LD Gazaneo Andrea 23 M G D A E B F C DX L
19/01/11 11.00 - 11.20 LD Guggia Silvia 22 F F D G B E A C DX O
17/01/11 15.00-15.30 LD Lorenzin Aldo 25 M B E C F A D G DX O
18/01/11 10.00 - 10.30 LD Maroni Ida 22 F A C G D E B F DX - task E ripetuto joystick pos. errata
19/01/11 14.30 - 15.00 LD Moressa Matteo 22 M G A C F B E D DX - crash: task D
18/01/11 10.30-11.00 LD Nucibella Enrico 27 M F C G A D E B DX O trapano + martello
17/01/11 12.30 - 13.00 LD Nunes Marco 22 M A E D G C F B DX -
18/01/11 16.00 - 16.30 LD Papale Davide 23 M C E D A G B F DX O
19/01/11 16.00-16.30 LD Pellegrini Luca 22 M B E C A G D F DX -
18/01/11 16.30 - 17.00 LD Romani Daniele 25 M F D E C G B A DX -
17/01/11 12.00 - 12.30 LD Rosada Marco 22 M D G B E A C F DX - confonde tgt col p. verde (10-13)
17/01/11 15.30 - 16.00 LD Savarino Federica 22 F A F C G B E D DX O
17/01/11 11.00 - 11.30 LD Stefani Anna 22 F B E D G C A F DX L
17/01/11 11.30 - 12.00 LD Zorzi Andrea 23 M F A C E B G D SX -
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.Capitolo 4
Analisi statistica
In questo capitolo vengono presentate l’elaborazione dei dati e l’analisi statistica
eﬀettuata al ﬁne di valutare l’eﬃcacia dei feedback progettati. Dal momento che il
risultato che si vuole evidenziare sono le modiﬁche apportate dalla presenza di un
appropriato feedback negli inseguimenti, non si andr` a mai ad eﬀettuare un’analisi
per gruppi, ma si andranno invece a valutare sempre le diﬀerenze che sussistono
fra l’esecuzione di due task diﬀerenti (per tipologia di feedback) eseguiti dallo
stesso soggetto. Per consentire l’analisi statistica si andr` a a calcolare, per ogni
task di ogni soggetto, una serie di parametri i cui valori daranno un’indicazione,
pi` u o meno globale, della qualit` a con cui ` e stato svolto il task stesso. Sull’entit` a
e sul segno della diﬀerenza data dai valori di questi parametri si basa l’analisi
statistica eﬀettuata.
4.1 Parametri calcolati per l’elaborazione
Di seguito vengono deﬁniti e brevemente descritti i tipi di parametri considerati
nell’analisi statistica dei test. Molti di questi errori, in particolare tutti quelli
riconducibili a distanze o diﬀerenze di posizione, sono stati normalizzati sulla
dimensione del raggio del target di modo che il risultato numerico sia di pi` u
facile ed immediata interpretazione. Le formule riportate riguardano il calcolo
dell’errore in un generico tratto della traiettoria.64 4. ANALISI STATISTICA
4.1.1 Distanza media dal target (distm)
Per distanza media si intende la media delle distanze, in ogni istante di campiona-
mento, fra l’indicatore del target e quello del soggetto. La distanza va intesa come
distanza sul piano (distanza euclidea) e pertanto tiene conto sia della diﬀerenza
di coordinate in x che quella in y. In formule:
ǫ =
1
N
N X
k=1
q
(xs(t) − xt(t))2 + (ys(t) − yt(t))2
R
(4.1)
dove N indica il numero di campioni considerati, e R un fattore di normalizzazione
pari al raggio del target.
L’interpretazione di tale errore ` e immediata, inoltre si ricordi che il risultato
fornito da questo parametro non potr` a mai essere negativo ` e sar` a indipendente
dal segno delle diﬀerenze di posizione lungo gli assi x e y, cio` e tratter` a allo stesso
modo equivalenti condizioni di ritardo o anticipo del soggetto rispetto al target.
4.1.2 Integrale del modulo della velocit` a relativa (dtt)
Questo tipo di errore valuta per ogni ciclo l’integrale dato dai campioni del modulo
della velocit` a relativa fra soggetto e target. L’Idea ` e quella di valutare la quantit` a:
Z t2
t1
|  vs −   vt|dt (4.2)
dove t1 e t2 indicano rispettivamente l’istante di inizio e ﬁne ciclo.
La valutazione dell’integrale avviene in maniera approssimata sommando i
contribuiti relativi ad ogni campione pesato con l’intervallo di campionamento
(0,01s). Il calcolo di questo parametro di errore consiste nell’implementazione del
metodo dei rettangoli per il calcolo numerico dell’integrale:
ǫ =
N X
k=1
q
(vx,s(t) − vx,t(t))2 + (vy,s(t) − vy,t(t))2dt
|xt(N) − xt(1)|
(4.3)
dove N rappresenta il numero di campioni del ciclo, mentre il fattore di norma-
lizzazione presente al denominatore rappresenta la lunghezza del tratto percorso
nel ciclo considerato.
Tale parametro misura lo spazio percorso dal soggetto avente modulo del
vettore velocit` a pari a vs − vt e pertanto d` a un’indicazione sullo spazio percorso4.1. PARAMETRI CALCOLATI PER L’ELABORAZIONE 65
inutilmente in ogni ciclo, indipendentemente dall’accuratezza con cui l’esercizio ` e
stato eseguito.
4.1.3 Ritardo medio (emx)
L’errore di posizione lungo l’asse x di ogni singolo campione ` e deﬁnito come:
(xs − xt)sign(vxt) (4.4)
dove la diﬀerenza delle posizioni lungo l’asse x fra soggetto e target (xs − xt) ` e
pesata con la direzione del movimento del target, ovvero con il segno della velocit` a
di quest’ultimo.
L’errore di posizione medio ` e dato dunque dalla formula:
ǫ =
1
N
N X
k=1
(xs(t) − xt(t))sign(vxt(t))
R
(4.5)
dove N indica il numero di campioni considerati e r il fattore di normalizzazione
pari alla dimensione del raggio dell’indicatore del target.
A questo tipo di errore ci si pu` o riferire anche con il termine ritardo medio
poich´ e si ` e visto che, mediamente, tale errore in tutti i task e per tutti i soggetti
risulta essere negativo, mettendo in luce il fatto che nell’inseguimento da parte di
un soggetto sono pi` u comuni le situazioni di ritardo rispetto a quelle di anticipo,
come del resto ` e lecito attendersi.
Tale errore, tuttavia, si ` e rivelato inconsistente nel momento in cui avviene
il cambio di direzione da parte del target, cio` e quando avviene il cambio del
segno della sua velocit` a: in generale il soggetto tende ad essere in ritardo rispetto
al target, pertanto, quando quest’ultimo ha gi` a completato il proprio ciclo, il
soggetto deve ancora portarlo a termine; poich´ e l’errore di posizione calcolato in
4.5 tiene conto solo del segno della velocit` a del target, nel momento in cui avviene
il cambio del ciclo, il soggetto, che era in ritardo rispetto al target, viene ora
considerato in anticipo. Tale situazione si protrae ﬁnch´ e i segni delle velocit` a dei
2 indicatori rimangono discordi. Per ovviare a tale inconveniente` e stato introdotto
un fattore correttivo, applicato nella prima met` a di ogni ciclo:
(−1)
c (4.6)66 4. ANALISI STATISTICA
con
c = (vxs(t) − vxt(t))sign(xs(t) − xt(t)) < 0 ∧ vxs(t)  = vxt(t) ∧ |vxt(t) − vxt(t − tc)| > 0
(4.7)
dove:
- (vxs(t) − vxt(t))sign(xs(t) − xt(t)) < 0: stabilisce se il soggetto ` e in in ritardo
rispetto al target nell’istante in cui quest’ultimo cambia ciclo
- vxs(t)  = vxt(t): veriﬁca, in base ai segni discordi delle velocit` a, che i 2 indicatori
abbiano direzioni opposte
- |vxt(t) − vxt(t − tc)| > 0: stabilisce se il modulo della velocit` a del target ` e cre-
scente; in tal modo viene considerata solo la prima met` a del ciclo (tc corrisponde
al tempo di campionamento).
L’operazione di elevamento a potenza restituisce −1 quando tutte le condi-
zioni sono veriﬁcate simultaneamente, restituendo un lag error quando si tratta
eﬀettivamente di un ritardo.
4.1.4 Errore medio di posizione in y (emy)
L’errore di posizione lungo l’asse y di ogni singolo campione ` e deﬁnito come:
ǫ =
1
N
N X
k=1
xs(t) − xt(t)
R
(4.8)
dove N indica il numero di campioni considerati e R il fattore di normalizzazione
pari alla dimensione del raggio dell’indicatore del target.
Di fatto, tale errore corrisponde alla posizione del soggetto lungo l’asse y, in
quanto la posizione del target ` e sempre nulla in tale direzione.
4.1.5 Errore quadratico medio in x (eqmx)
L’errore quadratico medio ` e la media della distanza, considerata solo lungo l’as-
se x, in ogni istante di campionamento, fra l’indicatore del target e quello del
soggetto. In formule risulta:
ǫ =
1
R
sPN
k=1(xs(t) − xt(t))2
N
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dove N indica il numero di campioni considerati e R il fattore di normalizzazione
pari alla dimensione del raggio dell’indicatore del target.
4.1.6 Errore quadratico medio in y (eqmy)
L’errore quadratico medio ` e la media della distanza, considerata solo lungo l’as-
se x, in ogni istante di campionamento, fra l’indicatore del target e quello del
soggetto. In formule risulta:
ǫ =
1
R
sPN
k=1(ys(t) − yt(t))2
N
(4.10)
al solito, N indica il numero di campioni considerati e R il fattore di normalizza-
zione pari alla dimensione del raggio dell’indicatore del target.
4.1.7 Lead error (lead)
Si deﬁnisce lead error la media fra i soli contributi positivi dell’errore di posizione
medio, in formule risulta:
ǫ =
1
N
N X
k=1
(errx(t))(sign(errx(t)) > 0)
R
(4.11)
dove errx indica la quantit` a 4.4 con il termine correttivo. Tale parametro d’errore
indica qual ` e mediamente l’errore di posizione lungo l’asse x nei soli istanti di
tempo in cui il soggetto anticipa il target nel movimento.
4.1.8 Lag error (lag)
Il lag error` e il complementare del lead error rispetto all’errore di posizione. Infatti,
si deﬁnisce lag error la media fra i soli contributi negativi dell’errore di posizione
medio; in formule risulta:
ǫ =
1
N
N X
k=1
(errx(t))(sign(errx(t)) < 0)) < 0)
R
(4.12)
Tale parametro indica qual’` e mediamente l’errore di posizione nei soli istanti di
tempo in cui il soggetto posticipa il target nel movimento.
Per ognuno dei parametri descritti sopra si calcolano media e deviazione
standard:68 4. ANALISI STATISTICA
- la media per ogni task ` e la media aritmetica delle medie relative ai singoli
tratti
- la deviazione standard per ogni task ` e la media aritmetica delle deviazioni
standard relative ai singoli tratti tranne che per i parametri dtt, eqmx, eqmy
per cui si calcola la deviazione standard dei valori medi dei singoli cicli.
4.2 Test per l’analisi statistica
I test che vengono utilizzati per un’analisi statistica si dividono in test parametrici
e non. Sono metodi statistici parametrici tutti quelli che si basano su distribuzioni
probabilistiche quali la distribuzione normale o la distribuzione t di student. In
contrapposizione le tecniche non parametriche sono quelle che non sono basate
su alcuna distribuzione probabilistica, quindi, in generale, i test non parametrici
dovrebbero essere preferiti quando i dati non si distribuiscono secondo una nor-
male, o comunque non si ` e in grado di dimostrarlo, ad esempio per numerosit` a
ridotta dei campioni. Molti metodi non-parametrici si basano solo sull’ordine di
grandezza dei dati, cio` e sulla semplice graduatoria dei valori, trascurando i valo-
ri stessi. E’ in tal modo che la statistica non-parametrica opera: liberandosi dai
condizionamenti della distribuzione dei dati, ma al tempo stesso rinunciando ad
ottenere da essa ogni possibile informazione. Dal momento che tutti i soggetti
hanno eseguito tutti i task ` e stato possibile eﬀettuare un’analisi per dati appa-
iati, confrontando le prestazioni dello stesso soggetto fra i vari task. Il limite di
signiﬁcativit` a del p-value ` e stato impostato a 0,05. Per l’analisi sono stati scelti
il Wilcoxon test e il t test:
4.2.1 Wilcoxon test
Il Wilcoxon test ` e un test non parametrico che confronta la mediana di una
colonna di numeri con una mediana ipotetica.
Il p-value risponde a questa domanda: se i dati sono stati raccolti da una
popolazione con una mediana pari all’ipotetico valore inserito, qual ` e la probabi-
lit` a di selezionare casualmente N campioni e trovare una mediana il pi` u lontano
possibile dal valore osservato?4.2. TEST PER L’ANALISI STATISTICA 69
Se il p-value ` e piccolo, ` e possibile riﬁutare l’idea che la diﬀerenza sia dovuta
al caso e concludere, invece, che la popolazione ha una media distinta dal valore
ipotetico immesso. Se il p-value ` e elevato, i dati non hanno nessuna ragione di
concludere che la mediana della popolazione diﬀerisca dalla mediana ipotetica.
Questo non ` e lo stesso che aﬀermare che le mediane sono le stesse, non si ha sem-
plicemente nessuna prova che queste sia diverse. Se si dispone di piccoli campioni,
il Wilcoxon test non ` e molto eﬃcace: infatti, se si dispone di 5 valori, o anche
meno, il Wilcoxon test dar` a sempre un p-value maggiore di 0,05, indipendente da
quanto la mediana del campione disti da quella ipotetica.
Il Wilcoxon test non assume che i dati siano campionati con una distribuzione
gaussiana ma che siano distribuiti simmetricamente intorno alla mediana. Se la
distribuzione ` e asimmetrica, il p-value non dir` a molto sul fatto che la mediana
sia o meno diversa dal valore ipotetico. Come tutti i test statistici, il Wilcoxon
considera gli errori indipendenti, con il cui termine si fa riferimento alla diﬀerenza
tra ogni valore e la mediana. Il risultato del Wilcoxon test hanno senso solo se la
dispersione ` e casuale, cio` e che un fattore che causa un valore troppo alto o troppo
basso interessi solo per quel dato valore.
4.2.2 t test
Il t test compara la media di una singola colonna di numeri con una media
ipotetica inserita.
Il p-value risponde a questa domanda: se i dati sono prelevati da una popo-
lazione gaussiana con una media equivalente all’ipotetico valore d’ingresso, qual
` e la probabilit` a di selezionare casualmente N campioni e trovare una media pi` u
lontana possibile dal valore ipotetico?
Se il p-value ` e elevato dai dati non si pu` o aﬀermare che la media della po-
polazione sia diversa dal valore ipotetico immesso. Ci` o non signiﬁca aﬀermare
che la media reale sia uguale al valore ipotetico, non si ha semplicemente una
sostanziale diﬀerenza. Se il p-value ` e piccolo (di solito minore di 0,05), allora ` e
improbabile che la diﬀerenza osservata tra la media osservata e quella ipotetica
sia una coincidenza derivante dal campionamento casuale. Si pu` o smentire l’idea
per cui la diﬀerenza sia una coincidenza e concludere, invece, che la popolazione70 4. ANALISI STATISTICA
ha una media diversa rispetto al valore ipotetico immesso, quindi la diﬀerenza ` e
statisticamente signiﬁcativa.
Il t test assume che i dati siano stati campionati da una popolazione che segue
una distribuzione gaussiana. Sebbene questa premessa non sia troppo importante
quando si hanno campioni grandi, ` e importante con campioni di piccole dimen-
sioni, soprattutto quando N ` e inferiore a 10. Se i dati non provengono da una
distribuzione gaussiana ci sono tre opzioni. L’opzione migliore ` e quella di mo-
diﬁcare i valori per rendere la distribuzione pi` u gaussiana, magari trasformando
tutti i valori nei rispettivi reciproci o logaritmi. Un’altra possibilit` a ` e quella di
utilizzare Wilcoxon test non parametrico al posto del t test. Un’ultima opzione
` e quella di utilizzare comunque il t test, sapendo che il t test ` e abbastanza ro-
busto per partenze da una distribuzione gaussiana con grandi campioni. Il t test
presuppone anche che gli ‘errori’ siano indipendenti. Il termine ‘errore’ si riferisce
alla diﬀerenza tra ogni valore e il gruppo di media. I risultati del t test acquistano
signiﬁcato solo quando la dispersione ` e casuale, cio` e che un fattore che causa un
valore troppo alto o troppo basso interessi solo per quel dato valore.
Avendo notato che la distribuzione dei campioni non ` e una distribuzione gaus-
siana, si ` e preferito utilizzare il Wilcoxon test a t test, sebbene, comunque, siano
stati eﬀettuati entrambi.
4.3 Elaborazioni dei dati
Per capire l’andamento generale dei soggetti, sono stati analizzati i graﬁci relativi
ad ognuno dei parametri descritti sopra che evidenziavano il comportamento di
tutti i soggetti. In tal modo ` e stato possibile individuare i valori che si disco-
stavano maggiormente dalla media, cos` ı da capire quali soggetti eventualmente
eliminare dall’analisi per non alterare i dati. In base a questa valutazione, dei 22
soggetti totali ne sono stati scartati 4. L’operazione successiva ` e stata quella di
individuare il range di cicli entro il quale eﬀettuare l’analisi. E’ palese, infatti,
che nei primi cicli la performance sar` a irregolare perch´ e il soggetto non ha preso
ancora dimestichezza con il joystick, mentre negli ultimi si pu` o veriﬁcare un certo
aﬀaticamento: per questo motivo ` e stato scelto un intervallo compreso tra il ciclo4.3. ELABORAZIONI DEI DATI 71
2 e 29 compresi. A partire sempre da tali graﬁci ` e stato possibile individuare
a colpo d’occhio comportamenti anomali del soggetto, dovuti a possibili distra-
zioni, cos` ı da capire quali cicli dovranno essere eventualmente scartati. Questa
operazione consiste nel sostituire il ciclo incriminato con il precedente, in modo
da eliminare le irregolarit` a: essa ` e stata eﬀettuata su 6 soggetti, in totale, sono
stati modiﬁcati 8 task.
4.3.1 GraphPad Prism
Per le conclusioni statistiche sui dati memorizzati si ` e fatto ricorso al software
GraphPad Prism: si tratta di un software statistico che combina graﬁca scientiﬁca,
statistiche e curve di interpolazione in un programma molto semplice da utilizzare.
Tramite questo programma si possono creare diverse funzioni statistiche in grado
di aggiornarsi istantaneamente nel momento in cui si va a cambiare i dati dalla
tabella di origine. Sono stati generati 8 ﬁle.pzf relativi alle 8 misure calcolate.
All’interno del programma sono stati impostati tutti i confronti tra task desiderati
da eﬀettuare sia con il Wilcoxon che con il t test; ogni ﬁle importa il ﬁle della
tabella Excel del parametro corrispondente generando cos` ı un collegamento. Ogni
ﬁle restituisce un istogramma della media e deviazione standard di ogni task per
la corrispondente misura e il p-value relativo ad ogni confronto eﬀettuato.
4.3.2 Procedura
Come spiegato nel precedente capitolo, i dati relativi ad ogni task eseguito da
ciascun soggetto sono stati salvati nella struttura ex.data che contiene tutti i
parametri necessari per un’analisi oﬄine. Su tale struttura, innanzitutto, sono
state eﬀettuate una serie di operazioni per predisporre i dati in una forma pi` u
adatta per l’elaborazione. Sono stati utilizzati i seguenti script:
1. updateEx.m elimina i valori salvati oltre l’istante indmax (istante di ﬁne
esercizio) e rielabora tutti i parametri relativi alle posizione del target e del
soggetto togliendo un oﬀset pari a met` a delle dimensioni dello schermo, sia
lungo l’asse x che l’asse y: in tal modo l’origine degli assi di riferimento viene
riposizionata a centro schermo (da eﬀettuare solo alla prima elaborazione)72 4. ANALISI STATISTICA
Figura 4.1: Interfaccia graﬁca di GraphPad Prism
2. saveDat.m carica i ﬁle .mat aggiornati dall’update e calcola i parametri
utili ad una prima elaborazione, salvando i risultati in un corrispondente
ﬁle .dat. In particolare, per ogni task, vengono calcolati tutti i parametri
deﬁniti nel paragrafo precedente: errore di posizione, integrale del modulo
della velocit` a, ritardo medio (errore di posizione lungo l’asse x), errore di
posizione lungo l’asse y, errore quadratico medio in x, errore quadratico
medio in y, lead error e lag error. Tali misure vengono eﬀettuate, una prima
volta, lungo una ﬁnestra di osservazione pari alla durata totale dell’esercizio,
e poi vengono mediate ciclo per ciclo; per ogni misura viene calcolata sia la
media che la deviazione standard; i valori ottenuti sono inﬁne salvati nelle
corrispondenti strutture data e datac
3. saveDatTaroc.m elimina i cicli anomali attraverso il procedimento spiegato
sopra; all’interno del ﬁle bisogna speciﬁcare il nome del soggetto, il task e il
numero dei cicli da sovrascrivere. Le strutture data e datac vengono quindi
aggiornate
4. xlsDatColor.m crea i ﬁle.xls, uno per ogni parametro, contenenti media e
deviazione standard di ciascun soggetto riferite ad ogni task; quindi, in4.4. RISULTATI 73
totale, vengono generate 8 tabelle nelle cui colonne sono contenuti i valori
di media e deviazione standard dei 7 task, mentre nelle righe i valori di ogni
singolo soggetto in tutti i task. Viene inoltre generato il ﬁle settings.mat
per tenere traccia dei parametri impostati al lancio del ﬁle
5. pScript.pzc, implementato in Prism, importa i valori dei p-value generati
da ogni confronto nei due ﬁle W.csv e t.csv, rispettivamente del Wilcoxon e
del t test; genera inoltre il ﬁle p-values-color.xlsx che contiene il riferimento
agli altri due
6. i tre ﬁle devono essere aperti contemporaneamente: il ﬁle p-values-color.xlsx
contiene due fogli che vengono aggiornati automaticamente prendendo i
contenuti di W.csv e t.csv, pertanto ` e necessario salvarlo prima di ogni
chiusura
7. saveResColor.m salva in una sottocartella della cartella ‘confronti’, inﬁne,
tutti i graﬁci di Prism e le tabelle Excel di ogni parametro, il ﬁle settings.mat
e il ﬁle.xlsx del p-value
4.4 Risultati
In questo paragrafo vengono presentati i principali risultati ottenuti dall’elabora-
zione dei dati. Sono state confrontate le seguenti coppie di task:
- modalit` a no feedback con gli altri 6 task: A-B, A-C, A-D, A-E, A-F, A-G
- feedback video e audio: B-E, C-F, D-G
- feedback video: B-C, C-D, B-D
- feedback audio: E-F, F-G, E-G
Si ` e deciso di limitare la descrizione dei risultati solo all’interpretazione di alcuni
parametri ritenuti pi` u signiﬁcativi: dtt, distm, emx. Di seguito vengono riportati
i graﬁci relativi 1:
1Per esportare i graﬁci in EPS direttamente da Prism ` e necessario impostare, nel campo
Export Graph del men` u: ‘Color mode → Grayscale’, ‘Embed fonts in this ﬁle’ → No (More
compatible).74 4. ANALISI STATISTICA
Task A
Task B
Task C
Task D
Task E
Task F
Task G
0.0
0.5
1.0
1.5
2.0
m
e
a
n
 
d
i
s
t
a
n
c
e
 Task A
Task B
Task C
Task D
Task E
Task F
Task G
0.0
0.1
0.2
0.3
0.4
0.5
d
i
s
t
a
n
c
e
 
t
o
 
t
a
r
g
e
t
Task A
Task B
Task C
Task D
Task E
Task F
Task G
-1.5
-1.0
-0.5
0.0
t
r
a
c
k
i
n
g
 
e
r
r
o
r
Task A
Task B
Task C
Task D
Task E
Task F
Task G
-0.20
-0.15
-0.10
-0.05
0.00
Y
 
e
r
r
o
r
Task A
Task B
Task C
Task D
Task E
Task F
Task G
0
1
2
3
X
 
s
q
u
a
r
e
 
m
e
a
n
 
e
r
r
o
r
Task A
Task B
Task C
Task D
Task E
Task F
Task G
0.0
0.1
0.2
0.3
0.4
0.5
Y
 
s
q
u
a
r
e
 
m
e
a
n
 
e
r
r
o
r
Task A
Task B
Task C
Task D
Task E
Task F
Task G
-2.0
-1.5
-1.0
-0.5
0.0
X
 
l
a
g
 
e
r
r
o
r
Task A
Task B
Task C
Task D
Task E
Task F
Task G
0.0
0.2
0.4
0.6
0.8
X
 
l
e
a
d
 
e
r
r
o
r
Figura 4.2: Graﬁci relativi ai parametri considerati nell’elaborazione: mean di-
stance (distm), distance to target (dtt), tracking error (emx), Y error (emy), X
square mean error (eqmx), Y square mean error (eqmy), X lag error (lag), X lead
(lead). Tutte le grandezze sono state normalizzate rispetto al raggio del target
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Figura 4.3: Tabella dei p-value: in azzurro i confronti signiﬁcativi (<0,05), in rosa
confronti che sono quasi signiﬁcativi (<0,1).76 4. ANALISI STATISTICA
• uno degli scopi di questo lavoro era quello di eﬀettuare un confronto tra
le diverse modalit` a con cui fornire i vari tipi di feedback, pertanto ` e stato
eseguito un confronto diretto tra la modalit` a video e quella audio. Come
mostrano le ﬁgure, e come conferma la tabella del p-value, ` e emerso che
l’utilizzo del colore di sfondo non ha per niente aiutato lo svolgimento dei
task: in particolare, i confronti diretti tra B-E, C-F, D-G godono della si-
gniﬁcativit` a in tutti e tre i parametri di valutazione, dove la diﬀerenza sta
ad indicare che la modalit` a audio ` e nettamente migliore. Addirittura, le
performance nei task B,C,D risultano peggiori rispetto a quelle non assi-
stite da alcun feedback, sopratutto per quanto riguarda i parametri distm
e emx. Ci` o potrebbe essere interpretato con il fatto che la modalit` a visiva
viene sovraccaricata in quanto l’informazione relativa al colore di sfondo si
sovrappone alla visione degli indicatori
• questa ipotesi ` e confermata anche dal fatto che, confrontando le tre mo-
dalit` a video tra di loro, il task C risulta essere migliore rispetto al B e al
D: questo accade perch´ e il feedback utilizzato in questa modalit` a ` e meno
sensibile all’errore commesso, quindi si veriﬁcano poche variazioni di colore
dello sfondo che distraggono di meno il soggetto. Nelle altre due modalit` a
il feedback o ` e pi` u sensibile all’errore commesso (task B) o ` e continuo (task
D), questo ha portato un peggioramento delle performance da parte dei
soggetti
• rispetto alla modalit` a NF, ATR (task G, audio legato alla velocit` a del tar-
get) ha l’eﬀetto di ridurre il ritardo medio (emx), dovuto alla contemporanea
riduzione del lag error e aumento del lead error: questo fatto ` e confermato
dalla signiﬁcativit` a del p-value nel confronto A-G rispetto a tale parametro.
Non si veriﬁca, invece, una riduzione delle ampiezze dei movimenti corret-
tivi attorno al target (dtt), il che porta a concludere che il feedback uditivo
relativo alla velocit` a del target ha come principale eﬀetto quello di traslare
nella direzione di anticipo il range di variabilit` a dei movimenti di corre-
zione. Queste conclusioni, inoltre, confermano i risultati ottenuti nei test
precedenti [49]4.4. RISULTATI 77
• il feedback legato all’errore di velocit` a (Task F) non ha portato signiﬁcativi
vantaggi in termini di performance: come dimostrano i graﬁci 4.2 e le tabelle
dei p-value 4.3, risulta peggiore rispetto al task G; tuttavia, ` e paragonabile
al feedback relativo all’errore di posizione (task E) ad eccezione per il dtt,
in cui risulta pi` u eﬃcace.
4.4.1 Eﬀetto del learning
A seguito di queste prime analisi si ` e indagato pi` u a fondo ed, in particolare, si
` e andato a considerare un dettaglio ﬁn qui tralasciato: tutti i soggetti, seppur
in ordine casuale, hanno svolto tutti e 7 i task uno di seguito all’altro con una
pausa di 30 secondi; da questo si potrebbe ipotizzare che dal primo all’ultimo task
eseguito ci possa essere stato un eﬀetto di apprendimento dell’esercizio, learning.
Poich´ e si ` e scelta una traiettoria a lunghezza ﬁssa l’esercizio diventava ripetitivo
nel movimento.
Una possibile conseguenza di questo fatto potrebbe essere un esito falsato dei
risultati: infatti, qualora la randomizzazione avesse concentrato in un numero con-
siderevole di sequenze lo stesso task nelle stessa posizione di esecuzione, il valori
calcolati per questo task sarebbero potuti essere migliori o peggiori a seconda che
si trovasse spesso alla ﬁne o all’inizio delle sequenze random. A questo proposito
si ` e deciso di fare un’attenta analisi dei dati considerando l’ordine di esecuzione
dei task di ogni soggetti e andandoli a modiﬁcare applicando un certo fattore
correttivo per ovviare al possibile eﬀetto di learning. Per fare ci` o si ` e ripreso il ﬁle
xlsDatColor.m al cui interno ` e stato aggiunta una parte di codice utile appunto
per la modiﬁca.
% correzione per learning
if learning
% caricamento dati di permutazione task
[A,B] = xlsread([resdirname ’confronti\RANDOM.xlsx ’]);
indSubj = zeros(1,length(subjNames));
for ns = 1:length(subjNames) % per ogni soggetto
indSubj(ns) = find(strcmp(B,subjNames(ns)));
end
perm = A(indSubj ,:);
% calcolo dei fattori correttivi in base alla regressione78 4. ANALISI STATISTICA
Mdttm = Mdtt(:,1:2:end -1);
Mdttm = Mdttm./repmat(mean(Mdttm),length(subjNames),1);
dttperm = zeros(size(Mdttm));
pSubj = zeros(length(subjNames),2);
fattc = zeros(size(Mdttm));
fattcperm = zeros(size(Mdttm));
for ns = 1:length(subjNames) % per ogni soggetto
dttperm(ns,:) = Mdttm(ns,perm(ns,:));
pSubj(ns,:) = polyfit(1:size(Mdttm ,2),dttperm(ns,:) ,1);
fattc(ns,:) = 1./(1+[-3:3]*pSubj(ns,1));
fattcperm(ns,perm(ns,:)) = fattc(ns,:);
end
Mfattcperm = zeros(size(Mdtt));
Mfattcperm(:,1:2:end -1) = fattcperm;
Mfattcperm(:,2:2:end) = fattcperm;
% correzione dati per learning
for i=1:length(varNames) % per ogni variabile
eval([’M’ varNames{i} ’=M’ varNames{i} ’.*Mfattcperm;’])
end
end
Per la stima dell’eﬀetto di apprendimento si ` e deciso di prendere in considera-
zione il parametro dtt in quanto rappresenta al meglio l’andamento dei soggetti
nel tempo, quindi si ` e proceduto calcolando una matrice di coeﬃcienti corret-
tivi per ogni soggetto, speciﬁco per ogni task, da applicare a tutti i parametri
dell’elaborazione:
1. per prima cosa si ` e sfruttato un ﬁle.xlsx contenente l’elenco di tutti i sog-
getti in ordine alfabetico e le rispettive randomizzazioni in modo da poter
eﬀettuare un confronto con i soggetti considerati per l’analisi: cos` ı facendo,
si possono associare correttamente i nomi alle relative randomizzazioni ed
escludere le randomizzazioni dei soggetti scartati dall’elaborazione
2. viene calcolato il rapporto tra il dtt di ogni soggetto e il dtt medio del
gruppo per ogni task e quindi caricato in una matrice
3. per ogni soggetto, (quindi per ogni riga della matrice appena calcolata),
si permutano tutti i task (colonne della matrice) in modo da riordinarli
secondo l’ordine di esecuzione4.4. RISULTATI 79
4. si procede, quindi, con il calcolo della regressione lineare dei dati: viene
stimata la pendenza percentuale (pp) che indica il grado di miglioramento
della performance nel passaggio da una prova alla successiva
5. viene calcolato cos` ı il fattore di correzione per ciascuna prova:
fc =
1
1 + kpp
(4.13)
dove k indica la distanza (con segno) del task considerato da quello centrale
(k=-3, -2, -1, 0, 1, 2, 3)
6. la matrice di fattori correttivi personalizzati viene quindi permutata in base
alle randomizzazioni in modo da riavere tutti i valori riordinati secondo i
task (da A a G)
7. tale matrice viene moltiplicata per tutte le matrici contenenti i parametri
utilizzati per l’elaborazione in modo da applicare una correzione generale,
non solo al dtt
Il risultato di tutto questo procedimento ha fatto s` ı che i dati relativi ai primi
tre task venissero ridotti gradualmente, il quarto rimanesse invariato perch´ e il pi` u
veritiero, gli ultimi tre ampliﬁcati sempre in proporzione alla posizione assunta.
La correzione analoga ` e stata ovviamente applicata anche al calcolo di tutte le
deviazioni standard.
Basandoci sul calcolo della pendenza percentuale pp si pu` o aﬀermare l’eﬀet-
tiva esistenza di un eﬀetto di learning: la pp rappresenta il coeﬃciente angolare
(percentuale) della retta di regressione, il fatto che il suo valore sia risultato nega-
tivo per tutti i soggetti sta proprio ad indicare che la distanza media dal target ` e
diminuita linearmente man mano che si procedeva con lo svolgimento dei task. In
pi` u, ` e stata calcolata la media tra tutti i soggetti della pendenza, ottenendo come
risultato pp = −4,5% con un range che varia da −6,6% a −1,1%, ci` o signiﬁca
che mediamente si ` e riscontrato un miglioramento del 4,5% da ciascuna prova
alla successiva.
Dopo queste prime considerazioni si ` e proceduto all’analisi statistica dei dati
cos` ı elaborati e si ` e fatto un confronto con quelli ottenuti in precedenza: se si80 4. ANALISI STATISTICA
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Figura 4.4: Graﬁci relativi ai parametri considerati nell’elaborazione con correzio-
ne in base al learnign calcolato: mean distance (distm), distance to target (dtt),
tracking error (emx), Y error (emy), X square mean error (eqmx), Y square mean
error (eqmy), X lag error (lag), X lead (lead). Tutte le grandezze sono state nor-
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Figura 4.5: Tabella dei p-value con correzione del learning: in azzurro i confronti
signiﬁcativi (<0,05), in rosa confronti che sono quasi signiﬁcaivi (<0,1).82 4. ANALISI STATISTICA
osservano i graﬁci dei p-value 4.5 delle due elaborazioni si nota che non vi ` e
una sostanziale diﬀerenza. Si pu` o notare, per` o, che nell’elaborazione precedente
risultavano signiﬁcativi alcuni confronti che ora non lo sono pi` u(dtt: E-F; emx:B-
C), ma anche viceversa (dtt: A-C, A-D, B-C).
Il fatto che non si sia veriﬁcato uno stravolgimento dei risultati non signiﬁca
che il calcolo del ‘learning’ sia stato inutile, ma che l’ordine con cui sono stati
eﬀettuati i test ` e stato ben randomizzato, cio` e che tutti e 7 i task hanno occupato,
con la stessa frequenza, tutte le posizioni possibili nell’ordine di svolgimento.
L’unica eccezione risulta essere il task F: dai nuovi graﬁci 4.4 appare, infatti,
che sia stato svolto leggermente peggio (in particolare per quanto riguarda il dtt)
di quanto non risulti dai dati originali. Da un’attenta analisi delle randomizzazioni
si ` e notato che il task in questione ` e presente in modo pi` u frequente nell’ultima
parte della sequenza. Ci` o signiﬁca che i dati originali di questo task hanno subito
una maggiore inﬂuenza dal learning (in positivo) rispetto ai dati degli altri task.Conclusioni
I risultati ottenuti hanno confermato l’importanza del feedback audio per gli
esercizi di riabilitazione: l’informazione sonora apre, infatti, un altro canale di
comunicazione attraverso il quale vengono fornite informazioni complementari a
quelle gi` a disponibili tramite la vista; in particolare, il feedback audio relativo
alla velocit` a del target, informazione non valutabile precisamente attraverso il
solo canale visivo, si ` e rivelato essere molto pi` u adatto rispetto a quelli legati
all’errore di posizione o di velocit` a. E emerso, invece, che la modalit` a video non
ha per niente aiutato lo svolgimento dei task, anzi, in alcuni casi le performance
risultano essere addirittura peggiori rispetto a quelle non assistite da feedback.
Ci` o potrebbe essere interpretato con il fatto che la modalit` a visiva viene sovrac-
caricata in quanto l’informazione relativa al colore di sfondo si sovrappone alla
visione degli indicatori; non si esclude, tuttavia, che i cattivi risultati dipendano
anche da una cattiva progettazione del feedback.
Per i progetti futuri, sarebbe interessante sviluppare nuovi modi di rappresen-
tazione del feedback video, il quale ` e un ottimo strumento in sede di riabilitazione;
si potrebbero inoltre estendere i test a soggetti malati cos` ı da poter capire se i
feedback sviluppati siano davvero uno strumento eﬃcace per un migliore e pi` u
pronto recupero della capacit` a motoria.Bibliograﬁa
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