Abstract. This article deals with the problem of noisy sequences of images with a static background. The problems are: the segmentation and the restoration. Usually, motion segmentation and image restoration are tackled separately in image sequence restoration. Moreover, segmentation is often noise sensitive. In this article, the motion segmentation and the image restoration parts are done in a coupled way, allowing the motion segmentation part to positively in uence the restoration part and vice-versa. This is the key of our approach that allows to deal simultaneously with the problem of restoration and motion segmentation. To this end, we propose a theoretically justi ed optimization problem that permit to take into account both requirements. A suitable numerical scheme based on half quadratic minimization is then proposed and its stability demonstrated. Experimental results obtained on noisy synthetic data and real images will illustrate the capabilities of this original and e cient approach.
Aim and Di culties
Automatic image sequence restoration is clearly a very important problem. Applications areas include image surveillance, forensic image processing, image compression, digital video broadcasting, digital lm restoration, medical image processing, remote sensing : : : See, for example, the recent work done within the European projects, fully or in part, involved with this important problem : AU-RORA, NOBLESSE, LIMELIGHT, IMPROOFS,: : : Image sequence restoration is tightly coupled to motion segmentation. It requires to extract moving objects in order to separately restore the background and each moving region along its particular motion trajectory. Most of the work done to date mainly involves motion compensated temporal ltering techniques with appropriate 2D or 3D Wiener lter for noise suppression, 2D/3D median ltering or more appropriate morphological operators for removing impulsive noise 4, 14, 15, 12, 9, 20, 6, 5] . However, and due to the fact that image sequence restoration is an emerging domain compared to 2D image restoration, the literature is not so abundant than the one related to the problem of restoring just a single image. For example, numerous PDE based algorithms have been recently proposed to tackle the problems of noise removal, 2D image enhancement and 2D image restoration in real images with a particular emphasis on preserving the grey level discontinuities during the enhancement/restoration process. These methods, which have been proved to be very e cient, are based on evolving nonlinear partial di erential equations (PDE's) ( It is the aim of this article to tackle the important problem of image sequence restoration by applying this PDE based methodology, which has been proved to be very successful in anisotropically restoring images. Therefore, considering the case of an image sequence with some moving objects, we have to consider both motion segmentation and image restoration problems. Usually, these two problems are tackled separately in image sequence restoration. However, it is clear that these two problems must be tackled simultaneously in order to achieve better results. In this article, the motion segmentation and the image restoration parts are done in a coupled way, allowing the motion segmentation part to positively in uence the restoration part and vice-versa. This is the key of our approach that allows to deal simultaneously with the problem of restoration and motion segmentation.
The organization of the article is as follows. In Section 2, we make some precise recalls about one of our previous approach for denoising a single image 7, 2, 18] The formalism and the methods introduced will be very useful in the sequel. Section 3 is then devoted to presentation of our new approach to deal with the case of noisy images sequence. We formulate the problem into an optimization problem. The model will be clearly explained and theoretically justi ed in Section 3.3. The precise algorithm will be also given and justi ed. Experimental results obtained on noisy synthetic and real data will then illustrate the capabilities of this new approach in Section 4. We conclude in Section 5 by recalling the speci cities of that work and giving the future developments.
A Variational Method for Image Restoration
In Section 2.1, we recall a classical method in image restoration formulated as a minimization problem 7, 3, 2]. Section 2.2 presents a suitable algorithm called the half quadratic minimization.
A Classical Approach for Image Restoration
Let N(x; y) be a given noisy image de ned for (x; y) 2 which corresponds to the domain of the image. We search for the restored image as the solution of the following minimization problem:
where r is a constant and is a function still to be de ned. Notice that if (x) = x 2 , we recognize the Tikhonov regularization term. How can we interpret this minimization? In fact, we search for the function I which will be simultaneously close to the initial image N and smooth (since we want the gradient as small as possible). However, this method is well known to smooth the image isotropically without preserving discontinuities in intensity. The reason is that with the quadratic function, gradients are too much penalized. One solution to prevent the destruction of discontinuities but allows for isotropically smoothing uniform areas, is to change the above quadratic term. This point have been widely discussed 23, 24, 3, 2] . We refer to 7] for a review. The key idea is that for low gradients, isotropic smoothing is performed, and for high gradient, smoothing is only applied in the direction of the isophote and not across it. This condition can be mathematically formalized if we look at the Euler-Lagrange Equation (2), associated to energy (1):
Let us concentrate on the regularization part associated to the term 2 of (1). If we note = rI jrIj , and the normal vector to , we can show that: div 0 (j rI j) j rI j rI = 0 (j rI j) j rI j . From now on, will be a convex function with linear growth at in nity which verify conditions (4) and (6). For instance, a possible choice could be the hypersurafce minimal function proposed by Aubert:
In that case, existence and unicity of problem (1) has recently been shown in the space of functions of bounded variations 3].
The Half Quadratic Minimization
The key idea is to introduce a new functional which, although de ned over an extended domain, has the same minimum in I as (1) and can be manipulated with linear algebraic methods. The method is based on a theorem inspired from Geman and Reynolds 11]. If a function (:) complies with some hypotheses, it can be written in the form:
where d will be called the dual variable associated to x, and where (:) is a strictly convex and decreasing function. We can verify that the functions such that (4) (6) are true permit to write (7) . Consequently, the problem (1) 
To perform each minimization, we simply solve the Euler-Lagrange equations, which can be written as:
Notice that Equation (12) gives explicitly d n+1 I while for (11), for a xed d n I , I n+1 is the solution of a linear equation. After discretizing in space, we have that (I n+1 i;j ) (i;j)2 is solution of a linear system which is solved iteratively by the Gauss-Seidel method for example. We refer to 17] for more details about the discretization.
Let N(x; y; t) denotes the noisy images sequence for which the background is assumed to be static. A simple moving object detector can be obtained using a thresholding technique over the inter-frame di erence between a so-called reference image and the image being observed. Decisions can be taken independently point by point 8], or over blocks in order to achieve robustness in noise in uence 25]. More complex approaches can also be used 22, 1, 13, 19, 4, 14, 15, 12, 9, 20] . However, in our application, we are not just dealing with a motion segmentation problem neither just a restoration problem. In our case, the so-called reference image is built at the same time while observing the image sequence. Also, the motion segmentation and the restoration are done in a coupled way, allowing the motion segmentation part to positively in uence the restoration part and vice-versa. This is the key of our approach that allows to deal simultaneously with the problem of restoration and motion segmentation.
We rst consider that the data is continuous in time. This permit us to present the optimization problem that we want to study (Section 3.1). In Section 3.2, we rewrite the problem when the sequence is given only by a nite set of images. This leads to the Problem 2 that will be rigorously justi ed in Section 3.3. The minimization algorithm and its stabiliy are demonstrated in Section 3.4.
An Optimization Problem
Let N(x; y; t) denotes the noisy images sequence for which the background is assumed to be static. Let us describe the unknown functions and what we would like them ideally to be: (i) B(x; y), the restored background,
(ii) C(x; y; t), the sequence which will indicate the moving regions. Typically, we would like that C(x; y; t) = 0 if the pixel (x; y) belongs to a moving object at time t, and 1 otherwise.
Our aim is to nd a functional depending on B(x; y) and C(x; y; t) so that the minimizer veri es previous statements. We propose to solve the following problem: Problem 1. Let N(x; y; t) given. We search for B(x; y) and C(x; y; t) as the solution of the following minimization problem: Getting the minimum of the functional means that we want each term to be small, having in mind the phenomena of the compensations.
The term 3 is a regularization term. Notice that the functions 1 , 2 have been chosen as in Section 2 so that discontinuities may be kept.
If we consider the term 2, this mean that we want the function C(x; y; t) to be close to one. In our interpretation, this means that we give a preference to the background. This is physically correct since the background is visible most of the time. However, if the data N(x; y; t) is too far from the supposed background B(x; y) at time t, then the di erence (B(x; y) ? N(x; y; t)) 2 will be high, and to compensate this value, the minimization process will force C(x; y; t) to be zero. Therefore, the function C(x; y; t) can be interpretated as a movement detection function. Moreover, when searching for B(x; y), we will not take into account N(x; y; t) if C(x; y; t) is small (term 1). This exactly means that B(x; y) will be the restored image of the static background.
The Temporal Discretized Problem
In fact, we have only a nite set of images. Consequently, we are going to rewrite the Problem 1, taking into account that a sequence S(x; y; t) is represented during a nite time by T images noted S 1 (x; y); : : : ; S T (x; y). Using these notations for N(x; y; t) and C(x; y; t) permits to rewrite the Problem 1 in the following (14) This is the problem that we are going to study.
A Theoretically Justi ed Method
This section brie y describes the mathematical background of the Problem 2. We will restrict ourselfs to very general considerations. A complete more theoretical version is now submitted 16]. Notice however that mathematical tools are general and often used in image processing problems.
The proper space to study the Problem 2 is the space of bounded variations, (22) Equalities (21)- (22) are written for h = 1::T . The way to obtain each variable like described in (19) - (22) We next prove that the algorithm described by Equations (23) to (26) in G d such that (23)- (26) are satis ed.
The proof is based on the application of the xed point theorem. We refer to 17] for more details. Anyway, let us remark that the boundaries (27) and (28) can be justi ed if we consider the continuous case (see (17) . As for condition 29), it is also very natural if we admit the interpretations of the variables C h : if this condition is false, this would mean that the background is never seen at some points which we refuse.
To conclude this section, we will notice that if r C = 0, the functions (C n+1 h ) h=1::T are in fact obtained explicitely by:
As we can imagine, this case permits important reduction of the computational cost since T linear systems are replaced by T explicit expressions. We will discuss in Section 4 if it is worth regularizing or not the functions C h .
The Numerical Study
This section aims at showing quantitative and qualitative results about this method. Synthetics noisy sequences will be used to estimate rigorously the capabilities of our approach with respect to classical techniques. The purpose ofSection 4.1 is the quality of the restoration. The Section 4.2 is devoted to the movement detection and its sensibility with respect to noise. We will conclude in Section 4.3 by real sequences. A comparison with a very recent framework using snakes 21] will be done.
About the Restoration
To estimate the quality of the restoration, we used the noisy synthetic sequence presented in Figure 1 (a)(b) . Figure 1 (c) is a representation of the noisy background without the moving objects. We mentionned the value of the Signal to Noise Ratio (SNR) usually used in image restoration to quantify the results quality. We refer to 18] for more details. We recall that the higher the SNR is, the best the quality is. Usually used to extract the foreground from the background, the mediane (see Fig 1 (d) ) appears to be une cient. The average in time of the sequence (see Fig 1 (e) ), although it permits a noise reduction, keeps the trace of the moving objects. The Figure 1 (f) is the result that we obtained.
To conclude that section, let us mention that we also tried the case r C = 0, that is to say we do not regularize the functions C h . We SNR we obtained equals 
The Sensitivity of Object Detection With Respect to Noise
In this section, we aim at showing the robustness of our method with respect to noise. To this end, we choose a synthetic sequence where an object (denoted }) is translating on a uniform black background (See Fig. 2 ). Both kind of noise have been experimented : Gaussian and uniform. The Gaussian noise is caracterized by its variance (the average equals to zero), while the uniform noise is de ned by a percentage of pixels changed. We recall that a uniform noise of X% means that X% of pixels will be replaced by a value between the minimum and the maximum value of the image with a uniform distribution. Results are reported in Tab. 1 and Fig. 3 . Notice that we also wrote the root of the variance of the restored background B which is a good indicator here for estimating the accuracy (since the ideal image is a constant image, the SNR is not suitable).
The criterium used to decide wether a pixel belongs to the background or not is : if C h (i; j)>threshold, then the pixel (i; j) of the image number h belongs to the background. Otherwise, its belongs to a moving object. The threshold has been xed to 0.25 in all experiments.
Finally, notice that same parameters ( r b ; c ; r c ) have been used for all experiments. Generally speaking, we remarked that the algorithm performs well on a wide variety of sequences with the same set of parameters. 
Some Real Sequences
The rst real sequence is presented in Figure 4 (a). A light noise is introduced by the camera and certainly by the hard weather conditions. Notice the re ections on the ground which is frozen. We show in Figure 4 (b) the average in time of the sequence. The restored background is shown in Figure 4 (c). As we can see, it has been very well found and enhanced. Figure 4 (d) is a representation of the function C h where moving regions have been replaced by the original intensities.
The second sequence is more noisy than the rst one. Its description is given in Figure 5 (a). To evaluate the quality of the restoration, we show a close-up of the same region for one original image (see Figure 5 (b)), the mean in time (see Figure 5 (c)) and the restored background B (see Figure 5 (d) ). The detection of moving regions is displayed in Figure 5 (e). Notice that some sparse motion have been detected at the right bottom and to left of the two persons. They correspond to the motion of a bush and the shadow of a tree due to the wind.
Conclusion
We have presented in this article an original coupled method for the problem of image sequence restoration and motion segmentation. This original way to restore image sequence has been proved to give very promising result. To complete this work, several ideas are considered : use the motion segmentation part to restore also the moving regions, think about possible extensions for non-static cameras. This is the object of our current work. 
