In this paper, we aim to introduce the notion of the spectral radius of bounded linear operators acting on a complex Hilbert space H, which are bounded with respect to the seminorm induced by a positive operator A on H. Mainly, we show that r A (T ) ≤ ω A (T ) for every A-bounded operator T , where r A (T ) and ω A (T ) denote respectively the A-spectral radius and the A-numerical radius of T . This allows to establish that r A (T ) = ω A (T ) = T A for every A-normaloid operator T , where T A is denoted to be the A-operator seminorm of T . Moreover, some characterizations of A-normaloid and A-spectraloid operators are given.
Introduction and Preliminaries
Let H be a non trivial complex Hilbert space with inner product · | · and associated norm · . Let B(H) denote the algebra of bounded linear operators on H. In all that follows, by an operator we mean a bounded linear operator. The range of every operator is denoted by R(T ), its null space by N (T ) and T * is the adjoint of T . For the sequel, it is useful to point out the following facts. Let Notice that the induced seminorm is given by x A = x | x 1/2 A , for every x ∈ H. This makes H into a semi-Hilbertian space. One can check that · A is a norm on H if and only if A is injective, and that (H, · A ) is complete if and only if R(A) is closed. Further, · | · A induces a seminorm on a certain subspace of B(H) as follows. Given T ∈ B(H), if there exists c > 0 satisfying T x A ≤ c x A , for all x ∈ R(A) it holds:
From now on, we suppose that A = 0 and we denote B A (H) := {T ∈ B(H) ; T A < ∞}. It can be seen that B A (H) is not a subalgebra of B(H). Moreover, if T ∈ B A (H), then one can check that T A = 0 if and only if AT A = 0.
For the sequel, it is important to point out the fact that for every T, S ∈ B A 1/2 (H) we have
Also, if T ∈ B A 1/2 (H), then T A = 0 if and only if AT = 0. For more details concerning A-bounded operators, see [3] and the references therein. Note that B A (H) and B A 1/2 (H) are two subalgebras of B(H) which are neither closed nor dense in B(H). Moreover, the following inclusions B A (H) ⊆ B A 1/2 (H) ⊆ B A (H) ⊆ B(H) hold with equality if A is injective and has closed range. For the sake of completeness, we will give examples that show that the above inclusions are in general strict. For an account of results, we refer to [1, 2, 2] and the references therein.
It is useful to recall that an operator T is called A-self-adjoint if AT is self-adjoint (that is AT = T * A) and it is called A-positive if AT ≥ 0 and we write T ≥ A 0. Observe that if T is A-selfadjoint, then T ∈ B A (H). However it does not mean, in general, that T = T ♯ . Furthermore, an operator T ∈ B A (H) satisfies T = T ♯ if and only if T is A-selfadjoint and R(T ) ⊂ R(A) (see [1, Section 2] ).
Recently, there are many papers that study operators defined on semi-Hilbertian spaces. One may see [5, 6, 21, 18] and their references.
Notice also that in [19] , Saddi generalized the concepts of numerical radius and spectral radius of an operator and defined the A-numerical radius and A-spectral radius of an operator T ∈ B(H) by The study of the spectral radius and the joint spectral radius of operators has been the subject of intense research during last decades. For more details, the interested reader is referred to [4, 6] and the references therein. Recently, the concept of of A-joint spectral radius associated with a d-tuple of operators T = (T 1 , · · · , T d ) ∈ B A (H) d (not necessarily to be commuting) was introduced by H.Baklouti et al. in [6] as follows.
where N * is the set of positive natural numbers. Also, G(n, d) denotes the set of all functions from {1, · · · , n} into {1, · · · , d} and T g := n k=1 T g(k) , for g ∈ G(n, d). Moreover, the following theorem was proved in [6] .
Observe from (1.4) that if d = 1, then the A-spectral radius of an operators T ∈ B A (H) is given by
As we will see later, (1.5) remains also true for every T ∈ B A 1/2 (H).
It is known that for T ∈ B(H), one has
where r(·), ω(·) and · are the classical spectral, numerical radii and operator norm of T , respectively (see [15] ). Further, the above inequalities become equalities if T is normaloid (i.e. satisfies r(T ) = T ). For more details see [14] . A fundamental inequality for the numerical radius of Hilbert space operators is the power inequality, which is proved by Berger in [8] and says that for T ∈ B(H), we have
(1.6)
In this article, we will extend (1.6) to the case of A-bounded operators and we will establish several results governing r A (·), ω A (·) and · A . These results will be a natural extensions of the well known case A = I. Notice that the concepts of normal, hyponormal and self-adjoint operators in the context of operators defined on a semi-Hilbertian space are developed. In this paper, we will also introduce the concept of paranormal operators in semi-Hilbertian spaces and we will analyze the relationship between these operators.
Main Results
In this section, we present our main results. Before that, let us emphasize the fact that if T ∈ B(H) (even if T ∈ B A (H)), Saddi's definition of r A given in (1.3) does not guarantee that r A (T ) < ∞. For the reader's convenience, we state here an example. Example 2.1. Let H = ℓ 2 N * (C) and consider the operator A = diag(0, 1, 0, 1 2! , 0, 1 3! , · · · ) ∈ B(H) + . Let T ∈ B(ℓ 2 N * (C)) be such that T e n = e n+1 , where (e n ) n∈N * denotes the canonical basis of ℓ 2 N * (C). A short calculation reveals that AT A = 0. This implies that AT x = 0 for all x ∈ R(A). So, we infer that T ∈ B A (H). Moreover, T A = 0. On the other hand, it can be checked that
This yields that T 2 / ∈ B A (H) and then T 2 A = +∞. Therefore, r A (T ) = +∞. Remark 2.1. In view of Example 2.1, we see that B A (H) is not a subalgebra of B(H). Also, we observe that the inclusions
is also in general strict. In fact, let A be the diagonal operator on ℓ 2 Z (C) given by Ae n = A n e n and T be the operator given by T e n = √ T n e −n with
It can be observed that A has not closed range. Moreover, we see that
for all x = n∈Z x n e n ∈ ℓ 2 Z (C). Thus, T ∈ B A 1/2 (H). However, we have AT e n 2 = 1 n 3 and Ae n 2 = 1 n 4 for all n > 0. This shows that T / ∈ B A (H).
Now, we introduce the following new definition of the spectral radius r A . Henceforth, A is implicitly understood as a positive operator.
In the next theorem, we show the equivalence between our new definition and Saddi's definition [19] for T ∈ B A 1/2 (H).
Proof. Let f (n) = log T n A . Then, by using (1.2) we see that
Hence f is is subadditive. Consequently, by Fekete's lemma [12] , lim n→∞ f (n) n exists and is equal to
. This completes the proof since the log function is continuous and increasing.
Remark 2.2. In Theorem 2.1, we assumed that T ∈ B A 1/2 (H). In fact this assumption is crucial so that we have T m · T n A ≤ T m A T n A . Notice that this inequality was a key step in proving subadditivity of the function f in Theorem 2.1. Of course, we observe here that if T ∈ B A 1/2 (H), then so are T n , n = 2, 3, · · · .
In the next proposition we collect some properties of the A-spectral radius.
Then the following assertions hold:
Proof.
(1) Notice first that since T S = ST , then (T S) n = T n S n for all n. So, by using Theorem 2.1 together with (1.2), it follows that
(2) By using the fact that T S = ST and (1.2), we observe that
Let p and q be such that p > r A (S) and q > r A (T ). Then, there exists an integer m > 0 such that S n 1 n A < p and T n 1 n A < q, ∀ n ≥ m, On the other hand, by using (1.2), we see that
It follows from (2.1) that, for n > 2m,
Since M does not depend on n, then we get
By letting p and q tend respectively to r A (S) and r A (T ), we obtain the desired inequality.
(3) For all k ∈ N * , we have
Now, we turn your attention to the study of the relationship between the A-spectral radius and the A-numerical radius of A-bounded operators. Before that, let us emphasize the fact that ω A (T ) can be equal to +∞ for an arbitrary T ∈ B(H) (even if T ∈ B A (H)). Indeed, one can take the
Also, a straightforward calculation shows that ω A (T ) = +∞. More precisely we have the following result.
Hence, by using (2.2), we get
Therefore, W A (T ) = C and thus ω A (T ) = +∞.
Remark 2.3. Note that the fact that W A (T ) = C in the case T (N (A)) ⊂ N (A) has recently been proved by H. Baklouti et al. in [5] . However, our approach here is different from theirs.
More precisely, we have the following result.
3)
The semi-inner product · | · A induces an inner product on the quotient space H/N (A) defined as [x, y] = Ax | y , for all x, y ∈ H/N (A). Notice that (H/N (A), [·, ·]) is not complete unless R(A) is not closed. However, a canonical construction due to L. de Branges and J. Rovnyak in [7] shows that the completion of H/N (A) under the inner product [·, ·] is isometrically isomorphic to the Hilbert space R(A 1/2 ) with the inner product
where P denotes the orthogonal projection of H onto the closure of R(A).
In the sequel, the Hilbert space R(A 1/2 ), (·, ·) will be denoted by R(A 1/2 ) and we use the symbol · R(A 1/2 ) to represent the norm induced by the inner product (·, ·). The fact that R(A)
This leads to the following useful relation:
The interested reader is referred to [3] for more information related to the Hilbert space R(A 1/2 ). As in [3] , we consider the operator
Now, we adapt from [3] the following proposition in our context. To prove our main result, we first state two lemmas.
Proof. Remark first that, since N (A) = N (A 1/2 ), then R(A) = R(A 1/2 ). Moreover, it can be observed that the map R(A) → R(A 1/2 ), x → A 1/2 x is bijective. So, one can verify that the following map
Proof. By using the fact that H = N (A 1/2 ) ⊕ R(A 1/2 ) and the definition of the operator norm, we obtain
Now, consider the following set
We shall prove that T B(R(A 1/2 )) = sup Ω. Clearly, we have sup Ω ≤ T B(R(A 1/2 )) . Moreover, let This shows the desired equality (2.6).
Now we are in a position to prove one of our main results in this paper.
Proof. Observe that since T ∈ B A 1/2 (H), then T n ∈ B A 1/2 (H) for all n ∈ N * . This implies that T n (N (A)) ⊂ N (A) for all n ∈ N * . Thus, by using the decomposition H = N (A) ⊕ R(A) and (1.1), we see that
Moreover, since T n ∈ B A 1/2 (H) for all n ∈ N * , then by Proposition 2.3, there exists T n ∈ B(R(A 1/2 )) such that W A T n = T n W A . So, by using the equality (2.4) and Lemma 2.2, we infer that
for every n ∈ N * . Moreover, we shall prove that T n = ( T ) n for all n ∈ N * . Indeed, by induction we first show that W A T n = ( T ) n W A for all n ∈ N * . By Proposition 2.3 the result holds for n = 1. Assume that W A T n = ( T ) n W A is true for some n ∈ N * . This implies that
Further, since T n is the unique operator which satisfies W A T n = T n W A , then T n = ( T ) n for all n ∈ N * . Hence, (2.7) yields r A (T ) = r( T ),
where r( T ) denotes the classical spectral radius of T defined on R(A 1/2 ). It is known that r( T ) ≤ ω( T ), where ω(·) denotes the classical numerical radius. Therefore, our proof will be complete if we show that ω A (T ) = ω( T ).
Notice that
By using the decomposition H = N (A 1/2 ) ⊕ R(A 1/2 ), we get
Moreover, the classical numerical radius of T on the Hilbert space R(A 1/2 ) is given by
Then there exists x ∈ R(A 1/2 ) such that A , then clearly we deduce that
This shows the desired inequality because sup Λ = sup Λ for any subset Λ of C. So, we deduce that ω A (T ) = ω( T ) and thus the proof is complete.
By combining Theorem 2.3 together with Proposition 2.2 we get the following corollary. and ω(T ) = 3 2 . Now, we introduce the following definition.
Notice that every A-normaloid operator is A-spectraloid as it is shown in the following theorem.
Theorem 2.4. Let T ∈ B A 1/2 (H) be an A-normaloid operator. Then,
Proof. Follows immediately by using (2.8). The following proposition gives some characterizations of A-normaloid operators. Notice that characterizations of normaloid Hilbert space operators can be found in [9] and the references therein.
Proposition 2.4. Let T ∈ B A 1/2 (H). Then, the following assertions are equivalent:
( (1) ⇔ (4) : Assume that there exists a sequence (x n ) n ⊂ H such that x n A = 1, lim n→∞ T x n A = T A and lim n→∞ | T x n | x n A | = ω A (T ). Set y n = Ax n . Then by using (2.4), we infer that y n R(A 1/2 ) = Ax n R(A 1/2 ) = x n A = 1. Moreover, it can be seen that T x n A = T y n R(A 1/2 ) and T x n | x n A = ( T y n , y n ). So, we obtain This implies, by [9, Theorem 1], that T is a normaloid operator on R(A 1/2 ). Hence T is an A-normaloid operator. Conversely, assume that T is A-normaloid, then by assertion (3) we see that ω A (T ) = T A . On the other hand, by definition of the A-numerical radius, there exists a sequence (x n ) n ⊂ H such that x n A = 1 and lim n→∞ | T x n | x n A | = ω A (T ).
Moreover,
for every ε > 0 and n large enough. Hence, lim n→∞ T x n A = T A . Remark 2.6. It follows from the proof of Proposition 2.4 that if T is an A-normaloid operator, then every (x n ) n ⊂ H such that x n A = 1 and lim n→∞ | T x n | x n A | = ω A (T ) satisfies lim n→∞ T x n A = T A . However, it should be mentioned that not every (x n ) n ⊂ H such that x n A = 1 and lim
A characterization of A-normaloid operators can be stated in terms of the A-maximal numerical range of operators which was introduced in [5] as follows. (H) . The A-maximal numerical range of T is given by
Similarly to the A-numerical radius of operators, we define the A-maximal numerical radius of operators as follows. Hence, ω A (T ) ∈ W A max (T ) and so ω A (T ) ≤ ω A max (T ). Therefore, ω A (T ) = ω A max (T ). Conversely, it is well known that W A max (T ) is non-empty and a compact subset of C (see [5] ). This implies that ω A max (T ) ∈ W A max (T ). Hence, there exists a sequence (x n ) n ⊂ H such that x n A = 1, lim n→∞ | T x n | x n A | = ω A max (T ) = ω A (T ) and lim n→∞ T x n A = T A . Therefore, by Proposition 2.4, we deduce that T is A-normaloid.
Spectraloid operators are characterized by the equality ω(T n ) = ω(T ) n for every natural number n (see [13] ). Now, we aim to give here a similar characterization of A-spectraloid operators. To do this, we first state the following result.
(2.9)
Proof. Proceeding as in the proof of Theorem 2.3 and using (1.6) yields
So, (2.9) is proved. Now, we are in a position to prove the next theorem.
Theorem 2.6. Let T ∈ B A 1/2 (H). Then, the following assertions are equivalent:
(1) T is A-spectraloid.
(2) ω A (T n ) = ω A (T ) n for all n ∈ N * .
Proof. (1) ⇒ (2) : Assume that T is A-spectraloid. In order to prove (2) it suffices to show that ω A (T n ) ≥ ω A (T ) n for all n ∈ N * . By using Theorem 2.3 together with Proposition 2.1, we see that
(1) ⇒ (2) : By taking into consideration Theorem 2.3, it suffices to prove that r A (T ) ≥ ω A (T ).
One has ω A (T ) = ω A (T n ) 1/n ≤ T n 1/n A , for all n ∈ N * . This yields that ω A (T ) ≤ r A (T ). Hence, the proof is complete.
We close this section by refining the second inequality in (2.3) . Before that, it is useful to recall that F. Kittaneh proved in [17] that if T ∈ B(H), then
This inequality has been used by Kittaneh in [17] in order to establish an estimate for the numerical radius of the Frobenius companion matrix. Now, we extend the inequality (2.10) for the class of A-bounded operators as follows.
Then
Proof. Proceeding as in the proof of Theorem 2.3 yields that ω A (T ) = ω( T ), T A = T B(R(A 1/2 )) and T 2 A = T 2 B(R(A 1/2 )) . So, we get (2.11) by using (2.10) To see that (2.11 ) is a refinement of the second inequality in (2.3), it suffices to use the fact that T 2 A ≤ T 2 A for every T ∈ B A 1/2 (H). Corollary 2.2. Let T ∈ B A 1/2 (H) be such that AT 2 = 0. Then, ω A (T ) = 1 2 T A . Proof. Notice first that since AT 2 = 0, then T 2 A = 0. Further, by combining (2.3) together with (2.11), we get 
Some examples of A-normaloid operators
It is well know that we have the following proper inclusions between the following classes of Hilbert space operators (see [14] ) Self-adjoint normal hyponormal paranormal normaloid.
(3.1)
Recall from [14] that an operator T ∈ B A 1/2 (H) is said to be paranormal if T x 2 ≤ T 2 x for all
x ∈ H such that x = 1.
Our aim in this section is to give some examples of A-normaloid operators and to study the relationship between them. Mainly, we introduce the class of A-paranormal operators and we will show that the first inclusion in (3.1) fails to hold in the case of semi-Hilbertian space operators.
Recently, the class of A-hyponormal operators was introduced by O.A.M. Sid Ahmed et al. in [20] . Their definition extends the classical definition of hyponormal Hilbert space operators and reads as follows.
If an operator T ∈ B A (H) satisfies [T ♯ , T ] = 0, then T is said to be A-normal. For more details on these classes of operators, we refer the readers to [20, 19, 3] and the references therein. Before we move on, let us emphasize the following remark. For the sequel, we set S A (0, 1) := {x ∈ H ; x A = 1}.
In the following definition, we introduce the class of A-paranormal operators.
Proof. Let x ∈ S A (0, 1). Then, by using the fact T is A-hyponormal, we see that
Hence, T is A-paranormal as required. Now, we state our main result in this section.
Proof. We shall prove by induction that
If n = 1, then the property (3.3) holds trivially. Let n ∈ N * . Assume that T n x A ≥ T x n A for all x ∈ S A (0, 1) and we will show that T n+1 x A ≥ T x n+1 A for all x ∈ S A (0, 1). Let x ∈ S A (0, 1) be such that T x A = 0. Then, one can see that
for all x ∈ S A (0, 1). Hence, (3.3) is proved by the mathematical induction. Therefore, by taking the supremum over all x ∈ S A (0, 1) in (3.3), we get T n A ≥ T n A , for all n ∈ N * . On the other hand, clearly we have T n A ≤ T n A , for all n ∈ N * . Thus, T n A = T n A , for all n ∈ N * . So, by applying Proposition 2.4 we deduce that T is A-normaloid. Moreover, (3.2) follows immediately by using Theorem 2.4.
Remark 3.2. Since the A-normality implies the A-hyponormality, and an A-hyponormal operator is A-paranormal, then by taking into account Theorem 3.1 we get the following inclusions:
A-normal A-hyponormal A-paranormal A-normaloid.
(3.4)
Notice that it was shown in [19] that if T is A-normal, then r A (T ) = T A . Further, if T is Anormal, then r A (T ) = ω A (T ) (see [11] ). On the other hand, by using (3.4) together with Theorem 3.1, we obtain that r A (T ) = ω A (T ) = T A for every A-normal operator T . So, an alternative proof of the above two results established in [19, 11] is given.
It is well known that every self adjoint operator is normal. However, an A-self adjoint operator is not in general neither A-normal nor A-hyponormal as it is shown in the following example. So, clearly T is not A-normal. Moreover, it is not difficult to see that T is also not A-hyponormal. However, an A-self-adjoint operator is A-paranormal as it it shown in the next proposition. Proof. Let x ∈ S A (0, 1). Then, by using the fact T is A-self-adjoint and the Cauchy-Schwarz inequality, we see that
The following corollary is an immediate consequence of Proposition 2.4. and Theorem 3.1.
Corollary 3.1. Let T ∈ B(H) be an A-self-adjoint operator. Then, T is A-normaloid and so it satisfies r A (T ) = T A = ω A (T ).
Notice that there are two other ways to prove that an A-self-adjoint operator is A-normaloid. Firstly, in view of [21, Lemma 2.1.], we have ω A (T ) = T A . Thus T is A-normaloid by applying Proposition 2.4. Secondly, it was shown in [6, Theorem 5.1.] , that if T is an A-self-adjoint operator then, T n A = T n A for all n ∈ N * . So, we get the desired property by using Proposition 2.4.
