We study analytically a model for the dynamics of populations and epidemics that includes birth and death processes in a system of independently diffusing individuals. When birth and death rates are close to each other, the individuals tend to cluster around their center of mass and the population ͑disease͒ territory migrates as a whole. The clustering phenomenon is caused by the natural asymmetry between birth and death processes, and does not require any communication among the individuals or between the individuals and the substrate.
I. INTRODUCTION
Diffusion models, where the features of birth ͑infection͒ and death ͑recovery͒ are included, are commonly used for studying the dynamics of populations, epidemics ͓1-5͔, and chemical reactions with creation and annihilation processes ͓6͔. For these ''branching diffusion'' models, averaged quantities like the mean individual density ͗n(r,t)͘ at position r and time t can be easily obtained ͓1,2͔. However, since ͗n(r,t)͘ gives no information about spatial correlations between two individuals in a single configuration, it cannot describe effects like clustering or segregation that are observed in field experiments ͓7-10͔.
Here we introduce an interesting branching diffusion model with reduced fluctuations, where we can calculate the pair correlation function P 2 (r,t) rigorously. We find two different types of phenomena, migration for short times and spreading for long times, with a crossover time ϳ1/(␣ ϩ Ϫ␣ Ϫ ) that approaches infinity when the birth and death rates ␣ ϩ and ␣ Ϫ become equal.
In the case of migration ͓Fig. 1͑a͔͒, the mean distance between the individuals saturates, i.e., the individuals cluster around their center of mass and the population territory ͑epi-demics area͒ does not increase, but moves as a whole with time. This dynamical localization is based only on the natural asymmetry between birth ͑infection͒ and death ͑recovery͒ processes -birth and infection occur only next to an individual, while death and recovery occur everywhere -and FIG. 1. Positions of 100 diffusing individuals in two dimensions for 2 dDϭ1, ␣ Ϫ ϭ0.1, and ␣ ϩ ϭ0.1001 for several times ͑a͒ in the short time regime and ͑b͒ in the long time regime. Different colors refer to different times. The white ring marks the origin, where the individuals started at tϭ0.
does not require any interaction between the individuals or between the individuals and the substrate. In the case of spreading ͓Fig. 1͑b͔͒, the mean distance between the individuals increases all the time, but the center of the growing territory almost does not move.
II. MODEL
We consider N 0 individuals, initially located at the origin of a d-dimensional coordinate system. At tϭ0, the individuals start to diffuse independently, with a diffusion constant D. At certain instances of time t k , one randomly chosen individual gives birth, i.e., is replaced by two individuals ͑at the same position r͒, and another randomly chosen individual is removed ͑dies͒ with probability p d . According to this rule, the population can never be extinct. At criticality (p d ϭ1), the number of individuals remains constant, and in this case the model essentially reduces the diffusion reproduction model studied by Zhang, Serva, and Polikarpov ͓11͔. By definition, the death rate ␣ Ϫ and the birth rate ␣ ϩ are related to
It is natural to assume that the birth and death processes are Poissonian, i.e., the increments ⌬t between two successive time instances are exponentially distributed. Since for N(t) individuals at time t, ␣ ϩ N(t) is the number of birth events per unit time, it follows that the mean increment time is ͗⌬t͘ϭ1/͓␣ ϩ N(t)͔. The mean number of individuals in- . In contrast, in the usual branching diffusion models ͓1͔, where birth and death events occur independently with rates ␣ ϩ and ␣ Ϫ , large fluctuations lead to a nonzero dyingout probability ͑which is one in the critical case͒. We show below that our reduced fluctuation model shows rich phenomena in the spatial dynamics of the community, and has the advantage of being solvable analytically at and above criticality.
To calculate ͗n(r,t)͘, we start with the probability density P i (r,t) that the ith individual is at position r at time t. Notice that we can trace the ancestory of any given individual to a unique ancestor for any given earlier time ͑see the genealogical tree͒. Thus we can define a generalized trajectory of individual i for all times 0рtЈрt by identifying the position of i for times tЈ before its birth with the position of its unique ancestor at that time tЈ. Since the diffusion process is unaffected by the birth process, the statistical properties of this generalized trajectory are the same as for a single diffusing particle, and P i (r,t) is identical to the well known Gaussian probability density G(r,t) for a single diffusing particle to move a distance r during time t,
where D is the diffusion constant. The mean individual density ͗n(r,t)͘ is simply the product of ͗N(t)͘ and G(r,t), ͗n͑r,t͒͘ϭ͗N͑t͒͘G͑r,t͒.
͑2͒
Equations ͑1͒ and ͑2͒ are common for branching diffusion models ͓1͔. For obtaining the spatial correlations we need to analyze the genealogical tree of the individuals ͑see Fig. 2͒ . If two individuals i and j at time t have a common ancestor, their line of ancestors split at some earlier time t s (i, j)Ͼ0. We define t s (i, j)ϵ0, if i and j have no common ancestor. By definition, the generalized trajectories of i and j are identical for times smaller than t s (i, j). For times larger than t s (i, j), the trajectories are that of two independently diffusing particles starting at the common position of i and j at time t s (i, j). Thus the probability density for the distance r between the two individuals for a given t s ϵt s (i, j) is simply G"r,2(tϪt s )…, where the factor of 2 is due to the fact that both individuals are moving.
The pair correlation function P 2 (r,t) is defined as the probability density that, after time t, the distance between two individuals is r, and can be written as
where t (t s )dt s is the probability that the generalized trajectories of an arbitrarily chosen pair at time t were generated from a common ancestor in the time interval between t s Ϫdt s and t s . By definition, ͐ 0 t t (t s )dt s ϭ1. As we show below, t (t s ) can be calculated rigorously for arbitrary values of N 0 , ␣ ϩ and ␣ Ϫ . For convenience, we begin with the critical case p d ϭ1 (⌬␣ϭ0).
III. CRITICAL CASE
For p d ϭ1, N(t)ϭN 0 remains constant. To calculate t (c) (t s ) ͑the superscript c denotes the critical case͒, we consider at time t that fraction of pairs that was generated from a common ancestor between t s Ϫdt s and t s , and divide it by that fraction of pairs that was generated from a common ancestor before t s . Clearly, this ratio is independent of t and identical to the number of pairs generated at any time t s , N 0 ␣ ϩ dt s , divided by the total number of pairs
The genealogical tree for N 0 ϭ3 for ͑a͒ the critical case, ⌬␣ϭ0; and ͑b͒ a growing community, ⌬␣Ͼ0.
where 0 ϵ(N 0 Ϫ1)/2␣ ϩ . The solution of this equation is
The interpretation of Eq. ͑5͒ is clear: The splitting events are Poisson distributed with time constant 0 , which for large times can be regarded as the mean value of tϪt s . The prefactor of the ␦ function is the probability that two individuals have no common ancestor. The strong spatial correlations between the individuals caused by the natural asymmetry between birth and death processes show up most clearly in the mean-squared pair distance ͗r 2 2 (t)͘ϭ͐d d rr 2 P 2 (r,t), which can be easily calculated by using Eq. ͑3͒ and changing the order of integration,
͑6͒
with a localization radius 0 ϵͱ4dD 0 . Equation ͑6͒ shows that ͗r 2 2 (t)͘ is linear in t for short times tӶ 0 , while for large times tӷ 0 , ͗r 2 2 (t)͘ saturates and becomes identical to 0 2 . Accordingly, after an initial spreading period, the individuals stay together in one community, that typically covers a region of radius 0 .
We can study this feature further by calculating the pair correlation function itself, which can be obtained by inserting Eq. ͑5͒ into Eq. ͑3͒,
For short times, tӶ 0 , P 2 (c) (r,t) is dominated by the first term in the brackets, and we recover the pair correlation function of independently diffusing individuals, without birth and death processes P 2 (c) (r,t)ϭG(r,2t). For sufficiently large times, the first term vanishes, and the second term becomes independent of time since the upper limit of the integration can be extended to infinity. Hence, for large t, P 2 (c) (r,t) becomes stationary, and P 2 (c) (r,t)ϭ P 2 (c) (r,ϱ), which reflects the fact that the interindividual distance saturates and there is no spreading. The straightforward calculation of the integral leads to a modified Bessel function, which for large r can be approximated by an exponential times a power of r, yielding
Thus the shape of P 2 (c) (r,t) changes from a Gaussian ͑typical for diffusion͒ to a simple time-independent exponential ͑typical for localized behavior͒ at large times.
Next we consider the motion of the center of mass of the community, ͗r cm
2 ͘, which can be expressed by ͗r 2
2 ͘ and the mean-squared displacement ͗r 2 (t)͘ϵN
Equation ͑9͒ follows directly from the definitions of the three quantities. By substituting Eq. ͑6͒ into Eq. ͑9͒, and expanding the exponential function up to the second order, one can identify three different time regimes in ͗r cm 2 (t)͘:
for tӷ 0 .
͑10͒
Only for very short times, tӶ2 0 /(N 0 Ϫ1), the center of mass moves as in the case of independently diffusing particles. In the intermediate time regime 2/(NϪ1)Ӷt/ 0 Ӷ1, ͗r cm 2 (t)͘ϰt 2 shows ballistic behavior, while for long times ͗r cm 2 (t)͘Ϸ͗r 2 (t)͘ϭ2dDt, independent of N 0 . Thus we have found that in the critical case (⌬␣ϭ0) the community shows clustering and migration behavior after an initial spreading period for tϽ 0 : The mean-squared pair distance becomes constant, ͗r 2 2 (t)͘ϭ 0 2 , and hence the individuals are localized around their center of mass within a ''ball'' of radius 0 ͓see Fig. 1͑a͔͒ . In this state of dynamical localization, the shape of the pair correlation function is a simple exponential, which is typical for localized behavior, and the community as a whole moves like a single diffusing entity.
IV. GENERAL CASE
Next we consider the noncritical case ⌬␣Ͼ0, where the number of individuals, N(t), increases with time. In this case, the time scale 0 becomes time dependent, 0 →(tЈ)ϵ"N(tЈ)Ϫ1…/2␣ ϩ Ӎ 0 e ⌬␣tЈ , and Eq. ͑4͒ is generalized to
From the solution of Eq. ͑4a͒, 
where E 1 (x)ϵ͐ x ϱ exp(Ϫ)/d is the exponential integral function. Figure 3 shows ͗r 2 2 (t)͘ in units of 4dD for 0 ϭ1 and ⌬␣ϭ0.01. For comparison we also show the curves for independently diffusing individuals without death and birth processes ( 0 ϭϱ) and for the critical case ( 0 ϭ1, ⌬␣ϭ0). For short times tӶ⌬␣ Ϫ1 , the curve for ⌬␣ϭ0.01 follows the critical curve, and shows a regime of dynamical localization, since the number of individuals is nearly constant. For very long times, the curve for 0 ϭϱ is approached, which indicates that the correlations induced by the asymmetry between birth and death processes become irrelevant. In the intermediate time regime, the mean-squared pair distance grows exponentially.
A surprisingly good approximation for this overall behavior can be found by using the equation for the critical case, Eq. ͑6͒, and replacing the time independent scales 0 and 0 by the time dependent ones (t)ϭ 0 exp(⌬␣t) and (t)ϵͱ4dD(t). This approximation is shown as a dotted line in Fig. 3 .
V. SUMMARY
We have studied a fluctuation reduced branching diffusion model, for which we could calculate rigorously the correlations between the individuals. We have found that the dynamical behavior of the community depends crucially on the growth rate ⌬␣. For times t smaller than the inverse growth rate ⌬␣ Ϫ1 , the correlations lead to clustering of the individuals, and the community migrates as a whole. This clustering phenomenon is caused by the natural asymmetry between birth and death processes, and does not require interactions or communications among the individuals or between the individuals and the substrate. For tӷ⌬␣ Ϫ1 , the correlations become irrelevant, and the community shows a normal spreading behavior ͓13-15͔.
After this work was submitted, we learned of a possible application of our model to evolution, when mutation of genes is considered as diffusion in the high-dimensional genetic space. The asymmetry between the death and birth of individuals leads to a dynamical localization such that different individuals of a given species will have similar genetic code. Indeed, Tsimring, Levine, and Kessler ͓16͔ used a similar model to explain the recent experimental observation by Novella et al. ͓17͔ of virus evolution in fitness space. In the work by Tsimring, Levine, and Kessler, a model for virus mutation, which can be regarded as diffusion in fitness space, was studied. They found that the viruses become localized in a single cluster in fitness space, where the center of mass performs a directed motion due to an anisotropy of the genetic space. Although this spatial anisotropy was not included here, both models show a strict analogy, since for both the localization effect is caused by the asymmetry between death and birth. In our model, we expect a directed motion of the center of mass, if the spatial anisotropy is included.
