Negative Binomial (or Poisson-gamma) model has been used extensively by highway safety analysts because it can accommodate the over-dispersion, often exhibited in crash data. However, it has been reported in the literature that the maximum likelihood estimate of the dispersion parameter of NB models can be significantly affected when the data are characterized by small sample size and low sample mean. Given the important roles of the dispersion parameter in various types of highway safety analyses, there is a need to determine whether the bias could be potentially corrected or minimized. The objectives of this paper are to explore whether a systematic relationship exists between the estimated and true dispersion parameters; determine the bias as a function of the sample size and sample mean; and, develop a procedure for correcting the bias caused by these two conditions. For this purpose, simulated data were used to derive the relationship under the various combinations of sample mean, dispersion parameter and sample size, which encompass all simulation conditions performed in previous researches. The dispersion parameter was estimated using the maximum likelihood method. The results confirmed previous studies, and developed a reasonable relationship between the estimated and true dispersion parameter for reducing the bias. Details about the application of the correction procedure were also provided using the crash data collected at 458 three-legged unsignalized intersections in California. Finally, the study provided several discussion points for further work.
INTRODUCTION
The negative binomial (or Poisson-gamma) (NB) model has been used extensively in crash data analysis. This type of model is favored over the traditional Poisson model because crash data are usually characterized by over-dispersion (variance > mean) (1) . The NB model offers a simple way to accommodate the over-dispersion, since the distribution behind the model contains two parameters, the mean μ and the dispersion parameter α or its inverse α φ / 1 = . The dispersion parameter is used to capture the extra-variation observed in the data. This model is also well-liked by highway safety analysts because many commercial statistical software have built-in functions, which makes the development of crash prediction models relatively easy.
The dispersion parameter (or its inverse) plays an important role in various types of highway safety analyses. For example, it can be used as an indicator to determine the variability observed in the crash counts distributed around the mean among entities with similar traits. When the empirical Bayes (EB) method is used to refine the estimates of the expected long-term mean of a site, the dispersion parameter is a core component of the factor used to determine the relative weight between the observed and predicted values (2) . The dispersion parameter can also be used as a measure of goodness-of-fit, as documented by Miaou (3) . More recently, Wood (4) used the dispersion parameter for estimating the confidence intervals for the Poisson mean, gamma mean and predicted response of Poisson-gamma models.
Over the last two decades, it has been reported in the literature that the estimated dispersion parameter of NB models can be significantly affected when the data are characterized by small sample size and low sample mean values (5, 6, 7) . Unfortunately, crash data are often subjected to these two characteristics because the crash and other related data are very expensive to collect (8) . A biased dispersion parameter can, for instance, seriously influence the EB estimates as well as the confidence interval computations of crash prediction models (7) . Given the importance the dispersion parameter plays in highway safety studies, there is a need to determine whether a method or procedure could be developed for reducing the bias caused by low sample mean and small sample size. Recent work has already started on this topic in the statistical fields (9) . The proposed procedure is mainly geared towards practitioners and transportation safety analysts, who could apply the adjustment factor with the output of commercial statistical software programs when the sample size and mean values are known.
In this respect, the objectives of this paper are to explore whether a systematic or meaningful relationship exists between the estimated and true dispersion parameters (when it is known); determine the bias as a function of the sample size and sample mean values; and, develop a procedure for reducing the bias caused by these two conditions. To accomplish the objectives, simulated data are used to derive the relationship under the various combinations describing the sample mean, dispersion parameter and sample size. As opposed to previous studies, data are simulated for the most extreme cases ( μ = 0.2 and φ = 0.1). The dispersion parameter was estimated using the maximum likelihood method. This study will show that a relationship can be established between the estimated and true dispersion parameters. A regression equation was developed for reducing the potential bias caused by small sample sizes and low sample mean values.
The paper consists of seven sections. The second section describes the characteristics of the NB distribution, the maximum likelihood estimation (MLE) method for calculating the dispersion parameter, and the approach for computing confidence intervals around the estimated parameter. The third section covers the methodology for simulating the data. The fourth section describes simulation results. The fifth section describes the characteristics of the correction factor. The sixth section provides details about the application of the correction factor. The last section summarizes the work accomplished in this study and provides discussion points for further work.
NEGATIVE BINOMIAL DISTRIBUTION (NBD)
This section describes the characteristics of the probability mass function (pmf) of the NB distribution, the maximum-likelihood method for estimating the dispersion parameter, and the approach for computing the confidence intervals.
Probability Mass Function
The NB distribution is usually defined as a mixed distribution between the Poisson and the gamma distributions. Poisson-gamma models in highway safety applications have been shown to have the following probabilistic structure: the probability of accident counts (Y it ) for entity i (road segments, intersections, etc.) and time period t are assumed to be Poisson distributed with a mean ( it μ ) that is drawn from a gamma distribution with mean=1 and variance=1/φ (7) . Using this definition, the pmf of NB, and its mean and variance can be defined as follows:
and it y = observed data: 0, 1, 2, ….
Since the term φ is a measure of deviation from a Poisson distribution, it is often referred to as an "over-dispersion" parameter or "inverse dispersion parameter" in highway safety analysis (1, 7) . This term is used because under-dispersion rarely arises from accident count data (although possible). In the statistical literature, the NB distribution is parameterized with 1/ α φ = , where α is usually referred to as a dispersion or an over-dispersion parameter. Saha and Paul (9) provided a clear definition about the proper terminology by stating that "since α can take a positive as well as a negative value (α >-1/ μ ), it is called a dispersion parameter, rather than an over-dispersion parameter" (p. 179). Following this definition, this paper referred α as a dispersion parameter and φ as an inverse dispersion parameter.
There are two reasons why statisticians prefer to parameterize the NB distribution with α and estimate φ indirectly through its reciprocal α . First, estimating α avoids the possibility of a discontinuous variable by allowing a continuous transition from a negative binomial (α >0, an over-dispersed case) to a positive binomial (α <0, an under-dispersed case).
In fact, in cases of under-dispersion, φ cannot be calculated directly (5, 10) . Second, the confidence intervals for α are also continuous and more symmetric than for φ . As the dataset becomes more homogeneous (φ ∞ ), the confidence intervals for φ can become erratic or discontinuous (10) . For these reasons, it is recommended to estimate α directly. Therefore, in this study, the analysis was performed by estimating αˆ. However, the results are presented for φˆ to be consistent with previous studies in highway safety.
Estimating the Dispersion Parameter and Confidence Interval
There are a number of estimators that have been used for estimating the dispersion parameter (see 5, 6, 7 among others). This paper focused on the stability of the MLE because this method has been widely used for its good statistical properties. For instance, the MLE has been shown to be consistent, asymptotically unbiased, asymptotically efficient, asymptotically normally distributed, and its variance is calculable (11, 12) . Because of the last property, the standard error associated with the MLE and its confidence interval can be obtained. However, these properties are based on the asymptotic and normal assumption. In other words, the inferences associated with the estimated coefficients are assumed to be normally distributed (13) . This characteristic is only valid when a large database is used in the estimation process. As described above, statistical models developed in traffic safety applications usually do not enjoy the luxury of large databases. This means that the MLE with small sample size, combined with a low sample mean, will produce a biased estimate (E(φˆ) φ ≠ ).
If the random variable y is drawn from NB( μ , α ), the MLEs for μ and α are determined by maximizing the joint probability of observed sample values, K . In a regression setting, μ is a positive value which is a function of covariates and their regression coefficients; the properties of MLEs for negative regression models have been described in details in Lawless (14) . For Poisson-gamma models, the likelihood and the corresponding full log-likelihood functions are defined as follows respectively:
Where,
The MLEs for μ and α , MLE( μ ,α ), is the solution to the first-order conditions given by the following equations: In this study, the variance of the estimated dispersion parameter is needed to establish the relationship between the estimated and true dispersion parameter (i.e., for determining the weights in the regression model). The variances (or standard errors) for each μ and αˆ can be obtained by taking the second partial derivatives of the log-likelihood function, which is called the Hessian matrix. The inverse of the negative of the Hessian gives the asymptotic covariance matrix of the MLEs, and the negative Hessian is often called the information matrix (12) .
Therefore, the variances of μ and αˆ are obtained from the diagonal elements of the inverse of the information matrix as follows:
Once the MLE αˆ and its variance Var(α ) were determined, the MLE φˆ and its variance Var(φˆ) can be obtained from the following relationships (10):
While the confidence interval for α can be directly calculable using its standard error (square root of variance), the confidence interval for φ should be estimated based on that for α due to the discontinuity of φ , as mentioned above. As such, if the 95% confidence interval 
Performance of MLEs for Dispersion Parameter
Many researchers have examined the reliability (or biasness) of the MLEs (and other estimators) of the dispersion parameter under different scenarios. All the researchers have used simulation for examining this reliability. The key studies are summarized in Table 1 . The table shows that, while earlier research studies mainly focused on the impact of small sample sizes on the performance of the MLE and compared the results with other estimators, more recent studies have examined more extreme cases in terms of sample mean values and over-dispersion. For example, Lord (7) examined the effects of a very low sample mean ( 1 < μ ) combined with a small sample size on the estimation of the dispersion parameter. The mean values used for developing NB regression models are often below 1.0 (crashes/unit of time). In another example, Lloyd-Smith (15) explored the bias, precision, and confidence interval coverage of the MLE of dispersion parameter when the data are highly over-dispersed (φ <1). Highly dispersed data are commonly found in epidemiological studies.
It is worth noting that, although researchers working on this topic are from a wide variety of fields, their conclusions have many in common. First, when the dataset is characterized by a small sample size, the MLE of φ is less accurate than other estimators, such as the method of moment or the quasi-likelihood method. Second, small sample sizes tend to overestimate the true dispersion parameter under all conditions. Third, the bias for the MLE gets larger as sample mean decreases and the true φ increases (if known). It should be noted that unless a sufficiently large sample size is used, the bias for the MLE is inevitable.
Finally, only one study was found, in which the objective was to reduce the bias caused by data characterized by these extreme conditions. Saha and Paul (9) suggested a first-order biascorrected maximum likelihood (BCML) estimator and demonstrated overall better performance of the BCML estimator in terms of bias and efficiency properties. However, even though the BCML estimator reduced the bias to some degree, it was unable to significantly reduce the bias for a sample mean below 1.0.
METHODOLOGY
This paper adopted a simulation approach, similar to previous work on this topic. It should be noted that the simulation runs were not used to confirm the bias described in previous work (which has now already been established), but to develop the relationship between the estimated and true dispersion parameters. Each simulated dataset (or scenario) was drawn from the negative binomial probability density function under various sample sizes ( n ), population mean values ( μ ) and inverse dispersion parameter (φ ). Alternative methods to generate the negative binomial random variables can be found in Lord (7) . The Software R (16) was used for simulating, exploring, tabulating and sorting the data. The same software was also used for drawing scatter plots and other figures.
The steps performed in the simulation are described below.
Generate negative binomial random variables for the following combinations:
• Sample size, } 1000 , 700 , 500 , 300 , 100 , 70 , 50
These combinations encompass all simulation conditions performed in previous research studies (see Table 1 ). The total number of combinations is 392 (7× 7× 8).
Discard and redraw the simulated dataset when sample mean is equal to 0 (all-zero dataset) and sample variance is less than sample mean (under-dispersed dataset).
3. Calculate the MLE of μ and φ . ) were considered in this study because, without this constraint, the estimated αˆ was very unstable for small sample sizes (9).
Calculate the variance and confidence interval for φ
The variance and confidence intervals for φ was estimated indirectly from that for α in the manner described in the previous section. Since α was substituted by x e , the variance (or standard error) of αˆ was obtained using the delta method:
is available from the inverse of negative Hessian matrix.
For each combination which satisfies the aforementioned constraints, the simulation was replicated 200 times.

Based on the simulation results the relationship between the estimated and true dispersion parameters was derived through the weighted least squares regression method.
SIMULATION RESULTS
This section describes the characteristics of the simulation results. Table 2 shows two examples of simulation results for μ =0.2 (representing a very small mean), and μ =10 (representing a large mean) with various combinations of n and φ . This table confirms the previous work conducted on the topic related to small sample size and low sample mean values. Figure 1 shows the reliability of MLEs for inverse dispersion parameter as a function of various sample mean values. This figure suggests that the MLE generally overestimates the true inverse dispersion parameter. The bias ( ) (φ E -φ ) becomes larger when the sample size and the true mean get smaller and the true inverse dispersion parameter becomes larger. However, an exception occurs when the sample mean is extremely small ( μ =0.2). In this case, when the sample size is very small and the true inverse dispersion parameter is large, the estimate φ deviates from the general trend by underestimating the true inverse dispersion parameter, and becomes unreliable as noted by the large standard deviation. For that value, the maximum likelihood estimation method is no longer applicable, even when the sample size is large. Figure 2 illustrates various two-by-two plots between n , μ , ) (φ E and φ . Figure 2(a) shows the plot between ) (φ E and φ . In this figure, if the MLE of φ is unbiased estimator, all the data points should be located on the straight line. However, as the true dispersion parameter increase, the bias increases systematically except for some outliers. The bias largely depends on the value of true dispersion parameter (Figure 2 (b) ), and it becomes smaller when the true mean and the sample size get larger (Figure 2 (b) and (c) ).
It is important to note that the 95% confidence interval for φ used in this work indicates that, if we generate random variables 200 times and calculate a confidence interval each time, then in 95% (190) of the simulation runs, the confidence interval would include the true value of φ . In other words, this indicates that 2.5% of the data would be located at either end of the normally distributed tail, respectively. However, this is rarely achieved in this simulation, even when the sample size is large. In most cases, the distribution of the simulated data is skewed, which means that the percentage of the simulated data at the upper end of the tail will be greater than 2.5%, while the percentage of data at the lower end of the tail will be lower than 2.5%, as observed in Table 2 . This characteristic indicates that the constructed confidence interval for φ is not symmetric and is more unlikely to include the true inverse dispersion parameter. The value 0% for the columns Over (%) and Under (%) in Table 2 does not necessarily mean that the confidence interval is accurate, but rather mean that due to a large standard error, the confidence interval is so wide that it does not provide any useful information.
CORRECTION FACTOR
This section describes the method used for estimating a potential correction factor for improving the estimate of the inverse dispersion parameter.
Based on the simulation results, a weighted least squares regression model was used to derive the relationship between the estimated and true inverse dispersion parameters. When selecting analysis datasets for developing the regression model, two approaches were considered. In the initial approach, all the data points which have been simulated were used in the weighted regression analysis. The disadvantage of this approach was that the relationship is highly influenced by the large number of outliers (depicted in Figure 2 (a) ). The second approach, which has been adopted in this paper, was to exclude some outliers, and the data points whose estimates are significantly different from the true inverse dispersion parameter were considered in the analysis. The t-test was used for data selection. If
is significantly different from φ . From this test, those data having very large )) ( ( φ E sd were eliminated because it showed that φ φ = ) ( E (within the the 95% confidence level), even though the values are not actually equal. It should be pointed out that 95% of simulated results showed that ) (φ E was always higher than φ . Figure 3 shows the plot after excluding these outliers. The model was developed using 261 observations. When applying the weighted least squares regression, the following quadratic function was employed. Since the variance of ) (φ E is already known from the simulation results, 1/Var{ ) (φ E } can be used as weights.
Where, ) ( null E φ =average of estimated inverse dispersion parameter without covariates null φ = true inverse dispersion parameter without covariates n =sample size m =sample mean a =coefficient to be estimated ε =non-constant error term This functional form was determined empirically based on Figure 3 and was considered reasonable in that the bias is largely due to the size of true dispersion parameter as well as the bias decreases with the increase of sample size and sample mean. A similar equation has been proposed by Bonneson et al. (17) for reducing the bias, but their equation was a function of the number of parameters in the model and the sample size.
When all observations were used, the coefficient, a , was found to be -0.88. This is contrary to the general trend (overestimation) because this results in the underestimation of the true inverse dispersion parameter. When the second approach was used, the coefficient a was found to be 16.6 (s.e. 0.646). This coefficient was highly significant (p-value < 0.001), and the model 
It should be noted that the model was developed based on the mean values of estimated inverse dispersion parameters under different scenarios. However, when the negative binomial regression model is applied to the real or observed data, we usually obtain a single-value null φˆ, not the average, ) ( null E φ . Therefore, when adjusting the parameter, the one-time model estimate, null φˆ, should be used in equation (3). This approach is the same one that has been used by all previous researchers for estimating and correcting the dispersion parameter estimated from observed data (see references in Table 1 ). The new adjusted estimator turned out to be more efficient than the maximum likelihood estimator itself through the comparison of mean squared error,
Using the simulation runs above, the MSE values for the adjusted dispersion parameters were always smaller (by a very large amount) than the maximum likelihood estimate (see 9) . This means that, on average, applying the correction factor to a single value will always provide a smaller bias than using an uncorrected parameter based on the MLE.
In order to incorporate the effect about the number of covariates in the regression model, one assumption was made: the ratio between the true inverse dispersion parameter without covariates ) ( null 
APPLICATION OF THE METHOD
This section provides details about the application of the correction factor to a dataset.
To illustrate how the procedure is applied and to determine the magnitude of the correction, crash data collected at 458 three-legged unsignalized intersections in California were used. The data were obtained from the Federal Highway Administration's (FHWA) Highway Safety Information System (HSIS), maintained by the University of North Carolina. Although other roadway information such as the presence of left or right-turning lanes were included in the System, only entering flows from major road and minor road were used as covariates. To see the effect of small sample mean, analyses were performed using a single year of crash data (2000) and only KAB crashes (K = fatal, A=incapacitating injury and B=non-incapacitating injury). Table 3 illustrates the summary statistics for the input data. The total number of crashes was 114 crashes, with a sample mean and variance equal to 0.25 and 0.38, respectively. These data are characterized by a small sample mean combined with over-dispersion and a moderate sample size. Consequently, Poisson-gamma models were estimated for different sample sizes: 50, 70, and 100. The data were fitted with the following functional form and entering flows as covariates in R (16). The modeling results are summarized in Table 4 . This table shows that as the sample size decreases, the standard errors of the inverse dispersion parameter tend to become very large and, especially, for sample size 50, the estimated inverse dispersion parameter seems no longer reliable. Despite the unreliable performance of the inverse dispersion parameter, the models resulted in significant estimates of the covariates up to the sample size equal to 70. Simply judging from the model coefficients may erroneously let analysts believe that the model constructed is correct although it may not be the case.
The corrected inverse dispersion parameters are summarized in Table 5 . This table shows that the null φˆ and p φˆ were found to be 0.473 and 1.374, respectively, for the full dataset. After adjusting the output with equations (3) and (4), the resulting null φ and p φ were to be equal to 0.444 and 1.290, respectively. The effect of adjustment seems a little small because of a moderate sample size, but is not unusual. For instance, the adjustment factor proposed by Saha and Paul (9) also corrected values in the order of 5% to 10% (~1.0 to 2.0 unadjusted φ ) when they applied their method to two datasets. On the other hand, this table shows that as the sample size gets smaller the adjustment effect becomes more noticeable. However, when the sample size is 50, p φˆ is so large that it is doubtful whether p φ is reasonable even after adjustment. In this case, the inverse dispersion parameter cannot and should not be corrected. The adjustment of inverse dispersion parameter can also affect the model coefficients and the goodness-of-fit. Consequently, the models were re-estimated with the adjusted inverse dispersion parameters to examine this effect (not included in this paper). The small adjustment had little effect on the magnitude and significance of the coefficients. However, when the adjustment was large, like in the sample size 50, the initially insignificant minor-road flow turned out to be significant after adjustment at the 5% level. The goodness-of-fit statistic was also carried out by comparing the observed number of crashes and the expected number of crashes before and after adjustment. However, it was difficult to judge from these datasets whether it has improved or not.
SUMMARY AND DISCUSSION
This paper documented an attempt to establish a relationship between the estimated dispersion parameter and the sample size and sample mean values as well as to provide a potential correction factor for reducing the bias caused by data characterized by extreme conditions. To accomplish the objectives, a series of NB distributions were simulated using different values describing the mean, the dispersion parameter, and the sample size. The dispersion parameters were estimated using the MLE method. The results of the study confirmed previous studies performed on this topic and provided a reasonable relationship between estimated and true values of the dispersion parameter. The findings can be summarized as follows:
• The bias for MLE of an inverse dispersion parameter is a function of the true inverse dispersion parameter (if it is known) as well as sample size and sample mean.
• The bias is largely due to the size of true inverse dispersion parameter. It becomes larger as φ increases, and becomes smaller as sample size and sample mean increase.
• At the extreme cases where φ =10, n =50, μ =0.2, the bias deviates from general trend and the MLE behaves so unreliably (high standard errors) that other estimation method should be considered. However, as documented elsewhere (7), other methods may not be as good to provide reliable estimates.
• In other cases, the bias is always positive and overestimates the true value (95% of the time). This bias could be adjusted or reduced by using the quadratic function developed in this work.
• When the bias exists, 95% confidence intervals for φ were not symmetric and produced less precise information even when the sample size was large.
Although the research objectives have been achieved, there remain a few issues that need to be investigated in future. First, the reliability issue can be raised about the coefficient ( a ) in the derived equation. Depending on how the outliers are defined, the coefficient of the equation could be different. [note: the equation output is also subjected to uncertainty, since it was derived using regression analysis.] When more conservative criteria for outliers were applied, it was found (not included in this paper) that the coefficient could vary from 7.9 to 17. This means that there are certain ranges for sample mean, sample size and the inverse dispersion parameter that can be used to adjust the equation. One recommendation would be to derive the equation after excluding all the extreme cases for φ (say, φ =10) because the corresponding φˆs are highly unstable producing very large standard errors. However, this recommendation would raise another issue, which relates to determining the maximum practical value for φ that should be used in common traffic safety analyses. For instance, values above eight have a marginal affect on the weight factors in EB estimates.
Second, the correction factor does not address models that provide an inverse dispersion parameter that tends towards infinity (i.e., Poisson distribution). In other words, the MLE estimate of the dispersion parameter does not converge, but the data clearly show over-dispersion. In this situation, a Poisson regression model must be used. This modeling characteristic is not unusual in highway safety analyses (e.g., see 18). Thus, further work is needed about how to handle such modeling output in the context of a applying a correction factor.
Third, there is a need to validate the assumption made to incorporate the effect of the number of parameters in the model. The hypothesis behind the assumption was that even if there is an upward bias for MLE of an inverse dispersion parameter, the ratio between "without covariates" and "with covariates" will remain the same. This hypothesis may seem reasonable, but there is no empirical evidence to support it at this point. Nonetheless, this research may open other doors to find better tools for reducing the bias caused by data characterized by low sample mean values and small sample size. 
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