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PERMUTATION INVARIANT LATTICES
LENNY FUKSHANSKY, STEPHAN RAMON GARCIA, AND XUN SUN
Abstract. We say that a Euclidean lattice in Rn is permutation invariant
if its automorphism group has non-trivial intersection with the symmetric
group Sn, i.e., if the lattice is closed under the action of some non-identity ele-
ments of Sn. Given a fixed element τ ∈ Sn, we study properties of the set of all
lattices closed under the action of τ : we call such lattices τ -invariant. These
lattices naturally generalize cyclic lattices introduced by Micciancio in [8, 9],
which we previously studied in [1]. Continuing our investigation, we discuss
some basic properties of permutation invariant lattices, in particular proving
that the subset of well-rounded lattices in the set of all τ -invariant lattices
in Rn has positive co-dimension (and hence comprises zero proportion) for
all τ different from an n-cycle.
1. Introduction
Given a lattice Λ ⊂ Rn of rank n, n ≥ 2, its successive minima
0 < λ1 ≤ · · · ≤ λn
are defined as
λi = min {r ∈ R>0 : dimR spanR (Λ ∩Bn(r)) ≥ i} ,
where Bn(r) is a ball of radius r centered at 0 in R
n. A collection of linearly
independent vectors x1, . . . ,xn ∈ Λ such that ‖xi‖ = λi, where ‖ · ‖ is the usual
Euclidean norm, is referred to as a collection of vectors corresponding to successive
minima; this collection is not unique, but there are only finitely many of them in a
lattice with an upper bound on their number depending only on n. These vectors do
not necessarily form a basis for Λ, however their span over Z is a sublattice of finite
index in Λ. If Λ has a basis consisting of vectors corresponding to successive minima,
it is called a Minkowskian lattice. Vectors with norm equal to λ1 are called minimal
vectors. A lattice is called well-rounded (abbreviated WR) if λ1 = · · · = λn, which
is equivalent to saying that it has n linearly independent minimal vectors. WR
lattices are vital in extremal lattice theory and discrete optimization, as well as in
connection with several other areas of mathematics; see [7] for a detailed overview.
This provides motivation for studying distribution properties of WR lattices.
Let Sn be the group of permutations on n ≥ 2 elements. We can define an
action of Sn on R
n by τ(x) := (xτ(1), . . . , xτ(n))
t ∈ Rn for each τ ∈ Sn and
x = (x1, . . . , xn)
t ∈ Rn. We say that a lattice Λ ⊂ Rn is τ-invariant (or invariant
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under τ) for a fixed τ ∈ Sn if τ(Λ) = Λ. An important example of such lattices are
lattices of the form
Λτ (x) := spanZ
{
x, τ(x), . . . , τν−1(x)
}
, (1)
where x ∈ Rn and ν is the order of τ in Sn. Cyclic lattices introduced by Micciancio
in [8,9] are precisely the full-rank sublattices of Zn invariant under the n-cycle σn :=
(1 2 . . . n). In [1] we investigated geometric properties of cyclic lattices, in particular
studying well-rounded lattices of the form Λσn(x) in every dimension. The goal of
this note is to extend this investigation to more general permutation invariant
lattices, as well as to outline some basic properties of permutation invariance.
There is another way to view the notion of permutation invariance. Given a
lattice Λ ⊂ Rn of full rank, its automorphism group is defined as
Aut(Λ) = {σ ∈ GLn(Z) : σ(x) · σ(y) = x · y, ∀x,y ∈ Λ} .
It is a well known fact that Aut(Λ) is always a finite group; on the other hand, any
finite subgroup of GLn(Z) is contained in the automorphism group of some lattice.
In all dimensions except for n = 2, 4, 6, 7, 8, 9, 10 (dimensions with exceptionally
symmetric lattices) the largest such group is (Z/2Z)n ⋊ Sn, the automorphism
group of the integer lattice Zn (see [7] for more information). Lattices with large
automorphism groups usually have a large degree of geometric symmetry. This
often correlates with having many minimal vectors, and hence they have increased
chances of being well-rounded. We show, however, that chances of being well-
rounded are determined not just by the size of the automorphism group but by the
type of elements it contains. Let τ ∈ Sn and define Cn(τ) to be the set of all full
rank τ -invariant lattices in Rn. Then Λ ∈ Cn(τ) if and only if τ ∈ Aut(Λ).
Question 1. Given τ ∈ Sn, how big is the subset of WR lattices among all lattices
in Cn(τ)?
In order to make this question precise, we need some further notation. The space
of all lattices in Rn can be identified with the quotient space GLn(R)/GLn(Z) via
their basis matrices. Hence lattices are identified with points in a full dimen-
sional subset of the n2-dimensional Euclidean space Matnn(R) \ {A ∈ Matnn(R) :
det(A) = 0} modulo GLn(Z)-equivalence. Each lattice has a Minkowski-reduced
basis, consisting of short vectors, and reduction conditions amount to a finite col-
lection of polynomial inequalities cutting out a full dimensional subset in the above
set, called the Minkowski reduction domain (see [12] for detailed information on its
construction). WR lattices correspond to points in this space with λ1 = · · · = λn,
which can be interpreted as a collection of nontrivial polynomial conditions on the
Minkowski reduction domain, and hence defines a subset of positive co-dimension.
One can similarly talk about the dimension of the set Cn(τ) by viewing it as a space
of matrices with appropriate restrictions. With this notation in mind, we can state
our main result.
Theorem 1.1. Let τ ∈ Sn be different from an n-cycle. Then the subset of
WR lattices in the set Cn(τ) of full-rank τ-invariant lattices in R
n has positive
co-dimension.
In other words, the main difference between n-cycles and other permutations in
this context is the following. If τ is an n-cycle, then lattices of the form Λτ (x) are
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almost always of full rank and are often well-rounded. On the other hand, when τ
is not an n-cycle, lattices of the form Λτ (x) are never of full rank.
This note is structured as follows. In Section 2 we prove that no vector can have
n linearly independent permutations by an element τ ∈ Sn unless τ is an n-cycle,
discuss invariant subspaces of a permutation, and obtain an explicit formula for
the number of linearly independent permutations of a generic vector. We then use
these observations in our proof of Theorem 1.1, which is presented in Section 3,
along with a more geometric interpretation of this result.
The proof of Theorem 1.1 is based on showing that the polynomial conditions
defining the subset of WR lattices remain nontrivial on Cn(τ) whenever τ is not an
n-cycle, and hence carve out a subset of Cn(τ) of positive co-dimension. On the
other hand, these conditions are automatically satisfied (i.e., become trivial) for a
positive proportion of lattices of the form Λτ (x) when τ is an n-cycle, as discussed
in [1]. We are now ready to proceed.
2. Permutation invariance properties
In this section we discuss several basic properties of permutation invariance with
respect to a fixed element of Sn. Let τ ∈ Sn be an element of order ν, and for each
vector x ∈ Rn, define the n× ν matrix
Mτ (x) :=
(
x τ(x) . . . τν−1(x)
)
.
Then
Λτ (x) := Mτ (x)Z
ν = span
Z
{
x, τ(x), . . . , τν−1(x)
}
is a lattice, as in (1) above, and we define the τ-order of x to be oτ (x) := rk (Λτ (x)).
We start by giving a bound on oτ (x) for an arbitrary vector in R
n. Let τ have a
decomposition into disjoint cycles
τ = c1 . . . cℓ, (2)
where each ci ∈ Sn is a ki-cycle and
∑ℓ
i=1 ki = n. The following lemma will serve
as an important tool in the proof of our main result in Section 3.
Lemma 2.1. Let x ∈ Rn, then
oτ (x) ≤ n− (ℓ − 1). (3)
Proof. Let T be the permutation matrix representation of τ . Since T is diagonal-
izable, the degree of its minimal polynomial mT (t) equals the number of distinct
eigenvalues of T (see, for instance, Corollary 3.3.10 of [4]). Let x ∈ Rn, then
oτ (x) = rkΛτ (x) = dim spanR
{
x, τ(x), . . . , τν−1(x)
}
≤ dim span
R
{
I, T, T 2, . . . , T ν
}
≤ degmT . (4)
Let χT (t) be the characteristic polynomial of T . It is a well-known fact (see, for
instance, Section 2.1 of [3]) that
χT (t) =
ℓ∏
i=1
(tki − 1) =
ℓ∏
i=1

∏
d|ki
Φd(t)

 , (5)
where Φd(t) is the irreducible d-th cyclotomic polynomial, whose roots are the d-th
primitive roots of unity and whose degree is ϕ(d). The minimal and characteristic
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polynomials of T have the same roots, although possibly with different multiplici-
ties. Since minimal polynomial of a permutation matrix T must have distinct roots,
these are precisely the distinct roots of χT (t). Therefore to compute degmT we
need to determine the number of distinct roots of χT (t). Now (5) implies that this
number is equal to the sum of degrees of distinct cyclotomic polynomials dividing
the product
ℓ∏
i=1
(tki − 1),
and hence (4) combined with (5) implies that
oτ (x) ≤ n−
∑
d|ki,d|kj
i<j
ϕ(d) +
ℓ∑
i<j<h
∑
d|gcd(ki,kj ,kh)
ϕ(d) − . . . (6)
for any x ∈ Rn, where dots in the upper bound of (6) indicate continued application
of the inclusion-exclusion principle to obtain an actual formula for degmT ; the sums
above are understood as 0 if ℓ = 1.
On a simpler note, observe that the permutation matrix corresponding to a
cycle of length k contributes k eigenvalues, one of which is necessarily 1. Hence
each cycle ci in the product (2) for i > 1 actually contributes at most ki−1 distinct
eigenvalues, so
oτ (x) ≤ n− (ℓ− 1)
for any x ∈ Rn. This completes the proof of the lemma. 
Remark 2.1. In particular, (6) implies that unless τ is an n-cycle, oτ (x) < n for
any x ∈ Rn.
Next we discuss invariant subspaces of a given permutation. We say that a
proper subspace V ⊂ Rn is τ -invariant if τ(V ) = V . We make two brief remarks
on invariant subspaces of permutations.
Lemma 2.2. Suppose τ ∈ Sn is not an n-cycle. Then there exist infinitely many
τ-invariant subspaces of Rn.
Proof. Suppose τ is a product of ℓ disjoint cycles, ℓ ≥ 2. Pick any real numbers
a1, . . . , aℓ, and define a vector x ∈ R
n by setting xi = aj if i is in the j-th cycle.
Then span
R
{x} is a τ -invariant subspace. Since τ is not an n-cycle, there clearly
are infinitely many such subspaces. 
The situation is different when τ is an n-cycle, as we discussed in [1]. Let σn
be the n-cycle (1 . . . n), then for any n-cycle τ ∈ Sn there exists ρ ∈ Sn such that
τ = ρσnρ
−1. Given a vector a ∈ Rn, write a(t) =
∑n
i=1 ait
i−1 ∈ R[t]. For each
non-constant polynomial divisor f(t) of tn − 1, define
V (f) = {a ∈ Rn : f(t) | a(t)} , (7)
which is a proper subspace of Rn.
Lemma 2.3. Let τ = ρσnρ
−1 ∈ Sn be an n-cycle. Then W ⊂ R
n is a τ-invariant
subspace of Rn if and only if W = ρ(V (f)) for some V (f) as in (7). This is a
finite collection of proper subspaces of Rn, and oτ (a) < n if and only if a is in the
union of these subspaces.
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Proof. It is an easy observation that W is a τ -invariant subspace if and only if
ρ−1(W ) is a σn-invariant subspace. Hence it is sufficient to prove that σn-invariant
subspaces of Rn are precisely those of the form V (f) for some f(t) | tn−1, as in (7).
The fact that all such subspaces are σn-invariant follows from Lemmas 2.3 and 2.4
of [10]. Now suppose that a proper subspace U of Rn is σn-invariant. Suppose that
U is not of the form V (f) for any non-constant f(t) | tn − 1. Then there exists
a ∈ U such that a(t) is not divisible by any non-constant factor of tn − 1, which
implies that the collection of vectors a, σn(a), . . . , σ
n−1
n (a) is linearly independent
(see, for instance, [4]), contradicting the assumption that U is a proper subspace
of Rn.
The argument above in particular shows that oτ (a) < n for any a in the union
of the finitely many τ -invariant subspaces of Rn. On the other hand, suppose
that oτ (a) < n, and let W = spanR
{
a, τ(a), . . . , τn−1(a)
}
. Then W is a proper
τ -invariant subspace of Rn, and hence must be one of those described above. 
We say that a vector x ∈ Rn is generic (with respect to τ) if oτ (x) is as large as
possible. We can now show that inequality (6) in the proof of Lemma 2.1 for the
τ -order becomes equality on generic vectors in Rn.
Corollary 2.4. Let τ ∈ Sn have a disjoint cycle decomposition as in (2) above.
For a generic vector x ∈ Rn, there is equality in (6).
Proof. Let x ∈ Rn, and let us write
x = (x1 . . . xℓ)
t,
where xi ∈ R
ki for each 1 ≤ i ≤ ℓ. Then
τ(x) = (c1(x1) . . . cℓ(xℓ))
t,
and x is generic if and only if none of the xi’s are contained in any of the invariant
subspaces of the cycles c1, . . . , cℓ. Then Lemma 2.3 implies oci(xi) = ki for each
1 ≤ i ≤ ℓ, and so oτ (x) must be equal to n =
∑ℓ
i=1 ki minus the number of repeated
eigenvalues of the permutation matrix of τ , i.e., the right hand side of (6). 
3. Proportion of well-rounded lattices
In this section we prove our main result on the proportion of WR lattices among
permutation invariant lattices. As above, let τ ∈ Sn be an element of order ν and
let Cn(τ) be the set of all full-rank τ -invariant lattices in R
n.
Let Gn(τ) be the subset of all Minkowskian lattices in Cn(τ). Naturally, every
lattice Γ ∈ Cn(τ) has a Minkowskian sublattice Γ
′ ∈ Gn(τ) spanned by the vectors
corresponding to successive minima of Γ. While Minkowskian sublattices may not
be unique, there can only be finitely many of them, where an upper bound on this
number depends only on n. On the other hand, the index |Γ : Γ′| of a Minkowskian
sublattice is also bounded from above by a constant depending only on n, and hence
a given lattice in Gn(τ) can be a Minkowskian sublattice for only finitely many
lattices in Cn(τ) (see [6] and subsequent works of J. Martinet and his co-authors
for more information on the index of Minkowskian sublattices). Furthermore, it
is clear that a lattice Γ ∈ Cn(τ) is WR if and only if each corresponding lattice
Γ′ ∈ Gn(τ) is WR.
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As discussed in Section 1 above, our goal in this note is to address the question
of how often lattices in Cn(τ) are well-rounded. From the discussion above, it is
evident that we can instead consider lattices in Gn(τ) and ask how often are they
WR. We first make some dimensional observations. If τ1 and τ2 are conjugate in
Sn, then there exists ρ ∈ Sn such that τ2 = ρτ1ρ
−1. Then Γ ∈ Gn(τ1) if and only if
ρ(Γ) ∈ Gn(τ2) and Γ is WR if and only ρ(Γ) is WR. Furthermore, the sets Gn(τ1)
and Gn(τ2) have the same dimension. Define
Wn(τ) = {Γ ∈ Gn(τ) : Γ is WR}.
Lemma 3.1. Let τ ∈ Sn be an n-cycle, define
C′n(τ) = {Γ ∈ Cn(τ) : Γ = Λτ (x) for some x ∈ R
n} ,
G′n(τ) = {Γ ∈ Gn(τ) : Γ = Λτ (x) for some x ∈ R
n} ,
W ′n(τ) = {Γ ∈ Wn(τ) : Γ = Λτ (x) for some x ∈ R
n} .
Then n ≤ dimW ′n(τ) ≤ dimG
′
n(τ) = dim C
′
n(τ).
Proof. By the remark above, we can assume without loss of generality that τ =
σn := (1 . . . n), and it is also clear that Cn(τ) and Gn(τ) have the same dimension.
Then the statement of the lemma follows from Lemma 3.2 of [1]. 
Lemma 3.2. Let τ = c1 . . . cℓ be a disjoint cycle decomposition for τ so that ci
is an mi-cycle (mi > 1) for every 1 ≤ i ≤ ℓ and q = n −
∑ℓ
i=1mi. Then the
dimension of the sets Cn(τ) and Gn(τ) is at least n + q(q − 1). This includes the
case of τ being the identity in Sn, when we have ℓ = 0 and n = q.
Proof. For each 1 ≤ i ≤ ℓ, let Λi ⊂ R
mi be a lattice in Cmi(σmi), where σmi is
the standard mi-cycle (1 . . .mi), and let Ω ⊂ R
q be any lattice in Rq. Let us view
each of the lattices Λi and Ω as embedded into R
n: each Λi into the
∑i−1
j=1mj + 1
through
∑i
j=1mi coordinates of R
n, and Ω into the last q coordinates. Then the
lattice
Λ = Λ1 ⊕ · · · ⊕ Λℓ ⊕ Ω ⊂ R
n (8)
is a lattice in Cn(τ). By Lemma 3.1, each Cmi(σmi) has dimension at least mi,
while the dimension of the space of all lattices in Rq is q2. Hence dimension of the
set of all lattices as in (8) is
ℓ∑
i=1
mi + q
2 = n− q + q2,
which completes the proof of the lemma. 
Next we consider the dimension of the set of WR lattices in Gn(τ) when τ is not
an n-cycle.
Lemma 3.3. Let τ ∈ Sn not be an n-cycle, then τ has a decomposition into ℓ > 1
disjoint cycles, as in (2). Define oτ to be the τ-order of a generic vector in R
n as
above. Then
dimWn(τ) ≤ dimGn(τ)−
(⌈
n
oτ
⌉
− 1
)
< dimGn(τ). (9)
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Proof. A trivial implication of Lemma 3.2 is that the set Gn(τ) is not empty for
any τ ∈ Sn. Furthermore, the set Wn(τ) is also not empty, since Z
n ∈ Wn(τ) for
every τ ∈ Sn. Let Λ ∈ Gn(τ), then in order for Λ to be in Wn(τ) the following
conditions have to be satisfied by the successive minima of Λ:
λ1(Λ) = · · · = λn(Λ). (10)
We now show that there are at least
⌈
n
oτ
⌉
− 1 nontrivial polynomial conditions on
Gn(τ) among equations (10). Let us write S(Λ) for the set of minimal vectors of
Λ, then Λ ∈ Wn(τ) if and only if S(Λ) contains n linearly independent vectors.
Suppose that a ∈ S(Λ), then τk(a) ∈ S(Λ) for each k and automatically,
‖a‖ = ‖τk(a)‖
for each k. From Lemma 2.1 we know that oτ (a) ≤ oτ < n, hence there must exist
some b ∈ S(Λ) such that b 6= τk(a) for any k. On the other hand, we must still
have
‖a‖ = ‖b‖,
which now constitutes a nontrivial equation. Hence the polynomial conditions (10)
defining Wn(τ) as a subset of Gn(τ) are not automatically satisfied, and thus carve
out a subset of positive co-dimension. In fact, the number of such equations is at
least the number of blocks of the form Λτ (x) required to span a lattice of rank n
minus 1, which is
⌈
n
oτ
⌉
− 1 > 1. This implies (9). 
Proof of Theorem 1.1. The theorem now follows from Lemma 3.3 and our previous
observation that for any lattice in Gn(τ) there are only finitely many in Cn(τ) and
vice versa, where these proportions depend only on the dimension n. 
There is also another geometric interpretation of our result. Notice that the set
Gn(τ) is closed under isometries, i.e., a lattice Γ is isometric to some lattice Γ
′ ∈
Gn(τ) only if Γ itself is in Gn(τ). It is a well known fact (see, for instance, [2] or [7])
that lattices up to isometry are in bijective correspondence with positive definite
quadratic forms up to arithmetic equivalence. In other words, isometry classes
of matrices in GLn(R)/GLn(Z) are in bijective correspondence with arithmetic
equivalence classes of positive definite n × n symmetric matrices modulo GLn(Z).
Specifically, this correspondence is given by A → AtA where A is a basis matrix
of a full-rank lattice in Rn. The conditions on the basis being Minkowski reduced
translate into a finite collection of linear inequalities in the entries of AtA, which
define a polyhedral cone of full dimension with finitely many facets in the n(n+1)2 -
dimensional space of n× n symmetric matrices; this cone is called the Minkowski
reduction domain (see [12] for details). Points in the interior of each facet of this
cone correspond to lattices with the same automorphism group, i.e., automorphism
groups are constant on the open facets and lattices in the interior of the cone have
the trivial automorphism group {±1}; this fact goes back to the work of Minkowski.
Furthermore, the set of all quadratic forms in n variables whose automorphism
groups contain a fixed subgroup of GLn(Z) is known to be a linear space, called a
Bravais manifold (see, for instance, [12,13]), and the positive definite forms (which
correspond to lattices) in this space form a polyhedral cone. On the other hand,
the subset of well-rounded lattices has co-dimension n in the space of all full-
rank lattices in Rn and is known to be a minimal SL2(Z)-equivariant contractible
deformation retract of this space (see Remark 3.3 of [5] for a detailed overview of
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this construction, which was originally introduced in the work of Soule, Lannes, and
Ash; see also [11] for the proof of minimality of this retract). Then our Theorem 1.1
can be interpreted as a certain characterization of the “size” of intersection of
different facets of the Minkowski domain and Bravais manifolds with the well-
rounded retract.
Acknowledgement. We thank Bryan Ek for noticing a mistake in the original
version of our Lemma 2.1 and suggesting a correction.
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