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1. Introduction
Let C(d, n) denote the set of all d-tuples of commuting n × nmatrices over an algebraically closed
field F of characteristic zero. This set is an affine variety in Fdn
2
, as it is defined by
(
d
2
)
n2 quadratic
equations which entry-wise describe the commutativity of matrices. The question of irreducibility of
C(d, n) has a long history. By the classical result of Motzkin and Taussky [9] (see also [2]) the variety
C(2, n) is irreducible for each positive integer n. On the contrary, for d ≥ 4 the variety C(d, n) is
irreducible if and only if n ≤ 3 (see [2,3]). However, the question of irreducibility of the variety of
commuting triples is much more difficult and it is still not solved completely. This question is closely
related to the problem of approximation of commuting triples by 1-regular ones. Recall from [11] that
thematrixA ∈ Mn(F) is called r-regular if each its eigenspace is atmost r-dimensional, or equivalently,
if Fn is generated by at most r elements as an F[A]-module. For each r ≤ n we denote by Rr(3, n)
the set of all triples (A, B, C) ∈ C(3, n) with A, B or C r-regular. Since for each r ≤ n the set of all
r-regular n × n matrices is open in Mn(F) in the Zariski topology (see [11, Proposition 1]), the set
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Rr(3, n) is open in C(3, n) for each r = 1, 2, . . . , n. In particular, if C(3, n) is irreducible, then each
set Rr(3, n) is dense in C(3, n) in the Zariski topology. On the other hand, anymatrix commuting with
1-regular matrix is a polynomial in that matrix, therefore the Zariski closure R1(3, n) is irreducible
and of dimension n2 + 2n for each positive integer n. Hence the variety C(3, n) is irreducible if and
only if it is equal to R1(3, n). Using approximation by 1-regular triples it was proved in [4,7,12,5,15]
that C(3, n) is irreducible for n ≤ 8. However, on the other side, for n ≥ 30 this variety has too big
dimension to be irreducible, as proved in [3,7].
Toprove the irreducibility ofC(3, n) forn ≤ 8 simultaneous commutative approximationof pairs of
commutingmatrices in the centralizer of the thirdmatrix by 1-regular commuting pairs in the central-
izer of the same matrix was used, since fixing one of the matrices in the triple substantially simplifies
the calculations.With slightmodification of these proofs in some cases we can prove the irreducibility
of the variety of commuting pairs in the centralizer of the givenmatrix, a result whichmay be of inde-
pendent interest. On the other hand, if for each n × nmatrix A the variety of commuting pairs in the
centralizer of A is irreducible, then the variety C(3, n) is irreducible (see Proposition 19 below). With
this motivation we study, in this paper, the varieties of commuting pairs in the centralizers of given
matrices.Wewill use the followingnotation. For an×nmatrixA letC(A)be its centralizer inMn(F) and
C2(A) = {(B, C) ∈ C(A) × C(A); BC = CB}
the variety of pairs of commutingmatrices in the centralizer of A. Wewill study the varieties C2(A) for
thosematricesAwhose Jordan canonical formshave small number of Jordanblocks for each eigenvalue
of A, or equivalently, for r-regularmatriceswhere r is small. If A is 2-regularmatrix, thenNeubauer and
Sethuraman [11] proved that the variety C2(A) is a product of some affine spaces and some irreducible
determinantal varieties. Their result has the following corollary [11, Corollary 10]:
Theorem 1. For any 2-regular matrix A ∈ Mn(F) the variety C2(A) is irreducible.
However, in the 3-regular case the answer to the question of irreducibility of C2(A) is known only
in some special cases. In [13] the following result was proved.
Theorem 2. If A ∈ Mn(F) is nilpotent 3-regular matrix whose Jordan canonical form has all Jordan blocks
of the same size, then the variety C2(A) is irreducible.
The purpose of this paper is twofold. On one hand, we will generalize Theorems 1 and 2 to all
3-regular cases and some 4-regular cases, while on the contrary we will show that the variety C2(A)
can be reducible if A is 5-regular matrix. On the other hand, the results obtained here will be used in
[16] to prove the irreducibility of C(3, 9) and C(3, 10).
The overall plan of this paper is as follows. In Section 2 we recall basic results on the centralizers of
matrices, andwe introduce the polynomial notation defined in [11]. In Section 3we study the set of all
pairs of 1-regularmatrices in C2(A). We show that the Zariski closure of this set is irreducible, and that
this closure is equal to C2(A) if and only if C2(A) is irreducible. We also develop techniques which will
be used in the proofs of the irreducibility of C2(A) in 3-regular and some 4-regular cases. In Section 4
we generalize Theorems 1 and 2. We prove that C2(A) is irreducible if A is 3-regular. This proof will be
different from Neubauer’s and Sethuraman’s proof of Theorem 1 and will be more similar to the proof
of Theorem 2. Namely, we will prove that for 3-regular matrices A each pair of commuting matrices
in the centralizer of A can be simultaneously approximated by pairs of 1-regular commuting matrices
in the centralizer of A, which will imply the irreducibility of C2(A). On the contrary, [13, Theorem 3.1]
shows that the variety C2(A) is not always irreducible. In that theorem such matrix A that C2(A) is
reducible has a large number of Jordan blocks. However, without the restriction to the matrices with
Jordan blocks of the same size the number of Jordan blocks of the matrix A with C2(A) reducible can
be substantially smaller. We will prove in Section 5 that there exists a 5-regular matrix with reducible
variety of commuting pairs in its centralizer. The problem of the irreducibility of C2(A), however, re-
mains open for 4-regular matrices A. In Section 6 wewill partially answer this question.Wewill prove
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that if A is nilpotent 4-regular matrix with at most two nonzero Jordan blocks (i.e. Jordan blocks of
order at least 2), then the variety C2(A) is irreducible. In the last sectionwe showhow the irreducibility
of varieties of commuting pairs in the centralizers of given matrices is connected to the varieties of
commuting triples and to dimension of algebras generated by commuting triples. The results obtained
in this section will be used in [16] to prove irreducibility of the varieties C(3, 9) and C(3, 10).
2. The centralizer of a matrix
In this section we review some basic results on the centralizers of matrices, and we introduce the
polynomial notation defined in [11]. This notation will help us to simplify the calculations in Sections
4 and 6.
First we note that for each matrix A ∈ Mn(F) and each invertible matrix P ∈ GLn(F) the linear
maps ϕ : C(A) → C(P−1AP) andψ : C2(A) → C2(P−1AP) defined by ϕ(X) = P−1XP andψ(X, Y) =
(P−1XP, P−1YP) are isomorphisms of varieties. In particular, the irreducibility of C2(A) is equivalent
to the irreducibility of the variety of commuting pairs in the centralizer of the Jordan canonical form
of A. Therefore it suffices to consider only the varieties of commuting pairs in the centralizers of
matrices in the Jordan canonical form. Let A be such matrix. Then A is a block diagonal matrix A =
diag (A1, A2, . . . , Ak), where Ai is a matrix in the Jordan canonical formwith a single eigenvalue λi for
each i = 1, 2, . . . , k, and λi = λj for i = j. It is a standard result (see e.g. [11, Lemma 3]) that
C(A) ∼= C(A1) × C(A2) × · · · × C(Ak) and C2(A) ∼= C2(A1) × C2(A2) × · · · × C2(Ak),
hence it suffices to consider only the varieties C2(A) where A is a matrix in the Jordan canonical form
with single eigenvalue. Moreover, we can assume that A is nilpotent, since the varieties C2(A) and
C2(A − λI) are equal for any λ ∈ F.
Nowwe turn to the description of the centralizer of a nilpotentmatrix in the Jordan canonical form.
In the following proposition we describe the structure of the matrices which commute with the given
nilpotent matrix in the Jordan canonical form. This is a well-known result (see e.g. [14, Theorem 6 in
Chapter 1]), therefore we state it without the proof.
Proposition 3. Let A = diag (J1, J2, . . . , Jk) ∈ Mn(F) be a nilpotent matrix in the Jordan canonical form
where each Ji is nilpotent Jordan block of size ni × ni (and n1 + n2 +· · ·+ nk = n). Then the centralizer of
the matrix A consists of all block matrices B = [Bij]ki,j=1 where each block Bij is an arbitrary ni × nj upper
triangular and Toeplitz matrix, i.e. if ni = nj, then
Bij =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b
(0)
ij b
(1)
ij b
(2)
ij · · · b(min{ni,nj}−1)ij
0 b
(0)
ij b
(1)
ij · · · b(min{ni,nj}−2)ij
...
. . .
. . .
. . .
...
0 · · · 0 b(0)ij b(1)ij
0 · · · 0 b(0)ij
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
while for ni > nj it has ni − nj additional rows of zeros at the end, and for ni < nj it has nj − ni additional
columns of zeros at the beginning.
Consequently, if n1 ≥ n2 ≥ · · · ≥ nk, then dim C(A) = n1 + 3n2 + · · · + (2k − 1)nk.
Although we have an explicit characterization of the matrices that commute with a matrix A ∈
Mn(F)which is in the Jordan canonical form, the variety C2(A) is still difficult to investigate because of
the large number of equations that describe the commutativity of two matrices from C(A). Therefore
we will use the polynomial notation introduced in [11]. Let B be a matrix described in the proposition
and assume that n1 ≥ n2 ≥ · · · ≥ nk . For each i, j = 1, 2, . . . , k we define the polynomial
bij(t) = b(0)ij + b(1)ij t + b(2)ij t2 + · · · + b(min{ni−1,nj−1})ij tmin{ni−1,nj−1} ∈ F[t].
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Since thepolynomial bij(t) is of degree atmostmin{ni−1, nj−1}, it canbe considered as an element of
the quotient ring F[t]/(tmin{ni,nj}F[t]), which we will denote shortly by F[t]/tmin{ni,nj}. Furthermore,
we define the matrix of polynomials
B(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b11(t) t
n1−n2b12(t) tn1−n3b13(t) · · · tn1−nkb1k(t)
b21(t) b22(t) t
n2−n3b23(t) · · · tn2−nkb2k(t)
b31(t) b32(t) b33(t) · · · tn3−nkb3k(t)
...
...
...
. . .
...
bk1(t) bk2(t) bk3(t) · · · bkk(t)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (1)
Note that the matrix B(t)was defined in such a way that the elements of its ith row belong to F[t]/tni
for each i = 1, 2, . . . , k. Clearly the map which maps B to B(t) is bijective and linear, therefore C(A)
is as a vector space isomorphic to the vector space of all matrices of the form (1). Moreover, for each
i, j = 1, 2, . . . , k the quotient ringF[t]/tni can be considered as amodule overF[t]/tnj for the obvious
multiplication, and the natural multiplication of the matrices of the form (1) is well-defined. It can be
verified that this multiplication corresponds to the usual multiplication of matrices in C(A), therefore
themapwhich sends B to B(t) is an algebra isomorphism between C(A) and the algebra of all matrices
of the form (1). Because of this isomorphism we can identify B(t) and B. In the paper we will write B
instead of B(t) and the matrix B(t) will be considered as an element of C(A).
3. 1-regular pairs in C2(A)
To prove the irreducibility of varieties C(3, n) the approximation by 1-regular triples play an
important role, since C(3, n) is irreducible if and only if it is equal to the Zariski closure R1(3, n).
As we will see, the irreducibility of varieties C2(A) in 3-regular and some 4-regular cases will also be
proved by approximation with 1-regular pairs in C2(A). In this section we will establish this connec-
tion. We will use the following notation. For a matrix A ∈ Mn(F) let R(A) be the set of all 1-regular
matrices in the centralizer of A, and R2(A) the subset of C2(A) consisting of all pairs (B, C) ∈ C2(A)
where B or C is 1-regular matrix. Note that the sets R(A) and R2(A) are open in C(A) and C2(A), re-
spectively. Moreover, they are nonempty, since each matrix commutes with some 1-regular matrix.
The irreducibility of the vector space C(A) then immediately implies that C(A) = R(A). The aim of this
section is to prove that the variety C2(A) is irreducible if and only if it is equal to the Zariski closure
R2(A).
Proposition 4. For anymatrix A ∈ Mn(F) the variety R2(A) is irreducible and of dimension n+dim C(A).
Proof. Let R′2(A) be the set of all pairs (B, C) ∈ C2(A) with B 1-regular. We will prove that the variety
R′2(A) is irreducible and of dimension n + dim C(A). Let the polynomial map
ϕ : R(A) × Fn−1[x] → R′2(A)
be defined by
ϕ(B, p) = (B, p(B)).
Since any matrix which commutes with 1-regular matrix is a polynomial in that matrix, the map ϕ is
a bijection. Moreover, its inverse is a rational map, therefore R′2(A) is irreducible by Proposition 5 in
[1, Chapter 4, Section 5], and dim R′2(A) = dim R(A)+ n = dim C(A)+ n by Corollary 7 in [1, Chapter
9, Section 5].
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To finish the proof we have to prove that R2(A) = R′2(A). Since R′2(A) ⊆ R2(A), it suffices to prove
that R2(A) ⊆ R′(A). Let (B, C) ∈ R2(A) be an arbitrary pair. If B is 1-regular, then the pair (B, C) belongs
to R′2(A), therefore we will assume that C is 1-regular matrix, while B is not. Consider the line
L = {((1 − λ)C + λB, C); λ ∈ F} ⊆ R2(A).
Since (C, C) ∈ R′2(A) ∩ L, the set R′2(A) ∩ L is nonempty. Moreover, this set is open in L, since R′2(A)
is open in C2(A). The irreducibility of L then implies that L = R′2(A) ∩ L ⊆ R′2(A), and in particular,
(B, C) ∈ R′2(A). 
Corollary 5. The variety C2(A) is irreducible if and only if the set R2(A) is dense in C2(A) in the Zariski
topology.
Proof. If C2(A) is irreducible, then each its nonempty open subset is dense, and in particular, R2(A) =
C2(A). On the other hand, if R2(A) is dense in C2(A), then C2(A) is irreducible by the previous proposi-
tion. 
In the rest of this sectionweprove some results on the varietiesR2(A),whichwill beused in Sections
4 and 6 in the proofs of the irreducibility of C2(A) in 3-regular case and some 4-regular cases. First we
describe some reductions that will occur in these proofs.
Lemma 6. Let A ∈ Mn(F) be any matrix and ϕ : C2(A) → C2(A) a polynomial map that maps R2(A) to
R2(A). If the pair (B, C) belongs to R2(A), then the pair ϕ(B, C) also belongs to R2(A). If, additionally, ϕ is
bijective with a polynomial inverse which also maps R2(A) to R2(A), then the pair (B, C) belongs to R2(A)
if and only if the pair ϕ(B, C) belongs to R2(A).
Proof. Clearly it suffices to prove only the first part of the lemma. However, this is easy, since the
polynomial map is continuous in the Zariski topology and the assumption ϕ(R2(A)) ⊆ R2(A) implies
that ϕ(R2(A)) ⊆ ϕ(R2(A)) ⊆ R2(A). 
Corollary 7. Let (B, C) ∈ C2(A) be an arbitrary pair, P ∈ C(A) ∩ GLn(F) any invertible matrix in the
centralizer of A and Q ∈ GLn(F) any invertible matrix such that AT = Q−1AQ. Furthermore, let p ∈ F[x]
and q ∈ F[x, y] be any polynomials. Then the pair (B, C) belongs to R2(A) if and only if any of the following
holds:
(i) (C, B) ∈ R2(A),
(ii) (P−1BP, P−1CP) ∈ R2(A),
(iii) (QBTQ−1,QCTQ−1) ∈ R2(A),
(iv) (B + q(A, C), C + p(A)) ∈ R2(A),
(v) (B + p(A), C + q(A, B)) ∈ R2(A).
Proof. The first equivalence follows directly from the definition of R2(A). The next two equivalences
are also easy, since we simply apply the previous lemma to the isomorphisms ϕ,ψ : C2(A) → C2(A)
defined by ϕ(X, Y) = (P−1XP, P−1YP) andψ(X, Y) = (QXTQ−1,QTYQ−1), which clearly map R2(A)
to itself. The last two items are equivalent in view of the first one, so we will prove only the fourth
one. The polynomial map ϑ : C2(A) → C2(A) defined by ϑ(X, Y) = (X + q(A, Y), Y + p(A)) is an
isomorphismwith the inverse defined by ϑ−1(X, Y) = (X − q(A, Y − p(A)), Y − p(A)). To prove that
ϑ and ϑ−1 map R2(A) to R2(A) let (X, Y) ∈ R2(A) be an arbitrary pair. Assume that X is 1-regular (the
case with Y 1-regular can be done similarly) and consider the line
L = {(X + λq(A, Y), Y + p(A)); λ ∈ F} ⊆ C2(A).
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The setL∩R2(A) is nonempty, since it contains the pair (X, Y+p(A)). However, since the setL∩R2(A)
is open in L and L is irreducible, it follows that L = L ∩ R2(A) ⊆ R2(A), and in particular, ϑ(X, Y) =
(X + q(A, Y), Y + p(A)) ∈ R2(A). Similar argument shows that ϑ−1 also maps the pair (X, Y) to the
closure R2(A). Therefore ϑ and ϑ
−1 map the set R2(A) to its closure and the previous lemma implies
that (B, C) ∈ R2(A) if and only if (B + q(A, C), C + p(A)) ∈ R2(A). 
While proving that some pair (B, C) belongs to R2(A) it is inmany cases convenient to assume some
open condition on the entries of B and C. In general such open conditions cannot be assumed with
no loss of generality, but if the pair (B, C) belongs to some irreducible subvariety of C2(A), then the
following lemma will allow us to assume any open condition on B and C.
Lemma 8. Assume that the pair (B, C) ∈ C2(A) belongs to some irreducible subvariety V of C2(A). If there
exists a nonempty open subset U ⊆ V such that (B′, C′) ∈ R2(A) for each pair (B′, C′) ∈ U , then the pair
(B, C) also belongs to R2(A).
Proof. The assumption of the lemma is equivalent to U ⊆ R2(A) which implies that U ⊆ R2(A).
However, since the variety V is irreducible, each its nonempty open subset has to be dense, therefore
U = V and V ⊆ R2(A). In particular, (B, C) ∈ R2(A). 
Nowwe turn to the 3-regular case and some4-regular cases. The following resultswill be crucial for
the proofs of the irreducibility of varieties C2(A) in Sections 4 and 6. First we will reduce our problem
to the nilpotent case and then we will recall from [12,5,15] the concept of simultaneous commutative
approximation.
Lemma 9. Let A ∈ Mn(F) and (B, C) ∈ C2(A). Assume that
(a) either A is 3-regular matrix and for each n′ < n and each 3-regular matrix A′ ∈ Mn′(F) the variety
C2(A
′) has been proven to be irreducible,
(b) or A is nilpotent 4-regular matrix whose Jordan canonical form has j nonzero Jordan blocks for
some j ∈ {1, 2} and for each n′ < n and each nilpotent 4-regular matrix A′ ∈ Mn′(F) whose
Jordan canonical form has at most j nonzero Jordan blocks the variety C2(A
′) has been proven to be
irreducible.
If the matrices A, B and C commute with some matrix which has at least two distinct eigenvalues, then the
pair (B, C) belongs to R2(A).
Proof. Since the matrices A, B and C commute with a matrix with two distinct eigenvalues, they
can be in some basis written in the block diagonal form. However, the simultaneous conjugation
(X, Y) → (P−1XP, P−1YP) is clearly an isomorphism of varieties C2(A) → C2(P−1AP) which maps
R2(A) toR2(P
−1AP), so thepair (B, C) ∈ C2(A)belongs toR2(A) if andonly if thepair (P−1BP, P−1CP) ∈
C2(P
−1AP) belongs to R2(P−1AP). Therefore we can assume that A, B and C are block diagonal, i.e.
A =
⎡
⎣ A1 0
0 A2
⎤
⎦ , B =
⎡
⎣ B1 0
0 B2
⎤
⎦ and C =
⎡
⎣ C1 0
0 C2
⎤
⎦
for somematricesA1, B1, C1 ∈ Mn1(F) andA2, B2, C2 ∈ Mn2(F), where 0 < n1, n2 < n and n1+n2 =
n. IfA is 3-regularmatrix, then thematricesA1 andA2 are clearly3-regular, and ifA is nilpotent4-regular
matrixwhose Jordan canonical formhas atmost j ∈ {1, 2} nonzero Jordan blocks, then the same holds
also for A1 and A2. Moreover, the pair (Bi, Ci) belongs to C2(Ai) for i = 1, 2. The assumptions of the
lemma then imply that (Bi, Ci) ∈ R2(Ai) for i = 1, 2, therefore (B, C) ∈ R2(A1) × R2(A2).
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To finish the proof of the lemma it remains to prove that R2(A1)×R2(A2) ⊆ R2(A). For an arbitrary
pair (X, Y) ∈ R2(A1) × R2(A2) let L be the affine space of all pairs
⎛
⎝X +
⎡
⎣ 0 0
0 λI
⎤
⎦ , Y +
⎡
⎣ 0 0
0 μI
⎤
⎦
⎞
⎠ ,
whereλ,μ ∈ F are arbitrary. The setL∩R2(A) is nonempty and open inL. The irreducibility ofL then
implies that L = L ∩ R2(A) ⊆ R2(A), so (X, Y) ∈ R2(A). We proved that R2(A1) × R2(A2) ⊆ R2(A),
therefore R2(A1) × R2(A1) ⊆ R2(A), which completes the proof of the lemma. 
Lemma 10. Let A ∈ Mn(F) be any matrix and (B, C) ∈ C2(A). Furthermore, let X, Y ∈ Mn(F) be such
matrices that (B + λX, C + λY) ∈ C2(A) for each λ ∈ F. If there exists a nonempty open subset U of F
such that for each λ ∈ U the pair (B+λX, C+λY) belongs to R2(A), then the pair (B, C) belongs to R2(A).
Proof. Let L = {(B + λX, C + λY); λ ∈ F} ⊆ C2(A) and let the map ϕ : F → L be defined by
ϕ(λ) = (B+λX, C +λY). By the assumption of the lemmawe have ϕ(U) ⊆ R2(A). The irreducibility
of F then implies that L = ϕ(F) = ϕ(U) ⊆ ϕ(U) ⊆ R2(A). In particular, (B, C) ∈ R2(A). 
Corollary 11. Let A ∈ Mn(F) and (B, C) ∈ C2(A), and assume that one of the assumptions (a) and (b) of
Lemma 9 is satisfied. Furthermore, let X, Y ∈ Mn(F) be such matrices that (B+ λX, C + λY) ∈ C2(A) for
each λ ∈ F and assume that there exists a nonempty open subset U of F such that B + λX or C + λY has
at least two distinct eigenvalues for each λ ∈ U . Then the pair (B, C) belongs to R2(A).
In particular, if X or Y has at least two distinct eigenvalues, then the pair (B, C) belongs to R2(A).
Proof. The first part follows immediately from the previous two lemmas, therefore we need to prove
only the second part of the corollary. Let L′ = {(X + λB, Y + λC); λ ∈ F} and let U ′ be the set of
all scalars λ ∈ F such that X + λB or Y + λC has at least two distinct eigenvalues. Furthermore,
let the map ϕ′ : F → L′ be defined by ϕ′(λ) = (X + λB, Y + λC). If pZ is the characteristic
polynomial of a n×nmatrix Z and p′Z its derivative, then Z has a single eigenvalue if and only if pZ(t) =
(t − λ)n for some λ ∈ F, which is equivalent to the closed condition (p′Z(t))n = (−n)n(pZ(t))n−1.
The condition that a matrix has at least two distinct eigenvalues is therefore open, and the set V ′ of all
pairs (X+λB, Y+λC) ∈ L′ where X+λB or Y+λC has at least two distinct eigenvalues is open. Since
ϕ′ is continuous in the Zariski topology, the set U ′ = ϕ′−1(V ′) is open, therefore it is a complement
of a finite subset of F. The second part of the corollary now follows from the first part, applied to the
open set U = {λ ∈ F; λ = 0, 1
λ
∈ U ′}. 
4. Irreducibility of C2(A) in 3-regular case
In this section we prove the irreducibility of C2(A) for 3-regular matrices A.
Theorem 12. For any 3-regular matrix A ∈ Mn(F) the variety C2(A) is irreducible.
Proof. Wewill prove the theorem by induction on the size of thematrix A. By Corollary 5 it suffices to
prove that thesetR2(A) isdense inC2(A) in theZariski topology. Ifn = 1, then thevarietyC2(A) ∼= F×F
is clearly irreducible, and R2(A) = C2(A). Let n > 1 and suppose that R2(A′) = C2(A′) for all 3-regular
matrices A′ ∈ Mn′(F) where n′ < n. Let (B, C) be an arbitrary pair of commuting matrices in the
centralizer of A. We have to prove that the pair (B, C) belongs to R2(A). If some linear combination of A,
B and C has at least two distinct eigenvalues, then the inductive assumption and Lemma 9 imply that
the pair (B, C) belongs to R2(A). We will therefore assume that each linear combination of A, B and
C has a single eigenvalue. Furthermore, the varieties C2(A) and C2(A − λI) are equal for each λ ∈ F,
thereforewe can assume that A is nilpotent. Moreover, for any scalarsμ, ν ∈ F the linearmap defined
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by ϕ(X, Y) = (X − μI, Y − νI) is an automorphism of C2(A)which clearly maps R2(A) to itself, so by
Lemma 6 we can assume that B and C are also nilpotent.
As shown in the beginning of Section 2, we can assume that the matrix A is in the Jordan canonical
form. Since it is 3-regular and nilpotent, it has at most three Jordan blocks. If it has at most two Jordan
blocks, then it is 2-regular and the variety C2(A) is irreducible by Theorem 1. Thereforewewill assume
that the matrix A has exactly three Jordan blocks. Let k ≥ l ≥ m be their orders (and n = k + l + m)
and let α = k − l and β = l − m. Using the polynomial notation described by (1) the matrices B and
C look like
B =
⎡
⎢⎢⎢⎣
a(t) tαb(t) tα+βc(t)
d(t) e(t) tβ f (t)
g(t) h(t) i(t)
⎤
⎥⎥⎥⎦ and C =
⎡
⎢⎢⎢⎣
a′(t) tαb′(t) tα+βc′(t)
d′(t) e′(t) tβ f ′(t)
g′(t) h′(t) i′(t)
⎤
⎥⎥⎥⎦
for some polynomials a, a′ ∈ F[t]/tk , b, b′, d, d′, e, e′ ∈ F[t]/tl and c, c′, f , f ′, g, g′, h, h′, i, i′ ∈
F[t]/tm (such that the entries of first rows of the matrices B and C belong to F[t]/tk , the entries of
the second rows to F[t]/tl and the entries of the third rows to F[t]/tm). By Corollary 7(iv) the pair
(B, C) belongs to R2(A) if and only if the pair (B − a(A), C − a′(A)) belongs to R2(A), therefore we
can assume that a(t) = a′(t) = 0. The commutativity relation of B and C is then equivalent to the
following equations:
b(t)d′(t) + tβc(t)g′(t) = b′(t)d(t) + tβc′(t)g(t) (2)
b(t)e′(t) + tβc(t)h′(t) = b′(t)e(t) + tβc′(t)h(t) (3)
b(t)f ′(t) + c(t)i′(t) = b′(t)f (t) + c′(t)i(t) (4)
e(t)d′(t) + tβ f (t)g′(t) = e′(t)d(t) + tβ f ′(t)g(t) (5)
tαd(t)b′(t) + tβ f (t)h′(t) = tαd′(t)b(t) + tβ f ′(t)h(t) (6)
tαd(t)c′(t) + e(t)f ′(t) + f (t)i′(t) = tαd′(t)c(t) + e′(t)f (t) + f ′(t)i(t) (7)
h(t)d′(t) + i(t)g′(t) = h′(t)d(t) + i′(t)g(t) (8)
tαg(t)b′(t) + h(t)e′(t) + i(t)h′(t) = tαg′(t)b(t) + h′(t)e(t) + i′(t)h(t), (9)
where the first, second, fourth and fifth equation hold in F[t]/tl and the others in F[t]/tm. We will
consider two cases:
Case 1: Assume that at least one of the polynomials b(t), b′(t), d(t) and d′(t) has nonzero constant
term. Since by Corollary 7(i) we can exchange B and C, we can assume that b(t) or d(t) has nonzero
constant term. Moreover, let P ∈ GLn(F) be such matrix that AT = P−1AP. Then
PBTP−1 =
⎡
⎢⎢⎢⎣
0 tαd(t) tα+βg(t)
b(t) e(t) tβh(t)
c(t) f (t) i(t)
⎤
⎥⎥⎥⎦ and PCTP−1 =
⎡
⎢⎢⎢⎣
0 tαd′(t) tα+βg′(t)
b′(t) e′(t) tβh′(t)
c′(t) f ′(t) i′(t)
⎤
⎥⎥⎥⎦ .
Since by Corollary 7(iii) we can consider the pair (PBTP−1, CPTP−1) instead of the pair (B, C), we can
assume that the constant termof b(t) is nonzero. Since by Corollary 7(ii)we can conjugate thematrices
B and C by
⎡
⎢⎢⎢⎣
1 0 0
0 b(t) tβb(t)c(t)
0 0 1
⎤
⎥⎥⎥⎦
−1
, we can assume that b(t) = 1 and c(t) = 0. Furthermore, we
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will assume that b′(t) = 0, since by Corollary 7(v) we can consider the pair (B, C − b′(A)B) instead of
(B, C). The commutativity relation of B and C then implies that
d′(t) = tβg(t)c′(t), e′(t) = tβh(t)c′(t), f ′(t) = i(t)c′(t),
and the equations (5)–(9) are equivalent to the following equations in Fm:
f (t)g′(t) = (d(t)h(t) + g(t)(i(t) − e(t)))c′(t) (10)
f (t)h′(t) = (tαg(t) + h(t)i(t))c′(t) (11)
f (t)i′(t) = (i(t)(i(t) − e(t)) + tβ f (t)h(t) − tαd(t))c′(t) (12)
tβg(t)h(t)c′(t) + i(t)g′(t) = d(t)h′(t) + g(t)i′(t) (13)
tβh(t)2c′(t) + (i(t) − e(t))h′(t) = tαg′(t) + h(t)i′(t). (14)
We will finish the proof of Case 1 by proving that the pair (B, C) belongs to R2(A), using induction on
the biggest power of t that divides h′(t).
If t does not divide h′(t), then we define
X =
⎡
⎢⎢⎢⎣
0 0 0
g′(t) h′(t) tβh(t)c′(t)
0 0 h′(t)
⎤
⎥⎥⎥⎦ and Y =
⎡
⎢⎢⎢⎣
0 0 0
0 0 tβh′(t)c′(t)
0 0 0
⎤
⎥⎥⎥⎦ .
The equation (14) implies that the matrices B + λX and C + λY commute for each λ ∈ F. Since the
matrix X has two distinct eigenvalues (0 and h′(0)), Corollary 11 implies that (B, C) ∈ R2(A).
In the sequel assume that t divides h′(t). Let γ ′ > 0 be the biggest integer such that tγ ′ divides
h′(t) (if h′(t) = 0, then we define γ ′ = m) and assume that the inductive assumption is satisfied for
all nonnegative integers smaller than γ ′. Similarly, let γ be the biggest nonnegative integer such that
tγ divides h(t) (with γ = m if h(t) = 0). Let P =
⎡
⎢⎢⎢⎣
1 0 0
0 1 −tβc′(t)
0 0 1
⎤
⎥⎥⎥⎦. By Corollaries 7(ii) and (iv) the
pair (B, C) belongs to R2(A) if and only if the pair (P
−1(B + C)P, P−1CP) belongs to R2(A), therefore
we can assume that γ ≤ γ ′.
Suppose that tγ does not divide i(t) − e(t). Then there exists μ ∈ F such that h′(t) + μ(i′(t) −
e′(t))−μ2tβ f ′(t)−μtβc′(t)(h(t)+μ(i(t)−e(t))−μ2tβ f (t)) is not divisible by tγ ′+1 and the biggest
power of t dividing h(t)+μ(i(t)− e(t))−μ2tβ f (t) is not bigger than the biggest power of t dividing
i(t) − e(t) − 2μtβ f (t). Let P =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 μ 1
⎤
⎥⎥⎥⎦. Corollaries 7(ii) and (v) imply that the pair (B, C) belongs
to R2(A) if and only if the pair (P
−1BP, P−1(C − μAβc′(A)B)P) belongs to R2(A). If the polynomial in
the third row and the second column of P−1(C − μAβc′(A)B)P is not divisible by tγ ′ , then the pair
(P−1BP, P−1(C − Aβc′(A)B)P) (and therefore (B, C)) belongs to R2(A) by the inductive assumption.
Otherwise, after the transformation (B, C) → (P−1BP, P−1(C − μAβc′(A)B)P) we obtain a pair of
matrices of the same structure as before this transformation, but the biggest power of t dividing the
polynomial in the third row and the second column of P−1BP is not bigger than the biggest power of t
dividing the difference between the last two diagonal polynomials of the same matrix. Therefore we
will in the sequel assume that tγ divides i(t) − e(t).
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Let P =
⎡
⎢⎢⎢⎣
1 0 0
1 1 0
0 0 1
⎤
⎥⎥⎥⎦. By Corollaries 7(ii) and (iv) the pair (B, C) belongs to R2(A) if and only if the pair
(P−1(B − Aα)P, P−1CP) belongs to R2(A). However, the polynomials in the third row and the second
column of B and of P−1(B − Aα)P are the same, while the difference between the last two diagonal
polynomials of B and the difference between the corresponding polynomials in P−1(B−Aα)P differ by
tα . By the previous paragraph we can assume that this difference is divisible by tγ , so we can assume
that γ ≤ α.
If tγ does not divide f (t), then we define
X =
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
0 f (t) 0
⎤
⎥⎥⎥⎦ and Y =
⎡
⎢⎢⎢⎣
0 0 0
0 tβ f (t)c′(t) 0
d(t)c′(t) i(t)c′(t) tβ f (t)c′(t)
⎤
⎥⎥⎥⎦ .
By (12) the matrices B + λX and C + λY commute for each λ ∈ F and for λ = 0 the biggest power
of t dividing h(t) + λf (t) is not bigger than the biggest power of t dividing f (t). If we prove that
(B+ λX, C + λY) ∈ R2(A) for each λ = 0, then by Lemma 10 the pair (B, C)will also belong to R2(A).
In the sequel we will therefore assume that tγ divides also f (t).
If h(t) = 0, then by the above considerations we have also i(t) = e(t) and f (t) = 0. There
clearly exist polynomials p, q ∈ F[t]/tm, not both of them divisible by t, such that the equation
p(t)d(t) + q(t)g(t) = 0 is satisfied in F[t]/tm. For such p and q the matrix X =
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
0 p(t) q(t)
⎤
⎥⎥⎥⎦
commutes with B. If p(t) is not divisible by t, then h′(t) + λp(t) is not divisible by t for λ = 0, and
if q(t) is not divisible by t, then the matrix X has two distinct eigenvalues (0 and q(0)). In both cases
the pair (B, C + λX) belongs to R2(A) for each λ = 0. Lemma 10 then implies that the pair (B, C) also
belongs to R2(A).
From now on we will assume that h(t) is nonzero in F[t]/tm, i.e. that γ < m. We define the
following polynomials of degree at most m − γ − 1: f˜ (t) = f (t)
tγ
and h˜(t) = h(t)
tγ
. Assume first
that f (t), d(t)h(t) + g(t)(i(t) − e(t)), tαg(t) + h(t)i(t) and i(t)(i(t) − e(t)) + tβ f (t)h(t) − tαd(t)
are zero polynomials in F[t]/tm. We can assume that the corresponding polynomials in the matrix
P−1(B + C)P where P =
⎡
⎢⎢⎢⎣
1 0 0
0 1 −tβc′(t)
0 0 1
⎤
⎥⎥⎥⎦ are also zero, since by Corollaries 7(ii) and (iv) the pair
(B, C) belongs to R2(A) if and only if the pair (P
−1(B+ C)P, P−1CP) belongs to R2(A). The polynomial
h˜(t) is not divisible by t, therefore it is invertible in the quotient rings F[t]/tl ,F[t]/tm and F[t]/tm−γ .
Let h˜(t)−1 be its inverse in F[t]/tl . Then d(t) = −h˜(t)−1g(t) · i(t)−e(t)
tγ
+ d˜(t)tm−γ and i(t) =
−h˜(t)−1g(t)tα−γ + i˜(t)tm−γ for some d˜ ∈ F[t]/tβ+γ and some i˜ ∈ F[t]/tγ . There exist polynomials
p, q ∈ F[t]/tm, not both of them divisible by t, such that the equation i˜(t)p(t) = d˜(t)q(t) is satisfied
in F[t]/tm. For such polynomials p and q the matrix
X =
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
h˜(t)p(t) h˜(t)q(t) i(t)−e(t)
tγ
q(t) − tα−γ p(t)
⎤
⎥⎥⎥⎦
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commutes with B. If q(t) is not divisible by t, then h′(t) + λh˜(t)q(t) is not divisible by t for λ = 0.
As proved above, the pair (B, C + λX) then belongs to R2(A) for each λ = 0 and Lemma 10 implies
that the pair (B, C) also belongs to R2(A). Similarly, if p(t) is not divisible by t, then g
′(t) + λh˜(t)p(t)
is not divisible by t for λ = 0 and the same lemma allows us to assume that g′(t) is not divisible by t.
However, since the pair (B, C) belongs to R2(A) if and only if the pair (P
−1(B + C)P, P−1CP) belongs
to R2(A), we can assume also that g(t) is not divisible by t. Then there exists p ∈ F[t]/tm such that
g(t)p(t) = −d˜(t) in F[t]/tm, and for such polynomial p the matrix
X =
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
0 h˜(t) i(t)−e(t)
tγ
+ h˜(t)p(t)tm−γ
⎤
⎥⎥⎥⎦
commuteswith B. For λ = 0 the polynomial h′(t)+λh˜(t) is not divisible by t, therefore (B, C+λX) ∈
R2(A) for each λ = 0, and Lemma 10 implies that the pair (B, C) also belongs to R2(A).
In the sequel we will assume that at least one of the polynomials f (t), d(t)h(t) + g(t)(i(t) − e(t)),
tαg(t) + h(t)i(t) and i(t)(i(t) − e(t)) + tβ f (t)h(t) − tαd(t) is nonzero in F[t]/tm. Then there exists
the biggest nonnegative integer δ < m such that tδ divides all of them. We define the following
polynomials in F[t]/tm−δ (i.e. the polynomials of degree at mostm − δ − 1):
u(t) = d(t)h(t) + g(t)(i(t) − e(t))
tδ
, v(t) = t
αg(t) + h(t)i(t)
tδ
,
w(t) = i(t)(i(t) − e(t)) + t
β f (t)h(t) − tαd(t)
tδ
and z(t) = f (t)
tδ
.
The matrix
X =
⎡
⎢⎢⎢⎣
0 0 tα+βz(t)
tβg(t)z(t) tβh(t)z(t) tβ i(t)z(t)
u(t) v(t) w(t)
⎤
⎥⎥⎥⎦
then commutes with B. Since at least one of the polynomials u(t), v(t),w(t) and z(t) is not divisible by
t and since by Lemma 10 it suffices to prove that (B, C + λX) ∈ R2(A) for each λ = 0, we can assume
that at least one of the polynomials g′(t), h′(t), i′(t) and c′(t) is not divisible by t. If v(t) has nonzero
constant term, then we can assume that h′(t) has nonzero constant term and then we already know
that (B, C) ∈ R2(A). Therefore we can in the sequel assume that v(t) and h′(t) are both divisible by t.
If w(t) is not divisible by t, then we can assume that i′(t) has nonzero constant term. If β > 0, then
thematrix C has two distinct eigenvalues and (B, C) ∈ R2(A) by Lemma 9. However, if β = 0 and e′(t)
has nonzero constant term, then C has distinct eigenvalues 0 and e′(0), while if e′(t) has zero constant
term, then the trace of the matrix C is nonzero and C has again at least two distinct eigenvalues. In
both cases the pair (B, C) belongs to R2(A) by Lemma 9.
If u(t) has nonzero constant term, then we can assume that g′(t) has nonzero constant term. Since
tγ divides h(t) and i(t) − e(t), it divides also d(t)h(t) + g(t)(i(t) − e(t)), i.e. tγ divides tδu(t). Since
u(t) is not divisible by t, it follows that γ ≤ δ. Moreover, since u(t) is not divisible by t, it is invertible
in the quotient ringsF[t]/tl ,F[t]/tm andF[t]/tm−δ . Let u(t)−1 be its inverse inF[t]/tm. The equation
(10) then implies that c′(t) = u(t)−1z(t)g′(t)+ c˜′(t)tm−δ for some polynomial c˜′(t) of degree atmost
δ − 1. If we define
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X =
⎡
⎢⎢⎢⎣
0 0 0
0 tδ−γ u(t) 0
0 0 tδ−γ u(t)
⎤
⎥⎥⎥⎦ and Y =
⎡
⎢⎢⎢⎣
0 0 0
0 0 tβ(f˜ (t)g′(t) + c˜′(t)u(t)tm−γ )
0 h˜(t)g′(t) i(t)−e(t)
tγ
g′(t)
⎤
⎥⎥⎥⎦ ,
then thematrices B+λX and C+λY commute for eachλ ∈ F. Since the polynomial h′(t)+λh˜(t)g′(t)
hasnonzero constant term forλ = 0, thepair (B, C+λX)belongs toR2(A) for eachλ = 0and therefore
also (B, C) ∈ R2(A).
However, if u(t), v(t) andw(t) are all divisible by t, then z(t) is not divisible by t andwe can assume
that c′(t) is not divisible by t. Since tδ is the biggest power of t that divides f (t), it follows that γ ≤ δ.
However, if we define
X =
⎡
⎢⎢⎢⎣
0 0 0
g′(t) h′(t) tβh(t)c′(t)
0 0 h′(t)
⎤
⎥⎥⎥⎦ and Y =
⎡
⎢⎢⎢⎣
0 0 0
0 0 tβh′(t)c′(t)
0 0 0
⎤
⎥⎥⎥⎦ ,
then by (14) the matrices B + λX and C + λY commute for each λ ∈ F and for λ = 0 the polynomial
f (t) + λh(t)c′(t) is divisible by tγ , but not by tγ+1. Since by Lemma 10 it suffices to prove that
(B + λX, C + λY) ∈ R2(A) for λ = 0, we can assume that f (t) is not divisible by tγ+1, i.e. we can
assume that γ = δ. Moreover, if we define
X =
⎡
⎢⎢⎢⎣
0 0 0
0 f (t) 0
0 0 f (t)
⎤
⎥⎥⎥⎦ and Y =
⎡
⎢⎢⎢⎣
0 0 0
0 0 tβ f (t)c′(t)
0 h(t)c′(t) (i(t) − e(t))c′(t)
⎤
⎥⎥⎥⎦ ,
then by (10) the matrices B + λX and C + λY commute for each λ ∈ F. If γ < γ ′, then for each
λ = 0 the pair (B, C + λX) belongs to R2(A) by the inductive assumption, and by Lemma 10 the pair
(B, C) also belongs to R2(A). In the sequel we will therefore assume that γ = γ ′, and in particular,
γ > 0. Since f˜ (t) = z(t) is not divisible by t, it is invertible in the quotient rings F[t]/tl , F[t]/tm and
F[t]/tm−γ . Let f˜ (t)−1 be its inverse in F[t]/tm. The equations (10)–(12) then imply that
g′(t) = f˜ (t)−1u(t)c′(t) + g˜′(t)tm−γ ,
h′(t) = f˜ (t)−1v(t)c′(t) + h˜′(t)tm−γ and
i′(t) = f˜ (t)−1w(t)c′(t) + i˜′(t)tm−γ
for some polynomials g˜′, h˜′, i˜′ ∈ F[t]/tγ , the equation (14) is automatically satisfied and (13) is
equivalent to
i(t)g˜′(t) = d(t)h˜′(t) + g(t)i˜′(t) (15)
in F[t]/tγ . We will consider two subcases:
(1) Assume first that g(t) is not divisible by tγ . Then there exists a polynomial r(t) of degree at most
γ − 1 such that the equation g˜′(t)tm−1 = g(t)r(t)tm−γ holds in F[t]/tm. Let
X =
⎡
⎢⎢⎢⎣
0 0 0
0 tγ−1 f˜ (t) 0
0 0 tγ−1 f˜ (t)
⎤
⎥⎥⎥⎦ , Y =
⎡
⎢⎢⎢⎣
0 0 0
0 0 tβ+γ−1 f˜ (t)c′(t)
0 tγ−1h˜(t)c′(t) i(t)−e(t)
t
c′(t) + f˜ (t)r(t)tm−γ
⎤
⎥⎥⎥⎦ .
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The matrices B + λX and C + λY commute for each λ ∈ F and for λ = 0 the polynomial h′(t) +
λtγ−1h˜(t)c′(t) is not divisible by tγ , so by the inductive assumption the pair (B+λX, C+λY) belongs
to R2(A) for each λ = 0. Lemma 10 then implies that (B, C) ∈ R2(A).
(2) Assume that g(t) is divisible by tγ . If d(t) or i(t) is not divisible by tγ , then there exist μ, ν ∈ F
such that the polynomials h(t) − μtα + ν(i(t) − e(t)) − ν2tβ f (t) and h′(t) + ν(i′(t) − e′(t)) −
ν2tβ f ′(t) − μνtα+βc′(t) − νtαc′(t)(h(t) − μtα + ν(i(t) − e(t)) − ν2tβ f (t)) are divisible by tγ , but
not by tγ+1, and g(t) + μi(t) − νd(t) − μνtβ f (t) is not divisible by tγ . The pair (P−1BP, P−1(C −
μAα+βc′(A)−νAβc′(A)B)P)where P =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
μ ν 1
⎤
⎥⎥⎥⎦ then belongs to R2(A) by subcase (1). However, by
Corollaries 7(ii) and (v) the pair (B, C) then also belongs to R2(A). Therefore we can assume that d(t)
and i(t) are divisible by tγ , and the equation (15) is then also satisfied. Since the entries of C can be
expressed as polynomials in the entries of B and some additional variables, the pair (B, C) belongs to
some subvariety of C2(A)which is polynomially parametrized and therefore irreducible by Proposition
5 in [1, Chapter 4, Section 5]. By Lemma 8 we can therefore assume any nonempty open condition on
B and C, and in particular we can assume that i˜′(t) is not divisible by t. Then there exists a polynomial
p ∈ F[t]/tm such that g˜′(t) + p(t)i˜′(t) = 0 in F[t]/tm. Let
X =
⎡
⎢⎢⎢⎣
0 0 0
0 f˜ (t) 0
−f˜ (t)p(t) 0 f˜ (t)
⎤
⎥⎥⎥⎦
and
Y =
⎡
⎢⎢⎢⎣
0 0 0
−tβ f˜ (t)c′(t)p(t) 0 tβ f˜ (t)c′(t)
− i(t)−e(t)
tγ
c′(t)p(t) (h˜(t) − tα−γ p(t))c′(t) i(t)−e(t)
tγ
c′(t)
⎤
⎥⎥⎥⎦ .
Thematrices B+λX and C +λY commute for each λ ∈ F. Since thematrix X has distinct eigenvalues
0 and f˜ (0), Corollary 11 implies that the pair (B, C) belongs to R2(A), which proves Case 1.
Case 2: Assume that the polynomials b(t), b′(t), d(t) and d′(t) are all divisible by t. If e(t) or e′(t) is not
divisible by t, then by Corollary 7(i) we can assume that e(t) is not divisible by t. However, then the
pair (P−1(B+Aαb(A))P, P−1(C+Aαb′(A))P)where P =
⎡
⎢⎢⎢⎣
1 0 0
1 1 0
0 0 1
⎤
⎥⎥⎥⎦ belongs to R2(A) by Case 1, and by
Corollaries 7(ii) and (iv) the pair (B, C) also belongs to R2(A). In Case 2 we can therefore assume that
e(t) and e′(t) are divisible by t. Since the matrices B and C are nilpotent, their traces have to be zero,
therefore the polynomials i(t) and i′(t) also have to be divisible by t. We will consider two subcases:
(1) Assume that at least one of the polynomials f (t), f ′(t), h(t) and h′(t) has nonzero constant term.
The proof of this subcase is similar to the proof of Case 1. First, by Corollaries 7(i) and (iii) we assume
that f (0) = 0. Next, let P =
⎡
⎢⎢⎢⎣
1 tαc(t) 0
0 f (t) 0
0 0 1
⎤
⎥⎥⎥⎦. By Corollaries 7(ii) and (iv) the pair (B, C) belongs to
R2(A) if and only in the pair (P
−1(B+Aαc(A)d(A)f (A)−1)P, P−1(C+Aαc(A)d′(A)f (A)−1)P) belongs to
R2(A), therefore we can assume that f (t) = 1 and c(t) = 0. Moreover, we can assume that f ′(t) = 0,
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since by Corollary 7(v) the pair (B, C) belongs to R2(A) if and only if the pair (B, C − f ′(A)B) belongs
to R2(A). Let P =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
1 0 1
⎤
⎥⎥⎥⎦. By Corollaries 7(ii) and (iv) the pair (B, C) belongs to R2(A) if and only
if the pair (P−1BP, P−1(C − Aα+βc′(A))P) belongs to R2(A). However, the polynomials in the second
row and the first column of B and of P−1BP differ by tβ , so we can assume that d(t) is not divisible by
tβ+1. Therefore there exists the biggest nonnegative integer γ ≤ β such that tγ divides d(t).
We will finish the proof of this subcase by induction on γ . If γ = 0, then the pair (B, C) belongs
to R2(A) by Case 1. In the sequel we will assume that γ > 0 and that the inductive assumption is
satisfied for all nonnegative integers smaller that γ . Since γ > 0 and γ ≤ β , β also has to be positive.
Suppose that e(t) is not divisible by tγ . Then there existsμ ∈ F such that d(t)+μe(t)−μ2tαb(t) is not
divisible by tγ . Ifwedefine P =
⎡
⎢⎢⎢⎣
1 0 0
μ 1 0
0 0 1
⎤
⎥⎥⎥⎦, then the pair (P−1(B−μAαb(A))P, P−1(C+μAα(c′(A)B−
μAαb(A)c′(A)− b′(A)))P) belongs to R2(A) by the inductive assumption. However, by Corollaries 7(ii)
and (v) the pair (B, C) then also belongs to R2(A). In the sequel we will therefore assume that e(t) is
divisible by tγ .
Suppose that b(t) is not divisible by tγ . Let
X =
⎡
⎢⎢⎢⎣
0 0 0
b(t) 0 0
0 0 0
⎤
⎥⎥⎥⎦ and Y =
⎡
⎢⎢⎢⎣
0 0 0
b′(t) 0 0
h(t)c′(t) 0 −tαb(t)c′(t)
⎤
⎥⎥⎥⎦ .
The commutativity relations (3) and (4) are equivalent to
b(t)e′(t) = e(t)b′(t) + tβh(t)c′(t) and
0 = b′(t) + i(t)c′(t),
where the first equation holds in F[t]/tl and the second one in F[t]/tm. Moreover, the equations (2)
and (6) imply that
h′(t) = tαg(t)c′(t).
The above equations imply that thematrices B+λX and C+λY commute for each λ ∈ F. Since b(t) is
not divisible by tγ , the pair (B+λX, C +λY) belongs to R2(A) by the inductive assumption. However,
Lemma 10 implies that the pair (B, C) then also belongs to R2(A). In the sequel we will therefore
assume that tγ divides b(t).
Since b(t), d(t) and e(t) are divisible by tγ , we can write b(t) = tγ b˜(t), d(t) = tγ d˜(t) and e(t) =
tγ e˜(t) for some polynomials b˜, d˜, e˜ ∈ F[t]/tl−γ . Moreover, since by Corollary 7(ii) we can conjugate
thematrices B and C by
⎡
⎢⎢⎢⎣
d˜(t) 0 0
0 1 0
0 0 1
⎤
⎥⎥⎥⎦
−1
, we can assume that d˜(t) = 1, or equivalently, that d(t) = tγ .
The commutativity relations (2), (5), (6) and (7) then imply that
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b′(t) = b˜(t)d′(t) − tβ−γ g(t)c′(t) + b˜′(t)tl−γ ,
e′(t) = e˜(t)d′(t) + tβ−γ g′(t) + e˜′(t)tl−γ ,
h′(t) = tαg(t)c′(t) and
i′(t) = e˜(t)d′(t) + tβ−γ g′(t) − tα+γ c′(t)
for some polynomials b˜′, e˜′ ∈ F[t]/tγ , the equations (3), (4) and (8) are equivalent to the following
equations in F[t]/tm:
b˜(t)g′(t) = (h(t) − e˜(t)g(t))c′(t), (16)
b˜(t)d′(t) = (tβ−γ g(t) − i(t))c′(t), (17)
(h(t) − e˜(t)g(t))d′(t) = (tβ−γ g(t) − i(t))g′(t), (18)
and (9) follows immediately from (16) and (17).
If the polynomials b˜(t), h(t)− e˜(t)g(t) and i(t)− tβ−γ g(t) are all the zero polynomials inF[t]/tm,
then the matrix X =
⎡
⎢⎢⎢⎣
0 tα b˜(t) 0
1 e˜(t) 0
0 0 e˜(t)
⎤
⎥⎥⎥⎦ commutes with B. By Case 1 the pair (B, C + λX) belongs to
R2(A) for each λ = 0, and Lemma 10 implies that (B, C) ∈ R2(A).
In the sequel we will assume that at least one of the polynomials b˜(t), h(t) − e˜(t)g(t) and i(t) −
tβ−γ g(t) is nonzero in F[t]/tm. Then there exists the largest nonnegative integer δ < m such that tδ
divides all of them. In F[t]/tl we define the polynomials
u(t) = h(t) − e˜(t)g(t)
tδ
, v(t) = i(t) − t
β−γ g(t)
tδ
and w(t) = b˜(t)
tδ
.
The matrix
X =
⎡
⎢⎢⎢⎣
0 −tα i(t)w(t) tα+βw(t)
−v(t) −e˜(t)v(t) + tβ−γ u(t) 0
u(t) tαg(t)w(t) −e˜(t)v(t) + tβ−γ u(t) − tα+γw(t)
⎤
⎥⎥⎥⎦
then commutes with B. By the definition of δ at least one of the polynomials u(t), v(t) and w(t) has
nonzero constant term and since by Lemma 10 it suffices to prove that (B, C +λX) ∈ R2(A) for λ = 0,
we can assume that at least one of the polynomials c′(t), d′(t) and g′(t) has nonzero constant term. If
d′(t) is not divisible by t, then the pair (B, C) belongs to R2(A) by the inductive assumption, therefore
we have to consider only the other two possibilities.
If c′(0) = 0, then we define
X =
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
0 0 b˜(t)
⎤
⎥⎥⎥⎦ and Y =
⎡
⎢⎢⎢⎣
0 −tα b˜(t)c′(t) 0
−c′(t) −e˜(t)c′(t) 0
0 0 −e˜(t)c′(t)
⎤
⎥⎥⎥⎦ .
By (16) the matrices B + λX and C + λY commute for each λ ∈ F. Since for each λ = 0 the pair
(B + λX, C + λY) belongs to R2(A) by Case 1, the pair (B, C) belongs to R2(A) by Lemma 10.
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However, if g′(0) = 0, then we define
X =
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
0 0 h(t) − e˜(t)g(t)
⎤
⎥⎥⎥⎦ and Y =
⎡
⎢⎢⎢⎣
0 −tα b˜(t)g′(t) 0
−g′(t) −e˜(t)g′(t) 0
0 0 −e˜(t)g′(t)
⎤
⎥⎥⎥⎦ .
Again, by (16) the matrices B + λX and C + λY commute for each λ ∈ F. By Case 1 the pair (B +
λX, C + λY) belongs to R2(A) for each λ = 0, therefore (B, C) ∈ R2(A).
(2) Let the polynomials f (t), f ′(t), h(t) and h′(t) be all divisible by t. Assume first that c(t), c′(t), g(t)
and g′(t) are all divisible by t. Then there exists the biggest positive integer γ such that tγ divides all
polynomials which are the entries of the matrix C. The matrix X =
⎡
⎢⎢⎢⎣
0 tα
b′(t)
tγ
tα+β c
′(t)
tγ
d′(t)
tγ
e′(t)
tγ
tβ
f ′(t)
tγ
g′(t)
tγ
h′(t)
tγ
i′(t)
tγ
⎤
⎥⎥⎥⎦ then
commutes with C and for λ = 0 at least one of the polynomials in the matrix B + λX has nonzero
constant term. If one of the polynomials b′(t), d′(t), e′(t), f ′(t), h′(t) and i′(t) is not divisible by tγ+1,
then for λ = 0 either the matrix B + λX has at least two distinct eigenvalues or the pair (B + λX, C)
belongs to R2(A) by Case 1 or by subcase (1) of Case 2. In all cases then the pair (B, C) belongs to R2(A)
by Lemma 10. However, if b′(t), d′(t), e′(t), f ′(t), h′(t) and i′(t) are all divisible by tγ+1, then c′(t) or
g′(t) is not divisible by tγ+1, and Lemma 10 allows us to assume that c(t) or g(t) has nonzero constant
term, since we have to consider only the pairs (B + λX, C) where λ = 0.
In the sequel wewill therefore assume that at least one of the polynomials c(t), c′(t), g(t) and g′(t)
is not divisible by t. Moreover, by Corollaries 7(i) and (iii)we can assume that c(t)has nonzero constant
term. If P =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 0 c(t)
⎤
⎥⎥⎥⎦
−1
, then Corollaries 7(ii) and (v) imply that the pair (B, C) belongs to R2(A)
if and only if the pair (P−1BP, P−1(C − c(A)−1c′(A)B)P) belongs to R2(A). Hence we can assume that
c(t) = 1 and c′(t) = 0.
Let γ ′ ≤ m and γ ≤ m be the largest positive integers such that tγ ′ divides g′(t) and tγ di-
vides b′(t), d′(t), e′(t), f ′(t), h′(t) and i′(t). Using induction on γ we will prove that (B, C) ∈ R2(A).
If γ = 0, then the pair (B, C) belongs to R2(A) by Case 1 or by subcase (1) of Case 2. Let γ > 0
and assume that the inductive assumption is satisfied for all nonnegative integers smaller than γ .
If γ ≤ γ ′, then the matrix X =
⎡
⎢⎢⎢⎣
0 tα
b′(t)
tγ
0
d′(t)
tγ
e′(t)
tγ
tβ
f ′(t)
tγ
g′(t)
tγ
h′(t)
tγ
i′(t)
tγ
⎤
⎥⎥⎥⎦ commutes with C and for λ = 0 either
the matrix B + λX has two distinct eigenvalues or the pair (B + λX, C) belongs to R2(A) by Case 1
or by subcase (1) of Case 2. Lemma 10 then implies that (B, C) ∈ R2(A). Therefore we can assume
that γ ′ < γ , i.e. C = Aγ ′ C˜ for some matrix C˜ =
⎡
⎢⎢⎢⎣
0 tα b˜′(t) 0
d˜′(t) e˜′(t) tβ f˜ ′(t)
g˜′(t) h˜′(t) i˜′(t)
⎤
⎥⎥⎥⎦, where the polynomials
b˜′(t), d˜′(t), e˜′(t), f˜ ′(t), h˜′(t) and i˜′(t) are divisible by t, while g˜′(t) is not. Moreover, by Lemma 10 it
suffices to prove that (B+λC˜, C) ∈ R2(A) for λ = 0, therefore we can assume that g(t) is not divisible
by t.
Let δ be the largest positive integer such that tδ divides b(t), d(t) and e(t), and write b(t) =
tδ b˜(t), d(t) = tδ d˜(t) and e(t) = tδ e˜(t) for some polynomials b˜(t), d˜(t) and e˜(t) of degrees at
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most l − δ − 1. From the commutativity relation of B and C we obtain the following equations in
F[t]/tm:
d˜(t)h′(t) + b˜(t)f (t)g′(t) = e˜(t)g′(t) + b˜(t)g(t)f ′(t) and (19)
tαg′(t) + f (t)h′(t) = h(t)f ′(t). (20)
Namely, the first equation is the sum of (2) multiplied by −e˜(t), (3) multiplied by d˜(t) and (5) mul-
tiplied by b˜(t), while the second equation is the sum of (2) multiplied by tα and (6). Now we de-
fine
X =
⎡
⎢⎢⎢⎣
0 0 0
0 0 0
0 0 b˜(t)f (t)g(t) − d˜(t)h(t)
⎤
⎥⎥⎥⎦ , Y =
⎡
⎢⎢⎢⎣
0 tα b˜(t)g′(t) 0
d˜(t)g′(t) e˜(t)g′(t) 0
0 0 b˜(t)f (t)g′(t)
⎤
⎥⎥⎥⎦ .
By (19) and (20) the matrices B + λX and C + λY commute for each λ ∈ F. Moreover, since at least
one of the polynomials b˜(t), d˜(t) and e˜(t) is not divisible by t and since the biggest power of t dividing
g′(t) is tγ ′ and γ ′ < γ , the pair (B + λX, C + λY) belongs to R2(A) for each λ = 0 by the inductive
assumption. By Lemma 10 then the pair (B, C) also belongs to R2(A), which completes the proof of the
theorem. 
5. Reducibility of C2(A) in 5-regular case
In Theorem12we proved that the variety C2(A) is irreducible if A is 3-regular. However, as shown in
[13, Theorem 3.1] without any restriction on the matrix A the variety C2(A) need not to be irreducible.
In [13, Theorem 3.1] thematrix Awith reducible variety of commuting pairs in its centralizer has large
number of Jordan blocks. However, there the matrix A has all Jordan blocks of the same size. We will
show that without that restriction we can find a matrix Awith very few Jordan blocks such that C2(A)
is reducible. In particular, we will prove that there exists 5-regular matrix with reducible variety of
commuting pairs in its centralizer.
Proposition 13. There exists a 5-regular matrix such that the variety of pairs of commuting matrices in
its centralizer is reducible.
Proof. Let A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 I2 0 0 0 0
0 0 I2 0 0 0
0 0 0 I2 0 0
0 0 0 0 0 0
0 0 0 0 0 I3
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where the first four rows and columns are of dimension 2 and
the last two rows and columns are of dimension 3, and where I2 and I3 denote the identity 2 × 2
and 3 × 3 matrices and each 0 is the zero matrix of appropriate size. The matrix A is nilpotent and
its Jordan canonical form has 2 Jordan blocks of order 4 and 3 Jordan blocks of order 2, therefore A is
5-regular matrix. Proposition 3 implies that dim C(A) = 58, hence dim R2(A) = 14+ dim C(A) = 72
by Proposition 4.
Wewill prove that C2(A) is reducible by finding a proper subvariety of C2(A)whose dimension will
be at least 72. Let V be the variety of all pairs (λI14 + B, μI14 + C) where λ,μ ∈ F are arbitrary and
B and C are arbitrary commuting matrices of the form
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B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 B1 B2 B3 B4 B5
0 0 B1 B2 0 B4
0 0 0 B1 0 0
0 0 0 0 0 0
0 0 B6 B7 0 B8
0 0 0 B6 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 C1 C2 C3 C4 C5
0 0 C1 C2 0 C4
0 0 0 C1 0 0
0 0 0 0 0 0
0 0 C6 C7 0 C8
0 0 0 C6 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Such matrices B and C clearly belong to the centralizer of A and the commutativity relation of B and C
is equivalent to the following equations:
B1C1 + B4C6 = C1B1 + C4B6,
B1C2 + B2C1 + B4C7 + B5C6 = C1B2 + C2B1 + C4B7 + C5B6,
B1C4 + B4C8 = C1B4 + C4B8,
B6C1 + B8C6 = C6B1 + C8B6.
Therefore the commutativity relation of B and C is described by 20 equations and since B and C can be
viewed as elements of F45, the dimension of V is at least 2 + 2 · 45 − 20 = 72.
If C2(A) was irreducible, then it would be equal to R2(A), therefore of dimension 72 and each its
proper subvariety would have dimension smaller than 72. However, V is proper subvariety of C2(A)
which has dimension at least 72. Therefore C2(A) cannot be irreducible. 
Remark: In the above example of reducible variety C2(A) thematrix A has the smallest known number
of Jordan blocks. However, this is not the example of the smallest known size. Similar argument as in
the above proofwould show that the variety of commuting pairs in the centralizer of thematrixA′ with
three Jordan blocks of order 3, one Jordan block of order 2 and two zero Jordan blocks is reducible. In
this case the matrix A′ is 6-regular and not 5-regular, but it is of smaller size than A in the proposition,
since A′ ∈ M13(F).
6. Some 4-regular cases
Theorem 12 and Proposition 13 answered the question of the irreducibility of C2(A), except for
4-regular matrices A. In this section we answer this question for some special 4-regular matrices A. As
proved in Section 2 we can restrict our attention to the varieties C2(A) where A is a nilpotent matrix.
Then A is 4-regular if and only if its Jordan canonical form has at most 4 Jordan blocks. We will prove
that if the Jordan canonical form of A has at most two nonzero Jordan blocks, then the variety C2(A) is
irreducible. If the Jordan canonical formofAhas nononzero Jordanblocks, thenA is the zeromatrix and
the variety C2(A) is equal to C(2, n), therefore it is irreducible by the well-known theorem of Motzkin
and Taussky [9]. The first interesting case is therefore the one with exactly one nonzero Jordan block.
To prove the irreducibility of C2(A) in this case we will extend the proofs of [7, Theorem 5.3] and of
[12, Theorem 2].
Theorem 14. Let A ∈ Mn(F) be a nilpotent 4-regular matrix whose Jordan canonical form has exactly
one nonzero Jordan block. Then the variety C2(A) is irreducible.
Proof. We will prove the theorem by induction on n. By Corollary 5 it suffices to prove that the set
R2(A) is dense in C2(A) in the Zariski topology. Since the Jordan canonical form of the matrix A has
some nonzero Jordan block, n has to be at least 2. If n = 2 and the Jordan canonical form of A has
exactly one nonzero Jordan block, then A is 1-regular matrix and each matrix commuting with A is a
polynomial in A. The variety C2(A) is therefore isomorphic to F
2 × F2, hence it is irreducible. In the
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sequel let n > 2 and suppose that the variety C2(A
′) is irreducible for each n′ < n and each 4-regular
nilpotent matrix A′ ∈ Mn′(F) whose Jordan canonical form has exactly one nonzero Jordan block.
As shown in the beginning of Section 2, we can assume that the matrix A is in the Jordan canonical
form. Let its unique nonzero Jordan block Jk be of order k for some 2 ≤ k ≤ n. Then A =
⎡
⎣ Jk 0
0 0
⎤
⎦,
where the first row and column are of dimension k and the last ones are of dimension n − k. Since
A is 4-regular matrix, it follows that n − k ≤ 3. If n − k ≤ 2, then A is 3-regular matrix and the
variety C2(A) is irreducible by Theorem 12. In the sequel we will therefore assume that n− k = 3. Let
(B, C) ∈ C2(A) be any pair of commuting matrices in the centralizer of A. Then
B =
⎡
⎣ p(Jk) e1aT
ben−3T D
⎤
⎦ and C =
⎡
⎣ p′(Jk) e1a′T
b′en−3T D′
⎤
⎦
for some polynomials p, p′ ∈ F[x], some vectors a, a′, b, b′ ∈ F3 and some matrices D,D′ ∈ M3(F),
where for each i = 1, 2, . . . , n by ei we denote the ith standard basis vector of Fn, i.e. the vector with
1 on the ith component and 0 elsewhere. By Corollary 7(iv) the pair (B, C) belongs to R2(A) if and only
if the pair (B − p(A), C − p′(A)) belongs to R2(A), therefore we can assume that p and p′ are the zero
polynomials. The commutativity relation of B and C is then equivalent to the following equations:
aTb′ = a′Tb, aTD′ = a′TD, Db′ = D′b, and DD′ = D′D.
If any linear combination of B and C has at least two distinct eigenvalues, then the pair (B, C) belongs
to R2(A) by the inductive assumption and Lemma 9. In the sequel we will therefore assume that each
linear combination of B and C is nilpotent, and in particular, each linear combination of D and D′ is
nilpotent. We will consider two cases:
Case 1: Assume first that D and D′ are linearly dependent, i.e. μD + νD′ = 0 for some μ, ν ∈ F,
not both of them zero. Since by Corollary 7(i) we can exchange B and C, we can assume that ν = 0.
However, since by Corollary 7(v) the pair (B, C) belongs to R2(A) if and only if the pair (B, C + μν B)
belongs to R2(A), we can assume thatD
′ = 0. The sets {x ∈ F3; a′Tx = 0} and {y ∈ F3; yTb′ = 0} are
at least 2-dimensional vector subspaces ofF3, therefore there exist x, y ∈ F3\{0} such that a′Tx = 0,
yTb′ = 0 and yTx = 0. The matrix X =
⎡
⎣ 0 0
0 xyT
⎤
⎦ then commutes with C and since it has distinct
eigenvalues 0 and yTx, the pair (B, C) belongs to R2(A) by the inductive assumption and Corollary 11.
Case 2: Assume that D and D′ are linearly independent matrices.
(1) If some linear combination of D and D′ is 1-regular, then, as in Case 1, using Corollaries 7(i) and
(iv), we can assume that D is 1-regular. Since D and D′ commute and D is 1-regular, there exists a
polynomial q ∈ F[x] such that D′ = q(D). The pair (B, C − q(B)) then belongs to R2(A) by Case 1,
therefore (B, C) ∈ R2(A) by Corollary 7(v).
(2) In the sequel we will assume that no linear combination of D and D′ is 1-regular. By Corollary
7(ii) we can conjugate the pair (B, C) by any invertible matrix P of the form P =
⎡
⎣ I 0
0 Q
⎤
⎦ where
Q ∈ GL3(F), therefore we can assume that the matrix D is in the Jordan canonical form. Since it
is nilpotent, nonzero and not 1-regular, it follows that D =
⎡
⎢⎢⎢⎣
0 1 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎦. Since the matrices D and D′
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commute and D′ is nilpotent, it looks like D′ =
⎡
⎢⎢⎢⎣
0 α β
0 0 0
0 γ 0
⎤
⎥⎥⎥⎦ for some α, β, γ ∈ F. By the assumption
the matrix D′ is not 1-regular, therefore βγ = 0. Let P1 ∈ GLn−3(F) and P2 ∈ GL3(F) be such
matrices that JTn−3 = P−11 Jn−3P1 and DT = P−12 DP2, and let P =
⎡
⎣ P1 0
0 P2
⎤
⎦. Corollary 7(iii) implies
that the pair (B, C) belongs to R2(A) if and only if the pair (PB
TP−1, PCTP−1) belongs to R2(A). Since
the transformation (B, C) → (PBTP−1, PCTP−1) exchanges β and γ , we can assume that γ = 0. On
the other hand, since D and D′ are linearly independent, β has to be nonzero. Moreover, by Corollary
7(v) we can consider the pair (B, 1
β
(C − αB)) instead of the pair (B, C), therefore we can assume that
α = 0 and β = 1. The commutativity relation of B and C is then equivalent to
aTe1 = a′Te1 = 0, e2Tb′ = e3Tb and aTb′ = a′Tb.
The pair (B, C) therefore belongs to the subvariety of C2(A) isomorphic to
{(a2, a3, a′2, a′3, b1, b2, b3, b′1, b′3) ∈ F9; a2b3 + a3b′3 = a′2b2 + a′3b3}.
Since this variety is defined by an irreducible polynomial, it is irreducible and the pair (B, C) belongs
to some irreducible subvariety of C2(A). By Lemma 8 we can therefore assume any nonempty open
conditiononBandC, and inparticularwecanassumethat thevectorsbande1 are linearly independent.
There exist μ, ν ∈ F, not both of them zero, such that μe3Tb = νe2Tb. If μaTb′ = νaTb, then we
define
X =
⎡
⎣ 0 0
0
μ
μaTb′−νaTbba
T
⎤
⎦ and Y =
⎡
⎣ 0 0
0 I3 + νμaTb′−νaTbbaT
⎤
⎦
and if μaTb′ = νaTb, then we define
X =
⎡
⎣ 0 0
0 μbaT
⎤
⎦ and Y =
⎡
⎣ 0 0
0 νbaT
⎤
⎦ .
In both cases the condition aTb′ = a′Tb implies that thematrices B+λX and C+λY commute for each
λ ∈ F. In the first case the matrix Y has at least two distinct eigenvalues and Corollary 11 implies that
(B, C) ∈ R2(A). However, sinceμ and ν are not both zero and b is not parallel to e1, in the second case
for λ = 0 either one of the matrices B + λX and C + λY has two distinct eigenvalues or some linear
combination of D + λμbaT and D′ + λνbaT is 1-regular matrix. Therefore the pair (B + λX, C + λY)
belongs to R2(A) for each λ = 0 either by the inductive assumption and Corollary 11 or by Lemma 10
and the subcase (1) of Case 2. Therefore (B, C) ∈ R2(A), which completes the proof of the theorem. 
Now we turn to the 4-regular case with exactly two nonzero Jordan blocks. First we prove some
technical lemmas and thenwe prove the irreducibility of C2(A) if A is 4-regular nilpotentmatrixwhose
Jordan canonical form has exactly two nonzero Jordan blocks.
Lemma 15. Let A, B ∈ M2(F) be arbitrary matrices.
(i) If B = AX − XA for some X ∈ M2(F), then the traces Tr (B) and Tr (AB) are zero.
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(ii) If Tr (B) = Tr (AB) = 0 and if the matrix A has two distinct eigenvalues, then the matrix X is a
solution of the equation AX − XA = B if and only if
X = αI + βA + 1
Tr (A)2 − 4 det A (2AB − Tr (A)B)
for some α, β ∈ F. (Note that Tr (A)2 − 4 det A = 0, since A has two distinct eigenvalues.)
Proof. The first part follows directly from the commutativity of the trace:
Tr (B) = Tr (AX) − Tr (XA) = 0
and
Tr (AB) = Tr (A2X) − Tr (AXA) = Tr (XA2) − Tr (AXA) = −Tr (BA) = −Tr (AB),
therefore Tr (AB) = 0.
For the second part of the lemma first recall that the Cayley–Hamilton theorem implies that A2 =
Tr (A)A − det(A)I. Next, a simple calculation shows that the condition Tr (B) = Tr (AB) = 0 implies
that AB + BA = Tr (A)B. Let
X = αI + βA + 1
Tr (A)2 − 4 det A (2AB − Tr (A)B)
for some α, β ∈ F. The conditions A2 = Tr (A)A − det(A)I and AB + BA = Tr (A)B then imply that
AX − XA = 1
Tr (A)2 − 4 det A (2A
2B − Tr (A)AB − 2ABA + Tr (A)BA)
= 1
Tr (A)2 − 4 det A (−2Tr (A)AB − 2 det(A)B + 2A
2B + Tr (A)2B) = B,
therefore each such matrix X is a solution of the equation AX − XA = B. On the other hand, there are
no other solutions, since the set of all solutions of the equation AX − XA = B is a 2-dimensional affine
space. 
Lemma 16. If A and A′ are 2 × 2 matrices that do not commute and A is generic, then the matrices I, A
and (2A − Tr (A)I)(A′A − AA′) are linearly independent.
Proof. Assume the conclusion of the lemma is not true. Then the matrices (2A − Tr (A)I)(A′A − AA′)
and 2A − Tr (A)I commute, i.e.
(2A − Tr (A)I)2(A′A − AA′) = (2A − Tr (A)I)(A′A − AA′)(2A − Tr (A)I).
Since the matrix A is generic,
Tr (A)
2
is not its eigenvalue and 2A − Tr (A)I is invertible. Therefore
(2A − Tr (A)I)(A′A − AA′) = (A′A − AA′)(2A − Tr (A)I),
which implies that the matrices A and A′A − AA′ commute which is equivalent to (ad (A))2(A′) = 0,
where ad denotes the adjoint representation of the Lie algebraM2(F). If As and An are the semisimple
and the nilpotent part of A, then it is well-known (see e.g. [6, Lemma A in Chapter 4.2]) that ad (A) =
ad As+ad An is the Jordan–Chevalley decomposition of ad (A), i.e. (ad (A))s = ad (As) and (ad (A))n =
ad (An). In particular, since the matrix A is generic, it is semisimple and the adjoint map ad (A) is also
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semisimple. The condition (ad (A))2(A′) = 0 then implies that (ad (A))(A′) = 0, i.e. AA′ − A′A = 0.
However, this is a contradiction with the assumption of the lemma. The matrices I, A and (2A −
Tr (A)I)(A′A − AA′) are therefore linearly independent. 
Lemma 17. Assume that A, A′, B, B′, C, C′ ∈ M2(F) are suchmatrices that A has two distinct eigenvalues,
AA′ = A′A,
AA′ + BC′ = A′A + B′C (21)
and that the matrices I, A, (2A− Tr (A)I)(A′A− AA′) and B′C + 1
Tr (A)2−4 det A (2A
2 − Tr (A)A)(A′A− AA′)
are linearly independent. Then there exist α, β ∈ F such that
α(BC′ − B′C) = AB(C − βC′) − (B − βB′)CA.
Proof. By the linear independence of the matrices I, A, (2A − Tr (A)I)(A′A − AA′) and B′C +
1
Tr (A)2−4 det A (2A
2 − Tr (A)A)(A′A − AA′) there exist α, β, γ, δ ∈ F such that
BC = γ I + δA + α
Tr (A)2 − 4 det A (2A − Tr (A)I)(A
′A − AA′) +
+β(B′C + 1
Tr (A)2 − 4 det A (2A
2 − Tr (A)A)(A′A − AA′)).
This equality can be rewritten as
(B − βB′)C = γ I + δA
+ 1
Tr (A)2 − 4 det A (2A(αI + βA)(A
′A − AA′) − Tr (A)(αI + βA)(A′A − AA′)).
The first part of Lemma 15 implies that Tr (A′A − AA′) = 0 and Tr (A(A′A − AA′)) = 0. Since A2 =
Tr (A)A − det(A)I, we obtain also Tr (A2(A′A − AA′)) = 0. Therefore Tr ((αI + βA)(A′A − AA′)) = 0
and Tr (A(αI + βA)(A′A − AA′)) = 0. The second part of Lemma 15 now implies that
A(B − βB′)C − (B − βB′)CA = (αI + βA)(A′A − AA′).
Applying (21) we obtain
α(BC′ − B′C) = AB(C − βC′) − (B − βB′)CA. 
Theorem 18. Let A ∈ Mn(F) be a nilpotent 4-regular matrix whose Jordan canonical form has exactly
two nonzero Jordan blocks. Then the variety C2(A) is irreducible.
Proof. We will prove the theorem by induction on n. By Corollary 5 it suffices to prove that the set
R2(A) is dense in C2(A) in the Zariski topology. Since the Jordan canonical form of A has two nonzero
Jordan blocks, n has to be at least 4. If n = 4, then A is 2-regular matrix and the variety C2(A) is
irreducible by Theorem 1. In the sequel let n > 4 and suppose that the variety C2(A
′) is irreducible for
each n′ < n and each 4-regular nilpotent matrix A′ ∈ Mn′(F) whose Jordan canonical form has two
nonzero Jordan blocks. As in Theorems 12 and 14we can assume that A is in the Jordan canonical form.
Since A is nilpotent and 4-regular, it has atmost four Jordan blocks. If it has atmost three Jordan blocks,
then the matrix A is 3-regular and the variety C2(A) is irreducible by Theorem 12. We will therefore
assume that A has exactly four Jordan blocks. By the assumption of the theorem exactly two of them
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are nonzero. Let k ≥ l be the orders of the nonzero Jordan blocks (and n = k+ l+2), and letα = k− l.
Let (B, C) ∈ C2(A) be an arbitrary pair of commutingmatrices in the centralizer of A. We have to prove
that the pair (B, C) belongs to R2(A). Using the polynomial notation described by (1) the matrices B
and C look like
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
p(t) tαq(t) atk−1 btk−1
r(t) s(t) ctl−1 dtl−1
e f x y
g h z w
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
and C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
p′(t) tαq′(t) a′tk−1 b′tk−1
r′(t) s′(t) c′tl−1 d′tl−1
e′ f ′ x′ y′
g′ h′ z′ w′
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where a, a′, b, b′, c, c′, d, d′, e, e′, f , f ′, g, g′, h, h′, x, x′, y, y′, z, z′,w,w′ ∈ F, p, p′ ∈ F[t]/tk and
q, q′, r, r′, s, s′ ∈ F[t]/tl (such that the entries of first rows of the matrices B and C belong to F[t]/tk ,
the entries of the second rows to F[t]/tl and the entries of the last two rows to F). The coefficients
of the polynomials p(t), p′(t), q(t), q′(t), r(t), r′(t), s(t) and s′(t) at tj will be respectively denoted by
pj , p
′
j , qj , q
′
j , rj , r
′
j , sj and s
′
j . By Corollary 7(iv) the pair (B, C) belongs to R2(A) if and only if the pair
(B− p(A), C − p′(B)) belongs to R2(A), therefore we can assume that p(t) = p′(t) = 0. If some linear
combination of B and C has at least two distinct eigenvalues, then the pair (B, C) belongs to R2(A) by
the inductive assumption and Lemma 9. We can therefore assume that each linear combination of B
and C is nilpotent. In particular, each linear combination of the submatrices
⎡
⎣ x y
z w
⎤
⎦ and
⎡
⎣ x′ y′
z′ w′
⎤
⎦
has to be nilpotent, and since each nilpotent matrix has trace zero, the constant terms of s(t) and s′(t)
have to be zero. By Corollary 7(ii) we can conjugate the pair (B, C) by any invertible matrix of the form
P =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 ϕ ψ
0 0 ϑ χ
⎤
⎥⎥⎥⎥⎥⎥⎦
, so we can assume that the commuting submatrices
⎡
⎣ x y
z w
⎤
⎦ and
⎡
⎣ x′ y′
z′ w′
⎤
⎦ are in
the Jordan canonical form. Since they are nilpotent, we can therefore assume that
⎡
⎣ x y
z w
⎤
⎦ =
⎡
⎣ 0 i
0 0
⎤
⎦
and
⎡
⎣ x′ y′
z′ w′
⎤
⎦ =
⎡
⎣ 0 i′
0 0
⎤
⎦ for some i, i′ ∈ F. We will consider two cases:
Case 1: Assume that i = 0 or i′ = 0. By Corollary 7(i) we can assume that i = 0. Since the pair (B, C)
clearly belongs to R2(A) if and only the pair (
1
i
B, C) does, we can assume that i = 1. We will consider
two subcases:
(1) Assume that at least one of the polynomials q(t), q′(t), r(t) and r′(t) has nonzero constant term.
By Corollaries 7(iii) and (iv) we can assume that q0 = 0. Let P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 0 btk−1 0
0 1 dtl−1 0
0 0 1 0
−e −f 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. By Corollaries
7(ii) and (iv) the pair (B, C) belongs to R2(A) if and only if the pair (P
−1(B+beAk−1)P, P−1(C+ (be′ +
e(b′ −bi′))Ak−1)P) belongs to R2(A). Since the polynomial q(t)−bftl−1 (i.e. the polynomial in the first
row and the second column of P−1(B + beAk−1)P) is also not divisible by t, we can therefore assume
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that b = d = e = f = 0. Furthermore, let P =
⎡
⎢⎢⎢⎢⎢⎢⎣
q(t) 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
. By Corollaries 7(ii) and (v) the pair
(B, C) belongs to R2(A) if and only if the pair (P
−1BP, P−1(C − q(A)−1q′(A)B)P) does, therefore we
can assume that q(t) = 1 and q′(t) = 0.
(a) If α = 0, then the polynomial r(t) has to be divisible by t, since the matrix B is nilpotent. Assume
first that c = 0 or g = 0. Then either dim(ker A ∩ ker B) = 1 or dim(ker AT ∩ ker BT ) = 1. The
algebra generated by A and B has the same dimension as the algebra generated by AT and BT , therefore
[8, Theorem 3] in both cases implies that dimF[A, B] = n. Therefore the equivalence (1) ⇔ (3) of
[10, Theorem 1.1] implies that the algebra F[A, B] is self-centralizing, and in particular, the matrix C
is a polynomial in A and B. However, by Corollary 7(v) we can then assume that C = 0. If X ∈ C(A)
is any matrix with at least two distinct eigenvalues, then it commutes also with C and the inductive
assumption and Corollary 11 imply that (B, C) ∈ R2(A).
In the sequel we will therefore assume that c = g = 0. The commutativity relation of B and C is
then equivalent to
r′(t) = −ae′tk−1, s′(t) = (hb′ − af ′)tk−1, c′ = g′ = 0, a′ = d′ + ai′, h′ = e′ + hi′
and
ae′ = hd′.
The last equation implies that there exist x, y ∈ F, not both of them zero, such that d′x = ay and
e′x = hy. If we define
X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 x
⎤
⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 −b′xtk−1 0
0 0 −d′xtk−1 0
0 0 y 0
0 0 0 y + i′x
⎤
⎥⎥⎥⎥⎥⎥⎦
,
then thematrices B+λX and C+λY commute for each λ ∈ F. Since at least one of thematrices X and
Y has at least two distinct eigenvalues, the pair (B, C) belongs to R2(A) by the inductive assumption
and Corollary 11.
(b) Assume now that α > 0. If h = 0 and r(t) is not divisible by t or if c = 0, then either dim(ker AT ∩
ker BT ) = 1 or dim(ker A ∩ ker B) = 1. In both cases [8, Theorem 3] implies that dimF[A, B] = n
and the equivalence (1) ⇔ (3) of [10, Theorem 1.1] implies that the algebra generated by A and B is
self-centralizing. In particular, the matrix C is a polynomial in A and B, and by Corollary 7(v) we can
assume that C = 0. Let X be any n × nmatrix with at least two distinct eigenvalues which commutes
with A. Then it commutes also with C, and (B, C) ∈ R2(A) by the inductive assumption and Corollary
11.
In the sequel we will therefore assume that c = 0 and that either h = 0 or r0 = 0. The commuta-
tivity relation of B and C is equivalent to the following equations:
r′(t) = (gb′ − ae′)tl−1, s′(t) = (hb′ − af ′)tl−1, c′ = 0, a′ = d′ + ai′,
g′ = r0f ′ + gi′, h′ = hi′, r0(hb′ − af ′) + gd′ = 0 and hd′ = 0.
If h = 0, then the commutativity relation of B and C implies that r0af ′ = gd′, therefore there exist
x, y ∈ F, not both of them zero, such that d′x = ay and r0f ′x = gy. However, if h = 0, then d′ = 0
and as we assumed above, also r0 = 0. In this case we define x = 1 and y = 0, and in both cases let
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X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 x
⎤
⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 −b′xtk−1 0
0 0 −d′xtl−1 0
0 0 y 0
0 0 0 y + i′x
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Since thematrices B+λX and C+λY commute for eachλ ∈ F and one of thematrices X and Y has two
distinct eigenvalues, Corollary 11 together with the inductive assumption implies that (B, C) ∈ R2(A).
(2) Assume that the polynomials q(t), q′(t), r(t) and r′(t) are all divisible by t. The commutativity
relation of B and C then implies that a′ = ai′, c′ = ci′, g′ = gi′ and h′ = hi′. Since by Corollary 7(v)
we can subtract i′B from C, we can assume that i′ = 0 and then a′ = c′ = g′ = h′ = 0. If we define
X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
e f 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 −b′tk−1 0
0 0 −d′tl−1 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
then the matrices B + λX and C + λY commute for each λ ∈ F. Since the eigenvalues of the matrix X
are 0 and 1, the inductive assumption and Corollary 11 imply that (B, C) ∈ R2(A), which proves Case
1.
Case 2: Assume that i = i′ = 0. Let
B1 =
⎡
⎣ a b
c d
⎤
⎦ , C1 =
⎡
⎣ a′ b′
c′ d′
⎤
⎦ , B2 =
⎡
⎣ e f
g h
⎤
⎦ and C2 =
⎡
⎣ e′ f ′
g′ h′
⎤
⎦ .
If there exist μ, ν ∈ F not both of them zero such that the matrices μB1 + νC1 and μB2 + νC2 are
both singular, then by Corollary 7(i) we can assume thatμ = 0. Moreover, since by Corollary 7(v) the
pair (B, C) belongs to R2(A) if and only if the pair (B, C + νμB) belongs to R2(A), we can assume that
C1 and C2 are singular matrices. Therefore there exist nonzero vectors u, v ∈ F2 such that C1u = 0
and vTC2 = 0, and the matrix X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 e1
TuvTe1 e1
TuvTe2
0 0 e2
TuvTe1 e2
TuvTe2
⎤
⎥⎥⎥⎥⎥⎥⎦
commutes with C. If the matrix X
has two distinct eigenvalues, then the pair (B, C) belongs to R2(A) by the inductive assumption and
Corollary 11. However, if X is nilpotent, then for each λ = 0 the pair (B + λX, C) belongs to R2(A) by
Case 1, and Lemma 10 implies that (B, C) ∈ R2(A).
In the rest of the proofwewill therefore assume that for each pair (μ, ν) ∈ F2\{(0, 0)} at least one
of the matrices μB1 + νC1 and μB2 + νC2 is invertible. Assume that at least one of the polynomials
q(t), q′(t), r(t) and r′(t) has nonzero constant term. Since by Corollary 7(iv) the pair (B, C) belongs
to R2(A) if and only if (B + λC, C) ∈ R2(A) for each λ ∈ F, we can assume that q0 = 0 or r0 = 0.
Moreover, by Corollary 7(iii) we can assume that q0 = 0 and since by Corollary 7(v) the pair (B, C)
belongs to R2(A) if and only if the pair (B, C − q(A)−1q′(A)B) does, we can assume that q′(t) = 0. If
α = 0, then the commutativity relation of B and C implies that c′ = d′ = 0 and e′ = g′ = 0, i.e.
that the matrices C1 and C2 are both singular, which is a contradiction. However, if α > 0, then the
commutativity relation of B and C is equivalent to
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r′(t) = 1
q0
(a′e + b′g − ae′ − bg′)tl−1, s′(t) = 1
q0
(a′f + b′h − af ′ − bh′)tl−1, c′ = d′ = 0,
ce′ + dg′ = r0
q0
(a′f + b′h − af ′ − bh′), cf ′ + dh′ = 0 and r0f ′ = r0h′ = 0.
If r0 = 0, then f ′ = h′ = 0 and the matrices C1 and C2 are singular, which is a contradiction. On the
other hand, if r0 = 0, then ce′ + dg′ = 0 and cf ′ + dh′ = 0. If c = 0 or d = 0, then we again get
a contradiction that C1 and C2 are both singular matrices. However, if c = d = 0, then the matrix
μB1 + νC1 is singular for each μ, ν ∈ F and since there exist μ, ν ∈ F, not both of them zero, such
thatμB2+νC2 is singular, we have a contradiction again. The polynomials q(t), q′(t), r(t) and r′(t) are
therefore all divisible by t. On the other hand, there clearly exist polynomials q¯(t), r¯(t), s¯(t) ∈ F[t]/tl ,
not all of themdivisible by t, such that q(t)r¯(t) = q¯(t)r(t), q(t)s¯(t) = q¯(t)s(t) and r(t)s¯(t) = r¯(t)s(t).
Since the matrix X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 tαtq¯(t) 0 0
tr¯(t) ts¯(t) 0 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
commutes with B, we can by Lemma 10 assume that at
least one of the polynomials q′(t), r′(t) and s′(t) is not divisible by t2, i.e. at least one of the polynomials
q˜′(t) = q′(t)
t
, r˜′(t) = r′(t)
t
and s˜′(t) = s′(t)
t
has nonzero constant term. We define also q˜(t) = q(t)
tβ
,
r˜(t) = r(t)
tβ
and s˜(t) = s(t)
tβ
, where β is the biggest positive integer such that tβ divides q(t), r(t) and
s(t). The commutativity relation of B and C is then equivalent to the following equations in F[t]/tl:
tβ+1q˜(t)r˜′(t) + (ae′ + bg′)tl−1 = tβ+1q˜′(t)r˜(t) + (a′e + b′g)tl−1,
tβ+1q˜(t)s˜′(t) + (af ′ + bh′)tl−1 = tβ+1q˜′(t)s˜(t) + (a′f + b′h)tl−1,
tβ+1s˜(t)r˜′(t) + (ce′ + dg′)tl−1 = tβ+1s˜′(t)r˜(t) + (c′e + d′g)tl−1,
(ae′ + bg′)tk−1 + (cf ′ + dh′)tl−1 = (a′e + b′g)tk−1 + (c′f + d′h)tl−1.
If β < l − 2, then considering the coefficients at tβ+1 in the above equations we obtain qβ r′1 = q′1rβ ,
qβ s
′
1 = q′1sβ and sβ r′1 = s′1rβ . These equations imply that the vectors (qβ, rβ, sβ) and (q′1, r′1, s′1) are
linearly dependent, i.e. qβ = λq′1, rβ = λr′1 and sβ = λs′1 for some λ ∈ F. However, by Corollary 7(iv)
the pair (B, C) belongs to R2(A) if and only if the pair (B− λAβ−1C, C) belongs to R2(A), and since the
biggest power of t dividing q(t) − λtβ−1q′(t), r(t) − λtβ−1r′(t) and s(t) − λtβ−1s′(t) is bigger than
tβ , we can assume that β ≥ l − 2. The commutativity relation of B and C is then equivalent to the
following equations:
ql−2r′1 + ae′ + bg′ = q′1rl−2 + a′e + b′g,
ql−2s′1 + af ′ + bh′ = q′1sl−2 + a′f + b′h,
sl−2r′1 + ce′ + dg′ = s′1rl−2 + c′e + d′g,
and
cf ′ + dh′ = c′f + d′h if α > 0
and
ae′ + bg′ + cf ′ + dh′ = a′e + b′g + c′f + d′h if α = 0.
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Let
B3 =
⎡
⎣ 0 ql−2
rl−2 sl−2
⎤
⎦ and C3 =
⎡
⎣ 0 q′1
r′1 s′1
⎤
⎦ .
Then the commutativity relation of B and C is equivalent to
B3e2e2
TC3 + B1C2 = C3e2e2TB3 + C1B2 (22)
if α > 0 and to
B3C3 + B1C2 = C3B3 + C1B2 (23)
if α = 0.
By our assumption the matrices B1 and B2 are not both singular and in view of Corollary 7(iii) we
can assume that B2 is invertible. Moreover, since the matrix B2 + λC2 is singular for some λ ∈ F,
the matrix B1 + λC1 is invertible. However, since the invertibility of a matrix is an open condition,
there exists μ ∈ F such that the matrices B1 + μC1 and B2 + μC2 are both invertible. Since by
Corollary 7(iv) the pair (B, C) belongs to R2(A) if and only if the pair (B + μC, C) belongs to R2(A),
we can assume that the matrices B1 and B2 are both invertible. Let Z = (B3e2e2T − e2e2TB3)B−12 and
X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 e1
TZe1t
k−1 e1TZe2tk−1
0 t e2
TZe1t
l−1 e2TZe2tl−1
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
. The matrix X commutes with B and by Lemma 10 it suffices to
prove that (B, C + λX) ∈ R2(A) for each λ = 0, therefore we can assume that e2TC3e2 = 0 and that
C3 is generic matrix.
Ifα > 0, thenwe can assume that s′1 = 1, since thepair (B, C)belongs toR2(A) if and only if the pair
(B, 1
s′1
C) belongs to R2(A). Next, we define the matrix P =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 − q′1r′1tα q′1tα 0 0
−r′1 1 0 0
0 0 1 0
0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
. By Corollaries
7(ii) and (iv) the pair (B, C) belongs to R2(A) if and only if the pair (P
−1(B + Aα(q′1r(A) + r′1q(A) −
q′1r′1s(A)− q′21 r′1r(A)Aα))P, P−1(C + Aα(q′1r′(A)+ r′1q′(A)− q′1r′1s′(A)− q′12r′1r′(A)Aα))P) belongs to
R2(A), thereforewe can assume that q
′
1 = r′1 = 0, i.e. C3 = e2e2T . The equation (22) is then equivalent
to
B3C3 + B1C2 = C3B3 + C1B2.
We proved that the equation (23) is satisfied for α = 0 and for α > 0. If B3 and C3 commute, then
B1C2 = C1B2. There clearly exists λ ∈ F such that C2 + λB2 is singular matrix. However, then
C1 + λB1 = B1C2B−12 + λB1 = B1(C2 + λB2)B−12
is also singular, which is a contradiction. Therefore the matrices B3 and C3 do not commute. Since C3
is generic, the matrices I2, C3 and (2C3 − Tr (C3)I2)(B3C3 − C3B3) are linearly independent by Lemma
16. Moreover, since the matrix B1 is invertible, there exists Z ∈ M2(F) such that the matrices I2, C3,
(2C3 − Tr (C3)I2)(B3C3 − C3B3) and B1Z + 1Tr (C3)2−4 det C3 (2C23 − Tr (C3)C3)(B3C3 − C3B3) are linearly
independent. Since the matrix
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X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 e1
TB1ZB
−1
2 e1t
k−1 e1TB1ZB−12 e2tk−1
0 0 e2
TB1ZB
−1
2 e1t
l−1 e2TB1ZB−12 e2tl−1
e1
TZe1 e1
TZe2 0 0
e2
TZe1 e2
TZe2 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
commutes with B, we can by Lemma 10 assume that the matrices I2, C3 and (2C3 − Tr (C3)I2)(B3C3 −
C3B3) and B1C2 + 1Tr (C3)2−4 det C3 (2C23 − Tr (C3)C3)(B3C3 − C3B3) are linearly independent. Lemma 17
then implies that there exist μ, ν ∈ F such that
μ(C1B2 − B1C2) = C3C1(C2 − νB2) − (C1 − νB1)C2C3,
which is equivalent to
(C1 − νB1)(μB2 + C2C3) = (μB1 + C3C1)(C2 − νB2). (24)
By our assumption at least one of the matrices C1 − νB1 and C2 − νB2 is invertible, therefore the
equation (24) implies that there exists a matrix Z ∈ M2(F) such that
(C1 − νB1)Z = μB1 + C3C1 and Z(C2 − νB2) = μB2 + C2C3.
If we define
X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 tα q˜′(t) 0 0
r˜′(t) s˜′(t) 0 0
0 0 e1
TZe1 e1
TZe2
0 0 e2
TZe1 e2
TZe2
⎤
⎥⎥⎥⎥⎥⎥⎦
, Y =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 μ + νe1TZe1 νe1TZe2
0 0 νe2
TZe1 μ + νe2TZe2
⎤
⎥⎥⎥⎥⎥⎥⎦
,
then the matrices B+ λX and C + λY commute for each λ ∈ F. Since s′1 = 0 and C3 is generic matrix,
the matrix X has two distinct eigenvalues (if α > 0 and if α = 0). By the inductive assumption and
Corollary 11 then the pair (B, C) belongs to R2(A), which completes the proof of the theorem. 
7. Varieties of triples of commuting matrices
In this section we will describe the connection of the irreducibility of varieties C2(A) to the irre-
ducibility of varieties of triples of commuting matrices and to dimension of algebras generated by
commuting triples. The proof of this result is essentially the same as the proof of Proposition 14 of [11].
After establishing this connection we will prove the corollaries of Theorems 12, 14 and 18 which will
be used in [16] in the proofs of the irreducibility of varieties C(3, 9) and C(3, 10).
Proposition 19. Let A ∈ Mn(F) be such matrix that the variety C2(A) is irreducible. Then for any pair
(B, C) ∈ C2(A) the triple (A, B, C) belongs to R1(3, n).
In particular, if the variety C2(A) is irreducible for each matrix A ∈ Mn(F), then the variety C(3, n) is
irreducible.
Proof. Clearly it suffices to prove only the first part of the proposition. It is well-known that there
exists 1-regular matrix D ∈ Mn(F) that commutes with A. Then (A,D, 0) ∈ R1(3, n) ∩ ({A} × C2(A)),
so this intersection is nonempty. However, the intersection R1(3, n)∩ ({A}× C2(A)) is an open subset
of {A} × C2(A). Since this variety is irreducible by the assumption of the proposition, it follows that
{A} × C2(A) = R1(3, n) ∩ ({A} × C2(A)) ⊆ R1(3, n), and the proposition follows. 
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Corollary 20. If A ∈ Mn(F) is such matrix that C2(A) is irreducible and (B, C) ∈ C2(A) is an arbitrary
pair, then the algebra generated by A, B and C is at most n-dimensional.
Proof. Let F[A′, B′, C′] denote the algebra generated by n × n commuting matrices A′, B′ and C′. It is
well-known that F[A′, B′, C′] ≤ n is a closed condition in the Zariski topology, and clearly the variety
V = {(A′, B′, C′) ∈ C(3, n); dimF[A′, B′, C′] ≤ n} contains the triples containing 1-regular matrix.
However, {A} × C2(A) ⊆ R1(3, n) by the previous proposition, which proves the corollary. 
The following corollaries we obtain if we apply the conclusions of Theorems 12, 14 and 18 to
Proposition 19 and Corollary 20. The first one of the following corollaries will be used in [16] in the
proofs of the irreducibility of C(3, 9) and C(3, 10).
Corollary 21. If A is either 3-regular matrix or nilpotent 4-regular matrix whose Jordan canonical form
has at most two nonzero Jordan blocks, then for any pair (B, C) ∈ C2(A) the triple (A, B, C) belongs to
R1(3, n). In particular, R3(3, n) = R1(3, n).
Corollary 22. If A is either 3-regularmatrix or nilpotent 4-regularmatrixwhose Jordan canonical form has
at most two nonzero Jordan blocks and if (B, C) ∈ C2(A) is an arbitrary pair, then the algebra generated
by A, B and C is at most n-dimensional.
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