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013.08.0Abstract Based on the homotopy perturbation method (HPM), a general analytical approach for
obtaining approximate series solutions to Volterra integro-differential equations of fractional order
is proposed. The approximate solutions are calculated in the form of a convergent series with easily
computable components. In this paper, the uniqueness of the obtained solution and the convergence
properties of the approach are studied. Some examples are presented, to verify convergence, and
illustrating the efﬁciency and simplicity of the approach.
ª 2013 Production and hosting by Elsevier B.V. on behalf of Faculty of Engineering, Alexandria
University.1. Introduction
Many physical phenomena can be modeled by fractional equa-
tions, which have different applications in various areas sci-
ence and engineering such as thermal systems, turbulence,
image processing, ﬂuid ﬂow, mechanics, viscoelastic, and other
areas of applications [1–15]. In recent years, numerous papers
have been concentrating on the development of analytical and
numerical methods for fractional integro-differential equa-
tions. For instance, we can mention the following works.3116563.
ac.ir (K. Sayevand).
lty of Engineering, Alexandria
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08Lepik [16] applied the Haar wavelet method to solve the
fractional integral equations, Momani and Noor [17] applied
the Adomian decomposition method (ADM) to approximate
solutions for fourth-order fractional integro-differential equa-
tions, and Rawashdeh [18] applied collocation method to study
integro-differential equations of fractional order. Moreover,
properties of the fractional integro-differential equations have
been studied by several authors [19–22].
The main objective of the present paper is to study the con-
vergence of homotopy perturbation method (HPM) for solving
the linear and nonlinear integro-differential equations of order
fractional. In this study, we consider Volterra integro-differen-
tial equations of fractional order of the form
cDd0þ fðxÞ  k
R x
0
kðx; tÞG½fðtÞdt ¼ gðxÞ;
fðiÞð0Þ ¼ ai; i ¼ 0; 1; 2; . . . ; r 1; r 1 < d 6 r; p 2 N;
(
ð1Þwhere g 2 L2([0, T]), k 2 L2([0, T]2) are given functions, cDd0þ is
the fractional derivative, and f(x) is unknown function. Manyaculty of Engineering, Alexandria University.
808 K. Sayevand et al.problems that arise in ﬂuid dynamics, biological models, chem-
ical kinetics, and other sciences lead to mathematical models
described by nonlinear fractional order integro-differential
equations [23–25].
The structure of this paper is organized as follows: In the
following section, we introduce the basic deﬁnitions and prop-
erties of the fractional calculus theory. In Section 3, we con-
struct an algorithm for solving Volterra integro-differential
equations of fractional order by using the homotopy perturba-
tion method. In Section 4, the uniqueness of the obtained solu-
tion of the approach is studied. In Section 5, the convergence
conditions for the homotopy perturbation method for the
Fredholm integro-differential equations of fractional order
are formulated and proved in paper. In Section 6, we present
some numerical results. We end the paper with few concluding
remarks in Section 7.2. Background material and preliminaries
In this section, we present the deﬁnitions and auxiliary results
regarding fractional calculus, which are used throughout this
work. The following properties can be found in [25–27].
2.1. Mittag–Lefﬂer function
The Mittag–Lefﬂer function Ea,b(z) with a> 0, b> 0 is de-






Cðnaþ bÞ : ð2Þ2.2. Riemann–Liouville fractional integral
The Riemann–Liouville fractional integral operator of order
a(aP 0) on the usual Lebesgue space L[0, T] is deﬁned as
Ia0þ fðtÞ ¼ 1CðaÞ
R t
0
ðt sÞða1ÞfðsÞds; ða; t > 0Þ;
I00þ fðtÞ ¼ fðtÞ;
(
ð3Þ
where C is the well-known Gamma function.
Some of the main properties of the Riemann–Liouville frac-
tional integral are given below
(i) Ia0þ I
b
0þf ðtÞ ¼ Iaþb0þ f ðtÞ,
(ii) Ia0þ I
b
0þf ðtÞ ¼ Ib0þ Ia0þf ðtÞ,
(iii) Ia0þ t
c ¼ Cðcþ1ÞCðaþcþ1Þ taþc.2.3. Caputo fractional derivatives







ðt sÞna1fðnÞðsÞds; ðn 1 < a
6 n; t > 0Þ: ð4Þ
Also, we need here two of its basic properties(i) Ia0þ






0þf ðtÞ ¼ f ðtÞ.3. Volterra integro-differential equations of fractional order
Applying the operator Id, the inverse of the operator Dd0þ , to













Operators L and N can be deﬁned in the following
way






We choose f0ðxÞ ¼ Id0þðgðxÞÞ þ
Pr1
j¼0aj as initial approxima-
tion guesses. By using the above deﬁnition, we construct the
following homotopyHðF; pÞ ¼ FðxÞ  f0ðxÞ
þ p f0ðxÞ  kId0þ
Z x
0










where p 2 [0, 1] is the so-called homotopy parameter,
Fðx; pÞ : ½0;T  ½0; 1 ! R, and f0 deﬁnes the initial approxi-
mation of the solution of Eq. (1). Assume the solution of
Eq. (7) to be in the form
F ¼ F0 þ pF1 þ p2F2 þ p3F3 þ . . . : ð8Þ
In order to determine the functions Fj, j= 1, 2, . . . , substi-
tuting Eq. (8) into Equation H(F, p) = 0 and collecting terms
of the same power of p gives























1 0 0 0 0 . . .


































; n ¼ 0; 1; 2;    : ð10Þ





Convergence analysis of homotopy perturbation method 809If it is difﬁcult to determine the sum of series (8) for p= 1,
then as an approximate solution of the equation, we approxi-




FjðxÞ: ð12Þ4. General uniqueness
Theorem 1. Suppose there exist constant N such that
jkðx; tÞj 6 N; 8ðx; tÞ 2 ½0;T2; ð13Þ
and we suppose the nonlinear terms G are Lipschitz continuous
with
jGðyÞ  GðzÞj 6 Ljy zj: ð14Þ




Cðdþ 1Þ < 1: ð15Þ
Proof. Let F and F* be two different solutions of (1) then
jFðxÞ  FðxÞj ¼ jkjjId0þ
Z x
0





jkðx; tÞjjFðxÞ  FðxÞjdtÞj
6 jkjLNT
1þd
Cðdþ 1Þ kFðxÞ  F
ðxÞk1: ð16Þ
Hence, we get
kFðxÞ  FðxÞk1 6
jkjLNT1þd






Since 0 < B< 1, so iF(x)  F*(x)i1 = 0. Therefore,
F(x) = F*(x), which ends the proof of theorem. h5. Convergence
In this section, we provide sufﬁcient condition for the conver-
gence of solution series. First, we introduce the following
notation.
Let C([0, T])) be the space of all continuous functions de-
ﬁned on [0, T] and C([0, T]2) be the space of all continuous
functions deﬁned on [0, T] · [0, T].
5.1. The linear theory
Theorem 2. Consider the following equationcDd0þ fðxÞ  k
R x
0
kðx; tÞfðtÞdt ¼ gðxÞ;
fðiÞð0Þ ¼ ai; i ¼ 0; 1; 2; . . . ; r 1; r 1 < d 6 r; p 2 N:
(
Let k(x, t) 2 C([0, T]2), g(x) 2 C([0, T]), and suppose
there exist constant N such that
jkðx; tÞj 6 N; 8ðx; tÞ 2 ½0;T2: ð19Þ
Moreover, suppose that Œf0(x)Œ 6 R,"x 2 [0, T], then the
series
P1
j¼0 FjðxÞ is absolutely convergent.
Proof. Now, we are going to prove that
P1
j¼0FjðxÞ is absolute
convergence. The assumptions made imply the following
estimations:
jF0ðxÞj ¼ jf0ðxÞj6 R;
jF1ðxÞj ¼ jkId0þ ð
R x
0
kðx; tÞF0ðtÞdtÞj6 jkjId0þ ð
R x
0
jkðx; tÞjjF0ðtÞjdtÞj6 Rjkj NTjxj
d
Cðdþ1Þ ;











Cðjdþ 1Þ ; ð20Þ




Cðjdþ 1Þ : ð21Þ




Cðjdþ 1Þ ¼ EdðjkjNT jxj
dÞ; ð22Þ
is aMittag–Lefﬂer function of order d, evaluated at Œk ŒNT Œx Œd,
therefore the sequence
P1
j¼0FjðxÞ is absolute convergence. h5.2. The nonlinear theory
Theorem 3. Consider the following equation
cDd0þ fðxÞ  k
R x
0
kðx; tÞG½fðtÞdt ¼ gðxÞ;
fðiÞð0Þ ¼ ai; i ¼ 0; 1; 2;    ; r 1; r 1 < d 6 r; p 2 N:
(
Suppose that the following conditions are satisﬁed.
1. There exist constant N such that
jkðx; tÞj 6 N; 8ðx; tÞ 2 ½0;T2: ð23Þ
2. F0 2 Nr(F) where Nr(F) = {f 2 C([0, T])Œ if  Fi < r}.
3. The nonlinear terms G is Lipschitz continuous with
jGðyÞ  GðzÞj 6 Ljy zj: ð24Þ
Then, the series
P1
j¼0 FjðxÞ is absolutely convergent.
Proof. Deﬁne the sequence of partial sums fAkðxÞg1k¼0. Now,
we are going to prove that fAkðxÞg1k¼0 is absolute convergence.
Let AI(x) be an arbitrary partial sums, subtract F(x) from
SI(x), we have












jAI  FðxÞj 6 jkjLId0þð
Z x
0
jkðx; tÞjjAI1  FðtÞjdtÞ
6 jkjLNTjxj
d
Cðdþ 1Þ kSI1  FðxÞk1: ð26Þ
Proceeding by induction we obtain:
jA1  FðxÞj 6 jkjL NTjxj
d
Cðdþ 1Þ kF0ðxÞ  FðxÞk1;
jA2  FðxÞj 6 jkj
2
L2N2T2jxj2d
Cð2dþ 1Þ kF0ðxÞ  FðxÞk1;
..
.
jAn  FðxÞj 6 jkj
n
LnNnTnjxjnd
Cðndþ 1Þ kF0ðxÞ  FðxÞk1:





FðxÞk1 ¼ kF0ðxÞ  FðxÞk1EdðjkjLTNjxjdÞ is convergent,
therefore the series
P1
j¼0FjðxÞ is absolute convergence. h6. Test examples
In order to demonstrate the performance of the present meth-
od as a novel solver for integro-differential equations of order
fractional, two different problems were selected as test prob-
lems. The calculations were done using MAPLE.
Example 1. Consider the following integro-differential equa-
tion with the following initial condition
cDd0þ fðxÞ  k
R x
0




Applying the operator Id0þ , the inverse of the operator
cDd0þ ,




ðx tÞfðtÞdtÞ ¼ x1þdCð2þdÞ ; 0 6 x 6 1
fð0Þ ¼ 0:
(
Then, calculating the successive functions Fj, we obtain the
following successive approximations
F0ðxÞ ¼ xdþ1Cðdþ2Þ ;
F1ðxÞ ¼ kx2dþ3Cð2dþ4Þ ;
F2ðxÞ ¼ k2x3dþ5Cð3dþ6Þ ;
..
.
FjðxÞ ¼ kjxðjþ1Þdþ2jþ1Cððjþ1Þdþ2jþ2Þ ;







Cððjþ 1Þdþ 2jþ 2Þ : ð28Þ








Cðjðdþ 2Þ þ ðdþ 2ÞÞ
¼ xdþ1Edþ2;dþ2ðkxdþ2Þ: ð29Þ
Thus the above sequence is convergent. This conﬁrms that
the HPM for integro-differential equation in (30) converges to
exact solution.
Example 2. Consider the following integro-differential equa-








The value of d= 1 is the only case for which we know
the exact solution f(x) = ex. Applying the operator Id0þ , the





etf2ðtÞdtÞ ¼ 1þ xdCð1þdÞ ; 1 < d 6 2; 0 6 x 6 1
fð0Þ ¼ 0:
(
Using the proposed method, and by selecting















1 0 0 0 0 . . .































In order to avoid difﬁcult fractional integration, we can
simplify the integration by taking the truncated Taylor
expansions for the exponential terms in (31), e.g.





If we take d= 0.5, by calculating the successive functions
Fj, we obtain
F0ðxÞ ¼ 1þ 1:128379167x0:5;
F1ðxÞ ¼ 0:1562500000x4  0:4999999999x3
 0:07291666664x5 þ x2 þ 0:08221808258x52
þ :7522527778x32  :1329535075x72
 0:03538185916x112 þ 0:03476541961x92;












Figure 1 Numerical convergence of the exact solution and HPM
solution.
Convergence analysis of homotopy perturbation method 811F2ðxÞ ¼ 0:1836018099x6 þ 0:002578610419x10
þ 0:3333333332x3  0:2969219582x5
þ 0:04228680801x8 þ 0:1269366287x4
 0:1234751533x7  0:009992706439x9
 0:1102753364x132 þ 0:0008116738911x212
þ 0:2230668636x112  0:5172182190x92
þ 0:991774808636x172  0:0006213883094x192
þ 0:6357873224x72 þ 0:01360749537x152 ;
F3ðxÞ ¼ 0:0001992435993x272  0:3302894924x132
þ 0:1317056512x112 þ 0:0003847352436x14
þ 0:3420050908x5  0:00007418284150x15
þ 0:006748773382x12  0:05544812302x8
þ 0:02773191190x10 þ 0:1578205807x7
 0:3536133204x6  0:01724939580x9
 0:001921443868x13  0:01458954081x11
 0:03438135646x212 þ 0:09755001706x192
 0:1988213125x172  0:00001231229578x292
 0:00001726560567x312 þ 0:01085773298x232




From Fig. 1 we can see that the approximate solutions
obtained by present method are in perfect agreement with
the exact solution for d= 1.7. Conclusions
In this work, we introduce the study of the problem of conver-
gence of the HPM for solving the linear and nonlinear integro-
differential equations of order fractional. The obtained results
conﬁrm that the method is rapidly convergent and that approx-imate solutions obtained by present method are in perfect
agreement with the exact solution. Some examples are pre-
sented to illustrate the accuracy of the present method. Com-
parisons of approximate solutions with exact solution have
been shown by graphs, and absolute error functions are plotted,
which show the efﬁciency of the methods.
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