We develop a model of optimal asset allocation based on a utility framework. This applies to a more general context than the classical mean-variance paradigm since it can also account for the presence of constraints in the portfolio composition. Using this approach, we study the distribution of a measure of wealth compensative variation, we propose a benchmark and portfolio efficiency test and a procedure to estimate the implicit risk aversion parameter of a power utility function. Our empirical analysis makes use of the S&P 500 and industry portfolios time series to show that although the market index cannot be considered an efficient investment in the mean-variance metric, the wealth loss associated with such an investment is statistically different from zero but rather small (lower than 0.5%). The wealth loss is at its minimum for a representative agent with a constant risk aversion index not higher than 5. Furthermore we show that, for reasonable levels of risk aversion, the use of an equally weighted portfolio is surprisingly consistent with an expected utility maximizing behavior.
Introduction
The efficiency of an investment is usually assessed by means of a standard mean-variance approach. In the simplest case of no restrictions on portfolio shares, such a framework implies that the performance of any investment is measured in terms of its Sharpe ratio, i.e., the expected return over the standard deviation of its excess returns. Using such a measure, several statistical tests have been developed to establish the efficiency of an investment; among others, the tests proposed by Jobson and Korkie (1982) , Gibbons et al. (1989) , and Gourieroux and Jouneau (1999) are noteworthy.
The use of the Sharpe ratio is relatively simple and rather intuitive but lacks some important features. The most important being that, by acting this way, it is not possible to take account of market imperfection when building the optimal portfolio weights. The widespread use of Sharpe ratios depends on the well-known fact that their upper limit is reached by any portfolio in the mean-variance efficient frontier built as a combination of the market portfolio and the risk free asset. Such a frontier is derived disregarding market imperfections, but in their presence it would take a different shape.
In particular, two kinds of constraints are relevant: transaction costs and inequality constraints.
Transaction costs are costs incurred when buying or selling assets. These include brokers' commissions and spreads, i.e., the difference between the price paid for an asset and the price it can be sold.
Transaction costs may be negligible in the case of financial assets, but several authors (among others Grossman and Laroque, 1990, Flavin, 2002 , and Pelizzon and Weber, 2003) point out how they are instead relevant for real assets such as housing 1 . Following Gourieroux and Jouneau (1999) we know that, when equality constraints on some portfolio weights are taken into account, it is however possible to translate the original plane in another mean-variance frontier, conditional on the constrained assets.
Another important market imperfection is represented by inequality constraints. In actual stock markets, for instance, short sales are not prohibited, but discouraged by the fact that the proceeds are not normally available to be invested elsewhere; this is enough to eliminate a private investor with just mildly negative beliefs (Figlewski, 1981) . On the contrary, mutual fund constraints are widespread and may be seen as one component of the set of monitoring mechanisms that reduce the costs arising from frictions in the principal-agent relation (Almazan et al., 2004) . Considering these constraints, we would be faced with a different frontier of feasible portfolios, of unknown shape, whose relationship with the Sharpe ratio is not clear. With only short-sale restrictions in particular, there may be switching points along the mean-variance frontier corresponding to changes in the set of assets held. Each switching point corresponds to a kink (Dybvig, 1984) , and the mean-variance frontier consists then of parts of the unrestricted mean-variance frontiers computed on subsets of the primitive assets.
Notwithstanding this evidence, empirical works often come out with optimal portfolio weights in a standard mean-variance framework that take extreme values (both negative and positive) in some assets. Green and Hollifield (1992) 2 . This way, we relate actual investments with unrealistic ones, which ensure an even better performance than the optimal feasible portfolios. Hence, the comparison is erroneous since it tends to overestimate the inefficiency of any observed investment.
The problem is dealt with in Basak et al. (2002) and Bucciol (2003) ; following a mean-variance approach, these authors develop an efficiency test in which the discriminating measure is no longer based on a Sharpe ratio comparison, but on a variance comparison instead, for a given expected return.
Such a technique, nevertheless, circumvents the above mentioned problem at the cost of neglecting some information: it just fixes the value of the expected return, and does not take into account how it could affect the importance of deviations in risk.
In this paper we try, instead, to cope with inequality constraints in a model that pays attention to expected returns as well as variance of investment returns. In lieu of working with efficient frontiers, we concentrate on the expected utility paradigm. Quoting Gourieroux and Monfort (2005) , «the main arguments for adopting the mean-variance approach and the normality assumption for portfolio management and statistical inference are weak and mainly based on their simplicity of implementation». It is well known (Campbell and Viceira, 2002) , however, that the two procedures provide the same results, under several assumptions. Already Brennan and Torous (1999), Das and Uppal (2004) and Gourieroux and Monfort (2005) consider an agent who maximizes her expected utility in order to get an optimal portfolio. Brennan and Torous (1999) , in particular, define a performance measure, based on the concept of compensative variation, which compares the utility from an optimal investment with that resulting from a given investment. Drawing inspiration from this strand 2 Any portfolio is indeed proportional to the zero-beta portfolio since the two fund separation theorem holds.
of literature we will subsequently show that, using a specific utility function, this procedure boils down to maximizing a function of mean and variance of a portfolio, for a given risk aversion; furthermore, the measure of compensative variation has the intuitive economic interpretation of the amount of wealth wasted or generated by the investment, relative to the optimal portfolio. The main contribution of this paper is to characterize the asymptotic probability distribution and confidence intervals of this measure of compensative variation; this will permit us to conduct statistically valid inference, and therefore to test for portfolio or benchmark efficiency. This task is made difficult, nevertheless, by the presence of inequality constraints.
The paper is organized as follows: section 2 compares the standard mean-variance approach with our approach based on expected utility maximization. It shows the underlying algebra of the agent's problem, and introduces a measure of wealth compensative variation. Section 3 specifies the efficiency test, by means of a weak version of the central limit theorem and the delta method. This procedure does not permit to run the test for extreme null hypotheses (e.g., all the wealth is wasted), but is enough to construct confidence intervals. Section 4 describes the statistic in a closed-form expression when there are no inequality constraints, and examines analogies with optimal portfolios derived in a mean-variance framework. Section 5 presents a fruitful way to estimate the relative risk aversion parameter using the data. In the absence of constraints, the expression can be derived in a clear closedform expression; otherwise it can be obtained numerically. In section 6 we describe the data used in the empirical exercise, the S&P 500 index and 10 industry portfolios for the U.S. market. We further run some tests to assess the efficiency of the S&P index, the unconstrained optimal portfolio or a naïve portfolio; we also compute the optimal risk aversion parameters. In section 7 we study the empirical distribution of our test, running several Monte Carlo simulations. Lastly, section 8 summarizes the results and concludes.
Agent's behavior
Disregarding constraints, we may assess the efficiency of an investment by comparing its Sharpe ratio with the optimal, as shown in figure 1 3 . It is the case, for instance, of the test proposed by
Jobson and Korkie (henceforth JK, 1982) in a portfolio setting. The optimal Sharpe ratio depicts the slope of the efficient frontier which includes a risk free asset within the endowment. The greater the difference between the two ratios, the greater the inefficiency of the observed investment (figure 1). σ , namely the lowest achievable variance minus the observed variance. The smaller this difference (negative by construction), the higher the inefficiency of the observed investment. A caveat of this approach is that one dimension of the problem, the expected excess return, is kept fixed and therefore completely neglected by the efficiency analysis. It is however difficult to think of different ways to face this problem, since the shape of the efficient frontier does not admit a closed-form representation in the presence of inequality constraints.
A reasonable alternative is to consider an expected utility framework instead of a mean-variance approach. It is well known that the two methods are equivalent under several assumptions; Campbell and Viceira (2002), for instance, argue that a power (or CRRA) utility function and log-normally distributed asset returns produce results that are consistent with those of a standard mean-variance analysis. The property of constant relative risk aversion, moreover, is attractive and helps explain the stability of financial variables over time.
We then draw inspiration from Gourieroux and Monfort (2005) and study the economic behavior of a rational agent who maximizes her expected utility of future wealth. The authors explain that such an approach is appropriate even when return distributions do not seem normal; in our context, this framework also takes account of constraints in portfolio composition.
In figure 1 the indifference curves for observed and optimal portfolios is drawn. The optimal portfolio does not need to be the same as the one in the mean-variance framework; we know (see §4)
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that, in the absence of constraints, it differs only in how much is invested in the risk free component.
Our test, then, accounts for the distance between the two indifference curves; the greater the distance, the greater the inefficiency. The reason why we base our work on this measure is that, in the presence of market frictions, it is no longer true that the Sharpe ratio is an adequate quantity to assess the efficiency and, at the same time, the simple difference between variances considers just part of the available information. Brennan and Torous (1999) analyze the same problem in a portfolio choice framework with a power utility function and come up with a measure of compensative variation which calculates the amount of wealth wasted when adopting a suboptimal portfolio allocation strategy; the same concept is used in Das and Uppal (2004) when assessing the relevance of systemic risk in portfolio choice.
In the following sections we show how this measure of compensative variation can be used to develop an efficiency test whose validity is not affected by the presence of equality and/or inequality constraints on the portfolio asset shares.
An approach based on utility comparison
According to Brennan and Torous (1999) , an investor is concerned with maximizing the expected value of a power utility function defined over her wealth at the end of the next period:
( ) Our investor holds a benchmark b 4 . We assume that the price b t P at time t of the benchmark follows the stochastic differential equation 
β . In turn this implies that t dt W + is conditionally log-normally distributed: 
Therefore, the expected utility associated with the benchmark is given by ( )
In order to study the efficiency of such an investment, an investor compares its performance with that of the best alternative: a portfolio of primitive assets. The endowment is given by one risk free asset (with return 0 r ) and a set of n risky assets (with return , 1,...,
Calling i w the fraction of wealth allocated to the i-eth risky asset, w the vector of i w 's and ( ) 
We consider a "buy & hold" strategy in which the investor observes the asset returns at time t and makes her choice once and forever; it is intended to represent the type of inefficiency in portfolio allocations induced by the status quo bias described in Samuelson and Zeckhauser (1988) .
The optimal portfolio * w is defined as (2) ( )
subject to several constraints (equality, inequality, sum to one etc.) on its composition:
A natural way to assess the performance of the benchmark, then, is to compare its expected utility with that resulting from the optimal portfolio.
In accordance with Brennan and Torous (1999) W is needed to obtain with the optimal portfolio the same expected utility as with the benchmark and initial wealth t W . This technique is graphically described in figure 2 and, in formulae, in the equation
where we want to derive 
Measures of efficiency -expected utility framework
Note: the figure shows the case 0 CV > only. 
since the observed portfolio ω comes from the same space of primitive assets as the optimal portfolio * w . When p cv = 0 the agent is investing in a portfolio that does not waste any wealth;
it is, in other words, efficient.
We are able to associate to b cv and p cv a standard error, a confidence interval and an efficiency test.
This will be shown in the next section, referring primarily to the benchmark case. Before proceeding with the algebra, it will nevertheless turn useful to define a simpler expression: 
in the case of a benchmark, and likewise p λ for the portfolio.
It is worth pointing out that the optimal weights * w in the agent's problem (2) are the same as we would get by maximizing b λ or p λ in (3) subject to the same constraints. From the investor's point of view, therefore, maximizing the expected utility or its transformation is equivalent.
Below we ignore the constant term that involves dt 5 , for the sake of simplicity and since it disappears when computing the test statistic.
Development of an efficiency test
The function ( ) e s e S γ l . The procedure is described in detail below.
First of all, we recognize that the only source of randomness in ( ) 
we consider the vector T X as ( ) ( )
where the operator vech takes all the distinct elements in a symmetric matrix:
( ) 
It is worth stressing one more time that the benchmark returns come from a different, although possibly correlated, parametric space than those for the primitive assets. As a consequence the benchmark could be either more or less efficient than the portfolio.
We require (i) { } The expected value on T X is, therefore,
and its variance is ( )
Note, in particular, that we do not exclude a priori the possibility of a correlation between the benchmark and the primitive asset returns. Since the benchmark comes from a different parametric space than the primitive assets we do, however, exclude a priori a perfect correlation ( 1 ± ) between the benchmark and the portfolio. The benchmark, in other words, can only be partially tracked by a portfolio.
We require, furthermore, that (ii)
, where
{ } ( )
The second step is to obtain the asymptotic distribution of ( ) ( ) The following conditions (v) and (vi) ensure that this is the case. In order to state the assumptions, however, we need the following additional notation. Let { } 1 1 , , , , 
We thus modify assumption (7) in Basak et al. (2002) and require that (v) all the elements of the Note indeed that the first order condition to the maximization problem implies that
To see how assumption (v) works, suppose now that only some elements of Denote the vector of these elements as 
δ is a zero vector.
Furthermore, 32 0 δ = . Now partition Σ , 1 − Σ , η and A , similarly, as 11 12 
which is positive by the assumption.
Analogously, to conclude that 32 0 δ > when * 2 2
w ub = we need the following assumption (vi): all the elements of the ( ) 
In case conditions (v) and (vi) hold true, therefore, ( ) 
, , , , , , , , 0, 
By making use of the envelope theorem, the gradient ( ) γ ∇ is consistently estimated by
The 
Lastly, we replace 0 Λ with its standard heteroskedasticity and autocorrelation consistent estimate 0 L as proposed by Newey and West (1987) and make use of Bartlett-type weights:
and m the number of lags to be considered. As suggested by Newey and West (1994) , good asymptotic properties can be achieved by using the automatic lag selection rule
Consider therefore the statistic
Under the null hypothesis 0 Sharpe-style regressions, used to investigate issues such as style composition, style sensitivity and style change over time. The method employed to obtain the distribution and confidence intervals of the style coefficients are statistically valid only when none of the true style weights are zero or one. In practice, it seems to be quite plausible to have zero or one as the values of some style weights. In our framework, nevertheless, such a hypothesis is not economically relevant: it is, indeed, hard to imagine a benchmark, however badly managed, able to dissipate all the wealth. We can, however, test any other hypothesis, and in particular if b cv = 0, that is, if the benchmark can perfectly replicate the performance of the optimal portfolio.
Since we know the large sample distribution for ( ) 1 1b 
If we are interested in testing portfolio efficiency, once we define 
and that a confidence interval for the wealth loss 0 cv is
This specification of the test does not hold true for p cv equal to 0 or 1; in this context, therefore, we are not allowed to test either 0
In particular, we cannot test whether the observed portfolio is efficient or not. As in Snedecor and Cochran (1989) , however, we may rely on the confidence interval to 0 cv and check how far its lower (upper) boundary is from zero (one).
Closed-form solutions with no inequality constraints
The expression of the test derived in §3 still depends on the optimal portfolios. We are able to establish their closed-form expression only in the simplest settings, with no inequality constraints;
otherwise we have to rely on numerical solutions. For instance, a Matlab® code which implements the function quadprog can solve the problem numerically.
The closed-form solution is feasible when i) there are no constraints at all or ii) there are only equality constraints. Below we consider the two cases separately. We establish, moreover, that a strong relationship between standard mean-variance and utility paradigms exists; the link is provided by deriving the optimal portfolios. In the next part we show the results taking into account only the benchmark case; analogous results apply in the portfolio framework. 
No constraints
We recognize in equation (6) an expression similar to that in the standard mean-variance analysis with no restrictions, where the optimal portfolio can be any of the infinite ones with the highest Sharpe ratio.
The weights of the optimal portfolio with the same excess return b r as the benchmark are then given by It can be shown that, when we impose that the portfolio weights sum to one then:
the Sharpe ratio of the portfolio (7) is equivalent to the Sharpe ratio of the tangency portfolio The optimal portfolio resulting in our expected utility framework in the case of no constraint is: i) equivalent to the optimal one in the mean-variance framework if there are no risk free assets and ii) is otherwise proportional. Indeed, both equations (6) and (7) share the same numerator According to the two fund separation theorem, they could be seen as a combination of the tangency risky portfolio and a risk free asset.
Equality constraints only
If, instead, we define the function 
In order to make a comparison with the existing literature, it turns helpful to split the primitive assets in two groups 7 : w ω = % % .
After some algebra we obtain 
In our utility framework, instead, extending equation (9) to all the primitive assets, the optimal portfolio is given by In summary, despite slight differences the behavior in a setting with no inequality constraints is similar to the mean-variance framework. If we add inequality constraints, instead, we do not have any closed-form solution for the optimal portfolios, and therefore we are not able to make any analytical comparison.
The relative risk aversion parameter
The knowledge of the relative risk aversion parameter γ is critical to asset allocation choice since it is decisive in determining the level of investment in risky assets, as we see for example in equation (6) .
By definition, γ depends neither on time nor wealth:
It is well known, however, (see Stutzer, 2004 , for a review) that its exact value for an investor is as hard to know as it is to estimate it through an ad hoc question. Rabin and Thaler (2001) believe that any method used to measure a coefficient of relative risk aversion is doomed to failure, since «the
correct conclusion for economists to draw, both from thought experiments and from actual data, is that people do not display a consistent coefficient of relative risk aversion, so it is a waste of time to try to measure it».
In this section we show that it is possible to provide an estimate of the relative risk aversion parameter γ within this framework. Our procedure is closely related to that in Gourieroux and Monfort (2005); they test their hypothesis using a statistic which depends on an exogenous preference parameter. Should the parameter not a priori be given, they obtain an estimate by minimizing the statistic with respect to such a parameter. In our setting, the role of the preference parameter is played by γ , the risk aversion coefficient. By solving a similar problem for the objective function we can empirically find the implied risk aversion parameter, the one for which the welfare loss is minimized.
Under the hypothesis that the portfolio is managed in order to maximize the expected utility function, the estimator γ then provides a consistent estimate for the utility function.
It is straightforward to develop a procedure for deriving γ in a portfolio setting. Since the function ( ) 
subject to several constraints.
No constraints
If there are no restrictions, the optimal γ is chosen by 
Other constraints
Analogously, in the case of equality constraints only, it is necessary to solve 
Deriving with respect to γ , e s e S γ l can indeed take on both positive and negative values. In this case we might consider either the value that maximizes the objective function (i.e., the benchmark gets the highest efficiency), or the value that makes the objective function null (i.e., the benchmark is as efficient as the optimal portfolio).
When we consider the value of γ that maximizes the objective function, we simply need to adjust the formulae already derived in the portfolio context: 
Empirical analysis
We perform two separate empirical analyses on the efficiency of a benchmark and of a portfolio. As a benchmark we use the S&P 500 index 8 against a set of ten industry portfolios representative of the U.S. market 9 . The industry is divided into non-durable, durable, manufacturing, energy, hi-tech, telecommunication, shops, health, utilities and other sectors. We consider monthly returns that cover the period February 1950 through May 2005 (664 observations). Table 1 reports some descriptive statistics for our sample; we observe from panel A that the expected return of the benchmark is lower than that of any other primitive asset. This fact has a critical impact on obtaining the optimal portfolio when several constraints are required. In a Basak et al. (2002) framework, for instance, the efficient portfolio must have the same mean as the benchmark. If using these data we also impose short-sale constraints, the problem cannot be solved, since it is not possible to obtain any portfolio with such a low mean.
In panel B we notice, moreover, that the utilities industry sector guarantees a lower variance than the benchmark. This asset therefore dominates the benchmark. We consequently expect the benchmark to be an inefficient financial instrument and that our test will detect a high wealth loss. Using these data, we compute the optimal portfolios for our t test with different levels of risk aversion, imposing different constraints (nothing, non-negativity constraints, equality constraint on one asset, both kinds of constraints). The equality constraint in the residual industry sector is equal to 10%.
We impose it after noting that, in the presence of non-negativity constraints, the optimal share of investment in it is zero, and negative in most of the other cases.
In table 2 we report the optimal portfolios for different objective functions and different constraints. For each portfolio it is necessary for the weights to sum to one, i.e., there is no risk free asset. Therefore, when we refer to the unconstrained case, we actually mean that one equality constraint (the sum to one of the weights) holds. Without inequality constraints, the optimal portfolios hold several short positions (1 to 3, according to the level of γ ). Such portfolios provide the best performance, but are typically unfeasible in reality, and to compare them with an observed benchmark or an observed portfolio would be misleading. By imposing non-negativity constraints, the optimal portfolios turn out to be composed of only a subset of assets; four primitive assets in particular (durable, manufacturing, shops, other sectors) are never in the investment decisions. Not surprisingly, these are the assets which offer the lowest return/risk profiles, or that correlate highly with other assets. In table 3 we summarize the first two moments of returns on optimal portfolios. We observe that, once γ increases, the expected return and the standard deviation of optimal portfolios in a t test setting decrease, but in such a way that the Sharpe ratio grows. On the other hand, the Sharpe ratio for the optimal portfolio in a BJS setting is always much lower, meaning that, when fixing the level of expected utility, we neglect important information for optimal portfolio choice.
Notice, moreover, that there is little difference in performance when an equality constraint is added. When inserting non-negativity constraints, instead, the portfolio shares are completely different, so is their performance. The Sharpe ratio for an optimal portfolio under t test is lower with more constraints: our test, nevertheless, compares utility levels. In the same table we then provide a numerical value for the utility loss, where it is computed as ( )
e s e S w e w Sw e s γ γ γ
The utility loss indeed decreases when we add more constraints. Since the constrained optimal portfolio is less efficient than the unconstrained optimal portfolio, the benchmark follows more closely the performance of the best alternative, hence the utility loss is lower (in absolute values) in the presence of constraints. In figure 3 we plot the optimal portfolios for the t test and their indifference curves against the benchmark; figure 4 shows the same plots for only 5 γ = and with the efficient frontier. Our test makes a comparison between the indifference curves of the benchmark and the optimal portfolio. 
Benchmark case
We already know that, by construction, the benchmark is suboptimal in a mean-variance metric 10 . Its inefficiency decreases once we add more constraints; in particular, it decreases appreciably when we impose non-negativity constraints. Figure 5 plots the amount of wealth wasted against the level of risk aversion, for the cases of no constraints and only non-negativity constraints. As we can see, inefficiency is always lower in the second situation; in many cases, we observe that the benchmark wastes less than 0.5% of wealth. Note that the dashed lines represent the confidence intervals for the wealth wasted; the interval is smaller with constraints. The wealth loss does not seem to change a great deal when adding further constraints; it is, instead, much more sensitive to the risk aversion parameter.
We see in table 4 that a t test of efficiency always rejects the null hypothesis. Below we show the simulated rejection rates taken from a Monte Carlo simulation of the primitive assets; details on Monte Carlo simulation are provided in §7. We find very small differences between p-values and simulated rejection rates with our test, no matter whether the results come from a closed-form or a numerical solution. We can also derive the optimal coefficient of relative risk aversion, i.e., the coefficient that makes the performance of the benchmark as optimal as possible. We see in table 5 that the optimal γ is equal to a reasonable 4.5227 11 . To understand γ , consider the following experiment. An investor is given a choice of a fixed sum of money in the next period or a lottery that pays $800 with a probability of 0. In general, we can conclude that the benchmark is inefficient, but this inefficiency turns out to be unexpectedly small, even if the benchmark is dominated by one of the primitive assets. 
Portfolio case
In the following section we consider an application of the portfolio version of our statistic. We analyze two cases; we first compare the unconstrained and the constrained optimal portfolios, to measure the cost of an additional constraint. We then consider equally-weighted portfolios, to establish how costly naïve strategies are.
COST OF ADDITIONAL CONSTRAINTS
In figure 6 we show the pattern of the wealth loss when comparing the optimal portfolio subject to short-sale constraints with the unconstrained optimal portfolio. The level of inefficiency decreases sharply after 2 γ = , stabilizing soon below 0.1 percent. The lower confidence interval, however, is always equal to zero. It means that there is no evidence that adding non-negativity constraints worsens the efficiency. In table 6 we show the amount of wealth wasted when using a constrained optimal portfolio instead of the unconstrained optimal one. The wealth loss ranges from 0.06% to 0.45% with nonnegativity constraints, from 0.0003% to 0.08% with equality constraints, and from 0.08% to 0.45% with both constraints. The wealth loss is smaller with only equality constraints, meaning that such restriction is able to explain a smaller part of the overall inefficiency. In no case, however, the lower bound of the confidence interval is higher that zero: in other words, we can never reject the null that the constrained optimal portfolio is inefficient, compared with the unconstrained optimal portfolio. This approach also gives an idea of the cost of imposing additional constraints to a portfolio. It allows us to assess if the wealth loss in the presence of both constraints is significantly different from the wealth loss with only non-negativity constraints. We test indeed if an optimal portfolio with nonnegativity and equality constraints is significantly less efficient than an optimal portfolio with only non-negativity constraints. This approach can in principle be applied when comparing any pair of nested portfolios 12 . We also measured the importance of any inequality constraint, and found that nearly all the variation in performance is the result of imposing two non-negativity constraints on just two assets:
"manufacturing" and "other" markets. 12 i.e., in which one portfolio is optimal under more restrictions than the other.
NAÏVE STRATEGY
Let us suppose now that the agent follows a naïve investment strategy, i.e., invests exactly the same amount of wealth in each of the ten assets. Such a portfolio is inefficient under a mean-variance analysis; a JK test run using the 10 industry portfolios, indeed, is worth 17.5876 with a p-value of 0.0403. We wonder, therefore, if this portfolio is still inefficient under the framework in this paper.
There are several reasons for studying a naïve portfolio. First, it is easy to implement because it does not require any estimation or optimization. Second, it is empirically proven (Benartzi and Thaler, 2001 ) how investors often continue to use such simple rules for allocating their wealth across assets.
The literature deals with this portfolio, then, since it is simple to use and reasonably easy to implement assuming difficulty in diversifying (DeMiguel et al., 2005) . In order to empirically arrange the portfolio composition as suggested by the theoretical models we need to know, indeed, the parameters of the model for a particular set of asset returns and then to solve for the optimal portfolio weights. Figure 7 shows that the point estimate of wealth loss is below 0.4% for most levels of risk aversion, except for the smallest, where the wealth loss is higher, reaching a fairly large 1.3% when γ = 1. This suggests us that less risk averse individuals could take higher profit by investing in a portfolio different from the naïve. The standard error of the estimated wealth loss, nevertheless, is too large to support that conclusion. Observe, furthermore, how the result changes completely when we look at the wealth loss in the presence of inequality constraints: in this case, indeed, the point estimate is smaller for less risk averse individuals. In both cases, however, the lower bound of the confidence interval reaches the zero point for any 8 γ ≤ : for reasonable levels of risk aversion, therefore, we cannot reject the null of efficiency of a naïve portfolio. Table 7 provides us with the wealth wasted when holding this portfolio instead of the optimal under several constraints. The wealth however wasted is smaller (below 0.2%) for γ between 5 and 10; it grows for more elevate risk aversions and is much higher for smaller risk aversions, at least in the absence of any constraint. Observe, indeed, that when we consider in the analysis inequality constraints even the case of γ = 1 happens to get a very small amount of wealth loss. Given the lower boundary of the confidence interval, however, when γ = 1, 2 or 5 in no case we have enough evidence to conclude that the naïve strategy is not efficient.
We also report the results of the t test in which the null hypothesis assumes that the amount of wealth loss is equal to that obtained with no restrictions; using the theoretical distribution, just in two cases we have enough evidence for concluding that imposing more restrictions the naïve strategy becomes less inefficient: when we add inequality constraints, or both constraints, and γ = 1 or 2. This implies that, for reasonable levels of risk aversion, we cannot conclude that a naïve strategy is inefficient, and that, as we add more constraints, the point estimate of its wealth loss decreases significantly for low risk-averse individuals. In this case, therefore, accounting for market frictions helps explain much of the rationale behind the recourse to this strategy. performance than optimal diversification, the loss is smaller than the one arising from having to use as inputs for the optimizing models parameters that are estimated with error rather than known precisely.
In our analysis we do not have enough information to reject the null of efficiency. We are led to believe, furthermore, that even the point estimate of the wealth loss is so small that it is actually cheaper than any cost of information search and, then, many investors would prefer this solution to a theoretically more efficient portfolio.
Lastly, we see in table 8 that the optimal γ derived using equation (10) takes a value of 5.0680 13 and however not higher than 7.3688 in a 95 percent confidence interval. In other words, the agent who gets the smaller wealth loss has a risk aversion roughly equal to about γ = 5. The corresponding wealth loss is 0.1616 percent, and its confidence interval produces a lower bound just equal to zero. The wealth loss is, however, significantly different from zero. In this case, as before, the optimal risk aversion is able to reduce the inefficiency, but not sufficiently so to justify the efficiency of the actual investment. 
Empirical distribution of the test
In this section we study how our statistic performs in small samples. The statistic In this paper we show results with 1000 N = and, if not otherwise specified, 664 T = ; smaller or larger values of N do not seem to provide significant differences. In order to avoid possible errors due to undetected autocorrelation, we assume absence of autocorrelation 14 . Below we show the results for portfolios relative to 5 γ = , with no constraint or only non-negativity constraints. Simulations for other cases do not provide significantly different results. Figure 8 shows the empirical and the theoretical distributions for the benchmark test.
14 The autocorrelation would enter the matrix V through the HAC covariance estimate. Using this procedure we realize that 1) the empirical statistic actually appears to be normally distributed, 2) the estimated variance correctly replicates the true variance, especially in the constrained case, but 3) the empirical distribution is not centered around zero. The test average is actually higher than zero, with an average value which decreases as γ increases (see table 9 for the benchmark test).
Analogous results come from the analysis of the distribution of the wealth loss. For the portfolio test, using an analogous simulation procedure with the naïve portfolio, we get similar results; as before, we observe that the approximation works better in the presence of inequality constraints, where otherwise there seems to be an underestimate of the asymptotic variance. The numerical assessment of the bias is reported on table 11; the bias is the same as in equation (13). It seems, therefore, preferable to use the empirical distribution on data analyses or, in alternative, the theoretical distribution corrected for the bias in small samples.
Further simulation studies, conducted using the same benchmark against a set of as many as 30 or just 5 primitive assets, industry portfolios taken from the same source, show that the empirical distribution of this test keeps similar, These simulation results are therefore robust to different number of primitive assets.
Conclusion
In this paper we study the efficiency of a benchmark or a portfolio in an expected utility framework, dealing with complex problems in which the optimal portfolio depends on weight constraints. We consider a measure of compensative variation which reads as the wealth loss between optimal and sub-optimal portfolios. We provide its asymptotic distribution and discuss the related inefficiency test. We suggest an estimation strategy for the risk aversion parameter based on the parameter value that minimizes the wealth loss with respect to the optimal portfolio. This estimate could turn out to be interesting when establishing, for instance, the implicit risk aversion adopted by fund managers when building their fund portfolio. The statistic can flexibly deal with equality and inequality constraints on portfolio composition, even if the presence of inequality constraints makes it impossible to derive a closed-form solution.
Although we depart from the classical literature of mean-variance analysis, we show that the two frameworks are comparable and to some extent provide analogous results; in particular, the optimal portfolios without inequality constraints differ only for a normalizing factor.
We find the asymptotic distribution for the test and discuss its small sample properties: given the results of our Monte Carlo simulations, we believe that a better way to make use of this statistic is to consider its empirical rejection rates, drawn from a Monte Carlo simulation, instead of theoretical pvalues.
Our empirical application, based on ten industry portfolios for the U.S. market, shows that there is no enough evidence to reject the null of efficiency for a naïve investment strategy with reasonable values of the risk aversion coefficient. The point estimates of the wealth loss, furthermore, are rather small, often about 0.10%, and it seems that considering inequality constraints into the analysis really helps explain such an apparently inefficient behavior when the risk aversion parameter is low. Our conclusion confirms the results in Brennan and Torous (1999) and Das and Uppal (2004) . When using a benchmark, such as the S&P 500, that in the relevant period is dominated by at least one industry portfolio, our test concludes for its inefficiency, but this inefficiency is unexpectedly small. In all cases the wealth loss is not higher than 0.5 point percentage, and the optimal level of risk aversion is a reasonable 5.
In our agenda, we plan to correct the distribution of our statistic for the small sample bias using a block bootstrap technique, and to focus on the size of the implicit risk aversion parameter used by fund managers when choosing the composition of the fund portfolio. Finally, a promising further step is to consider a long term perspective and then analyze within this framework the behavior of forwardlooking agents with regards to their lifetime portfolios.
