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Abstract
Nowadays, a main task in the production sector is the optimization of components and
production processes in order to reduce costs and improve the quality of products. Nu-
merical simulations have become a fundamental tool, as they allow the optimization
even before the actual production starts. For the simulation of the mechanical behavior
of component parts, an appropriate constitutive material model is necessary. Since ma-
terial behavior is usually very complex, models are developed for a specific application
area.
The zinc die casting alloy Zamak 5 is widely used in the automotive industry because
of its excellent castability and its good mechanical properties. However, it exhibits a
complex thermo-mechanical behavior, which additionally changes gradually over the
course of time. This effect is known as aging and is caused by microstructural changes
such as diffusion, phase transformation and precipitation in the material. These pro-
cesses are temperature activated.
This thesis proposes a material model of thermo-viscoplasticity with the goal of repro-
ducing the thermo-mechanical behavior of the alloy Zamak 5 considering the influence
of natural aging in finite element computations. This is performed on the basis of an
extensive experimental campaign, in which the thermo-mechanical behavior is charac-
terized with tension, compression and torsion tests at different loading conditions and
for different aging times. The material shows a strong rate and temperature dependence
and a moderate dependence on natural aging. Additionally, several thermo-physical
properties which are necessary in the heat equation are also measured. Moreover, the
microstructure of the alloy is investigated with a scanning electron microscope and X-
ray diffractometry for different aging times in order to describe the microstructural pro-
cesses which take place during aging.
At first, the material model is developed for the small deformation case since, in
this case, the torsion tests can be considered as one-dimensional and purely deviatoric,
which is advantageous during the identification process. Moreover, several temperature
and aging dependent material functions are developed during the identification process.
The model is extended later on to the finite strain case in order to be able to compute
processes in which the strains are larger than 5%. The models are based on the additive
decomposition of the strain tensor (for the small strain model) or multiplicative decom-
position of the deformation gradient (for the finite strain model). In both cases, there
is a component representing each of the different effects contained in the model: aging,
temperature and rate-dependence. Furthermore, the total stress is decomposed into an
equilibrium and an overstress part in order to identify them in a partitioned manner.
iii
The model is implemented in the finite element code Abaqus. The behavior of the
model is demonstrated using several simulation examples. Finally, simulations of a real
component part (steering-wheel lock of a car), and a cylinder with a hole are compared
with complex experiments in which inhomogeneous stress and strain states are reached
for different loading conditions. With this information, the developed material model is
validated.
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1 Introduction
In the engineering world, numerical simulations are an extremely useful tool. They
allow to design, analyze, and optimize all kind of components or processes – and the
possibility to analyze the behavior of such processes is improved as well. As a conse-
quence, there is an increase in the accuracy of the production process, and the production
cost of the obtained products can be reduced enormously. In this work, a model of finite
deformations of the zinc die casting alloy Zamak 5 is provided, which is supposed to be
used in simulations of component parts made of this alloy. The model is based on an
extensive experimental campaign, which enlarges the currently available knowledge of
the thermo-mechanical behavior with the effect of natural aging of this alloy.1
1.1 Motivation
Around 13million tons of zinc are produced annually worldwide, according to the Inter-
national Zinc Association (IZA, 2018). From this amount, approximately 15% is used
for the production of zinc-based alloys, mainly in order to supply the die casting indus-
try. Zinc die casting alloys can usually be found in components of mechanisms in cars
and machines. On average, a car contains roughly 10 kg of zinc, and half of this amount
is present in the form of zinc die casting components. Zinc die casting is also used in
the electronic, construction and appliance industries, see (IZA, 2018; Leis and Kallien,
2011). The name Zamak denotes a family of zinc alloys with a constant amount of
aluminum of 4% and, moreover, copper and magnesium as further alloying elements.
A very small amount of other impurities is allowed as well. Zamak is produced with
the so-called hot-chamber die casting process, in which the molten metal is injected
into a reusable steel mold at high pressure. There are several aspects which make Za-
mak attractive to the industry in the scope of the production of component parts. The
low melting point of the alloy and its extraordinary castability allow to produce a large
number of components in one batch, with low production costs. Moreover, the material
has very good mechanical properties compared to alternative materials in its application
area, such as die casting aluminum or magnesium alloys, as well as injection molding
polymers. The high density of the alloy can be compensated by producing thin compo-
1The first part of this project is connected to the interest of the industry – specifically the Huf Hülsbeck
& Fürst GmbH & Co. KG – to obtain an accurate thermo-mechanical model of the alloy Zamak 5. It
was partly financed by the Huf-group. The extension of the project to include the aging dependence
was funded by the German Research Foundation DFG, with the project number DFG HA2024-18/1.
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nent parts. A disadvantage is to be seen in the low melting point, which implies a strong
viscoplastic behavior. The mechanical behavior is also affected by temperature changes.
Creep occurs at loads higher than 50MPa. Moreover, the change of its microstructure
over the course of time, which is known as aging, and the porosity – which affects die
casting materials in general – are problems to be considered in the design process of
components made of Zamak.
Since Zamak alloys are, from the point of view of Continuum Mechanics, hardly in-
vestigated, the goal of this work is to extend this field of knowledge by experimentally
characterizing and modeling the thermo-mechanical behavior of the alloy Zamak 5, in-
cluding the effect of aging. The effect of porosity is not included, since the project setup
did not allow to obtain or produce specimens with a variety of controllable porosity lev-
els. The experimental campaign itself involves a challenge due to its scale. Moreover,
the modeling process is a challenging task as well. Experiments, modeling, and identi-
fication form an iterative process, see Fig. 1.1. The model is developed considering the
behavior observed in the experiments. With this model, an identification of the material
parameters is performed. Usually, the results of an identification process are not satis-
factory or complete at first, so that the model has to be modified accordingly – and it
can be necessary to conduct additional steps of identification for certain aspects of the
model. In other cases, additional information might be needed for the development of




Figure 1.1: Representation of the modeling process
1.2 Literature Overview
Although zinc die casting alloys are known for their good castability, they are not yet
as thoroughly investigated as other materials such as wrought aluminum alloys or steel.
This is reflected in, for example, the annual world production of aluminum, which was
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five times higher than for zinc in 2016. In the literature, one can find several investiga-
tions from the point of view of Material Science, in which the microstructure is char-
acterized for different zinc die casting alloys under different thermal conditions. From
the point of view of Continuum Mechanics, there are currently almost no publications
specifically related to Zamak alloys, apart from the publications of the author of this
thesis.
The development of the properties and mechanical response of a material over the
course of time due to microstructural changes is known as aging. In metals, these
changes are due to precipitation of alloying elements or phases with low solubility, phase
decomposition, and changes in the crystallographic structure. The diffusion processes
in the microstructure are influenced by the temperature, which determines the rate of the
aging process, see (Callister and Rethwisch, 2016). As mentioned in (Lion and Johlitz,
2012), in the field of polymers, aging is associated to physical or chemical changes.
The aging of a component part can imply an overestimation (or underestimation) of
its mechanical response, which can lead to failures. From the point of view of Material
Science, the microstructural changes of zinc-aluminum alloys became subject of investi-
gations in the last century. Gebhard (1940, 1941, 1942) investigated the micro-structure,
phase transformations, and volume changes of the zinc-aluminum and zinc-aluminum-
copper alloys over time. In (Johnen, 1981), general technical information about zinc
die casting alloys is given. Additionally, the reduction of dimensions (shrinkage) in
zinc die casting alloys over the course of time is described. The equilibrium phase di-
agram of zinc-aluminum alloys was investigated by Murray (1983), and their different
crystal structures are described as well. In (Hänsel, 1988), one can find an analysis of
the influence of the alloying elements on the mechanical properties – as well as stud-
ies focusing on other aspects such as the creep behavior, aging, the consequent volume
changes, as well as inter-crystalline corrosion. Since the nineties, zinc die casting alloys
became less popular, due of steel and aluminum alloys. In the past years, new investi-
gations in this field started to appear again. At the beginning of the 21st century, phase
transformations and precipitation of several Zn-Al alloys were extensively characterized
in Zhu (2001, 2004), and Zhu et al. (2002, 2003a,b). Moreover, an exothermic reac-
tion of Zn-Al alloys at early stages of aging is investigated in Zhu et al. (1999). The
work of (Kallien and Busse, 2009; Leis and Kallien, 2011) covers a characterization of
the influence of temperature, natural and artificial aging, the thickness-dependence of
the specimen, and die casting conditions on several mechanical parameters such as the
Young’s modulus, yield strength, or tensile strength. Jareño et al. (2010) investigated
the effects on the micro-structure of Zn–4Al–(3–5.6)Cu alloys both due to the amount
of Cu as well as the cooling rate after casting. The phase decomposition of a supersat-
urated ZA27 alloy after a heat treatment and its effect on the mechanical properties is
studied in Liu et al. (2013). More recently, the influence of the alloy components on the
micro-structure and mechanical properties of several Zn–15Al alloys was investigated in
(Savaskan and Pasa Hekimoglu, 2014). The effect of diluted Mg addition in the micro-
structure and mechanical properties of the ZnAl4Cu1 alloy is characterized in (Wu et al.,
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2016). The aging behavior of the Zn15Al1Cu alloy was experimentally investigated in
Pola et al. (2015) with the help of tensile tests and a micro-structural analysis.
With Zamak, it is possible to produce geometries with thicknesses between 0.3mm
and 6mm, see (ZD, 2019). Another characteristic of Zamak is the so-called size de-
pendence, meaning that the mechanical response of the material is different for dif-
ferent thicknesses. The size-dependent mechanical behavior of zinc die casting al-
loys is investigated in (Gelfi et al., 2004; Leis and Kallien, 2011). Here, it is found
that the specimen’s thickness has an influence on mechanical parameters such as the
overall elasticity modulus, the tensile strength, or the hardness. One possible cause
of this effect could lie in the skin layer that is formed during the die casting process.
It is about 100 µm thin and has a fine grain microstructure, see (Gelfi et al., 2004).
This microstructure differs from the one in the bulk showing a coarse grain, which
could be responsible for a different mechanical response. Another possible reason is
the porosity of the specimens. Porosity is the most common defect of die casting
materials, and it can have significant influence on different aspects of the mechani-
cal behavior, see (Buffiere et al., 2001; Gutman et al., 1998) for aluminum and mag-
nesium casting alloys. In (Martinez Page et al., 2018), a proposal for the thickness-
dependent elastic behavior for Zamak is given. This model is based on the ideas pro-
posed in (Steeb and Diebels, 2004), and also presented in (Diebels et al., 2005, 2007;
Dippel et al., 2014; Johlitz et al., 2008a,b; Johlitz and Diebels, 2011b), for the case of
polymers or (Diebels and Steeb, 2002) for the case of metal foams. In these works, the
size effects are modeled with the help of an additional field variable. Since it was not
possible to obtain specimens with different porosity levels in order to model and iden-
tify the effect of the thickness, this aspect could not be investigated further. Finally, in
relation to Zamak, the recently published work (Korzeniowski and Weinberg, 2018) has
to be mentioned, in which a Markov chain approach to damage evolution is presented.
Regarding the modeling of the aging effect in Continuum Mechanics, Krempl (1979)
defines aging as a modification of the micro-structure, in such a way that the same
loading process – performed in the same environment at different times (or ages of
the material) – will lead to different mechanical responses. Based on this concept,
Marquis and Lemaitre (1988) proposed a model coupling elasto-plasticity, damage and
aging for small deformations. Additionally, a model for plasticity and aging is sug-
gested in Marquis and Costa Mattos (1991). In these models, the effect of aging is in-
cluded with a new internal variable. Non-metallic construction materials such as con-
crete represent another area of interest of aging effects. The viscoelasticity model pro-
posed in Carol and Bazant (1993) accounts for aging of concrete in terms of an integral
involving the relaxation function of the non-aging constituent and variable volume frac-
tion of the solidified constituent. The three-dimensional multisurface viscoplasticity
model proposed by (Meschke, 1996) is able to represent the time-dependent behavior
of shotcrete. Here, the aging effects are modeled by an additional component of the
strain tensor. Moreover, an integral form for aging viscoelasticity without internal vari-
ables is suggested in Bazant and Huet (1999) – and the problem of aging is treated for
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the case of polymers. Maghous and Creus (2003) proposed a homogenized thermovis-
coelasticity model including aging effects. In (Diebels and Geringer, 2012), chemical
aging is included in a model for adhesive bonds in a polymer using an additional field
variable to describe the diffusive processes. Moreover, in (Johlitz, 2012), a model for
small deformations with aging as an internal variable is developed. In (Johlitz and Lion,
2013; Johlitz and Diercks, 2014; Lion and Johlitz, 2012), a chemo-thermomechanical
and a chemical aging model for elastomers for small deformations is suggested, and
Dippel et al. (2014) offers a solution for polymer bonds at large deformations. In gen-
eral, volume changes due to aging are not considered in the aforementioned models, and
the tendency is to model the effect of aging with an internal variable. However, in the
case of polymers, the use of a field variable in diffusion processes connected to aging is
also a common option.
The thermo-mechanical coupled problem has been treated in a high amount of works
and thermodynamical consistent modeling proposals for thermo-viscoplastic material
behavior can be found in, for example (Lubliner, 1990; Lubarda, 2001; Haupt, 2002;
Lemaitre and Chaboche, 1990). Regarding material modeling in thermo-mechanics,
Chaboche (2008) offers an extensive overview of small-strain viscoplasticity models
considering the thermo-mechanical coupling. In respect of the multiplicative decompo-
sition of the deformation gradient in the finite strain case, in (Lion, 2000a), constitutive
equations for finite thermo-viscoplasticity are deduced from rheological models. In this
work, an additional multiplicative split of the deformation gradient is proposed in or-
der to consider each physical effect included in the model. The equivalence between
the two possible decompositions of the deformation gradient is shown in (Hartmann,
2012). On the other side, a framework for the description of elasto-plastic materi-
als is given in (Bertram, 2003), which is based on the notion of isomorphic thermoe-
lastic ranges instead of the multiplicative decomposition of the deformation gradient.
In the field of thermo-viscoplasticity of metals, one can find many different propos-
als for aluminum alloys and steel, but – to the author’s best knowledge – there are no
proposals for the quasi-static behavior of Zamak, see the literature review offered in
(Martinez Page and Hartmann, 2018b). Investigations in the field of thermo-elasticity
and thermo-viscoelasticity can be found in (Miehe, 1988; Lion, 2000b; Reese, 2001).
An extensive literature review for the coupled thermo-viscoelastic problem for poly-
mers is offered in (Hamkar, 2013) and for the case of thermo-viscoplasticity for steel
see also (Quint, 2012).
Since the experimental data currently available in the literature is insufficient for a full
characterization of Zamak 5, one of the goals of this thesis is to provide an experimental
characterization. Moreover, a new model of thermo-viscoplacity is developed, which
is able to reproduce the observed experimental behavior. The results of several publi-
cations are used for the development of this thesis, see (Martinez Page and Hartmann,
2018b,a; Martinez Page et al., 2018, 2019).
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1.3 Scope of the Thesis
The objective of this work is the development of a constitutive model for the alloy Za-
mak 5, in which the rate dependence, temperature dependence, and the effect of natural
aging are included. To this end, all aspects that are to be modeled need to be character-
ized experimentally. Since the number of investigations on zinc die casting alloys during
the last century is quite small, compared to aluminum alloys or steel, there is little ac-
curate information regarding the thermo-mechanical behavior of this material available
at the moment. The mechanical characterization requires tests in which the volumetric
and deviatoric behavior are considered. This characterization is performed with ten-
sion, compression, and torsion tests at different strain-rates with a thin-walled cylindri-
cal tube. The temperature-dependent mechanical response is included by performing
the experiments at different temperatures. Analogously, for the aging dependence, the
tests are also performed for each temperature at different natural aging times. This ex-
tensive experimental campaign, which includes around 450 single tests, characterizes a
broad spectrum of the mechanical behavior of the alloy Zamak 5, which has not been
done so far. Furthermore, several physical properties such as the thermal expansion,
the shrinkage caused by aging, the thermal conductivity, and the specific heat capacity
are measured. The thermal expansion and shrinkage are necessary in order to model
the mechanical response. Additionally, the shrinkage experiments are used as a basis
for the description of the aging development over time. With them, an aging variable
is motivated, which is later on included in the model as an internal variable to describe
the influence of aging. The experimental campaign is finished with experiments in more
complex geometries in which the stress and strain state are not homogeneous. These
tests are used to validate the constitutive model.
Based on the information obtained from the experiments, a thermodynamical consis-
tent finite strain model is developed. The modeling process is closely connected to the
identification, forming an iterative process in which an assumption is developed for the
modeling, and the suitability of this assumption is verified in the identification process.
If the assumption turns out to be inadequate, the model is changed and the process is
repeated until an appropriate response is obtained.
After that, the material model is implemented in the commercial finite element soft-
ware Abaqus. Since the documentation of Abaqus does not provide an in-depth de-
scription of the equations of its code, the general numerical solution of the resulting
thermo-mechanical coupled problem with the Finite Element Method is exposed in de-
tail. The behavior of the model is shown for three numerical examples. In the last one,
the behavior of the model is validated with the previously performed experiments.
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1.4 Structure of the Thesis
This thesis is divided into eight chapters. Chapter 2 provides the theoretical funda-
mentals of Continuum Mechanics, which are necessary to understand the derivations
performed in the following chapters. First, the kinematics are discussed, including ba-
sic definitions of material body, configuration, and motion – and strain and strain-rate
tensors, stress tensors, and heat flux are introduced. Moreover, the thermo-mechanical
balance equations are derived. In the last section, general considerations for material
modeling are given.
All aspects related to the experimental campaign are covered in Chapter 3. To begin
with, a brief introduction to the die casting process is given, followed by further informa-
tion regarding the specimens used for the material characterization, such as composition
and dimensions. Important aspects concerning the experimental setup of the thermo-
mechanical experiments and data evaluation of the experimental results are discussed.
This is followed by a description and the results of the different experiments. For the
thermo-mechanical experiments, the results are given in the order of consideration for
the modeling. First, the basic rate-dependent mechanical behavior is characterized with
experiments at room temperature. The characterization of the equilibrium state is ex-
posed, with the main difficulty that the relaxation needs several days to reach a satura-
tion value. Moreover, the temperature-dependent and aging-dependent results are given,
while the results of the thermo-physical properties are discussed in the next section.
Since the thermal diffusivity shows a dependence of the aging state, the microstructure
is investigated in order to get a better understanding of the effects of aging. The chapter
ends with the validation experiments with two different geometries. The first one is a
completely aged complex geometry with a real application in the steering-wheel of a
car. Here, the temperature and rate dependence are investigated. The aging dependence
is tested in a cylinder with a hole.
Chapter 4 discusses the constitutive model. First, an overview of the modeling possi-
bilities is given, motivated by the experimental observations of Chapter 2. The modeling
is first performed for the small deformations case. Since this case is simpler than finite
deformations, it is easier to derive the equations for the different effects. Also, the con-
nection with the identification is more simple in this case, since the problem of torsion
of a thin-walled cylinder is one-dimensional. The possibility of one-dimensional purely
deviatoric considerations is advantageous for a first approach of the model. After that, a
generalization for the finite deformations case is carried out. In both cases, the deriva-
tions of the constitutive equations are based on the thermodynamical consistency of the
model, which is provided as well. The model of finite deformations is motivated by the
multiplicative decomposition of the deformation gradient in four components, which
cover the different effects of the model. At the end of the chapter, the heat conduction
equation is treated. This leads to the evaluation of the thermo-physical properties, which
have to be modeled as well.
The parameter identification is treated in Chapter 5. Here, basic definitions and con-
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cepts of the identification problem are introduced. Due to the complexity of the iden-
tification, an overview of the identification process is provided, in which the results of
the roughly 450 experiments2 plus the measurements of the thermal properties are used
to identify 31 material parameters, which describe seven different effects in the model:
rate, temperature and aging dependence, thermal expansion, shrinkage, specific heat ca-
pacity, and aging-dependent thermal conductivity. The details of the identification are
provided first for the small deformations model and then for the model of finite defor-
mations. For the last one, the bulk modulus is extrapolated from the small deformations
case.
Chapter 6 has two main sections. The first one covers the entire aspect of the initial
boundary value coupled thermo-mechanical problem, which is first expressed in its local
form and then converted into its variational form. The second part covers the treatment
of the numerical solution of the variational formulation of the problem with the Finite
Element Method. The solution is given for the h-version of finite elements and a mono-
lithic approach. Due to the fact that in Abaqus the Backward Euler method is used for
the time integration, this method is presented. The resulting system of non-linear equa-
tions is solved with the Newton-Rhapson method for the small deformations case, since
the value of all internal variables at the current time step can be computed directly with
the information from the last time step, without the necessity of a local Newton-Raphson
method. This is not the case for the model of finite deformations, so the Multilevel New-
ton Algorithm has to be applied. The stress algorithm is provided for the local level, as
well as necessary information for the computation of the consistent tangent.
The behavior of the model is demonstrated in Chapter 7, with three different exam-
ples. In the first one, the stiffness of the system of differential equations composed by
the evolution equations of the internal variables is investigated, since the rate at which
the aging variable develops is generally much slower than the mechanical effects. The
second example covers the behavior of the aging in a process at different time scales
for the mechanical processes and temperature changes. The last example aims to vali-
date the developed model by comparing simulations with the experimentally measured
response of more complex geometries.
Finally, in Chapter 8, a summary and conclusions about the presented investigations
are discussed, followed by an outlook regarding possible future work in this area.
2For the experiments with several repetitions, the average value is determined and used in the identifica-
tion.
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2 Fundamentals of Continuum
Mechanics
The aim of this chapter is to introduce general concepts of ContinuumMechanics, which
are needed to develop the constitutive model in Chapter 4, and the balance equations
which will compose the initial boundary value problem in Chapter 6. The theory illus-
trated in this chapter is based mainly on the works of Haupt (2002), Truesdell and Noll
(2004), Altenbach (2015), Becker and Bürger (1975), Holzapfel (2000), Lubarda (2001),
and Malvern (1969).
The foundations of Continuum Mechanics lie in the assumption that matter is dis-
tributed continuously in space. In order to describe the motion and deformation of a
material body under the influence of external loads, there are three main statements that
have to be considered, see Haupt (2002). On the one hand, there are the kinematics and
balance equations – which are known as general statements, since they are considered
as universal laws of nature which are valid to all material systems. On the other hand,
individual statements which refer to particular material properties are necessary.
Kinematics describes the geometry of motion and deformation of a material body
without considering the cause of such motion. The concept of balance equations is
founded on the free body principle, according to which, in mechanics, the effect of the
surroundings of a body can be represented by means of volume and surface forces – or
by heat flux in thermo-mechanical problems. For each particular material behavior, ma-
terial equations provide a connection between the kinematic quantities and the quantities
appearing in the balance equations.
In this chapter, the kinematics are treated first, including an introduction to the funda-
mental concepts of the motion and deformation of a material body, such as configuration,
deformation gradient, or strain measures. After that, the concept of stress and heat flux
is developed. The subsequent section addresses the balance equations of mass, linear
and angular momentum, as well as the laws of thermodynamics. Finally, in order to
connect the effect of stresses to the deformation of the material body, a material model
is needed. It will be provided in Chapter 4. The last section of this chapter serves to
introduce several common principles that are generally accepted in material modeling.
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2.1 Kinematics
In this section, the concepts of material body, configuration, and motion are explained.
Moreover, the deformation gradient is introduced and, with it, the definition of various
strain tensors. In the last part of this section, strain-rate tensors are treated.
2.1.1 Material Body, Configuration and Motion
The goal of Continuum Mechanics is to describe the deformation of material bodies.
The first question that has to be clarified is the concept of a material body itself. A
material body in the sense of Continuum Mechanics represents a region of the space in
which matter is distributed continuously. It consists of a set of material points B = {P},
with the following properties:
1. There is a set K = {P} of one-to-one mappings
χ :
{
B → χ[B] ⊂ R3
P → χ(x1, x2, x3)⇔ P = χ−1(x1, x2, x3)
(2.1)
where every mapping χ ∈ K is called configuration.
2. If χ1 and χ2 are two configurations, then their composition
χ2 ◦ χ−11 :
{
χ1[B] → χ2[B]
(x1, x2, x3)→ (y1, y2, y3) = χ2(χ−1(x1, x2, x3))
(2.2)
is continuously differentiable.
The first condition guarantees that each material point occupies only one point of space
that is not shared by any other material point. The second one ensures that two neighbor-
ing material points remain neighbors. In order to obtain a time-independent reference
for the motion of the material body, a reference configurationR(P) is chosen. With this
configuration, the material points P ∈ B are uniquely assigned to a spatial point
(X1, X2, X3) = R(P)⇔ P = R−1(X1, X2, X3), (2.3)
which commonly represents the initial position of a material point, with the number
triplet (X1, X2, X3) as its initial coordinates, see Fig. 2.1. The motion of a material
point is defined by the continuous sequence of current configurations χt(P), which for
each time t corresponds to the position vector ~x ∈ V3,
~x = ~χt(P)⇔ R = ~χt−1(~x). (2.4)
The time-dependent configuration ~χt is called current configuration, which can be iden-















~x = ~χR( ~X, t)
P
B
Figure 2.1: Representation of the reference and current configurations
point in dependence of the position vector of the reference configuration ~X and the time
t as parameters can be obtained through the mapping
~x = ~χt(R−1( ~X)) = ~χR( ~X, t). (2.5)
The number triplets (X1, X2, X3) and (x1, x2, x3) can be interpreted as coordinates of
the material point P in the three-dimensional euclidean space E3, referring to the co-
ordinate systems with the origins O in the reference and o in the current configuration,
respectively, and a frame of reference of vectors ~Ei and ~ei, i = 1, 2, 3. For the sake of
simplicity, the same coordinate system is used for both configurations in the following,
which means that ~ei = ~Ei. The motion of a material body involves two aspects: the
displacement of the points and its deformation. The displacement of a material point ~u
is defined as the difference between its position vectors in the current configuration ~x
and the reference configuration ~X , see Fig. 2.2,
~u( ~X, t) = ~x− ~X = ~χR( ~X, t)− ~X. (2.6)
In order to describe the deformation of the material body, the deformation gradient is
introduced




The deformation gradient is an asymmetric second-order tensor, which serves to locally
characterize the motion of the material body. In general, it is assumed that detF > 0.
The deformation gradient F and the displacement ~u are related to each other through the
expression











Figure 2.2: Displacement vector
whereH( ~X, t) = Grad~u( ~X, t) represents the displacement gradient and I is the second-
order unity tensor. The concept of the deformation gradient can be understood consid-
ering a smooth curve composed of a set of points of the material body, parametrized by
α
α→ ~C(α), with ~C(α0) = ~X, (2.9)
also called material lines, see Fig. 2.3. The material line in the current configuration is
obtained with the help of the mapping ~χR
α→ ~x = ~c(α) = ~χR( ~C(α), t), with ~c(α0) = ~x. (2.10)
Computing the Fréchet derivatives of expressions Eq. (2.9) and (2.10) and considering




~C(α)dα|α=α0 = C ′(α0)dα, (2.11)
d~x = GradχR( ~X, t)| ~X= ~C(α0) ~C ′(α0)dα = ~c ′(α0)dα. (2.12)
The derivatives d ~X and d~x represent tangent vectors to the material lines at α0 in the
reference and current configuration, respectively, and are called material line element in
the reference and current configuration. Since they are equal to
d ~X = ~C ′(α0)dα and d~x = F ~C
′(α0)dα, (2.13)
the deformation gradient can be interpreted as the mapping from the material line ele-
ments in the reference configuration to the current configuration, see Fig. 2.3,
















d~x = Fd ~X
~x = ~χR( ~X, t)
Figure 2.3: Transformation of material line elements by the deformation gradient
The concept described in relation (2.14) for the material line element can be extended
to the case of a material surface element defined through two material line elements
(d ~X1, d ~X2) in the reference and (d~x1, d~x2) in the current configuration
d~a = (detF)F−Td ~A, (2.15)
with d ~A = d ~X1 × d ~X2 and d~a = d~x1 × d~x2, and a material volume element
dv = (detF)dV, (2.16)
with dV = (d ~X1 × d ~X2) · d ~X3 in the reference and dv = (d~x1 × d~x2) · d~x3 the current
configuration.
The deformation gradient has the disadvantage that it does not vanish for rigid body
motions, which is why it is not suitable to describe the deformation of a body directly.
However, it can be multiplicatively decomposed into an orthogonal tensorR and a sym-
metric positive definite tensorU orV, also known as right and left stretch tensors
F = RU = VR. (2.17)
This is called polar decomposition and can be interpreted as a decomposition of the local
deformation into a pure rotation R and a pure stretch U or V. Moreover, the following
relations hold
U2 = C = FTF, (2.18)
V2 = B = FFT. (2.19)
The tensors C and B are known as right and left Cauchy-Green tensors. They are sym-
metric positive definite1 tensors, and they will be used to describe the strain measures in
the following section.
1A symmetric tensorA is positive definite if the condition ~v ·A~v > 0 is valid for any vector ~v 6= ~0.
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2.1.2 Strain Tensors
A strain measure has the goal of quantifying the deviation of the deformation of a de-
formable body from a rigid one, see (Altenbach, 2015). This quantity has to be zero in
the case of a pure rigid body motion. Moreover, it has to be a monotonous, continuous,
and continuously differentiable function of the displacement gradientH, and it has to be
equal to the linearized strain tensor EL in the case of small deformations, introduced in
Section 2.4.3. Considering these requirements, it is possible to define any desired strain
measure. In the following, only the strain measures used in this work are mentioned.





(C− I) = 1
2
(FTF− I). (2.20)
It can be motivated from the difference of the squares of material line elements in the
current and reference configuration
|d~x|2 − |d ~X|2 = d ~X · (FTF− I)d ~X = d ~X · 2Ed ~X. (2.21)
The Green strain tensor operates in the tangent space of the reference configuration.






Analogously to the Green strain tensor,A can be introduced by Eq. (2.21), but this time
expressed in dependence of the line elements of the current configuration
|d~x|2 − |d ~X|2 = d~x · (I−B−1)d~x = d~x · 2Ad~x. (2.23)
In this way, the relation between the Almansi and Green strain tensor is given by
A = F−TEF−1 and E = FTAF. (2.24)
Moreover, the logarithmic (or true) strain Eln, which is used in the measurements with
the DIC-system in Section 3.8 and in the simulations with Abaqus in Chapter 7, is de-
fined by
Eln = lnV =
3∑
i=1
(lnλi)~ni ⊗ ~ni (2.25)
with λi being the eigenvalues ofV and ~ni their corresponding eigenvectors.
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2.1.3 Strain-Rate Tensors
Since the relations for the material line, surface elements, and volume elements are
functions of time, it is necessary to determine the time derivative of these quantities. For
the material line element, this leads to
d~˙x = F˙d ~X = F˙F−1d~x. (2.26)
The time derivative is denoted by a dot. Here, the term F˙F−1 represents the spatial
velocity gradient L
L = F˙F−1 = grad ~¯v(~x, t), (2.27)
where ~¯v(~x, t) represents the velocity field in spatial representation. The time derivative
of the deformation gradient F˙ = Grad ~ˆv( ~X, t) is the material velocity gradient. Con-
sidering the spatial velocity gradient, the time derivative of the material line element,
surface element, and volume element can be expressed as
d~˙x = L d~x, (2.28)
d~˙a =
[
(trL) I− LT] d~a, (2.29)
dv˙ = (trL) dv = (div~v) dv. (2.30)
Here, the trace operator is represented by ’tr ’. The operator ’div ’ denotes the diver-
gence with respect to the spatial coordinates ~x. The divergence with respect to the
material coordinates ~X is written as ’Div ’.
The spatial velocity gradient can be decomposed into a symmetric D = DT and an
anti-symmetric partW = −WT










L− LT) . (2.31)
The symmetric part D is known as the strain-rate tensor. It describes the rate at which
the material line elements changes its length and relative angle. The tensorW is called
spin or vorticity tensor, see (Haupt, 2002). The relation between the time derivative of
the Green strain tensor and the strain-rate tensor is given by
E˙ = FTDF and D = F−TE˙F−1. (2.32)
Moreover, with Eq. (2.24), the following relation between the Almansi strain tensor A
and the strain-rate tensorD is valid











A represents the covariant Oldroyd derivative. This derivative will be introduced
in Section 2.4.2.
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2.2 Stress Tensor and Heat Flux
As a result of mechanical, thermal, or other types of loads (such as electromagnetic,
chemical...), an internal stress state originates in the material body. In order to describe












Figure 2.4: Stress and heat flux vectors
acting on the area of the cut in the current configuration d~a = ~n da can be defined with
the help of the Cauchy stress vector ~t
d~f = ~t da. (2.34)
The Cauchy’s stress theorem provides a connection between the Cauchy stress vector
and the Cauchy stress tensor T
~t(~x, t, ~n) = T(~x, t)~n, (2.35)
with ~n being the unity vector normal to the surface of the cut. The Cauchy stress tensor
is related to the material point ~X occupying the position ~x ∈ ∂χt(B). This tensor is also
known as true stress tensor, since it acts on the surface element of the current configu-
ration d~a. In the case that the surface element is referred to the reference configuration
d ~A = ~nRdA, the infinitesimal force vector can be expressed by
d~f = ~tRdA = TRd ~A, with ~tR = TR~nR, (2.36)
where ~tR is called Piola-Kirchhoff stress vector and ~nR represents the unity vector nor-
mal to the surface dA of the reference configuration. The stress tensor TR is called first
Piola-Kirchhoff tensor. From Eqns. (2.15) and (2.34), a relation between the Cauchy




Another commonly used stress quantity related to the reference configuration is the sec-
ond Piola-Kirchhoff tensor T˜. It is introduced by multiplying the first Piola-Kirchhoff
tensor with F−1. It is related to the aforementioned stress tensors through the relations
T˜ = F−1TR = (detF)F
−1TF−T. (2.38)
Moreover, another stress tensor operating in the current configuration is the Kirchhoff
stress tensor S, which is related to the Cauchy stress by
S = (detF)T. (2.39)
Based on Eqns. (2.38) and (2.39), the Kirchhoff stress tensor and the second Piola-
Kirchhoff tensor are then related to each other by
S = FT˜FT. (2.40)
The meaning of the tensors T˜ and S becomes clear when considering the formulation of
the stress power in the reference and current configuration, as well as the formulation of
material properties, see also (Haupt, 2002). The transformations between the different
stress tensors are shown in Tab. 2.1.
Table 2.1: Transformation of the different stress tensors









Analogously to the stresses, a quantity related to the thermal loading is introduced. The
heat flux in the current configuration can be defined by
q(~x, t, ~n) = −~q(~x, t) · ~n. (2.41)
The vector field ~q is known as Cauchy heat flux or true heat flux, and it has the property
−~q · d~a = −~q · ~n da, with the minus sign indicating that the heat flux is defined positive
when the body absorbs energy, see Fig. 2.4. The heat flux can be expressed in terms of
the reference configuration by
qR( ~X, t, ~nR) = −~qR( ~X, t) · ~nR. (2.42)
The vector ~qR is known as Piola-Kirchhoff heat flux. A connection between ~q and ~qR can
be found considering the equivalence−~q ·~nda = −~qR ·~nRdA and condition (2.15) for the
surface elements dA and da. Thus, the relation between the Cauchy and the Kirchhoff




2.3 Thermo-Mechanical Balance Equations
In order to obtain a connection between the effects of the surroundings of a material
body and the body itself, a group of general principles known as balance equations is
introduced. The foundation of these balance equations lies in the free-body principle,
where the body of study is isolated from its environment and the effect of its environment
is described with the help of physical quantities such as external forces or heat supply.
To begin with, there are three purely mechanical principles that have to be consid-
ered: the balance of mass, the balance of linear momentum, and the balance of rota-
tional momentum. Two additional principles for thermodynamical processes have to be
introduced as well.
Thermodynamics allow a description of the energy transformations connected to the
mechanical processes with the help of the first law of thermodynamics, which postulates
the equivalence of mechanical and non-mechanical work, see (Haupt, 2002). Moreover,
the second law of thermodynamics offers a criterion to determine which processes of
transforming thermal energy into mechanical work are physically possible.
2.3.1 Balance of Mass
In Continuum Mechanics, mass is a positive scalar magnitude m(B, t) > 0 related to
a material body, which is a measure of the effect of the force of gravity (gravitational
mass) and the resistance of the body to change its velocity (inertial mass), see (Haupt,
2002). It is defined as the integral of the mass density in the reference configuration ρR












m(B, t) = 0. (2.45)
The local formulation of the balance of mass in the reference configuration states that
the mass density ρR remains constant over time
ρR = ρR( ~X). (2.46)




+ ρdiv~v = 0⇔ ∂ρ
∂t
+ div (ρ~v) = 0, (2.47)
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since the temporal variation of the integration area has to be considered. The mass
densities in the current and reference configuration are related by
ρR = (detF)ρ. (2.48)
This expression is obtained considering Eq. (2.16).
2.3.2 Balance of Linear Momentum
The linear momentum ~I is a fundamental quantity in Continuum Mechanics. It charac-
terizes the effect of the velocity field combined with the mass distribution of a material




ρR( ~X)~v( ~X, t)dV =
∫
v
ρ(~x, t)~v(~x, t)dv. (2.49)
The balance of linear momentum states that the temporal change of the linear momentum
originates in the effect of external forces acting on the material body
~˙I(B, t) = ~F (B, t). (2.50)
The external forces ~F can be decomposed into surface forces and volume forces. The











ρ(~x, t)~k(~x, t)dv, (2.51)
where ~k is the volume force density. The local form of Eq. (2.51) can be obtained with
the help of the Gauss’s theorem and the Cauchy’s divergence theorem2, see (Haupt,
2002), leading to
ρ~˙v = divT+ ρ~k. (2.52)
2The Gauss’ integral theorem stipulates the equivalence of the expressions∫
V
(Div ~v) dV =
∫
A







with ~v a vector andT a tensor variable, V the volume of a region andA its outer surface. The Cauchy’s
divergence theorem provides the product rules
Div (Ψ~v) = GradΨ · ~v +Ψ ·Grad~v, and Div (ΨT) = TGradΨ +ΨDivT.
Both theorems are exposed in Chapter 6, page 168.
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ρR( ~X)~k( ~X, t)dV, (2.53)
and its local formulation is
ρR~˙v = DivTR + ρR~k. (2.54)
2.3.3 Balance of Angular Momentum
Another quantity that characterizes the kinetic state of a material body is the rotational





(~χR( ~X)− ~c)× ~v( ~X, t)ρR( ~X)dV =
∫
v
(~x− ~c)× ~v(~x, t)ρ(~x, t)dv. (2.55)
The balance of rotational momentum states that the temporal change of the rotational
momentum ~Dc is caused by the resulting torque relative to the point ~c of the volume and
the surface forces acting on the material body
~˙D~c(B, t) = ~M~c(B, t). (2.56)
This can be expressed in the spatial representation, decomposing the resultant torque ~M~c











(~x− ~c)× ρ~kdv. (2.57)
By applying the Gauss’s theorem, the surface integral can be transformed into a volume
integral. Moreover, with the help of the divergence theorem, Eq. (2.57) can be rewritten
as ∫
v
(~x− ~c)× (ρ~˙v − divT− ρ~k)dv =
∫
v
T ij~gi × ~gjdv. (2.58)
Here, the Cauchy stressT = T ij~gi⊗~gj is expressed in contravariant representation, see
(Haupt, 2002). Considering the balance of linear momentum, expression (2.58) is equal
to zero, which leads to
T ij~gi × ~gj = 0. (2.59)
Eq. (2.59) states the symmetry of the Cauchy stress
T = TT. (2.60)
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From Eqns. (2.39) and (2.40), one obtains as a consequence that the Kirchhoff and
the second Piola-Kirchhoff tensors are also symmetric, S = ST and T˜ = T˜T. From





which implies that the first Piola-Kirchhoff tensor is generally asymmetric. Under the
premise that the tensor T, S, and T˜ are symmetric – and considering Eq. (2.61) – the
balance of rotational momentum is fulfilled.
2.3.4 Balance of Energy
The first law of thermodynamics, also known as balance of energy, provides a relation
between the mechanical work of a system with the thermal energy. At first, it is nec-







~v(~x, t) · ~v(~x, t)ρ(~x, t)dv. (2.62)




ρ(~x, t)e(~x, t)dv. (2.63)
The mechanical power of external forces Le can be divided into a component from the







~k · ρ~vdv. (2.64)
The thermal energy consists of one component acting through the surface of the body







ρ(~x, t)r(~x, t)dv, (2.65)
where q(~x, t) denotes the heat flux defined in Eq. (2.41). The scalar r is the specific
thermal energy production, which can be caused by radiation or internal processes. The
balance of mechanical energy stipulates that the change over time of the sum of kinetic
K and internal energy E is a consequence of the energy supply Q and the power of the
external forces Le acting on the material body
d
dt
(K(B, t) + E(B, t)) = Le(B, t) +Q(B, t). (2.66)
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By inserting the definitions (2.62)-(2.65) into Eq. (2.66) and considering Eqns. (2.35)














(TT~v − ~q) · ~nda+
∫
v
ρ(~k · ~v + r)dv. (2.67)
Considering the divergence theorem and the balance of linear and angular momentum,
Eq. (2.67) can be expressed in the local formulation in the spatial representation by





T ·D+ r. (2.68)
The material representation of Eq. (2.68) is





T˜ · E˙+ r. (2.69)
2.3.5 Balance of Entropy
The second law of thermodynamics is also known as the principle of irreversibility. It
provides a criterion to determine in which direction the energy transformations occur.
The basis of this second principle is the concept of entropy. Entropy is a physical quan-
tity which represents the degree of molecular disorder of a system. It is used to describe
the irreversibility of a process. Moreover, it can be interpreted as the amount of energy
of a physical process that is dissipated into heat and, thus, does not contribute to other
processes, e.g. mechanical work, see (Altenbach, 2015). Entropy can be expressed as




s(~x, t)ρ(~x, t)dv. (2.70)
Now, the entropy supply H to a system from its surroundings is introduced. It can be


















where the surface component of the entropy supplyΣ = −~q/Θ·~n is defined analogously





The entropy balance states that the change in entropy over time is caused by the entropy
supply and the internal entropy production
S˙ = H + Γ. (2.73)
22
The second law of thermodynamics states that the entropy production of a system Γ
cannot be negative
Γ = S˙ −H ≥ 0. (2.74)

















rρdv ≥ 0. (2.75)
Considering the energy balance from Eq. (2.68), Eq. (2.75) can be rewritten in the local
formulation as




~q · gradΘ ≥ 0. (2.76)
In constitutive modeling, it is common to use the Helmholz free energy
ψ = e−Θs, (2.77)
whose time derivative is ψ˙ = e˙ − sΘ˙ − Θs˙, which leads to the time derivative of the
internal energy
e˙ = ψ˙ + sΘ˙ + Θs˙. (2.78)
Inserting Eq. (2.78) into Eq. (2.76) leads to the Clausius-Duhem inequality in the spatial
representation




gradΘ · ~q ≥ 0. (2.79)
In the material representation, Eq. (2.79) is equal to
−ψ˙ − sΘ˙ + 1
ρR
T˜ · E˙− 1
ρRΘ
GradΘ · ~qR ≥ 0. (2.80)
The Clausius-Duhem inequality plays an important role in the development of material
models. It provides a criterion to fulfill the principle of irreversibility, and thus, to obtain
thermodynamical consistent material models.
2.4 General Considerations in Material Modeling
In this section, several general concepts for the development of material models are
illustrated. A group of main principles for a proper definition of a material model is pre-
sented first. Moreover, the concept of dual variables and intermediate configuration is
explained. These considerations are important from the perspective of modeling inelas-
tic material behavior. The last point considers the case of small deformations providing
the kinematics and the balance equations after a geometric linearization.
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2.4.1 Material Behavior
The goal of material theory in Continuum Mechanics is to provide a systematic way to
develop suitable mathematical models to describe the behavior of particular materials,
normally for a specific application, since, at the moment, it is not possible to offer a
general material model which is universally valid in every case. According to Haupt
(2002), there are three levels, in which modeling is realized: material symmetry proper-
ties, conditions of kinematic constraints and constitutive equations.
Material Symmetry
The consideration of material symmetry leads to simplifications in formulation of con-
stitutive models, since concrete stress-strain relations can be dependent of the mate-
rial direction. Hence, it is possible to distinguish between fluids and solids because of
its symmetry behavior. Moreover, in a solid, the direction-independence (isotropy) or
direction-dependence (anisotropy) of the material behavior has to be considered in the
constitutive equations.
Kinematic Constraints
A kinematic constraint represents a restriction of the material body’s motion, which can
a priori be defined as a material property. An example is the assumption of incompress-
ibility, where a material can only perform volume preserving motions. Another common
used constraint is the assumption that volume changes are purely elastic, see (Altenbach,
2015).
Constitutive Equations
Contrary to the kinematic and balance equations, which are generally valid, constitu-
tive equations represent the particular answer of a material body under a given loading
process. In order to obtain a systematic development of constitutive equations, the fol-
lowing axioms can be followed, see for example (Haupt, 2002; Altenbach, 2015):
• First, the causality principle states that the choice of the dependent and indepen-
dent variables of the model has to be determined from its relation of cause and
effect. Normally, the displacement and temperature are chosen as independent
variables and depending on them, stress, heat flux, free energy and entropy are
deduced.
• According to the principle of determinism, the current state of stress in one mate-
rial point is uniquely determined by the past history of a body’s motion.
• The principle of equipresence states that the set of independent variables has to be
the same for all material equations.
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• Moreover, the principle of local action stipulates that the state of stress in a mate-
rial point is only influenced by the motion history of the point’s environment and
not by the motion of all body particles. A common way to express this principle
is the use of the deformation gradient for the strain definition.
• Additionally, the principle of frame-indifference states that the representation of
material properties has to be independent of the frame of reference. A variable can
be called objective when for an scalar ϕ, a vector ~v and a tensorA, the relations
ϕ∗ = ϕ, ~v∗ = Q~v, A∗ = QAQT, (2.81)
are valid, whereQ(t) is an orthogonal tensor representing a rotation of the system
of reference. An example of an objective variable is the Cauchy stress T or the
stress powerT ·D/ρ or T˜ ·E˙/ρR. In general, even if a variable is objective, its rate
could be not objective. This happens in the case of stress and strain tensors. In or-
der to express the constitutive equations with an objective time rate, two different
rates, which are used in this work, are introduced. The covariant Oldroyd-rate is
defined by
△
A = A˙+ LTA+AL, (2.82)
and the contravariant Oldroyd-rate is given by
▽
A = A˙− LA −ALT. (2.83)
In both cases L represents the spatial velocity gradient, see Eq. (2.27).
• The last requirement is the compatibility with the balance equations, especially the
Clausius-Duhem inequality, see Eqns. (2.79) or (2.80). It is common to arrange
the constitutive equations during modeling a priori in a way that guarantees the
principle of irreversibility.
2.4.2 Dual Variables
In material modeling, it is common to make use of tensor-valued stress and strain vari-
ables which operate in a configuration different to the initial or the current configuration,
which is called intermediate configuration. The concept of dual variables proposed by
Haupt and Tsakmakis (1989), see also (Haupt and Tsakmakis, 1996; Haupt, 2002), is
connected to the concept of intermediate configuration in the sense that it allows the
development of equations for elastic and inelastic material response separately, due to
the fact that they are formulated in different configurations. It is based on the so-called
dual variables of stresses and strains, and its rates. With them, it is possible to formulate
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the stress power, complementary stress power, incremental stress power and accumu-
lated work, which remain independent of the chosen configuration. An intermediate
configuration is a tensor fieldΨ with the property
( ~X, t)→ Ψ( ~X, t), detΨ 6= 0. (2.84)
The tensor fieldΨ transforms material lines from the reference configuration ~X into the
intermediate configuration d~ξ
d~ξ = Ψd ~X. (2.85)
This implies a multiplicative decomposition of the deformation gradient
F( ~X, t) = (FΨ−1)Ψ = ΦΨ, (2.86)





(ΦTΦ−Ψ−TΨ−1) = ΠΦ +ΠΨ. (2.87)
The stress tensor of the intermediate configuration is denoted byΣ. The family of strain
and stress tensors operating in the intermediate configuration (Π, Σ) and their rates are
called dual strain and stress tensors, when the following transformations between the
reference and the intermediate configuration are valid
Π = Ψ−TEΨ−1, (2.88)
△
Π = Ψ−TE˙Ψ−1 = Π˙+ΛTΠ+ΠΛ, (2.89)
Σ = ΨT˜ΨT, (2.90)
▽
Σ = Ψ ˙˜TΨT = Σ˙−ΛΣ−ΣΛT, (2.91)
with Λ = Ψ˙Ψ−1 the relative rate of change of the intermediate configuration. With
Eqns. (2.88)-(2.91), the following relations between the dual variables in the intermedi-
ate configuration and the stress and strain in the reference configuration and its deriva-
tives are equivalent
T˜ · E = Σ ·Π accumulated work (2.92)
T˜ · E˙ = Σ ·
△
Π stress power (2.93)
˙˜
T · E =
▽
Σ ·Π complementary stress power (2.94)
˙˜




Π incremental stress power (2.95)
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In relation to the reference configuration, the dual stress variable of the Green strainE is
the second Piola-Kirchhoff tensor T˜. Moreover, the Almansi strainA and the Kirchhoff
stress tensor S are dual variables related to the current configuration. There are other
pairs of dual variables such as the Piola strain tensor and the Kirchhoff stress, or the
Finger tensor and the convective stress tensor, which are not treated in this work. For
more information see (Haupt, 2002).
2.4.3 The Case of Small Deformations
In several application areas, the deformations which the material body experiences are
very small. In these cases, the kinematic relations from Section 2.1 can be simplified
through the so-called geometric linearization. A geometric linearization represents the
process in which the kinematic quantities are express by means of the displacement
gradient H( ~X, t) = Grad~u( ~X, t). In this process, all relations of higher order than
one are neglected for scalar, vector and tensor variables. To this end, the displacement
gradient is considered as reference to define the magnitude of the deformation. One can
talk about small deformations, when
||H|| ≪ 1. (2.96)
Here, ||H|| = √H ·H represents the Frobenius norm. Considering Eq. (2.8), it means
that the deformation gradient differs only slightly from the identity tensor
||F− I|| ≪ 1. (2.97)
Neglecting all the terms of higher order, the following relations are valid
detF ≈ 1 + trH, (2.98)
F−1 ≈ I−H, (2.99)
C ≈ B ≈ I+H+HT, (2.100)
E ≈ 1
2
(H+HT) ≈ A. (2.101)
Eq. (2.101) implies that the current configuration is very close to the reference configu-
ration, and thus, there will be no distinction between configurations in the case of small
deformations. This holds for the stress vectors and tensor
~t ≈ ~tR, (2.102)
T˜ ≈ TR ≈ S ≈ T, (2.103)
as well as for the heat flux
~q ≈ ~qR. (2.104)
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Thus, in the case of small deformations, only one representation for density ρ, the lin-
earized strain E, the stress T and the heat flux ~q is necessary. With the previous consid-
erations, the balance equations from Section 2.3 in the small deformations case can be
written as
ρ = const., (2.105)
divT+ ρ~k = ρ~˙v, (2.106)






T · E˙+ r, (2.108)
− ψ˙ − sΘ˙ + 1
ρ
T · E˙− 1
ρΘ
gradΘ · ~q ≥ 0. (2.109)
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3 Experimental Characterization
Experiments are a fundamental part of science. They are necessary to obtain information
regarding the investigated area of interest for modeling purposes and to test the validity
of the developed mathematical models. In Continuum Mechanics, one main field of
investigation is the determination of material behavior. Here, the test specimen can
be seen as an operator, see (Haupt, 2002). Experiments are necessary to model the
relations between input quantities (strain, temperature) and output quantities (stress, heat
flux), and after that, they are used to calibrate the material model through a parameter
identification procedure.
During the modeling process, it is necessary to carry out an idealization of the me-
chanical behavior owing to the high complexity of the materials in reality. Regarding
this point, the generation of homogeneous strain and stress states is essential. In order
to decide which experiments have to be included into the experimental campaign, the
first question to clarify is “which aspects of the material response are essential to be
included in the model”. The next step consists of designing a suitable set of experiments
that allows to isolate these effects from the other influence factors. However, this is not
always possible. For a quasistatic mechanical characterization, one can obtain the basic
response of the shear behavior of a material with torsion or shear experiments, while the
volumetric information can be obtained from tensile and compression tests. Moreover,
there are a lot of other possible tests that can be performed for identification purposes,
such as bending, indentation, or biaxial tests. However, if it is not possible to generate a
homogeneous strain or stress state, they are less appropriate for material modeling.
In this work, the focus of interest lies in describing the thermo-mechanical behavior
of the alloy Zamak 5, including the influence of the aging, from a macroscopic point
of view. In this chapter, an extensive experimental campaign for the characterization
of the thermo-mechanical behavior of this material is presented. First, general informa-
tion about the die casting process, the material, and the geometry of the specimens is
provided. Moreover, the experimental setup is described and the considerations of data
evaluation are exposed. The mechanical behavior of the material is characterized by
means of tension, compression, and torsion experiments at different strain-rates, tem-
peratures, and aging times. Both the thermal expansion as well as the shrinkage caused
by aging are characterized with dilatometer experiments. Additionally, several phys-
ical properties such as the thermal conductivity, thermal diffusivity, and specific heat
capacity are measured in order to perform thermo-mechanical simulations later on. Fi-
nally, validation experiments are carried out to obtain an indicator of the accuracy of the
predictions of the proposed model in Chapter 4.
29
3.1 Die Casting Process
In this section, basic concepts of the die casting process are explained with an emphasis
on zinc die casting. The section is based mainly on information from (Nogowizin, 2011)
and (Johnen, 1981), as well as (IZA, 2018; ILZG, 2019; IZ, 2019; ZD, 2019) and the
literature cited therein.
The die casting process is a highly productive manufacturing process that is suitable
for mass production, in which molten metal is injected into a reusable steel mold cavity
under high pressure. There are two main possibilities for die casting: cold chamber die
casting and hot chamber die casting , see Fig. 3.1. The main difference between them is
that, in cold chamber die casting, the molten metal is injected to the shot chamber from
an external source, whereas in the hot chamber process, the source of molten material is
attached to the machine, which is why several machine components are always in contact
with molten metal. As a consequence, materials with high melting points tend to cause
problems with regard to the machinery. In cold chamber die casting, the material must
be brought in for every shot or cycle of production, which slows down the production
rate. Moreover, it requires higher pressures. Hot chamber die casting, on the other
hand, is suitable to produce castings without interruptions. With regard to productivity,
hot chamber die casting is the method of choice, provided that the melting point of the
material is low enough and that the component parts are small enough.
PSfrag replacements











(b) Hot chamber die casting process
Figure 3.1: Representation of die casting process, from Nogowizin (2011)
Mainly, the question whether a material is suitable for die casting is subject to its
chemical composition and microstructure. It has to exhibit good castability properties,
such as corrosion and wear resistance, and, moreover, a melting point that is not too high.
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The most important alloys that are used for this process are aluminum, magnesium,
zinc-based alloys – and, though less common, copper alloys, see Nogowizin (2011),
being aluminum and zinc alloys predominant. Aluminum, magnesium and copper alloys
are commonly used in the cold chamber die casting process, whereas zinc alloys are
more suitable for hot chamber die casting because of their low melting point of around
380 ◦C1. It is possible to use magnesium-alloys in hot chamber die casting – but rather
unusual.
Although aluminum die casting alloys are cheaper and have a lower density than zinc
alloys, the mechanical properties of zinc die casting alloys are better than aluminum
with regard to, for example, tensile strength, Young’s modulus, hardness, and elonga-
tion at fracture. Moreover, the high density of zinc alloys of around 6.7 g/cm3 can be
compensated by the possibility of constructing thinner components. Disadvantages of
zinc die casting components are the creep at room temperature and the degradation of
its mechanical properties over the course of time, also known as aging. These effects are
connected to the low melting point of the alloy.
In comparison to sand and permanent mold casting, the die casting process allows to
produce parts with highly complex geometries and very small thicknesses. With other
manufacturing processes, this complexity level could only be achieved by producing
several compound parts that need to be assembled. The die casting process is highly
productive, since it is possible to produce a high amount of components in a short time
from one mold. Moreover, die casting components show a high dimensional accuracy
and an enhanced surface quality, without the necessity of further processing. Normally,
die casting alloys are recyclable.
The quality of a die casting part is determined by several factors which influence
its final microstructure, such as the design of the mold, pressure and pressing velocity
during a casting cycle, and the alloy and mold temperature, which drives the solidi-
fication process. Porosity represents the main problem of die casting parts. It can-
not be circumvented completely, and attempts to reduce it can lead to an exponential
increase in production costs, see (Nogowizin, 2011; Gelfi et al., 2004; Buffiere et al.,
2001; Gutman et al., 1998).
Overall, zinc alloys are considered to be the best castable of all the commonly used
alloys because of lower costs related to the production process – lower temperatures
and pressures during die casting, and less material use due to the commonly thin-walled
parts – as well as the fast production rates and the excellent finishing capabilities. Most
importantly, casting components are used in cars, machinery, electronics, computers,
mobile phones, construction appliances, and in toys.
1The melting point of aluminum and magnesium die casting alloys is around 550− 600 ◦C.
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3.2 Material
The investigated material is the zinc die casting alloy Zamak 5 (ZnAl4Cu1). The speci-
mens, provided by the companyWagenaar GmbH&Co. KG (Germany), were produced
in the same batch of die casting. They were approximately one month old after die cast-
ing when the sample preparation started. The composition of the specimens is defined
by the German standard DIN EN 1774 (1997), as shown in Tab. 3.1. If we take a look at
Table 3.1: Chemical composition of the specimens
Element Al Cu Mg Pb other Zn
impurities
Amount
in wt % 4.0% 0.86% 0.045% 0.002% 0.0028% Balance
the microstructure of the material in Fig. 3.2, we find zinc-rich globular-dendritic grains
(bright phase), fine dark precipitates in the zinc-rich grains, and a eutectic phase (gray
phase). The grains have an average diameter of 8.5 µm. The grain size is determined
by the standard intercept method described by the ASTM E112-12. The material also
Figure 3.2: Micrograph of the specimen
shows porosity, which will not be considered in this work. In this investigation, we re-
strict ourselves to a phenomenological description of the thermo-mechanical behavior
of the alloy and therefore assume an isotropic material behavior.
In order to perform the experiments, hollow cylindrical specimens with an inner radius
of Ri = 13mm, a wall-thickness of d = 2mm, and a length of L = 90mm were
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(a) Geometry of the specimens
(b) Specimen
Figure 3.3: Specimen’s geometry
of −24 ◦C in order to prevent further aging. This state is considered the initial unaged
state of the material. As specified in (Kallien and Busse, 2009), at this temperature,
the material would need more than 100 years to reach the final aged state. In order to
obtain specimens at different aging stages, some specimens were stored at a constant
temperature of 19 ◦C for 3, 6, and 12 months, respectively.
3.3 Experimental Setup
The performed experiments and measurements are classified in four areas. The experi-
ments for the determination of the thermo-mechanical behavior are the main goal of this
investigation. Moreover, dilatometric experiments are performed in order to measure the
thermal expansion and the shrinkage. The measurement of thermo-physical properties
such as the specific heat capacity and thermal diffusivity are carried out as well. The last
set of experiments are validation experiments with the goal of comparing the developed
material model in Chapter 4 with the real behavior for a complex stress state. In this sec-
tion, information about the experimental setup for the thermo-mechanical experiments
is provided. For the remaining experiments, the according information is given in the
respective section.
The main experimental campaign was carried out at the Institute of Applied Me-
chanics of the Clausthal University of Technology. The thermo-mechanical experiments
were performed with a servo-hydraulic multiaxial Zwick material testing machine Z100,
which operates in a range up to 100 kN in tension/compression and 1000Nm in torsion,
see Fig. 3.4(a). The force sensor and a torque sensor of the testing machine were used to
measure the applied force and torque. The rotational angle of the cross-head was used
for the measurement in the torsion experiments. Furthermore, for the measurements of
the axial strains, a fine strain extensometer was used, see Fig. 3.4(b). All mechanical ex-
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(a) Testing machine (b) Specimen with extensometer
Figure 3.4: Testing machine and measurement of the deformation
periments are strain-controlled. The testing machine was also equipped with a thermal
chamber that was used to control the temperature, allowing to perform experiments in
the temperature range between −60 ◦C and 250 ◦C. In addition, validation experiments
Figure 3.5: GOM-system
were carried out with the help of the digital image correlation system Aramis of the
company GOM, see (GOM, 2011). This system is able to measure the displacements
and deformations on the surface of the specimen with the help of a pattern generated by
a white background color covered with black dots.
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3.4 Considerations for Data Evaluation
In order to evaluate the experimental data, there are several aspects that have to be con-
sidered. First, the rotational angle in the torsion tests is measured with the traverse of
the testing machine. Since the machine deforms elastically during the tests, the mea-
surement is influenced by the deformation of the machine. Thus, these measurements
have to be calibrated. Moreover, the treatment of the experimental data is exposed for
small and large deformations. In the last part of this section, a study of the dispersion of
the specimens is shown.
3.4.1 Calibration of Torsion Experiments
In the case of tension and compression, the change in the length of the specimen is mea-
sured with the help of an extensometer placed in the center of the specimen. However,
in the torsion tests, the rotational angle is measured with the traverse of the testing ma-
chine. The latter measurement is influenced by the elastic deformation of the machine
during the experiment. The deformation of the machine has to be determined in order
to calibrate the data. The measured angle of the testing machine ϕmeasured is equal to the
rotated angle of the specimen ϕspecimen plus the rotation of the machine ϕmachine,
ϕmeasured = ϕspecimen + ϕmachine. (3.1)
The real rotational angle of the specimen can be calculated by
ϕspecimen = ϕmeasured − ϕmachine. (3.2)
In order to find the rotation of the testing machine due to elastic deformation in depen-
dence of the torque ϕmachine(MT ), a reference specimen with a high stiffness is used, so
that the deformation of the specimen during the calibration is very small and stays in
the linear elastic range. In this case, a full cylindrical steel specimen with the length
L = 150mm and a radius R = 30mm is tested up to a torque of 600Nm. The
measurements are fitted with a linear equation, ϕmeasured = mcalMT , with the parame-
ter mcal = 2.5× 10−3 ◦(Nm)−1, see Fig. 3.6. The cylindrical steel specimen deforms
elastically in the range of the applied torque with the chosen dimensions. The shear





see (Hartmann, 2015). For linear elasticity, the relation between the shear stress τ and
the rotation angle ϕ is obtained by


























rotational angle ϕ in degree ◦
Figure 3.6: Calibration of the testing machine up to 600Nm
The dependence between the rotation angle of the steel specimen and torque is obtained





The calibration curve of the machine is then calculated by the measured angle minus the
rotation angle of the steel
ϕmachine = mcalMT − L
GIT
MT = mmachineMT , (3.6)
with mmachine = 2.413 × 10−3 ◦(Nm)−1. In this way, the real rotational angle of the
specimen during the torsion tests can be determined with
ϕspecimen = ϕmeasured −mmachineMT . (3.7)
3.4.2 Data Evaluation of Mechanical Experiments
The generation of a homogeneous strain or stress state is a useful procedure for mate-
rial modeling in Continuum Mechanics, see (Lion, 1994; Haupt and Lion, 1995; Haupt,
2002), and (Becker and Bürger, 1975). With this approach, one can consider the one-
dimensional material behavior for preliminary modeling concepts – and afterwards, the
model is generalized to the three-dimensional case. The chosen specimen’s geome-
try is assumed to be a thin-walled cylinder. This allows the assumption of a homo-
geneous stress state in the case of torsion for small deformations, as well as for ten-
sion/compression tests. Torsion tests in a thin-walled cylinder for small deformations
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are of particular interest for the parameter identification process, since the material re-
sponse can be assumed to be purely deviatoric. In Chapter 4, a model for small defor-
mations will be developed. This model will be extended to the large deformations case
later on. The question which model is more appropriate for further computations has to
be answered with regard to the specific application case. In this section, the connection
between the measured quantities (forces/torques and displacements/rotations) with the
quantities of the model (stresses and strains) is given first for the small deformation case











Figure 3.7: Cylindrical coordinates
For the following derivations, the cylindrical coordinate system from Fig. 3.7 is con-
sidered, see also (Lion, 1994). The equilibrium conditions neglecting the body forces











































Due to axisymmetry, and because of the homogeneous stress state in the thin-walled
specimen, the stresses are assumed to be independent of the ϕ- and z-coordinate, i.e. all
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The solution of the ordinary differential equations (3.9b) and (3.9c) leads to the shear
components τrϕ(r) = C1/r2 and τrz(r) = C2/r. Since it is also assumed that these
components are zero at the surface of the specimen, the constants are determined as
C1 = 0 and C2 = 0, i.e. τrϕ = τrz = 0. Finally, under consideration of the thinness,
one can neglect the dependence of σrr, σϕϕ, σzz and τϕz on the coordinate r. From
Eq. (3.9a), we obtain σrr = σϕϕ. Due to the fact that σrr = 0 at the surface of the
specimen, it can be concluded that σrr = σϕϕ = 0. The stress component in z-direction
is spatially constant σzz(r) = σ = const, as well as τϕz(r) = τ . Thus, the stress tensor
for the case of tension/compression, where τ = 0, and torsion for small deformations,
with σ = 0, can be written as
Ttension =

0 0 00 0 0
0 0 σ

~ei ⊗ ~ej , Ttorsion =

0 0 00 0 τ
0 τ 0

~ei ⊗ ~ej , (3.10)
with i, j = r, ϕ, z. A further consideration treats the kinematics, see also Chapter 2. In




(H+HT) with H = Grad~u(~x, t). (3.11)
In the case of tension, compression, and torsion for a thin-walled cylinder, the displace-
ment vector in cylindrical coordinates ~u is independent of the coordinate ϕ due to ro-
tational symmetry. Moreover, since the measurement area is far away enough from
the clamping area, so that the deformation in the measurement area is not affected by
the clamping, the radial displacement ur can be assumed to be independent of the z-
coordinate, as well as the displacement uz is assumed to be independent of the radial
coordinate r. Thus, the displacement vector ~u can be formulated as
~u = ur(r)~er + uϕ(r, z)~eϕ + uz(z)~ez . (3.12)





































~ei ⊗ ~ej , (3.13)
38
with i, j = r, ϕ, z. In the case of a homogeneous strain state, the strain will be constant
in the middle plane of the specimen, meaning that it is independent of the z-coordinate
in this range. The components of the strain tensor can be derived from Eq. (3.13). Since
the axial strain is independent of the radius, it has the constant value of
∂uz
∂z
= ε = const. (3.14)







= εQ = const. (3.15)




with fˆ(r) a function. Integrating Eq. (3.16) over z, we obtain
uϕ(r, z) = zfˆ(r) + C(r). (3.17)
The integration constant C(r) = 0 can be calculated with the boundary condition
uϕ(r, 0) = 0. The function fˆ(r) can now be obtained considering the case of torsion in




Figure 3.8: Cylinder under torsion
ϕ-direction is equal to uϕ(r, L) = rϕL = fˆ(r)L, which leads to fˆ(r) = r ϕL/L. The
displacement component uϕ is then equal to




Moreover, under the assumption of thinness, the radius can be substituted by the middle
radius r ≈ Rm = (Ri +Ro)/2. Here, Ri is the inner radius of the thin-walled cylinder,











In the case of tension and compression, the rotational angle is equal to ϕL = 0, which
implies that uϕ = 0. In pure torsion, there is no displacement in z- and r- direction,
which leads to ε = εQ = 0. Thus, the strain tensor has the following form in the case of
tension/compression and torsion for a thin-walled cylinder
Etension =

εQ 0 00 εQ 0
0 0 ε

~ei ⊗ ~ej , Etorsion =

0 0 00 0 γ/2
0 γ/2 0

~ei ⊗ ~ej , (3.20)
with i, j = r, ϕ, z. From the data obtained by the experiments, the axial stress and strain








where A0 = π(R2o −R2i ) is the initial cross-section of the specimen, with Ro = Ri + d.











Figure 3.9: Cylinder geometry
L0 = 20mm the initial length of the extensometer, which is placed at the middle of
the specimen, and Le is the current length of the extensometer. In the case of torsion, the
shear stress can be calculated from the first Bredt’s equation, see for example (Hartmann,
2015), and the shear strain can be approximated in the case of small deformations to








In these expressions, Rm = d + Ri/2 = 14mm and L = 90mm are the middle radius
and the length of the specimen, respectively, while ϕL is the rotation angle, MT is the
measured torque, and Am is the surface of the circle with the radius Rm, see Fig. 3.9.
Data evaluation error The assumption of a thin-walled cylinder is not completely
fulfilled, which leads to an error in the evaluation of the torsion experiments. This error
can only be quantified for the case of linear elasticity, since finite element computations
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are necessary for plasticity. Comparing the ratio of the exact shear stress at the outer









see (Hartmann, 2015). In this specific case, the ratio between the inner Ri and outer
Ro radius is ζ = Ri/Ro = 13/15 = 0.86667 and results in an error of 6.6%. This
corresponds to the maximal error generated because of the assumption of a thin-walled
cylinder. This value is lower for plastic material behavior, since the slope of the stress-
strain diagram decreases – and because of that, the sensitivity of the stresses with respect
to the strain reduces as well.
Finite Deformations
In the case of torsion for finite deformations, we can observe an axial force and a buck-
ling of the outer surface, which is why the problem can not be reduced to the one-
dimensional case. Because of that, only the tensile and compression tests are considered
for the identification later on, see also Krämer et al. (2015). In the case of isothermal






~ei ⊗ ~ej , with i, j = x, y, z, (3.24)





Moreover, in an analogous way as for small deformations, from the equilibrium condi-






~ei ⊗ ~ej , with i, j = x, y, z. (3.26)
The stress σ = F/A is the so-called true stress , since it is referred to the current area A.
Since the current area was not measured, the magnitude obtained from the experiments
is the engineering stress σ1PKzz = F/A0, which is related to the area in the reference
configuration A0. In case of large deformations, it corresponds to the component of the
first Piola-Kirchhoff tensor, see Chapter 2.
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3.4.3 Dispersion Considerations
The dispersion of the specimens is considered by investigating the reproducibility at
room temperature in tension, compression, and torsion – see also Section 3.5. All the
experiments for the material without aging were repeated five times at room tempera-
ture. As an example, the stress-strain curves at different rates in tension are presented
in Fig. 3.10. Tab. 3.2 provides the maximum standard deviation of the stress for each











where n is the number of measurements of d and its mean value is d¯. The obtained
reproducibility of the experiments is acceptable, see Fig. 3.10(b). The compression ex-
periments show a higher standard deviation, since the maximal reached strains are larger
than in tension, see Tab. 3.2. The deviation in the results originates from several sources.
First, there are small deviations in the specimen’s geometry. Secondly, environmental
influences (such as environmental temperature changes that affect the testing machine)
were present during the long period of the experimental campaign, which took place
over the course of about three years. Finally, there are inevitable small differences in the
microstructure of the specimens, since the porosity varies from specimen to specimen.
The porosity is a general characteristic of die casting materials, and it is difficult to con-
trol, see Section 3.2. Since the experimental program is quite extensive, only specific
experiments are performed several times. The experiments at different temperatures and
aging times are repeated three times, while the multi-step and the long-term relaxation
tests are only performed once for the specimens with aging, considering that one ex-
periment alone can take up to approximately 2 days. The results shown in Section 3.5,
as well as the curves used for the identification, correspond to the mean value of the
repetitions of the same experiment.
Table 3.2: Standard deviation in % of the maximum reached stress for the four different
strain-rates in tension, compression, and torsion
sε˙1 sε˙2 sε˙3 sε˙4
Tension 0.58 2.33 1.04 1.36
Compression 4.21 2.56 1.64 1.82
sγ˙1 sγ˙2 sγ˙3 sγ˙4




















































































(d) Strain-rate ε˙4 = 3.3× 10−7 s−1
Figure 3.10: Dispersion of the specimens in tension
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3.5 Thermo-Mechanical Experiments
The focus of this section lies in the experimental characterization of the mechanical
behavior of the material considering the influence of temperature and aging. This in-
formation is necessary for the development of the material model and for the material
parameter identification. The following investigations are based on the assumptions re-
sulting from torsion of a thin-walled cylinder made in Section 3.4.2. The main behavior
of the alloy is first characterized at room temperature with different loading paths. After
that, the temperature and aging dependence are included by performing experiments at
four different temperatures and four aging times. In order to obtain information about
the volumetric and shear behavior for the identification in Chapter 5, tension, compres-
sion, and torsion tests are performed.
The first challenge of the experimental campaign is to determine the material class
to which the material belongs. According to Haupt (2002), the material behavior can
be classified experimentally into rate-dependent or rate-independent response, and into
material behavior with or without an equilibrium hysteresis (that means, a history-
dependent or independent response of the equilibrium state). This classification matches
the four theories of material behavior: elasticity, plasticity, viscoelasticity, and vis-
coplasticity. In order to assess whether the material is rate-dependent, experiments at
four different strain-rates at room temperature are performed. These strain-rates differ
in one order of magnitude. Fig. 3.11(a) shows a representation of the prescribed strain
paths for experiments at different strain-rates.PSfrag replacements
ε˙1 ε˙2 ε˙3 ε˙4
ε
tt1 t2 t3 t4





(b) Strain path for long time relaxation tests
Figure 3.11: Strain paths for rate dependence and long-time relaxation
The second step of the experimental investigation is the characterization of the equi-
librium state of the material. The equilibrium state corresponds to the response of the
material when the rate-dependent effects disappear. This behavior could theoretically be
obtained with an infinitely slow loading process. The equilibrium state of viscoelastic
material is a single curve, and that of a viscoplastic one is represented by a hysteresis.












(a) Strain-path of the multi-step relaxation test
PSfrag replacements
ε
ε1 ε2 ε3 ε4
σ
(b) Determining the termination
points of the equilibrium
hysteresis
Figure 3.12: Experiments for the estimation of equilibrium state
the material can also be reached in a relaxation process, in which, during the relaxation,
the rate-dependent effects reduce over time until they vanish. Since it is not possible to
carry out an infinitely slow experiment, a long-time relaxation test is performed to de-
termine the relaxation time of the material – which is the time until the equilibrium state
is reached in a relaxation process, starting from a certain stress state. Fig. 3.11(b) shows
the loading path of the long-term relaxation test. In this test, the specimen is loaded up
to a certain strain εexp. Then, the strain is kept constant over time. With this information,
a multi-step relaxation experiment is performed to approximate the equilibrium stress
state at different relaxation points. In a multi-step relaxation test, the specimen is loaded
step-wise at certain strains εi, i = 1, 2, 3, 4, and afterwards the strain is kept constant
during the time tr, see Fig. 3.12(a). During this time, the stress relaxes and approaches
the equilibrium stress state, see Fig. 3.12(b).
In the third step of the characterization, temperature dependence is considered. The
previous experiments are repeated at four different temperatures. For all experiments
presented in this section, the temperature was controlled with the help of a thermal
chamber.
The last phenomenon to be investigated is natural aging, meaning changes in the al-
loy’s microstructure due to precipitation, without the material being exposed to a heating
process. Otherwise, such an aging process would have to be described as artificial aging.
To this end, the described experiments are carried out with specimens at different aging
times. Since we consider natural aging, the specimens were stored at the temperature of
19 ◦C for 3, 6, and 12 months. Moreover, reference specimens without aging were store
after die casting at −24 ◦C2.
Tab. 3.3 shows an overview of the performed experiments for the material without
aging. These experiments have the goal to characterize the thermo-mechanical behavior
2According to (Kallien and Busse, 2009, page 62), the material needs more than 100 years at this tem-
perature to reach the aged state.
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in tension, compression, and torsion. The experiments at room temperature Θ1 = 20 ◦C
were performed 5 times in order to investigate the reproducibility of the experiments,
see also Section 3.4.3. After observing a sufficient reproducibility, the experiments
at other temperatures were performed 3 times each. During this phase, 216 experi-
ments were performed in total. Part of the results from this section were published in
(Martinez Page and Hartmann, 2018b). After the investigations with the unaged mate-
Table 3.3: Number of times an experiment is performed for the specimens without aging;
total number of 216 experiments for the unaged material






long time test 5 1
multi-step test tests test
rial, the tension/compression asymmetry is neglected, see also Section 3.5.1. The next
phase of the experimental campaign investigates the material with three different ag-
ing times, see Tab. 3.4. Tension and torsion experiments are performed at the different
strain-rates. In order to reduce the extension of the experimental campaign, only the
multi-step relaxation test in torsion is performed in order to determine the equilibrium
behavior. Here, 252 experiments were performed for the material with natural aging.
Table 3.4: Number of times an experiment is performed for the specimens with three
different aging times; total number of 252 experiments with the aged material






multi-step test 1 test, only torsion
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3.5.1 Rate Dependence
The monotonic tension and compression tests are performed at the four different strain-
rates of ε˙k = 3.3× 10−ks−1, k = 4, 5, 6, 7. The shear rates are given by γ˙k = 3.2 ×
10−ks−1, k = 4, 5, 6, 7. The rate dependence at room temperature for the unaged mate-













































(b) Results in tension (positive area) and compres-
sion (negative area)
Figure 3.13: Rate dependence at 20 ◦C, see also (Martinez Page and Hartmann, 2018b)
The compression and torsion tests were carried out up to a strain of 2%. For the tension
tests, however, it was only possible to reliably obtain a maximal strain of εmax = 1%
because of the sensitivity of the material due to its porosity, see (Kallien and Busse,
2009). If the experiments are performed beyond 1% strain, the specimens tend to break
uncontrollably at different strains. The behavior displayed in Fig. 3.13 is clearly rate-
dependent. This is reflected in the level of the stresses as well as in the different initial
slopes of the stress-strain curves for the experiments with different strain-rates. The re-
sponse at lower strain-rates is “weaker”. The material shows a light tension-compression
asymmetry, which will not be considered in the model. Moreover, no clear yield stress
is visible. The transition between the initial steeper part of the stress-strain curve to the
more plain zone at higher strains occurs monotonously through a continuous curvature.
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3.5.2 Determination of the Equilibrium State
For the characterization of the equilibrium state, long-term and multi-step relaxation
tests were carried out. The strain-rates ε˙3 = 3.3× 10−6 s−1 in tension and compression,
and γ˙3 = 3.2× 10−6 s−1 in torsion, were chosen for the loading and unloading during
the tests. These strain-rates are fast enough to ensure a moderate loading time, and
slow enough to start the relaxation close to the equilibrium hysteresis. The long-time


































(b) Shear stress over shear strain in a relaxation
process
Figure 3.14: Example of the relaxation behavior in torsion at 20 ◦C, see also
(Martinez Page and Hartmann, 2018b)
Here, the material is not completely relaxed after more than 40h. Moreover, the relax-
ation is very pronounced at this point, since it corresponds to more than 50% of the
initial value of the shear stress. The same behavior was observed in tension and com-
pression tests. Due to the magnitude of the relaxation time and the large amount of
experiments, the long-time relaxation tests were only performed for approximately 40 h.
The saturation value of the relaxation τ∞ in torsion and σ∞ in tension/compression
is estimated with the help of a function that consists of three exponential parts, see
Fig. 3.14(a). The hold-time of the multi-step relaxation process is set equal to tr = 6h,
owing to the magnitude of the relaxation time. Due to this relaxation time, one multi-
step relaxation test takes approximately 2 days. Accordingly, points of the relaxation
are estimated with a linear relationship between the relaxation time and the relaxation
percentage. Fig. 3.15 shows an example of the estimated relaxation points in the cases
of tension/compression and torsion at room temperature for the unaged material. It is
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clear that the viscous effects are very strong in the material at room temperature. This
strong viscous behavior is connected to the low melting point of the alloy, which lies at
380 ◦C. According to (Lemaitre and Chaboche, 1990), metals show a viscoplastic be-
havior at temperatures higher than one third of the absolutemelting temperature. In this
case, this temperature is equal to 217.15K/−55 ◦C – implying that the material behaves
in a viscoplastic manner within the chosen temperature range. Another effect that was
observed in the multi-step relaxation tests is a different initial slope for the loadingmload
and the unloadingmunload, see for example Fig. 3.15(a). The initial slope for the unload-





















(a) Multi-step relaxation test (red line) and esti-
















(b) Multi-step relaxation test (red line) and esti-
mated equilibrium hysteresis (blue points) ten-
sion/compression
Figure 3.15: Example of termination points of the relaxation at room temperature, see
also (Martinez Page and Hartmann, 2018b)
3.5.3 Temperature Dependence
Due to the fact that the application temperature range of the alloy in the automotive
industry3 goes from −40 ◦C up to 85 ◦C, the previous experiments are repeated at the
four different temperatures of −40 ◦C, 20 ◦C, 60 ◦C, and 85 ◦C in order to obtain the
temperature dependence of the material. The temperature is kept constant with the help
of a thermal chamber. An extensometer is positioned in the middle of the specimen
3The investigations had the goal to offer a model for this application area.
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after the desired temperature of the experiment is reached, so that the thermal expansion
of the specimen can be neglected. The influence of the temperature on the mechanical
response is shown in Figs. 3.16 for torsion and in 3.17 for tension and compression.
Since the material is very brittle at −40 ◦C, it was not possible to perform all the tensile
tests up to a strain of 1% at this temperature. The specimens tend to break unpredictably
at smaller strains. These results are for specimens without aging.
As can be seen in Figs. 3.16-3.17, the temperature clearly affects the level of the stresses,
which increases for lower temperatures for the same strain. The reached stress range in
torsion, for example, starts at around 40MPa for the slowest strain-rate at Θ = 85 ◦C
and increases up to 180MPa at Θ = −40 ◦C for the fastest strain-rate. The initial
slope is influenced by temperature as well, which decreases strongly with an increase
of the temperature. Moreover, one can observe an influence of the temperature on the
viscous effects, which increase with the temperature too. The stress maximum of the
equilibrium hysteresis also becomes smaller for growing temperatures. The influence
of the temperature on the viscosity can clearly be seen in Fig. 3.18, where the results
in torsion for the fastest and the slowest strain-rate of the four temperatures are shown.
For lower temperatures, the material response tends towards rate-independent plasticity,
while the viscous effects become predominant with growing temperatures. A similar
behavior was observed in the tension and compression tests. In Fig. 3.18, one can clearly
see the increase in the viscous effects with the temperature. For high temperatures and
low strain-rates, see Fig. 3.18(b), one can observe that the material can be deformed
under a constant small load (over 40MPa) if the load is applied long enough.
3.5.4 Influence of Aging
In order to characterize the influence of aging, the previously exposed experiments at
different strain-rates and temperatures are repeated for specimens with the three ad-
ditional aging times of 3, 6, and 12 months at 19 ◦C (natural aging). Since the ten-
sion/compression asymmetry is neglected in the model, only tension and torsion exper-
iments are carried out for these three aging times. The results of the torsion tests for the
four temperatures and aging times are shown in Fig. 3.19, and for the case of tension
in Fig. 3.20. Apparently, the main influence of aging occurs at room temperature, see
Figs. 3.19(b) and 3.20(b). Here, a reduction of 15% in the stresses over the aging time
is observed. This reduction seems to affect all strain-rates equally. One can see that the
difference between the initial state and 3 months of aging is larger than the difference
between 3 and 6 months of aging. The reason for this effect lies in the aging kinetics.
Since the material is far away from a micro-structural equilibrium, the diffusion pro-
cesses are more pronounced in the beginning and decrease over time. Moreover, there
is also a reduction in the initial slope with increasing aging. For higher temperatures
and lower strain-rates, the influence of aging seems to decline, meaning that the viscous
effects are affected by aging, see Figs. 3.19(c)-3.19(d) and Figs. 3.20(c)-3.20(d). The





















































































(d) Θ = 85 ◦C
Figure 3.16: Temperature and rate dependence under torsion. Experiments at different
strain-rates and multi-step relaxation test. Different strain-rates are repre-

















































































(d) Θ = 85 ◦C
Figure 3.17: Temperature and rate dependence in tension/compression. Experiments at
different strain-rates and multi-step relaxation test. Different strain-rates

























(a) Torsion experiments at four different tempera-























(b) Torsion experiments at four different tempera-
tures at the slow strain-rate γ˙4 = 3.2×10−7s−1
Figure 3.18: Influence of the temperature on the viscous behavior, see also
(Martinez Page and Hartmann, 2018b)
slowest strain-rate. The results at −40 ◦C show a small dependence on the aging, which
is represented more clearly in Fig. 3.21 for only two strain-rates γ˙1 and γ˙4 in torsion and
tension. Fig. 3.22 shows the equilibrium hysteresis for the different aging times at the
four temperatures. Here, one can observe a slight dependence of the equilibrium state
with the aging at room temperature. This dependence decreases with increasing temper-
atures, until it becomes hardly perceptible at 85 ◦C. At higher temperatures, the viscous





























































































(d) Results for Θ = 85 ◦C
Figure 3.19: Aging effects in torsion for different temperatures and strain-rates. Dif-
ferent strain-rates represented by different colors according to Fig. 3.16.
Different aging times represented by different line styles. The arrow points




































































































(d) Results for Θ = 85 ◦C
Figure 3.20: Aging effects in tension for different temperatures and strain-rates. Dif-
ferent strain-rates represented by different colors according to Fig. 3.17.
Different aging times represented by different line styles. The arrow points






































(b) Aging-dependence in tension at two differ-
ent strain-rates. At this temperature, spec-
imens break frequently before ε = 1% is
reached
Figure 3.21: Influence of aging on rate-dependence at−40 ◦C. Different strain-rates rep-
resented by different colors. Different aging times represented by different
line styles. The arrow points in the direction of increasing aging time a
In summary, aging has the greatest influence in the behavior at room temperature and
is less pronounced at low and high temperatures. Moreover, it affects the viscous behav-
ior of the material more than the equilibrium state. One can observe that the influence
of natural aging is moderate compared to the effect of the temperature or the strain-rate.
Nonetheless, these changes due to aging have to be considered for certain application
areas. It has to be pointed out that the 12 months of natural aging do not represent the fi-
nal state of aging in the sense that the micro-structure reaches an equilibrium state. This
aging time was chosen at the beginning of the investigations following the indications
made in (Kallien and Busse, 2009, page 62). However, as observed in Section 3.7.2, the
period of time to reach the final state at room temperature is approximately 5 years. This
is also in agreement with the observations shown in (Johnen, 1981). Therefore, a further
reduction in the initial slope and the maximum stresses would be expected for longer
aging times than 12 months. Moreover, aging also has strong influence on other me-
chanical properties that are not treated in this work, for instance elongation at fracture,

















































































(d) Results forΘ = 85 ◦C
Figure 3.22: Influence of aging and temperature on the equilibrium state in torsion.
Multi-step relaxation tests represented by lines and termination points of
the relaxation by points
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3.6 Dilatometer Experiments
Two main effects are characterized with dilatometer experiments: the thermal expansion
and the shrinkage caused by aging. The measurement of both quantities was performed
with a small piece of the center of the specimen shown in Fig. 3.3(b). The specimens
for the dilatometer experiments have a length of approximately 2mm and a transversal
section smaller than 4× 4mm2.
3.6.1 Thermal Expansion
The thermal expansion coefficient αΘ is required to compute the deformations in the
material routine in a non-isothermal process. It was measured with a dilatometer (TMA
600). The applied heating rate is chosen to be high enough so that aging effects can be
neglected during the measurement. Thus, the heating rate is equal to 5K/min. More-
over, we can consider a homogeneous distribution of the temperature in the specimen
during the measurement, due to the good thermal conductivity of the material and the
small dimensions of the specimen. Under the assumption of homogeneity, the thermal























Figure 3.23: Thermal expansion
ature increment ∆Θ = Θ − Θ0, with the reference temperature Θ0 = 20 ◦C/293.15K,
and the ordinate represents the thermal expansion εΘ calculated from Eq. (3.28). One
can see that the thermal expansion is linear for the tested temperature range. The thermal
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expansion coefficient is identified as the slope of the line from Fig. 3.23 with a value of
αΘ = 2.8109× 10−5K−1.
3.6.2 Shrinkage
The results of the experiments in Fig. 3.19 and Fig. 3.20 show a change in the mechani-
cal response of the alloy in dependence of the aging time. The influence of the aging is
included in the model in Chapter 4 with an internal variable, which is motivated by mi-
crostructural changes over the course of time. Judging from the aforementioned results,
it is not possible to make a direct connection4 between the aging development and the
measured quantities. This makes these experiments unsuitable for identifying an aging
variable, since the relation between experiment and modeled phenomenon is not direct.
Because of that, there is no unique solution for the modeling and identification of an ag-
ing variable. In (Kallien and Busse, 2009) and (Johnen, 1981), however, it is mentioned
that there is an additional reduction of the dimensions in zinc die casting alloys over the
course of time. This shrinkage is associated to a change in the crystallization system
from fcc (face-centered cubic) to hcp (hexagonal close-packed), and it is also connected
to changes in the lattice parameter of some phases of the alloy. The deformation in
this case is a purely volumetric deformation associated to aging. According to the mea-
surements at room temperature made by (Johnen, 1981), it reaches a maximum value
of about −0.1%. Since this volume change is only connected to the microstructural
changes which occur during the aging process, measurements of the shrinkage are an
appropriate option to identify an internal process variable for aging in a unique manner,
even if the volume change due to aging is very small. Measuring the shrinkage provides
a connection between the microstructural changes – the causes of aging – and a quantity
that can be measured – the specimen’s length. Since the microstructural changes during
the aging process are related to diffusion and precipitation of some alloying elements,
the process is temperature-activated. The shrinkage develops faster for higher temper-
atures. At room temperature, it takes more than one year to reach the completely aged
stage. For this reason, the measurements of the shrinkage have to be performed at higher
temperatures, so that the measurement takes place in a reasonable period of time.
In order to measure the shrinkage, the specimen is first heated up to the temperature of
the measurementΘexp, with a heating rate equal to 10K/min. The heating rate is chosen
to be fast enough so that shrinkage caused by the aging can be neglected during the
heating phase. After that, the temperature is kept constant over the time. The specimen
with the initial length L1 shrinks over time until the length reaches a saturation value
L∞, as shown in Fig. 3.24. The current longitudinal deformation εexp = (L − L1)/L1
(the shrinkage) can be used as a measure of the aging development.
4There is no direct connection between the aging development and the mechanical experiments, since a
connection between them would require some modeling assumption. The goal is to obtain information







Figure 3.24: Representation of a shrinkage measurement
The measurements of the shrinkage were performed with a Mettler Toledo (TMA 841e)
at the Institute of Mechanics of the Bundeswehr University Munich. They were carried
out at a temperatures of 85 ◦C, 105 ◦C and 125 ◦C. Fig. 3.25 shows the results of the
measurements. In Fig. 3.25(b), the time is plotted in logarithmic representation in order
to compare these measurements with the shrinkage measurement at 20 ◦C for the same
alloy shown in (Johnen, 1981). Here, we observe a faster development of the measure-
ment at the higher temperatures. While the measurement at 125 ◦C almost reaches a
saturation value in the time of the experiment of 18 h, and can thus be interpreted as
having reached its final state, the measurement at 105 ◦C is still far away from the final
state after 24 h. In (Johnen, 1981), it is shown that the material reaches the final stage af-
ter approximately 5 years at 20 ◦C, see Fig. 3.25(b). The saturation value of the strain in
the measurement from (Johnen, 1981) is lower in absolute value than the one observed
in the measurement at 125 ◦C, by approximately−0.14%. The results from Fig. 3.25 do
not coincide with the results for Zamak 5 shown in (Kallien and Busse, 2009), where the
alloy reaches the final stage at 120 ◦C after 0.4 days. Moreover, the measurement from
(Johnen, 1981) at 20 ◦C contradicts the results from (Kallien and Busse, 2009), where
the specimen reaches the completely aged state after only one year of natural aging. In
order to determine whether the specimens with 12 months of natural aging represent the
completely aged state, further specimens were artificially aged at temperatures of 80 ◦C
for 24 h, 100 ◦C for 24 h, and 120 ◦C for 44 h. This last specimen reaches a completely
aged state, see Fig. 3.25(a). A torsion test at room temperature and the fastest strain-rate
γ˙1 was performed, see Fig. 3.26. The response of the specimens with natural aging at 0,
6, and 12 months is compared to the artificially aged specimens. The results are shown
in Fig. 3.26. Here, one can see that the material with one year of natural aging still does



























(a) Shrinkage at the temperatures of 85 ◦C, 105 ◦C



























(b) Shrinkage at the temperatures of 85 ◦C, 105 ◦C
and 125 ◦C over time in logarithmic scale and
measurement from (Johnen, 1981) at 20 ◦C



















19 ◦C, 12 months
19 ◦C, 6 months
19 ◦C, 0 months
80 ◦C, 24 h
100 ◦C, 24 h
120 ◦C, 44 h
Figure 3.26: Comparison of torsion tests at 20 ◦C of specimens with natural aging and
specimens with artificial aging near to the completely aged stage
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This deviation in the results from (Kallien and Busse, 2009) could indicate further de-
pendencies of the development of aging in dependence not only on the composition of
the alloy, but also on other parameters of the die casting process. Moreover, it is also
possible that the final microstructural state reached after a long heating process does not
correspond completely to the same microstructural equilibrium state at lower tempera-
tures. Since a more detailed investigation of this effect is out of the scope of this work,
such dependencies are not further investigated. Nevertheless, it is taken into account
that 12 months of natural aging does not correspond to the completely aged state.
3.7 Thermo-Physical Properties and
Microstructure
For the computation of temperature-dependent processes, the material parameters of the
heat conduction equation are required – specifically the density ρ, the specific heat ca-
pacity cp, and the thermal conductivity κΘ. The measurements of these parameters were
performed at the Institute of Electrochemistry of the Clausthal University of Technol-
ogy. Moreover, an investigation of the microstructure at different aging times with the
scanning electron microscope (SEM) and X-ray diffraction (XRD) was performed in
order to observe what happens in the microstructure during aging.
The density and the thermal diffusivity were measured in cylinders with a diameter of
10mm and a height of 2mm, which were cut from the middle area of the specimens, all
of them approximately at the same position. For the measurements of the specific heat
capacity, a piece of the middle area of the specimen was used. Moreover, an additional
specimen was artificially aged during a measurement at 120 ◦C over 7 days, in order
to obtain a completely aged specimen. Part of the results shown in this section are
published in (Martinez Page et al., 2019).
3.7.1 Density
The density ρ is determined as the massm of the specimen divided by its volume V . The
weight was measured with a Mettler Toledo Newclassic MF, MS105 Du. The dimen-
sions of the specimen were determined with a caliper with an accuracy of 0.01mm. The
porosity of the specimen produces an inhomogeneous density distribution through the
thickness, which varies slightly between the specimens. The porosity originates from the
die casting process and is higher in the middle of the specimen, see (Martinez Page et al.,
2018). The mass dispersion originating in the porosity is smaller than 3%, which is be-
low the accuracy of the measurement devices.
The dependence of the density on the temperature can be determined considering the
thermal expansion. The thermal expansion coefficient αΘ is constant in the tempera-
ture range between −50 ◦C and 150 ◦C, see Fig. 3.23. The thermal expansion can be
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expressed as εΘ = αΘ(Θ − Θ0), with Θ0 = 20 ◦C/293.15K the reference temperature
and the thermal expansion coefficient αΘ = 2.8109× 10−5K−1, see Section 3.6.1. The









The radius rΘ and height hΘ of the specimens at the current temperature can be obtained
from the values at the reference temperature r0 and h0 by
rΘ = r0(1 + εΘ), and hΘ = h0(1 + εΘ). (3.30)
Expressions Eq. (3.29) and Eq. (3.30) lead to a relation between the current density and
reference density equal to
ρ0
ρΘ
= (1 + εΘ)





This expression is approximately equal to one for values of εΘ of the order of 10−3. This
condition is fulfilled for the given expansion coefficient. Thus, the density is assumed
to be temperature independent for the determination of the thermal conductivity in the
temperature-range from −60 ◦C to 120 ◦C. The determined density is in this case equal
to ρ = 6.152× 103 kg/m3, see Tab. 3.5.
Table 3.5: Measurement of the mass and determination of the density. See also
(Martinez Page et al., 2019)
aging time 0 months 3 months 6 months 12 months artificial aging
mass in g 1.002 0.973 1.011 0.985 1.027
density in g/cm3 5.709 6.307 5.730 6.462 6.554
3.7.2 Thermal Diffusivity
The thermal conductivity κΘ of a material describes its ability to transport heat. It can
be determined with help of the thermal diffusivity λˆ and the specific heat capacity cp by
κΘ = ρ(Θ)λˆ(Θ)cp(Θ), (3.32)
where the density ρ(Θ) = ρ0 is assumed to be constant in the considered temperature
range, see Section 3.7.1. The thermal diffusivity was measured with a laser flash ap-
paratus (LFA 427, Netzsch-Gerätebau GmbH, Germany) from −60 ◦C to 120 ◦C under
helium atmosphere. For the measurement, the samples were covered with a thin graphite
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layer to ensure a sufficient absorption of the laser light. The curves of the detector sig-
nals after the laser pulse showed the best fit with the applied Cowan model, see (Cowan,
1963). The accuracy of this measurement method is better than 3%. The measurements
were performed with specimens with the different natural aging times of 0, 3, 6, and
12 months over the temperature range from −60 ◦C up to 100 ◦C. In order to obtain
the final state of the material, a measurement of an unaged specimen at the constant
temperature of 120 ◦C over the time was carried out until the value of the thermal dif-
fusivity stabilized, see Fig. 3.27(a). A measurement over the temperature was carried
out with this artificially aged specimen to obtain the thermal diffusivity for the com-
pletely aged state. Fig. 3.27(b) shows the measurements of the thermal diffusivity over





















































(b) Thermal diffusivity over temperature for differ-
ent aging times
Figure 3.27: Influence of temperature and aging on the thermal diffusivity, see also
(Martinez Page et al., 2019)
age of the material is observed, which can be explained by the Al-rich precipitations in
the zinc grains observed in Figs. 3.32 and 3.33. The formation of a more homogeneous
phase with precipitates from an inhomogeneous phase leads to a growth in diffusivity,
see Section 3.7.5. One can observe a decrease of λˆ with the temperature for a given
age. This decrease is stronger for the specimens with 12 month of aging and artificial
aging. The development of the thermal diffusivity is a result of two different effects.
An increase in temperature accelerates the aging development of the alloy, which in turn
increases the thermal diffusivity. Moreover, the thermal diffusivity decreases for the
same aging state with the temperature. Thus, one can observe an approximately con-
stant development of the thermal diffusivity for the unaged specimen. For specimens of
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age 3, 6, and 12 months, there is a reduction of λˆ with increasing temperature, which
causes a change in the slope of the thermal diffusivity. The completely aged material
(final state) shows a continuous linear decrease of the thermal diffusivity over the tem-
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Figure 3.28: Thermal diffusivity over time at room temperature. The time to reach the
final state is determined by fitting the points from Fig. 3.27 at 20 ◦C over
time, see also (Martinez Page et al., 2019)
estimate the necessary time to reach the final state at room temperature. To this end, the
values of the thermal diffusivity at 20 ◦C for the aging times of 0, 3, 6, and 12 months
aging are fitted in logarithmic time scale with a linear function λˆ(t) = λˆ0 + n ln(t), see
Fig. 3.28. Here, it is taken into account that the initial state of the specimens has already
aged one month, i.e. the time scale is adapted in Fig. 3.28. The fit is performed with a
linear least-squares method. We obtain a value for R2 = 0.902. The fitted values are
n = 1.246× 10−6m2s−1 and λˆ0 = 2.294× 10−5m2s−1. With this information, the final
state at 20 ◦C would be reached after a time of 1.625× 108 s. This estimated time cor-
responds to approximately 5 years of natural aging, which coincides with the estimated
time to reach the final state in (Johnen, 1981) for the same alloy, see also Section 3.6.2.
3.7.3 Specific Heat Capacity
The specific heat capacity was measured with a differential scanning calorimeter Net-
zsch DSC F204 Phoenix (Netzsch Germany). Measurements were carried out in the
temperature range from −40 ◦C up to 120 ◦C with a heating rate of 10K/min. The DSC
was calibrated in the temperature region using a sapphire sample as standard with a
well-known specific heat capacity, leading to an accuracy of less than 2% for the present
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data. Fig. 3.29 shows the results of the measurements of the specific heat capacity at the
different aging times of 0, 3, 6, and 12 months (natural aging) and 7 days of artificial ag-




















Figure 3.29: Specific heat capacity in dependence on temperature for different aging
times. See also (Martinez Page et al., 2019)
dependence of the specific heat capacity on the temperature. Nevertheless, a dependence
on the aging time is not observed.
3.7.4 Thermal Conductivity
With the help of Eq. (3.32) and the measurements provided in Section 3.7.1 - 3.7.3, the
thermal conductivity κΘ is determined and presented in Fig. 3.30. Here, one can observe
that, analogously to the thermal diffusivity, the thermal conductivity increases with the
aging time. There is an almost linear development of κΘ over the temperature, where
the slope of the linear function is reduced for higher aging times. This is a result of the
different sign of the slope for the specific heat capacity and the thermal diffusivity over
the temperature. The positive change in the slope of cp in Fig. 3.29 is compensated by
the negative change of λˆ, see Fig. 3.27(b). This effect is especially visible for the final
























Figure 3.30: Thermal conductivity in dependence of aging and temperature. See also
(Martinez Page et al., 2019)
3.7.5 Microstruture
In the last century, several authors have investigated microstructural changes in zinc die
casting alloys. Gebhard (1940, 1941, 1942) investigated the microstructure, phase trans-
formations, and volume changes over time in Zn-Al and Zn-Al-Cu alloys. Moreover,
the equilibrium phase diagram of Zn-Al alloys is described in (Murray, 1983). After a
period of time in which these alloys got less attention, which was due to an increased
interest in steel and aluminum alloys, the next intensive investigations on this topic were
performed by Zhu (2001); Zhu et al. (2002, 2003a,b); Zhu (2004). Here, phase trans-
formations and precipitation of several Zn-Al alloys are extensively investigated and
characterized. In (Pola et al., 2015), one can find investigations of the aging behavior of
a Zn-Al-Cu alloy with tensile tests and microstructural analysis. Nevertheless, the com-
plete aging process is still not completely understood. In this section, the microstructure
of the material is investigated for the different aging times in order to better understand
the changes during aging.
The microstructure of the specimens with five different aging times was investigated
with a JSM-7610F Scanning Electron Microscope (Jeol, Japan). Atomic number con-
trasting imaging (COMPO) is used in all micrographs. The investigations were com-
plemented by determining the phases of the material at every aging stage by means of
X-ray diffraction. The record of X-ray diffraction patterns was performed at room tem-
perature with a PANalytical Empyrean diffractometer with Cu Kα radiation. The results
of the XRD are shown in Fig. 3.31. It is known that the microstructure of Zn-Al-Cu
alloys after die casting consists of a hexagonal close-packed zinc-rich phase (η-phase),
a face-centered cubic aluminum-rich α-phase, moreover, a face-centered cubic zinc-
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rich β-phase, a hexagonal close-packed phase of zinc and copper ε, and finally, a ternary
body-centered cubic phase T ′. During the aging, several metastable phases derived from
the mentioned phases are built (see, for example, (Zhu et al., 2003b)). In the XRD pat-










































Figure 3.31: X-ray diffractograms for specimens with different aging times. See also
(Martinez Page et al., 2019)
tern, the main peaks are at 2θ = 36.55◦, 2θ = 38.95◦, 2θ = 43.30◦. Two small peaks
are at 2θ = 42.1◦ and 2θ = 44.47◦. Moreover, the peak at 2θ = 38.95◦ shows a
small shoulder at 2θ = 38.60◦ on its left-hand side. According to (Zhu et al., 2003b,a),
these peaks correspond to the phases η′s(0002) at 2θ = 36.55
◦, α(111) at 2θ = 38.60◦,
η(101¯0)/β ′s(111) at 2θ = 38.95◦, ε(0002) at 2θ = 42.1◦, η(1011¯) at 2θ = 43.30◦, and
α(200) at 2θ = 44.75◦. As can be seen in Fig. 3.31, the initial state of the alloy shows
the phases η′s(0002), α(111), η(101¯0), β
′
s(111), η(101¯1), and α(200). An increase in
aging influences the intensity of the phase α(111), which becomes more pronounced.
The phase η′(0002) transforms into η(0002), which can first be observed with a small
displacement of the peak at 2θ = 36.55◦. This is related to an increase in the d-spacing
of the crystal plane η′s as mentioned in (Zhu et al., 2003a). The found amount of the
phase ε(0002) is generally quite low and increases slightly after the artificial aging. The
ternary phase T ′ could not be found in the XRD-measurements.
Figs. 3.32 and 3.33(a) show the investigations of the microstructure for the specimens
68
with natural aging at 19 ◦C after 0, 3, 6, and 12 months. Fig. 3.33(b) displays the mi-
crostructure for a specimen with artificial aging at 120 ◦C for 7 days, see measurement
in Fig. 3.27(a). In Figs. 3.32 and 3.33, the η-phase is identified with the bright globular-
dendritic grains in the micrographs. The α-phase, which has a dark color, can be found
in the boundaries of the η-grains. This phase, together with the η-phase in a lamellar
structure, builds the eutecticum. The α-phase is also found in the precipitates in the
zinc-rich grains. As mentioned in (Zhu et al., 2003b), the phases η and ε are hard to dis-
tinguish from one to another in the images because of the high amounts of the relatively
heavy elements copper and zinc, resulting in a similar atomic contrast. Looking at the
microstructure of the alloy with natural aging, we observe an increase in the precipitates
in the zinc-rich grains with the time. The specimens at 3 and 6 months of aging show a
similarity, which is reflected in the results of the mechanical experiments in Section 3.5,
where the two aging times behave in a similar manner. Again, the specimen with twelve
months of aging in Fig. 3.33(a) shows an increase in the precipitates. For the specimen
with seven days of artificial aging at 120 ◦C, Fig. 3.33(b) shows a complete decompo-
sition of the lamellar α-phase in the eutecticum into the η-phase with α precipitates.
Moreover, a formation of α-grains in the boundaries of the η grains takes place.
The composition of the observed phases was measured at several points by means of
energy-dispersive X-ray spectroscopy, see Fig. 3.34 and Tab. 3.6. The phase transfor-
mation during aging of Zn-Al-Cu alloys consists of three effects, see Zhu et al. (2003b).
First, the zinc-rich meta-stable phase decomposes while building α and ε-phases, which
precipitate into the zinc-rich grain. This decomposition is visible in all the aging states in
Fig. 3.34 with an increase in the precipitates. Moreover, the Al-concentration increases
for the specimens of three and six months of age, see Tab. 3.6. Additionally, the ε-phase
decomposes following the rule α + ε→ T ′ + η. This decomposition corresponds to an
increase of zinc in the zinc-rich phase, where the aluminum content diffuses and precipi-
tates in the boundaries and the center of the grain. The last effect is the decomposition of
the α-phase. In the precipitations, a small amount of Cu is measured, see Tab. 3.6. Al-
though the EDX spot measurements do not show the fine Cu content in the light and dark
phases but only in precipitations, a low copper amount is measurable. An EDX line-scan
shows a homogeneously distributed amount of Cu. This indicates homogeneously dis-
tributed small Cu precipitations and dissolved Cu in the matrix. With increasing aging,
a more homogeneous phase is built up. This leads to an increase in thermal diffusivity.
Also, precipitations in this homogeneous phase can produce an overall increase in ther-
mal diffusivity as long as the amount of scattering centers for phonons in the aged and
homogenized samples is reduced compared to the inhomogeneous phases with shorter
aging times, see (Martinez Page et al., 2019). While the difference in the composition
between the specimens with natural aging is very low, the artificially aged specimen
shows that the bright phase is composed of almost only zinc. The aluminum and copper
have diffused to the borders, and the eutecticum is completely decomposed into pure
zinc and an aluminum-rich phase.
69
(a) Specimen without aging. It corresponds to the initial state of the alloy after die casting.
The alloy is composed of zinc-rich globular-dendritic grains (bright phase) surrounded by a
eutectic phase consisting of an aluminum-rich (dark phase) and a zinc-rich phase. There are
small precipitations inside the bright grains.
(b) Specimen after three months of natural aging. We observe an increase in the precipitations
inside the zinc-rich grains.
(c) Specimen after six months of natural aging. The microstructure is similar to the state after
three months aging.
Figure 3.32: Microstructure of the alloy Zamak 5 after die casting and after 3
and 6 months of natural aging at 19 ◦C, COMPO, 15 kV. See also
(Martinez Page et al., 2019)
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(a) Specimen after twelve months of natural aging. Again, we observe an increase on the pre-
cipitates in the zinc-rich grains.
(b) Specimen with seven days of artificial aging. The grain limits are not completely defined
anymore. The amount of precipitates inside the zinc-rich grains decrease and the eutecticum
decomposes.
Figure 3.33: Microstructure of the alloy Zamak 5 after 12 months of natural aging at
19 ◦C and 7 days of artificial aging at 120 ◦C, COMPO, 15 kV. See also
(Martinez Page et al., 2019)
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(a) EDX-analysis for the specimen without aging (b) EDX-analysis for three months of natural ag-
ing
(c) EDX-analysis for six months of natural aging (d) EDX-analysis for twelve months of natural
aging
(e) EDX-analysis for the specimen with 7 days of artificial aging at 120 ◦C
Figure 3.34: EDX analysis of Zamak 5 for the aging times of 0, 3, 6, and 12 months
natural aging at 19 ◦C and 7 days of artificial aging at 120 ◦C. See also
(Martinez Page et al., 2019)
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Table 3.6: Results of the EDX-analysis - composition in weight, see Fig.3.34. See also
(Martinez Page et al., 2019)
light phase dark phase eutecticum precipitation
without aging
Al 1.61% 14.63% 10.49% 2.55%
Cu 1.95% 1.14% 1.05% 1.22%
Zn 97.26% 84.24% 88.46% 96.24%
3 months
Al 1.34% 14.42% 12.21% 4.83%
Cu 1.18% 1.15% 1.01% 1.21%
Zn 97.49% 84.44% 86.80% 93.98%
6 months
Al 1.05% 16.79% 13.52% 8.28%
Cu 1.09% 1.09% 1.01% 1.06%
Zn 97.87% 82.12% 85.48% 90.64%
12 months
Al 1.47% 19.02% 10.75% 2.41%
Cu 1.50% 1.06% 1.26% 1.23%
Zn 97.04% 79.93% 87.99% 96.37%
artificial aging
Al ≈ 0% 17.90% - 2.43%
Cu 0% 0% - 0.24%
Zn ≈ 100% 82.11% - 97.33%
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3.8 Validation Experiments
The last set of experiments corresponds to the validation. These experiments have the
goal to offer a non-homogeneous more complex stress and strain state, which can then
be compared to simulations in Chapter 7. These results can be used to obtain an in-
dicator of the accuracy of the model. The first group of experiments are performed
in order to validate the thermo-mechanical behavior. They are carried out at different
strain-rates and temperatures. The second set of experiments serves to validate the ag-
ing dependence. They were performed with specimens of different aging times. In these
experiments, a displacement or rotation path is given in the testing machine, and the
force or the torque are measured. Moreover, with the help of the digital image correla-
tion system (DIC-system) Aramis provided by the company GOM, see (GOM, 2011),
the deformations on the surface of the specimens are measured. Some of the experi-
ments at higher temperatures were performed with a thermal chamber. In these cases,
the DIC-system monitors the specimen through a glass window of the thermal chamber.
These experiments are more complex than the previous ones. Their main difficulty lies
in the uncertainties stemming from the DIC-system, such as errors due to the quality of
the pattern, positioning and calibration of the system, and the presence of a low quality
glass between the specimen and the cameras for the experiments at higher temperatures.
3.8.1 Thermo-Mechanical Experiments
For the thermo-mechanical experiments, the complex geometry shown in Fig. 3.35 is
used. It was provided by the Huf group. Unfortunately, the specimens were several
years old when the experiments were performed, which implies that the aging depen-
dence cannot be validated for these specimens. Each specimen has a height of approx-
imately 35mm and a width of 15mm. In order to perform the experiments, the com-
Figure 3.35: Component part for the first set of experiments (left) and part with spray







Figure 3.36: Loading of the component part
ponent part is fixed to the testing machine with the help of a screw (upper side) and
a pin (bottom side), see Fig. 3.36(a). The displacement of the traverse of the machine
is prescribed. The force is measured with the help of the testing machine, and the de-
formation on the surface of the geometry is determined using the optical measurement
system Aramis. For this measurement, the surface of the component part is painted with
a white background color and covered with black dots, see Fig. 3.35, forming a pattern.
The 3D digital image correlation system measures the surface displacements and sur-
face strains based on the relative positions of the pattern elements. The testing machine
and the construction to load the component part – screw and block – deform during the
experiments. Information provided by Aramis is used to obtain the real relative dis-
placement of the component part between the fixed position and the pin. The relative
displacement of the pin related to the upper side of the component part is given as the
difference upin − umachine, see Fig. 3.36(b). This relative displacement will be used for
the simulations in Section 7.3 as the loading path.
In total, four experiments were performed. The two first experiments were performed
at room temperature, the third one at 50 ◦C, and the last one at 70 ◦C. Moreover, three
different orders of magnitude in the displacement rate were investigated. The results
of the experiments are shown in Figs. 3.37-3.39. In Figs. 3.37-3.38, the applied dis-
placement in the testing machine uTi and the measured relative displacement uDi are
displayed over time. Moreover, the measured force is displayed over the relative dis-
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placement of the pin. One can notice the large difference between the displacements uTi
and uDi . The main reason for this difference lies in the translation of the component part
caused by the elastic deformation of the testing machine. Moreover, the third specimen
breaks during the experiment at the time of 127 s. This can be observed in the reduction
in the force for a growing displacement in Fig. 3.38(b). In Fig. 3.39, the measured major
strain is shown for the four experiments. The third experiment corresponds to the time
127 s. The remaining experiments correspond to the last point of the experiment. In
Fig. 3.40, the break areas of the specimens are shown. They correspond to the areas in



















(a) Displacement of the cross-head of the testing
machine uT1 and relative displacement of the


















(b) Reaction force F1 over the displacement of the


















(c) Displacement of the cross-head of the testing
machine uT1 and displacement of the DIC-

















(d) Reaction force F2 over the displacement of the
pin uD2 of the second experiment
Figure 3.37: Measured variables in the experiments at room temperature, see also

















(a) Displacement of the cross-head of the testing
machine uT3 and relative displacement of the
pin measured with the DIC-system uD3 in the
















(b) Reaction force F3 over the displacement of the



















(c) Displacement of the cross-head of the testing
machine uT4 and relative displacement of the
pin measured with the DIC-system uD4 in the















(d) Reaction force F4 over the displacement of the
pin uD4 in the fourth experiment
Figure 3.38: Measured variables in the experiments at different temperatures
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(a) Experiment 1: displacement path u1
at room temperature and t = 13.4 s
(b) Experiment 2: displacement path u2 at












(c) Experiment 3: displacement path u3












(d) Experiment 4: displacement path u4
at Θ = 70 ◦C and t = 140 s
Figure 3.39: Measured major strain with the DIC-system of the thermo-mechanical ex-
periments
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Figure 3.40: Broken component parts at the end of the test. The damaged areas cor-
respond to the maximum strains in the measurements, see red areas in
Fig. 3.39
3.8.2 Influence of Aging
For the validation of the aging dependence, the specimens from Section 3.2 are used
since its aging state is known. In order to obtain an inhomogeneous strain state, a hole
with a radius of 8mm is cut out in the middle of the specimen, see Fig. 3.41(a). Speci-
mens with three different aging times are tested: one specimen without aging, one with
12 months of natural aging, and a completely (artificially) aged specimen. The upper
area of the specimens is fixed in the testing machine, and a rotational angle is applied
to the lower area, following the path in Fig. 3.41(b)5. Due to the fact that the effect
of aging is more pronounced at room temperature, the temperature was chosen to be
close – equal to 27 ◦C. Then, the reaction torque and the deformation on the surface of
the specimen are measured. The torque over the applied rotational angle is displayed in
Fig. 3.42 for all aging times. Here, one can observe a reduction in the torque with the ag-
ing. Moreover, Fig. 3.43 shows the major strain at the last time point of the experiment.































(b) Applied rotational angle















































(b) Specimen with 12












(c) Specimen with artificial
aging
Figure 3.43: Major strain at the last point in time of the torsion experiment
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4 Constitutive Model
The system of equations composed of balance equations and kinematics for the deter-
mination of the motion and deformation of a material body adressed in Chapter 2 is
incomplete. In order to obtain a solvable problem, a constitutivemodel that connects the
stresses with the strain history or the temperature with the heat flux is necessary. This
constitutive model has to fulfill the requirements discussed in Section 2.4.
Because of its simplicity, the case of small deformations is advantageous to perform
the modeling in a first step. As mentioned in Chapter 3, the case of torsion in a thin-
walled cylinder represents a one-dimensional purely deviatoric problem, which allows
to consider the observations for the modeling in a very simplified manner first. The
model can be generalized to the three-dimensional case later on. In a following step,
the model can be extended to the large deformations range, in order to also consider
problems in which large strains and large rigid body motions are reached.
The modeling is closely tied to the identification process. In this work, modeling
and identification are part of an iterative process in which an assumption in modeling
is done. This is followed by identifying the parameters, evaluating the suitability of
the solution, and modifying the model in order to improve the results. Because of that,
several functions are developed within the identification process, and their selection will
be justified in Chapter 5.
In this chapter, an overview of the possibilities of modeling the thermo-mechanical
behavior of Zamak 5 considering aging is given. After that, a small deformations model
is developed based on the observations made in Chapter 3. Afterwards, the model is
extended to the finite strains case. Finally, the variables appearing in the heat equation
are modeled.
4.1 Overview of the Modeling Possibilities
In the experimental results of Chapter 3, a viscoplastic material response was observed,
since the material shows rate dependence and the equilibrium state corresponds to a
hysteresis, which is connected to remaining deformations, see (Haupt and Lion, 1995)
and (Haupt, 2002). In this work, the material is considered as homogeneous and the
modeling proposal is phenomenological. There are three main approaches to model
viscoplasticity, see (Haupt, 2002). The first approach consists of the demarcation of
an elastic domain by means of a yield surface, also known as Perzyna-type viscoplas-
ticity, see (Perzyna, 1966) and (Chaboche, 1989). The second option is a formulation
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of evolution equations without a yield surface or case distinction, see, for example,
(Valanis, 1971a,b). The third possibility is called overstress-type viscoplasticity. It re-
lies on the decomposition of the total stress into a rate-independent equilibrium stress
and a rate-dependent overstress, see (Liu and Krempl, 1979; Haupt and Korzen, 1989;
Haupt, 2002; Chaboche, 2008; Haupt and Sedlan, 2001; Hartmann, 2006). This third
model class shows advantages in the parameter identification process, since it allows an
identification in a partitioned manner. The parameters of the equilibrium stress can be
identified independently from the parameters of the overstress.
There are very few proposals for the modeling of the mechanical behavior of zinc die
casting alloys in the literature. Mostly of the works focus on the die casting process
itself – see, for example, (Führ et al., 2014; Cao et al., 2018) – or on investigations from
the point of view of Material Science, see the works of Zhu (Zhu and Orozco, 1995)-
(Zhu, 2004) and (Leis and Kallien, 2011). In (Korzeniowski and Weinberg, 2018), a
damage model is presented, where weakening effects, such as impurities, pores, and
cracks, are considered as distributed defects, and a Markov process is used to model
the defect evolution. A model of thermo-viscoplasticity for Zamak 5 is proposed in
(Martinez Page and Hartmann, 2018b), and the case of natural aging at room tempera-
ture was considered in (Martinez Page and Hartmann, 2018a). These two works serve as
the basis for the modeling development in this thesis. Moreover, in (Martinez Page et al.,
2018), the thickness dependence was modeled considering the porosity for elastic ma-
terial behavior. In the area of thermo-viscoplasticity for metals, a wide range of models
have been proposed for aluminum alloys and steel, see, for example, recent propos-
als for aluminum in (Vilamosa et al., 2015, 2016; Brünig and Gerke, 2011; Lin et al.,
2012; Schindler et al., 2017; Zhang et al., 2017) and for steel (Egner and Egner, 2014;
Hyde et al., 2010; Yu et al., 2012; Zhu et al., 2016). Other alloys are less present, such
as titanium, magnesium, nickel or copper alloys, see (Zhang et al., 2011; McDowell,
1992; Rusinek et al., 2010; Li et al., 2014; Lin et al., 2016). For more information, see
also the introduction of (Martinez Page and Hartmann, 2018b) and the literature cited
therein. Unfortunately, most of these alloys are exposed to some kind of mechanical
treatment before they are modeled – or they differ strongly from zinc alloys in their
behavior, which make these models inappropriate for a zinc die casting material.
Similarly to the case of polymers – where aging is related to physical and chemi-
cal changes, limiting their application period, see (Johlitz and Lion, 2013), for exam-
ple – aging processes in metals involve metallurgical changes that occur under cer-
tain temperature conditions: phase changes, dissolutions, precipitations or coarsening
of precipitates have significant influence on the mechanical properties, see (Krempl,
1979; Chaboche, 2008). Regarding the term aging, Chaboche (2008) distinguishes
three different types. Dynamic strain aging is caused by “dragging” of the disloca-
tions of the atoms in solution and is associated with the “Portevin-Le Chatelier effect”.
Moreover, in static strain aging, a growth in material strength with time is observed
as a reverse effect of static recovery. In the literature, there are several suggestions on
how to model these two kinds of aging types in aluminum alloys and steel, but in the
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present study of Zamak, none of these types of aging was observed. Finally, aging
due to phase changes is a consequence of dissolutions, precipitations, and phase trans-
formations in alloys, which fits with the observations made in Section 3.7.5. From a
macroscopic point of view, the effect of aging can be introduced into the model with an
internal variable, see (Marquis and Lemaitre, 1988; Lemaitre and Chaboche, 1990) and
in the area of polymers (Lion and Johlitz, 2012; Johlitz, 2012; Johlitz and Lion, 2013;
Johlitz and Diercks, 2014; Dippel et al., 2014). There are other proposals in the area of
concrete, see (Meschke, 1996; Bazant and Huet, 1999), which are less appropriate for
metals. Most of these models do not consider volume changes in consequence of aging.
Taking a look at the previously mentioned modeling possibilities for the different ef-
fects under consideration in the material, a Perzyna-type model appears to be unsuitable
for the basic mechanical behavior, due to the fact that no conspicuous yield stress could
be identified, see Fig. 3.13. Since the overstress-type viscoplasticity shows advantages
for the parameter identification process, and information about the equilibrium state is
available from the experiments, this modeling concept is followed in this work. For the
equilibrium state, an element of endochronic plasticity is used in order to reproduce the
equilibrium hysteresis, which is connected in parallel to an elastic element for numerical
reasons, in a similar way as in (Hartmann, 2006). For the overstress, a Maxwell-element
is chosen. The softening effect observed in the experiments as a change in the initial
slope in the loading and unloading, see Section 3.5.2, is modeled with an internal vari-
able with a similar evolution equation as an isotropic hardening, but its effect is included
in a material parameter.The temperature dependence is included with the definition of
the temperature-dependent material parameter, affecting the equilibrium state and the
viscosity. Additionally, the thermal expansion is considered in the model. The effects
of aging are modeled with an internal variable that represents the process in which the
microstructural changes take place over the course of time. The shrinkage is also con-
sidered with a component in the strain in the small strains model and a component in the
deformation gradient in the finite strain model.
4.2 A Small Strains Model for Zamak 5
This section focuses on the first considerations for the case of small deformations. This
means that the strain is represented by the linearized strain tensor E, see Section 2.4.3,
and no distinction between configurations is performed. The constitutive model is moti-
vated by the rheologial model shown in Fig. 4.1, which allows an easily accessible inter-
pretation of the modeling concept, see (Lion, 2000a; Altenbach and Altenbach, 1994).
The linearized total strain E is divided into a mechanical part EM, a thermal part EΘ,
and a component describing the aging Ea,









Figure 4.1: Rheological Model
The strain Ea represents a volume reduction in the material (shrinkage) which takes
place during the aging process. It was observed in the experiments of Section 3.6.2. The
aging and the thermal parts of the strain are assumed to be purely volumetric
EΘ = αΘ(Θ−Θ0)I, Ea = −αaaI. (4.2)
Here, the aging variable a is introduced.The aging a is an internal positive growing
variable that serves to describe the aging process. Its behavior will be discussed later on.
In the Maxwell-element of Fig. 4.1, the mechanical strain is decomposed into an elastic
and a viscous part
EM = Ee + Ev. (4.3)
Taking a look at the stresses, the total stressT is decomposed in the mechanical element
into an equilibrium part Teq and an overstress part Tov. Furthermore, the equilibrium
stress consists of an elastic Teeq and a plastic (hysteretic) T
h
eq part,





The plastic equilibrium stress Theq represents a rate-independent element of arc-length
plasticity, see (Haupt, 2002; Hartmann, 2006). It allows to reproduce the equilibrium
hysteresis of the material. A spring element Teeq is added to this element in parallel
in order to avoid that the stress reaches a saturation value in a loading process, which
can cause numerical convergence problems. The overstress part Tov is related to the
Maxwell-element and allows to reproduce the rate dependence.
4.2.1 Thermodynamical Consistency
With the previous decomposition of stress and strain, the model has to ensure thermo-
dynamical consistence. To this end, the dissipation inequality has to be evaluated. In the
case of small strains, the Clausius-Duhem inequality can be expressed by
1
ρ
T · E˙− ψ˙ − Θ˙s− 1
ρΘ
~q · gradΘ ≥ 0. (2.109)
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The free energy ψ is divided into an elastic equilibrium part ψeeq, a plastic equilibrium
part ψheq, an overstress part ψov, a purely thermal part ψΘ, and an aging-dependent part
ψa. The different components depend on the strain variablesEM andEe, a further strain-
like variable Y related to the endochronic element in Fig. 4.1, the temperature Θ, and
the scalar internal variables softening k, and the aging variable a in the following way
ψ = ψ˜(EM,Ee,Y,Θ, k, a)
= ψ˜eeq(EM) + ψ˜
h
eq(Y,Θ) + ψ˜ov(Ee, k) + ψ˜Θ(Θ) + ψ˜a(a). (4.5)
The process variable k has the goal to model the softening behavior which was observed
in the experiments during the unloading process. The time derivative of the free energy




· E˙M + ∂ψ
∂Ee
· E˙e + ∂ψ
∂Y









By inserting expression (4.6), the strain (4.1), and the stress decomposition (4.4) into
the Clausius-Duhem inequality (2.109) and multiplying by ρ, we obtain
(Teeq +T
h
eq +Tov) · E˙M +T · E˙Θ +T · E˙a − ρ
∂ψ
∂EM
· E˙M − ρ ∂ψ
∂Ee











~q · gradΘ ≥ 0. (4.7)





· E˙M +Theq · E˙M +Tov · E˙v +
(
Tov − ρ ∂ψ
∂Ee
)


















~q · gradΘ ≥ 0.
(4.8)















The equilibrium stress part should exhibit a hysteretic behavior in order to reproduce the







D, c, cα > 0, cα = const. (4.12)
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This expression is similar to the hysteretic stress proposed in Hartmann (2006), with
the difference that a dimensionless factor c/cα is introduced in the relation between the
plastic stress Theq and the partial derivative ∂ψ/∂Y. This factor plays an important role
in the definition of the evolution equation and will be discussed later on. After rearrang-
ing terms again and considering the tensor property AD ·B = AD ·BD, the remaining


















~q · gradΘ ≥ 0. (4.13)










Tov, η ≥ 0, (4.15)








, βa ≥ 0, (4.17)
~q = −κΘgradΘ, κΘ ≥ 0. (4.18)
At this point, several relations ((4.9)-(4.11) and (4.14)-(4.18)) were found, which ensure
the thermodynamical consistence of the model. In the next step of modeling, expressions
for the components of the free energy have to be chosen. For the elastic component in







M · EDM. (4.19)







The parameters Keq and Geq represent the bulk and shear modulus of the elastic part
of the equilibrium stress. For the plastic component, expression (4.12) is integrated,





The parameter c(Θ) influences the initial slope of the stress-strain diagram of the equi-
librium curve. It is chosen to be dependent on the temperature Θ in order to include the
88
change of the initial slope, which was observed in the experiments, see Figs. 3.15(a) and
3.16-3.17. A further dependence on the temperature is included in the viscosity later on.




e · EDe , (4.22)







Since the shear modulus influences the initial slope in the stress-strain curve as well, it is
chosen to be dependent on the softening variable k in order to model the effect observed
in Section 3.5.2. Finally, for the purely aging part, a linear ansatz was chosen
ρψa = C1 − C2a, (4.24)
where C1 and C2 are material parameters. The term of the free energy depending on the
temperature ψΘ is discussed in Section 4.4.
4.2.2 Evolution Equations
In the following, expressions for the internal variables Y, Ev, k and a have to be
found. They have to fulfill conditions (4.14)-(4.18). The motivation of the selection
of several temperature- and aging-dependent parameters is done in the frame of the
identification process presented in Section 5.4 and also considering previous works, see
(Martinez Page and Hartmann, 2018b,a), where several temperature- and aging-depen-
dent functions were found for the small deformation case for Zamak 5.
Softening variable In order to model the change in the initial slope in the loading
and unloading observed in Section 3.5, the variable k is introduced. This process vari-
able is a growing function with values between 0 and 1. The value 0 corresponds to
the undeformed state, while 1 represents the state in which the maximum softening is
reached. Its evolution equation follows the expression
k˙ = αk(1− k)s˙M, (4.25)




E˙DM · E˙DM ≥ 0. (4.26)
Since the terms EΘ and Ea are purely volumetric, this leads to EDM = E
D. With evolu-
tion equation (4.25), the first part of condition (4.16) is fulfilled. In order to fulfill the
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second condition of Eq. (4.16), the partial derivative of the free energy with respect to






EDe ·EDe ≤ 0. (4.27)




This means that the function connected to the initial slope of the overstress part Gov(k)
has to be defined to be monotonously decreasing with the softening variable. This be-
havior corresponds to the effect of the softening. With an increasing loading process,
the variable k grows and, thus, the material behaves “weaker”.
Plastic strain From condition (4.14), it is clear that the plastic strain Y is purely
deviatoric. Considering that EDM = E
D, Eq. (4.14) can be rewritten as
cαY˙ = cE˙
D − cs˙MβYY. (4.29)




b, b > 0, (4.30)
and inserting Eqns. (4.12) and (4.30) into Eq. (4.29), one obtains the following equation
for the plastic stress
T˙heq = cE˙
D − bs˙MTheq, (4.31)
which corresponds to a formulation of an hysteretic stress of rate-independent plasticity,
in a similar manner as in (Hartmann, 2006). This evolution equation for the stress is
analogous to an Armstrong-Frederic ansatz where the stress is equal to the back-stress
T = X, see (Armstrong and Frederick, 1966). Moreover, it has the property that re-
lation (4.31) is valid for the hysteretic stress also when c is not a constant anymore.
The formulation of the hysteretic stress according to Eq. (4.12) allows a proportionality
relation between the strain-like variable Y and the hysteretic stress Theq and their time
derivatives
Theq = cαY, and T˙
h
eq = cαY˙. (4.32)
In the experiments, it was observed that the initial slope of the equilibrium hysteresis
decreases with growing temperatures. This effect is strongly pronounced for the tem-
perature of 85 ◦C. Moreover, the viscous effects are reduced for lower temperatures, and,
thus, the equilibrium stress is the predominant part of the mechanical response for the
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experiments at −40 ◦C. The parameter c is related to the initial slope of the stress-strain
diagram. Because of that, the function c(Θ) was chosen to decrease monotonously with
the temperature c(Θ). It reaches a saturation value for high and low temperatures, as
shown in Fig. 4.2.
c(Θ) = c1(c2 − tanh(c3(Θ−Θc))). (4.33)






Figure 4.2: Behavior of the function c(Θ)
served as well, which is most pronounced at room temperature but vanishes for higher
temperatures almost completely, see Fig. 3.22. Because of its low influence compared
to the effect of the temperature, the aging dependence was not considered in the equilib-
rium part of the model.
Viscous strain Inserting Eqns. (4.3) and (4.23) into condition (4.15) and considering
that EDM = E





where it is clear that the viscous strain is purely deviatoric. For the shear modulus of the
overstress, the following expression is chosen
Gov(k) = G0((1− k)nov + αov). (4.35)
The values G0, nov, and αov are material parameters. The dependence on the softening
is nonlinear, and this non-linearity is characterized with the parameter nov. Since the
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softening variable k can only have values between 0 and 1, the limits of the functionGov
are
Gov(k = 0) = G0(1 + αov), (4.36)
Gov(k = 1) = G0αov. (4.37)
From this expression, one can see that Gov decreases with the softening variable for
nov > 0, and, thus, condition (4.28)
∂Gov
∂k
= −nov(1− k)nov−1 ≤ 0 (4.28)
is fulfilled. The viscosity is chosen in dependence of the strain-rate through the variable
s˙M(E˙), the temperature Θ, and the aging variable a











with the following temperature and aging-dependent functions
η0(Θ, a) = (η01 − η02 exp(η03a))(1 + tanh(nη(Θ−Θη)), (4.39)
rη(Θ) = rη1(1− tanh(nη(Θ−Θr)), (4.40)
αη(Θ) = αη1 exp(αη2Θ). (4.41)
These dependencies for the different viscosity functions were found during the identifi-
cation process and will be discussed in Section 5.4.1.













Inserting this term into Eq. (4.17) leads to
a˙ = βa (C2 + αa(trT)) . (4.43)
The aging rate a˙ is coupled with the hydrostatic stress trT. The magnitude of this cou-
pling is characterized by the parameter C2. In case of a purely deviatoric process, the
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trace of the stress would be zero trT = 0 and only the parameter C2 would influence
the aging rate. Since a negative aging rate is physically unrealistic, the positive param-
eter C2 must always be larger in absolute value than the term of αa(trT). To the best
knowledge of the author, the literature offers no information that allows to quantify the
influence of mechanical deformation or stresses on the aging process of die casting al-
loys. In (Zhu and Orozco, 1995), the microstructure of a ZnAl20.2Cu1.8 alloy after a
tensile test was investigated with X-ray diffraction and SEM, observing that the tensile
stress is the cause of microstructure changes and phase transformations. In (Zhu, 2004),
it is concluded that stresses accelerate the decomposition of metastable phases in tensile
tests. Unfortunately, the studies were made at temperatures over 100 ◦C and the mi-
crostructural changes were not quantified. Moreover, there is no information about the
compression or torsion behavior. An increase in the aging rate with the plastic defor-
mation was found experimentally also for aluminum alloys in (Deschamps et al., 1998;
Cerri and Leo, 2005). In the application areas of the alloy, aging takes place in a much
larger timescale than the mechanical processes – and since there is no information at
hand to characterize the influence of the stress on aging, the term C2 is adopted to be
much larger than αa(trT), analogously to the discussion in Lion et al. (2014) for the
field of curing or, more recently, in (Martinez Page and Hartmann, 2018a). Thus, the
influence of the stresses is neglected
C2 ≫ αa(trT), (4.44)
and an approximation of Eq. (4.43) is assumed
a˙ ≈ βaC2. (4.45)
In the experiments, it was found that the isothermal aging process is stronger at the
beginning of the process and slows down when approaching saturation, see Figs. 3.25
and 3.27(a). Moreover, it takes place faster at higher temperatures. In order to reproduce
this behavior, the aging variable is defined as a process variable with values between 0 an
1. The value 0 corresponds to the initial unaged stage, while 1 represents the completely







is proposed, see also (Martinez Page and Hartmann, 2018a). The temperature depen-
dence is given by the function βa1(Θ). For this function, an Arrhenius ansatz is chosen,
which is a common approach for temperature-driven diffusion processes in metals. In




, βa1(Θ) = βa11 exp(−βa12/Θ), (4.47)
with βa12 = Ea/R, Ea is the activation energy and R the universal gas constant. A
summary of the constitutive model for small strains is given in Tab. 4.1.
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Table 4.1: Summary of the constitutive model for small strains
Decomposition of stress and strain
E= EM + EΘ + Ea (4.1)









k˙= αk(1− k)s˙M, s˙M =
√
E˙D · E˙D (4.25),(4.26)
Equilibrium stress part
Teeq= Keq(trE)I+ 2GeqE
D + 3Keq(αaa− αΘ(Θ−Θ0))I (4.20)
Theq= cαY, Y˙ =
c(Θ)
cα
E˙D − bs˙MY (4.32),(4.29)
Overstress part
Tov= 2Gov(k)(E− Ev)D, E˙v = 2Gov(k)
η(E˙, Θ˙,Θ, a)
(E−Ev)D (4.23),(4.34)
Temperature, softening and aging-dependent functions
βa1(Θ) = βa11 exp(−βa12/Θ) (4.46)
c(Θ) = c1(c2 − tanh(c3(Θ−Θc))) (4.33)
Gov(k) = G0((1− k)nov + αov) (4.35)









η0(Θ, a) = (η01 − η02 exp(η03a))(1 + tanh(nη(Θ−Θη)) (4.39)
αη(Θ) = αη1 exp(αη2Θ), rη(Θ) = rη1(1− tanh(nη(Θ−Θr)) (4.40),(4.41)
Material parameters
Thermal expansion: αΘ, Θ0
Aging: αa, βa11, βa12, βa2
Equilibrium part: Keq, Geq, b, c1, c2, c3,Θc
Shear modulus overstress: αk, G0, nov, αov
Viscosity: η01, η02, η03,Θη, αη1, αη2, rη1, nη,Θr
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4.3 Extension of the Model to Finite Deformations
In order to be able to compute thermo-mechanical processes in which the strain is larger
than approximately 5%, a model of finite deformations is necessary. A finite strain
model can be derived with the basis of the model proposed in Tab. 4.1. Here, a multi-
plicative decomposition of the deformation gradient is considered first, analogous to the
additive decomposition of the strain in the small deformations model. With this decom-
position, a group of intermediate configurations is defined. The stress power has to be
determined for the evaluation of the Clausius-Duhem inequality, from which relations
for the stresses and evolution equations are derived. The main difference in the mod-
eling concept between the small and finite strain model lies in the plastic equilibrium
stress, where temperature changes take place during the loading process, since in the
finite deformations case, the modeling suggesting from Eq. (4.12) could not be followed
completely from the point of view of the thermodynamical consistence.
4.3.1 Multiplicative Decomposition of Deformation Gradient
In order to extend the constitutivemodel from Section 4.2 to finite deformations, the rhe-
ological model from Fig. 4.1 is considered again. The model is composed, from the right
to the left side, of a mechanical element (spring element, plastic element and Maxwell
element), a thermal element, and an aging element. Instead of an additive decomposition
of the strains, as in the small deformations case, a multiplicative decomposition of the
deformation gradient is commonly performed for finite deformations. The most com-
mon decomposition in elasto-plasticity was proposed by Lee and Liu (1967) and Lee
(1969), where the deformation gradient consists on an elastic and a plastic component
F = FeFp. Other early contributions in this topic are (Fox, 1968; Willis, 1969; Mandel,
1971). A reverse decomposition for elasto-plasticity F = FpFe is also possible, but it
is far less common, see also (Lubarda, 2001) for more information. The decomposi-
tion for the case of viscoelasticity is considered in (Lubliner, 1985), and Lu and Pister
(1975) treated thermo-elastic problems. The decomposition of the deformation gradient
is not unique, and the order of the different effects in the decomposition can influence
the final model. The selection of the decomposition can also affect the identification
process, see (Rothe, 2015, page 108). There are several proposals for the incorporation
of the thermal expansionFΘ in the decomposition, see, for example, Miehe (1988); Lion
(2000a); Quint (2012). In (Hartmann, 2012), the equivalence between the decomposi-
tions F = FΘFM and F = FMFΘ is demonstrated. In this work, the proposal from
Miehe (1988) is chosen. Corresponding to the decomposition in the small deforma-
tions case, the deformation gradient is multiplicatively decomposed into an aging Fa, a
thermal FΘ, and a mechanical part FM, see Fig. 4.3,
F = FaFΘFM. (4.48)
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The thermal and the aging part are defined to be volumetric, i.e.
FΘ = ϕΘ(Θ)I, Fa = ϕa(a)I, (4.49)
with ϕΘ(Θ) and ϕa(a) as scalar functions of the temperatureΘ and of the aging variable
a
ϕΘ(Θ) = 1 + αΘ(Θ−Θ0), (4.50)
ϕa(a) = 1− αaa, (4.51)
with αΘ, αa > 0. The mechanical part of the deformation gradient FM can be decom-
posed, as proposed by Flory (1961), into a volumetric part FˆM and an isochoric part
F¯M
FM = FˆMF¯M, (4.52)
with the following properties
FˆM = (detFM)
1/3I, det FˆM = detFM, (4.53)
F¯M = (detFM)
−1/3FM, det F¯M = 1. (4.54)
Moreover, in order to consider the Maxwell element in the rheological model, the me-
chanical part of the deformation gradient is decomposed into an elastic part Fe and an
isochoric viscous part F¯v,
FM = FeF¯v = FˆeF¯eF¯v, (4.55)
A further decomposition of the mechanical deformation gradient is necessary in or-
der to include the plastic element. This decomposition is performed, in a similar way
as in (Lion, 2000a) and (Tsakmakis and Willuweit, 2004), into an elastic (kinematic-
hardening part) Fk and a plastic component F¯p
FM = FkF¯p = FˆkF¯kF¯p. (4.56)
As there is no distinction between an elastic and a plastic range, the interpretation of the
components differs from (Lion, 2000a; Tsakmakis and Willuweit, 2004). The term Fk is
related to the strain-like variable Y in the small deformations case, see Tab. 4.1, which
is assigned to the hysteretic response. The components F¯v and F¯p are purely isochoric,
in order to consider the condition of inelastic incompressibility. The decomposition of
the deformation gradient is illustrated in Fig. 4.3, where χˇt, χ¯t, χˆt, χ˘t, χ˜t represent the






















Figure 4.3: Multiplicative split of the deformation gradient
4.3.2 Strains and Strain-Rates
With the previous definitions of the deformation gradient, a series of strains can be









(CΘM −CM) + 1
2
(CM − I). (4.57)
With the abbreviations FΘM = FΘFM = ϕΘFM and F = ϕaϕΘFM, the components




















(ϕ2a − 1)ϕ2ΘCM +
1
2
(ϕ2Θ − 1)CM +
1
2
(CM − I) = Ea + EΘ + EM. (4.61)
In this way, we obtain a decomposition of the Green strain into three different compo-




(ϕ2a − 1)ϕ2ΘCM, EΘ =
1
2
(ϕ2Θ − 1)CM, EM =
1
2
(CM − I). (4.62)





(CM − I) = 1
2
(CM − C¯v) + 1
2




(CM − I) = 1
2
(CM − C¯p) + 1
2
(C¯p − I) = Ek + Ep, (4.64)
97
with C¯v = F¯Tv F¯v and C¯p = F¯
T
p F¯p. Thus, the mechanical strain is also decomposed into
an elastic and a viscous part in the Maxwell-element EM = Ee + Ev or an elastic and




(CM − C¯v), Ev = 1
2




(CM − C¯p), Ep = 1
2
(C¯p − I). (4.66)
As one can see in Eqns. (4.62)-(4.66), the strains EM, Ev, and Ep depend exclusively
on the part of the deformation gradient, which are described by FM, F¯v, and F¯p respec-
tively. Within the concept of dual variables, strain measures can be defined relative to
different configurations in order to obtain material relations. Analogously to (Hamkar,
2013), the mechanical part of the strain tensor εM =
1
2
(FTeFe − F¯−Tv F¯−1v ) relative to the
elastic intermediate configuration χˇt, see Fig. 4.4, can be decomposed in a purely elastic




(FTeFe − I), εv =
1
2
(I− F¯−Tv F¯−1v ). (4.67)
Analogously, one can find quantities relative to the plastic configuration χ˜t, namely
the mechanical strain ε˜M =
1
2
(FTkFk − F¯−Tp F¯−1p ), which can be decomposed into a




(FTkFk − I), ε˜p =
1
2
(I− F¯−Tp F¯−1p ). (4.68)
A summary of the kinematic relations in the different configurations is given in Fig. 4.4,
and the definition and transformation between the different strain-rates are given in
Fig. 4.5. The basic concepts of the transformations for the strains and strain-rates be-
tween different configurations were already discussed in Section 2.4.2.
4.3.3 Decomposition of Stress and Evaluation of Stress
Power
Now that the strain measures are fixed, an analysis of the stress is needed. Analogously
to the small deformation case in Section 4.2 and considering the rheological element
in Fig. 4.1, the total stress T˜ is decomposed into an equilibrium stress part T˜eq and an
overstress part T˜ov. The equilibrium stress part possesses an elastic stress related to the
spring T˜eeq and a plastic component related to the plastic element T˜
h
eq. The overstress
represents the Maxwell-element. Thus, the total stress can be expressed by
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ε˜a = ˙˜εa + L
T
p ε˜a + ε˜aLp
△
ε˜Θ = ˙˜εΘ + L
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Figure 4.6: Transformation of the stress and stress rates in the different configurations
Within the theory of dual variables, the stresses can be expressed into the different con-
figurations. An overview of the transformations of the stresses in the different configu-
rations is given in Fig. 4.6. Here, the definition of the contravariant Oldroyd derivative
is given in Eq. (2.83), see Section 2.4.
As discussed in Section 2.3.5, the Clausius-Duhem inequality has to be evaluated in
order to ensure the thermodynamical consistence of the model, see also (Haupt, 2002).
In this equation, an expression for the stress power in dependence on the model vari-
ables is necessary. The stress power formulated with quantities relative to the reference
configuration is equal to
T˜ · E˙ = T˜ · E˙M + T˜ · E˙Θ + T˜ · E˙a. (4.70)
First, considering the invariance of the stress power with the configurational change, we
can express the term T˜ · E˙M as






ΓM = SM ·
△
ΓM, (4.71)
with SM = FMT˜FTM being the stress tensor relative to the mechanical configuration χˆt,
see Fig. 4.6. Analogously, the term of the thermal part T˜ · E˙Θ is equal to














ΓΘ = Γ˙Θ + L
T
MΓΘ + ΓΘLM = ϕΘ
∂ϕΘ
∂Θ
Θ˙I+ (ϕ2Θ − 1)
△
ΓM (4.73)
into the thermal stress power, it can be expressed by scalar quantities of the temperature
and tensorial quantities relative to the mechanical configuration




Θ − 1)SM ·
△
ΓM. (4.74)
The last term to be evaluated is the aging contribution T˜ · E˙a






γa = S˘ ·
△
γa, (4.75)
with S˘ = FΘMT˜FTΘM being the stress tensor relative to the thermal configuration. The
covariant Oldroyd rate
△
γa is equal to
△
γa = γ˙a + L
T
ΘMγa + γaLΘM. (4.76)
The spatial velocity gradient LΘM can be decomposed into the sum of the thermal LΘ
and mechanical LM parts1























Θ˙(ϕ2a − 1)I+ (ϕ2a − 1)
△
ΓM. (4.78)
Inserting this expression into Eq. (4.75) leads to














a − 1)ϕ2ΘSM ·
△
ΓM, (4.79)
where S˘ = FTΘSMFΘ = ϕ
2
ΘSM is used. Inserting expressions (4.71), (4.74), and (4.79)
into Eq. (4.70), yields for the stress power













Here, all terms are related to the intermediate mechanical configuration.
1Considering the relation FΘM = ϕΘFM.
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4.3.4 Thermodynamical Consistence
Analogously to Section 4.2.1, the free energy ψ is chosen in dependence of the mechan-
ical strain EM, the elastic strain εe, the strain variable related to the plastic element ε˜k, a
softening variable k, the temperature Θ, and the aging variable a
ψ = ψˆ(EM, εe, ε˜k, k,Θ, a). (4.81)
It is divided into an elastic part ψeeq, a plastic part ψ
h
eq, an overstress part ψov, a thermal
ψΘ, and an aging part ψa
ψ = ψeeq(EM) + ψ
h
eq(ε˜k,Θ) + ψov(εe, k) + ψΘ(Θ) + ψa(a). (4.82)




· E˙M + ∂ψ
∂ε˜k
· ˙˜εk + ∂ψ
∂εe









According to Eq. (2.80), the Clausius-Duhem inequality is equal to
1
ρR
T˜ · E˙− ψ˙ − sΘ˙− 1
ρRΘ
~qR · ~gR ≥ 0, (2.80)
By inserting the stress power, Eq. (4.80), and the computed time derivative of the free

























· ε˙e − ∂ψ
∂ε˜k








~qR · ~gR ≥ 0. (4.84)
The term ∂ψ/∂EM · E˙M can be rewritten as
∂ψ
∂EM





Moreover, the total stress in the mechanical configuration χˆt is decomposed into the
elastic, plastic, and overstress part




Meq + SMov. (4.86)


























· ε˙e − ∂ψ
∂ε˜k


























~qR · ~gR ≥ 0. (4.87)
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According to (Coleman and Noll, 1963) and (Truesdell and Noll, 1965), inequality (4.87)
has to be fulfilled for any thermodynamical possible process. A sufficient condition can




















Now, the remaining terms of the Clausius-Duhem inequality have to be discussed. To



















· ε˙e ≥ 0 Maxwell-element (4.91)
− ∂ψ
∂k










a˙ ≥ 0 aging (4.93)
− 1
ρRΘ
~qR · ~gR ≥ 0 thermal conduction (4.94)
The special cases of the Maxwell element and the plastic element are considered sepa-
rately.










· ε˙e ≥ 0. (4.91)
The covariant Oldroyd derivative of the mechanical strain can be decomposed into the
sum of the elastic part
△
Γe and the viscous part
△
Γv. The term SMov ·
△
ΓM is now expressed
in the viscous intermediate configuration χˇt
SMov ·
△
ΓM = Sˇov · △εM = Sˇov · (△εe + △εv). (4.95)
Additionally, the Oldroyd derivative
△
εe is equal to
△
εe = ε˙e + L
T
vεe + εeLv, (4.96)
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Sˇov · △εv + ∂ψ
∂εe
· (LTvεe + εeLv) ≥ 0. (4.97)















Sˇov · △εv + ∂ψ
∂εe





CeSˇov · △εv, (4.99)





v + Lv)/2 and the isotropy of ∂ψ/∂εe, see also (Hamkar, 2013,





CeSˇov · △εv ≥ 0. (4.100)
Plastic Element The terms of the Clausius-Duhem inequality related to the plastic









· ˙˜εk ≥ 0. (4.90)
The considerations made for this element are analogous to the Maxwell-element. The
term ShMeq ·
△

















ε˜k is equal to
△
ε˜k = ˙˜εk + L
T
p ε˜k + ε˜kLp, (4.102)





















· (LTp ε˜k + ε˜kLp) ≥ 0. (4.103)
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p + Lp)/2 and the isotropy of ∂ψ/∂ε˜k. The term of the Clausius-









ε˜p ≥ 0. (4.106)
Evaluation of the Clausius-Duhem Inequality Inserting expressions (4.100)































~qR · ~gR ≥ 0. (4.107)









CeSˇov, ηˆ > 0, (4.109)













, βˆa > 0, (4.111)
~qR = −κRΘGradΘ, and ~gR = GradΘ. (4.112)
In Eq. (4.112), the term κRΘ represents the thermal conductivity tensor, which will be
discussed in Section 4.4. It can be observed that Eqns. (4.108) and (4.109) fulfill the
condition of plastic incompressibility (since det F¯p = 1 and det F¯v = 1), as can be seen
considering the time derivatives
d
dt
(det F¯p) = (det F¯p)(trLp) = (det F¯p)(trDp) = 0→ trDp = tr
△
ε˜p = 0, (4.113)
d
dt
(det F¯v) = (det F¯v)(trLv) = (det F¯v)(trDv) = 0→ trDv = tr △εv = 0. (4.114)
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Moreover, the plastic element has the goal to represent a rate-independent process. To
this end, the term
△











(FTkFk − F¯−Tp F¯−1p ) the mechancial strain expressed with quantities of the
intermediate configuration χ˜t, and ¯˜εM as its isochoric part, see Fig. 4.5. The parameter





where bˆ is a material parameter and µeq(Θ) a function of the temperature. In order to
provide an overview of the obtained relations, a summary of the constitutive equations
up to this point is given in Tab. 4.2. In the next sections, specific expressions for the
free energy, the stresses, and the evolution equations are proposed. These expressions
are based on the experimental observations and the previously presented model of small
strains.
4.3.5 Free Energy and Stresses
At this point, expressions for the free energy are necessary. The functions are chosen
trying to obtain an analogous behavior of the small strains model. The different compo-
nents of the free energy from Eq. (4.82) are treated separately.
Spring Element An expression of near incompressibility is chosen for the elastic




eq(EM) = U(JM) + ω¯(C¯M). (4.117)
The volume changing part of the energy function U(JM) depends on the determinant
of the mechanical deformation gradient JM = detFM, and it is chosen according to






M − 2). (4.118)
2Only the isochoric component of the mechanical strain-rate
△
ε˜M is considered for the function s˙M in
order to avoid that purely volumetric processes influence the inelastic deformation.
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Table 4.2: General constitutive model related to variables in intermediate configurations
Kinematic
F = FaFΘFM = FaFΘFkF¯p = FaFΘFeF¯v (4.48),(4.55),(4.56)
FΘ = ϕΘ(Θ)I, Fa = ϕa(a)I (4.49)
E = Ea + EΘ + EM, EM = Ek + Ep = Ee + Ev (4.61),(4.63),(4.64)
Free energy
ψ = ψeeq(EM) + ψ
h
eq(ε˜k,Θ) + ψov(εe, k,Θ) + ψΘ(Θ) + ψa(a) (4.82)











~qR = −κRΘGradΘ (4.112)
Stress





























































k˙ > 0, ∂ψ/∂k < 0 (4.110)












This function fulfills the condition of convexity and provides a physical3 material re-
sponse. The isochoric component depends on the unimodular mechanical right Cauchy-
Green tensor C¯M, which is equal to the total unimodular Cauchy-Green tensor C¯M = C¯,
considering that the aging and the thermal part are purely volumetric. For this term, a
Neo-Hooke ansatz is chosen
ω¯(C¯M) = c10(IC¯M − 3), C¯M = (detCM)−1/3CM. (4.119)
With this selection of the free energy ψeeq, an expression for the elastic equilibrium stress












































see the appendix for a detailed derivation. Inserting Eqns. (4.121) and (4.122) into












(J5M − J−5M )I+ (ϕΘϕa)−22c10B¯DM. (4.124)
















Making use of the relations
FM = (ϕaϕΘ)
−1F, JM = (ϕaϕΘ)










3Physical in the sense of plausibility. The volumetric part of the free energy U has to fulfill several
plausibility conditions, see (Hartmann, 2003, page 76), which is the case for the chosen function.
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Both stress tensors are symmetric4. After a push-forward operation into the current
configuration, Sevol = FT˜
e
volF
T and Seiso = FT˜
e
isoF
T, these two stress tensors correspond
to a purely hydrostatic stress Sevol related to the volume-changing energy functionU(JM),











Plastic Element and Maxwell-Element The plastic element and the Maxwell el-
ement show similarities in their definition, see Eqns. (4.108) and (4.109). Both are able
to reproduce a hysteretic behavior, with the difference that the Maxwell-element is rate-
dependent. The rate-independence is included in the plastic element with definition
(4.108) due to the proportionality of the strain-rate
△
ε˜p to the rate of the arc-length s˙M.
According to (Lion, 2000b) for the case of elastomers, the Maxwell element can be
modeled with a Neo-Hooke ansatz
ψ¯ov(εe) = ω¯ov(C¯e(Ce)). (4.132)
This ansatz is chosen with a small modification to include the softening in the case of
the overstress and the temperature for the plastic element
ρRψ
h
eq(ε˜k,Θ) = µeq(Θ)(IC¯k − 3), C¯k = (detCk)−1/3Ck, (4.133)
ρRψov(εe, k) = µov(k)(IC¯e − 3), C¯e = (detCe)−1/3Ce. (4.134)
Expressions for the stresses S˜heq and Sˇov can be computed considering Eqns. (4.98),



























D = I− (1/3)tr (C)C−1.
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The plastic stress and the overstress can be expressed with the second Piola-Kirchhoff-
































After a push-forward operation of Eq. (4.137) and Eq. (4.138) into the current configu-
ration, Sheq = FT˜
h
eqF
T and Sov = FT˜ovFT, one can see that the plastic stress part Sheq







which shows that Sevol is the only volumetric component of the stress in the current
configuration. Moreover, Sevol is also the only component connected to elastic volumetric
processes, see Eq. (4.130).
Aging Analogously to the small strains case, the aging component of the free energy
ψa is defined with a linear relation by
ρRψa(a) = C1 − C2a. (4.141)
Here, C1 and C2 are material parameters. The last component of the free energy, which
depends only on the temperature ψΘ, is discussed in Section 4.4.
4.3.6 Evolution Equations
In order to obtain evolution equations for the plastic ε˜p and the viscous strain εv, con-
ditions (4.108) and (4.109) from the thermodynamical consistence are considered. The
derived stresses from Eq. (4.135) and Eq. (4.136) are inserted into Eqns. (4.108) and












In order to obtain equivalent evolution equations expressed with quantities relative to
the reference configuration, a pull-back operation is performed considering the relations















A more detailed calculation is offered in the appendix. Here, the tensors C¯p(C¯−1p C)
D
and C¯v(C¯−1v C)
D are symmetric tensors, considering that they can be expressed as the









tr (C¯−1p C)I) = C−
1
3









tr (C¯−1v C)I) = C−
1
3
tr (C¯−1v C)C¯v. (4.147)
The rate of the arc-length s˙M has to be determined in dependence of the variables of
the reference configuration. It is a function of the isochoric mechanical strain-rate
△
¯˜εM,













see also the appendix for a detailed derivation. With Eq. (4.149), the rate of the arc-












For the softening variable k, analogously to the small deformations case in Eq. (4.25),
the following evolution equation is chosen
k˙ = αk(1− k)s˙M. (4.151)
The softening is a growing rate-independent variable with values between 0 and 1. Fi-
nally, an evolution equation for the aging variable a has to be found. From Eqns. (4.111)











The discussion of this equation is done in an analogous way as Eq. (4.43). The aging
rate is proportional to a parameter C2 and a term depending on the trace of the stress SM.
The sign of trSM determines whether the aging process is accelerated or decelerated. A
negative aging rate would correspond to a reversible aging process, which is physically
unrealistic. Because of that, the term C2 has to be larger than ϕaϕ2Θ(∂ϕa/∂a)(trSM).
Since it was not possible to characterize the influence of the stress experimentally, and
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since we are considering processes where the aging variable evolves in longer time
scales than the mechanical processes, the parameter C2 was chosen much larger than
ϕaϕ
2
Θ(∂ϕa/∂a)(trSM), in an analogous way as in (Lion et al., 2014), which leads to
a˙ ≈ C2βˆa. (4.153)






, βa1(Θ) = βa11 exp(−βa12/Θ). (4.154)





4.3.7 Functions for the Material Parameters
The functions µeq(Θ), η(C˙,C,Θ, C¯p, a), and µov(k) are defined similar to the small
deformations case in Section 4.2.2. The parameter µeq(Θ) is connected to the initial
slope of the plastic equilibrium stress. Linearizing Eq. (4.139) yields5
Sheq ≈ TheqL = 4µeqEDkL , (4.156)
where TheqL is the linearized stress and E
D
kL
the linearized strain. Comparing this ex-
pression to Eq. (4.32), it is clear that the strain variable Y is analogous to EDkL . A more
detailed analysis of the linearization of the finite strain model is provided in the ap-
pendix. The function µeq(Θ) is chosen analogously to the parameter c(Θ) in the small
deformation model
µeq(Θ) = cˆ1(cˆ2 − tanh(cˆ3(Θ− Θˆc))). (4.157)
The shear modulus of the overstress µov is dependent on the softening variable k, and it
resembles Gov(k)
µov(k) = Gˆ0((1− k)nˆov + αˆov). (4.158)
The parameter µov represents the initial slope of the overstress. The viscosity is chosen in
dependence of the right Cauchy-Green tensor C, the plastic right Cauchy-Green tensor
C¯p, the aging a, and the temperature Θ considering the dependencies of the variable
s˙M(C˙,C,Θ, C¯p, a)










5Considering thatCD = 2ED and that for small deformations ϕa ≈ ϕΘ ≈ 1, E ≈ EL and B ≈ C.
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with the following temperature and aging-dependent functions
ηˆ0(Θ, a) = (ηˆ01 − ηˆ02 exp(ηˆ03a))(1 + tanh(nˆη(Θ− Θˆη)), (4.160)
rˆη(Θ) = rˆη1(1− tanh(nˆη(Θ− Θˆr)), (4.161)
αˆη(Θ) = αˆη1 exp(αˆη2Θ). (4.162)
A summary of the finite deformations model is given in Tab. 4.3.
4.4 Heat Conduction Equation and Thermal
Properties
This section starts off by deriving the heat conduction equation for the case of finite
strains – followed by the small strains case. The heat conduction equation describes
the temperature development of a material body during a thermal or thermo-mechanical
loading process. It is derived from the local form of the balance of energy (2.69), in
which the internal energy is expressed in dependence of the Helmholz free energy and
specific entropy e = ψ + sΘ





T˜ · E˙+ r. (4.163)
The term δ = T˜ · E˙/ρR − ψ˙ − sΘ˙ represents the internal inelastic dissipation, see
Eq. (2.80), which can be abbreviated, leading to
Θs˙ = − 1
ρR
Div ~qR + δ + r. (4.164)
The time derivative of the entropy s˙ is computed considering Eq. (4.89). Here, s shows









· ˙˜εk + ∂s
∂a
a˙. (4.165)




Θ˙ = − 1
ρR




· E˙M + ∂s
∂ε˜k





The heat production due to internal dissipation ω is obtained by summarizing the terms
δ −Θs˙, and it is equal to




· E˙M + ∂s
∂ε˜k






Table 4.3: Summary of the constitutive model
Stress in the reference configuration



















Stress in the current configuration












































Temperature, softening and aging-dependent functions
βa1(Θ) = βa11 exp(−βa12/Θ) (4.154)
µeq(Θ) = cˆ1(cˆ2 − tanh(cˆ3(Θ− Θˆc))) (4.157)
µov(k) = Gˆ0((1− k)nˆov + αˆov) (4.158)









ηˆ0(Θ, a) = (ηˆ01 − ηˆ02 exp(ηˆ03a))(1 + tanh(nˆη(Θ− Θˆη)) (4.160)
αˆη(Θ) = αˆη1 exp(αˆη2Θ), rˆη(Θ) = rˆη1(1− tanh(nˆη(Θ− Θˆr)) (4.161),(4.162)
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the heat conduction equation can be written as
cpΘ˙ = − 1
ρR
Div ~qR + ω + r. (4.169)
The variable r represents a volumetric heat source, which does not appear in the present
application. Thus, it will be neglected. A common approach for the specific heat capac-





Since the experimental results in Section 3.7.3 show a linear behavior of the specific
heat capacity in the application range of the alloy, the following expression proposed by










Moreover, a constitutive equation for the heat flux has to be found. Fourier’s law pro-
vides an expression for the heat flux in the current configuration
~q = −κΘgradΘ. (4.172)
Using the relation between the heat flux in the reference ~qR and the current configuration
~q from Eq. (2.43), as well as the property gradΘ = F−TGradΘ, leads to
~qR = −κRΘGradΘ = −κΘ(detF)C−1GradΘ. (4.173)
The second order tensor κRΘ represents the thermal conductivity of the material. From
Eq. (4.173), a relation can be obtained for the thermal conductivity in the current con-
figuration κΘ and the thermal conductivity tensor
κRΘ = κΘ(detF)C
−1. (4.174)
For positive values of κΘ, the tensor κRΘ is positive definite.




div ~q + ωL + r. (4.175)
Here, the approximation for specific heat capacity in Eq. (4.170) is assumed, and the
component ψΘ for the small strains model is chosen equal to Eq. (4.171). For the small








· E˙M + ∂sL
∂Y





withψL being the free energy defined in Section 4.2.1 and sL the entropy from Eq. (4.11).
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Modeling of the Thermo-Physical Properties
In the last step of modeling, it is necessary to find expressions for the thermo-physical
properties – the specific heat capacity cp and thermal conductivity κΘ. To this end, the
experimental information of Section 3.7 is taken into account. The linear thermal expan-
sion αΘ was already defined in Eqns. (4.2) and (4.50), with the selection of the thermal
deformation EΘ in the small strains model and the thermal part of the deformation gra-
dient FΘ in the finite deformations model.
Specific Heat Capacity
Due to the thermodynamical consistence (4.170), there is a relationship between the
specific heat capacity and the free energy. With Eq. (4.171), a linear behavior over the
temperature for the specific heat cp is obtained
cp(Θ) = cp1(1 + cp2(Θ−Θ0)). (4.177)
The terms cp1 and cp2 are material parameters, and Θ0 is the reference temperature.
Thermal Diffusivity
Having a look at the experimental results from Section 3.7.2, it can be seen that the
thermal diffusivity depends on the temperature and the aging variable. In order to model
this behavior, a weighting between the initial unaged stage λˆ0(Θ) and the final stage
λˆ∞(Θ) is carried out with the help of fλˆ(Θ, a)
λˆ(Θ, a) = λˆ∞(Θ)fλˆ(Θ, a) + λˆ0(Θ)(1− fλˆ(Θ, a)). (4.178)
From Fig. 3.27(b), a linear behavior over the temperature is observed for the completely
aged stage
λˆ∞(Θ) = λˆ∞1 − λˆ∞2Θ. (4.179)
The initial stage shows a constant behavior up to the temperature ofΘ0 = 293.15K. Af-
ter that, an approximately linear reduction is observed. In order to model this behavior,
the following function is chosen
λˆ0(Θ) = λˆ01 − λˆ02(1 + tanh(Θ−Θ0))(Θ−Θ0). (4.180)
The weighting factor fλˆ from Eq. (4.178) is a function of the aging and temperature,
which have a growing behavior with the aging. It only can obtain values between 0 and
1, where 0 corresponds to the unaged state and and 1 to the completely aged state
fλˆ(Θ, a) = a− αλˆ(Θ)(1− a)a2, αλˆ(Θ) = αλˆ1 exp(−αλˆ2Θ). (4.181)
The selection of this expression is justified in the identification step, see Section 5.7.
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Thermal Conductivity
The thermal conductivity can be obtained from the relation
κΘ(Θ, a) = ρλˆ(Θ, a)cp(Θ). (4.182)
With the proposed expressions for the thermal diffusivity and the specific heat capacity,
the thermal conductivity is equal to
κΘ(Θ, a) = ρcp1(1 + cp2(Θ−Θ0))(λˆ∞(Θ)fλˆ(Θ, a) + λˆ0(Θ)(1− fλˆ(Θ, a))), (4.183)
with the functions λˆ∞, λˆ0 and fλˆ from Eqns. (4.179)-(4.181).
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5 Parameter Identification
The parameter identification problem, also known as inverse problem, is one of the core
tasks of material modeling in ContinuumMechanics. In contrast to the direct problem –
where, given a specific material model and the corresponding parameters, the response
of the model is of interest – the goal of parameter identification is to find suitable material
parameters to calibrate the model to the experiments with a minimum error. To this end,
the problem is derived into an optimization problem, in which a quadratic error function
between model and experiment is minimized. With regard to the theoretical concepts ad-
dressed in this chapter, it is necessary to mention the works of Beck and Arnold (1977),
Draper and Smith (1998), Mahnken (1998) and Tarantola (2005) and the literature cited
therein. As explained in (Mahnken, 1998; Tarantola, 2005), there are several optimiza-
tion methods that are commonly used in the scope of parameter identification. On one
side, there are the gradient-based algorithms such as the Levenberg-Marquardt, Gauss-
Newton, or Quasi-Newton method, see, for example (Coleman and Li, 1996; Levenberg,
1944; Marquardt, 1963) – and on the other side, there are the stochastic none gradient-
based methods such as Monte Carlo or genetic algorithms. The aforementioned stochas-
tic methods are robust methods which have a low dependence on the initial values, but
are very time-consuming. On the other hand, gradient-based algorithms have the ad-
vantage of being able to converge quickly in the vicinity of the solution, but they are
influenced strongly by the initial values, see (Chaparro et al., 2008).
In the identification task, there are several difficulties which have to be considered,
see (Gilbert et al., 2016; Hartmann and Gilbert, 2018). First, from the experimental side,
it is necessary to count with the right amount of experimental data with the necessary
quality (for example, with moderate noise or dispersion). Moreover, inaccurate compu-
tations can cause numerical problems, and, finally, it is often not possible to determine
the material parameters in a unique manner based on measurements. In addition to these
remarks, the assumptions made during the treatment of the experimental data have to
be considered as well. If it is possible to generate a homogeneous stress state experi-
mentally, and if the model can be reduced to the one-dimensional case, the identifica-
tion can be performed for a scalar equation, see for example (Beck and Arnold, 1977;
Krämer et al., 2015). If this is not possible, the whole boundary-value problem has to
be solved in order to consider the inhomogeneity in the identification procedure – as
discussed in (Mahnken and Stein, 1996, 1997; Mahnken, 2000; Hartmann et al., 2001,
2003, 2018; Johlitz and Diebels, 2011a), for example, and in (Hartmann et al., 2006;
Chen and Diebels, 2012b,a, 2014, 2015) for the identification using indentation tests.
In this chapter, the constitutive model developed in Chapter 4 is calibrated to the
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experimental results of Chapter 3. At first, a short review of the general concepts of
parameter identification is offered, and the procedure applied in this work is described.
After that, the parameter identification for the small deformation case is adressed. At this
point, some of the temperature- and aging-dependent relations are developed and justi-
fied. Moreover, based on the solution of the small deformation case, a re-identification
with the finite strain model is carried out. After that, both cases are compared and dis-
cussed. In the last step, the identification of the thermo-physical properties is carried
out.
5.1 Basic Concepts of Parameter Identification
As mentioned before, the goal of parameter identification is to find the material param-
eters that fit the experimental data with the minimum error. This error is defined with
the help of the residuum function r(κ) = s(κ)− d as the difference between the model

















where sk and dk correspond to the k-th simulation and experiment, with nexp being the
number of experiments and nd the total number of points used in the identification,
taking all experimental points over time into account. The residuum r is represented for












Figure 5.1: Identification problem: fit and experimental data
with nκ material parameters. The parameter identification procedure entails to find the
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see Dennis and Schnabel (1996). The variable J(κ) = ds(κ)/dκ represents the Jaco-
bian. Additionally, there might be nc inequality constraints gi(κ) ≤ 0, which have to be
fulfilled for theoretical reasons, physical reasons (positiveness of parameters), or to re-
strict their co-domain in a certain range. In the following sections, s can be an analytical
model or the result of the numerical (or analytical) solution of an ordinary differential
equation or of an entire boundary-value problem using finite elements.
The optimization method follows the procedure shown in Fig. 5.2. When using gra-
dient based algorithms, it is necessary to choose a vector κ0 as an initial guess. Then,
the answer of the model with this initial guess is computed and compared with the ex-
perimental data building the residuum r(κ0). After applying an optimization step –
providing that the objective function f(κ) and the increment in the parameters ∆κ ful-
fill the given termination criteria – the current solution is accepted as the final solution
κ∗. If this is not the case, the iterative process is repeated with a new set of parameters
κk+1 = κk +∆κk until the convergence criteria are fulfilled or the maximal number of
iterations nmax is carried out. This last option leads to an unsatisfactory result.
PSfrag replacements


















κk+1 = κk +∆κk
Yes
No
r(κk) = s(κk)− d
Figure 5.2: Representation of the identification procedure
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Parameters of the optimization quality
It is of interest to have a measure of the quality of the identification results. Also, it is
known that, given a set of experimental data, the identified parameters are dependent
on each other in a specific manner, depending on the selected material model. In order
to evaluate the goodness of a fit, the commonly applied quantities are the confidence
interval κconf, the correlation matrix R, and the coefficient of determination R2. Here,
the works of Draper and Smith (1998), Kreißig et al. (2001), and Sachs and Hedderich
(2012) are considered. In order to motivate these quantities, the residuum is first lin-
earized at the point of the identified parameters κ∗
r(κ) = r(κ∗) + J(κ∗)(κ− κ∗), (5.4)
with J = ∂r(κ)/∂κ ∈ Rnd×nκ the Jacobian. With the help of the Jacobian and the
variance σ2, the covariance matrix can be approximated by
P ≈ σ2[JT(κ∗)J(κ∗)]−1, σ2 = r
T(κ)r(κ)
nd − 1 . (5.5)
Correlation matrix With the components of the covariance matrix Pij , the correla-
tion matrix can be determined through






The components of its diagonal rii are all equal to one. The off-diagonal elements
rij , also known as correlation coefficients, represent the dependence between the two
parameters κi and κj . They can have values between−1 and 1, where 1 represents a total
correlation, −1 an inverse total correlation, and 0 no correlation at all. The correlation
coefficient provides a measure of how sensitive the change in one parameter affects the
other one. Nevertheless, a value close to 1 or−1 for the correlation coefficients can have
different origins apart from the modeling choice, for example the lack of experimental
information for a unique identification – or that the parameters are expressed as a linear
combination and a unique identification is not possible, see Beck and Arnold (1977).
Confidence interval From the diagonal components of the covariance matrix, the
confidence interval can be calculated by
κconf = κ∗ ±∆κ∗, ∆κ∗i =
√
Pii, i = 1, ..., nκ. (5.7)
This measure gives an interval of values, in which the real identified parameter is local-
ized with a certain probability.
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Coefficient of determination Commonly, the coefficient of determination is used














If it reaches the value 1, the model fits the experimental data perfectly. The coefficient of
determination compares the fit of the model with the one made by a horizontal straight
line with the value d¯, meaning the average of all experimental values. However, this
parameter presents some disadvantages1 in the case of the identification of parameters
using several sets of experiments. This is why the confidence interval and the corre-
lation matrix are preferred in this thesis, to provide an indicator of the quality of the
identification.
5.2 Identification Procedure
The constitutive models summarized in Tab. 4.1 for the small deformations case, and
in Tab. 4.3 for the large deformations case, contains 24 material parameter that have
to be determined. Moreover, for the thermo-physical properties, 11 parameters have
to be found. Since the identification problem is an ill-posed problem, a simultaneous
identification of all material parameters would lead to a strong correlation between the
parameters and eventually to a local minimum, since no initial values are known. In
order to solve this problem, particular phenomena have to be isolated, such as deviatoric
behavior, rate or aging dependence, choosing experiments where the influence of other
effects can be neglected. In this way, the identification can be carried out step-wise. The
identification procedure of the thermo-mechanical behavior with the small strain model
is explained in Tab. 5.1, where the parameters marked with a gray background represent
the identified parameters in the current identification step. First, the parameters charac-
terizing the aging development are identified with the help of the isothermal dilatometric
measurement over time, see Section 3.6.2.
After that, considering the model for small strains, the deviatoric isothermal behavior
is identified with the help of the torsion experiments, starting by determining the param-
eters of the equilibrium state with the help of the equilibrium hysteresis, followed by
1In the case that the simulation values are close to d¯, the second term of the expression is almost 1. It
can even reach values larger than 1, resulting in a negative value ofR2. Moreover, in the identification
of different effects such as rate or temperature dependence, the constant average value d¯ can be so
different from the experimental data, that the difference
∑nd
i=1(di − si)2 becomes much smaller than∑nd
i=1(di − d¯)2, leading to a R2 that is always very close to 1, even for bad identification results.
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Table 5.1: Parameter identification procedure with the small deformations model
Experiments Basic Temperature Aging
Parameters Dependence Dependence
Isothermal αa,βa2 βa11,βa12 −
dilatometric
Equilibrium αa,βa2, b βa11,βa12, c1,c2,c3,Θc −
Torsion
Overstress αa,βa2,b βa11,βa12,c1,c2,c3,Θc
Torsion G0,αov,αk,nov Θη,rη1,nη,Θr,αη1,αη2 η01,η02,η03
Equilibrium αa,βa2,b βa11,βa12,c1,c2,c3,Θc
Tension/Comp. G0,αov,αk,nov, Keq Θη,rη1,nη,Θr,αη1,αη2 η01,η02,η03
the overstress. In the next step, temperature- and aging-dependent functions are devel-
oped for the shear behavior. When the parameters of the deviatoric part of the model
are known, the bulk modulus is identified with the help of the equilibrium hysteresis in
tension and compression.
The identification procedure for the finite deformations case is shown in Tab. 5.2. For
the identification of this case, the tension and compression tests are used, since the case
of torsion cannot be considered a one-dimensional problem anymore. Here, the bulk
modulus is taken from the identification of small deformations, since it is not possible
to identify it at the same time as the shear modulus only with the axial stress/strain
curves in tension and compression, see (Gilbert et al., 2016). Then, the parameters of
the equilibrium are identified with the equilibrium hysteresis for different temperatures –
followed by the parameters of the overstress with the experiments at different strain-rates
and the multi-step relaxation tests. In this case, the temperature-dependent functions are
already developed.
Finally, the thermo-physical properties are fitted. Here, only the thermal diffusivity
represents a considerable difficulty because of its dependence on aging and tempera-
ture. A list with the description of all material parameters is given in Tab. 5.3. All
identifications are performed with Matlab routines, which can either draw on solutions
provided by Matlab itself, or they call up external programs for the computation of the
material behavior, see (Krämer et al., 2015). The optimization tool is the nonlinear least-
squares solver lsqnonlin, see, for example, (Coleman and Li, 1996), (Levenberg, 1944),
or (Marquardt, 1963), and the curve fitting tool from Matlab.
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Table 5.2: Parameter identification procedure with the finite deformations model
Experiments Basic Temperature Aging
Parameters Dependence Dependence
Equilibrium αa,βa2, bˆ βa11,βa12, cˆ1,cˆ2,cˆ3,Θˆc −
Tension/Comp.
Overstress αa,βa2 ,ˆb βa11,βa12,cˆ1,cˆ2,cˆ3,Θˆc
Tension/Comp. Gˆ0,αˆov,αˆk,nˆov ,K Θˆη,rˆη1,nˆη,Θˆr,αˆη1,αˆη2 ηˆ01,ηˆ02,ηˆ03
5.3 Calibration of the Aging Variable
In order to identify the aging variable, the measurement of the shrinkage over time for
different temperatures shown in Section 3.6.2 is used. We consider the sample geometry
from Fig. 5.3 with the initial length L0 and the cross section A0 = B0H0. During the
experiment, there is a heating process up to the time t1 from room temperature Θ0 up
to the measurement temperature Θ1, where thermal expansion takes place. After that,















Figure 5.3: Dilatometer experiment
connect the experimental data with the model, the case of small and large deformations
are analyzed separately.
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Table 5.3: Description of the material parameters of the mechanical part
Parameter Phenomenon Description
Small strains/Finite strains
αa Aging Shrinkage, see Eqns. (4.2)/(4.50)




Linear, thermal expansion αΘ with
the reference temperature Θ0, see
Eqns. (4.2)/(4.51).
Keq,Geq /K, c10 Elastic, equi-
librium stress
Bulk and shear modulus of the
elastic, equilibrium stress, see
Eqns. (4.20)/(4.128).
b,c1,c2,c3,Θc / bˆ,cˆ1,cˆ2,cˆ3,Θˆc Plastic, equi-
librium stress
b/bˆ and c1/cˆ1 are basic parame-
ters of evolution equation of plas-
tic strain in Eqns. (4.29)/(4.146).
Temperature dependence included
by c2/c2, c3/cˆ3 and Θc/Θˆc, see
Eqns. (4.33)/(4.157).
αk/αˆk Softening Parameter of evolution equa-
tion of softening variable, see
Eqns. (4.25)/(4.151).
G0,αov,nov/Gˆ0,αˆov,nˆov Overstress Include softening-dependence. Pa-
rameters G0/Gˆ0 and αov/αˆov de-
termine initial slope in loading and
unloading. nov/nˆov drives the
change process in the slope, see
Eqns. (4.35)/(4.158).
η01,η02,η03,Θη/ηˆ01,ηˆ02,ηˆ03,Θˆη Viscosity Parameters of temperature and ag-
ing dependent viscosity function
η0(Θ, a). It includes aging ef-
fects in the mechanical response,
see Eqns. (4.39)/(4.160).
rη1,Θr,nη / rˆη1,Θˆr,nˆη Viscosity Parameters of temperature-
dependent viscosity function
rη(Θ), see Eqns. (4.40)/(4.161).
αη1,αη2 / αˆη1,αˆη2 Viscosity Parameters of temperature-
dependent viscosity function
αη(Θ), see Eqns. (4.41)/(4.162).
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Small Strains
The total increment in length ∆L has three components. One mechanical ∆LM, one
thermal ∆LΘ, and one caused by aging∆La
∆L = ∆LM +∆LΘ +∆La, (5.9)
where the thermal and the aging components can be expressed in dependence of the
strain components defined in Eq. (4.2)
∆LΘ = εΘL0 = αΘϑL0 = αΘL0(Θ−Θ0), ∆La = εaL0 = −αaaL0. (5.10)
Inserting expression (5.10) into Eq. (5.9), one obtains
∆L = ∆LM + αΘϑL0 − αaaL0. (5.11)
We assume that the dilatometer experiments are carried out with mechanical load∆LM =
0, that the heating process until time t = t1 occurs fast enough so that the aging can be
neglected, and that the temperature from the time t = t1 onwards is constant through-
out the experiment Θ = Θ0, see the representation in Fig. 5.3. In this way, the thermal
expansion at the time t = t1 is equal to
εΘ(t1) = αΘϑ(t1) = αΘ(Θ1 −Θ0) = L1 − L0
L0
→ L0 = L1
1 + εΘ(t1)
, (5.12)
which is constant for t > t1 since the temperature is kept constant. For t > t1, this leads







Substituting L0 from Eq. (5.12) leads to





since in the case of small deformations εΘ ≪ 1. The parameter αa represents the
saturation value αa = (L∞ − L1)/L1 (when a = 1). In this way, the aging variable a,
with the evolution equation Eq. (4.47), can be determined with the experimental results
from Section 3.6.2 for the case of small deformations.
Large Strains
For the analysis in the case of large deformations, we consider the deformation gradient
F = FaFΘFM. Here, we once again assume that there is no mechanical loading FM = I
during the dilatometer experiments, no effect of aging in the thermal loading process
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until t = t1 (which means that ϕa = 1 for t < t1), and that the temperature from
t = t1 onwards is constant, so that FΘ = ϕΘ(t1)I is constant too. Since FΘ = ϕΘI and
Fa = ϕaI are purely volumetric, the determinant of F is equal to detF = ϕ3Θϕ
3
a. From


















since the stretch λΘ = L1/L0 = B1/B0 = H1/H0 is identical for the diagonal compo-




Since the temperature is kept constant for t > t0, the determinant of the deformation




















Inserting the definition ϕa = 1− αaa in Eq. (5.18), we obtain
−αaa = L− L1
L1
. (5.19)
From Eqns. (5.14) and (5.19), it is clear that the aging variable has the same relation to
the experimental data both for the case of the small and for the large deformations. As a
consequence, the identification performed in this section is valid for both cases.
Identification
It is necessary to identify the parameters αa, βa2, and βa11, as well as βa12 from Eqns. (4.2)
and (4.47). In a first identification step, the parameters αa, βa2 and βia1, are identi-
fied, with βia1, i = 1, 2, 3, changing for every temperature Θ1 = 85
◦C, Θ2 = 105 ◦C,
Θ3 = 125
◦C, see Fig. 5.4(a) and Tab. 5.4.
In the second identification step, the parameters of the Arrhenius equation, βa11 and
βa12, are identified. To this end, we consider the natural logarithms of Eq. (4.46)















































(b) Identification of the parameter βa1(Θ)
Figure 5.4: Results of the first identification step of the aging variable
Table 5.4: Results of the parameter identification for the aging variable





- s−1 s−1 s−1 -
initial value 0.2 10−4 10−4 10−4 10−3
final value 10−5 3.8× 10−6 8.6× 10−6 6.02× 10−5 1.37× 10−3
conf. interval 9.0× 10−5 2.0× 10−8 3.5× 10−8 3.22× 10−7 10−7
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Eq. (5.20) corresponds to a linear equation y(x) = y0 − mx, with y(x) = ln βa1 in
dependence of x = 1/Θ. The parameters y0 = ln(βa11) and m = βa12 can be identified
with the help of the points βia1 obtained in the previous identification step. The results
are shown in Fig. 5.4(b).
The results of the second identification are shown in Fig. 5.5 and Tab. 5.5. Fig. 5.5(b)
also shows the prediction of the model at the temperature of 20 ◦C compared to the
measurement from (Johnen, 1981). The brown line represents the prediction of the
model with the identified parameters. The black line represents the simulation at 20 ◦C
with the identified parameters but with a change in the saturation value αa, where the
value identified in (Martinez Page and Hartmann, 2018a) is used, since it is clear that
the saturation value in the measurement shown in (Johnen, 1981) is different. Here, one
can see that the value αa is different for the tested alloy and the material from (Johnen,
1981), while the process for the developing of the aging variable represented by the








































(b) Prediction of the model at room temperature
and comparison with the measurement from
(Johnen, 1981). The time in seconds is in loga-
rithmic scale.
Figure 5.5: Behavior of the aging variable with the identified function βa1(Θ)
From Fig. 5.5, we observe that the model can reproduce the main behavior of the
experiments. The small values of the function βa1 for temperatures under 80 ◦C indicates
that the aging process happens quite slowly.
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Table 5.5: Results of the parameter identification of the Arrhenius equation
parameter ln(βa11) βa12
ln(s−1) K
initial value 1 1
final value 10.24 8113
conf. interval 0.787 2748
5.4 Calibration of Small Strains Model
The identification of the mechanical behavior can be performed in a step-wise manner if
several properties of the problem under consideration are exploited. First, we consider
the geometrical assumption of a thin-walled cylindrical tube, which holds that the case
of torsion can be interpreted as a one-dimensional purely deviatoric problem. Thus, the
shear behavior can be isolated from the volumetric behavior as seen in Chapter 3. In
this way, the parameters of the deviatoric part of the stress state are identified first. The
second advantage lies in the partitioned structure of the constitutivemodel, which allows
to separate the equilibrium state from the remaining part of the model. In this case, the
equilibrium hysteresis is used first to obtain the parameters of the deviatoric part of the
equilibrium stress. Then, the parameters of the overstress part are identified with the
experiments at different strain-rates under torsion. Finally, the remaining parameters are
determined using the data from the tension and compression experiments. Moreover, in
order to develop temperature and aging-dependent functions, the identification is carried
out in every step first at every temperature and aging rate. After that, a temperature- or
aging-dependent function is found for the identified values.
5.4.1 Identification of the Shear Behavior
As considered in the experiments, see Section 3.5.3, the thermal part of the strain is
given by EΘ = 0 in the isothermal process representing the experiment, since the mea-
surement starts after the thermal expansion. Moreover, we assume that the aging variable
develops much slower than the mechanical processes that take place during the experi-
ments. In this way, the shrinkage can be assumed equal to zero, Ea = 0. Accordingly,
the stress and strain tensors can be expressed by
T =

0 0 00 0 τ
0 τ 0

 , E = EM =





Due to definitions (4.31) and (4.23), the hysteretic stress Theq and the overstress Tov are
purely deviatoric. The main advantage of the case of torsion for small deformations
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with a thin-walled cylinder becomes evident, since this problem can be simplified to the
one-dimensional case
τ(γ) = τ eeq(γ) + τ
h
eq(γ) + τov(γ). (5.22)
Equilibrium Stress Part
The equilibrium stress state would be achieved by an infinitely slow loading process,
which means γ˙ ≪ 1. In this case, the overstress is close to zero, leaving only the
equilibrium stress. For a constant shear strain-rate γ˙ = K, γ(t) = Kt, the equilibrium





eq = GeqKt+ τ
h
eq. (5.23)
In this case, the rate of the arc-length is equal to s˙M = |K|/
√
2, and the hysteretic stress
is given by






The shear modulus of the equilibrium stress part Geq in Eq. (5.23) allows a continuous
growth of the stress function. Using only the hysteretic part, the equilibrium stress state
would reach a saturation for large γ, which sometimes causes numerical problems. This
can be resolved with a small superimposed part τ eeq in the equilibrium stress. In this
way, the parameter Geq is set equal to Geq = 100MPa for numerical purposes. This
parameter has a minor influence on the entire model’s response.
In the following, the identification procedure for the equilibrium is carried out in
three steps. First, the parameters b and c are identified independently for the equilib-
rium stress state at each temperature and aging time with the help of the equilibrium
hysteresis, which is represented by dots in Fig. 3.22. After analyzing the results of this
first step, the temperature dependence is introduced into the parameter c, since it was
observed that the initial slope of the equilibrium hysteresis was clearly influenced by
the temperature. In the second step, the parameter b is kept constant and equal for all
temperatures and aging times, and the parameter c is re-identified. The identified values
for c are represented by the blue dots in Fig. 5.6(a). Here, we observe that the aging
has only a minor influence on the initial slope of the stress-strain curve compared to the
influence of the temperature. For this reason, in the third step, a temperature-dependent
function is found for the identified points of c
c(Θ) = c1(c2 − tanh(c3(Θ−Θc))). (4.33)
This function is fitted to the points identified in the previous step. Here, all identi-
fications are performed in Matlab with the help of the nonlinear least-squares solver
lsqnonlin. The results of the identification of the function c(Θ) are shown in Fig. 5.6(b),
132
Table 5.6: Identified parameters of the equilibrium part in torsion
parameter b c1 c2 c3 Θc
− MPa MPa − K
initial value 164 3.0× 104 1.2 0.033 290
final value 219.079 2.317× 104 1.10 0.024 283.44






















(a) Fit of the identified values for c with Eq. (4.33)




















(b) Results of the identification of the equilibrium
hysteresis for the different temperatures (differ-
ent colors) and all aging times
Figure 5.6: Results of the identification in torsion for the equilibrium stress state for the
different aging times and temperatures. The experiments are represented by
points and the model with lines.
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and Tab. 5.6 displays the identified parameters with their confidence interval. There is a
good agreement between the experiments and the fit.




b c1 c2 c3 Θc
b 1 0.389 0.009 0.004 0.018
c1 1 −0.868 −0.8962 −0.783






Here, a correlation between the parameters which describe the temperature dependence
can be observed.
Overstress
The total shear stress in the model is decomposed into the equilibrium stress part and
the overstress τ = τeq + τov, where the parameters of the equilibrium are known and
the parameters of the deviatoric overstress part have to be identified. The remaining
information for the identification of the overstress can be obtained from the experiments
at different strain-rates and the multi-step relaxation tests from Section 3.5. Considering
Eqns. (4.23), the overstress τov is equal to
τov = Gov(k) (γ − γv) . (5.26)




(γ − γv) . (5.27)
Here, there are two main phenomena to describe: the initial slope of the overstress in
the stress-strain curve, which is represented by the shear modulus of the overstress Gov,
and the viscosity η, which influences the maximum value of the stress in the stress-strain
curve, the separation between the different curves at different strain-rates and the relax-
ation. In the identification process, the relaxation steps of the multi-step relaxation tests
are considered first. The relaxation provides us with information regarding the viscosity
for a strain-rate equal to zero. After that, the initial slope during the loading is deter-
mined with the experiments at different strain-rates and the multi-step relaxation test for
the unloading process. Finally, the experiments at different strain-rates are evaluated in
order to determine the viscosity and the parameter of the softening variable.
Isothermal Relaxation In an isothermal relaxation process at the constant temper-
atures of Θ = Θˆi, i = 1, ..., 4, the strain is kept constant, γ = γˆ = const., and, thus, the
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strain-rate is equal to zero, γ˙ = 0. This leads to the value zero of other variables which
depend on the strain-rate, such as the rate of the arc-length, s˙M = 0, and the rate of the
softening variable k˙ = 0, see Eq. (4.25). Therefore, the softening variable for every
relaxation step l is constant k = kˆl. Since the aging dependence is not considered in this
first step , the shear modulus Gov and the viscosity η are constant during relaxation in a
first estimation of the identification, see Eq. (4.35) and (4.38),
η(Θˆi) = ηˆi = const., and Gov(kˆl) = Gˆovl = const. (5.28)








This differential equation can be solved analytically, and its result can be written as






Here, for every relaxation step kˆl and every temperature Θˆi, the value Govl/ηˆi is found.
This information is used in the next identification steps. After identifying the shear
modulus Gov(k) in the next section, the value for the viscosity during the relaxation ηˆi
can be found for every temperature, obtaining an additional point in the identification of
the viscosity including information regarding the relaxation.
Monotonic loading The experiments at different strain-rates represent a monotonic
isothermal loading process in which the strain-rate is kept constant, γ˙ = K, and the
shear strain is equal to γ(t) = Kt. In this case, Eq. (5.27) cannot be solved analytically,
which is why it is solved numerically in Matlab.
In this section, the first parameter to identify is the shear modulus of the overstress
Gov. According to Eq. (4.35), there are two different aspects that have to be considered.
First, the initial slope in the loading and unloading, which is determined by the parame-
ters G0 and αov, and second, the change in the initial slope during the loading process,
which is driven by the parameters nov and αk.
For the identification of the parameter αov, the initial slope of the overstress during
the loading is determined with the experiments at different strain-rates, and the initial
slope of the unloading with the multi-step relaxation tests. For the initial slope of the
loading, the softening parameter has the value zero k = 0, and it is set equal to the value
1 for the unloading. With these conditions, the shear modulus is equal to
Gov(k = 0) = G0(1 + αov) for the initial loading (5.31)
Gov(k = 1) = G0αov for the unloading. (5.32)
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The parametersG0 and αov are determined with the experiment at different temperatures
and aging times. The obtained values areG0 = 32.08GPa and αov = 0.2. Moreover, the
parameter nov and the softening parameter αk have to be found. To this end, the full set
of stress-strain curves at different rates, temperatures, and aging times are considered.
There is a restriction in the identification for αk, so that its value is equal to 1 at the
end of the loading, in order to fulfill Eq. (5.32). These parameters are identified together
with a value of the viscosity ηijk, which is different for every strain-rate, temperature,
and aging time. We obtain a value of αk = 350 with a confidence interval of 73.4 and
nov = 0.35 with a confidence interval of 0.11. The correlation between the parameters
is −0.7682. Fig. 5.7 shows the identified function Gov(k). Here, one can observe a
decrease in the initial slope with the softening. When the softening reaches its maximal
value, the shear modulus of the overstress is approximately 16% of the initial value at the















Figure 5.7: Shear modulus of the overstress over the softening variable
in Tab. 5.7.
Next, the viscosity has to be modeled and identified. This process is done in a step-
wise manner as well. Since the amount of results of the intermediate identification steps
is very large, only the final results of the identification are shown.
A first identification is carried out for the viscosity as a constant value. Thus, a con-
stant value ηijm is identified for each temperature Θi, i = 1, ..., 4, each aging time aj ,
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Table 5.7: Results of the parameter identification for Gov, see Eq. (4.35)
parameter G0 αov nov αk
GPa − − −
value 32.08 0.2 0.35 350
j = 1, ..., 4, and each strain-rate γ˙m, m = 1, ..., 4. This results in a total number of 64
values for the viscosity.










The parameters2 η0ij , αηi, and rηi from Eq. (5.34) are now identified for each tem-
perature and aging time separately3 with the previously identified points ηijm and the
additional values identified for the relaxation in the previous section. To this end, the
logarithm of function Eq. (5.34) is considered in order to simplify the identification pro-
cess. The parameter sη has the goal to obtain a dimensionless expression, and it is set
equal to 1 s−1.
In the last identification step, the identified points η0ij , αηi and rηi are used to fit the
chosen temperature and aging dependent functions
η0(Θ, a) = (η01 − η02 exp(η03a))(1 + tanh(nη(Θ−Θη)), (4.39)
rη(Θ) = rη1(1− tanh(nη(Θ−Θr)), (4.40)
αη(Θ) = αη1 exp(αη2Θ). (4.41)
The results of the identification are shown in Tabs. 5.8 and 5.9 as well as in Figs. 5.9-




η01 η02 η03 Θη
η01 1 0.761 0.772 0.845





2The index i represents the temperature dependence and j aging dependence of the parameters.
3The identification of the values η0ij , αηi, and rηi is performed using all experiments at different strain-
rates for each temperature and each aging time separately. Thus, four different values are obtained for
αη and rη due to the temperature dependence – and 16 different values are obtained for η0 due to its
temperature and aging dependence.
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Table 5.8: Results of the parameter identification for the viscosity function η0 of
Eq. (4.39)
parameter η01 η02 η03 Θη
MPa s MPa s − K
initial value 0.144 0.868 0.180 300
final value 1550 6.357 4.518 373.6
conf. interval 24 3.751 1.246 0.638
Table 5.9: Results of the parameter identification for the viscosity functions rη and αη
from Eqns. (4.40) and (4.41)
parameter rη1 nη Θr αη1 αη2
− K−1 K − K−1
initial value 0.1419 0.01 300 1.0× 10−9 0.01
final value 0.495 0.011 54 426.3 1.26× 10−9 0.0136










 , R =





In order to expose the behavior of the developed viscosity function with the identified
parameters, the function η(Θ, a, γ˙) is displayed over the temperature and the aging for
each displacement rate in Fig. 5.8. This function has a maximum for the temperature,
whose position changes with the strain-rate. It decreases with the aging time.
Moreover, Figs. 5.9-5.12 show the complete results of the identification for the dif-
ferent strain-rates in torsion. Here, we observe a good agreement between experiments
and model if we take into account that a total number of 96 experiments were fitted,
with 13 parameters that model the rate, relaxation, temperature, and aging dependence.
The results of the identification of the relaxation steps are shown in Fig. 5.13. Here, one
can see that the model can reproduce the relaxation more accurately for higher temper-
atures. The results for lower temperatures are only moderately represented. It might be
possible to achieve an improvement by adding more temperature-dependent Maxwell-
elements in the model, but this approach is not pursued since it would lead to a larger
amount of material parameters, which would strongly correlate in the identification pro-
cess. Furthermore, the number of internal variables would drastically increase (six more
per Maxwell-element). The model is also able to reproduce the multi-step relaxation
138
process as can be seen in Fig. 5.14, where the results for the experiments without aging
are shown. Additional results of the prediction of the model are shown in the appendix.
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(d) Strain-rate γ˙4 = 3.2× 10−7 s−1
Figure 5.8: Representation of the function η(Θ, a, γ˙) for the identified parameters.







































































(d) Θ = 85 ◦C






































































(d) Θ = 85 ◦C






































































(d) Θ = 85 ◦C






































































(d) Θ = 85 ◦C





















































































(d) Θ = 85 ◦C


















































































(d) Θ = 85 ◦C
Figure 5.14: Prediction of the multi-step relaxation test in torsion
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5.4.2 Identification in Tension-Compression
With the results of the identification with the torsion experiments, the last unknown pa-
rameter is the bulk modulusKeq. In the case of tension and compression, it is necessary
to consider the complete three-dimensional model of Tab. 4.1. In order to determine the
response of the model, the procedure proposed in (Krämer et al., 2015) is considered,
where the three-dimensional behavior of a tension or compression test is simulated for
a single Gauss-point and compared with the experimental results. The parameter Keq
is identified with the help of the equilibrium hysteresis in tension and compression for
the different temperatures and aging times. The identified value for the bulk modulus
is Keq = 49.5GPa. The results of the identification for the equilibrium hysteresis in
tension and compression are shown in Fig. 5.15. One can observe a good agreement be-
tween experiment and identification. The remaining experiments at different strain-rates
for the different temperatures and aging times and the multi-step relaxation tests are not
used for the identification of the model, since all the parameters are known at this point.
The predictions of the model for the different strain-rates and temperatures are shown
in Figs. 5.16-5.18 and Fig. 5.16 shows the temperature dependence in tension-compres-
sion. Fig. 5.17 displays the multi-step relaxation test for the material without aging at
different temperatures. In Fig. 5.18, the aging dependence is displayed for two different
temperatures and all strain-rates. Here, one can observe that even if almost all the pa-
rameters are identified with the torsion tests, the prediction of the model in tension and
compression is accurate. Because of the tension-compression asymmetry, the model is
better at reproducing the behavior in tension than in compression. The model is able
to reproduce the aging dependence as well. Additional results of the identification are













































































(d) Θ = 85 ◦C












































































(d) Θ = 85 ◦C










































































(d) Θ = 85 ◦C


























































































(d) ε˙4 = 3.3× 10−7 s−1
Figure 5.18: Predictions of the model for the aging behavior for two different temper-
atures and four strain-rates. The arrow points in the direction of growing
aging times
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5.5 Identification for Finite Deformations
Using the modeled temperature and aging-dependent functions in the case of small
deformations, a re-identification can be performed with the model of finite deforma-
tions. For the finite deformations model, the case of torsion is not purely deviatoric
anymore, since a reaction force in longitudinal direction appears. Thus, the uniaxial
tension/compression experiments are used in the identification with the help of the pro-
cedure exposed in Krämer et al. (2015). The modular structure of the model is used
for the identification again. The parameters of the equilibrium stress state are identified
first with the equilibrium hysteresis and the overstress with the experiments at different
strain-rates and multi-step relaxation tests.
Since the torsion tests are not used in the identification of this model – and because
there is no information about the lateral contraction of the material at hand – it is not
possible to identify the bulk modulus properly, based only on the axial information of
the tensile tests. This parameter is then taken from the identification of the results of the
small strains case. The relation between the bulk modulus in the small Keq and large
deformation case K is after geometric linearization
K = Keq = 49.5GPa, (5.37)
see also the appendix. Moreover, the parameter c10 corresponds to the shear modulus of
the elastic equilibrium stress Geq. This parameter has a minor influence on the model
and is set to the value 100MPa as in the model for small deformations, see Section 5.4.1.





These two parameters K and c10 are taken form the small deformations case in order
to prevent correlation between the parameters. The identification is performed with the
help of the in-house code “mat1D”, which simulates the material behavior under the as-
sumption of homogeneity, and the optimization scheme proposed in Krämer et al. (2015)
for uniaxial tension/compression for large deformation. The initial values of the iden-
tification steps correspond to the identified values for the model of small deformations,
since it is reasonable to assume that the parameters are in a similar range.
Equilibrium state
The set of parameters of the equilibrium stress stateκ = {bˆ, cˆ1, cˆ2, cˆ3, Θˆc} in Eq. (4.157)
is identified with the equilibrium hysteresis in tension and compression at different tem-
peratures. The results of the identification of the equilibrium state are shown in Tab. 5.10








































































(d) Θ = 85 ◦C
Figure 5.19: Results of the identification in tension/compression for the equilibrium
stress state for the different temperatures. The experiments are represented
by points and the model with lines.
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Table 5.10: Identified parameters of the equilibrium stress part in tension/compression
parameter bˆ cˆ1 cˆ2 cˆ3 Θˆc
− MPa MPa − K
initial value 54.77 5793.5 1.1 0.24 283.44
final value 58.94 5924.8 1.12 0.0279 288.03
conf. interval 4.14 541.5 0.02 0.0019 3.77




bˆ cˆ1 cˆ2 cˆ3 Θˆc
bˆ 1 0.342 0.114 0.033 0.146
cˆ1 1 −0.617 −0.516 −0.729







In the identification process of the overstress, the parameters of the shear modulus µov
are identified first. After that, the parameters of the viscosity η are found. Here, the
temperature dependence is the first feature to be considered. These two identifications
are performed with the experiments without aging, which are 40 experimental curves
in total: four different strain-rates plus the multi-step relaxation test at four different
temperatures and for tension and compression. In the last step, the aging dependence is
identified. Here, the experiments with different aging times are used.
Shear Modulus For the identification of the shear modulus, there are three parame-
ters that have to be identified: κ = {Gˆ0, αˆov, nˆov}. The parameter of the softening is set
to the value αk = 350, analogously to the small deformations case, so that it reaches the
value 1 at the end of the loading. During this identification, the value of the viscosity
is identified independently for every strain-rate and temperature for the material without
aging ηim, similar to the identification of the small strains case, but these values ηim are












Table 5.11: Results of the parameter identification for µov, see Eq. (4.158)
parameter Gˆ0 αˆov nˆov
MPa − −
initial value 1.604× 104 2.0× 10−1 3.5× 10−1
final value 1.424× 104 2.531× 10−1 3.349× 10−1
conf. interval 15.3 5.71× 10−4 6.8× 10−4
Viscosity With the known parameters of the shear modulus of Tab. 5.11, the first
identification of the viscosity parameters is performed. Here, we identify the param-
eters κ = {Θˆη, rˆη1, Θˆr, nˆη, αˆη1, αˆη2}, which are related to the temperature and rate-
dependence. A value for the function ηˆ0(a = 0) = ηˆ01 − ηˆ02, see Eq. (4.160), is identi-
fied, but it is not used.Tab. 5.12 shows the results of the identification. Here, we observe
that the values change very little from the identified values for the small deformations
model, but the confidence intervals are generally very small. The correlation matrix is
Table 5.12: Results of the parameter identification for the temperature-dependence of
the viscosity
parameter Θˆη rˆη1 Θˆr nˆη αˆη1 αˆη2
K − K K−1 − K−1
initial value 373.6 0.480 426.3 0.0115 1.26× 10−9 0.0135
final value 375.2 0.479 428.2 0.0117 3.47× 10−10 0.0173





Θˆη rˆη1 Θˆr nˆη αˆη1 αˆη2
Θˆη 1 0.916 −0.876 −0.645 0.394 −0.391
rˆη1 1 −0.826 −0.539 0.405 −0.386
Θˆr 1 0.222 −0.452 0.452






Here, we can observe a strong correlation between the parameters Θˆη, rˆη1, and Θˆr, which
consider the temperature dependence of the functions ηˆ0 and rˆη, and also between the
parameters αˆη1 and αˆη2 from the function αˆη(Θ).
Finally, the parameters of the aging dependence are identified. To this end, the iden-
tification for the value ηˆ0(a) is performed separately for each aging time. After that,
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the function with the aging dependence ηˆ0(a) = ηˆ01 − ηˆ02 exp(ηˆ03a) is fitted with the
identified points using the Matlab fitting tool. The results are shown in Tab. 5.13 and
Fig. 5.20. The results of the identification of the temperature dependence are shown in
Fig. 5.21 and the aging dependence in Fig. 5.22. Additional results are shown in the
appendix. One can observe a very good agreement between the experiments and the fit
for the tensile tests, and a good agreement for compression. The difference originates in
the tension/compression asymmetry, which is not considered in the model.
Table 5.13: Results of the parameter identification for the viscosity function ηˆ0(a) of
Eq. (4.160)
parameter ηˆ01 ηˆ02 ηˆ03
MPa s MPa s −
initial value 0.265 0.068 0.305
final value 1612 81.93 1.862














































































































(d) Θ = 85 ◦C
Figure 5.21: Results of the identification in tension/compression for the overstress for




























































































(d) ε˙4 = 3.3× 10−7 s−1
Figure 5.22: Results of the identification for the aging dependence. Experiments and fit
at two different temperatures for all strain-rates and aging times. The arrow
points in the direction of growing aging times
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5.6 Summary of Identification of the Mechanical
Part
Tab. 5.14 represents a summary of the identified parameters for the small deformations
model and the finite deformations model. The parameters of the large deformations
model, which were taken from the small deformations case, are marked in gray. Com-
paring Fig. 5.16 and Fig. 5.21, one can observe that the fit of the tensile and compression
experiments is better in the case of finite deformations than for small deformations. The
reason for this is that the tensile tests in the case of small deformations were used to
identify only one parameter, while the experiments served as a basis to perform the
entire identification in the case of large deformations. Both models can reproduce the
experimental observations for the monotonic loading paths and the equilibrium hystere-
sis in a good manner. The unloading is reproduced adequately as well, as can be seen in
the simulation of the multi-step relaxation tests. Moreover, the model can describe the
relaxation behavior only moderately. As mentioned in Section 5.4.1, in order to model
this behavior, it would be necessary to include three Maxwell-elements, which would
increase the number of material parameters and internal variables by a huge amount.
Additionally, Tab. 5.14 shows that although the case of small deformations was mostly
identified with the torsion tests and the finite deformations case was identified with ten-
sile and compression tests, the identified parameters for both cases are very similar if
the following relations are taken into account after linearizing the finite strains model,
see the appendix,












, η = ηˆ.
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Table 5.14: Summary of the identification
parameter value parameter value dimension
small strains finite strains
Keq 4.95× 104 K 4.95× 104 MPa
Geq 100 c10 50 MPa
b 219.079 bˆ 58.94 −
c1 2.317× 104 cˆ1 5.925× 103 MPa
c2 1.10 cˆ2 1.12 MPa
c3 0.024 cˆ3 0.028 K
−1
Θc 283.44 Θˆc 288.03 K
αk 350 αˆk 350 −
G0 3.208× 104 Gˆ0 1.424× 104 MPa
αov 0.2 αˆov 0.253 −
nov 0.35 nˆov 0.335 −
η01 1550 ηˆ01 1612 MPa s
η02 6.357 ηˆ02 81.93 MPa s
η03 4.518 ηˆ03 1.862 −
Θη 373.6 Θˆη 375.2 K
rη1 0.495 rˆη1 0.479 −
Θr 426.3 Θˆr 428.2 K
nη 0.012 nˆη 0.012 K
−1
αη1 1.26× 10−9 αˆη1 3.47× 10−10 −
αη2 0.0136 αˆη2 0.0173 K
−1
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5.7 Identification of Thermo-Physical Properties
The last parameters that have to be calibrated are the thermal expansion coefficient αΘ,
the specific heat capacity cp, and the thermal diffusivity λˆ. The two first variables can be
calibrated easily, since they depend only linearly on the temperature. The identification
process for the thermal diffusivity is related to the modeling process and is more com-
plicated because of its dependence on the aging variable. Once all these parameters are
known, the thermal conductivity can be determined.
Thermal Expansion
The dilatometric measurements versus temperature of Section 3.6.1 show a clear linear
thermal expansion in the investigated temperature range. The thermal expansion coeffi-
cient is then identified equal to αΘ = 2.8109× 10−5K−1, with the reference temperature
Θ0 = 20









































(b) Specific heat capacity over the temperature for
different aging times
Figure 5.23: Results of the identification for the thermal expansion and the specific hear
capacity
Specific Heat Capacity
The parameters of the linear function of the specific heat capacity, see Eq. (4.177),
are identified with the measurements of Section 3.7.3. The identified parameters are
cp1 = 413.724 J kg
−1K−1 and cp2 = 5.581× 10−4K−1, see Fig. 5.23(b).
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Thermal Diffusivity
The identification of the thermal diffusivity is carried out in two steps. In Eq. (4.178), the
thermal diffusivity is expressed as a weighting between the initial unaged stage λˆ0(Θ)
and the final stage λˆ∞(Θ) by means of a weighting factor fλˆ(Θ, a)
λˆ(Θ, a) = λˆ∞(Θ)fλˆ(Θ, a) + λˆ0(Θ)(1− fλˆ(Θ, a)). (4.178)
In the first step, the initial and final stage are identified and, afterwards, the weighting
factor is determined. In the first step of identification, the functions λˆ0(Θ) and λˆ∞(Θ)
have a total number of four parameters to be identified κ = {λˆ∞1, λˆ∞2, λˆ01, λˆ02}. The
parameter Θ0 corresponds to the reference temperature and is set to Θ0 = 293.15K,
λˆ∞(Θ) = λˆ∞1 − λˆ∞2Θ, (4.179)
λˆ0(Θ) = λˆ01 − λˆ02(1 + tanh(Θ−Θ0))(Θ−Θ0). (4.180)
The identification of these parameter is carried out with the measurements over the tem-
perature for the unaged specimen (a = 0 and fλˆ(Θ, 0) = 0) and the completely aged
specimen (a = 1 and fλˆ(Θ, 1) = 1). The results of this identification are summarized in
Tab. 5.15 and in Fig. 5.25, represented by black and blue lines. Additionally, a function
Table 5.15: Results of the parameter identification of the functions λˆ0(Θ) and λˆ∞(Θ)
parameter λˆ∞1 λˆ∞2 λˆ01 λˆ02
mm2s−1 mm2s−1K−1 mm2s−1 mm2s−1K−1
initial value 1 1 42 5.0× 10−3
final value 55.07 2.92× 10−2 41.74 4.63× 10−3
conf. interval 0.345 0.12× 10−2 0.074 1.2× 10−3
for the weighting factor has to be found. To this end, an experimental value for fλˆexp is
calculated with the help of Eq. (4.178) using the experimental points by
fλˆexp(Θi, aj) =
λˆexp(Θi, aj)− λˆexp(Θi, 0)
λˆexp(Θi, 1)− λˆexp(Θi, 0)
, (5.42)
where λˆexp(Θi, aj) represents the measured point at the temperature Θi and the aging
time aj , λˆexp(Θi, 0) denotes the initial stage (a = 0), and λˆexp(Θi, 1) is the final stage
(a = 1). The function fλˆexp is determined for the temperatures from −60 ◦C to 20 ◦C,
since one can assume that the aging does not evolve during the time of the experiments
for these temperatures. These experimental points are used to develop a function for the
weighting factor
fλˆ(Θ, a) = a− αλˆ(Θ)(1− a)a2, αλˆ(Θ) = αλˆ1 exp(−αλˆ2Θ). (4.181)
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The parameters of this function are identified in the following. At first, the factor
fλˆ(Θˆ = const., a) is determined independently for each temperature. Afterwards, the
function αλˆ(Θ) is fitted to the results of this pre-identification. The results are shown in
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(b) Experimentally determined weighting factor
f
λˆexp(Θi, aj) (points) and model (lines) over
the aging variable for constant values of the
temperature
Figure 5.24: Determination of the weighting factor fλˆ(Θ, a)
Table 5.16: Results of the parameter identification of the weighting factor fλˆ(Θ, a)
parameter αλˆ1 αλˆ2
− K−1
initial value 1 10−2
final value 7.093 4.937× 10−3
conf. interval 1.0 2.301× 10−4
The results of the entire identification of the thermal diffusivity are shown in Fig. 5.25.
There, one can also see the small deviation between the simulation and the experiment
for the 3 and 6 months old samples. However, the modeled function can reproduce























3 months of aging
6 months of aging
12 months of aging
final stage
Figure 5.25: Results of the identification of the thermal diffusivity. Experimental values
represented with points and model with lines
Thermal Conductivity
The identified values of the thermal diffusivity, the specific heat capacity, and the mea-
sured density are used to calculate the parameter of the thermal conductivity according
to Eq. (4.182). The determined thermal conductivity is shown in Fig. 5.26 in dependence
of the temperature for different aging times. A summary of the identified parameters for
the thermal properties is given in Tab. 5.17.
Table 5.17: Summary of the parameter identification for the thermal properties
ρ αΘ Θ0 cp1 cp2
kgm−3 K−1 K Jkg−1K−1 K−1
6.15× 103 2.81× 10−5 293.15 413.72 5.58× 10−4
λˆ∞1 λˆ∞2 λˆ01 λˆ02 αλˆ1 αλˆ2
m2s−1 m2s−1K−1 m2s−1 m2s−1K−1 − K−1































































(b) 3D-representation of the function κΘ(Θ, a)
Figure 5.26: Determined thermal conductivity with the identified parameters
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6 Initial Boundary Value Problem
and Solution Procedure
The system of equations composed of the balance of linear momentum (2.54) and the
heat equation (4.169), along with the constitutive relations to describe the material be-
havior developed in Chapter 4, provides a framework to determine the thermo-mechan
ical response of a material body subjected to a series of mechanical and thermal loads.
This system of equations – together with initial and boundary conditions – forms an
initial boundary value problem (IBVP), which can generally not be solved analytically.
Therefore, it is common to reformulate it into its variational form, to which the method
of vertical lines (MOL) can be applied. The method of vertical lines, see (Schiesser,
1991), leads, after performing a spatial discretization of the local form of IBVP and a
further time discretization, to a system of nonlinear equations. This system of equations
can be solved with numerical methods.
In this chapter, the IBVP is presented first in its local form. Afterwards, its variational
form is derived. Then, the spatial discretization with the Finite Element Method (FEM)
is discussed, leading to a system of differential-algebraic equations (DAE-system). In
the next step, the time discretization is performed using the Backward Euler method.
The Multilevel Newton Algorithm (MLNA) is presented to solve the resulting nonlinear
system of equations. The last part of the chapter addresses the stress algorithm for the
models from Chapter 4 and serves to describe the consistent tangent computation.
6.1 Initial Boundary Value Problem
In this section, the local form of the initial boundary value problem (IBVP) is presented
and its variational form is derived. In the present case, it is considered that the treated
problems are quasi-static, so that inertia effects can be neglected. The remaining balance
equations are also considered in the formulation of the problem. The balance of mass is
fulfilled in solid mechanics, since the control volume coincides with the material body
and no transfer of mass takes place through the outer surface. The balance of rotational
momentum is fulfilled with the chosen definition of the material representation. Finally,
by considering the thermodynamical consistence in Chapter 4, the energy and entropy
balance equations are fulfilled.
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6.1.1 Local Form of Initial Boundary Value Problem
The local form of the balance of linear momentum (2.54), and the heat equation (4.169),
can be written as
~0 = DivTR + ρR~k, (2.54)
cpΘ˙ = − 1
ρR
Div ~qR + ω. (4.169)
Since, in the quasi-static case, one can assume that d~v/dt ≈ ~0 holds and that no volu-
metric heat source is considered (r = 0). Here, the stress relation for a material point
~X over time can be expressed as a function of the deformation depending on the right
Cauchy-Green tensorC, the temperature Θ, and the vector of internal variables q
T˜( ~X, t) = h(C( ~X, t),Θ( ~X, t), q( ~X, t)), (6.1)
with the dependence between the first and second Piola-Kirchhoff tensor T˜ = F−1TR.
The internal variables follow evolution equations described by ordinary differential equa-
tions of first order
q˙ = r(C( ~X, t),Θ( ~X, t), q( ~X, t)). (6.2)
In the presented constitutive model, the vector q is composed of the plastic strains, the
viscous strains, the softening, and the aging variable qT = {C¯Tp , C¯Tv , k, a}.
The IBVP requires initial conditions to be solved. Since inertia effects are neglected,
it is not necessary to prescribe initial values for the velocity, see (Fritzen, 1997b). Nev-
ertheless, the time-dependence of the solution is given by transient boundary conditions
and time-dependent internal processes. Thus, initial conditions for the displacement,
temperature, and the internal variables are necessary. These are given in the material
representation by
~u( ~X, t0) = ~u0( ~X), ∀ ~X ∈ R[B], (6.3)
Θ( ~X, t0) = Θ0( ~X), ∀ ~X ∈ R[B], (6.4)
q( ~X, t0) = q0( ~X), ∀ ~X ∈ R[B]. (6.5)
The problem additionally requires boundary conditions to be completely defined. There
are two kinds of boundary conditions: Dirichlet and Neumann boundary conditions.
The Dirichlet boundary conditions are known as geometric boundary conditions. They
specify the value of the displacement and temperature in certain border regions of the
material body, respectively ∂uR [B] and ∂ΘR [B]
~u( ~X, t) = ~¯u( ~X, t), ∀ ~X ∈ ∂uR [B] , (6.6)
Θ( ~X, t) = Θ¯( ~X, t), ∀ ~X ∈ ∂ΘR [B] . (6.7)
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Moreover, Neumann boundary conditions are also known as natural or dynamic bound-
ary conditions. In the present case, they are defined for the stress vector ∂sR [B] and the
heat flux ∂qR [B]
~tR = TR~nR = ~s( ~X, t), ∀ ~X ∈ ∂sR [B] , (6.8)
qR = −~qR · ~nR = fˆq( ~X, t), ∀ ~X ∈ ∂qR [B] . (6.9)
In order to define the boundary conditions, the material surface ∂R [B] is divided, for
simplicity, into subsets
∂R [B] = ∂uR [B] ∪ ∂sR [B] = ∂ΘR [B] ∪ ∂qR [B] , (6.10)
with
∂uR [B] ∩ ∂sR [B] = ∅, ∂ΘR [B] ∩ ∂qR [B] = ∅. (6.11)
Eq. (6.11) implies that it is not possible to apply Dirichlet and Neumann boundary con-
ditions at the same position. There is a third kind of boundary condition that is not
treated in this work. It consists of a combination of Dirichlet and Neumann boundary
conditions.
For heat transfer due to convection qcond and radiation qrad, the following expressions
can be included in the problem, see, for example, (Rothe, 2015)




), for ~x ∈ ∂Θ qχt [B] and t ∈ ]ti, te[. (6.13)
Here, hc is the heat transfer coefficient, Θf the fluid temperature, ǫ the emissivity of the
material, σ the Stefan-Bolzmann constant, and Θ∞ the temperature of the surroundings.
The entire thermo-mechanical problem is summarized in Tab. 6.1. Since this prob-
lem can generally not be solved analytically, a further treatment is required to make a
numerical solution possible.
6.1.2 Variational Form of Initial Boundary Value Problem
The variational formulation of the IVBP, also known as weak form, is necessary to apply
the Finite Element Method. In order to obtain this formulation, the local form is scalar
multiplied with test functions and integrated over the volume of the material body. This
implies a reduction of the order of the derivatives of the system by one, which increases
the amount of admissible functions. Nevertheless, it can be shown that the weak and
the strong form are equivalent in the analytical case, see (Hughes, 2000). For the case
of finite deformations, it is more convenient to perform the derivations in the reference
configuration, see (Zwienkiewicz et al., 2005). Moreover, mathematical tools such as
the Gauss integral theorem and the Cauchy’s divergence theorem are necessary for the
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Table 6.1: Local form of initial boundary value problem
Find the displacement field ~u( ~X, t) and the temperature field Θ( ~X, t)
in the regionR [B]× ]t0, te[ solving the system of equations
~0 = DivTR + ρR~k (2.54)
cpΘ˙ = −1/ρRDiv ~qR + ω (4.169)
q˙ = r(C,Θ, q) (6.2)
with the constitutive relations
T˜ = h(C,Θ, q), T˜ = F−1TR (6.1)
~qR = −κRΘGradΘ, κRΘ = κΘ(detF)C−1 (4.173)
for the initial values and boundary conditions
~u( ~X, t0) = ~u0( ~X), Θ( ~X, t0) = Θ0( ~X) q( ~X, t0) = q0( ~X)
~u( ~X, t) = ~¯u( ~X, t), TR~nR = ~s( ~X, t)
Θ( ~X, t) = Θ¯( ~X, t), −~qR · ~nR = fˆq( ~X, t)
derivations. The Cauchy’s divergence theorem provides a product rule for the divergence
of an scalar Ψ multiplying a vector variable ~v or a tensor variable T
Div (Ψ~v) = GradΨ · ~v +Ψ ·Grad~v, (6.14)
Div (ΨT) = TGradΨ + ΨDivT. (6.15)
The Gauss’ integral theorem stipulates that an integral expression of the divergence of a
vector ~v or a tensor variableT over the volume of a region V is equivalent to the integral













where ~n denotes the normal vector to the outer surface A.
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Weak Form of Balance of Momentum
In order to obtain the weak form of the balance of momentum, a set Fu of test functions
δ~u ∈ Fu is defined
Fu :=
{
δ~u : R [B]→ R3|δ~u( ~X) = ~0 for ~X ∈ ∂uR [B]
}
. (6.18)
The test functions δ~u represent virtual displacements, which vanish at the positions
where Dirichlet boundary conditions are applied. For the variational form, the Neumann
boundary conditions are automatically satisfied in an integral manner, which simplifies
the formulation of approximate solutions, see (Jeltsch-Fricker, 2007) and the literature
cited therein. The local form of the balance of momentum (2.54) is multiplied by the
test functions δ~u and is integrated over the volume∫
R[B]
DivTR( ~X, t) · δ~u( ~X) dV +
∫
R[B]
ρR( ~X)~k( ~X, t) · δ~u( ~X) dV = 0. (6.19)
Considering the product rule
DivTR · δ~u = Div (TTRδ~u)−TR ·Grad δ~u, (6.20)
relation (6.17) and Eq. (2.36) are chosen to reformulate expression (6.19)∫
R[B]
TR ·Grad δ~u dV =
∫
R[B]
ρR~k · δ~u dV +
∫
∂sR[B]
~tR · δ~u dA. (6.21)
The second Piola-Kirchhoff stress tensor T˜ is introduced instead of the first Piola-
Kirchhoff stress tensor TR through the relationTR = FT˜. Moreover, the scalar product
T˜ · (FTGrad δ~u) can be formulated as
T˜ · (FTGrad δ~u) = T˜ · 1
2
[
FTGrad δ~u+ (Grad δ~u)TF
]
. (6.22)
Building the Gateaux derivative of the Green strain with respect to the virtual displace-
ment D~uE (~u) [δ~u], one obtains the definition of the virtual Green strain tensor




FTGrad δ~u+ (Grad δ~u)T F
)
. (6.23)
Inserting Eqns. (6.22) and (6.23) into Eq. (6.21), the balance of linear momentum in the
weak form results in∫
R[B]
T˜ · δEdV =
∫
R[B]
ρR~k · δ~udV +
∫
∂sR[B]
~tR · δ~udA. (6.24)
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The weak form can also be expressed in the current configuration∫
χt[B]
T(~x, t) · grad δ~u dv =
∫
χt[B]
ρ(~x, t)~k(~x, t) · δ~u dv +
∫
∂sχt[B]
~t(~x, t) · δ~u da. (6.25)
Here, T denotes the Cauchy stress tensor from Eq. (2.38), and the relation between the
material and spatial gradient Grad δ~u = (grad δ~u)F has been considered.
Weak Form of Heat Conduction Equation
In order to obtain the weak form of the heat equation, test functions representing virtual
temperatures δΘ ∈ FΘ are introduced analogously
FΘ :=
{
δΘ : R [B]→ R | δΘ( ~X) = 0 for ~X ∈ ∂ΘR [B]
}
. (6.26)
The local form of the heat equation (4.169) is multiplied with the test functions δΘ and









Applying the divergence theorem to Eq. (6.27) and drawing on the product rule (6.16)














With the constitutive relation (4.112), the variational form of the heat equation in the



























A summary of the weak form of the IBVP is given in Tab. 6.2.
Table 6.2: Variational form of the coupled thermo-mechanical problem
Find the displacement field ~u( ~X, t) and the temperature field Θ( ~X, t)
on the regionR [B]× ]t0, te[ solving the equations system
πu(~u,Θ, q, δ~u) =
∫
R[B]
T˜ · δE dV −
∫
R[B]




~tR · δ~u dA = 0, for all δ~u ∈ Fu (6.24)










~qR · ~nRδΘdA = 0, for all δΘ ∈ FΘ (6.30)
with the constitutive relations
T˜ = h(C,Θ, q), q˙ = r(C,Θ, q) (6.1), (6.2)
~qR = −κRΘGradΘ, κRΘ = κΘ(detF)C−1 (4.173)
for the initial values and boundary conditions
~u( ~X, t0) = ~u0( ~X), Θ( ~X, t0) = Θ0( ~X), q( ~X, t0) = q0( ~X)
~u( ~X, t) = ~¯u( ~X, t), TR~nR = ~s( ~X, t)
Θ( ~X, t) = Θ¯( ~X, t), −~qR · ~nR = fˆq( ~X, t)
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6.2 Numerical Solution
This section addresses the solution procedure of the IBVP in its weak form with the
method of lines (MOL). The method of lines is a two-step procedure to solve partial
differential equation, see (Schiesser, 1991; Großmann and Roos, 2005). Usually, the
time and spatial variables are treated differently, see (Schiesser and Griffiths, 2009).
The spatial discretization is performed first with the Finite Element Method (FEM),
leaving the time variables continuous, see (Becker et al., 1981; Hughes, 2000). The
method of vertical lines results from the following time discretization1. Basic descrip-
tions of the FEM can be found in (Hughes, 2000; Simo and Hughes, 1998; Bathe, 1996;
Zwienkiewicz and Taylor, 2005). For nonlinear processes, the works of Belytschko et al.
(2000); Wriggers (2009) are mentioned. A comprehensive literature review of the topic
is given in (Grafenhorst, 2018).
For the spatial discretization, different element formulations are possible. Within the
h-version, which is the classical formulation, an increase in accuracy in the solution is
reached with the refinement of the mesh. The ansatz functions for the approximation
of the geometry and the primary variables of the model are composed of Lagrange-
polynomials. The h-type elements are commonly based on linear or quadratic ansatz
functions. In the p-version, the ansatz functions are formulated with higher order – and
an increase in the accuracy can be obtained without a refinement of the mesh, merely
with an increase in the polynomial order, see (Szabó and Babuška, 1991; Szabó et al.,
2004; Szabo et al., 2004; Netz and Hartmann, 2015).
The spatial discretization leads to a system of differential-algebraic equations (DAE-
system), which is discretized in time. The interpretation of the nonlinear finite ele-
ment system as a DAE-system was proposed by Wittekindt (1991), Fritzen (1997a) and
Ellsiepen and Hartmann (2001). By applying the method of vertical lines, it is pos-
sible to combine time-integration methods of higher order with the FEM – such as,
for example, diagonal implicit Runge-Kutta (DIRK) methods, see (Hartmann, 2002),
(Bier and Hartmann, 2006), (Hartmann et al., 2008a). An efficient time-step control is
applied in (Hartmann et al., 2008b; Rothe et al., 2012; Hartmann and Bier, 2008). In
(Diebels et al., 1999), an embedded error-controlled Runge-Kutta time integration pro-
cedure is applied in order to obtain an accurate solution in the presence of localiza-
tion phenomena. Thermal problems are treated in (Quint et al., 2011), and thermo-
mechanical problems are considered in e.g. (Birken et al., 2010; Hartmann et al., 2009;
Quint, 2012; Hartmann and Rothe, 2013). An iteration-free procedure is applied with
Rosenbrock methods in (Hamkar, 2013; Hartmann and Hamkar, 2010; Hamkar et al.,
2012; Netz et al., 2013b). Moreover, for high order space and time discretization, the
works (Netz et al., 2013a,b) have to be mentioned. A comparison between different time
1 When the time discretization is performed first, followed by the spatial discretization, the method
is known as method of horizontal lines, see (Lang, 2001; Deulhard and Bornemann, 2008). Alterna-
tively, time and space can be discretized simultaneously, which is known as space-time Finite Element
Method, see (Hughes and Hulbert, 1988; Hulbert and Hughes, 1990).
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integration methods is given in (Rothe et al., 2012).
Finally, the resulting nonlinear system of equations is solved numerically. This can
be done using the Newton-Raphson method (NRM), provided that no iterations are
necessary to compute the internal variables on a local level, or otherwise with the
Multilevel Newton Algorithm (MLNA), see (Rabbat et al., 1979; Hoyer and Schmidt,
1984; Hartmann, 2005). For a coupled problem, the solution procedure can be per-
formed monolithically or partitioned, see (Rothe et al., 2015) for the case of thermo-
viscoplasticity. As mentioned in (Hartmann, 2005; Rothe, 2015), the solution of the
discretized system from Tab. 6.2 with Abaqus can be interpreted as a solution with the
MLNA.













Figure 6.1: Representation of the spatial discretization with finite elements for a two-
dimensional body
In the Finite Element Method, the material body B is approximated with a discrete
body Bh, which consists of a set of non-overlapping ne finite elements Ωe ⊂ Bh in the
reference configuration, see Fig. 6.1, or ωe ⊂ Bh in the current configuration
B ≈ Bh =
ne⋃
e=1




The nn discretized points of the geometry, which join the different elements, are called
nodes. The field variables displacement ~u and temperature Θ as well as the virtual
field variables δ~u and δΘ are approximated by discrete functions uh, δuh, Θh, and δΘh
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on the nodes of the elements with a linear combination of ansatz functions2 Na, with
a = 1, ..., nn




















In the isoparametric formulation, the geometry and the field variables are interpolated
with the same shape functions. In the 3D-case, finite elements frequently take a tetra-
hedral or hexahedral shape. The polynomial order of the shape functions determines
the order of the element. The most common shape functions are linear or quadratic.
In the isoparametric formulation, the elements of the reference configuration Ωe or cur-
rent configuration ωe are transformed into a normed reference space Ω✷ with the local
coordinates ξ = {ξ, η, ζ}, see Fig. 6.2
x = χet (ξ)⇔ ξ = ϕet (x), X = χeR(ξ)⇔ ξ = ϕeR(X). (6.37)
Here, the functions χet , ϕ
e




R for the reference
configuration represent the transformation between the global and local coordinates in
an element. The local coordinates have values between −1 and 1. The transformation
between the normed element configuration and the current configuration is defined by
the Jacobian je, with det je > 0, and with respect to the reference configuration by Je,
with det Je > 0, so that the line elements can be expressed by
dx = jedξ, dX = Jedξ, dx = FedX, (6.38)














= Grad ξ χ
e
R. (6.39)
With the isoparametric transformation, it is possible to express the global field variables
2The discretized quantities can be expressed in dependence of spatial coordinates related to the cur-
rent configuration xh ∈ R3, as well as to coordinates of the reference configuration X h ∈ R3.
The displacement in material representation corresponds to uˆh(X h, t) = uh(χhR(X














x = χet (ξ)
ξ = ϕeR(X)
ξ = ϕet(x)
Figure 6.2: Isoparametric transformation of a linear hexahedral element into the refer-
ence volume Ω✷
from Eqns. (6.33)-(6.36) in each element x ∈ ωe, where the index e refers to a variable
related to the element ωe
uh(x, t) = Neu(ϕ
e(x))ue(t), δuh(x) = Neu(ϕ
e(x))δue, (6.40)
Θh(x, t) = Ne TΘ (ϕ
e(x))Θe(t), δΘh(x) = Ne TΘ (ϕ
e(x))δΘe, (6.41)




Here, uh ∈ R3 and δuh ∈ R3 are three-dimensional field variables, ue ∈ Rneu and
Θe ∈ RneΘ are DOF related to the element, and the matrix and vector of the shape
functions are Neu ∈ R3×neu and NeΘ ∈ RneΘ. The values neu and neΘ represent the number
of displacement and temperature degrees of freedom per element. The shape functions
Na(ξ) are commonly Lagrange polynomial functions, which are equal to 1 in one node
of the element and equal to 0 in the remaining nodes. The sum of all shape functions
within an element is equal to one, see (Schwarz and Köckler, 2004) for more detailed
information.
Moreover, the global node displacements and temperatures are expressed as a col-
umn vector ua ∈ Rnua and Θa ∈ RnΘa , which can be divided into known (prescribed)





uT} and ΘTa = {ΘTΘT}. (6.43)
At this point, the incidence matrices Z e are introduced, see (Hartmann, 2003). They
allow to assemble field variables connecting the local variables of the element with the
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global ones













































with Z eu ∈ Rneu×nuu , Z eu ∈ Rneu×nup , Z eΘ ∈ Rn
e
Θ×nΘu and Z eΘ ∈ Rn
e
Θ×nΘp. The incidence
matrices are composed by zeros and ones in order to allow a formal representation of
the connection between global and local variables. They are not computed in the actual
computation as this would pose an unnecessary effort, see (Hartmann, 2003). Since the
virtual displacements and temperatures are equal to zero on the surface, where Dirichlet
























Discretization of the Balance of Linear Momentum
With the previously defined ansatz (6.44)-(6.48), the weak form of the balance of linear
momentum (6.24) can be discretized
π˜M(~u,Θ, q, δ~u, t)→ π˜hM(uh,Θh,q, δuh, t). (6.49)
Making use of the symmetry of the tensorial variables, the expression can be written in
matrix form, see (Hartmann, 2003),























unen] is introduced, with nen being
the number of nodes per element, see Eq. (37) in the appendix. This matrix contains
the derivative of the shape functions with respect to the material coordinates, and it is










The stress relation in the discretized form is equal to
T˜
e
= h˜e(Ce(X, t),Θe(X, t), qe(X, t)). (6.52)
The vectors3 δE and T˜
δE =
{





T˜11 T˜22 T˜33 T˜12 T˜23 T˜31
}T
, (6.54)
allow to compute the scalar product of the tensors T˜ · δE in the form T˜ · δE = δETT˜,
including the factor two into δE in order to consider the components outside the diagonal
from the tensorial form. The vector p(X, t) contains the volume-distributed loads and

















(x) te(x, t) dγe, (6.55)
see (Rothe, 2015; Grafenhorst, 2018) for more details. Since the virtual displacements














(X, t) dΩe − p(X, t) = 0. (6.56)
The equivalent formulation of Eq. (6.56) expressed with quantities relative to the current
configuration is obtained with the help of the push-forward operator in matrix notation












e(x, t)dΩe − p(x, t) = 0. (6.57)
The strain displacement matrix Beu represents the derivative of the ansatz functions N
e









∈ R6×neu , (6.58)






N eua,x 0 0
0 N eua,y 0




0 N eua,z N
e
ua,y





, a = 1, . . . , nen. (6.59)
3In the notation of Abaqus, the shear components have a different order:
δE =
{








Here, the shape function N ea(ξ) is defined at the node a within the domain Ω✷. The
tensor Se is the weighted Cauchy stress, related to the second Piola-Kirchhoff tensor by
Se = Fe23T˜
e















(X, t) dΩe − p(X, t) = 0, (6.60)






23. The integration is
performed numerically in the reference domain Ω✷ of each element Ωe with a Gauss
quadrature, see (Dhatt and Touzot, 1985; Schwarz and Köckler, 2004). This method






























e(ξl, t) det j
e(ξl). (6.62)
Here, the local coordinate space is ξ = {ξ, η, ζ}T , where ξ ∈ [−1, 1], η ∈ [−1, 1] and
ζ ∈ [−1, 1]. In the Gauss quadrature, ξl = {ξ, η, ζ}Tl represent the Gauss coordinates




















qe(ξl, t) ∈ Rnq Element
Node
Gauss Point
Figure 6.3: Representation of assembly of internal variables
nal variables is shown in Fig. 6.3. The internal variables are necessary to compute the
stress relation. They are computed at the spatial integration points ξl from the evolution
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equations
q˙e(ξl, t) = r˜
e (Ce(ξl, t),Θ
e(ξl, t), q
e(ξl, t), t) , q
e ∈ Rnq. (6.63)
They are assembled into a global vector q(t) ∈ RnQ with the length nQ = nqnenGP,
equal to the number of internal variables per material point nq multiplied with the
number of elements ne and number of Gauss points per element nGP. Analogously to
the displacement of the element nodes, a coincidence matrix for the internal variables
Z eql ∈ Rnq×nQ can be defined. This matrix selects the internal variables qe at the Gauss
point ξl for the element e from the global vector q, see (Hartmann, 2005; Hamkar, 2013)
qe(ξl, t) = Z
e
ql q(t), q
e(ξl, t) ∈ Rnq. (6.64)
Since the internal variables and their evolution equations are decoupled on the Gauss










is valid. In this way, the evolution equations of the internal variables can be summa-
rized as a system of ordinary differential equations of first order, which depend on the
displacement u(t) and the temperatureΘ(t) field
q˙(t)− rq(t,u(t),Θ(t),q(t)) = 0, q(t) ∈ RnQ. (6.66)
Here, the temperature field is determined from the solution of the weak form of the heat
equation (6.30).
Discretization of the Heat Equation
The discretization of the heat equation is performed analogously to the balance of mo-
mentum. The weak form of the heat conduction equation is approximated with the help
of ansatz functions
πΘ(~u,Θ, Θ˙, q, δΘ, t)→ πhΘ(uh,Θh, Θ˙h,q, δΘh, t), (6.67)
leading to the expression
πhΘ(u








































with fq = −q · n being the scalar product between the heat flux q and the normal vector
n. The gradient of the temperature gradΘ and of the virtual temperature grad δΘ can
be approximated by the expressions
gradΘ ≈ gradΘh = BeΘ(ϕet (x))Θe = BeΘ(ϕet (x))
{





grad δΘ ≈ grad δΘh = BeΘ(ϕet (x))δΘe = BeΘ(ϕet (x))Z eΘδΘ. (6.71)











which represent the derivative of the shape functions with respect to the spatial coordi-










 , a = 1, . . . , neΘ. (6.73)




































has to be equal to zero. In order to compute this term, several variables are rearranged.
















Z eΘ ∈ RnΘu×nΘu. (6.75)
The thermal conductivitymatrixCκ depends on the discretized temperatures and internal















Z eΘ ∈ RnΘu×nΘu. (6.76)
Moreover, two additional components are introduced





















The term pVΘ is the volumetric heat source caused by the dissipation ω. The term p
S
Θ de-
notes the heat flux over the surface. If the surface changes significantly, the heat flux per
unit surface is influenced. For a detailed consideration of these terms, see (Grafenhorst,
2018). The prescribed temperatures are summarized in the term
pΘ(t,u(t),Θ(t)) = C¯p(t,u(t),Θ(t))Θ˙(t) + C¯κΘ(t), (6.79)
where C¯p and C¯κ denote the heat capacity matrix and thermal conductivity matrix for






























Z eΘ ∈ RnΘu×nΘp. (6.81)
The terms (6.76)-(6.79) are summarized in the function
rΘ(t,u(t),Θ(t),q) := −CκΘ+ p VΘ + p SΘ − pΘ. (6.82)
By inserting Eqns. (6.75) and (6.82) into Eq. (6.74) and bringing the function rΘ to the
right-hand side of the equation, one obtains a system of ordinary differential equations
which approximates the heat conduction equation
Cp(t,u(t),Θ(t)) Θ˙(t) = rΘ(t,u(t),Θ(t),q(t)). (6.83)
Tab. 6.3 summarizes the semi-discretized thermo-mechanical problem, which results
from the spatial discretization of the balance of momentum, the evolution equations, and
the heat equation. This system of equations has to be discretized in time to be solved.
Table 6.3: Semi-discretized coupled thermo-mechanical problem
The displacements u(t), temperaturesΘ(t), and internal variables q(t)
on the time interval t ∈ [t0, te] have to be found solving the DAE-system
0= gu(t,u(t),Θ(t),q(t)), u(t0) = u0 (6.57)
Cp Θ˙(t)= rΘ(t,u(t),Θ(t),q(t)), Θ(t0) = Θ0 (6.83)
q˙(t)= rq(t,u(t),Θ(t),q(t)), q(t0) = q0 (6.66)
Case of small deformations In this case, there is no distinction between the ref-
erence and current configuration. Since xh ≈ Xh, the deformation gradient is approx-
imately one, Fe ≈ I, and the density is approximately equal in both configurations
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ρeR(X
h) ≈ ρe(xh). The Jacobians from the isoparametric transformation are approxi-
mately equal, je(ξ) ≈ Je(ξ), as well as the strain-displacement matrix in the different
configurations B˜
e
u(ξ) ≈ Beu(ξ). The strain tensor corresponds to the linearized strain
tensor EL ≈ E ≈ Beuue. Moreover, the second Piola-Kirchhoff tensor and the Cauchy
stress are approximately equal Te ≈ T˜e. The procedure of the spatial discretization is
analogous to the method discussed before.
6.2.2 Time Discretization
The Backward Euler method is used for the time discretization of the DAE-system of
Tab. 6.3, since the time discretization in Abaqus Standard is performed with this method,
see (ABAQUS, 2019). Further possibilities for the time-discretization for DAE-systems
in quasi-static problems are mentioned in (Grafenhorst, 2018). Especially, for diagonal-
implicit Runge-Kutta methods, the topic has been widely treated, see (Hartmann et al.,
2009), (Ellsiepen and Hartmann, 2001), (Hartmann, 2005), (Hartmann and Bier, 2008)
and (Hartmann, 1999).
For the time discretization, the ε-embedded method is applied to DAE-systems, see
Hairer et al. (2002). In order to convert the DAE-system from Tab. 6.3 into a system of
differential equations, a small parameter 0 < ε≪ 1 is introduced
εu˙ = gu(t,u(t),Θ(t),q(t)), (6.84)
Cp Θ˙(t) = rΘ(t,u(t),Θ(t),q(t)), (6.85)
q˙(t) = rq(t,u(t),Θ(t),q(t)). (6.86)
The Backward Euler method is applied to the system (6.84)-(6.86), which leads to
εun+1 = εun +∆tgu(tn+1,un+1,Θn+1,qn+1), (6.87)
CpΘn+1 = CpΘn +∆trΘ(tn+1,un+1,Θn+1,qn+1), (6.88)
qn+1 = qn +∆trq(tn+1,un+1,Θn+1,qn+1). (6.89)
Here, the discretized variables at the time steps tn and tn+1 are represented by the indices
n and n+ 1, respectively. Considering the case that ε→ 0, one obtains









In this way, a system of nonlinear equations is obtained, which has to be solved for each
time point tn+1 for the unknown nodal displacements un+1, nodal temperatures Θn+1,
182
and internal variables qn+1








− rq(tn+1,un+1,Θn+1,qn+1) = 0. (6.95)
6.2.3 Solution of the System of Nonlinear Equations
The Multilevel Newton Algorithm is based on the decomposition of the system of equa-
tions (6.93)-(6.95) into a global level G(v ,q), in which the equilibrium condition and
the heat equation are solved, and a local level L(v ,q) in which the internal variables
are computed. This local level corresponds to the Gauss-point level. Here, the displace-
ments and temperatures are consolidated into the vector v
T
= {uTΘT} and the internal








L(v ,q) = Lq(u,Θ,q) = 0. (6.97)
Now, the implicit function theorem is applied to Eqns. (6.96)-(6.97). To this end, it is
considered that there exists a solution q = qˆ(v), which is inserted into Eq. (6.96)
G(v , qˆ(v)) = 0, (6.98)
which leads to an equation only depending on the global variables v . The classical










∆v (m) = −G(v (m),q (m+1)), (6.99)
withm as the iteration number. The right-hand side is equal to GT = {GTu GTΘ} and the
increment∆v
T
= {∆uT ∆ΘT}. The matrix on the left-hand side of Eq. (6.99) is known
as the consistent tangent operator, see (Simo and Taylor, 1985). The components of this












































The quantities qˆ(v) and dqˆ/dv are, in general, unknown. They can be provided from
Eq. (6.97) on the element level, see (Hartmann, 2005). First, qˆ(v) is determined from
Eq. (6.97) for the given displacements and temperatures v (m)
L(v (m),q (m+1)) = 0 ❀ q (m+1). (6.101)
Second, the chain rule is applied to Eq. (6.97) with the unknown function qˆ(v), leading
to








In other words, the derivative dqˆ/dv can be obtained solving the linear system of equa-













where the matrices ∂L/∂v and ∂L/q are known from the stress algorithm. The compu-
tation of the stress algorithm for the developed material models is shown in Section 6.3.
For the thermo-mechanical coupled problem, Eq. (6.103) can be split up for the two

















The solution procedure is represented in Tab. 6.4. The computation of the new time step
∆t begins with the starting vectors v (0) and q(0). For the given values (u (m),Θ (m),q (m)),
the iteration is first performed on Gauss-point level, and the new internal variables
q (m+1) and the derivative dq/dv |y are computed. These values are provided for the
global level, where the system of linear equations (6.99) is solved for ∆v . After-
wards, the new value of v (m+1) can be determined and a convergence criterion has to be
checked.
6.3 Stress Algorithm
The computation of the Cauchy stressesT, the internal variables q, the derivative dq/dv,
and the consistent tangent Ct is performed on the local level within the stress algorithm.
Later, these variables are assembled in global vectors and matrices for the computations
on the global level. A detailed description of the relation between the variables on the
global and local level is offered in (Grafenhorst, 2018). On the local level, the local
time integration step is performed. In some special cases, the evolution equations can
be solved either analytically or, after the time discretization, the current value of the
internal variables q can be computed without any further iteration procedure. Neverthe-
less, for models with a complex structure, an iterative solution procedure has to be used.
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Table 6.4: Multilevel Newton Algorithm
Given: starting estimation v (0), q(0) and ∆t, tn+1
Repeat m = 0, . . .
local (Gauss-point) level
given: v (m) = (u (m),Θ (m)), q (m)
local integration step
L(v (m),q (m+1)) = 0 ❀ q (m+1)
consistent linearization, with y =
(



































∆v = −G(v (m),q (m+1)) ❀ ∆v
update of global variables
v (m+1) ← v (m) +∆v ❀ v (m+1)
until the convergence criterion is fulfilled
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Analogously to Eq. (6.65), the relation between the local and global level for discretized




















l ) ∈ Rnq. (6.105)
Thus, the time-discretized evolution equations can be expressed as a system of equations
on the local level
L(C,Θ, q) = 0. (6.106)






∆q(k) = −L(C,Θ, q(k)), (6.107)
with the iteration index k for the local level. With the solution ∆q(k) of this linear
system, the internal variables for the next iteration can be computed by
q(k+1) = q(k) +∆q(k). (6.108)
This iterative procedure is continued until a chosen convergence criterion is fulfilled, for
example
‖L(C,Θ, q (k))‖ < tolL and/or ‖∆q (k)‖ < tolq (6.109)
with the tolerance tolL and tolq. With the known internal variables, the Cauchy stress
T can be computed. In the following, the special cases of the stress algorithm for the
developed models from Chapter 4 are shown.
Model of Small Deformations
In the model of small deformations from Tab. 4.1, the vector of internal variables con-
sists of the following components: qT = {YT,ETv , k, a}, where the tensors are written in
vector form using their symmetry properties. Since this model features linear evolution
equations of the internal variables Y, Ev and k – and since a quadratic equation is ob-
tained for a – it is possible to compute the value of the internal variables at the current
time step without a local Newton-Raphsonmethod. In this case, a pure Newton-Raphson
method is applied to solve the global system of equations. After applying a Backward
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Euler step to the evolution equations from Tab. 4.1, one obtains
























Evn+1 = Evn +
2∆tnGov(Θn+1, kn+1)
η(∆sMn,Θn+1, an+1)
D (En+1 − Evn+1) , (6.113)
where ∆sMn is the increment in arc-length. It can be obtained by applying a Backward
Euler step to the arc-length
sMn+1 = sMn + s˙M∆tn = sMn +∆sMn, (6.114)
and with definition Eq. (4.26), one obtains
∆sMn = s˙M∆tn =
√




where the strain vector E represents the total strains. Here, the scalar product is ex-
pressed in matrix notation with
A ·A = ATM−1A with M = diag(1, 1, 1, 2, 2, 2). (6.116)
The deviator operator of a tensorA is given in matrix formulation by

































Evn+1(En+1,Θn+1, an+1, kn+1) =
Evnη(En+1,Θn+1, an+1) + 2∆tnGov(kn+1)DEn+1
η(En+1,Θn+1, an+1) + 2∆tnGov(kn+1)
.
(6.121)
The total stress at the current time step Tn+1 can be computed by
Tn+1 = h(En+1,Θn+1, an+1, kn+1,Yn+1,Evn+1)
= Teeqn+1(En+1,Θn+1, an+1) + T
h
eqn+1
(Yn+1) + Tovn+1(kn+1,Evn+1), (6.122)
with the elastic equilibrium stress
Teeqn+1 = Keq(trEn+1)I+ 2GeqDEn+1 + 3Keq(βa11an+1 − αΘ(Θn+1 −Θ0))I,
(6.123)
the plastic equilibrium stress
Theqn+1 = cαYn+1, (6.124)
and the overstress
Tovn+1 = 2Gov(kn+1)D(En+1 − Evn+1). (6.125)
The functions of the material parameters can be obtained from Tab. 4.1. The determina-
tion of the consistent tangent is discussed at the end of the section.
Model of Finite Deformations
In the case of large deformations, the MLNA has to be applied and a consistent lineariza-
tion is necessary. In this model, the vector of internal variables qT = {CTp ,CTv , k, a} has
two vectorial components, Cp and Cv, which are expressed in Voigt notation, and two
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scalar components, k and a. By applying a Backward Euler step to the evolution equa-
tions of the internal variables, see Tab. 4.3, one obtains




























0 = an+1 − an −∆tnβa1(Θn+1) 1− an+1
βa2 + an+1
, (6.129)

















The discretized form of Eqns. (6.126)-(6.129) leads to a system of nonlinear equations
with the form of Eq. (6.106)
Lp(C,Θ,Cp, a) = 0, (6.131)
Lv(C,Θ,Cp,Cv, k, a) = 0, (6.132)
Lk(C,Θ,Cp, k) = 0, (6.133)
La(Θ, a) = 0. (6.134)
After solving this system with the Newton-Raphson method for the internal variables
qT = {CpTn+1,CvTn+1, kn+1, an+1}, the second Piola-Kirchhoff stress can be computed
by




































The consistent tangent matrix Ct, which contains the derivatives of the elasticity relation









or the derivatives with respect to the right Cauchy-Green tensor C and the temperature









has to be computed on the local level for the consistent linearization. There are several
possibilities to compute this variable. A first option is to compute Ct analytically by














































The derivatives of h and h˜ with respect to the strains, the internal variables, and the
temperature can be computed directly from the elasticity relation. The derivatives of
the internal variables q with respect to E or C and the temperature Θ can be obtained
solving the nonlinear system of equations Eq. (6.104) on the local level for dq/dv. The
computation of the analytical tangent offers the implementation with the fastest and
most robust computations – with the main disadvantage that it is very time consuming
in its derivation and implementation. The second option is the numerical computation
of the derivatives with finite differences, which can lead to slower computations or even
prevent the convergence because of the inaccuracy of the numerical computation, see
(Rothe, 2015). The third possibility is the use of Automatic Differentiation (AD), see
(Griewank and Walther, 2008; Naumann, 2012). With this method, derivatives can be
computed efficiently and accurately. A further possibility is to rely on other tools such
as the software Acegen. Acegen allows to compute the tangent using Mathematica –
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combining symbolic and algebraic operations, automatic code generation, automatic
differentiation, and simultaneous optimization of expressions, see (Korelc, 2002, 2009)
for more information. In this work, the consistent tangent is computed with this last
option. Further possibilities for the computation are mentioned in (Rothe, 2015). A
comparison between analytical, numerical, and automatic differentiation is offered in




In this chapter, the behavior of the developed material model is investigated with three
numerical examples. In the first example, the stiffness of the system of differential equa-
tions is analyzed for the one-dimensional case with the help of Matlab. In the second
example, a process with a mechanical loading coupled with a temperature driven pro-
cess, in which the aging variable develops, is investigated in a 3D-component part. The
last example focuses on experiments performed on real component parts made of Zamak
5, which are compared to simulations in order to analyze the quality of the prediction
of the model. For the second and third example, the commercial finite element code
Abaqus is used, see ABAQUS (2019). In all FE-simulations in this chapter, the mesh is
chosen to be sufficiently fine so that the spatial error can be assumed to be small.
7.1 Investigation of the Stiffness of the System of
Differential Equations
The material model proposed in Chapter 4 is composed of a system of equations with a
combination of algebraic and differential equations, containing four internal variables.
The evolution equations of the aging a and the softening k are scalar equations, and
those of the plastic strain Y and the viscous strain Ev are tensorial equations with 6
different components each – due to the symmetry of the tensors. A common prob-
lem of systems of differential equations describing physical processes lies in the rate
at which every equation evolves. If one equation develops much faster or slower than
the others, the system is called stiff. This phenomenon has to be considered in order to
choose the right time discretization method to avoid stability and robustness problems,
see Schwarz and Köckler (2006). The non-linear system of n differential equations for
y1(x), ..., yn(x) ∈ R is considered
y˙1 = f1(x, y1(x), y2(x), ..., yn(x)), (7.1)
y˙2 = f2(x, y1(x), y2(x), ..., yn(x)), (7.2)
... (7.3)









One attribute to describe the stiffness of a system of differential equations is proposed in
Schwarz and Köckler (2006) as the ratio between the maximal and the minimal eigen-







|Re(λj)| for all λi withRe(λj) < 0. (7.6)
A system of differential equations is considered stiff if all eigenvalues have a negative
real part and the stiffness S is larger than 10. This means that the difference in the order
of magnitude between the eigenvalues is large.
The stiffness of the system of differential equation from Chapter 4 is investigated
for the one-dimensional case for the small deformations problem. The case of large
deformations is analogous.1 Here, the driving variables for the system are the strain ε
and strain-rate ε˙, as well as the temperature Θ and the temperature rate Θ˙. The variables
to be determined are the aging a, the softening k, the plastic strain y, and the viscous
strain εv. The system of Tab. 4.1 can be formulated for the one-dimensional case as




k˙ = fk(ε˙, Θ˙,Θ, a, k) = αk
∣∣∣∣ε˙− αΘΘ˙ + αaβa1(Θ) 1− aβa2 + a
∣∣∣∣ (1− k), (7.8)









∣∣∣∣ε˙− αΘΘ˙ + αaβa1(Θ)(1− a)βa2 + a
∣∣∣∣ y,
ε˙v = fv(ε˙, ε, Θ˙,Θ, a, k, εv) =
2Gov(k)
η(ε˙, Θ˙,Θ, a)
(ε− αΘ(Θ−Θ0) + αaa− εv). (7.10)





∂fa/∂a 0 0 0
∂fk/∂a ∂fk/∂k 0 0
∂fy/∂a 0 ∂fy/∂y 0
∂fv/∂a ∂fv/∂k 0 ∂fv/∂εv

 . (7.11)
The eigenvalues λ are obtained from the equation
det(J− λI) = 0, (7.12)
1Both cases are analogous, since the linearization of the large deformations model leads to the small
deformations model. Moreover, the rate at which each differential equation develops is given by the
material parameters, which are similar in both cases.
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with I ∈ R4×4 being the identity matrix. For the case of the present triangular matrix,




















Four eigenvalues can be obtained from Eq. (7.13), directly connected to each of the
effects described by the model. The eigenvalue λa is connected to the aging, λk to the
















∣∣∣∣ε˙− αΘΘ˙ + αaβa1(Θ)(1− a)βa2 + a
∣∣∣∣ , (7.15)




∣∣∣∣ε˙− αΘΘ˙ + αaβa1(Θ)(1− a)βa2 + a
∣∣∣∣ , (7.16)






Since all material parameters are positive, these values are always negative – and thus,
the stability of the system of differential equations is ensured, see (Schwarz and Köckler,
2006). For the identified material parameters, the eigenvalues are









λk(ε˙, Θ˙, a˙) = −350|ε˙− αΘΘ˙ + αaa˙|, (7.19)
λy(ε˙, Θ˙, a˙) = −219|ε˙− αΘΘ˙ + αaa˙|, (7.20)
λv(ε˙, Θ˙,Θ, a, k) = − 6.416× 10
4
η(ε˙, Θ˙, a˙,Θ, a)
((1− k)0.35 + 0.2). (7.21)
Several eigenvalues of the aging variable λa(Θ, a) are shown in Tab. 7.1. Here, one
can observe that this parameter has a broad interval of values. The maximum value is
reached for all temperatures for the initial state a = 0. The value decreases rapidly for a
constant temperature with increasing aging time. Moreover, higher temperatures accel-
erate the aging process, which is reflected in the increase of λa(Θ, a) together with the
temperature. This can be seen if one compares, for example, the case of Θ = 200 ◦C
with Θ = 20 ◦C, where there is a difference of 4 orders of magnitude. The eigenvalues
λk and λy are both of the same order of magnitude, as one can see in Eqns. (7.19) and
(7.20). Their order of magnitude depends on the mechanical strain-rate. The mechan-
ical strain-rate has values between 0 and 10−3, so the values for λk and λy are of an
order of magnitude between 0 and −10−2. Finally, the eigenvalue λv(ε˙, Θ˙,Θ, a, k) de-
pends on several variables, and has to be analyzed in more detail under different loading
conditions. In the following, two different loading cases are considered.
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Table 7.1: Eigenvalues of the aging variable in dependence of temperature and aging
time
Θ λa(Θ, 0) λa(Θ, 0.1) λa(Θ, 0.5) λa(Θ, 1)
−40 ◦C −0.21 −2.11× 10−9 −10−10 −10−11
20 ◦C −2.64 × 102 −2.64× 10−6 −2.93× 10−7 −10−8
60 ◦C −7.35 × 103 −7.35× 10−5 −8.17× 10−6 −10−7
100 ◦C −105 −10−3 −1.11× 10−4 −10−5
200 ◦C −107 −10−1 −4× 10−3 −10−3
First Loading Path
The first loading path is displayed in Fig. 7.1. A first loading-unloading process up to
a deformation ε1 = 1.5% takes place during t1 = 60 s, followed by 5 days without a
load. After that, the loading-unloading process is repeated. The temperature is constant.





Figure 7.1: First loading path: loading-unloading until ε1 with ε˙1 = 5.0× 10−4 s−1,
followed by five days without a load and further loading-unloading
shows the four eigenvalues determined with Eqns. (7.18)-(7.21) for the first loading path
and the two different temperatures. The scale of both axes is logarithmic. Here, one can
see a continuous reduction in the eigenvalue related to the aging variable λa. It exhibits
its maximum at the time t = 0, see Tab. 7.1, which means that the aging rate is very
high. With increasing values of aging, the aging becomes a very slow process. The
other eigenvalues are connected to the loading process. When the load disappears, they
turn out roughly four orders of magnitude smaller. The eigenvalues λk and λy are both
connected to rate-independent equations, which explains why they behave similarly. λv
is related to viscous effects, which are present in the relaxation process during the five

















































(b) Θ = 100 ◦C





























Figure 7.3: Stiffness measure S of the first loading case
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In Fig. 7.3, the stiffness S determined from Eq. (7.6) is represented for both temper-
atures over time. Both axis scales are logarithmic. Although this is not shown in the
diagram, the stiffness is very high at the time t = 0 – of the order of 103 for Θ = 20 ◦C
and 105 for Θ = 100 ◦C – and it reduces strongly in less than a second. In the diagram
7.3, it can be seen that the value of S is lower than 100 during the first 60 seconds of
the loading process. Then, it decreases monotonously until roughly 10 seconds. Af-
ter that, the system becomes stiff for the case of room temperature. For the process at
Θ = 100 ◦C, the system becomes stiff after one day – approximately 8.5× 104 s. During
the second loading process, the stiffness of the system increases strongly in both cases
with values over 104.
Second Loading Path
For the second loading case, a relaxation process with two different temperature paths is
investigated, see Fig. 7.4. The constant strain-rate to reach the strain ε1 = 1.5% is one
order of magnitude lower than in the previous example ε˙2 = 5.0× 10−5 s−1. A constant
temperature path equal to Θ1 = 20 ◦C is chosen first. Moreover, the path shown in
Fig. 7.4(b) is chosen. This is a sinusoidal temperature path with an average temperature
of Θ0 = 25 ◦C, an amplitude of ±5 ◦C, and a wave length of one day – exhibiting





(a) Loading until ε1 = 1.5% with ε˙2 =
5.0× 10−5 s−1 and furhter relaxation. Sim-
ulations at the constant temperature Θ1 =






(b) Temperatute path Θ2(t) = A sin(ωt) + B,
A = 5K, ω = 2π/(8.64× 104s−1), B =
25 ◦C
Figure 7.4: Second loading path
The eigenvalues for both cases are shown in Fig. 7.5. The results for the constant
temperature are similar to Fig. 7.2(a). In Fig. 7.5(b), one can see that the relaxation is
affected by the periodic temperature changes. The values of λy and λk oscillate. With
this second loading path, the eigenvalue related to the viscosity λv is frequently the














































(b) Temperature path shown in Fig. 7.4(b). Time in
days






















































(b) Stiffness measure S
Figure 7.6: Stiffness measure S of the second loading case
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In Fig. 7.6(a), the stiffness S is displayed for the first 600 s. During the loading pro-
cess, the system is strongly stiff during the first second – but the stiffness reduces below
the value 100 after that. During the relaxation, see also Fig. 7.6(b), the simulation at a
constant temperature shows stiffness values higher than 102. The sinusoidal temperature
path exhibits an oscillating stiffness with punctually very high values. This originates
in the very small values of the eigenvalue λy in Fig. 7.5(b), which are related to a rate y˙
close to zero.
Selection of the Time Increment
Summarizing the observations of the previous results, the system of differential equa-
tions is frequently very stiff for several combinations of temperature and mechanical
loading paths. In order to ensure the stability of the numerical solution on the local
level, implicit methods are used for the time integration. The Backward Euler method
fulfills the stability conditions for all time increments∆t, since it is L-stable with the en-
tire left half of the complex plane as a stability region, see (Schwarz and Köckler, 2006)
and (Hairer and Wanner, 1996). Moreover, the time increment has to be chosen in such
a way that all effects are computed accurately – which means that the time increment
is conditioned by the fastest effect of the differential equation system, which is given
by the largest eigenvalue in absolute value. During the loading-unloading processes,
the mechanical variables y, k, and εv are predominant for the determination of the time
increment, see Fig. 7.2. Fig. 7.7 shows the absolute time discretization error of the ag-
ing variable with the Backward Euler method for different temperatures. In Fig. 7.7(a),
one can see that the temperature has a strong effect on the error of the aging variable
in dependence of the time increment. Processes at higher temperatures develop faster,
and, thus, a smaller time increment is needed. Since the aging is an effect that evolves
over a long period of time compared to the typical mechanical loading, the necessary
time step to obtain an acceptable error in the aging variable is large. On the other hand
Fig. 7.7(b) shows that the maximum error occurs for low values of the aging variable.
Since the aging tends to the saturation value 1 with increasing time, the error tends to
zero for values near to 1.
The maximum relative error errmax = |finum − fianalyt|/maxi |fianalyt| is displayed in
Fig. 7.8 for the mechanical variables y, p and εv over the time increment for two different
temperatures and different constant strain-rates. At low temperatures, all the variables
show a similar behavior over the time increment. Moreover, processes at lower strain-
rates can be computed accurately with higher time increments. For the case of higher
























(a) Maximum absolute error in the numerically
computed aging variable over the time incre-
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(b) Absolute error in the numerically computed ag-
ing variable over the analytical value for differ-
ent time increments and 70 ◦C







































(b) Maximum relative error at 100 ◦C
Figure 7.8: Maximal integration error in the mechanical internal variables with the
Backward Euler method for different processes at the strain-rates ε˙1 =
2.5× 10−3 s−1, ε˙2 = 2.5× 10−4 s−1, ε˙3 = 2.5× 10−5 s−1 and two differ-
ent temperatures
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7.2 Simulation of the Effect of Aging
The goal of this example is to describe the behavior of the aging variable and its influence
in the model. To this end, a thermo-mechanical loading process at different time scales is
chosen, in which a mechanical load acts in a short period of time, combined with a long
thermal process. During the long thermal process, the aging variable develops. In this
example, the geometry shown in Fig. 7.9(a) is considered. The geometry is modeled and
meshed in Abaqus Standard. It consists of 13 388 twenty-noded hexahedral elements,
















(b) Loading path: t1 = 30 s, t2 = 60 s,
t3 = 70 s, t4 = 4.3199× 105 s,
t5 = 4.32× 105 s, Θ0 = 20 ◦C,
Θ1 = 70
◦C, u1 = 5mm
Figure 7.9: Problem definition for the second example
The marked upper and lower surfaces on the left side of the geometry are fixed. A
displacement in y-direction is prescribed on the right marked surface, following the
mechanical loading path shown in Fig. 7.9(b). The mechanical load is defined in three
steps: a first loading-unloading, a relaxation process, and a second loading-unloading
similar to the example addressed in the previous section, see Fig. 7.9(b). In the first
step, the component is loaded up to u¯y = u1 = 5mm in t1 = 30 s and unloaded in 30 s
until the initial position u¯y = 0mm is reached. After that, there is an increase of the
temperature from Θ0 = 20 ◦C/293.15K up to Θ1 = 70 ◦C/343.15K in t3 − t2 = 10 s.
This temperature is kept constant for 5 days. After that, the temperature is again reduced
to Θ0 = 20 ◦C/293.15K in a time of t5 − t4 = 10 s, and the loading-unloading path is
applied again. This temperature path is prescribed for all the nodes of the model. The
simulation is divided into three steps. The first one is defined from t0 = 0 s to t2 = 60 s
and corresponds to the first loading-unloading process. The time step is constant and
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equal to ∆t = 0.5 s. The second step takes place from the end of the first time step
until t4 = 4.3199× 105 s. Here, since the process develops very slowly, the automatic
step-size control of Abaqus2 is used to obtain larger time increments. The minimum
increment is chosen equal to ∆tmin = 0.5 s, the maximum is ∆tmax = 104 s, and the
maximum temperature increment per time-step is chosen equal to ∆Θ = 10K. The
third step takes place in the last 70 seconds of the simulation – 10 s for the cooling phase
and 60 s for the second loading- unloading – and the time step is once again defined as
constant, equal to ∆t = 0.5 s. The applied material model is the model developed for
finite deformations. The initial values of the internal variables are C¯v = I, C¯p = I,
k = 0, and a = 0.
PSfrag replacements
First loading Second loading
Figure 7.10: Comparison between the von Mises stress of the first loading path at t1
(with a ≈ 0) and the second loading path at t6 after the unloading and 5
days relaxation at Θ = 70 ◦C (with a = 0.746)
The results of the simulation are shown in Figs. 7.10 and 7.11. In Fig. 7.11(a), the
development of the aging variable is displayed over time.3 The aging variable is ap-
proximately constant during the short time of the loading-unloading phases at 20 ◦C and
develops continuously during the heating phase until the value of a = 0.746. During
the heating phase, there is an initial thermal expansion of εΘ = 0.14%, which overlaps
with the shrinkage caused by the aging described by εa = −αaa, with a final value
equal to εa = −0.1% after 5 days. After the cooling phase to the initial temperature of
20 ◦C, there is only the effect of the shrinkage. Fig. 7.11(b) displays the reaction force
over time. After the first loading-unloading process, there is a remaining force which
relaxes to the equilibrium stress during the first day. The reaction force is displayed over
the prescribed displacement for the first and the second loading-unloading processes in
Fig. 7.11(c). The initial force for the second loading is not equal to zero, since the re-
maining reaction force after the relaxation acts together with the effect of the shrinkage.
Here, one can observe the effect of the softening and aging in the complex geometry.
2The automatic time step control of Abaqus/Standard considers the maximum force residuals in every
iteration and the amount of iterations until convergence as a criterion to choose the size of the new
time increment. See (ABAQUS, 2019) for more information.
3Since there are no temperature differences over the geometry, the aging variable is constant in the space.








































(b) Relaxation behavior of the reaction force over
time. The loading processes, which are not vis-





















(c) Comparison between the first and second
loading-unloading paths. The reaction force is



















(d) Time increment over time. The fast mechanical
processes require a smaller time increment. The
long period of time at 70 ◦C can be computed
with a large time increment
Figure 7.11: Results of the simulation of the second example
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The initial slope and hysteresis in the force-displacement diagram is smaller for the sec-
ond loading path. There is a reduction in the maximum force of 16% for a loading at
the same displacement rate and temperature. In Fig. 7.10, the Von Mises stresses for
both loading processes are compared at the times t1 and t6, see also Fig. 7.9(b). For the
same prescribed displacement, the stresses are higher in the first loading process than
in the second one. Moreover, the time increment over time is shown in Fig. 7.11(d) in
logarithmic scale. The mechanical processes generally occur in a much shorter period
of time than the aging development. In this example, the temperature loading occurs
during 4.32× 105 s while the mechanical loading-unloading takes 60 s. Because of the
strong increase in the time increment for the time in which only the temperature loading
is applied, it is possible to reduce the total computation time, since the total amount of
time steps is reduced drastically.
7.3 Simulation of a Real Component Part
In this section, the thermo-mechanical response with the influence of aging of the con-
stitutive model is validated with simulations of complex geometries. Their real behavior
was determined by the measurements addressed in Section 3.8. The thermo-mechanical
behavior with a completely aged material is simulated first with the complex geometry
from Section 3.8.1. Here, the behavior in tension/compression is predominant. More-
over, the effect of aging is investigated with simulations in torsion with specimens at
27 ◦C. As shown in Section 3.8.2, at temperatures close to room temperature, the effect
of aging in the mechanical behavior is more pronounced.
7.3.1 Goals of the Validation
The goal of this section is to determine the predictive capability of the computational
model. To this end, the concepts of verification and validation have to be introduced. As
defined in (AIAA, 1998), verification is the process of determining that a model imple-
mentation is able to accurately represent the developer’s conceptual description of the
model and the solution to the model. Validation is the process of determining the degree
to which a model is an accurate representation of the real world from the perspective of
the application of the model. Validation involves the comparison of observed physical
events with those predicted by the mathematical model in question, which has to be vali-
dated. As mentioned in (Babuska and Oden, 2004), validation processes involve the use
of measures of accuracy – by determining measures of error and specifying tolerances
to judge whether the accuracy is acceptable. Moreover, as specified in (Schwer, 2007),
validation is specific to a particular computational model for a particular intended use.
Verification must precede validation.
The need for validation experiments and the associated accuracy requirements for
computational model predictions are based on the intended use of the model. According
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to (Oberkampf and Trucano, 2002), a validation quantity would require additional in-
formation from quantities which are unknown in the present work. These are a measure
of the uncertainty of the experimental results, a measure of the error of the modeling
assumptions, an error considering the postprocessing of the experimental results, and a
measure of the performed numerical error. It is not always possible to acquire all this
information, just as it is not always possible to verify and validate all possible applica-
tion cases of the model. In this work, validation values are thus determined based on the
available information.
Since, based on the experiments, a value of the quantity of interest is measured over
time for different processes (instead of having one unique value for one experiment
that is repeated several times) the metric proposed in (Oberkampf and Trucano, 2002) is
adapted to this case. There are nexp different experiments with nip points per experiment
for the i-experiment. For a certain quantity of interest, the experimental value is repre-
sented as ye and the response of the model (simulation) as ym. As an error measure, the
maximal relative error E is used. It is defined as the maximal relative error of all the
experiments




Here, i represents an experiment and j a point of the experiment. yiemax is the maximal
value of the experiment i. The experiment with the maximal relative error is denoted
with the index E. In a similar way as proposed in (Oberkampf and Trucano, 2002), the
confidence interval for this error is a normalized measure by the maximal experimental










(yEmj − y¯Ee )2

 . (7.23)
Here, t0.05,ν is the t-distribution for 90% confidence, with ν = np − 1, and the mean
value of the experimental points of an experiment i is written as y¯ie. The value y
E
e max has
the goal to norm the confidence interval in the same way as the error E, in order to make
them comparable. The application of the model corresponds to non-cyclic quasi-static
processes up to a maximum strain of approximately 10% with Zamak 5. Processes at
different strain-rates, temperatures, and aging times are included in the validation with
influence of torsion and tension/compression. To this end, we can draw on the experi-
ments shown in Figs. 3.35-3.43 of Section 3.8 with two different geometries. The first
geometry in Figs. 3.35 provides two experiments at the same temperature and different
strain-rates, where the rate-dependence is included. Moreover, with tests at two ad-
ditional temperatures, the temperature dependence is considered. Finally, the second
geometry in Fig. 3.41 is used to validate the aging dependence. Since the displacement
and rotational angle are prescribed in simulation and experiment, the quantity of interest
to determine the quality of the model is defined by the reaction force or the torque.
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7.3.2 Component Part at Different Temperatures
In this example, the ability of the model to reproduce the thermo-mechanical behav-
ior is investigated. To this end, the complex geometry from Fig. 3.35 is modeled in
Abaqus Standard. The experiments involve simulations at three different temperatures
and with different loading paths. The main difficulty in this section lies in the definition
of the boundary conditions, which have to give an exact reproduction of the experi-
mental behavior. Measurement errors and uncertainties in the boundary conditions can
lead to differences between simulation and experiment, which do not lie in the validity
of the model or applied numerical methods. The main error in the present case lies in
the calibration error due to the digital image correlation (DIC) system using the thermal
chamber. Moreover, the major strain exhibits a strong noise over time, which is reflected
in the measured strains over time, see Fig. 7.17(b), for example.
Mesh and Boundary Conditions
Fig. 7.12(b) shows the geometry, mesh, and boundary conditions, with the goal of re-
producing the experimental conditions from Fig. 7.12(a). Using Abaqus Standard, the
pin is modeled as linear elastic with the standard properties for steel (E = 210GPa,
ν = 0.3). For the component part made of Zamak, the proposed constitutive model of
finite deformations is chosen. The pin is meshed with linear hexahedral elements, and
quadratic tetrahedral elements are used for the component part. The number of elements
of the simulation is equal to 54 078, and the number of nodes is 85 569. As boundary
conditions, the region fixed by the screw in Fig. 7.12(a) has a displacement equal to
zero. A displacement in negative z-direction is applied on the upper surface of the pin,
in order to reproduce the effect of the traverse of the testing machine pulling the pin.
Due to the elastic deformation of the testing machine during the experiments, and the
additional deformation of the screw, the relative displacement between the upper part
of the complex geometry and the pin is given in the simulations for the prescribed dis-
placement path, see Fig. 7.13 and Section 3.8.1. The temperature is kept constant in
each simulation. The initial value of the aging variable is set equal to one a(t = 0) = 1
in all simulations, corresponding to the completely aged material. The contact formula-
tion "node-to-surface" is chosen for the contact between the pin and the component part.
For the tangential behavior, a friction coefficient of 0.5 is assumed, see (Rabinowicz,
1951). For the normal and tangential behavior, the standard options of Abaqus for the
penalty method are chosen. The simulations are carried out with automatic controlled
time-step incrementation. The values of the initial minimal and maximal time step for
the four simulations are shown in Tab. 7.2. During the loading, the displacement rate in
the second simulation is three orders of magnitude slower than the first one, which is









(b) Geometry and boundary conditions in Abaqus
Figure 7.12: Complex geometry in the experiment and modeling for the simulation
Table 7.2: Definition of time step in the simulations
simulation 1 simulation 2 simulation 3 simulation 4
∆t0 0.1 100 1 1
∆tmin 10
−3 10−2 10−3 10−3
































































(d) Fourth experiment: fast loading path u4 at
70 ◦C
Figure 7.13: Prescribed displacement for the simulation. The temperature is constant in
all simulations. Data obtained from the experiments in Section 3.8
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Results of the simulation of the thermo-mechanical behavior
The results of the simulations are displayed in Figs. 7.14-7.17, showing the reaction
force over the prescribed displacement of the pin for each simulation. Moreover, the true
major strain, see Eq. (2.25), for the measured surface of the component part is shown at
the last time step of the simulation for both the experimental and simulation results. The
major strain at a chosen point of the surface is displayed over the time in each case.
Generally, there are difficulties when trying to reproduce the starting phase of the
experiments when the displacements are still very small, see Figs. 7.14(a), 7.16(a) and
7.17(a). The reason is that the boundary conditions at the beginning of the loading do
not correspond exactly to the real conditions of the experiments, due to components that
are not completely in contact. In the three first experiments, there is a good agreement
between experiment and simulation regarding the reaction force. Having a look at the
first and second experiments at room temperature in Figs. 7.14(a) and 7.15(a), one can
see that the rate-dependence is predicted approximately. Although the displacement
in the cross-head is kept constant in the second experiment, the measurements with
the DIC-system show a small increase in the displacement. This can be observed in
Fig. 7.15(a) in the range of the displacement between 0.38mm and 0.5mm, where the
force relaxes but the displacement is not constant. Comparing all the measurements, one
can see that the model is also able to provide a good representation of the temperature
dependence. In Fig. 7.16(a), one can observe that the material is unable to provide an
exact reproduction of the small unloading at the time t = 60 s. Moreover, during this
experiment, the component part begins to break at the time t = 127 s. This can be
observed in the reduction of the force at this time. Since the presented model is not a
designated damage model, the results near to this point differ from the experiment. The
force in the last experiment is overestimated from the point uz = 0.3mm onwards.
Regarding the deformation, a generally good agreement between experiment and sim-
ulation is observed as well. Nevertheless, the experiments at room temperature are
slightly overestimated – one can see that the red area in Figs. 7.14(d) and 7.15(d) are
larger than in the experiments. In the experiments at 50 ◦C and 70 ◦C, the green lat-
eral bands, which can be observed in the simulation, are not present. They are visible
in the experiments at room temperature. Moreover, the strain in the lower area is un-
derestimated, and it is overestimated in the lateral areas around the hole. The reason
lies not only in the model, but also in the lower accuracy of these measurements. They
were performed using a thermal chamber, which implies that a glass is placed between
the measurement system and the specimen, see Section 3.8.1. The glass reduces the
accuracy of the measurement due to distortions of the optical measurement system. In
Fig. 7.17(b), one can see a strong noise and a jump in the strain at the time t = 95 s and
t = 125 s, which is connected to the previously mentioned measurement inaccuracy.
This makes it difficult to use the information of the DIC-system in this case to obtain a



























































(d) Major strain in the range from 0% to
2% (simulation)
Figure 7.14: Results of experiment and simulation for the displacement u¯z(t) = u1(t)
at room temperature. Higher values than 2% are marked in red, also in








































(b) Major strain over the time at the positions P2

















(c) Major strain in the experiment after load-
ing and 6 h relaxation
PSfrag replacements
P2 P3
(d) Major strain in the simulation after
loading and 6 h relaxation
Figure 7.15: Results of experiment and simulation for the displacement u¯z(t) = u2(t)
at room temperature. Higher values than 2% are marked in red, also in































































(c) Major strain in the experiment at
t = 127 s
PSfrag replacements
P4
(d) Major strain in the simulation for the
last time step t = 127 s
Figure 7.16: Results of experiment and simulation for the third loading case u¯z(t) =
u3(t), Θ = 50 ◦C. Higher values than 5% are marked in red, also in








































(b) Major strain over the time at the position P5



















Figure 7.17: Results of experiment and simulation for the fourth loading case u¯z(t) =
u4(t), Θ = 70 ◦C. Higher values than 5% are marked in red, also in
Fig. 7.14(c) and 7.14(d)
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7.3.3 Tube at Different Aging Times
The effect of aging is validated with torsion tests in tubes with a hole in the middle area,
see Fig. 7.18. The specimens from Section 3.8.2 with the three different aging times –
initial state, 12 months of natural aging, and final state reached through artificial aging
– are used to this end. Since the aging effect is more pronounced at temperatures close
to room temperature, the temperature of the experiments is chosen equal to 27 ◦C.
Mesh and Boundary Conditions
The geometry used in the experiments of Section 3.8.2 is generated with the same di-
mensions in Abaqus Standard. The geometry is meshed with 18 608 quadratic hexa-
hedral elements, see Fig. 7.18. It has 97 759 nodes in total. In order to reproduce the
conditions of the experiment described in Section 3.8.2, the upper outer surface of the
geometry (upper red area in Fig. 7.18(a)) is fixed ~u = ~0. Moreover, the lower outer
surface (lower red area in Fig. 7.18(a)) is coupled with a reference point RP-2 to which
the rotation ~ϕ = ϕy~ey is applied, and the displacement is equal to zero ~uRP-2 = ~0. The
prescribed rotational angle ϕy is taken from the measurements in Section 3.8.2 and is
shown for the three simulations in Fig. 7.18(b). The temperature is constant during the
simulation, equal to Θ = 27 ◦C. The model of finite deformations is used for all sim-
ulations. The initial conditions for the internal variables correspond to a state without
previous deformation (C¯v = I, C¯p = I, and k = 0) and with the following values of the
aging variable
asim1 = 0, asim2 = 0.802, asim3 = 1, (7.24)
which correspond to the material without aging in simulation 1, with 12 months natural
aging in simulation 2, and the final state in simulation 3. The initial values for the aging
variable are obtained from the solution of Eq. (4.155) at 19 ◦C for the corresponding
aging times in seconds.4 The constant time step is set equal to ∆t = 1 s.
Results
The results of the simulation are shown in Figs. 7.19-7.23. For each simulation, a com-
parison between the major strain at the last time step of the simulation and the experi-
ment is provided in Figs. 7.19 and 7.20. Moreover, Figs. 7.21-7.23 represent the reaction
torque, reaction force, and major strain over time in several points. The results of the
major strain at the last time step indicate a very good agreement between experiment
and simulation in the three different cases. The red areas on the sides of the hole, where
the maximal major strain is reached, match the simulation – as well as the second green
areas that appear near the red ones. Having a look at the reaction torque in Figs. 7.21(a),
4Θ = 19 ◦C is the temperature at which the specimens were stored during natural aging.
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~u = ~0
Θ = 27 ◦C
~ϕ = ϕ¯y~ey






















































(b) Specimen with 12 months of natural aging. Left experiment and right
simulation
Figure 7.19: True major strain in the range from 0% to 4% at the last time step t = 133 s













Figure 7.20: True major strain in the range from 0% to 4% at the last time step t = 133 s
for the completely aged specimen. Left experiment and right simulation
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7.22(a), and 7.23(a), one can observe a good agreement between experiment and simu-
lation for the specimens without aging and 12 months of natural aging. For the case of
the specimen with artificial aging, the torque is overestimated, which is due to the fact
that only data for natural aging was used in the identification process. Taking into ac-
count the size of the geometry, the obtained reaction force is small.5 The reaction force
during the simulation is underestimated, and its curvature over time is more pronounced
for the simulation(for the experiment it is almost linear). The origin of this difference
might be in the model but could also be due to differences in the boundary conditions.
Moreover, since the displacement is prescribed, it is to be expected that the major strain
between experiment and simulation is in a good agreement. In Figs. 7.21(c)-7.21(d),
7.22(c)-7.22(d), and 7.23(c)-7.23(d), one can observe a very good agreement between
experiment and simulation. This will be discussed and specified in the following section.
5In comparison, for example, with the experiments for material characterization in Section 3.5. There,










































































(c) Major strain over time for different points (d) Point position from measurement and simula-
tion in Fig. 7.21(c)










































































(c) Major strain over time for different points (d) Point position from measurement and simula-
tion in Fig. 7.22(c)
Figure 7.22: Comparison between experiment and simulation for the material with 12


















































































(d) Point position from measurement and simula-
tion in Fig. 7.23(c)
Figure 7.23: Comparison between experiment and simulation for the completely aged
material
222
7.3.4 Evaluation of the Results
In order to analyze the results of the simulation and to compare them with the experi-
ment, we start off by determining the absolute error errF abs and relative error errF rel in the
force of the evaluations in the complex geometry in Section 7.3.2, see Figs. 7.14-7.17,
errF abs = |Fexp − Fsim|, (7.25)
errF rel = 100× errF abs|Fexp| , (7.26)
and in the torque in the evaluations for the cylindrical tube with the hole of Section 7.3.3,
see Figs. 7.21-7.23,
errMabs = |Mexp −Msim|, (7.27)
errM rel = 100× errMabs|Mexp| . (7.28)
They are displayed in Figs. 7.24 and 7.25. Here, one can observe that the relative error
is, in general, very high at the beginning, where the displacement or rotational angle are
very small. There are two main reasons for that. The slope in the force-displacement
diagram is larger for small displacements, and because of that, proportionally, small ab-
solute errors are relatively large. Moreover, the measured force is near to zero in certain
time intervals at the beginning of the experiments – but not in the simulation, which
causes high relative errors. Additionally, one can see that the relative error is smaller
for the torsion experiments at different aging times than for the complex geometry. This
was to be expected, since the specimens used for the torsion experiments were produced
in the same batch as the specimens used for the experimental material characterization
– and they have the same thickness and approximately the same porosity, which is not
the case for the component part of Section 7.24. It is also observed that the errors are
larger for the artificially aged specimen, see Fig. 7.25. The model tends to overestimate
the torque and force for a completely aged material, since these values were not used
in the identification. The component part used in Section 7.24 is also completely aged,
which implies an additional error in the simulation.
By applying the validation metric from Eqns. (7.22) and (7.23) to the measurements,
the values of Tab. 7.3 are obtained. The maximal error corresponds to the fourth exper-
Table 7.3: Relative error and confidence interval for every experiment
Exp. 1 Exp.2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 Exp. 7
E in − 0.2067 0.2626 0.1816 0.3133 0.0574 0.0364 0.1007
CI in − 0.0473 0.0224 0.0053 0.0053 0.0119 0.0113 0.0122









































(b) Relative error of the reaction force
Figure 7.24: Absolute and relative error in the reaction force over time between experi-












































(b) Relative error in the torque
Figure 7.25: Absolute and relative error of the torque over time between experiment and
simulation for the experiments at different aging times
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with a confidence interval of 0.53%. From the previous results, one can conclude that the
simulation is able to predict the experiments with a maximal relative error of 31.33% for
deformations of at least 5%.6 This relative error is, in general, smaller for lower defor-
mations – and it is also connected to other factors such as the thickness of the specimen
and other microstructural imperfections.




In this thesis, a constitutive model of thermo-viscoplasticity for finite deformations for
the zinc die casting alloy Zamak 5 with the influence of aging was developed on the
basis of an extensive experimental campaign. The alloy Zamak 5 is commonly used
in the industry for component of cars and machines, and it exhibits a complex thermo-
mechanical behavior that is not reproduced by the currently available material models.
The experimental results show that the material is strongly rate-dependent even at
room temperature. The relaxation takes several days to reach the equilibrium state,
which makes it difficult to reach the termination points of the relaxation during a multi-
step relaxation test. Thus, they have to be estimated with an assumption. The temper-
ature influences the viscous effects and the equilibrium state. For higher temperatures
(85 ◦C or higher), the equilibrium stress state tends to disappear and the viscous effects
become predominant. For very low temperatures, the material behavior tends to purely
rate-independent plasticity, meaning that the rate-dependent effects disappear and the
material response can be identified with a rate-independent hysteresis. Natural aging
influences the viscous behavior in a more pronounced way than the equilibrium stress
behavior. At room temperature, the effect of natural aging is also stronger than at higher
or lower temperatures. As it was not possible to obtain specimens in the final state of
aging, the investigations were carried out with 3, 6, and 12 months of natural aging. An-
other aspect to be considered is a reduction in the dimensions of the material caused by
the microstructural changes related to aging, which is comparable in its order of mag-
nitude to the thermal expansion for a temperature increment of 50 ◦C. Moreover, the
thermal conductivity depends on the aging and the temperature. This dependence origi-
nates in the thermal diffusivity, which increases with the aging time and decreases with
the temperature. The origin of this dependence could lie in the formation of a more ho-
mogeneous phase and the presence of precipitations in the zinc-rich grains. The specific
heat capacity depends linearly on the temperature in the investigated temperature range,
but not on the aging.
Considering the experimental results, a material model was proposed. The model
was first developed for the small deformation case and afterwards extended to finite de-
formations. Both models are based on the decomposition of the stress tensor into an
equilibrium and an overstress part. This modeling concept shows advantages in the pa-
rameter identification process. In the small deformations case, the strain is additively
decomposed into three components, which correspond to each effect that has to be mod-
eled: a mechanical, a thermal, and an aging part. The equilibrium state is modeled with
an element of endochronic plasticity, without distinguishing between an elastic or plastic
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domain. A Maxwell-element is used for the viscous effects. Moreover, two additional
internal variables to include a softening effect and the effect of aging are defined. In
the case of finite deformations, the deformation gradient is multiplicatively decomposed
into three components – namely for the aging, the temperature, and the mechanical parts.
This decomposition generates a series of intermediate configurations. In both models,
the temperature and aging dependence is included by defining temperature and aging
dependent material functions. Both models are thermodynamically consistent.
The complex identification process is explained in the parameter identification of
Chapter 5. The identification is performed first with the small deformation model. Since
modeling and identification are connected, some of the material functions depending on
the temperature and aging are developed during this process. The parameters of the evo-
lution equation for the aging variable are identified with the measurements of the tem-
poral shrinkage behavior. Moreover, for the mechanical behavior, the deviatoric stress
component is identified first with the results of the torsion experiments, which for a thin-
walled cylinder corresponds to the identification of a one-dimensional problem. Here,
the modular structure of the model is exploited with the identification of the parameters
of the equilibrium state using the measured equilibrium hysteresis. Afterwards, the pa-
rameters of the overstress part with the experiments at different strain-rates are chosen.
When the parameters of the deviatoric part of the model are known, there is only the
compression modulus left to be identified. This is done based on the tensile equilibrium
stress. The tensile experiments at different strain-rates are not used for the identification
and show the predictability of the model. For the case of large deformations, the torsion
tests cannot be reduced to a one-dimensional problem anymore, and can be only used
for identification considering the entire 3D-problem. Since there is no information about
the transverse contraction of the tensile tests available, and since the shear and volumet-
ric behavior cannot be identified separately, the compression modulus is taken from the
results of the identification with the small strains model. The remaining parameters are
identified with the tensile and compression tests. Here, the equilibrium state is identified
first with the equilibrium hysteresis, and the parameters of the overstress are identified
with the experiments at different strain-rates. Finally, the parameters of the thermal
properties are identified. The case of the thermal diffusivity is complex due to its depen-
dence on the temperature and aging. Here, a weighting between the unaged state and
the completely aged state is performed. Generally, the results of the identification show
a sufficient agreement between the experimental behavior and the model.
In Chapter 6, the numerical solution with the Finite Element Method of the cou-
pled thermo-mechanical problem is addressed. The time integration is presented for
the Backward Euler method, since this is the method used in Abaqus. For the small
deformations case, the local level can be solved without a local Newton iteration, so the
system of nonlinear equations is solved with the Newton-Rahpson method. This is not
the case for the finite strain model, which is thus solved with the Multilevel Newton
Algorithm. The stress algorithm for both cases is provided, as well as the necessary
information to compute the consistent tangent.
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The behavior of the model is demonstrated drawing on three different examples. In the
first one, it is shown that the system of differential equations composed by the internal
variables is stiff. This information is important for the selection of the time discretiza-
tion method and the time increment. With the application of implicit time integration
methods, the stability problems are excluded. In general, the mechanical processes are
the ones which determine the time increment, since the aging develops on larger time
scales. In the second example, the behavior of the model is shown for a process with a
short mechanical load and a long temperature change. The evolution of the aging and
its effect in the model is demonstrated. In the last example, the behavior of the model
is validated with a comparison between simulations and experiments in more complex
geometries, in which the stress and strain states are not homogeneous anymore.
In conclusion, this thesis serves to providemore detailed knowledge about the thermo-
mechanical behavior of the zinc die casting alloy Zamak 5, also with regard to natural
aging. It provides a large amount of experimental results to characterize the volumetric
and deviatoric behavior with regard to rate, temperature, and aging dependence. More-
over, the shrinkage at different temperatures and the thermo-physical properties are pro-
vided. A new model with the corresponding material parameters is proposed, together
with the stress algorithm. This model can be used to simulate the rate, temperature, and
aging-dependent mechanical behavior of component parts made of this material, with a
maximum error of 31% in the presented validation examples. As the error made in sim-
ulations with a model is generally not known, it is of advantage to have this information
available in this concrete case for different validation experiments.
There are still several aspects that will have to be investigated in the future. The
material exhibits porosity, which originates in the die casting process. This porosity
influences the mechanical behavior and fracture behavior, and generally exhibits an in-
homogeneous distribution. Moreover, the influence of the die casting process on the mi-
crostructure and material properties could be interesting for future investigations, since
the process parameters influence the final microstructural state and the porosity. The
size-dependence is another effect observed for this material – with two possible causes:
one is the porosity distribution, and the other is the outer layer with a finer microstruc-
ture, originating from the die casting process itself. Other aspects such as the fracture
behavior or the cyclic behavior should be of interest for the industry as well. It is always
possible to go into more detail within a specific investigation area – and new problems





1 Additional Evaluations for the Finite Strain Model
In this section, additional intermediate calculations for the derivation of the finite strain
model are presented.
Derivatives of the Free Energy















have to be determined, see also (Hartmann, 2003). Considering the chosen volumetric





M − 2), with JM = detFM, the terms of






(5J4M − 5J−6M ) =
K
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(J5M − J−5M )C−1M . (4)
With the chosen isochoric part of the free energy ω¯(C¯M) = c10(IC¯M − 3), with C¯M =
(detCM)
−1/3CM and considering IC¯M = tr ((detCM)
−1/3CM) = (detCM)
−1/3(trCM),




































The determination of the derivatives dψheq/dCk and dψov/dCe is analogous to this term.
Isochoric Strain-Rate
From the relation F = ϕaϕΘFM it is clear that the isochoric part depends only on the
mechanical part of the deformation gradient F¯ = F¯M. The isochoric mechanical part of




(C¯M − 1) = 1
2
(J−2/3C− I), (7)
















The rate of the Jacobian J = detF is equal to
J˙ = (detF)F−T · F˙ = J(F˙TF−T) · I = J(F−TF˙T) · I = J(trL). (9)










Considering C˙ = F˙TF+ FTF˙, one can obtain the relation
F−TC˙F−1 = LT + L→ tr (C−1C˙) = 2(trL). (11)
































p , and C¯k = F¯
T



















































tr (C¯−1p C¯M)I). (18)























2 Linearization of the Finite Strain Model
Considering the assumptionsmade in Section 2.4.3, the finite strain model of Section 4.3
can be linearized. Since there is no distinction between configurations T˜ ≈ TR ≈ S ≈ T,
the total stress can be expressed in this case approximately equal to the linearized total
stress TL, which can be decomposed in the different components of the stress from
Tab. 4.3
T˜ ≈ S ≈ TL = TevolL +TeisoL +TheqL +TovL (22)
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Volumetric Stress
For the considerations of the volumetric stress, only isothermal processes without the
influence of aging (ϕa = ϕΘ = 1) are considered. The volumetric part of the stress in





J5 − J−5) I. (23)
Since for the geometric linarizationE ≈ A ≈ 1
2
(H+HT), the trace of the strain is equal
to trE ≈ trA ≈ trH, and thus holds J = detF ≈ 1+ trH ≈ 1+ trE. It follows that
J5 ≈ (1 + trE)5 = 1 + 5(trE) + 10(trE)2 +O(δ3), (24)
with O(δ3) the error of order 3 or higher. The term (J5 − J−5) can be expressed by
J5 − J−5 = 1 + 5(trE) + 10(trE)2 +O(δ3)− 1
1 + 5(trE) + 10(trE)2 +O(δ3)
=
(1 + 5(trE) + 10(trE)2 +O(δ3))2 − 1
1 + 5(trE) + 10(trE)2 +O(δ3)
=
10(trE) + 45(trE)2 +O(δ3)
1 + 5(trE) + 10(trE)2 +O(δ3)
. (25)
Neglecting the terms of 2nd order or higher and considering for the denominator that
(trE)≪ 1, leads to
J5 − J−5 ≈ 10(trE). (26)
In this way, one obtains the linearized hydrostatic stress
TevolL = K(trEL)I. (27)
Isochoric Stress




Since B¯DM = B¯
D and considering the linearization property B¯D ≈ BD ≈ CD = 2EDL ,




Analogously, for the equilibrium stress part, it holds B¯k ≈ Bk ≈ Ck = 2ε˜k + I. In the
linearized case, there is no distinction between the configurationsEkL ≈ Ek ≈ ε˜k ≈ Ak,





In the same way, B¯e ≈ Be ≈ Ce = 2εe + I and EeL ≈ Ee ≈ εe ≈ Ae hold for the


















can be linearized considering the evaluations for the stresses. For small deformations, it
holds (ϕΘϕa)−2 ≈ 1. Since there is no distinction between configurations △ε ≈
△
ε˜ ≈ E˙,





















E˙ML · E˙ML. (36)
Comparing Eq. (34) with Eq. (4.29), the analogy between the strain-like variableY from
the small strain model and EDkL becomes evident. However, one can see that the factor
c(Θ)/cα does not appear in the finite strain case. Both models are only equivalent for
isothermal processes. The scalar evolution equations for the aging variable (4.155) and
the softening (4.151) are analogous in the small and finite strain models. Compared to
the small strain model of Tab. 4.1, one obtains the relations in Tab. 1.
3 Results of the Identification of the Mechanical
Behavior
In this section, additional results of the parameter identification, which were not shown
in Chapter 5, are provided.
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Table 1: Relation between the parameters of the small strain model and the linearized
finite strain model
parameter small strain model finite strain model
Bulk Modulus Keq K
Elastic Parameter Equilibrium Geq 2c10
Plastic Parameter Equilibrium b 4bˆ
Plastic Parameter Equilibrium c 4µeq
Shear Modulus Maxwell Element Gov 2µov
Viscosity Maxwell Element η ηˆ
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(d) Θ = 85 ◦C


















































































(d) Θ = 85 ◦C


















































































(d) Θ = 85 ◦C
Figure 3: Prediction of the multi-step relaxation test in torsion (12 months of natural
aging)
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(d) Θ = 85 ◦C














































































(d) Θ = 85 ◦C














































































(d) Θ = 85 ◦C



















































































(d) Θ = 85 ◦C


















































































(d) Θ = 85 ◦C


















































































(d) Θ = 85 ◦C




This work draws on the notation exposed in (Hartmann, 2003) for the representation of








F11Na,Y + F12Na,X F21Na,Y + F22Na,X F31Na,Y + F32Na,X
F12Na,Z + F13Na,Y F22Na,Z + F23Na,Y F32Na,Z + F33Na,Y




Here, the index a = 1, . . . , nen changes from one up to the number of nodes per ele-
ment. Moreover, the matrix representation of the tensor [F⊗ F]T23 is required in order
to perform the transformation of the second Piola Kirchhoff tensor T˜
e
into the weighted





F11F11 F12F12 F13F13 2F11F12 2F12F13 2F13F11
F21F21 F22F22 F23F23 2F21F22 2F22F23 2F23F21
F31F31 F32F32 F33F33 2F31F32 2F32F33 2F33F31
F11F21 F12F22 F13F23 F11F22 + F12F21 F12F23 + F13F22 F13F21 + F11F23
F21F31 F22F32 F23F33 F21F32 + F22F31 F22F33 + F23F32 F23F31 + F21F33





For more detail see (Hartmann, 2003).
5 System of Units
Since no unit system is predefined in Abaqus, the user has to choose the appropriate units
for the quantities in the computations and ensure them to be consistent. Tab. 2 shows
the used system of units of this work and its equivalence in the international system of
units SI.
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Table 2: System of units used in the computations with Abaqus
Quantity Dimension Used Unit SI Conversion
Factor
Length [L] mm m 103
Mass [M] t kg 10−3
Time [T] s s 1
Temperature [Θ] K K 1
Density [M][L]−3 tmm−3 kgm−3 10−12
Force [M][L][T]−2 N N 1
Stress [M][L]−1[T]−2 MPa Pa 10−6
Energy [M][L]2[T]−2 tmm2 s−2 J 103
Power [M][L]2[T]−3 tmm2 s−3 W 103
Heat [L]2[T]−2[Θ]−1 mm2 s−2K−1 J kg−1K−1 106
Capacity




DAE Differential-algebraic equations system.
DIC Digital image correlation.
DIRK Diagonal implizit Runge-Kutta methods.
DSC Differential scanning calorimetry.
EDX Energy-dispersive X-ray spectroscopy.
FEM Finite Element Method.
IBVP Initial boundary value problem.
MLNA Multilevel Newton Algorithm.
MOL Method of vertical lines.
NRM Newton-Raphson method.
SEM Scanning electron microscope.
XRD X-ray diffraction.
Scalars
µov Shear modulus of the overstress, finite strain model.
Na Shapefunctions of the node a.
ne Number of finite elements.
nn Number of Nodes.
A Area.
a Aging time.
αa Aging shrinkage coefficient.
αk Softening coefficient.
αΘ Thermal expansion coefficient.
βa Parameter of the aging development.
βY Function of the small strain model.
b Parameter of the plastic equilibrium stress, small strain model.
c Plastic equilibrium parameter of the small strain model.
cα Parameter of the plastic equilibrium part of the small strain model.









ferr Error estimation for linear elasticity.
G Shear modulus.
γ Shear strain.
Geq Shear modulus of the elastic part of the equilibrium stress, finite strain
model.
Gov Shear modulos of the overstress part of the small strain model.
H Entropy supply of a system.
IT Area moment of inertia.
J Determinant of the deformation gradient.




Keq Bulk modulus of the elastic part of the equilibrium stress, finite strain model.
L Length.
Le Mechanical power of external forces.
λ Axial strech.
λˆ Thermal diffusivity.
m Mass of a body.
MT Torque.
µeq Elasticity parameter of the finite strain model.
nd Number of identification points.
nexp Number of experiments.
nκ Number of material parameters.
ω Production term.
φ Rotation angle.
ϕa Function of the shrinkage, finite strain model.
ϕΘ Function of the thermal expansion, finite strain model.
ψ Helmholu free energy.
ψa Aging part of the free energy.
ψeeq Equilibrium part of the free energy.
ψov Overstress part of the free energy.
ψheq Plastic part of the free energy.
ψΘ Thermal part of the free energy.
q Scalar heat flux in the current configuration.
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Q Thermal energy.
R Universal gas constant.
R2 Coefficient of determination.
ρ Density in the current configuration.
ρR Density in the reference configuration.
sd Standard deviation.
S Entropy of a body.
σ Axial stress.
sM Arc-length of the deviatoric mechanical strain.
t Time.
τ Shear stress.
τeq Shear equilibrium stress.
τov Shear overstress.
Θ Temperature of a body.
U Energy function.
V Volume.
dv Volume element in the current configuration.
dV Volume element in the reference configuration.
(x1, x2, x3) Current coordinate triplet.
(X1, X2, X3)Reference coordinate triplet.
Tensors
A Almansi strain tensor.
B Left Cauchy-Green tensors.
Be Kinematik left Cauchy-Green tensor.
Bk Elastic left Cauchy-Green tensor.
C Right Cauchy-Green tensors.
C¯ Unimodular Cauchy-Green tensor.
Ce Elastic right Cauchy-Green tensor.
C¯p Plastic right Cauchy-Green tensor.
Ck Kinematik right Cauchy-Green tensor.
C¯v Viscous right Cauchy-Green tensor.
CM Mechanical right Cauchy-Green tensor.
D Strain rate tensor.
Dp Plastic strain-rate tensor.
Dv Viscous strain-rate tensor.
E Green strain tensor.
Ea Aging component of the total strain E.
Ee Elastic part of the mechanical strain EM.
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Eln True strain tensor.
EM Mechanical part of the total strain E.
Ek Kinematik part of the mechanical strain.
Ep Plastic part of the mechanical strain.
EΘ Thermal part of the total strain E.
Ev Viscous part of the mechanical strain EM.
εM Mechanical part of the strain tensor relative to the elastic intermediate con-
figuration χˇt.
εe Elastic part of the mechanical strain tensor in the thermal intermediate con-
figuration χˇt.
εv Viscous part of the mechanical strain tensor in the elastic intermediate con-
figuration χˇt.
ε˜M Mechanical part of the strain tensor in the plastic intermediate configuration
χ˜t.
ε˜k Kinematic hardening part of the mechanical strain tensor in the plastic inter-
mediate configuration χ˜t.
ε˜p Plastic part of the mechanical strain tensor in the plastic intermediate con-
figuration χ˜t.
Fa Aging component of the deformation gradient.
Fe Elastic component of the deformation gradient.
FM Mechanical component of the deformation gradient.
F¯M Isochoric part of the mechanical deformation gradient.
Fk Kinematic hardening part of the mechanical deformation gradient.
F¯p Plastic part of the mechanical deformation gradient.
F¯v Viscous part of the mechanical deformation gradient.
FˆM Volumetric part of the mechanical deformation gradient.
FΘ Thermal component of the deformation gradient.
ΓM Mechanical strain tensor in the mechanical intermediate configuration χˆt.
ΓΘ Thermal strain tensor in the mechanical intermediate configuration χˆt.
γa Aging component in the thermal intermediate configuration χ˘t.
H Displacement gradient.
I Unit tensor.
κRΘ Thermal conductivity tensor.
L Spatial velocity gradient.
LM Mechanical part of the spatial velocity gradient.
Lp Plastic spacial velocity gradient.
LΘ Thermal part of the spatial velocity gradient.
Lv Viscous spacial velocity gradient.
R Rotation tensor.
S Kirchhoff stress tensor.
Sˇ Stress tensor relative to the viscous configuration χˇt.
Sˇov Overstress part of the stress tensor relative to the viscous configuration χˇt.
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Seiso Isochoric part of the elastic equilibrium stress.
Sevol Volumetric part of the elastic equilibrium stress.
S˘ Stress tensor in the thermal intermediate configuration χ˘t.
SM Stress tensor relative to the mechanical configuration χˆt.
SeMeq Elastic part of the stress tensor relative to the mechanical configuration χˆt.
ShMeq Plastic part of the stress tensor relative to the mechanical configuration χˆt.
SMov Overstress part of the stress tensor relative to the mechanical configuration
χˆt.
S˜ Stress tensor relative to the plastic configuration χ˜t.
S˜heq Plastic part of the stress tensor relative to the plastic configuration χ˜t.
T Cauchy (true) stress tensor.
Teq Equilibrium part of the total stress T.
Teeq Elastic part of the equilibrium stress Teq.
T˜eiso Isochoric part of the elastic equilibrium stress.
T˜evol Volumetric part of the elastic equilibrium stress.
Theq Plastic (hysteretic) part of the equilibrium stress Teq.
Tov Overstress part of the total stress T.
TR First Piola-Kirchhoff stress tensor.
T˜ Second Piola-Kirchhoff stress tensor.
T˜eq Equilibrium stress part of T˜.
T˜eeq Elastic stress part of the equilibrium stress T˜eq.
T˜heq Plastic stress part of the equilibrium stress T˜eq.
T˜ov Overstress part of T˜.
U Right stretch tensor.
V Left stretch tensor.
W Spin or vorticity tensor.
X Back stress tensor.
Y Strain like variable.
Vectors
~c Material line in the current configuration.
~C Material line in the reference configuration.
d~a Surface element in the current configuration.
d ~A Surface element in the reference configuration.
~D~c Angular momentum of a body with respect to the point ~c.
d~f Infinitesimal force vector.
d~x Material line element in the current configuration.
d ~X Material line element in the reference configuration.
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~ei Unit vector in the current configuration.
~Ei Unit vector in the reference configuration.
~I Linear Momentum of a body.
~n Normal vector of the surface da in the current configuration.
~ni Eigenvectors.
~nR Normal vector of the surface dA in the reference configuration.
~q Cauchy (true) heat flux.
~qR Piola-Kirchhoff heat flux.
~t Stress vector.
~tR Piola-Kirchhoff stress vector.
~u Displacement vector of a material point.
~x Position vector in the current configuration.
~X Position vector in the reference configuration.
Matrices
Beu Strain-displacement matrix on element level with respect to the current con-
figuration.
Beua Strain-displacement matrix on element level for the node a with respect to
the current configuration.
BeΘa Temperature gradient matrix on element level for the node a with respect to
the current configuration.




u Strain-displacement matrix on element level with respect to the reference
configuration.
B˜eΘ Temperature gradient matrix on element level with respect to the reference
configuration.
Cκ Thermal conductivity matrix.
C¯κ Thermal conductivity matrix.
Cp Heat capacity matrix.
C¯p Heat capacity matrix.
δE Virtual strain tensor in matrix notation.
d Simulation data.
Fe23 Push-forward operator in matrix notation.
gu Discretized principle of virtual displacements with respect to the current
configuration.




κ Vector of material parametes.
κconf Confidence interval.
κ∗ Vector of identified material parametes.
Lq Nonlinear equation system (differential part of DAE-system).
P Covariance matrix.
GΘ Nonlinear equation system (thermal part of DAE-system).
Gu Nonlinear equation system (mechanical part of DAE-system).
p SΘ Heat flux over the surface.
pΘ Prescribed temperatures.
p VΘ Volumetric heat source.
q Internal variables at the gauss point.
q Internal variables of the whole mesh.
rq Right side of the semi-discretized system for the internal variables.




Θ Unknown nodal displacements.
Θa Nodal displacements of the complete mesh.
Θ Prescribed nodal displacements.
T˜ Second Piola-Kirchhoff tensor in matrix notation.
u Unknown nodal displacements.
u
T
a Nodal displacements of the complete mesh.
ue Displacements of an element.
uh Displacements of a discretized body.
u Prescribed nodal displacements.
ξ Local coordinates.
ξl Spatial integration points.
Z eΘ Incidence matrix for the unknown nodal temperatures.
Z eΘ Incidence matrix for the prescribed nodal displacements.
Z eu Incidence matrix for the unknown nodal displacements.
Z eu Incidence matrix for the prescribed nodal displacements.
Miscellaneous
B Material body.
Bh Discretized material body.
χt Current configuration.
χˇt Viscous intermediate configuration.
χ¯t Isochore intermediate configuration.
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χˆt Mechanical intermediate configuration.
χ˘t Thermal intermediate configuration.
χ˜t Plastic intermediate configuration.
πΘ Weak form of the heat conduction.
πu Weak form of the balance of linear momentum.
E
3 Three-dimensional euclidean point space.
o Origin of a coordinate system in the current configuration.
O Origin of a coordinate system in the reference configuration.
P Set of material points.
R Reference configuration.
R
3 Three-dimensional euclidean space.
V
3 Three-dimensional euclidean vector space.
Mathematical operators
AD Deviator of a tensor.
AT Transpose of a tensor.
div Divergence operator with respect to the spatial coordinates.
Div Divergence operator with respect to the material coordinates.




Partial derivative of y with respect to x.
dy
dx
Total derivative of y with respect to x.
f ′(x) Derivative of f with respect to x.
grad Gradient operator with respect to the spatial coordinates.
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