Abstract. Flexibility can significantly impact performance. Some component-based frameworks come with a near to zero overhead but provide only build-time configurability. Other solutions provide a high degree of flexibility but with an uncontrollable and a possibly unacceptable impact on performance. We believe that no flexible systems give programmers a means to control the inherent overhead introduced by flexibility. This prevents from reaching acceptable tradeoffs between performance and flexibility, according to the applications needs or hardware targets. This paper presents an ongoing work that aims to redesign the existing Think component framework. Once revisited, the framework makes possible to finely adjust the flexibility to the actually desired needs and thus better control the induced performance overhead. A categorization of the dimensions of flexibility is also introduced in order to articulate our proposition.
Introduction
In the domain of embedded devices, Component-Based Software Engineering (CBSE) enables programmers to build operating systems tailored to specific platforms or application needs. Systems like OSKit [8] , eCos [3] or TinyOS [9] provide tools, languages and compilers to construct, out of components, customized kernels of embedded operating systems. Programmers generate binary images of a system by specifying the desired modules through some configuration file or architecture description. Such solutions are able to produce efficient systems but with however no reconfiguration capabilities (that is, flexibility at runtime).
On the opposite, some other component-based solutions like Contiki [6] or lately K42 [12] implement various mechanisms that achieve run-time flexibility. In such systems, components are runtime entities that constitute as many points of flexibility in the architecture. They expose some kind of control interfaces in order to change its architecture or behavior. While they provide efficient mechanisms that bring flexibility, this provided flexibility is however tied to the architecture of the system to build. More precisely, such systems lack the possibility to finely choose where, when and how to pay for it: given a same architecture, it is not possible to produce different binaries having different number of flexible points, associated control interfaces or implementation directives, and thus, providing different tradeoffs between flexibility and performance.
This paper presents an ongoing work that intends to redesign the Think component framework, that already provides flexibility [7, 10] but in a rather fixed manner, in order to reach our goals. Section 2 proposes a categorization of the ability to tune the provided flexibility. Section 3 gives an overview of the flexibility provided by the Think component while section 4 details the necessary design changes to be made and how we did them. Section 5 concludes the paper.
Dimensions of Flexibility
The ability of a component framework to adapt the injected flexibility to actual application needs can be characterized along the following dimensions 1 .
Where. Component-based systems provide flexibility points at component boundaries. Unfortunately, the presence of a component often imposes a point of flexibility. This may lead to a prohibitive overhead, thus preventing from encapsulating small services into components. This unfortunately results in loosing other benefits of CBSE that go far beyond the ability to generate flexible systems [14] .
What. The nature of flexibility is generally defined by the provided control interfaces. A system may simply provide introspection interfaces to query the architectural state of a component or it may provide more advanced interfaces to change a binding between two components, replace a component with another, add a stub before, etc. As all possible kinds of flexibility are not necessarily always wanted for any component, a component-based system should not impose a set of control interface.
How. Flexibility may be implemented in different ways with different impacts on performance. For example, one implementation of a control interface may optimize memory footprint whereas another may reduce CPU or power consumption. Also, implementations that take advantage of hardware specificities may not have the same overhead on all platforms. Therefore, programmers should be able to choose between different implementations so as to match the constraints imposed by the targeted platforms and application needs.
When. The requirement for flexibility may evolves over the release timeline of the system software. Consider the case of semaphores. Conceptually, implementing semaphores with (very small) components makes sense since they participate to
