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Проблема комп’ютерного діагностування станів складних систем 
належить до нетривіальних завдань сучасних інформаційних технологій. До 
таких систем відносяться, наприклад, комп’ютерні мережі, автоматичні 
та/або автоматизовані системи управління складними технологічними 
об’єктами, у т.ч. пов’язаними із складними задачами екологічного характеру, 
біології, тощо. У процесі розпізнавання образів одну з провідних ролей відіграє 
проблема формування підпросторів інформативних ознак, які саме в 
«ансамблі» дозволяють виконувати з високим ступенем надійності 
діагностування станів таких систем.  
Запропонований ефективний підхід до вирішення вказаної проблеми, що 
базується на застосуванні принципів індуктивного моделювання складних 
систем. Сформульований критерій якості розпізнавання класів, який дає 
можливість також оцінювати і якість сконструйованого ансамблю 
інформативних ознак.  
В якості прикладу розглянуто задачу конструювання ансамблю 
інформативних ознак, представлених бінарним кодом на даних експерименту із 
визначення рівнів небезпеки деяких засобів захисту рослин. Використані реальні 
первинні дані стосовно засобів захисту рослин, які застосовуються на 
практиці, для розпізнавання впливу тих чи інших характеристик на так званий 
інтегральний «показник небезпеки». 
Наведені порівняльні числові оцінки ефективності запропонованого 
підходу. При цьому виграш за обсягом обчислень для відносно невеликої 
кількості вхідних ознак рівною 5 може бути п'ятиразовим в порівнянні з 
відомими алгоритмами розглянутого в роботі класу. Доведено, що 
ефективність роботи такого алгоритму буде зростати при збільшенні 
розмірності простору ознак. 
Ключові слова: комп’ютерні системи, комп’ютерне діагностування, 
розпізнавання образів, складна система, інформативні ознаки. 
 
1. Вступ 
Проблема комп’ютерного діагностування станів складних систем належить 
до нетривіальних завдань сучасних інформаційних технологій. До таких систем 
відносяться комп’ютерні мережі, складні технічні архітектури систем 
оброблення інформації (тут більше стосується hard-ware частини таких систем), 
автоматичні (автоматизовані) системи управління складними технологічними 






комплексними задачами охорони навколишнього середовища, медицини, 
біології, сільського господарства також є складними системами, які потребують 
постійного діагностування. До цієї сфери належить широкий науково-
прикладний напрямок розпізнавання образів, де одну з провідних ролей відіграє 
проблема формування підпросторів інформативних ознак. Саме в «ансамблі» ці 
ознаки дозволяють виконувати функції діагностування станів таких систем з 
високим ступенем надійності. Проте, реальні складні технічні (технологічні) 
системи можуть описуватися досить великою кількістю характеристик 
(параметрів), які, в свою чергу, можуть мати ієрархічну структуру. Тобто один 
параметр може складатися з кількох субпараметрів, які можуть мати різний 
вплив на стан чи поведінку об’єкта, що досліджується.  
Отже, в таких випадках виникає проблема необхідності роботи з 
багатовимірними просторами параметрів (ознак – в термінах розпізнавання 
образів). Поточні (чи прогнозовані) або можливо навіть критичні стани сучасних 
складних систем можуть описуватися багатовимірними просторами ознак 
 , 1,2,..., .  ix X i n  При цьому ефективність розпізнавання (діагностування) 
того чи іншого стану далеко не обов’язково може залежати від всього наявного 
апріорного набору ознак. Визначальною може бути лише певна його частина – 
підпростір інформативних для даної задачі ознак – так званих «ансамблів» 
інформативних ознак  * * , 1,2,..., .   ix X X i n  Це означає, що саме такі ознаки 
і саме в такому «складі» дозволяють найкращим чином розпізнати ту чи іншу 
ситуацію, яка склалася в складному технологічному об’єкті. 
Вирішення будь-якої задачі розпізнавання безпосередньо пов’язане з 
проблемою пошуку релевантної системи ознак. Очевидно, це пов’язано з 
величезним різноманіттям прикладних сфер, які суттєво відрізняються за своєю 
природою (фізичні, матеріальні, інформаційні, біологічні, економічні і т.п.) і які 
потребують застосування сучасних методів і засобів теорії розпізнавання образів. 
Відомо, що при повному переборі всіх підпросторів ознак з наявної вхідної 
множини необхідно виконувати досить великий обсяг обчислень. Наприклад, 
нехай вхідна множина налічує 50 ознак і максимальна кількість ознак в усіх 
можливих варіантах підпросторів ознак налічувала б максимально лише 5 (n=5) 
параметрів із вхідного набору даних. Тоді кількість варіантів, які потрібно 
створити і проекзаменувати з метою вибору оптимального «ансамблю» 
інформативних ознак, сягатиме 2 369 935 спроб. Це, безперечно, вимагатиме 
додатково численних математичних операцій і, напевно, застосування такої 
методики повного перебору в оперативних задачах управління складними 
технологічними системами може бути досить ускладненим і незручним. 
Тому, очевидно, що проблема конструювання (чи відбору) підпросторів 
ознак в реальних прикладних задачах розпізнавання образів й сьогодні 











2. Аналіз літературних джерел та постановка проблеми 
Ефективність вирішення задачі розпізнавання образів зазвичай оцінюється 
за спеціальними критеріями якості (точності) розпізнавання на тестовій вибірці 
даних. Мірою інформативності ознаки може виступати величина, яка кількісно 
характеризує здатність такої ознаки для розпізнавання класів образів kr∈K, де K 
– сформоване в процесі розпізнавання або задане число кластерів.  
Існує багато підходів до оцінки інформативності ознак, як в практичній, 
так і в теоретичній площині теорії розпізнавання образів. Наприклад, в [1] 
представлений підхід до вибору підмножини ознак за допомогою генетичного 
алгоритму. Продемонстровано доцільність цього підходу для вибору 
підмножини при автоматизованому проектуванні нейронних мереж для 
класифікації шаблонів та виявлення знань. Застосовано послідовна схема 
відбору факторів. В роботі [2] виконана певна спроба застосування методів 
самоорганізації до проблеми конструювання підмножини ознак. Проте тут не 
застосовані основні принципи комп’ютерної самоорганізації моделей при 
конструюванні ознак. В статті [3] подані статистичні критерії оцінювання 
інформативності ознак джерел радіовипромінювання телекомунікаційних 
мереж і систем при їх розпізнаванні. В роботі [4] представлено досить широкий 
набір статистичних критеріїв для ознак, описаних дійсними числами. 
Оцінювання тут теж виконується в послідовному режимі шляхом послідовного 
перебору первинних ознак, що за словами авторів дає можливість встановити 
пріоритети кожної з ознак і виділити найбільш інформативні. В роботі [5] 
представлено семантичний, а в [6] – статистичний підходи до редукції 
просторів вхідних ознак в підпростори інформативних їх підмножин. 
Публікації [7–9] представляють собою певною мірою енциклопедичні видання 
з розпізнавання образів з багатьох сфер у цьому потужному напрямку, в т.ч. 
тут, звичайно, висвітлюються й проблеми конструювання підмножин 
інформативних ознак для розв’язання задач розпізнавання.  
Треба зазначити, що згадані підходи можуть досить ефективно працювати 
в умовах невеликої кількості вхідних ознак. Так, на практиці, наприклад, 
комбінаторні або подібні методи перебору усіх можливих комбінацій ансамблів 
добре справляються при кількості вхідних ознак 20.n  Проте в деяких 
практичних задачах розпізнавання, зокрема і особливо з бінарними описами, це 
число сягає сотень і навіть тисяч при не безмежних можливостях 
обчислювальних систем. Авторами роботи [10] було запропоновано алгоритм 
вибору ансамблю ознак, в якому застосовані основні принципи теорії 
самоорганізації. Це розширило можливості вибору ансамблю інформативних 
ознак порівняно з повним комбінаторним перебором, але з моменту появи 
алгоритму, описаному в [10] складність завдань, звичайно ж, суттєво виросла.  
Таким чином, подальший розвиток інструментарію в напрямку зменшення 










3. Мета та задачі дослідження 
Метою роботи є розроблення удосконаленого алгоритму конструювання 
«ансамблю» інформативних бінарних ознак із застосуванням основних 
принципів методології індуктивного моделювання складних систем для задач 
розпізнавання образів. 
Для досягнення поставленої мети у роботі вирішувалися такі задачі: 
– розробити удосконалений алгоритм вибору інформативних ознак з їх 
попарним урахуванням з покроковою багаторядною «селекцією» проміжних 
результатів;  
– розробити критерій оцінки якості сформованих підпросторів 
інформативних для конкретних задач ознак; 
– провести експериментальне трактування алгоритму формування 
«ансамблів» інформативних ознак для підтвердження його працездатності. 
 
4. Матеріали та методи дослідження 
Методика досліджень базуються на методології, яку можна сформулювати 
як індуктивне моделювання складних систем (ІМСС) за вхідними 
експериментальними даними із завадами. Ця методологія, крім багатьох інших 
сфер застосувань, націлена й на вирішення завдань розпізнавання образів для 
задач різної природи та у задачах інноваційного проектування складних систем. 
В алгоритмі, який пропонується, застосовані принципи ІМСС, зокрема 
архітектура багаторядних алгоритмів Group Method of Data Handling 
(GMDH) [11, 12] і в цьому є його відмінність. 
Як відомо [12], в основу методології ІМСС закладені три фундаментальні 
принципи, які запозичені з різних наукових напрямків, але які органічно створили 
цілісну систему її положень. Ці принципи можуть бути сформульовані так: 
1) принцип евристичної самоорганізації, тобто перебору багатьох моделей-
претендентів і відбору кращих з них за доцільно сконструйованими так званими 
зовнішніми критеріями селекції моделей («гіпотеза селекції»); 
2) принцип зовнішнього доповнення, що означає необхідність 
використання «свіжої інформації» з метою об’єктивної верифікації моделей за 
спеціальними критеріями регулярності (точності); 
3) принцип свободи вибору й неостаточності рішень, або принцип 
"свободи вибору рішень для перспективного вибору з відкритим 
кінцем" [13, 14] – генерація не одного, а певної множини проміжних 
результатів із можливістю вибору з них підмножини кращих варіантів за 
заданими наперед критеріями. 
Хоча історично коріння виникнення й застосування таких методів при 
вирішенні задач розпізнавання сягає ще сімдесятих-вісімдесятих років ХХ ст., 
наприклад [15], станом на сьогодні вони отримали достатній розвиток як в 
теоретичному, так і в прикладних аспектах. Так, наприклад, роботу [16] можна 
вважати енциклопедичним збірником основних алгоритмів GMDH, в т. ч. й тих, 
в котрих застосовані схеми багаторядних алгоритмів індуктивного 
моделювання. В більшості з цих алгоритмів запроваджено так звану 







автоматичним відбором підмножин інформативних параметрів. В 
роботах [17, 18] також застосовані засади комп’ютерного індуктивного 
моделювання для задач кластеризації, в т. ч. й таких, що оперують з великими 
(декілька сотень, наприклад) розмірностями вхідних просторів ознак. Але в 
поданих у цих роботах підходах не застосовується попарне урахування ознак.  
Загалом, практичні застосування методології ІМСС, зокрема GMDH, 
показали її ефективність в різних прикладних сферах для задач з високими 
рівнями завад [12]. В даній роботі цей потужний напрямок комп’ютерного 
моделювання в частині використання багаторядної архітектури побудови 
обчислювальних алгоритмів також знайшов безпосереднє застосування. 
В комп’ютерному експерименті застосовувалася розроблена авторами 
комп’ютерна програма SELECT, яка реалізує багаторядний алгоритм вибору 
інформативних ознак з їх попарним урахуванням. Деякі вихідні матеріали з 
подальшою обробкою (бінаризація) для експериментального дослідження 
запропонованого алгоритму взято із відкритих джерел – статистичного 
щорічника Продовольчої та сільськогосподарської організації ООН (ФАО). 
 
5. Результати дослідження багаторядного алгоритму вибору 
інформативних ознак з їх попарним урахуванням 
5. 1. Багаторядний алгоритм вибору інформаційних ознак з їх 
попарним урахуванням 
Класично декомпозиція загальної задачі розпізнавання образів включає 
такі підзадачі: 
1) генерування множини первинних ознак; 
2) вибір підмножини (підпростору) інформативних ознак; 
3) конструювання вирішального правила або класифікатора; 
4) оцінка якості розпізнавання (зазвичай на екзаменаційних вибірках даних). 
У загальному вигляді постановка задачі відбору інформативних ознак для 
подальшого синтезу вирішальних (розпізнавальних) правил може бути 
сформульована так. 
Нехай задана вибірка вхідних (апріорних) даних у вигляді: 
 
 , 1,2,..., ; 1,2,..., ,    ijx X i n j m  (1) 
 
де  ijx  – масив значень вхідних ознак, що характеризують досліджуваний 
об’єкт або процес; i – кількість ознак в наборі, j – кількість образів (зображень, 
екземплярів) в заданій вибірці. 
Необхідно виділити комбінацію ознак X* з вихідного масиву ознак X, при 
якій досягається мінімум заданого критерію оцінювання сконструйованого 
набору ознак, який умовно запишемо як: 
 







5. 1. 1. Використовувані критерії 
У пропонованому алгоритмі в якості основного застосовується так званий 
критерій «числа вирішувальних суперечок», який був сформульований в [9]. 
Цей критерій дозволяє розрізняти образи один відносно іншого на 
інформаційному рівні.  
В табл. 1 задано два класи образів R1 і R2. Відмітимо, що множину 
зображень, яка може бути розділена (або на якій може бути об’єктивно 
виділено) більше ніж на два класи, можна звести до множини з двома класами. 
Для цього в перший клас R повністю включаються усі зображення деякого 
одного класу, а в так званий «не R клас» R  – всі інші зображення вихідної 
множини. Розпізнавання класу R здійснюється як би на фоні «не R класу» R . 
 
Таблиця 1  
До ілюстрації критерію оптимізації «числа вирішувальних суперечок» 





x1 x2 x3 x1 x2 x3 
ω1 1 0 0 ω4 1 1 1 
ω2 0 0 1 ω5 0 1 0 
ω3 0 1 1 ω6 1 0 1 
1
*R  0 0 1 2
*R  0 1 0 
 
Тут ωi (або ωj) – i-й (або j-й) вектор зображень вибіркової множини; xk – k-
тa компонента (ознака) цього вектора; , i R  . j R  
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X  3 1 .
0
 
    
   
X  
 
Кратністю вирішення суперечок називається величина (позначимо qmin), якій 
відповідає мінімальний член ai,j в (3). Критерій «числа вирішувальних суперечок» 
у даному випадку вимагає вибору тієї матриці (а значить, і ознаки), у якій [8]: 
 
min max.q  (5) 
 
Тобто, для деякої первинної ознаки xi кращою є та матриця вирішувальних 
суперечок, у якій значення qmin більше, що випливає з природних передумов 
вирішення задач розпізнавання в умовах наявності завад. 
В якості додаткового доцільно використовувати критерій виду: 
 
 min min,N q  (6) 
 
який вимагає вибору тієї матриці вирішувальних суперечок, для якої кількість 
елементів, що відповідають кратності qmin, є мінімальним. Тобто, це фактично є 
системою критеріїв для відбору кращих варіантів підпросторів ознак: 
 
  min minmax min .  q N q  (7) 
 
У наведеному прикладі з побудованих матриць для ознак x1, x2, x3 видно, 
що первинні ознаки не дозволяють відрізняти образи з класу R1 від образів з 
класу R2. Пояснюється це тим, що їх матриці містять нульові члени – 
невирішені суперечки, тобто мають місце нульові елементи у відповідних 
матрицях «вирішувальних суперечок» (3). Поліпшення результатів досягається 
«накладанням одна на одну» (своєрідним поелементним сумуванням) матриць 
(3) по дві, три і т. д. В даному випадку можливі такі варіанти: 
 
1)  1 2, x x min 0,q  min 3;N q  
 
2)  1 3, :x x min 1,q   min 0;N q  
 
3)  2 3, :x x min 0,q  min 2;N q  
 
4)  1 2 3, , : x x x min 1,q   min 0.N q  
 
Вибір, очевидно, буде за ансамблем  1 3, ,x x  оскільки для цього рішення 






1 3 1 .
 
    
  
x x  
 
Крім того, кількість ознак у цьому ансамблі, які дозволяють успішно 
розпізнати зображення із двох класів R1 і R2, є меншою (n
*=2), ніж в ансамблі 
 1 2 3, , x x x  – (n*=3), для якого значення критеріїв такі ж. Тобто вибраний 
ансамбль дозволяє вирішити задачу з меншим числом ознак, де n* відповідає 
оптимальному числу ознак у інформативному ансамблі  *X  для даної задачі. 
 
5. 1. 2. Опис багаторядного алгоритму з попарним урахуванням ознак 
На відміну від алгоритмів з послідовним перебором матриць 
вирішувальних суперечок, про які згадувалося вище, в даному алгоритмі 
відбувається їх попарний облік (перебір). Зауважимо, що в результаті роботи 
алгоритму можуть бути побудовані декілька матриць, у яких значення критерію 
(7) будуть відповідно рівними. В такому рідкісному випадку при подібних 
ситуаціях вибирається та матриця, в якій кількість наступного за зростанням 
значення qmin було б мінімальним. Алгоритм складається із наступних блоків. 
А1 – відсів очевидно неінформативних ознак. Неінформативними 
















x x  ,i n  (8) 
 
де ijx  – i-та ознака j-го зображення, m – загальне число зображень вихідного 
множини, n – вхідна кількість ознак. 
А2 – відсів зображень, що володіють однаковими векторами ознак, як 
наперед неінформативних. 
А3 – побудова матриць вирішувальних суперечок для первинних ознак 
  i n , з використанням правила (4), де n враховує можливі виключення 
ознак в блоці А2. 
А4 – побудова матриць вирішувальних суперечок для пар ознак 
1; 1,2,..., )      i lx x i n j i n .  
А5 – вибір F кращих пар ознак за критеріями (5) і (6) з урахуванням 
наведеного зауваження (F – «свобода вибору рішень» [13, 14]).  
А6 – блок перепозначення пар ознак за правилом: .i l kx x y  
А7 – перевірка умов стосовно значень критеріїв (6), (7). Якщо 1min min
s sq q , то 
перехід на блок А4, тобто на наступний ряд селекції в термінах багаторядних 
алгоритмів GMDH. У разі рівності 1min min ,
s sq q  але нерівності    1min min s sNN q q  







селекції (блок А4). Нехай dα – рішення (умовний перехід, де α – відповідає 
номеру блока), яке треба прийняти. Тоді: 
 
   
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А8 – вибір остаточного ансамблю ознак. В умовах останніх двох блоків 
задається правило зупинки селекції: на останньому ряду селекції вибирають не 
F кращих в сенсі (5), (6) пар ознак, а лише одна. З огляду на блок А6, можна 
віднайти ансамбль в термінах вхідного простору ознак. 
Таким чином, сконструйований і вибраний ансамбль X* дозволяє 
відрізнити клас зображень Rk на фоні усіх інших зображень класів .kR   
Операції А3–А8 повторюються стільки разів, скільки задано, або 
попередньо встановлено експертами класів у вхідній множині зображень. 
 
5. 2. Оцінка якості вибраного ансамблю інформативних ознак 
Оцінка інформативності отриманого ансамблю інформативних ознак 
визначається за мінімумом функціоналу, що відображає точність розпізнавання 
об’єктів з тестової вибірки. Для прийняття рішення про приналежність 
контрольного зразку 1
k  до певного класу Rk по навчальній частині вибірки 









D X  1,..., ,k K  (10) 
 
де   ikX  – кон’юнкція, побудована по вибраному ансамблю Xk для зображень 
. i kR  
Нехай     і  * *   – навчальна та контрольна вибірки відповідно і 
,kR  

















Критерій точності розпізнавання k-го класу запишеться: 
 
*,  k k kD D  1,..., ,  k K  (12) 
де *kD  – заперечення лівої частини (10), побудоване на множині 






класу *.kR  
Отже, функціонал (11) відображає неправильне розпізнавання по 
вибраному ансамблю. 
Функціонал, який відображатиме правильне розпізнавання, а, значить і 









  (13) 
 
Для ілюстрації ефективності дії критерію якості вибраного ансамблю 
інформативних ознак, який відображатиме правильне розпізнавання, можна 
скористатися вхідними бінарними даними щодо фізико-хімічних та токсичних 
властивостей речовин (табл. 2). 
 
Таблиця 2 
Вхідні дані фізико-хімічних та токсичних властивостей речовин (бінаризовані) 
Фізико-хімічні властивості 
№ Ri 
ММ, Xf1 ТП, Xf2 РВ, Xf3 ЛТ, Xf4 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 
R1 
0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 
2 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 
3 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 
… … … 
49 
RV 
0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 
50 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 
Токсичні властивості 
№ Ri 
LD50, Xf5 КК, Xf6 
21 22 23 24 25 26 27 28 29 30 
1 
R1 
0 1 0 0 0 0 0 0 1 0 
2 0 0 0 1 0 1 0 0 0 0 
3 0 1 0 0 0 0 1 0 0 0 
… … … 
49 
RV 
0 0 0 1 0 0 0 0 1 0 
50 0 0 1 0 0 0 0 1 0 0 
 
Нехай вибраний ансамбль буде:  1 3, ; kX x x  (qmin=0). Тоді: 
 
   1 1 3 1 3 ,   D x x x x  
 
   2 1 3 1 3 .   D x x x x  (14) 
 







функції D1 і D2 містять не по три, а по дві кон’юнкції і 
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Таким чином, система правил (13) здатна розпізнати об’єкти, які належать 
різним класам, шляхом застосування уже сконструйованого ансамблю 
інформативних ознак  1 3, .x x  
 
5. 3. Експериментальне застосування алгоритму відбору ансамблів 
інформативних ознак 
Був розглянутий експеримент із визначення рівнів небезпеки деяких 
засобів захисту рослин на основі первинних даних вимірів досліджуваного 
середовища. Виміряні дані поступають зі спеціальних датчиків через канали 
зв’язку в комп’ютер для розпізнавання впливу тих чи інших характеристик 
(ознак xi∈X, i=1,2,...,n) на інтегральний «показник небезпеки» W, який може 
описуватися в просторі ознак {X}. Тут завдання не стоїть в розгляді суто 
технічної сторони експерименту, а саме в застосуванні описаного вище 
алгоритму для відбору інформативних чинників-ознак. Такі показники можуть 
бути отримані в рамках автоматизованої системи моніторингу навколишнього 
середовища для дослідження таких із них, які найбільш активно впливають на 
величину W. Цим підкреслюється, що описаний алгоритм може бути 
застосований не тільки в «технічній» сфері, але й інших напрямках досліджень, 
наприклад при вивченні навколишнього природного середовища або в медико-
санітарних дослідженнях із заданими вхідними даними. 
Вхідна апріорна інформація (виміряні попередньо значення чинників) є 
досить громіздкою, тому в табл. 2 подано лише її фрагмент із уже 
бінаризованими даними. У табл. 2 прийняті такі скорочення стосовно 
властивостей речовини: ММ – молекулярна маса, ТП – температура плавлення, 
РВ – розчинність у воді, ЛТ – летучість, LD50 – середньо смертельна доза для 
білих щурів, КК – коефіцієнт кумуляції. 
В табл. 2 цифри 1, 2,…,29, 30 означають номер градації кожної з шести 
властивостей по 5 рівнів для кожної. Наприклад, для показника РВ (розчинність 
у воді) число 11 (x11) відповідає діапазону (0,01–0,02) г/л, число 12 (x12) 
відповідає діапазону (0,03–0,04) г/л і т.д., число 15 (x15) відповідає діапазону 
(0,09–0,10) г/л. Таким же чином були отримані значення інших ознак, але для 
кожного показника із кожної властивості у своїх діапазонах і одиницях виміру.  
За результатами синтезу підсистеми ознак можна зробити певний висновок 
для еколого-технічного моніторингу навколишнього середовища з позицій 
мінімізації негативного впливу застосування певного препарату W (наприклад, 
у сільському господарстві, пестициду) (табл. 3).  
З табл. 3 видно, що для найбільш небезпечних речовин з класу R1 має місце 
висока токсичність (x25) і виражені кумулятивні властивості (x26). Для класу R1, 

















LD50, Xf5 КК, Xf6 
R1 x2 x7 x11 x16 x25 x26 
R2 x2 x6 x11 x20 x24 x26 
R3 x4 x8 x11 x16 x24 x27 
R4 x4 x7 x12 x16 x24 x28 
R5 x4 x7 x13 x16 x22 x28 
 
6. Обговорення результатів використання удосконаленого алгоритму 
відбору інформативних ознак з їх попарним врахуванням 
Описаний алгоритм має переваги перед відомими алгоритмами з 
послідовним перебором підпросторів ознак в задачах розпізнавання образів при 
великих розмінностях вхідних ознак, представлених бінарним кодом. Це можна 
показати на такому прикладі. 
Нехай для ілюстрації маємо задачу відносно невисокої розмірності, де 
кількість класів розпізнавання k=2, кількість ознак n=16, кількість об’єктів 
(зображень) l=16 і під однією обчислювальною процедурою будемо розуміти 
обчислення одного елемента матриці (3). 













Q c C  операцій. (16) 
 
















Q c c c c i  операцій. (17) 
 
При застосуванні удосконаленого багаторядного алгоритму з попарним 
урахуванням ознак: 
 
      2 2 2 2 53 ... 10      n F FQ c n C k C k C k  операцій, 
 
1,2,..., ;k K   2log 1 . K n
 
. (18) 
Аналіз виписаних порівнянь удосконаленого алгоритму відбору 







націлених на вирішення тієї ж проблеми, показує наступне. При повному 
комбінаторному переборі усіх варіантів структур підмножин ознак за заданими 
значеннями вхідних параметрів k, n і l необхідно перебрати число комбінацій, 
представлене виразом (16), і становить 17·108 операцій. При цьому 
застосування алгоритму з багаторядним послідовним урахуванням ознак за тих 
же умов і при досягненні аналогічного результату дозволяє виконати це 
завдання за 6·105 операцій. Тобто значно швидше, і при цьому виграш 
становитиме :S 1 2/  S Q Q разів.  
Застосування удосконаленого багаторядного алгоритму з попарним 
урахуванням ознак для знаходження шуканого результату згідно виразу (18) 
оцінюється приблизно в 1,2·105 операцій. Це дає виграш в об’ємі обчислень в 
1 3/ S Q Q  разів. 
Такі результати пов’язані із застосуванням, по-перше, попарного урахування 
ознак і, по-друге, завдяки принципу багаторядної селекції ансамблів, притаманній 
індуктивному підходу до комп’ютерного моделювання складних систем.  
Варто також зазначити, що вказані оцінки для другого й третього способів 
відбору результуючої підмножини ознак показують верхні границі кількості 
операцій. Насправді ці значення можуть бути навіть суттєво нижчими. Це 
пояснюється тим, що оцінювання якості ансамблів ознак відбувається на 
кожному ряді відбору. Досягнення необхідного набору інформативних ознак 
може відбутися і раніше, ніж це потрібно би було при повному комбінаторному 
переборі усіх варіантів і їх оцінювання за цими ж критеріями (6)–(8).  
Хоча в тестових експериментах і не було виявлено ефекту втрати деяких 
ознак із первинного інформаційного базису в процесі багаторядної 




1. Запропонований один із підходів до вирішення загальної проблеми 
конструювання підпросторів інформативних ознак, поданих бінарним кодом в 
задачах розпізнавання станів складних систем. В алгоритмі застосовано 
процедуру попарного урахування ознак, що, вказує на його працездатність та 
ефективність і дає можливість суттєво скоротити об’єм обчислень.  
2. Сформульовані критерії якості розпізнавання класів min maxq  і 
 min min,N q  які дають в системі   min minmax min  q N q  
можливість оцінювати також і якість сконструйованого ансамблю 
інформативних ознак. На модельному прикладі показано дію такого критерію 
для розпізнавання двох класів при застосуванні вибраного ансамблю ознак. 
3. Подано приклад застосування запропонованого алгоритму, на якому 
показано його застосування до вирішення конкретної практичної задачі вибору 
ансамблю інформативних ознак з оцінкою ефективності такого ансамблю на 
екзаменаційній вибірці. З практичної точки зору описаний алгоритм має 
переваги перед відомими алгоритмами з послідовним перебором підпросторів 






(кількість класів розпізнавання k=2, кількість ознак n=16, кількість об’єктів 
(зображень) l=16) задачі. В цьому напрямку можна зробити висновок, що 
ефективність роботи такого алгоритму буде зростати при збільшенні 
розмірності простору ознак.  
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