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ABSTRACT 
FACULTY OF NATURAL AND ENVIRONMENTAL SCIENCES 
SCHOOL OF OCEAN AND EARTH SCIENCES 
Doctor of Philosophy 
QUANTIFYING THE ROLE OF MESOSCALE‐DRIVEN PROCESSES OF NITRATE 
SUPPLY WITHIN AN ICELAND BASIN EDDY DIPOLE 
By Rosalind Elena Morgan Pidcock 
This study quantitatively assesses the mesoscale spatial variability in local nitrate 
transport and the net nitrate flux associated with an open ocean eddy dipole, 
using novel data from the SUV‐6 ultra‐violet (UV) nitrate sensor integrated with 
SeaSoar.  The  innovative,  combined  system  provides  high‐resolution  (2‐3  km 
horizontal, ~ 1 m vertical) nitrate data with 0.2 µM accuracy concomitantly with 
temperature,  salinity  and  dissolved  oxygen.  This  is  the  first  time  coincident 
physical data and measurements of nitrate concentration have been collected at 
this resolution in a three‐dimensional volume encompassing a mesoscale feature, 
in  order  to  infer  the  net  nitrate  flux  at  specific  depth  levels.  This  approach 
represents a powerful new tool for quantifying the mesoscale, and potentially 
submesoscale, contribution to vertical nutrient flux to the euphotic layer.  
  Data were collected during a multi‐disciplinary research cruise aboard the NERC 
research  ship  RRS  Discovery  to  the  Iceland  Basin  in  July/August  2007.  Three 
quasi‐synoptic  spatial  surveys  show  a  southeastward  flowing  jet  with         
counter‐rotating eddies on either side. The anti‐cyclonic component is a mode 
water eddy, characterised by a homogenous core (~ 35.5 psu and 12 °C) centred 
at ~ 600 m. The cyclonic eddy is characterised by a surface (10 m) temperature 
and salinity signature of ~ 13.5 °C and 35.21 psu, respectively, and maximum 
observed vertical displacement of isopycnals of over 200 m. The strong vertical 
velocities in the region are concentrated primarily in the central jet between the 
eddies, as fast flowing water is forced up over raised isopycnals associated with 
the  large  potential  vorticity  anomaly  of  the  mode  water  eddy.  Additionally, 
upward (downward) vertical velocity is diagnosed ahead of the cyclonic (mode 
water) eddy in the direction of propagation. 
  Maximum local vertical advection of nitrate at the base of the euphotic zone due 
to the mesoscale is indicated to be 1.15 mol N m‐2 yr‐1. This value is an order of 
magnitude higher than local rates of nitrate supply due to turbulent mixing and 
exceeds  maximum  local  nitrate  uptake  rates.  However,  findings  indicate  that 
estimating the net mesoscale nitrate flux into the euphotic zone associated with 
the eddy dipole is considerably more complex. The results obtained are heavily 
biased by the existence of a non‐zero mean vertical velocity for the region, arising 
from incomplete and/or misrepresentative sampling. The implications of this for 
the  interpretation  of  the  current  data  set,  and  future  similar  data  sets,  are 
assessed  in  full.  A  comprehensive  quantitative  assessment  of  other  potential 
sources of error associated with the analysis is also presented.   
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1. Introduction 
1.1.  Mesoscale Eddies and New Production 
One incentive for quantifying the vertical circulation in the ocean is the potential 
impact it has on the transport of nitrate from deeper layers of the ocean into the 
biologically active surface layer. Nutrient concentrations typically become low in 
the  sun‐lit  upper  layer  of  the  ocean,  known  as  the  euphotic  zone,  after  being 
consumed by rapid phytoplankton growth in spring. Further biological activity is 
then  limited  by  the  transport  of  nitrate‐rich  deep  water  from  below  the 
thermocline, where photosynthesis is limited by light availability. Additionally, as 
phytoplankton die and sink to the bottom, they remineralise, releasing inorganic 
nitrate back into the water column. Hence oceanic nitrate concentration increases 
significantly with depth just below the thermocline. Quantifying mechanisms of 
vertical  velocity  that  can  effect  an  exchange  of  nitrate  between  the  deep  and 
surface ocean is therefore crucial to further developing our understanding of ocean 
biogeochemical dynamics and interactions.  
The fraction of total primary production fuelled by newly available nitrogen in the 
euphotic zone is known as New Production (NP), (Dugdale and Goering, 1967). 
Assuming steady state on annual timescales, NP is directly balanced by Export 
Production  (EP)  in  a  process  referred  to  as  the  ‘biological  pump’,  (Eppley  and 
Peterson, 1979; Volk and Hoffert, 1985). EP is a measure of the total amount of 
particulate  carbon  sequestered  into  the  deep  sea,  below  the  maximum  winter 
mixed layer depth. A second motivation for studying vertical transport of nitrate is 
therefore  that  an  understanding  of  the  controls  on  primary  production  in  the 
upper  ocean  is  integral  for  monitoring  and  predicting  elements  of  the  oceanic 
biogeochemical system on climatic timescales.  
Biological  primary  production  is  characterised  by  considerable  spatial 
heterogeneity at scales ranging from a few metres to hundreds of kilometres. For 
several  decades,  since  the  earliest  observations  of  biological  “patchiness”  were 
noted (Bainbridge, 1957), spatial heterogeneity at scales of less than 100 km has 
been linked to physical oceanic features known as fronts and eddies, characterised  
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by a length scale of 1 – 100 km, termed the mesoscale.  Mesoscale eddies are 
ubiquitous  features  of  physical  circulations  in  all  the  world  oceans.  Mesoscale 
eddies  often  involve  significant  thermohaline,  density  and  sea  surface  height 
anomalies (Lapeyre and Klein, 2006) and hence, are readily detectable in satellite 
altimetry  and  sea  surface  colour  images.  At  least  three  types  of  mid‐ocean 
mesoscale eddies have been identified in the North Atlantic (McGillicuddy et al., 
1999);  surface  cyclonic,  surface  anti‐cyclonic  and  mode  water  eddies.  In  the 
northern  hemisphere,  the  former  type  of  eddy  rotate  anti‐clockwise  and  are 
characterised by upward doming isopycnals within their core, often penetrating 
hundreds of metres down into the water column. Conversely, anti‐cyclonic eddies 
are  characterised  by  downward  dipping  isopycnals  in  the  core  and  rotate 
clockwise  in  the  northern  hemisphere.  In  the  third  type  of  eddy,  mode  water 
eddies,  isopycnals  both  dome  upwards  towards  the  seasonal  thermocline  and 
downwards  towards  the  main  thermocline,  resulting  in  a  characteristic  weakly 
stratified  lens‐shaped  water  mass  in  the  core,  itself  a  product  of  deep  winter 
mixing from the previous year. Geostrophic circulation in mode water eddies is 
dominated  by  the  greater  density  gradient  associated  with  the  dipping  of 
isopycnals towards the main thermocline and hence rotate anti‐cyclonically.  
Early biogeochemical studies in the Sargasso Sea indicated that the rate of new 
production  that  could  be  estimated  from  independent  geochemical  techniques     
(~ 0.5 mol N m‐2 yr‐1) (Jenkins, 1988; Jenkins and Goldman, 1985; Jenkins and 
Wallace, 1992; Sarmiento et al., 1990; Spitzer and Jenkins, 1989) far outweighed 
the flux of nitrate to the euphotic zone that could be attributed to known sources. 
Of the estimated nitrate requirement in the Sargasso Sea, just 25 – 30 % could be 
attributed  to  winter  convective  overturning  (Michaels  et  al.,  1994)  and  the 
estimated contribution from turbulent mixing at the base of the euphotic zone was 
also small, at approximately 0.05 mol N m‐2 yr‐1 (Ledwell et al., 1993, 1998; Lewis 
et al., 1986). So the question existed for some years as to what kind of processes 
could be supplying the remaining source of nitrate to the euphotic zone in the 
Sargasso Sea? Since these early findings more than two decades ago, a substantial 
number  of  numerical  modelling  and  observational  studies  have  indicated  that 
episodic  upwelling  associated  with  mesoscale  eddies and  fronts may  provide  a  
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significant  contribution  to  global  annual  nutrient  supply  (Allen  et  al.,  2005; 
Falkowski et al., 1991; Jenkins, 1988; Klein and Lapeyre, 2009; Lapeyre and Klein, 
2006;  Legal  et  al.,  2007;  Levy,  2008;  Levy  et  al.,  2001;  Mahadevan,  2006; 
Mahadevan and Archer, 2000; Martin and Pondaven, 2003; Martin and Richards, 
2001; McGillicuddy et al., 2007; McGillicuddy et al., 2003; McGillicuddy et al., 1999; 
McGillicuddy  and  Robinson,  1997;  Oschlies,  2002;  Oschlies  and  Garcon,  1998; 
Siegel et al., 1999; Woods, 1988). However, whilst the potential contribution of 
mesoscale  processes  may  be  well  established,  quantitative  estimates  of  the 
regional contribution of these processes to new production currently vary by an 
order of magnitude (Falkowski et al., 1991; Lapeyre and Klein, 2006; Levy et al., 
2001; Mahadevan and Archer, 2000; McGillicuddy et al., 2003; McGillicuddy and 
Robinson,  1997;  Oschlies,  2002;  Siegel  et  al.,  1999).  The  reasons  for  such  a 
discrepancy  are  complex.  Perhaps  the  most  critical,  however,  is  a  scarcity  of      
high‐resolution coincident in‐situ nitrate and physical data over a representatively 
large area. This is the primary issue that this study aims to address. First, let us 
first review a brief history of past estimates of mesoscale‐driven nitrate supply. 
1.1.1. Quantifying Mechanisms of Mesoscale Nitrate Supply 
Observations  of  the  temporal  variability  of  physical  properties  (temperature, 
salinity,  density)  and  nitrate  concentration  at  time‐series  sites  have  been 
instrumental  in  establishing  hypotheses  of  the  association  between  episodic 
mesoscale eddy events and the potential for enhanced biological activity (Doney et 
al.,  1996;  Jenkins,  1988b).  An  early  hypothesis,  termed  ‘eddy  pumping’,  linked 
apparently enhanced productivity associated with cyclonic eddies to the elevation 
of  isopycnals  within  the  cyclonic  eddy  core.  It  was  proposed  that  a  biological 
response is initiated as nitrate‐rich isopycnals are lifted vertically into the euphotic 
zone, where nitrate can be rapidly utilised by biota. Conversely, according to the 
eddy  pumping  theory,  depressed  isopycnals  within  anti‐cyclonic  eddies  push 
nitrate rich water out of the euphotic zone. This downward movement of nutrients, 
in theory, initiates no biological response and to first‐order anti‐cyclonic eddies 
have  in  the  past  been  thought  to  contribute  little  to  regional  nitrate  budgets 
(McGillicuddy  et  al.,  1999;  McGillicuddy  and  Robinson,  1997).  However,  recent 
observations  indicate  that  although  dominated  by  anti‐cyclonic  rotation,  mode  
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water eddies may be associated with enhanced biological signatures (Ledwell et 
al., 2008; Martin and Richards, 2001; McGillicuddy et al., 2007). Observations at 
the  Bermuda  Atlantic  Time  Series  (BATS)  site  indicate  that  2  of  the  3  highest 
chlorophyll‐a values in the existing time series data (1988 to 2003) are associated 
with  diatom‐dominated  phytoplankton  communities  in  mode  water  eddies  as 
opposed  to  any  other  type  of  eddy  (McGillicuddy  et  al.,  2007).  Although  mode 
water  eddies  are  characterised  by  a  similar  displacement  of  the  seasonal 
thermocline  to  that  found  within  cyclones,  it  has  been  proposed  that  elevated 
levels of biological activity in the former may be due to eddy‐wind interactions 
(Ledwell et al., 2008; Martin and Richards, 2001; McGillicuddy et al., 2007). An 
interaction of this kind can lead to an enhancement of vertical transport within 
anti‐cyclonic and mode water eddies but a dampening within cyclonic eddies. 
Returning to the eddy‐pumping premise, when an isopycnal surface is deflected 
upwards by, or within, a mesoscale eddy, it was propsed that the displaced nitrate 
that  enters  the  euphotic  zone  can  be  estimated  directly  from  the  vertical 
displacement  of  the  density  surface  from  its  mean  position  outside  the  eddy 
(McGillicuddy and Robinson, 1997; Siegel et al., 1999). Hence, regional estimates of 
eddy‐driven  nitrate  flux  have  been  estimated  from  satellite  altimetry  and  a 
statistical model that estimates maximum isopycnal displacement from sea level 
anomaly (SLA) (Siegel et al., 1999). Such estimates resulted in regional estimates 
of nitrate supply by mesoscale eddies of 0.24 ± 0.1 mol N m‐2 yr‐1, large enough to 
effectively balance the nitrate budget in the Sargasso Sea. Such observations have 
been corroborated with high resolution numerical modeling studies of the area, 
producing  estimates  of  regional  eddy‐driven  nitrate  supply  of  a  similar  order 
(McGillicuddy et al., 2003; McGillicuddy and Robinson, 1997).  
Subsequent studies have showed that regional estimates of nitrate supply based on 
altimetry may in fact considerably overestimate the flux due to uplifted isopycnals 
by or within mesoscale eddies (Martin and Pondaven, 2003). This is due to the fact 
that in the eddy‐pumping hypothesis, a single eddy event is assumed to be 100 % 
efficient  and  to  contribute  to  the  local  nitrate  supply  at  every  location.  The 
contribution  to  the  local  nitrate  flux  of  a  single  eddy  event  at  a  given  point  is 
closely associated with its mode of propagation; specifically, the extent to which  
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lateral  transfer  of  water  across  the  eddy  boundary  is  able  to  take  place              
(Allen and Smeed, 1996; Martin and Pondaven, 2003; Nencioli et al., 2008). The 
inhibitive effect of a large potential vorticity gradient, acting as a barrier to mixing, 
has been cited as a potential reason for the lack of lateral exchange in eddies that 
propagate as closed features (Allen and Smeed, 1996; Nencioli et al., 2008). The 
implication of such findings is that the extent to which any given eddy feature 
contributes to the local nitrate flux at a given point is largely dependent on its 
interior physical structure, which requires detailed spatial information.  
The requirement for spatial information on mesoscale eddy structures has lead to 
the development of ship‐based mesoscale biogeochemical surveying techniques. 
The advent of towed CTD vehicles such as SeaSoar (Allen et al., 2002) have enabled 
mesoscale  in‐situ  surveys  that  are  both  high  spatial  resolution  (3  ‐  4  km            
along‐track) and near synoptic, i.e. completed in a shorter time scale than that 
taken  for  the  given  feature  to  propagate  past  a  point  on  its  trajectory  or  to 
significantly  alter  its  own  properties.  Several  high‐resolution  surveys  of  the     
three‐dimensional physical properties of mesoscale eddies and fronts have been 
carried out to date (Allen et al., 2005; Allen and Smeed, 1996; Legal et al., 2007; 
Pollard  and  Regier,  1992;  Rudnick,  1996).  From  several  such  high‐resolution 
physical surveys, vertical velocities have been successfully inferred using various 
versions of the quasi‐geostrophic Omega Equation (Hoskins et al., 1978). Recent 
observational studies have used high‐resolution Acoustic Doppler Current Profiler 
(ADCP) velocity and SeaSoar‐derived density data to force the full Omega Equation 
in  three  dimensions  (Allen  and  Smeed,  1996;  Naveira‐Garabato  et  al.,  2001; 
Naveira‐Garabato  et  al.,  2002;  Rudnick,  1996).  Prior  to  this,  Pollard  &  Regier 
(1992) pioneered the use of high‐resolution velocity and density data to calculate 
absolute geostrophic velocity but inferred vertical velocity from a 2‐D version of 
the Omega Equation along selected survey lines perpendicular to a strong front. 
Similarly, Legal et al., (2007) applied a similar 2‐D approximation to the Omega 
Equation to several survey lines crossing the strain region between two counter‐
rotating eddies, propagating as a dipole. Such studies have indicated that strong 
vertical  circulation  can  be  associated  with  mesoscale  fronts  and  eddies,  with 
diagnosed vertical velocities of up to 10 – 60 m day‐1 (Allen and Smeed, 1996;  
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Legal et al., 2007; Naveira‐Garabato et al., 2002; Pollard and Regier, 1992; Rudnick, 
1996). 
Adaptive  sampling  approaches  made  available  via  real‐time  satellite  altimetry 
have made it possible for biogeochemical surveys to actively target and investigate 
different types of eddies; their circulation characteristics and associated biological 
responses (McGillicuddy et al., 1999). Such surveys have served to confirm the 
spatial  correlation  between  upwardly  displaced  isopycnals,  enhanced  nitrate 
supply and an elevated biological response (McGillicuddy et al., 1999) but have 
typically  involved  relatively  low  spatial  resolution  (~  20  km  horizontal  CTD 
separation) in‐situ nitrate data. To date only one observational study has been 
carried out which quantifies the net vertical flux of nitrate in a mesoscale feature 
implied by the local circulation diagnosed at each point in a 3‐dimensional grid 
using high resolution SeaSoar data (Naveira‐Garabato et al., 2002). The authors 
estimated the vertical advection of nitrate from a high‐resolution, SeaSoar survey 
of  the  Antarctic  Polar  Front  (APF)  and  an  associated  cyclonic  eddy.  Vertical 
velocities were computed from the Omega Equation and combined with indirect 
estimates of nitrate concentration to calculate local nitrate transport at each point 
in a 3‐D grid. Whilst this represents a significant step forward in observing upper 
ocean biogeochemical interactions at the mesoscale, in‐situ nitrate concentrations 
were measured in just 2 of a total 11 survey legs and inferred elsewhere by proxy 
measurements  of  salinity,  not  measured  explicitly.  Hence,  important  questions 
about the physical mechanisms that lead to enhanced nitrate supply associated 
with mesoscale eddies still remain relatively unanswered. Clearly, a sizeable void 
still  exists  in  the  field  of  observational  oceanography  to  reliably  estimate  the 
regional  nitrate  supply  associated  with  mesoscale  dynamics  by  combining  a      
high‐resolution  physical  survey  of  a  mesoscale  feature  with  coincident,               
high‐resolution nitrate data.  
The  current  study  presents  a  powerful  new  tool  for  quantifying  the  role  of 
mesoscale (and submesoscale) vertical nutrient fluxes to the euphotic zone, using 
measurements from a high‐resolution survey of an eddy dipole in the Iceland Basin 
during the summer of 2007. This is achieved via a novel, integrated deployment of 
a new instrument, the SUV‐6, with a SeaSoar vehicle. The capabilities of the SUV‐6  
7 
in the context of previous techniques of in‐situ nitrate measurement are provided 
in the following section.  
1.1.2. Ultra‐Violet  Spectroscopy  for  the  Measurement  of  In‐Situ 
Nitrate 
The conventional method for in‐situ measurement of vertical profiles of nitrate 
concentration  has  been  by  colorimetric  analysis  (Mee,  1986)  of  discrete  bottle 
samples.  A  major  limitation  of  this  method  is  the  sampling  time,  making  it 
impractical for the high frequency sampling required at the mesoscale (much less 
at  the  submesoscale).  This  has  prompted  the  development  of  alternative 
approaches.  For  example,  the  Lamont  Pumping  SeaSoar  (LPS)  (Hales  and 
Takahashi,  2002)  combined  a  SeaSoar  instrument  with  a  pumping  system 
designed to continuously deliver seawater to a shipboard laboratory for analysis 
whilst underway, thus increasing sampling resolution considerably. The technique, 
however, incurred a time lag associated with the passage of water through the 
pumping apparatus that could not be corrected to less than a few seconds, thus 
introducing a positional inaccuracy into the results, which, at a typical SeaSoar 
drop rate of 60 m min‐1, corresponded to several metres. The system was also 
limited  to  an  operational  maximum  depth  of  200m,  due  to  restrictions  on  the 
pumping apparatus.  
As  an  alternative,  the  potential  for  ultra  violet  spectroscopy  to  provide  high 
frequency  (1  Hz)  nitrate  concentration  measurements  has  been  recognised  for 
over 40 years (Armstrong and Boalch, 1961; Ogura and Hanya, 1966, 1967). The 
development  of  optical  nitrate  sensors  has  enabled  continuous  measurement 
without  the  need  for  chemical  reagents,  allowing  the  characterisation  of            
high‐frequency signals often under‐sampled by traditional wet chemical methods.  
UV sensors, such as the In‐Situ Ultraviolet Spectrophotometer (ISUS) (Johnson and 
Coletti,  2002),  can  achieve  the  sampling  frequency  required  to  characterise 
submesoscale  biophysical  phenomena.  In  practise  the  instrumental  accuracy  of 
ISUS (± 1.8 µM for a single measurement) restricts its utility to coastal applications 
where nitrate concentrations are high (up to 30 µM) and gradients are strong. A 
twofold  improvement  in  the  accuracy  of  ISUS  for  a  single  measurement                    
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(to ± 0.65 µM) compared to discrete samples has been achieved with improved 
data processing (Sakamoto et al., 2009), with an operational response time of 1.7 s.  
Developed  at  the  National  Oceanography  Centre,  Southampton  (NOCS)  in 
association with Valeport Ltd., Totnes, (UK), the SUV‐6 achieves an accuracy of       
± 0.2 µM for a single measurement, with a response time of 1 s (Finch et al., 1998). 
The integrated deployment of the SUV‐6 with a SeaSoar vehicle during a survey of 
an  eddy  dipole  in  the  current  work  represents  the  first  observational  study  to 
adequately  resolve  filamentary  scale  nitrate  variability  within  an  open  ocean 
mesoscale feature, simultaneously with high‐resolution (3 – 4 km) hydrographic 
(and oxygen) measurements.  
1.2.  D321 Survey to the Iceland Basin 
Data were collected as part of a research cruise carried out between 24 July and   
23  August  2007,  by  the  National  Oceanography  Centre,  Southampton  (NOCS) 
(Allen, 2008). Three spatial surveys were carried out as part of the D321 research 
cruise, within a ~ 130 km x ~ 130 km box centred near the JGOFS Ocean Weather 
Station  India  (OWSI)  site,  (60°N,  ‐  20°E).  The  Iceland  Basin  is  a  region  of  the 
Northeast  Atlantic,  bordered  by  the  Reykjanes  Ridge  to  the  west,  the              
Rockall‐Hatton Plateau to the east and the shallow Iceland‐Faroes Ridge to the 
north (Read and Pollard, 2001). The location of the Iceland Basin and the D321 
survey site is highlighted in Figure 1‐1. The North Atlantic current (NAC) brings 
warm,  saline  water  northward  into  the  Iceland  Basin,  which  then  circulates 
cyclonically  following  the  topography  (Pollard  et  al.,  1999;  Read  and  Pollard, 
2001). 
The three surveys carried out as part of D321 alternated between the use of a 
SeaSoar towed vehicle and a traditional lowered CTD as a platform for in‐situ data 
collection.  Whilst  the  CTD  survey  is  used  alongside  the  SeaSoar  surveys  in  the 
analysis of nitrate transport in the course of this study, it serves primarily as a tool 
for assessing the advantages of the SeaSoar approach in collecting in‐situ nitrate 
data over conventional CTD surveys. The collection of in‐situ nitrate data with the 
SUV‐6 integrated into SeaSoar is a novel aspect of this work.   
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One purpose of the D321 cruise was to observe and quantitatively assess open 
ocean biophysical interactions in the subpolar Iceland Basin. The intention was to 
assess  the  physical  dynamics  of  mesoscale  eddy  features  and  their  impact  on 
upper ocean biogeochemistry. The emphasis for the study location was on ‘open 
ocean’, i.e. away from any known strong frontal systems in the region (such as the 
Iceland‐Faroes Front to the northeast, on which the study by Allen & Smeed (1996) 
is focused). To fulfil this aim, daily near real‐time satellite images for the northeast 
North Atlantic were used early in the cruise period, alongside current vector data 
from  the  vessel  mounted  Acoustic  Doppler  Current  Profilers  (VM‐ADCPs)  (see 
Chapter 2 Instrumentation and Data Processing), to identify an eddy dipole within 
the survey area. The dipole comprised a southeastward flowing jet with counter‐
rotating  eddies  on  either  side.  Figure  1‐2  shows  a  satellite  image  of  sea  level 
anomaly for a large area of the North Atlantic, with the D321 survey area clearly 
marked. The northeastern component of the dipole is characterised by a negative 
sea  level  anomaly  (SLA),  thus  revealing  it  as  a  low‐pressure  cyclonic  eddy. 
Conversely, the southwestern eddy is characterised by a positive SLA, indicating it 
to be a high‐pressure anti‐cyclonic eddy. In fact, early analysis of deep CTD casts 
within the vicinity of the anti‐cyclonic eddy reveal this component of the dipole to 
be a mode water eddy, with a deep homogenous core extending down to over     
800 m. The physical and biogeochemical characteristics of both eddies are fully 
presented and discussed in the course of this thesis.  
It can also be seen from Figure 1‐2 that the D321 dipole is situated in a highly 
dynamic  region,  well  populated  with  both  cyclonic  and  anti‐cyclonic  mesoscale 
eddies. The reason for the orientation of several eddies of opposing direction along 
an axis between ~ 56 °N, ‐ 25 °E and 60 °N, ‐ 15 °E, of which the D321 dipole forms 
a pair, may be related to the local bathymetry and is discussed in a later section. 
Using images of satellite altimetry and near real‐time velocity information from 
the ADCP, the movement of the dipole could be tracked during the survey period 
and our sampling area was adapted accordingly to sample the dipole as fully and 
as synoptically as possible. The organisation of the three surveys, the instruments 
used and the locations of in‐situ physical and nitrate data collection are detailed in 
the following Chapter (Instrumentation and Data Processing).    
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1.3.  Primary Aims of the Study  
This thesis aims to quantify nitrate supply to the euphotic zone associated with a 
mesoscale eddy dipole in the Iceland Basin. To do this, three main objectives are 
set out as below: 
Objective: 
1.  To  diagnose  the  3‐D  circulation  and  nitrate  field  associated  with  a 
mesoscale eddy dipole from high‐resolution, in‐situ data.  
2.  To assess the mesoscale variability in local nitrate transport implied by the 
local circulation.  
3.  To determine the significance of net nitrate flux at key depths in terms of 
the relative contribution to supporting the observed biological activity. 
The first aim will involve using the full 3‐D version of the quasi‐geostrophic Omega 
Equation (Hoskins et al., 1978). As indicated previously, the Omega Equation has 
been used successfully several times to estimate vertical velocities at mesoscales 
(and  smaller)  in  the  ocean  (Allen  and  Smeed,  1996;  Pollard  and  Regier,  1992; 
Rudnick,  1996;  Strass,  1994;  Tintore  et  al.,  1991;  Viudez  et  al.,  1996a).  The 
following Chapter (Instrumentation and Data Processing) describes the collection 
and calibration of the physical (temperature and salinity) and nitrate data sets 
relevant to this study using both the CTD and SeaSoar/SUV‐6 apparatus. The use of 
the  Omega  Equation  is  described  in  full  in  Chapter  3  (Methods).  Following  an 
analysis of the physical and biogeochemical characteristics of the eddy dipole in 
Chapter 4, the diagnosis and interpretation of the vertical velocity field will take 
place  in  Chapter  5  (Potential  Vorticity  and  Vertical  Velocity).  The  local  nitrate 
transport  at  each  point  in  a  3‐D  grid  encompassing  the  eddy  dipole  will  be 
calculated from the diagnosed vertical velocity at that point and the in‐situ nitrate 
concentration, as measured by the SUV‐6 instrument. This represents the first time 
that local nitrate transport has been measured explicitly at each available point in 
a 3‐D grid and in that sense, is an experimental first. The net flux at specific depth 
levels  will  then  be  calculated  from  the  areal  mean  of  the  local  transport 
measurements  at  that  depth.  The  results  and  interpretation  of  both  the  local 
transport and net flux calculations are presented and discussed in Chapter 6.  
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The final aim of this study is to assess the importance of the diagnosed nitrate flux 
for the dipole in the biogeochemical context in which it was observed. The analysis 
therefore focuses on the nitrate flux at the base of the euphotic zone, as it is a 
direct measure of the amount of nitrate entering the biologically active region of 
the upper ocean. In order to assess the importance of the mesoscale diagnosed 
nitrate  flux  to  the  euphotic  zone  in  the  present  study,  the  magnitude  of  the 
diagnosed flux will be compared directly with the rate of nitrate supply due to 
turbulent mixing (Forryan, 2010). Both source fluxes of nitrate to the euphotic 
zone will then be put into context through a quantitative comparison with the rate 
at which nitrate is consumed by the resident phytoplankton community, in‐situ 
measurements of which were carried out at several stations during D321, and the 
rate at which nitrate is supplied to the region by winter convection. This allows an 
estimate of the contribution of mesoscale nitrate flux to sustaining the biological 
activity in the region, relative to another known source of nitrate. This comparison 
and the implications for studies of biogeochemical cycling in the upper ocean are 
fully  discussed  in  Chapter  7,  once  the  main  findings  of  the  study  have  been 
presented in full in the course of the following chapters.   
Few high‐resolution, multi‐disciplinary data sets of this kind exist and hence, this 
study  is  valuable  for  both  developing  our  knowledge  of  mesoscale  nutrient 
dynamics and testing the tools we use to examine them. Specifically, the fine‐scale 
resolution  of  in‐situ  nitrate  data  from  the  SUV‐6  instrument  allows  a  precise 
calculation of local nitrate transport at every point where it is possible to collect 
physical data (i.e. once per second). In this sense, the accuracy and spatial coverage 
of local and net nitrate transports possible with the coincident high‐resolution and 
nitrate datasets in the current study is unprecedented.  
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Figure 1­1 Map of North Atlantic Ocean and Iceland Basin, showing location of D321 survey area 
(centred on 60 °N, ­ 20 °E) 
 
Figure 1­2 Satellite image of sea level anomaly (SLA) for a large area of the North Atlantic. Note 
arbitrary  scale.  D321  survey  area  is  marked  by  the  black  box.  Image  courtesy  of  NERC  Earth 
Observation Data Acquisition and Analysis Service (NEODAAS) and PML Remote Sensing Group.  
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2.  Data Collection, Processing and Calibration 
As discussed in Chapter 1 (Introduction), three spatial surveys were carried out as 
part of the D321 research cruise, within a ~ 130 km x ~ 130 km box centred near 
the JGOFS Ocean Weather Station India (OWSI) site, (60°N, ‐ 20°E). The surveys 
alternated between the use of a SeaSoar towed vehicle and a traditional lowered 
CTD as platforms for in‐situ data collection. This Chapter describes the collection 
and calibration of the data sets relevant to this study.  
Section 2.1 of this chapter is sub‐divided into three parts; the first introduces the 
three  separate  surveys  and  describes  the  survey  strategy  employed  in  each 
(Section 2.1.1.). The second subsection describes the instrumentation and practical 
procedure  used  to  collect  in‐situ  hydrographic  (temperature  and  salinity)  and 
water  velocity  data  during  the  D321  cruise  (Section  2.1.2).  Thirdly,  this  study 
represents  the  inaugural  use  of  a  new  in–situ  ultra‐violet  (UV)  nitrate  sensor. 
Hence, a full description of the SUV‐6 instrument and its capabilities is provided in 
Section 2.1.3.  
It is important that considerable care is taken to obtain a reliable basic density 
field from in‐situ measurements, in light of the complex calculations to derive the 
vertical velocity field from small‐scale (< 5 km) horizontal density gradients that 
constitute a major part of this study. Calibration of the in‐situ temperature and 
salinity data obtained from SeaSoar and the lowered CTD are described in full in 
Section 2.2. The calibration of nitrate data from the SUV‐6 instrument is described 
in Section 2.3.  Again, since no such analysis of the data from the SUV‐6 instrument 
has been carried out before now, the calibration process is entirely unique to this 
study and is therefore, also described in full. The details of the calibration and 
some initial findings from the SUV‐6 are the subject of a recent peer‐reviewed 
publication in the Journal of Atmospheric and Oceanic Technology (Pidcock et al., 
2010) (see Appendix 1).   
16 
2.1.  Instrumentation and Data Collection 
2.1.1. Summary of Surveys (S1, C2 and S2) 
The initial design of the D321 research cruise was such that in the first and third 
surveys, in‐situ data would be collected by the SeaSoar vehicle, towed behind the 
ship on a pre‐defined course. These two surveys are hereafter referred to as S1 
and S2, respectively. By contrast, in the second survey, lowered CTD casts would 
collect in‐situ data over a closely spaced grid of stations covering the survey region 
(hereafter referred to as C2). With respect to S1, the pre‐defined survey course 
consisted  of  9  closely  spaced  parallel  tracks,  approximately  14  km  apart, 
orientated in an east‐west direction. The collection of in‐situ data began in the 
southeastern corner of the survey area (at approximately 60 °N,  ‐ 18.75 °E) and 
followed  a  “radiator”  style  pattern,  finishing  in  the  northeastern  corner                   
(at approximately 58.8 °N, ‐ 18.75 °E).  SeaSoar was successfully towed along 4.5 of 
the survey lines, but had to be suspended on the remaining survey lines due to 
adverse weather and/or mechanical issues; see D321 Cruise report (Allen, 2008). 
During the suspension of SeaSoar activity, lowered CTD casts were carried out 
along the survey lines with ~ 25 km along‐track spacing. The pre‐defined survey 
tracks, the direction of travel and the location of SeaSoar and CTD in‐situ data are 
shown in Figure 2‐1(a). East‐west legs are denoted by letters A – I, starting with 
the northern‐most leg at 60 °N.  
With  respect  to  C2,  a  radiator  style  survey  track  was  also  employed  but  with            
7  survey  lines  orientated  in  a  north‐south  direction.  In  this  survey,  data  were 
collected  at  discrete  CTD  stations  beginning  in  the  northeastern  corner  of  the 
survey area (at approximately 60 °N, ‐ 18.7 °E). The survey track and the locations 
of  CTD  casts  are  indicated  in  Figure  2‐1(b).  North‐south  legs  are  denoted  by 
numbers 1 to 7, with 1 representing the western‐most leg (missing due to adverse 
weather) at ‐ 21 °E. Full survey lines consisting of 7 CTD stations were carried out 
successfully for the first 3 pre‐defined legs (legs 7, 6 and 5). The fourth leg (leg 4) 
is missing the final CTD at 60 °N, where sampling had to be suspended due to bad 
weather.  After  worsening  conditions  prevented  survey  leg  3  being  carried  out  
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altogether at ‐ 20.2 °E, leg 2 was partially completed at  – 20.6 °E.  Horizontal 
along‐track resolution in C2 is ~ 18 km between CTDs (north‐south direction) and 
~ 20 km cross‐track between survey lines (east‐west direction). 
The third survey (S2) differed from S1 and S2 in the sampling approach adopted. 
Instead of a traditional radiator‐style cruise track, survey legs were targeted to 
bisect  each  eddy  core  and  the  central  jet  as  best  as  possible  as  the  dipole 
propagated through the survey area. For this reason, the spacing of the tracks is 
highly  irregular.  This  has  important  implications  for  the  interpretation  of  the        
in‐situ data in this survey and is discussed in more detail in the course of the 
thesis. The orientation of survey lines and the location of in‐situ SeaSoar data for 
S2 are shown in Figure 2‐1(c). Several CTD casts were also carried out between 
SeaSoar  tows  at  specified  locations,  indicated  by  black  filled  circles  in  Figure           
2‐1(c). 
Average ship speed during the deployment of SeaSoar in S1 and S2 was 8.5 knots, 
corresponding to an average SeaSoar vertical descent/ascent rate of ~ 1.3 m s‐1 
and a vertical data resolution of 1.3 m. This tow speed and surface – to – 450 db 
profiling gives a horizontal resolution of ~ 3.5 km at the surface and ~ 2 km at 
mid‐depth.  A total of 57 CTD casts were carried out; 19 as part of S1, 31 as part of 
C2 and 7 as part of S2. The maximum depths of CTD profiles was 800 db in S1 and 
S2  but  deeper  in  C2  (1000  db),  in  order  to  capture  the  deep  structure  of  the 
components  of  the  dipole  more  adequately  (this  is  discussed  in  more  detail  in 
Chapter 4, Physical and Biogeochemical Characteristics of the Dipole). CTD casts in 
S1 and S2 were sampled at the following fixed depths (db) 5, 10, 20, 27, 32, 47, 75, 
125, 200, 400, 600, 800 db. The first 6 of these depths correspond to the 55 %, 33 
%,  14  %,  7  %,  4.5  %  and  1  %  light  levels,  respectively,  as  determined  from 
percentages  of  surface  irradiance  taken  from  initial  CTD  casts.  Two  additional 
Niskin bottles were fired at 1000 db in CTD casts carried out as part of C2.  
The  SeaSoar  instrument  carried  a  Chelsea  Technologies  Group  (CTG)  Minipack 
conductivity,  temperature,  depth,  fluorescence  (CTDF)  instrument,  an  Anderaa 
oxygen  Optode,  a  Seabird  SBE43  dissolved  oxygen  sensor,  a  Turner  Designs 
chlorophyll‐a sensor, a PML PAR sensor and the NOCS/Valeport SUV‐6 UV nitrate  
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sensor.  The  CTD  apparatus  consisted  of  a  Seabird  9/11plus  CTD  to  measure 
temperature,  conductivity  and  pressure  in‐situ.  The  analysis  carried  out  in  the 
current study focuses on the hydrographic and nitrate data collected during the 
D321  survey  period.  Accordingly,  the  following  sections  describe  the 
instrumentation  and  techniques  pertinent  to  the  collection  of  the  temperature, 
salinity, current velocity and nitrate datasets only.  
2.1.2. Hydrographic and Velocity Data Collection 
The total SeaSoar survey period (S1 plus S2) consisted of 5 separate tows, each 
lasting 6‐12 hours. Note that the SeaSoar tows are determined by the point at 
which SeaSoar entered and left the water and are distinct from the survey legs, as 
defined by the survey grids in Figure 2‐1. The first two SeaSoar tows carried out as 
part of S1 are hereafter referred to as 1a and 1b. The third, forth and fifth tows 
carried out as part of S2 are hereafter referred to as 2a, 2b and 2c. 
During SeaSoar deployments, data from each sensor was output in real time to the 
external PENGUIN Linux data acquisition system on SeaSoar (Allen et al., 2002). 
The data were output at 1‐second intervals and a date/time stamp was added by 
the handling software on PENGUIN. Data were then transferred from the PENGUIN 
system as required, edited for spikes and merged with navigational data to obtain 
accurate latitudinal and longitudinal position for each data point. The steps taken 
closely follow conventional procedure and full details can be found in the D321 
cruise report (Allen, 2008). The raw SeaBird CTD data were also processed and 
calibrated  according  to  conventional  practice.  However,  as  this  work  was  not 
carried  out  by  the  author  of  the  present  work,  these  processing  steps  are  not 
detailed  here  (for  details  refer  to  cruise  report  (Allen,  2008)).  Discrete  water 
samples  were  drawn  from  Niskin  bottles  fired  during  each  CTD  profile,  at  the 
depth  levels  specified  in  Section  2.1.1.  Samples  were  taken  using  200  ml  glass 
bottles that had been rinsed three times in the sample water, filled to the shoulder 
and sealed with a disposable plastic insert and the bottle’s own screw cap.  
Continuous  underway  surface  meteorology  and  thermosalinograph  (TSG) 
measurements (including water temperature and conductivity) were recorded by 
a RVS Surfmet system throughout the survey period (Allen, 2008). Processing of  
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the  TSG  data  to  create  2‐minute  averaged  files  complete  with  corresponding 
positional data was undertaken daily. Discrete water samples were taken from the 
ship’s continuous underway surface supply every 4 hours during CTD surveys and 
every hour during SeaSoar surveys. The procedure for the collection of samples is 
as described for CTD samples, above. Salinity was determined for the discrete CTD 
and underway bottle samples using a model 8400B Autosal salinometer fitted with 
a peristaltic pump. Once a crate of CTD or underway sample bottles had been filled 
they were moved into the constant temperature lab to stand for 24 hours prior to 
analysis.  Standardisation  was  performed  using  IAPSO  Standard  Seawater  batch 
P314 before the analysis of each crate. The discrete underway samples are used to 
calibrate the continuous TSG salinity sensor (see Section 2.2.2).  
Water  velocity  data  were  collected  continuously  throughout  the  D321  cruise 
period using both a 150 kHz and 75 kHz vessel‐mounted Acoustic Doppler Current 
Profiler (VM‐ADCP). Some concern over the quality of data collected by the former 
was raised early on in the cruise, due to operational problems with one of the 
ADCP transducer heads. Since the issue persisted through much of the early part of 
the cruise, only water velocity data from the 75 kHz ADCP are used in the current 
study.  The  RDI  Ocean  Surveyor  75  kHz  ADCP  was  configured  to  sample  over          
60 bins of 16 m depth (960 m) at intervals of 300 seconds. Gyro heading and GPS 
Ashtech, location and time are automatically fed into the ADCP software to provide 
accurate  positional  data  for  every  ADCP  data  point.  Calibration  of  the  ADCP 
instrument was not carried out by the author of this work and so is not detailed 
here. Full details can be found in the D321 Cruise Report (Allen, 2008). 
2.1.3. Nitrate Data Collection 
2.1.3.1.  The SUV‐6 Nitrate Sensor 
Many  of  the  details  of  the  SUV‐6  instrument  in  the  following  section  are 
reproduced in a recent publication (Pidcock et al., 2010) (see Appendix 1). Prior to 
the D321 cruise, SeaSoar had been prepared to carry the SUV‐6 UV nitrate sensor, 
developed  at  the  National  Oceanography  Centre,  Southampton  (NOCS)  in 
association with Valeport Ltd., Totnes, (UK). The SUV‐6 achieves an accuracy of      
± 0.2 µM for a single measurement, with a response time of 1 s (Finch et al., 1998).  
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The arrangement of components within the SUV‐6 is illustrated in Figure 2‐2 and a 
technical overview is given in Table 2‐1. A UV‐grade fused silica lens collimates the 
light  from  a  xenon  flash  lamp  light  source.  The  beam  is  reflected  by  two 
dichromatic filters to help prevent stray scattered visible light from reaching the 
detectors. A holographic grating disperses the UV spectrum, via an imaging lens, 
onto  a  multi‐element  photodetector  array.  The  UV  absorbance  of  seawater  is 
measured  as  it  flows  between  the  main  body,  housing  the  light  source  and 
detectors,  and  the  prism,  mounted  on  pillars  away  from  the  main  body.  The 
detection limit of the SUV‐6 (± 0.2 µM) is defined as the mean of the smallest 
difference  between  absorbances  that  can  be  resolved  by  the  sensor,  obtained 
through  rigorous  laboratory  testing  prior  to  the  initial  field  trials  (Finch  et  al., 
1998).  For  more  detailed  description  of  the  components,  including  choice  of 
materials, refer also to Finch et al., [1998].  
Table 2­1 Technical Summary of the SUV­6                                                                                                                                                        
Physical 
Size (in pressure housing)  400mm (length) 113mm (diameter)  
Path Length      typically 66.7mm for open ocean applications 
Range       0 – 100 µM 
Light Source 
Type        xenon flash lamp 
Power Consumption    typically 1W at flash rate of 8 Hz 
Lifetime      of order 2500 hours 
Electronic system 
Sampling Frequency    1 Hz 
 
The SUV‐6 measures absorption at six wavelengths; 205, 220, 235, 250, 265 and 
280  nm.  Currently,  nitrate  concentration  is  determined  from  the  ratio  of  the 
absorption at 220 nm and 280 nm, following the method of Finch et al., [1998; note 
that the original method used the 300nm channel rather than 280nm]. At 280 nm 
absorption  of  UV  light  due  to  salt  and  nitrate  is  minimal.  By  normalising  the 
absorbance  at  220nm  to  the  280nm  output,  changes  in  lamp  intensity  and  
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scattering  due  to  particles  and  bubbles  in  the  pathway  are  corrected  for. 
Normalisation  is  achieved  by  dividing  the  output  of  the  measurement  channel   
(220 nm) by the output from the reference channel (280 nm). The manipulation of 
the output ratios from different pairs of channels (multi‐wavelength analysis) may 
allow interference from other anions in seawater absorbing at similar wavelengths 
to  nitrate,  (principally  Cl‐  and  Br‐  plus  others  at  lower  concentrations)  to  be 
minimised,  (Thomas  and  Gallot,  1990).  In  the  SUV‐6,  the  205  nm  channel  is 
sensitive to salinity and a simple correction can be applied to measurements of 
nitrate for salt content. In the present study, the maximum range in salinity at any 
depth is 0.08 psu. This is equivalent to a potential change in concentration of just 
0.04 µM (or µmol l‐1). This is below the limit of detection of the instrument and 
hence can therefore be neglected in this instance.  
Chromophoric dissolved organic matter (CDOM) in seawater exhibits a broadband 
absorption within the wavelength range 150 to 400 nm. Observations suggest that 
in the deep ocean, CDOM absorption at 220 nm is negligible relative to that of 
nitrate (Ogura and Hanya, 1966). In the Iceland Basin, recent studies show that the 
variability of dissolved organic carbon in the surface ocean is less than 5 % of the 
deep concentration (~ 50 µM) (Johnson et al., 2007). Therefore, it is expected that 
dissolved organic matter will have little impact on the observed patterns of UV 
absorption at 220 nm in the present study. Future work centres on developing the 
multi‐channel capability of the SUV‐6 to ensure versatility for a broad range of 
uses and aquatic environments, such as coastal and estuarine waters where the 
impact  of  dissolved  organic  mater  may  be  higher.  This  is  part  of  a  continuing 
collaborative  effort  within  NOCS  research  and  engineering  departments  and  is 
outside the scope of this study. 
During  each  SeaSoar  deployment  in  D321,  the  outputs  from  the  SUV‐6 
instrument’s six channels were integrated, digitised and output once per second to  
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the external Penguin Linux data acquisition system on SeaSoar1.  The raw data files 
are structured as follows: 
    JDAY CH1 CH2 CH3 CH4 CH5 CH6  
where JDAY is the decimal Julian day, CH1 to CH6 are the measurements from the 
6 channels. The SUV‐6 also employs an internal reference measurement to monitor 
changes  in  the  lamp  spectrum  over  time.  Every  60  seconds  of  data  collected 
contains 45 measurements of the output channel (220 nm) and 15 measurements 
of the 280 nm channel. To recall, at 280 nm absorption by constituents in seawater 
is  minimal  and  variations  in  the  output  can  primarily  be  related  to  obscuring 
particles  in  the  light  path  or  changes  in  the  lamp  intensity.  Regular  reference 
measurements of the 280 nm channel allowed the stability of the instrument to be 
monitored over the D321 survey period. The process of calibration of the SUV‐6 
data is described in full detail in Section 2.4.  
2.1.3.2.  Discrete Nitrate Measurements 
Nitrate measurements were determined from discrete water samples taken from 
bottles fired during each CTD profile, at the depth levels specified in Section 2.1.1 
Nitrate  concentration  was  also  determined  in  the  discrete  underway  samples 
taken hourly during SeaSoar surveys and 4‐hourly during CTD casts (see above, 
Section 2.1.1). Nitrate concentration was determined in discrete water samples 
using  a  Skalar  Sanplus  segmented  continuous  flow  colorimetric  auto  analyser 
(Kirkwood, 1996). Nitrate concentrations for both sets of discrete bottle samples, 
together with the depth at which they were collected, are used to calibrate the 
SUV‐6 nitrate sensor (see Section 2.4).  In addition to this, nitrate concentration 
from discrete samples collected from CTD casts during S1 and S2 are combined 
with  the  SUV‐6  data  to  map  nitrate  variability  across  the  survey  region  (see 
Chapter 3 Methods). To recall, SeaSoar was not deployed during C2, and so nitrate 
data corresponds to discrete samples taken solely from CTD casts.  
                                                        
1 This initial processing of the data was carried out at sea during the D321 cruise by Meric 
Srokosz. Subsequent processing and calibration of the data were carried out by R. Pidcock 
(see Section 2.3).  
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2.2.  SeaSoar Hydrographic Data Calibration 
The calibration of the SeaSoar temperature and salinity data is carried out using 
three independent datasets; (i) continuous TSG data (ii) continuous data from the 
temperature and salinity sensors during lowered CTD casts and (iii) discrete bottle 
samples  taken  from  the  underway  supply  throughout  the  cruise  period.  The 
conventional method followed is to first calibrate the continuous TSG data with 
respect to temperature and salinity by comparison with the calibrated continuous 
SeaBird CTD data and also, in the case of salinity, with the discrete bottle samples 
taken from the underway source. The SeaSoar temperature and salinity data are 
then calibrated against the newly corrected TSG data. These two steps are detailed 
below.  Selected  programmes  from  a  library  of  Fortran  programmes  known  as 
PSTAR  are  used  at  various  stages  in  the  calibration  process  and  are  specified 
where appropriate. All programmes are held at the National Oceanography Centre, 
Southampton (NOC,S) and are available on request.  
2.2.1. Temperature Calibration of the Underway TSG Data 
To calibrate the TSG with respect to temperature, the TSG temperature data for the 
entire  survey  period  are  merged  with  the  calibrated  continuous  CTD  data 
extracted from the full data set between 4 – 5 db depth, to match the depth of the 
TSG apparatus2. It is necessary to interpolate between the 2 ‐ minute averaged TSG 
data points (see Section 2.1.2) in order to restore a TSG temperature to every point 
at which continuous CTD data (once per second) are available. This results in 640 
separate data points located between 4 – 5 db at which a direct comparison can be 
made between CTD and TSG measured values. The offset between the temperature 
as measured by the CTD and by the TSG at each data point is calculated, along with 
an overall mean offset. The data are displayed graphically in Figure 2‐3, where the 
x‐axis represents Julian Day (JDAY) from the beginning of the survey period until 
the last CTD was completed (JDAY 208 through to JDAY 230).  
                                                        
2 Using the programme datpik, run in the PStar library of Fortran programmes held at the 
National Oceanography Centre, Southampton (NOC,S).   
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To remove distant outliers that may skew the position of the mean offset, values 
outside one standard deviation (SD) (0.049 °C) from the initial mean are removed 
prior to calculation of a new mean TSG ‐ CTD offset3. The calculated mean offset 
indicates the TSG temperature to be overestimating temperature relative to the 
CTD  by  0.0085  °C,  displayed  as  a  solid  black  line  in  Figure  2‐3,  with  a  SD  of        
0.011  °C.  The  large  SD  is  caused  as  a  result  of  a  period  of  high  offset  values 
beginning  on  approximately  JDAY  217,  marked  “a”  in  Figure  2‐3,  but  which 
recovers on around day 222, marked “b”.  
The TSG is thus calibrated with respect to temperature according to Eq. 2‐1, where 
tempcal  is  the  calibrated  TSG  temperature  and  temp0  is  the  original  TSG 
temperature: 
Equation 2­1 
tempcal = temp0 – 0.0085°C 
2.2.2. Salinity Calibration of the Underway TSG Data 
As mentioned previously, both the continuous CTD salinity data and discrete bottle 
samples  taken  from  the  ships  underway  (UW)  supply  are  available  to 
independently  calibrate  the  TSG  with  respect  to  salinity.  CTD  salinity  data  are 
extracted from the full dataset from between 4 – 5 db to match the depth of the 
TSG apparatus (as for temperature above). CTD data are merged with the TSG 
salinity data using time as the common variable. It is again necessary to interpolate 
between data points in the TSG 2‐minute average file, in order to obtain a salinity 
measurement at each of the 640 data points where CTD data between 4 – 5 db are 
available. The offset between the salinity as measured by the CTD and by the TSG 
at each data point is calculated, along with an overall mean offset. This is displayed 
graphically in Figure 2‐4. All data lie within 1 SD and removal of outliers is not 
required.  The  mean  TSG  ‐  CTD  salinity  offset  indicates  the  TSG  to  consistently 
overestimate salinity relative to the CTD by 0.126 psu, with a SD of 0.01 psu.  
                                                        
3 Using the programme phisto, run in the PStar library of Fortran programmes held at the 
National Oceanography Centre, Southampton (NOC,S).  
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Salinity determined from the discrete bottle samples taken from the UW supply 
are then used to confirm the CTD ‐ TSG offset obtained above. The bottle salinity 
data for each underway sample taken is merged with the TSG data for the whole 
period of the cruise, using time as the common variable. Similarly as before, TSG 
salinities  are  interpolated  within  the  master  2‐minute  average  file  in  order  to 
restore a TSG salinity to correspond to each discrete bottle sample measurement. 
There are considerably fewer data points than in the TSG/CTD comparison, having 
taken  only  254  discrete  bottle  samples  from  the  underway  supply.  The  offset 
between  the  TSG  salinity  values  and  the  corresponding  bottle  salinities  is 
calculated for each point. The data are displayed graphically in Figure 2‐5.  
The TSG ‐ CTD salinity offset value appears to drop considerably on around JDAY 
216  from  an  initial  value  of  approximately  0.12  psu  to  0.11  psu,  indicated  in    
Figure 2‐5 (the start and end of the period affected are marked by “a” and “b”, 
respectively). After this, the salinity appears to recover to similar values to the first 
part of the survey period. Furthermore, the low values are mainly constrained to 
within 1 SD of the mean, so it is not considered necessary to apply two different 
calibrations to cover the variation in the data. The few data points that lie outside 
of 1 SD (0.042 psu) from the initial mean are removed prior to the calculation of a 
new mean TSG ‐ CTD salinity offset for the whole survey period2. The calculated 
mean offset of + 0.118 psu is indicated by the black solid line in Figure 2‐5, with a 
SD  of  0.013  psu.  Incidentally,  the  period  of  low  values  in  the  salinity  data 
corresponds to the period of anomalously high temperature offset between the 
TSG and CTD data (see Section 2.1.3 above), suggesting a problem had occurred 
with the TSG, but which quickly recovered.   
Following comparison of the TSG salinity data with the two independent datasets 
(continuous CTD and discrete underway bottle samples), a mean value is taken for 
the calibration coefficient and the TSG is thus calibrated with respect to salinity as 
in Eq. 2‐2, where salincal is the calibrated TSG salinity and salin0 is the original TSG 
salinity: 
Equation 2­2 
salincal = salin0 – 0.12 psu  
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The TSG data are now fully calibrated with respect to temperature and salinity. 
The corrected TSG data will hereafter be referred to as TSG(corr) and are used to 
calibrate the SeaSoar temperature and salinity data in the following section. 
2.2.3. Temperature Calibration of the SeaSoar Minipak Data 
SeaSoar temperature data over the whole survey period are extracted from the full 
dataset from between 4 ‐ 5 db, to correspond to the depth of the TSG apparatus, 
and merged with the calibrated TSG temperature data (TSGcorr), using time as the 
common variable. It is again necessary to interpolate between data points in the   
2‐minute averaged TSG data to restore a temperature value to each point where 
SeaSoar  data  between  4  ‐  5  db  are  available.  Due  to  the  fact  that  there  are 
considerably more individual SeaSoar profiles than CTD casts, there are a large 
number of data points at which a direct comparison can be made between the 
TSG(corr) and SeaSoar measured temperature values (1940 data points). The offset 
between TSG(corr) and SeaSoar temperature is displayed in Figure 2‐6. The x‐axis 
represents time in JDAY for the period that SeaSoar was in the water (JDAY 217 to 
232), and so is different from the x‐axis in Figures 2‐3 to 2‐5. 
Table 2­2 Temperature calibration coefficients for each individual SeaSoar tow. 
SeaSoar Tow  SeaSoar Temperature Calibration Coefficient (ºC) 
1a  ‐ 0.020 
1b  ‐ 0.018 
2a  ‐ 0.035 
2b  ‐ 0.022 
2c  ‐ 0.036 
 
Calculation of the overall mean TSG(corr) ‐ SeaSoar temperature offset for the whole 
data set2 reveals a value of – 0.026 °C (displayed as a black solid line in Figure 2‐6) 
with a SD of 0.0148 °C. This indicates that SeaSoar overestimates temperature by a 
mean of 0.026 °C over the full 5 tows. The reason for the relatively high SD is due 
to some considerable noise within the TSG data during certain periods of the data 
set (see Sections 2.2.4 and 2.2.5). The variation from the overall mean can more  
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easily seen in Table 2‐2, which shows the mean TSG(corr) ‐ SeaSoar temperature 
offsets for the 5 individual tows (1a, 1b, 2a‐c). However, the variation from the 
overall  mean  offset  of  ‐  0.026  °C  is  not  so  severe  as  to  warrant  separate 
calibrations for each tow. Hence, a single calibration is applied and the SeaSoar 
data is thus calibrated with respect to temperature as in Eq. 2‐3, where tempcal is 
the calibrated SeaSoar temperature and temp0 is original SeaSoar temperature: 
Equation 2­3 
tempcal = temp0 – 0.026 °C 
2.2.4. Salinity Calibration of the SeaSoar Minipak Data 
Following  calibration  of  the  temperature  data,  salinity  is  re‐calculated  for  the 
entire  survey  period  from  the  original  conductivity  and  newly  calibrated 
temperature. The SeaSoar salinity data is then calibrated against the corrected TSG 
salinity  data  (TSGcorr)  in  the  same  way  as  for  temperature  (see  Section  2.2.3 
above). First, the re‐calculated SeaSoar salinity data is merged with the calibrated 
TSG data set, using time as the common variable, to obtain simultaneous salinity 
measurements  for  the  1940  points  where  SeaSoar  data  between  4  –  5  db  are 
available. The TSG(corr) ‐ SeaSoar salinity offset is then calculated for each point, as 
previously.  These  data  are  displayed  in  Figure  2‐7.  De‐spiking  of  the  data  to 
remove values over 1 SD (0.009 psu) from the initial mean reveals a new mean 
TSG(corr) ‐ SeaSoar salinity offset of – 0.03 psu with a SD of 0.005 psu2. This offset 
indicates that that SeaSoar overestimates salinity by a mean of 0.03 psu over the 
full 5 tows.  
There is considerable variation about the overall mean TSG(corr)‐ SeaSoar salinity 
offset between the independent tows and also within tows 1b, 2a and 2c. This is 
more easily seen in Table 2‐3, which shows the TSG(corr) ‐ SeaSoar salinity offsets 
for each of the 5 individual tows.  
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Table 2­3 Salinity calibration coefficients for each individual SeaSoar tow. 
SeaSoar Tow  SeaSoar Salinity Calibration Coefficient (psu) 
1a  ‐ 0.028 
1b  2 offsets ‐ 0.025 and ‐ 0.032 
2a  2 offsets ‐ 0.035 and ‐ 0.042 
2b  ‐ 0.035 
2c  2 offsets ‐0.0285 and – 0.0310 
 
As for temperature, the variation in salinity offset between tows accounts for a 
slightly  higher  overall  standard  deviation  than  perhaps  is  desirable,  but  is  not 
sufficiently large as to require separate calibrations for each individual tow. The 
SeaSoar data is thus calibrated with respect to salinity as in Eq. 2‐4, where salincal 
is the calibrated SeaSoar salinity and salin0 is the original SeaSoar salinity.  
Equation 2­4 
salincal = salin0 – 0.03 psu 
With SeaSoar calibrated with respect to temperature and salinity, the following 
section  describes  the  adjustment  of  the  in‐situ  hydrographic  data  (CTD  and 
SeaSoar) to achieve static stability. This step is required to remove vertical density 
inversions which are problematic to the calculation of buoyancy frequency and 
subsequently, of potential vorticity, which is carried out as part of the analysis in 
the following chapters (see Chapter 3 Methods).  
2.2.5. Adjustment of Hydrographic Data to Static Stability 
The  calculation  of  potential  vorticity  involves  the  Brunt‐Vaisala  buoyancy 
frequency  term  (N)  defined  in  Eq.  2‐5,  where  ρ  is  in‐situ  density  and z  is  the 
vertical co‐ordinate, relative to the ocean surface (negative downwards). 
Equation 2­5     
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The  buoyancy  frequency  quantifies  the  vertical  gradient  of  density  and  is  a 
measure of the stability of the water column. To calculate potential vorticity from 
the Brunt‐Vaisala frequency and subsequently, to use the distribution of potential 
vorticity  to  solve  the  Omega  Equation  (see  Chapter  3  Methods  and  Chapter  5 
Potential  Vorticity  and  Vertical  Velocity  for  details),  the  requirement  that  the 
density field be statically stable must be met. Specifically, inversions in density 
must be removed such that density increases continuously with depth from the 
surface to the lower boundary of the survey volume.  
In  the  present  study,  the  CTD  and  SeaSoar  temperature  and  salinity  data  are 
treated to remove vertical inversions by first gridding the data into profiles with    
2 db vertical spacing. For each profile, a moving average is calculated vertically 
over three consecutive depth bins, i.e. the subject bin and one bin depth either side 
(6 db total depth)4. This procedure essentially smoothes the vertical profile such 
that existing temperature and salinity inversions are removed without destroying 
any significant structure within the water column. All profiles for a single survey 
are  then  appended  together  and  gridded  to  8  db  bins  in  preparation  for                    
2‐dimensional  interpolation  on  each  depth  level  of  the  pre‐defined  grid  (see 
Chapter 3 Methods for details).  
Potential  temperature,  potential  density  and  Brunt‐Vaisala  buoyancy  frequency 
are then calculated from the adjusted hydrographic data. Any remaining density 
inversions in the data are thus revealed during this step as negative buoyancy 
frequencies. In preference to the application of a more severe smoothing routine 
that may begin to erode some of the vertical structure, the remaining negative 
values  in  both  the  CTD  and  SeaSoar  data  sets  are  replaced  with  the  smallest        
non‐zero value apparent in the data, 0.015 c.p.h. From a total 282296 individual 
data  points  (71  x  71  x  56  grid  points,  see  Chapter  3  Methods  for  details),  the 
numbers of density inversions that require replacing in this way are 1672 (0.6 %), 
2831 (1.0 %) and 3996 (1.4 %) for surveys S1, C2 and S2, respectively. Following 
this  process,  the  hydrographic  data  are  fully  calibrated  and  ready  for  2‐D 
                                                        
4 Using a Matlab programme written by and obtained courtesy of A. P Martin (NOC,S) 
(2010).  
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interpolation to a regular grid (Chapter 3 Methods). The remainder of this chapter 
describes the calibration of the SUV‐6 nitrate data in preparation for combination 
with the hydrographic data ahead of the interpolation process. 
2.3.  SUV‐6 Nitrate Sensor Data Processing and Calibration 
To recall from Section 2.1.3.1, as part of the initial processing of the SUV‐6 data, the 
raw  outputs  from  the  six  channels  (205,  220,  235,  250,  265  and  280  nm)  are 
collected and integrated by the external Penguin Linux data acquisition system on 
SeaSoar.  The  raw  photocurrent  output  corresponding  to  each  wavelength 
(channel) of the SUV‐6 sensor is converted to absorbance using the Beer‐Lambert 
Law, as in Eq. 2‐6 below,  
Equation 2­6 
   
€ 
A = aλ +b+c  
where A is absorbance, aλ is the wavelength‐dependent absorption coeffiecient, b 
is  path  length  and  c  is  the  raw  voltage  output.  Nitrate  concentration  is  then 
typically derived from absorbance by applying a calibration algorithm, determined 
by measuring the changes in absorbance produced by known concentrations of 
nitrate measurements during laboratory testing. During D321, the integration of 
the SUV‐6 onto the SeaSoar vehicle made calibration to seawater of known nitrate 
concentration  physically  impractical  between  deployments,  as  mounting  and 
dismounting the instrument is a complex and delicate task. This necessitated the 
initial  use  of  a  previously  derived  calibration  algorithm  calculated  prior  to  an 
earlier test SUV‐6 deployment (Quartly et al., 2006)5.  
Early in the calibration programme, a problem that prevented the application of 
the calibration algorithm to several raw SUV‐6 data files was identified as being 
due to poor coding. Specifically, the Matlab code would fail if a data file did not end 
                                                        
5 Initial calibration script written prior to MadEX research cruise D288 (see Quartly, 2006) 
by R. Prien and obtained for use in 2008 also courtesy of R. Prien and M. Srokosz (NOC,S). 
Full script held at NOC,S and available on request. The initial application of this processing 
script was carried out by Meric Srokosz during D321. R. Pidcock took over responsibility 
for processing and calibration of the data on return from D321.  
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with  a  series  of  3  internal  calibration  measurements.  This  was  dealt  with  by 
editing out a few lines at the end of the data files to ensure that the last 3 lines 
consisted of calibration. However, the Matlab programme, as provided, was then 
unable to distinguish between genuine data gaps and those created by stripping 
out the internal calibration periods, leading to a mismatch between the number of 
data periods and calibration periods. The problem was fully rectified by John Allen 
(NOC,S) and Stuart Painter (NOC,S), following a slight amendment to the relevant 
parts  of  the  code,  which  then  allowed  the  remaining  raw  data  files  to  be 
processed
6. Details of the initial application of the processing code during D321 
and the issues highlighted above can be found in an addendum to the D321 cruise 
report (Pidcock and Srokosz, 2008).  
Following the initial processing steps, each SUV‐6 data file is output as an ASCII 
data file and read into PSTAR7. The individual files are then appended together in 
time  order  from  the  beginning  of  the  survey  period.  SUV‐6  determined  nitrate 
concentrations are then compared to simultaneous discrete bottle samples from 
the ship’s underway supply and discrete samples taken from CTD rosette water 
bottles  during  the  survey  period  (see  Section  2.1.2).  In  a  similar  way  to  the 
temperature  and  salinity  calibration  procedure  detailed  previously,  SUV‐6  data 
from between 4 – 5 db depth are first extracted from the full data set to match the 
depth at which the underway samples were taken8. The SUV‐6 nitrate data are 
merged  with  the  auto‐analysed  underway  bottle  samples,  using  time  as  the 
common variable. A scatter plot of surface (4 – 5 m) SUV‐6 data for the individual 
SeaSoar  tows  (indicated  with  separate  colours)  against  the  underway  data  is 
shown  in  Figure  2‐8.  The  fact  that  the  data,  to  first  order,  fit  to  straight  lines 
indicates the potential for applying a linear calibration to the data. However, it is 
clear that the calibration of the SUV‐6 data needs considerable adjusting to match 
the underway concentrations. It is also clear that the potential calibration shifts 
with  time,  recording  increasingly  higher  surface  concentrations  with  each 
                                                        
6 Amended script (J. T. Allen and S. C. Painter) held at NOC,S and available on request. 
7 Using matlabconvert.m to replace the Matlab absent data value (NaN) with the PSTAR absent 
data value (-999). Obtained courtesy of S. C. Painter for use in 2008.  
8 Using the programme datpik, run in the PStar library of Fortran programmes held at the 
National Oceanography Centre, Southampton (NOC,S).   
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successive deployment of the SUV‐6. This occurs even within one of the longest 
tows,  where  it  appears  that  three  separate  fits  to  the  data  exist.  The  three           
sub‐divisions of tow 1b will hereafter be referred to as 1ba, 1bb and 1bc and will 
require a more complex calibration (see below).  
In  addition  to  the  jump  in  calibration  with  each  successive  deployment,  a 
noticeable deviation from a linear relationship between the SUV‐6 and underway 
nitrate data can be seen for a prolonged period of time in some of the tows, most 
prominently  in  tows  2a  and  2b  (marked  on  Figure  2‐8  with  ellipses  of 
corresponding  colour  to  the  data  shown).  Nitrate  values  in  these  periods  start 
considerably  lower  than  expected  and  gradually  recover.  Investigation  of  the   
SUV‐6 and underway data sets against time reveals this ‘ramp up’ period to range 
from  3.5  hours  to  7.5  hours  between  the  individual  tows.  Investigation  of  the 
internal reference measurement within the SUV‐6 (see Section 2.3.1.1) reveals that 
this  issue  can  be  linked  to  the  time  taken  for  the  lamp  to  stabilise  upon  each 
deployment of the SUV‐6. Hence, the ramping effect does not occur in tows 1bb 
and 1bc (coloured red and green in Figure 2‐8), as these are within continuous tow 
1b,  where  the  instrument  has  had  sufficient  time  to  stabilise  during  1ba.  The 
stabilisation period is also masked in 1a and 2c by an overall drift in the data with 
time (see below).  
The  technical  reason  for  the  instability  in  the  lamp  is  the  subject  of  on‐going 
research  within  the  NOC,S  SUV‐6  development  team.  Evidently,  a  step  in  the      
SUV‐6 processing algorithm to normalise the measured nitrate absorbance at each 
data point to the internal reference value presently does not fully correct for this 
problem. Future studies will concentrate on rectifying these issues and hence, it is 
outside  of  the  scope  of  the  present  study.  For  the  purposes  of  this  thesis,  the 
stabilisation periods are removed from the data altogether (as detailed in Table    
2‐4). The length of the stabilisation period for each individual tow is obtained from 
the internal reference data, the criteria being the time taken to achieve a stable 
constant value. The calibration of data as described in the remainder of this report 
concerns only the data within the periods after the lamp had stabilised.  
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2.3.1. SUV‐6 Surface Calibration to Underway Nitrate Data 
As indicated above, each SeaSoar tow is calibrated to surface underway nitrate 
data separately.  Figures 2‐9 to 2‐13 show plots of surface SUV‐6 nitrate data (from 
between  4  –  5  db  and  with  the  lamp  stabilisation  periods  removed)  and  the 
discrete  underway  (UW)  nitrate  data,  against  time  in  days  for  the  period  that 
SeaSoar was in the water. The offset between the two datasets (SUV‐6 ‐ UW) at 
each data point is calculated and displayed in each Figure.  
Table 2­4 Details of “ramp up’ period for each individual SeaSoar tow.  
SeaSoar/SUV-6 Tow  Calibration Details 
1a  3.5 hrs removed from start due to lamp stabilisation period.  
Linear time drift removed 
1ba + 1bb  3.5 hrs removed from start due to lamp stabilisation period 
Linear time drift through both sections removed 
1bc  No lamp stabilisation period 
Offset of - 6.27 applied to raw SUV-6 data 
2a  7 hours removed from start due to lamp stabilisation period 
Offset of - 8.33 applied to raw SUV-6 data 
2b  4.5 hrs removed from start due to lamp stabilisation period 
Offset of - 9.32 applied to raw SUV-6 data 
2c  Linear time drift removed 
 
The values of the calculated offsets vary between + 6.27 µM and + 9.32 µM and 
increase  with  each  successive  deployment  (as  discussed  above).  These  offsets 
(displayed in Table 2‐4) indicate that the SUV‐6 consistently overestimates nitrate 
concentration relative to the auto‐analysed bottle samples in these tows. For the 
complete tows 2a and 2b, a simple mean offset is appropriate for the SUV‐6 data to 
calibrate  it  to  surface  underway  values  (Figures  2‐11  and  2‐12),  calculated  as 
previously for the temperature and salinity calibrations9.  
                                                        
9 Using the programme phisto, run in the PStar library of Fortran programmes held at the 
National Oceanography Centre, Southampton (NOC,S).  
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A linear drift with time is visible in the SUV‐6 nitrate data for complete tows 1a 
and 2c (Figures 2‐9 and 2‐13). The rate at which the drift occurs in each case is 
calculated  from  the  SUV‐6  –  UW  offset  data  and  is  corrected  for  in  the  SUV‐6 
nitrate concentration at each data point. As described above, the longest of the 
tows (1b) cannot be corrected for by the application of a single calibration. Instead, 
a single time drift is appropriate to cover both 1ba and 1bb (as seen in Figure        
2‐10) and is applied as described above. A constant offset of – 9.32 is appropriate 
to apply to the latter part of the tow (1bc). This information is displayed in Table 
2‐4. Figure 2‐14 illustrates that following the calibration of each individual tow to 
underway data, the combined SUV‐6 data between 4 – 5 db fit a 1:1 relationship 
with the underway data.  
However, as the calibration of the SUV‐6 data with surface (4 – 5 db) samples 
described above involves only a small range of nitrate values (~ 2 ‐ 6 µM), the   
SUV‐6  data  must  also  be  calibrated  against  CTD  bottle  samples  collected  from     
full‐depth (0 ‐ 450m) CTD casts.  This process is described in the following section.  
2.3.2. SUV‐6 Calibration to Deep (0 – 450 m) CTD Nitrate Data 
Figure 2‐15 shows SUV‐6 data, collected between the surface and 450 db, plotted 
against discrete samples obtained from Niskin bottles fired at depth during CTD 
casts. A considerable range in nitrate concentration at all depths (up to 5 µM) due 
to real variability in the data is exhibited in both the SUV‐6 and the CTD scatter. 
However, SUV‐6 nitrate concentrations are 10% ‐ 30% lower than obtained with 
the CTD over the full depth range. Although both the CTD and SUV‐6 datasets cover 
the same spatial region, they were not collected simultaneously and so cannot be 
compared  on  a  point‐by‐point  basis  to  obtain  an  appropriate  calibration 
coefficient.  Instead,  the  mean  concentration  at  20  selected  depths  between                
0 to 450 db are extracted to obtain a mean nitrate profile for both the SUV‐6 and 
CTD data sets independently. The mean SUV‐6 nitrate profile plotted against the 
mean CTD nitrate profile is shown in Figure 2‐16. The number of data points in 
Figure 2‐16 is increased from the 20 points extracted from the full data sets by 
including  the  SUV‐6  data  from  Figure  2‐13,  which  has  been  calibrated  to  the 
surface  underway  nitrate  data  (see  previous  section).  There  are  relatively  few  
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points in the mid‐range concentrations (5 ‐ 9 µM) in Figure 2‐16, as these are 
within the sharp gradient of the nitracline.  
The f ‐ test is a simple statistical method by which the quality of the fit of various 
statistical models to a given distribution can be tested.  Using this test, a cubic 
polynomial provides the optimal fit for the SUV‐6 nitrate profile to the CTD sample 
data. The equation of the optimal cubic function (R2 = 0.97) is indicated alongside 
the regression line in Figure 2‐16. Since the surface (4 – 5 db) SUV‐6 data added to 
Figure 2‐16 has already been calibrated against the underway data (see previous 
section), the cubic function is forced to pass through zero so that no further offset 
is required to calibrate these data. The cubic calibration in Eq.  2‐7 is thus applied 
to the entire SUV‐6 data set, where x is the surface‐calibrated SUV‐6 nitrate data.  
Equation 2­7 
€ 
y = 0.0058x
3 − 0.0237x
2 +1.0175x         R
2 = 0.97 
Following  calibration  of  the  SUV‐6  data,  the  fit  to  the  CTD  samples  is  much 
improved, as displayed in Figure 2‐17. Comparison of the mean CTD and calibrated 
SUV‐6  nitrate  profiles  reveal  a  mean  post‐calibration  accuracy  of  the  SUV‐6  of         
± 0.2 µM over the full depth range. The SUV‐6 nitrate data are now fully calibrated 
and  ready  for  2‐D  interpolation  to  a  regular  grid  along  with  the  calibrated 
hydrographic data. The process of interpolation and additional methods followed 
during the course of the thesis are detailed in the following Chapter (Methods).  
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Figure 2­1 Survey track and location of in­situ data for (a) S1, (b) C2 and (c) S2. Solid green lines 
indicate  where  SeaSoar  and  ADCP  data  are  collected  simultaneously.  Dashed  green  lines  indicate 
where ADCP data exist only. Black filled circles are the locations of CTD casts. In (a) and (b), blue 
dashed lines indicate pre­defined survey lines that were not able to be carried out, due to mechanical 
and/or adverse weather issues. No in­situ (SeaSoar or ADCP) data exists on these survey lines. For 
reference purposes, the area marked out by purple dashed lines in (c) indicates the C2 survey area, 
shown in (b). 
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Figure 2­2 Basic arrangement of components within the SUV­6 instrument, in plan and side views. 
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Figure  2­3  TSG  temperature  calibration  against  continuous  CTD  data.  Un­calibrated  TSG 
temperature data (black), CTD temperature data between 4 ­ 5 db (red) and TSG ­ CTD temperature 
offset (black stars) against time, for the whole cruise period. The mean TSG ­ CTD temperature offset of 
+  0.0085°C  is  marked  with  a  solid  black  line.  Lowercase  “a”  and  “b”  refer  to  the  start  and  end 
(respectively) of the period of high offset values, caused by a temporary problem with the TSG (see 
text). 
 
 
Figure 2­4  TSG  salinity  calibration  against  continuous  CTD  data.  Un­calibrated  TSG  salinity  data 
(black), CTD salinity data between 4 ­ 5 db (red) and TSG ­ CTD salinity offset (black stars). The mean 
TSG ­ CTS salinity offset of + 0.126 is marked with a solid black line. 
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Figure 2­5 TSG salinity calibration against discrete underway (UW) data. Un­calibrated TSG salinity 
data (black), discrete UW bottle data between 4 ­ 5 db (red) and TSG ­ UW bottle salinity offset (black 
stars) against time, for the whole cruise period. The mean TSG ­ UW salinity offset of + 0.118 psu is 
marked with a solid black line. Lowercase “a” and “b” refer to the start and end (respectively) of the 
period where offset values dropped from ~ 0.12 to ~ 0.11, caused by a temporary problem with the TSG 
(see text). 
 
Figure 2­6  SeaSoar  temperature  calibration  against  TSG(corr).  Un­calibrated  SeaSoar  temperature 
data between 4 ­ 5 db (red), calibrated TSG temperature data (black) and TSG­SeaSoar temperature 
offset (black asterisks). The mean TSG­SeaSoar temperature offset of ­ 0.026°C is marked with a solid 
line. 
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Figure 2­7 SeaSoar salinity calibration against TSG(corr) for the whole cruise period. Un­calibrated 
SeaSoar salinity data between 4 ­ 5 db (black), calibrated TSG salinity data (red) and TSG ­ SeaSoar 
salinity offset (black stars).  The mean TSG ­ SeaSoar salinity offset of ­ 0.03 is marked with a solid line. 
 
Figure  2­8  Un­calibrated  surface  (4­5  db)  SUV­6  nitrate  concentration  (µM)  (x­axis)  against 
underway (UW) discrete bottle sample nitrate concentration (µM) (y­axis). Separate colours represent 
each of the five individual SeaSoar tows. Note that more than one potential calibrations exist within 
tow 1b (see text).  Coloured ellipses mark areas of considerable deviation for the linear relationship 
caused by lamp stabilisation periods (see text). 
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Figure 2­9 SUV­6 nitrate surface (4 – 5 db) calibration against underway (UW) bottle samples for tow 
1a. Un­calibrated SUV­6 (black), underway bottle sample (red) and the SUV­6 – UW nitrate offset (black 
stars). A linear time drift in the offset is indicated by the black dashed line.  
 
 
Figure 2­10 SUV­6 nitrate surface (4 – 5 db) calibration against underway (UW) bottle samples for 
tow 1b. Un­calibrated SUV­6 (black), underway bottle sample (red) and the SUV­6 – UW nitrate offset 
(black stars). A linear time drift in the offset that covers tows 1ba and 1bb is indicated by the black 
dashed line (see text). A constant SUV­6 – UW offset of + 6.27 µM for tow 1bc is indicated by the black 
solid line. A period of ~ 3 hours during which SeaSoar did not reach a depth of 4 – 5 db is indicated 
within the blue dashed lines. 
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Figure 2­11 SUV­6 nitrate surface (4 – 5 db) calibration against underway (UW) bottle samples for 
tow 2a. Un­calibrated SUV­6 (black), underway bottle sample (red) and the SUV­6 –UW nitrate offset 
(black stars). A constant SUV­6 – UW offset of + 8.33 is indicated by the black solid line.  
 
 
Figure 2­12 SUV­6 nitrate surface (4 – 5 db) calibration against underway (UW) bottle samples for 
tow 2b. Un­calibrated SUV­6 (black), underway bottle sample (red) and the SUV­6 – UW nitrate offset 
(black stars). A period of ~ 2 hours during which SeaSoar did not reach a depth of 4 – 5 db is indicated 
within the blue dashed lines. A constant SUV­6 – UW offset of + 9.32 is indicated by the black solid line.  
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Figure 2­13 SUV­6 nitrate surface (4 – 5 db) calibration against underway (UW) bottle samples for 
tow 2c. Un­calibrated SUV­6 (black), underway bottle sample (red) and the SUV­6 – UW nitrate offset 
(black stars). A linear time drift in the offset is indicated by the black dashed line.  
 
Figure 2­14 Surface (4­5 db) calibrated SUV­6 data from all tows against underway (UW) bottle 
samples. The 1:1 relationship is indicated by the dashed black line. Data is coloured by individual tows, 
corresponding to the colours used n Figure 2­8.  
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Figure  2­15  Surface­calibrated  SUV­6  data  against  discrete  CTD  bottle  sample  concentration              
(0 – 450 db). 
 
 
 
Figure 2­16 Calibration curve of SUV­6 nitrate to discrete CTD bottle sample concentration based on 
mean depth profiles (see text).  
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Figure  2­17  Surface­  and  depth­calibrated  SUV­6  data  demonstrating  a  good  fit  to  full­depth               
(0 – 450 m) CTD bottle sample concentrations. 
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3. Methods 
This  Chapter  describes  the  methods  by  which  the  main  aims  of  the  study  are 
carried out. To recall from Chapter 1 (Introduction), these aims involve (i) the 
diagnosis  of  the  3‐dimensional  circulation  associated  with  the  eddy  dipole  by 
solving  the  Omega  Equation,  (ii)  the  calculation  of  the  mesoscale  nitrate  flux 
associated  with  the  dipole  from  derived  vertical  velocities  and  in‐situ  nitrate 
concentrations and (iii) assessment of the significance of the diagnosed nitrate flux 
in the context of other processes of nitrate supply and the observed biological 
activity in the euphotic zone during the D321 survey period.  
The  starting  point  for  quantifying  the  behaviour  of  nitrate  in  the  ocean  is  the 
general equation for the time evolution of a nutrient, N (Naveira‐Garabato et al., 
2001), as defined by Eq. 3‐1,  
Equation 3­1   
€ 
∂  N [ ]
∂t
= −u.∇  N [ ]+
∂
∂z
kz
∂  N [ ]
∂z
 
 
 
 
 
 + Sk     
where 
€ 
u is the velocity vector (u, v, w), kz is the vertical diffusivity and  is the 
gradient  operator,  equivalent  to  (∂/∂x +   ∂/∂y +   ∂/∂z).  The  first  term  on  the               
right‐hand‐side (RHS) of Eq. 3‐1 represents the component due to advection, and 
hence, is the pertinent term to the current study. The second term on the RHS of 
Eq. 3‐1 represents the vertical turbulent diffusion of a nutrient due to small‐scale 
mixing (note that horizontal turbulent diffusion is conventionally omitted in the 
time evolution of a nutrient, due to small horizontal gradients in concentration 
relative  to  vertical  gradients).  The  third  term  (Sk)  represents  other  potential 
sources  (such  as  remineralisation  and  atmospheric  input)  and  sinks  (such  as 
biological uptake) of a nutrient.  
In  the  advection  term 
€ 
u.∇  N [ ],  the  velocity  field 
€ 
u  can  be  separated  into  its 
constituent components 
€ 
ug and 
€ 
uag, which represent the contribution to the in‐situ 
velocity  of  geostrophic  (ug,  vg,  0)  and  ageostrophic  (uag,  vag,  w)  flow,  following 
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Naveira‐Garabato  et  al.,  (2001).  The  current  study  focuses  on  the  advection  of 
nitrate due to the vertical component of ageostrophic flow (w). Although vertical 
velocities  associated  with  strong  mesoscale  fronts  can  reach  magnitudes  of            
50  ‐  100  m  day‐1  (Allen  and  Smeed,  1996;  Pollard  and  Regier,  1992),  it  is 
impractical  to  measure  vertical  velocity  directly  in‐situ  due  to  typically  much 
smaller  magnitudes  relative  to  horizontal  velocity.  An  approach  originally 
developed  in  atmospheric  science  to  diagnose  vertical  motions  by  applying  a 
quasi‐geostrophic balance, known as the Omega Equation, has been found to be a 
reliable method for estimating vertical velocities at mesoscales (and smaller) in 
the  ocean  (Allen  and  Smeed,  1996;  Pollard  and  Regier,  1992;  Rudnick,  1996; 
Strass, 1994; Tintore et al., 1991; Viudez et al., 1996a). The form and function of 
the Omega Equation is explored more fully in Section 3.2.2.  
Obtaining vertical velocities from the Omega Equation is based on the principle of 
the conservation of potential vorticity (see Section 3.2.1) and requires a detailed 
and accurate knowledge of small‐scale horizontal gradients in geostrophic velocity. 
Section  3.1  describes  the  calculation  of  absolute  geostrophic  velocity  in  the              
3‐dimensional volume encompassed by each of the three surveys. The use of the 
derived geostrophic velocities to calculate potential vorticity (PV), which in turn is 
used  by  the  full  3‐dimensional  Omega  Equation  in  order  to  obtain  vertical 
velocities, is presented in Section 3.2. Finally, the combination of the diagnosed 
vertical velocities and the in‐situ nitrate concentration to determine the magnitude 
and spatial distribution of nitrate transport associated with the dipole is described 
in Section 3.3. 
Selected programmes from a library of Fortran programmes known as PSTAR are 
used  at  various  stages  in  the  following  process  and  are  specified  where 
appropriate  in  the  following  Chapter.  All  programmes  are  held  at  the  National 
Oceanography Centre, Southampton (NOC,S) and are available on request.  
3.1.  Deriving the Geostrophic Velocity Field 
As described in Chapter 2 (Instrumentation and Data Collection), in‐situ raw water 
velocity  data  were  collected  throughout  the  cruise  period  using  a  75  kHz        
vessel‐mounted Acoustic Doppler Current Profiler (ADCP). We cannot determine  
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absolute geostrophic velocity from the ADCP data alone as the in‐situ velocity field 
may  potentially  have  a  significant  ageostrophic  component  and  may  also  be 
influenced  by  the  tide  and/or  wind‐driven  inertial  motions  (see  Section  3.1.1). 
Through  a  combination  of  the  geostrophic  component  of  the  in‐situ  flow  at  a 
chosen reference level obtained from the ADCP data and the geostrophic shear 
calculated from the hydrographic SeaSoar/CTD data relative to the ADCP reference 
depth, the absolute geostrophic velocity can be obtained (Allen and Smeed, 1996; 
Pollard and Regier, 1992). This process is described in detail below. 
3.1.1. Reference Level of Known Motion 
The first step in the process is to determine a depth level in the ADCP data at which 
the velocity is primarily geostrophic. This is effectively a reference level at which 
contamination  from  inertial  oscillations  and  tidal  influence  is  absent.  The 
shipboard  ADCP  velocity  data  are  averaged  into  vertical  profiles  with  5  km     
along‐track  spacing,  to  match  that  of  the  gridded  SeaSoar  data.  Across‐track 
geostrophic velocity is calculated from the horizontal gradients in density in the 
east‐west SeaSoar legs carried out as part of the first survey (S1)10. Calculating 
geostrophic velocity in this way requires an initial reference depth to be chosen. At 
this stage, the selected depth is arbitrary and will be modified in the next stage of 
the analysis. Specifically, the comparison of the variation in velocity with depth 
between the ADCP and geostrophic profiles is the primary interest at this point, 
not  the  absolute  magnitude  of  velocity.  An  initial  reference  level  of  250  m  is 
selected  for  use.  Vertical  profiles  of  geostrophic  velocity  relative  to  250  m 
calculated  from  the  hydrographic  data  are  then  compared  with  the  in‐situ       
cross‐track  velocity  from  the  corresponding  section  of  ADCP  data,  in  order  to 
determine  the  depth  at  which  the  in‐situ  ADCP  velocity  is  predominantly 
geostrophic. By way of an example, the comparison of ADCP and SeaSoar velocity 
profiles for S1 Leg E is shown in Figure 3‐1, (note that whilst all survey legs were 
examined, S1 leg E can be considered representative of the profiles in other legs 
and hence, is used here to demonstrate the process). Each pair of profiles is offset 
                                                        
10 Using the programme pgeost, run in the PStar library of Fortran programmes held at the 
National Oceanography Centre, Southampton (NOC,S).   
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from the previous in Figure 3‐1 by 20 cm s‐1 along the x‐axis, to allow a clear 
comparison of corresponding ADCP and geostrophic profiles. It should be noted, 
therefore, that after the initial pair of profiles, the value on the x‐axis at which each 
subsequent pair lies is not representative of the absolute magnitude in velocity. It 
can be seen in Figure 3‐1 that all pairs of profiles compare well below ~ 350 m.  
However, the ADCP profiles, particularly between 50 cm s‐1 and 300 cm s‐1 on the 
x‐ axis show considerable divergence from the geostrophic profiles above 350 m.  
This  indicates  significant  ageostrophic  shear  in  the  upper  water  column  and 
corresponds most notably to the eastern part of the anti‐cyclonic eddy and the 
central jet (between approximately – 19.5 °E and – 20.5 °E in the small figure to 
left  of  the  top  panel  in  Figure  3‐1).  Such  ageostrophic  shear  may  partly  be 
attributed to wind‐driven inertial oscillations in the upper 50 – 100 m (Allen and 
Smeed, 1996; Pollard and Regier, 1992); indeed, it is here that the divergence from 
geostrophy can be seen to be greatest in Figure 3‐1. The influence of baroclinic 
tidal components on the in‐situ velocity profile can also be significant in areas of 
steeply shelving topography i.e. Iceland Faroes Front (Allen and Smeed, 1996). 
However, tidal influence is found to be weak in the survey region during the period 
of the cruise, with amplitudes for the u and v velocity components of less than     
1.5 cm s‐1 for all tidal constituents (Egbert and Erofeeva, 2010). Low tidal influence 
is supported by negligible deviation from geostrophy below 350 m in Figure 3‐1.  
A similar comparison of all SeaSoar survey data with corresponding ADCP data in 
this way confirms that the closest ADCP bin depth to the depth level at which 
water velocity appears to be dominated by geostrophy, is 341 m. The subsequent 
calculation of the geostrophic velocity field from the ADCP data at the reference 
level (341 m) and combination with the geostrophic shear above 341 m, calculated 
from the SeaSoar hydrographic data, is described in Section 3.1.3. First, both the 
ADCP and SeaSoar hydrographic datasets are fitted to a regular grid, such that they 
can be combined (as described above) and from which horizontal gradients in the 
data can easily be computed.   
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3.1.2. Interpolation of Data to a Regular Grid 
Let us first consider the in‐situ hydrographic data. For each survey, all in‐situ data 
collected between the designated starting and ending positions is amalgamated 
into a single data set. For C2, the in‐situ data consists solely of CTD data. For S1 and 
S2, however, the in‐situ data consists of both CTD and continuous SeaSoar data 
(see  Chapter  2  Data  Collection,  Processing  and  Calibration).    As  such,  careful 
gridding is necessary to combine and map the spatially very different data sources. 
As described in Chapter 2, the saw‐tooth SeaSoar data for all three surveys are 
calibrated and averaged into depth profiles with 5 km horizontal and 2 db vertical 
spacing.  The  CTD  data,  having  been  calibrated  prior  to  the  D321  cruise  (see 
Chapter 2) are also averaged vertically with 2 db spacing. Both SeaSoar and CTD 
vertical  profiles  are  also  treated  to  remove  density  inversions  (see  Chapter  2 
Section 2.2). Following this process, the vertical profiles from both data sources 
are  re‐gridded  with  8  db  vertical  spacing  and  data  (temperature,  salinity  and 
nitrate) from each vertical depth level (56 levels) are mapped onto a regular 2‐D 
grid using a Gaussian filtering programme11. The gridding routine operates on the 
principle  of  Inverse  Distance  Weighting  (IDW),  weighting  in‐situ  data  in  the 
vicinity of each unknown grid point as the inverse function of distance from that 
point, up to a user‐defined length scale. The process smoothes the density field 
such  that  small‐scale  features  that  are  not  adequately  resolved  by  the  spacing 
between cruise tracks, and which would create spurious results in the subsequent 
three stages of horizontal differencing necessary to solve the Omega Equation, are 
eliminated. 
The Gaussian IDW interpolation function has the following form, where φi are the 
observations at coordinates (xi, yi) and Φk is the interpolated value at grid point 
(xk, yk):  
                                                        
11 Using Fortran programme grid2d, written by and obtained courtesy of J.T. Allen (NOC.S) 
(2008).  
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Equation 3­2   
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The weighting function has the following form, where a and b are horizontal length 
scales in the x‐ and y‐ directions, respectively.  
Equation 3­3   
     
 
 
The interpolated value assigned to a grid point is therefore the weighted sum of 
the values of n known points (xi, yi) that fall within the search area, defined by a 
and b. The power function in Eq. 3‐3 determines the extent of smoothing required 
in the interpolation, i.e. the rate at which the weighting decreases with distance. 
Since the power has the value of 2, the weighting attributed to a nearby in‐situ 
data point decays exponentially with the square of the distance from the grid point, 
i.e. as the distance increases, the weighting attributed to a point decreases rapidly. 
A higher power would set the constraint that data outside the immediate vicinity 
of  the  grid  point  have  negligible  influence  on  the  interpolated  value  and  little 
smoothing of the data would result. A second control the user has over the extent 
of the smoothing is the distance over which the weighting is applied in the x‐ and 
y‐ directions. This is set by a and b, respectively. If values of a and b are small, the 
weighting will decay exponentially over a short length scale and the function will 
smooth the data over a short distance. The requirements for setting the values of 
  and    are  that  the  small‐scale  features  between  tracks  are  adequately 
smoothed  out  but  that  the  well‐resolved  detail  along‐track  is  not  excessively 
downgraded  by  unnecessary  smoothing.  The  form  of  Eq. 3 ‐3  is  such  that  the 
weighting  distance  can  be  set  independently  for  the  x‐  (along‐track)  and                   
y‐  (cross‐track)  directions,  i.e.  to  create  an  ellipse  shaped  search  area.  This 
function  is  useful  for  sampling  mesoscale  fronts,  where  survey  lines  can  be 
orientated perpendicularly to the front.  The gradients are then typically much 
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sharper in the along‐track direction than the cross‐track direction and hence, the 
former requires less smoothing (Allen and Smeed, 1996; Pollard and Regier, 1992).   
In the present study, a length scale of 25 km is used for a and b, to reflect the fact 
that  there  is  no  obvious  bias  in  physical  gradients  in  either  direction  over  the 
survey  area  as  a  whole.  This  produces  a  smooth  field  from  which  the  central 
differencing in subsequent stages of differentiation, as part of solving the Omega 
Equation, do not exaggerate small‐scale features that are inadequately resolved by 
the sampling resolution. A qualitative examination of the impact of using different 
weighting length scales on the surface density field over the survey region is given 
in Figure 3‐2, where potential density is shown at 10 db using length scales in the     
x‐ and y‐ direction, (a and b, respectively), of (a) 25 km x 25 km, (b) 20 km x 20 km, 
(c) 15 km x 15 km and (d) 15 km x 25 km. At this depth, surface water over the 
cyclonic eddy is indistinguishable from surrounding water. However, above the 
anti‐cyclonic mode‐water eddy, isopycnals from the thermocline outcrop at the 
surface, giving it a distinctive high‐density signature at the surface (see Chapter 4). 
In Figures 3‐2(b) and 3‐2(c) where the same aspect ratio of x‐ to y‐ is maintained 
as in (a), but with reduced length scales of 20 km x 20 km and 15 km x 15 km, 
respectively, the interpolation is insufficient to smooth the small‐scale variability 
unresolved  by  the  spacing  of  the  cruise  tracks.  The  result  is  sharply  angled 
contours that superimpose artificial and asymmetric curvature on the circular flow 
of the eddy. This can result in significant spurious vertical velocities when subject 
to  the  various  stages  of  horizontal  differencing  involved  in  solving  the  Omega 
Equation.  Indeed,  Martin  and  Richards  (2001)  show  that  the  ageostrophic 
circulation  resulting  from  perturbations  to  the  circular  flow  of  an  anti‐cyclonic 
eddy in the North Atlantic (as measured by ADCP) can produce vertical velocities 
of up to 10 m day‐1, which will be significant if produced erroneously. 
Figure  3‐2(d)  shows  the  artificial  stretching  of  the  eddy  in  the  north‐south 
direction that occurs when the aspect ratio of the weighting length scales is not 
one, i.e. when unequal horizontal length scales are set for the x‐ and y‐ directions 
(15  km  x  25  km).  Martin  &  Richards  (2001)  present  a  discussion  of  sampling 
strategies that are associated with unequal resolution in the x‐ and y‐ directions 
and demonstrate artificial north‐south alignment of diagnosed vertical velocities  
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as a result, similarly to that shown in Figure 3‐2(d). A more detailed analysis of the 
potential errors in the vertical velocity diagnosis caused by an unequal horizontal 
aspect ratio together with a quantitative sensitivity analysis of the effect of small 
changes  in  the  weighting  length  scale  on  the  diagnosed  vertical  velocities  is 
provided in Chapter 7 (Discussion and Significance of Results). It is sufficient at 
this point to acknowledge that due to the orientation of the dipole and that of the 
survey tracks, an equal weighting distance of 25 km in both the x‐ and y‐ directions 
is used for the analysis.  
A 2‐D grid of 71 x 71 points is used in the interpolation in the x‐ and y‐directions, 
corresponding to a spatial resolution of ~ 2 km. Following the method of Allen and 
Smeed (1996), this is done to allow small‐scale gradients in the in‐situ data to be 
determined without losing too much data on the boundaries of the survey area, as 
a result of the central differencing necessary to solve the Omega Equation. The 
ADCP data at 341 m for each survey are interpolated onto the same 2‐D grid as the 
SeaSoar temperature and salinity data, using the identical gridding routine2 and 
parameters as described above. Potential temperature and potential density are 
calculated for each depth level from the gridded temperature and salinity data. The 
hydrographic  and  ADCP  velocity  data  are  sufficiently  smooth  to  allow  the 
calculation  of  dynamic  height  and  subsequently,  of  geostrophic  velocity.  The 
following section (3.1.3) describes the next step in this process: the calculation of 
geostrophic  velocities  at  the  341  m  depth  level  by  fitting  a  non‐divergent       
stream‐function to the in‐situ data. 
3.1.3. Calculation of Dynamic Height at the Reference Level  
A horizontal streamfunction is fitted to the ADCP velocity data at the reference 
level (341 m), producing a non‐divergent flow field with ageostrophic (divergent) 
flow  removed.  The  non‐divergent  streamfunction,  defined  by  Eq.  3‐4  below,  is 
fitted at 341 m following Pollard and Regier (1992) by solving Eq. 3‐5 where u is 
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the velocity vector (u, v, w)12. Neumann boundary conditions are set on all lateral 
boundaries, such that the horizontal gradient of the streamfunction perpendicular 
to the boundary is equal to the component of velocity along the boundary.  
Equation 3­4           
     
Equation 3­5           
   
Dynamic  height  at  341  m  is  calculated  for  each  survey  by  multiplying  the 
streamfunction by the local Coriolis parameter (1.25 x 10‐4 /s at a mean latitude of 
59.4 °N). The reference dynamic height field at 341 m is then merged with the 
SeaSoar  hydrographic  data  as  detailed  below,  to  obtain  the  absolute  dynamic 
height field at each depth level in the survey grid between 0 and 450 m. 
3.1.4. Absolute Dynamic Height and Geostrophic Velocity 
Returning to the hydrographic data, following interpolation to a regular grid (as 
described in Section 3.1.2), the dynamic height relative to 341 m for each survey is 
calculated from the in‐situ density data (SeaSoar plus CTD)13. The addition of the 
derived dynamic height field at 341 m obtained from the ADCP data (see above, 
Section 3.1.3), to the dynamic height field relative to 341 m calculated from the 
hydrographic data, then provides the absolute dynamic height for each point on a 
given depth level, for each survey. Geostrophic velocity (U, V) is then calculated 
from  the  horizontal  gradient  in  absolute  dynamic  height  (p’)  between  each 
consecutive  pair  of  grid  points  according  to  the  geostrophic  approximation  in      
Eq. 3‐614,  
                                                        
12 Using Fortran programme strmfn, written by and obtained courtesy of J.T. Allen (NOC,S) 
(2008). 
13 Using the programme pdynht, run in the PStar library of Fortran programmes held at 
the National Oceanography Centre, Southampton (NOC,S). 
14 Using Fortran programme geve3d, written by and obtained courtesy of J.T. Allen (NOC.S) 
(2008). 
  
u =  
  
 y
, v =
  
 x
  
 
2  =    u 
56 
Equation 3­6           
   
where  ρ  is  the  in‐situ  density  and  f  is  the  local  Coriolis  parameter.  Eq.  3‐6  is 
derived from the full Navier‐Stokes equations of motion, with the assumptions that 
the flow has no acceleration (∂u/∂t = ∂v/∂t = ∂w/∂t = 0), that horizontal velocities 
are much larger than vertical velocities (w << u, v) and that frictional forces are 
negligible. The following section describes how the geostrophic velocity field is 
used to determine the physical dynamics of the dipole for each survey; specifically, 
the calculation of potential vorticity and diagnosis of vertical velocity from the 
Omega Equation. 
3.2.  Vertical Velocity Diagnosis 
3.2.1. Potential Vorticity (PV) 
Potential  vorticity  (PV)  is  an  important  parameter  in  oceanography  as  in  the 
absence  of  dissipation,  or  any  diabatic  process  that  can  change  the  potential 
temperature of a water parcel by adding or losing heat to the surroundings, it is 
conserved following a water parcel (Ertel, 1942; Rossby, 1940). This means that in 
principle, knowledge of the PV distribution for a given feature can be used to infer 
all associated dynamical fields, including that of vertical velocity. Essentially PV 
can be used as a tracer of the circulation. The full Rossby‐Ertel PV is defined by   
Eq. 3‐7, below: 
Equation 3­7           
     
where ω represents the relative vorticity (or the curl of the velocity of a fluid, 
relative  to  the  earth),  2Ω  represents  the  planetary  vorticity  and  the  potential 
density is denoted by ρ. Following the method of Allen et al., (1996) and Pollard 
and Regier, (1992) the geostrophic approximation to the full Rossby‐Ertel PV can 
be  calculated  from  observations  as  follows  (see  Allen  and  Smeed,  (1996)  for 
derivation of Eq. 3‐8 from Eq. 3‐7), 
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Equation 3­8           
   
where g is acceleration due to gravity, f is the Coriolis parameter (f = 2Ωsinφ), 2Ω 
is planetary vorticity and φ is latitude. The Brunt‐Vaisala frequency (N) is defined 
by Eq. 3‐9, where ρ is in‐situ density and z is the vertical co‐ordinate, relative to 
the ocean surface (negative downwards). 
Equation 3­9      .   
         
The vertical component of relative vorticity (ζ) and the Froude number (F), which 
is a measure of the stability of the flow, as represented by the competing influences 
of stratification and shear, are defined by Eq. 3‐10 and 3‐11, respectively. 
Equation 3­10     
€ 
ζ =
∂v
∂x
−
∂u
∂y
 
 
 
 
 
            
Equation 3­11             
The x, y and z co‐ordinates are such that the x‐axis is positive to the east, the y‐axis 
is positive to the north and the z‐axis is negative downwards from the sea surface. 
Lowercase u and v in Eq. 3‐10 represent the in‐situ velocity field in the x‐ and         
y‐  directions,  respectively.  Uppercase  U  and  V  in  Eq.  3‐11  represent  the 
geostrophic  components  of  the  velocity  field  in  the  x‐  and  y‐  directions, 
respectively. 
The  Brunt‐Vaisala  frequency,  the  Froude  number,  relative  vorticity  and  the 
geostrophic approximation to potential vorticity are calculated from the derived 
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geostrophic velocity data15. The relative importance of each of the above terms in 
Eq. 3‐8 for the current survey is discussed fully in Chapter 5 (Potential Vorticity 
and Vertical Velocity). The remainder of this section describes the form, function 
and  practical  use  of  the  Omega  Equation,  which  is  used  to  diagnose  vertical 
velocities from the PV distribution.     
3.2.2. The Omega Equation 
As introduced previously, the quasi‐geostrophic (QG) Omega Equation is a method 
for diagnosing vertical velocity in the atmosphere and ocean, where the in‐situ 
measurement of vertical scales of motion is physically impractical. Several studies 
have demonstrated the Omega Equation to be the most appropriate approach to 
diagnosis  of  mesoscale  vertical  velocities  in  terms  of  stability  and  accuracy, 
compared  to  other  approaches  such  as  large‐scale  temperature  and  vorticity 
advection  (Fiekas  et  al.,  1994;  Strass,  1994;  Tintore  et  al.,  1991).  The  Omega 
Equation has been used successfully several times to diagnose vertical velocities of 
the order of 10 – 100 m day‐1 associated with mesoscale fronts and eddies (Allen 
and  Smeed,  1996;  Legal  et  al.,  2007;  Pollard  and  Regier,  1992;  Rudnick,  1996; 
Shearman et al., 1999). Some recent studies present more appropriate approaches 
to  estimating  vertical  velocity  in  regions  of  high  Rossby  number  (Rog  =  Ug/fL, 
where Ug is the characteristic velocity scale of the geostrophic flow), for which the 
assumption of quasi‐geostrophic dynamics inherent in the Omega Equation may 
not  be  valid.  Thomas  et  al.  (2010)  derive  an  inverse  method  for  assessing  the 
generation  of  vertical  velocity  at  a  mesoscale  front  by  means  other  than 
geostrophic forcing, which is the sole driving force in the Omega Equation (see 
below). The authors illustrate that vertical velocities due to mixing, friction and 
non‐linearities in the ageostrophic flow result in estimates of vertical velocity in 
the Japan/East Sea an order of magnitude higher than those obtained with the 
conventional QG Omega Equation (Thomas et al., 2010).  In the current study, the 
focus is on the mesoscale contribution to vertical velocity (and hence to nitrate 
transport)  and  since  Rog  ≈  0.01  (where  Ug ≈  0.2  m  s‐1,  f  ≈  1.25  x  10‐4 s ‐1  and               
                                                        
15  Using  Fortran  programme  gpvq3d,  written  by  and  obtained  courtesy  of  J.T.  Allen 
(NOC.S) (2008).  
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L ≈ 100 km, see Chapter 4), the assumption of quasi‐geostrophic dynamics is valid 
and use of the QG Omega Equation is justified. Hence, the QG Omega Equation as 
derived by Hoskins et al., (1978) is the approach followed here. 
 
The  requirement  for  high‐resolution  data  in  both  the  horizontal  and  vertical 
directions in order to solve the Omega Equation has often precluded solution of 
the full 3‐D equation. Where sub‐surface ADCP data have been lacking in the past, 
the analysis has been made relative to an assumed level of no motion, (Viudez et 
al., 1996a). In other instances, horizontal density gradients have been deemed to 
be negligible in one direction relative to the other, such that a 2‐D approximation is 
an adequate simplification of the full 3‐D form of the equation (Legal et al., 2007; 
Pollard  and  Regier,  1992).  Both  Allen  and  Smeed  (1996)  and  Rudnick  (1996) 
solved the full 3‐D equation to calculate vertical velocity at the Iceland Faroes front 
and Azores front, respectively. These studies pioneered the use of shipboard ADCP 
data  to  calculate  the  absolute  geostrophic  velocity  for  the  survey  region.  As 
described in the preceding sections, this is the approach followed in the present 
study.  
The full form of the quasi‐geostrophic Omega Equation (Hoskins et al., 1978) is 
given in Eq. 3‐12 and Eq. 3‐13, where w is vertical velocity (details of the full 
derivation can be found in Hoskins et al. 1978). 
Equation 3­12         
   
Equation 3­13            
 
The Omega Equation is useful for inferring vertical dynamics in the ocean as it 
implies that vertical velocity (w), a component of the ageostrophic velocity field, 
can  be  determined  from  horizontal  and  vertical  gradients  in  the  geostrophic 
velocity  field.  Specifically,  vertical  velocity  is  forced  by  the  divergence  of  the     
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vector Q (Eq. 3‐12), which is derived from horizontal derivatives of geostrophic 
velocity (Eq. 3‐13). The Q‐vector Omega Equation was developed in atmospheric 
studies from the concept of Thermal Wind Imbalance (TWI). In an oceanic context, 
thermal wind describes the vertical shear in geostrophic current that is required to 
balance a given horizontal density gradient. Geostrophic straining of horizontal 
density  gradients  causes  a  departure  from  the  thermal  wind  balance  and 
ageostrophic motions (of which vertical velocity is a component) arise to restore 
the balance (Lapeyre and Klein, 2006).  Vertical velocity generation according to 
quasi‐geostrophic theory can also be expressed as the requirement to conserve PV; 
horizontal  gradients  in  geostrophic  relative  vorticity  (
€ 
ζ =∂V
∂x −∂U
∂y)  require 
changes  in  layer  thickness  to  conserve  PV,  which  are  associated  with  vertical 
velocities. The principle of the conservation of PV, the mechanisms for vertical 
velocity generation in terms of mesoscale variability in PV distribution and the 
relevance  to  the  current  study  are  all  discussed  fully  in  Chapter  5  (Potential 
Vorticity and Vertical Velocity).  
Vertical velocity (w) is thus obtained in the present study at each depth level and 
for each of the three surveys by solving Eq. 3‐1216. Solving the Omega Equation 
requires that boundary conditions are set on all boundaries of the survey domain. 
These conditions specify either the absolute value of the vertical velocity on the 
boundary  (Dirichlet)  or  the  gradient  of  vertical  velocity  perpendicular  to  the 
boundary (Neumann). The Dirichlet boundary condition w = 0 is applied at the 
upper boundary, as water cannot enter or leave the ocean through the sea surface. 
The choice of the lateral and lower boundary conditions are less straightforward 
and  depend  critically  on  the  horizontal  and  vertical  proximity  of  the  features 
within the survey region. With this in mind, an important point to remember about 
the current study is that the aim of the cruise was to assess activity biophysical 
interactions at the mesoscale within a patch of typical open ocean, i.e. not targeting 
any ocean frontal systems or specific feature (see Chapter 1 Introduction). Hence, 
while the in‐situ survey technique was adapted at the time of sampling in order to 
                                                        
16 Using Fortran programmes gomeg2beta and gomeg4btNeu (to solve for Dirichlet w=0 
and  Neumann  ∂w/∂z  =  0  conditions  on  the  lower  boundary,  respectively).  Both 
programmes were written by and obtained courtesy of J.T. Allen (NOC.S) (2008).  
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characterise the dipole as best as possible, the survey was not designed with the 
specific dipole feature in mind. Consequently, the choice of boundary conditions 
(particularly the lower boundary) is perhaps not as straightforward as in previous 
studies, where the outer limits of the survey domain have been set sufficiently far 
from the region of interest (Allen and Smeed, 1996; Naveira‐Garabato et al., 2002; 
Pollard and Regier, 1992). Due to the fact that the components of the dipole in the 
current study extend horizontally and vertically outside of the survey volume (see     
Chapter 4 Physical and Biogeochemical Characteristics of the Eddy Dipole), it is 
deemed unlikely and inappropriate to assume no vertical velocity on any of the 
boundaries. Therefore, Neumann boundary conditions of ∂w/∂z = 0 are set in the 
present study on the lower and lateral boundaries. A full discussion of the choice of 
boundary  conditions  and  the  implications  for  the  vertical  velocity  diagnosis,  is 
provided in Chapter 7 (Discussion and Significance of Results), after the physical 
characteristics of the components of the dipole have been presented more fully in 
the course of the following chapters. 
3.3.  Local Nitrate Transport and Net Nitrate Flux  
Returning to Eq. 3‐1, the evolution of a nutrient concentration at a given point in 
the ocean can be partly attributed to vertical advection, described by the vertical 
component of the first term on the RHS, w(∂[N]/∂z). It follows that to estimate the 
vertical transport of a nutrient across a given depth surface, rather than for a given 
volume of water, the transport term is simply w[N]. In the present study, the local 
vertical transport of nitrate at every designated grid point (see Section 3.1.2) is 
determined by the vertical velocity at that point (w), as diagnosed by the Omega 
Equation, multiplied by the in‐situ nitrate concentration [N]. For any given depth 
level, the net nitrate flux for the given region is determined by taking the areal 
mean of the local nitrate transport values at the depth of interest, 
€ 
wN .  
Within this approach, there are several issues and practicalities associated with 
turning  high‐frequency  measurements  of  nitrate  transport  made  within  a 
mesoscale variable region into an estimate of the net contribution of mesoscale 
dynamics to annual nitrate supply. The ability to do this rests on having sampled 
the  feature  representatively,  such  that  the  inferred  nitrate  flux  is  unbiased  by  
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issues  associated  with  sampling.  This  is  discussed  more  fully  in  Chapter  6, 
alongside  practical  approaches  to  interpreting  the  spatial  variability  in  nitrate 
transport for the available data set and the calculation of net nitrate flux at specific 
depth levels. 
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Figure 3­1  Comparison  of  5  km  averaged  ADCP  velocity  (solid  lines)  and  the  geostrophic  shear 
relative to 250 m calculated from the hydrography (dashed lines) for S1 leg E. Note that the x­ axis 
scale is the cross­track (north­south) component of vertical velocity (cm s­1) but that each successive 
pair of profiles is offset by 20 cm s­1 to allow comparison. The three images viewed from top to bottom 
represent the full extent of S1 leg E. Contours of dynamic height at 50m, with 1 cm intervals, indicating 
the  location  of  leg  E  relative  to  the  positions  of  the  cyclonic  (C)  and  anti­cyclonic  mode­water  (A) 
eddies is shown to the left of the top figure. The reference depth of 341 m, at which the ADCP velocity 
and the geostrophic velocity derived from the hydrography converge, is indicated by the red dashed 
line in each image.  
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Figure  3­2  Potential  density  (σ0)  (kg  m­3)  at  10  db  for  S1,  interpolated  to  a  regular  grid  using 
weighting length scales a and b of (a) 25 km x 25 km, (b) 20 km x 20km, (c) 15 km x 15 km and (d) 15 
km x 25 km.  
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4. RESULTS  (I)  Physical  and  Biogeochemical  Characteristics  of 
the Eddy Dipole 
In the following chapter, velocity, density, temperature, salinity, nitrate and oxygen 
data  collected  during  the  survey  are  presented  and  discussed  in  terms  of 
establishing  the  physical  context  of  the  components  of  the  dipole  and  their 
respective  impacts  on  the  resident  biogeochemistry.  Examples  from  sections 
carried out as part of each of the three surveys (S1, C2 and S2) are presented in 
Sections  4.1  –  4.3,  to  characterise  the  major  physical  and  biogeochemical 
properties of both components of the dipole and the central jet. In Section 4.4, 
horizontal sections from the data following interpolation to a regular grid (see 
Chapter 3 Methods) are presented and discussed in the context of confirming the 
features observed in the previous sections and in assessing the spatial and the 
temporal differences between the consecutive surveys. This is in preparation for 
detailed analysis of the 3‐dimensional circulation and associated nitrate transport 
within the dipole in Chapters 5 and 6. 
4.1.  Velocity Field 
4.1.1. Location, Size and Circulation 
As described previously, a series of three surveys across the region of the eddy 
dipole were carried out as part of the D321 field experiment during which, two 
vessel‐mounted Acoustic Doppler Current Profilers (ADCPs) (150 kHz and 75 kHz) 
provided near real‐time water velocity data to ~ 400 and ~ 700 m, respectively. 
Figures 4‐1(a‐c) show the 30‐minute averaged 75 kHz ADCP current vectors at    
50 m for each of the three SeaSoar surveys (S1, C2 and S2). The velocity field is 
clearly  dominated  by  cyclonic  flow  to  the  northeast  of  the  survey  area  and         
anti‐cyclonic flow to the southwest. Peak in‐situ velocities of ~ 60 cm s‐1 are found 
in a southeastward flowing jet between the eddies. Absolute dynamic height at    
50 m is overlaid onto each image in Figure 4‐1. To recall, absolute dynamic height 
at a given depth is derived from ADCP velocity data at the reference level (341 m) 
and the geostrophic shear at that depth, calculated from the SeaSoar hydrographic 
data  relative  to  341  m  (see  Chapter  3  Methods).  For  the  purposes  of  further 
analysis,  the  survey  for  which  the  most  data  exist  (S1)  will  be  used  here  to  
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illustrate the velocity characteristics of the dipole, (note that the issue of reduced 
data coverage in C2 and S2 will be returned to in Section 4.4, with respect to the 
interpolated results). 
In S1, the cyclonic (anti‐cyclonic) eddy is characterised by a negative (positive) 
dynamic height signature of ‐ 0.08 m (+ 0.07 m) relative to the central jet (Figure 
4‐1(a)). The respective centres of the cyclonic and anti‐cyclonic eddies, in terms of 
the  minimum  and  maximum  in  dynamic  height,  are  thus  located  at  59.8  °N,                
‐ 19.5 °E and 59.3 °N, ‐ 20.3 °E. These positions and respective dynamic height 
signatures  confirm  the  sea  level  anomaly  signature  of  the  dipole  from  satellite 
altimetry, presented in Chapter 1 (Figure 1‐2).   
Figure 4‐2 shows the dynamic height field for S1 at 50 m, overlaid with derived 
geostrophic velocity vectors (also at 50 m) for two in‐situ survey legs carried out 
as part of S1 (legs C and F). These passed close to the cyclonic and anti‐cyclonic 
eddy  cores  (respectively)  and  will  be  used  here  to  illustrate  the  geostrophic 
velocity signatures of the separate eddies. Geostrophic velocity vectors indicate 
cyclonic rotation on leg C from ~ ‐20.0 °E to beyond the eastern extent of the 
survey area. Geostrophic velocity reaches a peak of ~ 12.5 cm s‐1 approximately   
30 km from the centre of the eddy on the eastern side and decreases with radial 
distance down to ~ 11 cm s‐1 on the eastern boundary of the survey area.  On the 
western side of the eddy, peak geostrophic velocity is also reached at ~ 30 km 
from the centre, but with a higher peak magnitude (up to 22 cm s‐1), due to the 
influence of the fast flowing jet between the eddies.  
In  the  anti‐cyclonic  eddy  (leg  F),  geostrophic  velocities  increase  with  radial 
distance from the core, reaching a peak of ~ 20 cm s‐1 on the western boundary, 
indicating  that  the  anti‐cyclonic  eddy  extends  beyond  our  survey  area.  On  the 
eastern side, similar peak geostrophic velocities are found ~ 45 km from the eddy 
centre and decrease with radial distance down to zero approximately 90 km from 
the centre. From the spatial extent of the geostrophic velocity vectors, the cyclonic 
and  anti‐cyclonic  eddies  have  estimated  rotational  diameters  of  ~  90  km  and          
~ 180 km, respectively. Although the full size of both eddies extend beyond the 
limits of the survey area, peak azimuthal velocities are observed on the eastern  
67 
boundaries of the cyclonic and anti‐cyclonic eddies ~ 30 km and 45 km from the 
cores,  respectively.  The  respective  diameters  of  the  cyclonic  and  anti‐cyclonic 
eddies  based  on  peak  rotational  velocity  are  thus  60  km  and  90  km.  This  is 
reasonably consistent with previous in‐situ observations of North Atlantic eddies 
at  this  latitude  (Martin  et  al.,  1998;  Read  and  Pollard,  2001),  which  are 
characterised  by  similar  maximum  geostrophic  velocities  of  ~  25  cm  s‐1  and 
azimuthal diameters of 80 – 100 km.  
Figure 4‐3 shows the vertical profiles of geostrophic velocity for four points along 
leg C and leg F in S1, marked with coloured circles in Figure 4‐2.  Points 1 (red) and 
2 (green) are located in the regions of peak horizontal velocity in the cyclonic eddy 
(59.7 °N, ‐ 19.0 °E) and the anti‐cyclonic eddy (59.3 °N, ‐ 20.9 °E). Points 3 (blue) 
and  4  (purple)  are  positioned  north  and  south  in  the  central  jet  (at  59.7  °N,                
‐ 20.2 °E and 59.3 °N, ‐ 19.4 °E, respectively). For the purposes of this analysis, the 
jet  is  delimited  by  the  +  0.22  m  and  +  0.28  m  contours  in  dynamic  height  in      
Figure  4‐2,  which  separate  the  water  cycling  in  the  cyclonic  and  anti‐cyclonic 
eddies  from  the  flow  in  the  jet  on  the  eastern  and  western  boundaries  of  the 
survey area, respectively. Note that in the anti‐cyclonic eddy, the designated point 
is located slightly inside of the peak velocity on the western boundary. This is away 
from the boundary conditions imposed on the lateral extent of the survey area, 
where we can be more confident of the interpolation (see Chapter 7 for a more 
detailed discussion of boundary conditions).  
In addition to the vertical profile of the absolute value for the geostrophic velocity 
vector 
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  in Figure 4‐3, profiles for the separate x‐ and y‐ components of 
geostrophic velocity are also shown, (where the x‐ component is positive eastward 
and  the  y‐  component  is  positive  northward).  Geostrophic  flow  in  the  cyclonic 
eddy (red solid line with circles) peaks at 66 m with a magnitude of ~ 12.5 cm s‐1 
(as  indicated  in  Figure  4‐2)  and  decreases  with  depth  to  a  minimum  of                      
~ 10.5 cm s‐1 at 450 m (the maximum depth of SeaSoar data). Analysis of the 
separate components shows the flow is strongly northward (red dashed line) in 
this region (as indicated in Figure 4‐2, note that the northward velocity is almost  
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coincident with the absolute geostrophic velocity) and only a very weak eastward 
flow exists (red solid line). 
Conversely,  geostrophic  flow  in  the  anti‐cyclonic  eddy  (green  solid  line  with 
circles) steadily increases with depth to a maximum of ~ 17.5 cm s‐1 at 450 m. 
Again,  the y ‐  component  is  very  similar  in  magnitude  to  the  total  geostrophic 
velocity,  representative  of  the  strong  northward  flow  seen  in  Figure  4‐2.  The 
increase in geostrophic flow speed with depth is due to the anti‐cyclonic eddy 
being  a  mode  water  eddy,  the  deep  core  of  which  is  centred  at  ~  600  m  (see 
Section 4.2.1).  
The profile of geostrophic velocity in both the northern and southern parts of the 
jet (blue and purple solid line with circles, respectively) show minimal variation 
with depth down to 300 m, although a slight decrease (< 0.5 cm s‐1) is visible 
below 300 m at both locations. The peak magnitude attained is much greater in the 
northern part of the jet however, as indicated by the length of the velocity vectors 
in Figure 4‐2, reaching ~ 22 cm s‐1 at 300 m compared to ~ 14 cm s‐1 at the same 
depth  in  the  southern  part  of  the  jet.  Although  the  magnitude  of  flow  is  fairly 
consistent  with  depth  at  both  points  and  broadly  southeastward  (positive                
x‐ component and negative y‐components are of similar magnitude), a closer look 
at  the  variation  of  each  component  of  the  flow  with  depth  reveals  interesting 
characteristics.  In  the  northern  jet,  the  magnitude  of  the  southward  flow 
dominates  the  eastward  component  at  the  surface  (15  cm  s‐1  compared  to               
11 cm s‐1) but decreases in magnitude with depth as the eastward flow increases. 
Conversely in the southern part of the jet, the eastward component dominates at 
the  surface  (14  cm  s‐1  compared  to  8  cm  s‐1)  but  decreases  with  depth  as  the 
southward component increases. The implication of the different profiles towards 
the surface at the two locations is that not only is there a reduction in the speed of 
the flow in the jet as it passes between the eddies, but that there is also some 
element of horizontal curvature, or steering, of the flow in the upper water column 
as it does so. Specifically, the flow is predominantly southwards as it passes the 
cyclonic eddy to the east, then predominantly eastwards as it passes the mode 
water eddy to the west. This steering effect decreases with depth at both locations,  
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such  that  the  magnitudes  of  both  components  of  the  flow  at  450  m  are  more 
similar than at the surface, resulting in an almost directly southeastward flow. 
Geostrophic velocity was not determined at depths below the maximum depth of 
SeaSoar (~ 450 m). However, in‐situ ADCP velocity data show that both eddies 
persist down to at least 650 m (the maximum depth of the 75 kHz ADCP) and that 
in‐situ velocities are decreased (increased) in the cyclonic (anti‐cyclonic) eddy by 
~ 30 % relative to those at 50 m. The strong southeastward flow in the jet also 
persists down to 650 m, revealing peak velocities of up to 25 % higher than at       
50 m (~ 75 cm s‐1 compared to ~ 60 cm s‐1). 
4.1.2. Movement of the Eddy Dipole 
As noted in Section 4.1.1, the cyclonic, anti‐cyclonic and jet components of the 
dipole are clearly visible in the ADCP velocity data in the second and third surveys, 
C2 and S2 (Figures 4‐1(b) and (c), respectively). C2 was conducted 8 days later 
than S1 and S2 was conducted a further 4 days after the completion of C2. By 
comparing the derived dynamic height field for each of the successive surveys, the 
speed  and  direction  of  movement  of  the  eddies,  separately  and  together  as  a 
dipole, can be determined. Figure 4‐4 shows the trajectories of the cyclonic and 
anti‐cyclonic  eddies  over  the  survey  period,  based  on  the  co‐ordinates  of  the 
minima and maxima in dynamic height in each of the three consecutive surveys. 
Symbols  in  Figure  4‐4  represent  data  at  two  different  depth  levels;  50  m 
(asterisks) and 450 m (triangles). 
Between  S1  and  C2,  both  the  cyclonic  and  anti‐cyclonic  eddies  travelled  on  a 
bearing of 120° from due north (Figure 4‐4), indicating some coherence as a dipole 
pair. However, the anti‐cyclonic eddy travelled further than the cyclonic eddy over 
the 8 day period; ~ 45 km compared to ~ 20 km. These distances correspond to 
propagation speeds of 5.6 km day‐1 (~ 6 cm s‐1) and 2.5 km day‐1 (~ 3 cm s‐1), for 
the  anti‐cyclonic  and  cyclonic  eddy,  respectively.  Between  C2  and  S2,  both  the 
cyclonic and anti‐cyclonic eddies appear to change direction completely and also 
follow slightly different courses from each other with bearings of 20° and 30° from 
due North, respectively (Figure 4‐4), thus indicating a weakening of the coherence 
visible during the first part of the survey. Between C2 and S2, the anti‐cyclonic  
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eddy  again  travelled  further  than  the  cyclonic  eddy;  ~  30  km  compared  to                
~ 20 km. These distances correspond to increased propagation speeds compared 
to the first part of the survey period, with speeds of 7.5 km day‐1 (~ 9 cm s‐1) and    
5 km day‐1 (~ 6 cm s‐1) for the anti‐cyclonic and cyclonic eddy, respectively. The 
movement of the eddies relative to each other in the latter part of the survey may 
be due to the influence of topography. Looking back to the altimetry image of sea 
surface height presented in Chapter 1 (Figure 1‐2), it is apparent that the dipole 
feature  is  part  of  a  succession  of  eddies  of  alternating  sign  orientated  along  a 
diagonal  northeast‐southwest  axis  parallel  to  the  bank  of  the  Rockall‐Hatton 
Plateau, over which the topography shallows from over 3000 m to ~ 200 m (Read 
and  Pollard,  2001).  It  is  reasonable  to  suggest  that  the  topography  and/or        
eddy‐eddy interaction with other vortices in such close proximity along the bank 
could exert an influence on the cohesion of the dipole pair. Alignment of eddies 
along the Rockall‐Hatton Bank has been observed before in in‐situ studies of North 
Atlantic eddies, such as Martin et al., (1998), whose authors cite this as a potential 
indication of the formation of the PRIME eddy from an instability of the North 
Atlantic Current as it steers around the shelving topography. 
The spatial separation of the symbols in Figure 4‐4 indicates the displacement of 
the relative positions of the cores at the two depths, i.e vortex tilting of up to 5 km 
within both eddies over the top 450 m of the water column. This is confirmed by 
analysis of ADCP vector data (Forryan, 2010), which shows a tilting in the axis of 
both eddy cores of 80 ‐ 85 ° from the vertical at 400 m, relative to the position at 
100 m. This corresponds to a mean horizontal displacement of the centres of the 
cyclonic and mode water eddies of ~ 3 km over the upper 400 m of the water 
column, thus supporting the magnitude of the tilting effect observed in Figure 4‐4.  
4.2.  Hydrographic Properties 
Vertical  sections  of  temperature  (T)  and  salinity  (S)  for  two  transects  of  deep         
(0 – 1000 m) CTD casts through the anti‐cyclonic and cyclonic eddies are shown in 
Figures 4‐5 and 4‐6.  These transects were carried out as part of the second survey 
(C2), the positions of which are indicated in Figure 4‐1(b). Legs 4 and 6 passed 
close to the core of the anti‐cyclonic and cyclonic eddies, respectively, and are used 
here  to  illustrate  the  deep  T/S  properties  of  the  two  types  of  eddy.  The  CTD  
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transects  were  aligned  in  the  north‐south  direction.  Hence,  the  x‐axis  in  both 
subplots  represents  latitude  in  degrees  north.  Note  that  unfortunately  the  CTD 
section in Figure 4‐5 is incomplete, missing the final CTD at 60 °N as a result of the 
suspension of sampling due to bad weather. The following sections describe the 
hydrographic properties of the anti‐cyclonic eddy and cyclonic eddy in turn.  
4.2.1. Anti‐Cyclonic Mode Water Eddy 
The  sections  in  Figure 4‐5 through  the  anti‐cyclonic  eddy are  characterised  by 
intense doming of isopycnals above 500 m, below which isopycnals are strongly 
depressed, revealing the anti‐cyclonic component of the dipole as a deep winter 
mode‐water  eddy.  Mode  water  eddies  are  a  special  case  of  anti‐cyclonic  eddy 
(McGillicuddy et al., 1999) characterised by doming of isopycnals up towards the 
seasonal  thermocline  and  depression  of  isopycnals  towards  the  permanent 
thermocline.  Mode  water  eddies  in  the  Iceland  Basin  have  been  the  subject  of 
previous in‐situ studies (Jickells et al., 2008; Martin et al., 1998; Read and Pollard, 
2001).  Recent  observations  have  also  indicated  strong  biological  responses  to 
enhanced  nutrient  injection  within  mode  water  eddies  due  to  eddy‐wind 
interactions (Ledwell et al., 2008; Martin and Richards, 2001; McGillicuddy et al., 
2007; McGillicuddy et al., 1999). Mode water eddies are formed as a product of 
deep winter mixing and derive their name from a thick lens of homogenous water 
deep in their interior. A fuller description of the formation of mode water eddies in 
terms of stratification and potential vorticity is presented in the following chapter 
(Chapter 5 Potential Vorticity and Vertical Velocity).  
With  reference  to  Figures  4‐5(a)  and  (b),  the  mode  water  lens  (pycnostad)  is 
centred at ~ 600 m and has a maximum thickness of ~ 600 m (between ~ 200 m 
and ~ 800 m) at approximately 59.2 °N (taking the 27.35 kg m‐3 and 27.40 kg m‐3 
isopycnals as delimiters). This corresponds with recorded typical winter mixed 
layer depths of 500 – 600 m in the region of OWSI (60.0 °N, ‐ 20.0 °E) (Martin et al., 
1998).  The  pycnostad  is  characterised  by  homogenous  water  with  respect  to 
potential  temperature  and  salinity  over  the  600  m  depth  range,  ~  8.8  °C  and            
~ 35.28 psu, respectively. This is significantly warmer (~ 1 °C) and more saline     
(~ 0.1 psu) than the mode water core observed in PRIME eddy (Martin et al., 1998)  
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in the Iceland Basin. It is also considerably shallower (by ~ 100 m) and less thick 
(by ~ 400 m) than the PRIME eddy. However, it should be noted that the CTD 
section in Figure 4‐5 is one of two sections carried out very close to the eddy core 
but which does not pass directly through the centre (see Figure 4‐1(b)). Therefore 
it  is  likely  to  underestimate  the  true  maximum  width  and  thickness  of  the 
pycnostad. The hydrographic properties of the mode water in the current study 
bear more similarity to the ASCOE eddy (Read and Pollard, 2001), within which 
temperature  and  salinity  values  of  ~  9  °C  and  35.30  psu  were  observed, 
respectively; (unfortunately SeaSoar data to a maximum depth of ~ 350 m were 
insufficient to determine the depth or thickness of the pycnostad). T/S analysis by 
those  authors  showed  the  warm  and  saline  water  within  the  ASCOE  eddy 
compared to its surroundings was very similar to that over the Rockall‐Hatton 
Plateau. Similar inferences with the respect to the PRIME eddy suggest a similar 
origin of both the PRIME and ACSOE eddies, from deep winter mixing east of OWSI 
in the Rockall region, which is then drawn into an eddy by an instability of the 
North Atlantic Current.  
The horizontal diameter of the pycnostad exceeds the length of the CTD transect 
and is thus wider than 1 ° of latitude (~ 108 km). This is supported by the previous 
estimate  of  the  total  eddy  diameter  from  the  extent  of  geostrophic  rotation  of         
~ 180 km (Section 4.1.1). Isopycnal displacement is seen far below the bottom of 
the pynostad at 850 m and the full depth of the mode‐water eddy in terms of its 
distortion of density surfaces therefore extends beyond the maximum depth of the 
CTD casts (1000 m). 
Figure 4‐7 shows contoured high‐resolution potential temperature and salinity for 
the upper water column (0 ‐ 450 m) as measured by the SeaSoar instrument, for 
the dogleg section completed as part of survey S2 (see Chapter 2 Data Collection 
and Instrumentation). The dogleg section was targeted to bisect each of the eddies 
close to their respective cores and thus provides an excellent illustration of the 
impacts of the dynamical features associated with the dipole on the upper water 
column (< 450 m) and resident biogeochemistry. The position of the dogleg tow in 
relation to the separate components of the dipole feature is indicated in Figure     
4‐1(c).  The  dogleg  section  was  composed  of  one  single  SeaSoar  tow  of  
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approximately 12 hours duration. It should be noted that the section in Figure 4‐7 
covers a reduced density range compared to Figures 4‐4 and 4‐5 and isopycnal 
intervals are smaller accordingly, 0.02 kg m‐3 compared to 0.05 kg m‐3. The x‐axis 
in Figure 4‐7 represents distance in km from the beginning of the tow. This is the 
most appropriate parameter with which to depict the progression of the tow, as 
the orientation of the section changed from east‐west (through the anti‐cyclonic 
eddy) to north‐south (through the central jet) then back to east‐west (through the 
cyclonic eddy).  
Intensely doming isopycnals can be seen associated with the mode water eddy (as 
in Figure 4‐5), with outcropping of isopycnals from the thermocline at the surface 
(between ~ 20 – 60 km in Figure 4‐7(a) and (b)). The surface signature of the 
mode water eddy in this section is ~ 12.4 °C and ~ 35.25 psu for temperature and 
salinity, respectively. This is ~ 0.4 °C warmer than the satellite‐derived AVHRR sea 
surface temperature (SST) seen in Figure 4‐8 (a). Figure 4‐8(a) also supports the 
observation  that  outcropping  of  isopycnals  above  the  mode  water  eddy,  which 
does not occur in the cyclonic eddy (see Section 4.2.2), leads to an anomalously 
low  surface  temperature  signature  for  the  mode  water  eddy.  Locations  where 
similar  surface  temperatures  are  observed,  i.e.  at  58.0  °N,  ‐  23.0  °E,  may  be 
associated  with  other  strong  mode  water  eddies,  although  this  cannot  be 
confirmed in the present analysis. 
Taking the σ0 = 27.28 kg m‐3 isopycnal, the maximum vertical displacement in 
Figure 4‐7(a) indicates the centre of the mode water eddy to be located 40 km 
from the beginning of the dogleg transect. The σ0 = 27.28 kg m‐3 isopycnal shoals 
from  ~  350  m  at  the  edges  of  the  eddy  to  190  m  in  the  centre,  indicating  a 
displacement of over 160 m. The diameter of the eddy in this transect, estimated as 
the distance between the points either side of the eddy at which the isopycnal 
slope is zero, is ~ 70 km. This is considerably less than the estimate based on the 
rotational extent of the eddy from the geostrophic velocity data in Section 4.1 and 
from  deep  CTD  casts  previously  in  this  section,  (both  more  than  135  km  and        
108 km, respectively). This supports the indication from Figure 4‐1(c) that the 
dogleg passed approximately 20 km south of the centre of the eddy and, hence, the  
74 
maximum  extent  of  isopycnal  uplift  associated  with  the  eddy  is  likely  to  be 
significantly greater than the 160 m estimated here. 
The thickness of individual isopycnal layers, defined as the separation between 
two isopycnals, increases with depth in the mode water eddy, representing the 
characteristic  low  stratification  of  the  well‐mixed  water  in  the  core.  The  deep 
density structure is discussed more fully in the next chapter (Chapter 5 Potential 
Vorticity  and  Vertical  Velocity),  in  the  context  of  the  formation  and  vertical 
circulation  of  the  eddy.  Both  potential  temperature  and  salinity  decrease  with 
depth, reaching minimum values of 8.8 °C and 35.25 psu respectively at ~ 400 m, 
confirming the data from the deep CTD casts presented in Figure 4‐5.  
Vertical  profiles  of  potential  temperature,  salinity,  potential  density  and          
Brunt‐Vaisala  buoyancy  frequency  are  shown  in  Figures  4‐9  and  4‐10  for  the 
designated points inside each eddy (from Figures 4‐2 and 4‐3). The profiles ~ 2 km 
(one grid point) either side of each of these points along the same latitude are also 
shown in the same colour. Additionally, three profiles from a location outside of 
both eddies (out‐station) centred on 59.02 °N, ‐ 18.73 °E (marked in Figure 4‐1(c) 
by black filled circle) are plotted to represent ambient, non‐eddy conditions as best 
as possible within the available dataset. 
The temperature, salinity and density profiles representing the mode water eddy 
(green) confirm the conclusions drawn from Figure 4‐7. Specifically, cooler and 
slightly more saline water characterises the surface above the mode water eddy 
compared to the cyclonic eddy (red lines) (Figure 4‐9).  Whilst local stratification is 
low in the mode water eddy below ~ 150 m associated with the homogenous core, 
isopycnal uplift is greater above 100 m than in the cyclonic eddy, reflected in a 
shallower seasonal thermocline. To illustrate this on a broader scale, the mixed 
layer depth (MLD), defined as the depth of maximum gradient in potential density 
(σ0), was calculated for each eddy component using combined SeaSoar data from 
all three surveys. The mean depth of the base of the mixed layer is 30 m (± 6 m) in 
the mode water eddy and significantly deeper in the cyclonic eddy at 44 m (± 7 m).  
Below 150 m, temperature and salinity decrease more slowly in the mode water 
eddy than in the cyclonic eddy, reflecting the more homogenous water in the core.  
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The  temperature  and  salinity  within  the  mode  water  eddy  at  450  m  in  these 
profiles  (~ 9.0 °C and 35.25 psu) support the data presented in Figure 4‐ 7. The 
temperature  profiles  at  the  non‐eddy  stations  (black)  appear  to  closely  follow 
those  of  the  mode  water  eddy  above  ~  300  m  (reflected  in  similar  density 
stratification  in  Figure  4‐10(a)).  Below  this  depth,  temperature  and  salinity 
decrease more rapidly in the non‐eddy stations, in the absence of the mode water 
core, though less rapidly than in the cyclonic eddy, due to the isopycnal uplifting in 
the core of the latter. Buoyancy frequency peaks in all three sets of stations at         
~ 40 m (Figure 4‐10(b)), representing the approximate depth of the pycnocline, 
although the highest values extend to slightly deeper in the cyclonic eddy (red) 
than the mode water eddy (green). A decrease in buoyancy frequency is seen with 
depth in the mode water eddy down to ~ 300 m, below which it is consistently low 
at ~ 0.9 c.p.h down to 450 m, reflecting the very low stratification in the mode 
water  core  compared  to  the  same  depth  in  the  cyclonic  eddy  and  non‐eddy 
stations. 
4.2.2. Cyclonic Eddy 
Returning to Figure 4‐6 for the analysis of the cyclonic eddy, intense doming of 
isopycnals can be seen in the potential temperature and salinity sections between 
approximately 59.2 °N and the end of the section at 60 °N. Although the signature 
of low salinity water in the core of the cyclonic eddy is clearly associated with 
uplifted  isopycnals,  the  pattern  of  isopycnals  more  closely  follows  that  of  the 
isotherms,  demonstrating  that  potential  density  is  predominantly  a  function  of 
potential  temperature.  Referring  again  to  Figure  4‐7,  the  maximum  vertical 
displacement of the σ0 = 27.28 kg m‐3 isopycnal (same as used for analysis of the 
mode water eddy in Section 4.2.1), indicates the centre of the cyclonic eddy to be 
located 140 km from the beginning of the dogleg transect. The σ0 = 27.28 kg m‐3 
isopycnal shoals from ~ 350 m at the western edge of the eddy to ~ 140 m in the 
centre, indicating a displacement of ~ 210 m. Compared to a vertical displacement 
of 160 m in the mode water eddy, this indicates a greater eddy related uplift in the 
cyclonic eddy than above the core in the mode water eddy.   
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The eastern extent of the cyclonic eddy is better represented by the deep CTD 
section in Figure 4‐6 than at the end of the dogleg tow in Figure 4‐7. The diameter 
of the eddy from Figure 4‐6, estimated as the distance between the points either 
side of the eddy at which the isopycnal slope is near zero, is ~ 90 km. Again, this is 
significantly less than the estimated diameter based on the rotational extent of the 
eddy in Section 4.1, which supports the indication in Figure 4‐1(c) that the dogleg 
passed approximately 30 km south of the core of the eddy. Hence, the maximum 
extent  of  eddy‐induced  uplift  in  the  cyclonic  eddy  is  likely  to  be  significantly 
greater than the 210 m indicated from the in‐situ data. 
The  contoured  data  in  Figure  4‐7  indicates  surface  temperature  and  salinity 
properties in the cyclonic eddy of ~ 13.5 °C and 35.21 psu, respectively. This is       
~ 1 °C warmer and 0.04 psu fresher than at the surface in the mode water eddy. 
The surface temperature difference between the eddies of 1 °C corresponds well 
with the satellite images of SST in Figure 4‐8(a). However, the SST temperature for 
both eddies is approximately 0.4 °C cooler than the temperature measured in‐situ 
(as described previously for the mode water eddy in Section 4.2.1). The warmest 
water in the SST image in Figure 4‐8(a) is seen in the central jet (~ 13.6 °C). The 
orientation of the jet in S1 (Figures 4‐1 and 4‐2) and the large‐scale temperature 
gradient in Figure 4‐8 (which corresponds to 5th August 2007, the first day of S1) is 
indicative of the jet drawing water southeastwards from a region of warmer water 
to the northwest of the dipole. The highest chlorophyll concentration within the 
dipole feature (Figure 4‐8(b)) coincides with this high temperature water being 
advected southwards into the survey area by the central jet, drawn down from the 
biologically  active  coastal  waters  to  the  north  and  along  the  Reykjanes  Ridge 
(Poulton  et  al.,  2010).  Neither  eddy  exhibits  consistently  high  chlorophyll 
concentration, with maxima less than 0.4 mg Chl m‐3, though wispy filaments can 
be seen around the edges of both eddies, the cyclonic eddy in particular (Figure    
4‐8(b)). Although submesoscale processes are not the focus of the present study, 
the  capabilities  of  the  SUV‐6/SeaSoar  approach  for  submesoscale  analysis  is 
illustrated in the following section and in Chapter 7 (Discussion and Significance of 
Results).  
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The  vertical  profiles  in  Figure  4‐9(a)  and  (b)  are  consistent  with  the  data 
presented  in  Figure  4‐6;  specifically, t emperature  and  salinity  decrease  more 
rapidly below 200 m in the cyclonic eddy than in the mode water eddy, due to 
greater  isopycnal  uplift  than  in  the  homogenous  mode  water  core.  Despite  the 
intensity of isopycnal displacement below the mixed layer down to the vertical 
extent of the cyclonic eddy (seen in Figures 4‐6 and 4‐7), this is represented only 
by  a  very  slightly  higher  density  (<  0.01  kg  m‐3)  at  all  depths  compared  to           
non‐eddy conditions. It is likely, however, that a greater difference would have 
been visible given out‐stations fully outside the influence of the dipole and thus, 
more representative of background water. 
Comparison of the data between the cyclonic and mode water eddies at 450 m in 
both Figures 4‐7 and 4‐9 indicates that the cyclonic eddy core is ~ 0.6 °C cooler 
and 0.08 psu fresher than water at the same depth in the mode water eddy (8.2 °C 
and 35.18 psu in the cyclonic eddy compared to 8.8 °C and 35.25 psu in the mode 
water  eddy).  This  also  matches  the  observations  from  the  deep  CTD  sections 
(Figures 4‐5 and 4‐6). 
4.3.  Biogeochemical Signature 
Contoured vertical sections of dissolved oxygen and nitrate for the dogleg tow as 
part  of  S2  are  shown  in  Figures  4‐11(a)  and  (b),  respectively.  The  maximum 
oxygen  concentration  (up  to  283  µM)  across  the  dipole  exists  just  below  the 
thermocline in the mode water eddy (Figure 4‐11(a)). This is confirmed by vertical 
profiles of dissolved oxygen within the mode water eddy in Figure 4‐12(a) and is 
likely to be related to a maximum in biological productivity (Martin et al., 1998; 
Pingree,  1996).  The  vertical  oxygen  structure  in  Figures  4‐11(a)  and  4‐12(a) 
confirms the presence of mode‐water in the anti‐cyclonic eddy core. In contrast to 
a rapid decrease in oxygen concentration below the thermocline in the cyclonic 
eddy and non‐eddy conditions, the water column in the mode water eddy shows an 
interesting 2‐layer structure; being homogenous with respect to oxygen between 
125 – 250 m and again below ~ 300 m, with an approximately 2 µM difference in 
concentration between the two layers. At 400 m, a concentration of ~ 275 µM in 
the anti‐cyclonic eddy compared to ~ 260 µM in the cyclonic eddy is consistent  
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with the former having been in contact with the atmosphere more recently than 
the  unperturbed  water  within  the  cyclonic  eddy  core;  (note  that  the  absolute 
values in Figure 4‐12(a) are lower than the maximum observed in Figure 4‐11(a), 
as the designated station is in the region of maximum velocity, not directly within 
the mode water core).  A mode water oxygen signature of 275 µM (6.2 ml l‐1) in the 
current  study  agrees  reasonably  well  with  that  of  the  PRIME  eddy  of  286  µM        
(6.4 ml l ‐1) (Martin et al., 1998). Those authors cited the oxygen maximum as a 
potential indication of Labrador Sea Water (LSW), although comprehensive T/S 
analysis  pointed  towards  formation  east  of  the  North  Atlantic  Current  in  the 
Rockall region, (see above, Section 4.2.1). 
Isopleths of nitrate are raised towards the centre of both eddies and are closely 
related to the doming of isopycnal surfaces (Figure 4‐11(b)), consistent with the 
other variables discussed above. Surface nitrate concentrations are higher above 
the  mode  water  eddy  than  the  cyclonic  eddy  (~5  µM  compared  to  ~  2  µM, 
respectively), likely due to the outcropping of isopycnals from the thermocline.  
However, surface concentrations are not limiting anywhere in the dipole feature. 
The difference in surface concentrations between the eddies is also clearly visible 
in Figure 4‐12(b)), although the concentration in the mode water eddy is not as 
high as observed in Figure 4‐11(b). Nitrate concentration increases rapidly with 
depth in the mode water eddy (green) down to ~ 11 µM at 70 m (Figure 4‐12(b)), 
then more gradually down to a maximum of nearly 14 µM at 450 m. This is in 
contrast to the profiles within the cyclonic eddy (red), which show a more steady 
increase with depth from below the mixed layer down to a maximum of 15 µM at 
450 m. The expected effect of isopycnal uplift in the cyclonic eddy on the nitrate 
concentration compared to non‐eddy conditions (i.e. higher due to the uplift of 
nitrate‐rich deep isopycnals) is only apparent below 250 m. 
Although  nitrate  concentration  is  clearly  influenced  by  the  eddy‐scale  density 
distribution, considerable spatial variability can observed at scales down to 5 km, 
due to the fine‐scale resolution of the SeaSoar/SUV‐6 approach (~ 3 km horizontal, 
<  1  m  vertical,  before  gridding).  The  maximum  nitrate  concentration  in  Figure        
4‐11(b) (20 µM) is found in a very localised area towards the periphery of the 
cyclonic eddy, approximately 120 km from the start of the section and at a depth    
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of  ~  375  m.  The  corresponding  oxygen  signature  of  the  patch  (238  µM)  is 
anomalously low compared to its surroundings (Figure 4‐11(a)).  A comparison 
was made of these nitrate and oxygen concentrations with bottle samples taken 
from  four  full  depth  CTD  casts  on  the  edge  of  the  survey  area.  These  stations 
included  the  designated  out‐station  point  used  in  Figures  4‐9,  4‐10  and  4‐12          
(at 59.02 °N, ‐ 18.73 °E) and three further stations deemed to be as far from the 
influence  of  the  eddies  as  possible  (positions  of  all  four  non‐eddy  stations  are 
marked on Figure 4‐1(a).  The vertical oxygen and nitrate profiles for all four CTD 
casts are shown in Figure 4‐13(a) and (b), respectively (symbols correspond to 
those shown in Figure 4‐1(a), used to indicate the locations of the casts). It can be 
clearly  seen  in  Figures  4‐13(a)  and  (b)  that  oxygen  and  nitrate  signatures  of        
238 µM and 20 µM respectively, are consistent with water found at ~ 800 m. This 
indicates localised upward transport of nitrate and oxygen of over 400 m to its 
present location in Figure 4‐11(b). An anomalously cold and fresh signature of the 
patch  compared  to  its  immediate  surrounding  is  also  revealed  by  Figure  4‐7, 
supporting  the  inference  of  vertical  advection  to  the  current  location  from 
significantly deeper in the water column.  
Similarly,  looking  at  the  contoured  sections  in  both  Figures  4‐7  and  4‐11, 
considerable localised (~ 10 km) patchiness can be seen in the central jet with 
respect  to  temperature,  salinity,  nitrate  and  oxygen  concentrations,  associated 
with isopycnal perturbations. It should also be noted that the salinity in the central 
jet is anomalously high compared to its immediate surroundings and is only found 
elsewhere at the very beginning of the tow, on the western periphery of the mode 
water eddy.  The complex dynamics in the central jet with respect to the transport 
of passive tracers such as nitrate and salinity will be returned to in the following 
chapter  with  reference  to  diagnosed  vertical  velocity  and  potential  vorticity 
(Chapter 5). Additionally, although the implications of such submesoscale features 
on the vertical injection of nutrients within the dipole are not the main focus of the 
present study, it is returned to for a fuller discussed in Chapter 7 (Discussion) in 
the  context  of  the  relative  importance  of  mesoscale  processes  to  total  nutrient 
supply to the euphotic zone.  
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4.4.  Post‐Interpolation Results 
As discussed in Chapter 3 (Methods), the raw ADCP, density, temperature, salinity 
and nitrate data collected during each individual survey were interpolated onto a 
regular (~ 2km x ~ 2km) grid in preparation for deriving potential vorticity and 
vertical  velocity  from  the  horizontal  gradients  in  geostrophic  velocity  and, 
ultimately,  local  and  regional  nitrate  transports.  The  interpolated  hydrographic 
and nitrate results will now be presented and discussed, with reference to the 
features previously identified.  
4.4.1. T/S Characteristics 
Figures 4‐14 and 4‐15 show potential temperature and salinity, respectively, for 
each of the three surveys at 50 m (a‐c) and 98 m (d‐f). In Chapters 5 and 6, vertical 
velocity and nitrate transport are calculated and assessed in the context of areal 
mean fluxes across the survey area at specific depths. That analysis focuses on two 
depth levels: (i) 50 m and (ii) 100m (or closest grid level 98 m). The first of these 
depths  corresponds  to  the  mean  euphotic  depth,  determined  from  CTD  casts 
during S1. This depth corresponds to the depth at which photosynthetically active 
radiation (PAR) is 1% of its surface value. Importantly, this represents the depth to 
which  biological  measurements  of  nitrate  uptake  were  integrated  (from  the 
surface) throughout the survey period (see Chapter 7 Section 7.3). The second 
depth is chosen to allow comparison with previous numerical modelling estimates 
of nitrate fluxes. In preparation for the nitrate flux calculations at 50 m and 98 m, 
the same depths will be used in the following analysis.  
In order to separate the real, persistent physical and biogechemical features from 
possible artefacts of the interpolation process ahead of the nitrate flux calculations, 
the original cruise track (during which ADCP data was collected continuously) is 
indicated by the dashed white lines in each image. Additionally, the continuous 
white  line  represents  where  SeaSoar  data  exists  and/or  white  filled  circles 
represent the locations at which CTD casts were carried out. It is important to note 
that  where  SeaSoar  sampling  had  to  be  suspended  in  S1  and  in  between  the 
spatially separated CTD casts in C2, ADCP data still exist and can contribute to the 
calculation of geostrophic velocity/dynamic height in these regions. In S2, ADCP  
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data exist coincidentally with SeaSoar data along the targeted survey lines and 
additionally, along just a few single survey lines where SeaSoar was not deployed 
(see Chapter 2 Figure 2.1 for details).  As a result of the irregular sampling pattern, 
there are large areas of the survey region in S2 with no physical data at all. The 
issue of reduced data coverage in some areas of S2 will be addressed later on in 
this section. 
As discussed in Section 4.2.1, the mode water eddy is cooler and more saline at    
50  m  than  the  cyclonic  eddy  over  the  course  of  the  survey  period.  At  98  m, 
differences between the eddy cores in terms of temperature become less apparent, 
both maintaining ~ 9.6 °C over all three surveys (Figures 4‐15(d‐f)). The similarity 
in temperature between the eddies at 100 m compared to at 50 m is supported by 
looking back to the vertical profiles in Figure 4‐9(a). As at 50 m, the cyclonic eddy 
appears  to  retain  a  fresher  signature  than  the  anti‐cyclonic  eddy  at  98  m,  of              
~ 35.25 psu compared to ~ 35.27 psu, respectively (Figure 4‐15(a‐c)). This is not 
evident  in  the  vertical  profiles  from  Figure  4‐9(b),  which  represent  a  single 
location outside of the eddy core, but is clearly visible in the contoured salinity 
data presented in Figure 4‐7(b).  
It is important to note that the cores of the eddies determined from maxima and 
minima in dynamic height do not directly coincide with the centres inferred from 
temperature or salinity, at either 50 m or 98 m. To recall, absolute dynamic height 
is derived from combining ADCP velocity data at the reference level (341 m) and 
the geostrophic shear calculated from the SeaSoar hydrographic data relative to 
341 m (see Chapter 3 Methods). We would therefore expect dynamic height to be 
better spatially resolved than temperature/salinity/nitrate as it includes both the 
high‐resolution ADCP data and SeaSoar datasets, whereas temperature/salinity etc 
are  measured  solely  by  the  SeaSoar  instrument  and/or  discrete  CTD  casts. 
Additionally,  temperature/salinity  and  nitrate  are  measured  in‐situ  at  a  single 
depth level whereas the dynamic height field in Figures 4‐14 and 4‐15 is derived 
from data between the reference level (341 m) and the specified depth level (50 m 
or 98 m). It should also be noted that in S2, the dynamic height field is extrapolated 
by the gridding programme (see Chapter 3 Methods), into some regions where 
neither ADCP nor SeaSoar data exist, and hence apparent data must be treated  
82 
with  caution  in  such  areas.  For  example,  the  positioning  of  the  centre  of  the 
cyclonic eddy at 59.9 °N, ‐ 19.0 °E in S2 in terms of dynamic height cannot be 
considered  reliable  due  to  a  lack  of  in‐situ  data  in  the  immediate  vicinity. 
Fortunately, however, several survey lines cross near the mode water eddy in S2 
(59.1 °N, ‐ 19.7 °E) and so we can have more confidence in the data in this region.  
The temperature signature of the cyclonic eddy appears to strengthen over the 
course  of  the  survey  period,  through  to  an  apparent  maximum  in  S2  (Figure            
4‐14(c)).  Following  on  from  the  above  argument,  however,  confidence  in  the 
interpolation is limited in this region as there is very little in‐situ data. Having said 
this, the high values in S2 are consistently seen over a fairly large area, where 
several survey tracks converge (~ 59.55 °N, ‐ 18.9 °E). Hence, while we should 
treat the location of the apparent maximum and the associated absolute values 
with caution, the existence of warmer temperatures associated with the cyclonic 
eddy in S2 would seem to be robust.  
4.4.2. Relative Vorticity 
The geostrophic approximation of the vertical component of relative vorticity (ζ), 
defined  as  the  curl  of  the  horizontal  water  velocity  relative  to  the  earth  (see 
Chapter 3 Methods), is represented by Eq. 4‐1,  
Equation 4­1     
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where uppercase 
€ 
U and 
€ 
V  represent the geostrophic velocity components in the 
x‐ and y‐ directions, respectively, (to recall, the x and y co‐ordinates are such that 
the x‐axis is positive to the east and the y‐axis is positive to the north). The relative 
vorticity field was computed for each survey by combining ADCP velocity data at 
the reference level (341 m) with the geostrophic shear calculated from the SeaSoar 
hydrographic data relative to 341 m (see Chapter 3 Methods).  Relative vorticity at 
50 m and 98 m for all three surveys is shown in Figure 4‐16.  
Relative vorticity in the cyclonic eddy is strongly positive (up to + 1.6 x 10‐6 s‐1) in 
all three surveys, (note the different colour scale in Figures 4‐16(a) and (b) to  
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Figure 4‐16(c), in order to cover a greater range in the latter). A more complex 
spatial pattern is seen in S2 due to the irregularity of the survey lines and, for 
reasons  given  previously  with  respect  to  the  cyclonic  eddy,  only  data  around          
~ 59.65 °N, ‐19.7 °E (where several survey tracks cross) should be considered 
reliable.  We  can,  however,  have  some  confidence  in  the  maximum  in  relative 
vorticity of ~ ‐ 3.8 s‐1 x 10‐6 s‐1 associated with the mode water eddy, where several 
survey tracks pass close to the core at ~ 59.1 °N, ‐ 19.7 °E.  
We might have expected the centres of the eddies in terms of relative vorticity and 
dynamic  height  to  coincide,  as  they  are  both  derived  from  the  high‐resolution 
ADCP and SeaSoar datasets used to compute absolute geostrophic velocity. The 
fact  that  the  centres  of  maximum  and  minimum  relative  vorticity  do  not 
correspond directly with the eddy cores inferred from dynamic height is indicative 
of the fact that the eddies are not precisely symmetrical. For example in S1, where 
water cycling in the mode water eddy converges with the central jet (~ 59.6 °N,      
‐20.0 °E), strong curvature in the flow is associated with high water velocities. This 
gives rise to higher magnitudes of relative vorticity, which may shift the centre of 
relative vorticity towards the jet, relative to the centre in terms of dynamic height. 
Relative vorticity does not change significantly between 50 m and 98 m over the 
survey region. Recalling from Figure 4‐3, the cyclonic eddy is a relatively shallow 
feature that decreases in geostrophic velocity with depth. In the mode water eddy, 
geostrophic velocity will increase down to the depth of the mode water core at       
~ 600 m, although this is beyond the vertical extent of the SeaSoar data shown in 
Figure  3.  The  magnitude  of  the  changes  in  geostrophic  velocity  in  Figure  4‐3 
between 50 and 100 m is < 0.5 cm s‐1. Therefore, it is not unexpected that we see 
no significant change in the spatial distribution of relative vorticity between the 
two depths in Figure 4‐16. 
The contribution of relative vorticity to potential vorticity (PV) is likely to be small 
as the relative vorticity is small compared to the planetary vorticity, or Coriolis 
parameter (f), at this latitude. In S1 and C2, the maximum magnitude of relative 
vorticity is less than 0.2 f. In S2, it is slightly higher at ~ 0.35 f, (where f is equal to   
1.25 x 10‐5 s‐1 at a mid latitude of 59.4 °N and is defined by the following equation,   
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f = 2Ωsinφ, where Ω is the angular velocity vector and φ is latitude in degrees). The 
importance of relative vorticity to the calculation of potential vorticity is discussed 
further  in  the  following  chapter  (Chapter  5  Potential  Vorticity  and  Vertical 
Velocity). 
4.4.3. Nitrate 
Figure  4‐17  shows  nitrate  concentration  in  µM  at  50  m  (a‐c)  and  98  m  (d‐f), 
measured using the SUV‐6 instrument, over the whole survey area for each of the 
three surveys. The most defined signature of the dipole exists in S1 at 50 m (Figure 
4‐17(a)), where the anti‐cyclonic and cyclonic eddies are associated with nitrate 
concentrations of ~10.4 µM and 6.8 µM, respectively. These values are consistent 
(± 1 µM) with those presented in the vertical nitrate profiles in Figure 4‐12(b). At 
98 m, the pattern is less clear although broadly speaking, the anti‐cyclonic eddy is 
associated with higher nitrate concentration water than the cyclonic eddy. In S1, a 
tongue  of  high  nitrate  (12.2  µM)  water  extends  from  close  to  the  anti‐cyclonic 
mode‐water core in a south‐westward direction (Figure 4‐17(d). A difference in 
nitrate concentration of approximately 1.5 µM between the eddies at 98 m is also 
consistent with the profiles shown in Figure 4‐12, where values of ~ 10.5 µM and 
12 µM are observed for the mode water and cyclonic eddies, respectively.  
High nitrate concentrations on the northern boundary of the survey area in S1 at 
98 m (reaching 12.8 µM), plus a further small region in the north west corner 
indicate higher nitrate water upstream of the central jet, which may correlate with 
the highly productive water (in terms of sea surface chlorophyll) indicated in the 
satellite  images  in  Section  4.2.2.  Despite  this,  the  central  jet  itself  exhibits  an 
intermediate nitrate concentration in S1 of ~11.5 µM at 98 m. A large area in the 
eastern part of the survey region, which extends to the south of the cyclonic eddy, 
contains relatively low nitrate (~ 10.5 µM) water at 98 m.  
In C2 at 50m (Figure 17(b)), a similar range of nitrate concentration exists as in S1 
at  this  depth  (~  7  –  11  µM)  although  the  spatial  distribution  is  considerably 
different with an even less clear association between nitrate concentration and the 
components of the eddy dipole. Specifically, the nitrate concentration is fairly low  
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across the whole survey region (~ 8.0 – 9.0 µM) except for an elliptical region 
encompassing four CTD casts crossing the central jet from north to south (between 
59.8 °N, ‐19.9 °E and 59.2 °N, ‐19.9 °E). Note that the low concentration in the 
northwest corner of the survey area is a result of extrapolation into a region with 
very  little  data,  and  should  not  be  considered  a  genuine  feature.  At  98  m,                    
a  latitudinal  gradient  in  nitrate  concentration  exists,  running  southwest  to 
northeast across the survey area between 59.4 °N and 60 °N.  This gradient runs 
directly  through  the  cyclonic  eddy,  resulting  in  a  difference  in  nitrate 
concentration  of  >  1.5  µM  across  the  eddy.  High  nitrate  water  is  not  observed 
upstream of the central jet, as is the case in S1, although limited data is available in 
the  northwest  of  the  survey  region  in  C2  with  which  to  confirm  or  deny  this 
observation. 
Nitrate concentration in S2 (Figure 17(c) and (f)), again shows a very different 
spatial  pattern  to  the  previous  surveys.  At  both  50  m  and  98  m,  nitrate 
concentration increases steadily from the region of the cyclonic eddy through to 
the southwest of the anti‐cyclonic eddy (by > 7 µM and > 2.0 µM, respectively), 
with the gradient orientated orthogonally to the central jet, Whilst the range of 
values is similar to that at 98 m to in S1 and C2, it is higher at 50m, due to high 
concentrations to the west/northwest of the survey area. However, the maximum 
and minimum values of this range are only sampled by one east‐west section and 
hence, should be treated with some caution. 
 Looking back to Figure 4‐1(c), ADCP current vectors indicate northwards flow to 
the  west  of  the  mode  water  eddy  in  S2  (west  of  –  20.0  °E)  and  support  the 
presence  of  a  neighbouring  cyclonic  eddy,  as  indicated  by  the  altimetry  data 
(Chapter  1  Figure  1‐2).  A  gradient  towards  decreasing  nitrate  appears  to  be 
associated with the eastern edge of this second eddy west of – 20.0 °E in Figure 
17(c) and (f). However, there is very little data in this region with which to confirm 
this; the low values in the southwest corner of the survey area are purely artefacts 
of the extrapolation of nearby data in to this region.  
The difference in the spatial variability of nitrate concentration between the three 
consecutive surveys has significant implications for interpreting the variability in  
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local  nitrate  transport  (calculated  directly  from  nitrate  concentration  and  local 
vertical  velocity),  particularly  for  assessing  the  temporal  variability  of  such 
measurements  over  the  course  of  the  survey  period.  The  following  chapter 
(Chapter  5)  presents  the  results  from  the  diagnosis  of  potential  vorticity  and 
vertical velocity, in the context of characterising the local circulation associated 
with  the  dipole  feature.  These  results  are  then  combined  with  nitrate 
concentration (discussed above), to estimate local nitrate transport and net flux 
associated  with  the  dipole  in  Chapter  6  (Local  Nitrate  Transport  and  Net  Flux 
Calculations), where the issue of the spatial variation in nitrate concentration is 
more fully explored.  
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Figure 4­1 Acoustic Doppler Current Profiler (ADCP) current vectors (green arrows) at 50 m for the 
three consecutive surveys (a) S1, (b) C2 and (c) S2. Solid lines indicate dynamic height at 50 m, with      
1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic (A) eddies are marked either side of 
the  central  jet.  Black  symbols  indicate  four  CTD  casts  chosen  to  represent  non­eddy  conditions, 
referred to in Section 4.3. In (b), red lines indicate the CTD transects referred to in Section 4.2, where 
red squares represent the positions of the casts. In (c), the red line indicates the position of the dogleg 
section carried out as part of S2, referred to in Section 4.2. Note that S2 is plotted on the same axes but 
was carried out over a reduced survey area compared to S1 and C2. 
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Figure 4­2 Contours of dynamic height at 50 m for S1, with geostrophic velocity vectors also at 50 m 
for S1 leg C (59.72 0N) and leg F (59.30 0N). The centres of the cyclonic (C) and anti­cyclonic (A) eddies, 
according to the minimum and maximum in dynamic height, are indicated. Coloured circles and labels 
correspond to vertical profiles of geostrophic  velocity, shown in Figure 4­3. 
 
 
 
Figure 4­3 Profiles of geostrophic velocity (m s­1) against depth for points located in the cyclonic 
eddy (red), the anti­cyclonic eddy (green), the northern part of the jet (blue) and the southern part of 
the jet (purple) in S1. Positions of the points are indicated in Figure 4­2. Solid (dashed) lines represent 
the x­ (y­) component of geostrophic velocity. Solid line with circles represents the geostrophic flow 
speed  √ (U2 + V2). 
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Figure 4­4 Propagation of the cyclonic (black symbols) and anti­cyclonic (blue symbols) eddy cores, 
inferred from minima and maxima in dynamic height. Asterisks (triangles) represent data at 50 m 
(402 m). Red arrows connect the data at 50 m for each eddy in each successive survey and therefore 
indicate the direction of propagation. The direction of propagation is also indicated as a bearing from 
due north. 
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Figure 4­5  (a)  Potential  temperature  (0C)  and  (b)  salinity  (psu)  through  the  anti­cyclonic  mode 
water eddy, taken from a deep (0 ­ 1000 m) CTD section carried out as part of the second survey (C2 
leg 4). The location of leg 4 is indicated in Figure 4­1(b). Black solid lines indicate isopycnals with 
intervals of 0.05 kg m­3. Note that the x­axis represents latitude in degrees north, as the section was 
aligned in the north­south direction. The CTD transect is incomplete due to the suspension of sampling 
due to bad weather before the final CTD at 60 0N could be carried out. 
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Figure 4­6 (a) Potential temperature (0C) and (b) salinity (psu) through the cyclonic eddy, taken 
from a deep (0 ­ 1000 m) CTD section carried out as part of the second survey (C2 leg 6). The location 
of leg 6 is indicated in Figure 4­1(b). Black solid lines indicate isopycnals with intervals of 0.05 kg m­3. 
Note that the x­axis represents latitude in degrees north, as the section was aligned in the north­south 
direction. 
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Figure 4­7 (a) Potential temperature (0C) and (b) salinity (psu) over the full depth range of SeaSoar 
(0 ­ 450m) for the dogleg section carried out as part of S2, the position of which is indicated in Figure   
4­1(c).  The  x­axis  represents  distance  in  km  from  the  beginning  of  the  section.  Black  solid  lines 
indicate isopycnals of potential density with intervals of 0.02 kg m­3. The anti­cyclonic, cyclonic and jet 
components of the dipole are identified based on isopycnal displacement (see text) and are separated 
by the dashed lines. 
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Figure 4­8 Satellite­derived images of (a) AVHRR sea surface temperature (SST) in 0C and (b) Aqua 
Modis sea surface chlorophyll (SSC) in mg Chl m­3 for the Iceland Basin. The dipole feature is clearly 
visible within the survey area (marked by the black boxes) in each image. The approximate positions 
and orientations of the southwest limit of the Reykjanes Ridge and the northwest limit of the Hatton 
Bank are indicated by black, dashed lines. 
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Figure  4­9  Vertical  profiles  of  (a)  potential  temperature  (0C)  and  (b)  salinity  (psu)  within  the 
cyclonic eddy (red), the anti­cyclonic mode water eddy (green) and a location outside of both eddies 
(black), chosen to represent non­eddy conditions and marked as a black solid circle in Figure 4­1(a) 
(59.02 0N, ­18.73 0E). Note that for each eddy, a set of three profiles consists of the designated point in 
Figure 4­2 (marked out by a solid circle of the same colour as in the current figure) and one grid point 
(~ 2km) either side. The same is true for the non­eddy station. 
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Figure 4­10 Vertical profiles of (a) potential density (kg m­3) and (b) buoyancy frequency (c.p.h) 
within the cyclonic eddy (red), the anti­cyclonic mode water eddy (green) and a location outside of 
both eddies (black), chosen to represent non­eddy conditions and marked as a black solid circle in 
Figure  4­1(a)  (59.02  0N,  ­18.73  0E).  Note  that  for  each  eddy,  a  set  of  three  profiles  consists  of  the 
designated point in Figure 4­2 (marked out by a solid circle of the same colour as in the current figure) 
and one grid point (~ 2km) either side. The same is true for the non­eddy station. Note the log scale for 
buoyancy frequency in (b). 
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Figure 4­11 (a) Dissolved oxygen concentration (μM) and (b) nitrate concentration (μM) over the 
full depth range of SeaSoar (0 ­ 450m) for the dogleg section carried out as part of S2, the position of 
which is indicated in Figure 4­1(c). The x­axis represents distance in km from the beginning of the 
section. Black solid lines indicate isopycnals of potential density with intervals of 0.02 kg m­3. The    
anti­cyclonic, cyclonic and jet components of the dipole are identified based on isopycnal displacement 
(see text) and are separated by the dashed lines. 
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Figure 4­12 Vertical profiles of (a) dissolved oxygen (μM) and (b) nitrate (μM) within the cyclonic 
eddy (red), the anti­cyclonic mode water eddy (green) and a location outside of both eddies (black), 
chosen to represent non­eddy conditions and marked as a black solid circle in Figure 4­1(a) (59.02 0N, 
­18.73 0E). Note that for each eddy, a set of three profiles consists of the designated point in Figure 4­2 
(marked out by a solid circle of the same colour as in the current figure) and one grid point (~ 2km) 
either side. The same is true for the non­eddy station. 
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Figure  4­13  Vertical  profiles  of  (a)  dissolved  oxygen  concentration  (μM)  and  (b)  nitrate 
concentration (μM) from bottle samples collected from deep (0 ­ 1000 m) CTD casts during the first 
Seasoar survey. The different symbols represent each one of the four casts and correspond to the 
symbols  in  Figure  4­1(a)  showing  the  locations  of  the  CTDs.  These  casts  were  made  near  the 
boundaries of the eddy feature and can be considered to best represent non­eddy conditions. The 
same four casts are shown in (a) and (b) although oxygen samples were taken below 400 m in only two 
of the four casts. 
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Figure 4­14 (a ­ c) Potential temperature (0C) at 50 m for the three consecutive surveys S1 (a), C2 (b) 
and S2 (c). (d­f) Potential temperature (0C) at 98 m for the three consecutive surveys S1 (d), C2 (e) and 
S2 (f). The same colour scale applies to all figures. Dashed black lines indicate dynamic height contours 
at  the  specified  depth,  with  1  cm  intervals.  The  centres  of  the  cyclonic  (C)  and  anti­cyclonic              
mode­water (A) eddies are indicated. White markings represent in­situ physical data (solid line for 
SeaSoar and/or filled circles for CTD casts). The dashed white line represents the ship’s track and 
indicates where ADCP data exist but SeaSoar data do not. Note that S2 is plotted on the same axes but 
was carried out over a reduced survey area compared to S1 and C2.  
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Figure 4­15 (a ­ c) Salinity (psu) at 50 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c). 
(d­f) Salinity (psu) at 98 m for the three consecutive surveys S1 (d), C2 (e) and S2 (f). The same colour 
scale applies to all figures. Dashed black lines indicate dynamic height contours at the specified depth, 
with  1  cm  intervals.  The  centres  of  the  cyclonic  (C)  and  anti­cyclonic  mode­water  (A)  eddies  are 
indicated. White markings represent in­situ physical data (solid line for SeaSoar and/or filled circles 
for CTD casts). The dashed white line represents the ship’s track and indicates where ADCP data exist 
but SeaSoar data do not. Note that S2 is plotted on the same axes but was carried out over a reduced 
survey area compared to S1 and C2.  
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Figure 4­16 (a ­ c) Relative vorticity (s­1) at 50 m for the three consecutive surveys S1 (a), C2 (b) and 
S2 (c). (d­f) Relative vorticity (s­1) at 98 m for the three consecutive surveys S1 (d), C2 (e) and S2 (f). 
Note that a different colour scale applies to S2 (c and f) to S1 and C2 (a,b,d,e). Dashed black lines 
indicate  dynamic  height  contours  at  the  specified  depth,  with  1  cm  intervals.  The  centres  of  the 
cyclonic (C) and anti­cyclonic mode­water (A) eddies are indicated. White markings represent in­situ 
physical  data  (solid  line  for  SeaSoar  and/or  filled  circles  for  CTD  casts).  The  dashed  white  line 
represents the ship’s track and indicates where ADCP data exist but SeaSoar data do not. Note that S2 
is plotted on the same axes but was carried out over a reduced survey area compared to S1 and C2.  
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Figure 4­17 (a ­ c) Nitrate (μM) at 50 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c).       
(d­f) Nitrate (μM) at 98 m for the three consecutive surveys S1 (d), C2 (e) and S2 (f). The same colour 
scale applies to all figures. Dashed black lines indicate dynamic height contours at the specified depth, 
with  1  cm  intervals.  The  centres  of  the  cyclonic  (C)  and  anti­cyclonic  mode­water  (A)  eddies  are 
indicated. White markings represent in­situ physical data (solid line for SeaSoar and/or filled circles 
for CTD casts). The dashed white line represents the ship’s track and indicates where ADCP data exist 
but SeaSoar data do not. Note that S2 is plotted on the same axes but was carried out over a reduced 
survey area compared to S1 and  
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5. RESULTS (II) Potential Vorticity and Vertical Velocity 
To  recall  from  Chapter  3  (Methods),  potential  vorticity  (PV)  is  a  conserved 
property in seawater (away from the surface mixed layer) and knowledge of the 
PV  distribution  for  a  given  feature  can  be  used  to  infer  the  associated                 
three‐dimensional circulation. Also recalling from Chapter 3, the Omega Equation 
is a method by which vertical velocities can be estimated from in‐situ gradients in 
geostrophic  velocity,  based  on  the  principle  of  the  conservation  of  PV.  In  the 
following chapter, the PV equation and the relative importance of the constituent 
terms for the present study will be described. This will be followed by a discussion 
of the PV distribution on chosen isopycnals, in the context of inferring the spatial 
vertical velocity field associated with the separate components of the eddy dipole. 
The inferred circulation will then be compared with the diagnosed vertical velocity 
field, obtained by solving the Omega Equation for the in‐situ data.  
5.1.  Calculation of Potential Vorticity (PV)  
Recalling  from  Chapter  3  (Methods),  the  geostrophic  approximation  to  the  
Rossby‐Ertel potential vorticity can be calculated for a given water parcel from    
in‐situ observations as follows (Allen and Smeed, 1996; Pollard and Regier, 1992): 
Equation 5­1           
Where g is acceleration due to gravity, f is the Coriolis parameter ( ),
 is planetary angular momentum and   is latitude. The Brunt‐Vaisala frequency 
(N)  is  defined  by  Eq.  5‐2,  where  ρ  is  in‐situ  density  and    is  the  vertical                 
co‐ordinate, relative to the ocean surface. 
Equation 5­2      .        
The vertical component of relative vorticity (ζ) and the Froude number (F), which 
is the inverse of Richardson number and a measure of stratification, are defined by 
Eq. 5‐3 and 5‐4, respectively. 
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Equation 5­3              
Equation 5­4      .     
The x, y and z co‐ordinates are such that the x‐axis is positive to the east, the y‐axis 
is positive to the north and the z‐axis is negative downwards from the sea surface. 
Lowercase  u  and  v  in  Eq.  5‐3  represent  the  in‐situ  velocity  field  in  the  x‐  and            
y‐ directions, respectively. Uppercase U and V in Eq. 5‐4 represent the geostrophic 
components of the velocity field in the x‐ and y‐ directions. 
As discussed in section 4.2.2, the amplitude of relative vorticity across the survey 
region ranges from ‐ 0.2 f to + 0.2 f in S1 and C2, and hence is small compared to 
planetary vorticity (f), but is larger in S2, with a range of ‐ 0.35 f to + 0.35 f. The 
Froude number calculated on density surfaces is very low across the survey area 
for all three surveys (<< 0.01). In mesoscale flows where ζ << f and F << 1, Eq. 5‐1 
is usually simplified to Eq. 5‐5. 
Equation 5­5               
This is also termed the Sverdrupian potential vorticity, (Woods, 1985). The major 
contributor  to  potential  vorticity  under  these  conditions  is  the  vertical 
stratification, represented by the Brunt‐Vaisala term (N). This may be a sufficient 
approximation for S1 and C2 but is inappropriate for S2, where the targeted survey 
lines pass closer to the maxima and minima in relative vorticity within the eddy 
cores. Hence, in the following analysis, the potential vorticity calculated at each 
point  in  the  grid  for  all  three  surveys  is  the  full  Rossby‐Ertel  PV,  not  the 
Sverdrupian PV.  
In the absence of dissipation, or any diabatic process that can change the potential 
temperature by adding or losing heat to the surroundings, PV as defined by Eq. 5‐1 
is conserved following a particle (Ertel, 1942; Rossby, 1940). Water particles, to 
first order, travel along isopycnal surfaces and it is therefore, instructive to look at 
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PV calculated isopycnally. For a given surface of constant density, Eq. 5‐1 can be 
expressed as Eq. 5‐6  
Equation 5­6         
 
where the conservation of PV now involves a balance between relative vorticity 
calculated isopycnally (ζiso) (Pollard and Regier, 1992), as defined in Eq. 5‐7, and 
isopycnal layer thickness (h), or stratification, which is defined as the separation 
between two isopycnals.  
Equation 5­7     
€ 
ζiso =
∂V
∂x
−
∂U
∂y
 
 
 
 
 
 
ρ=const ( )   
 
If f is assumed to be constant (f plane), this means that where a given isopycnal 
undergoes an increase (decrease) in layer thickness, it must be compensated for by 
an increase (decrease) in relative vorticity, and vice versa, in order that PV does 
not  change  overall.  Note  that  in  the  northern  hemisphere,  positive  relative 
vorticity is cyclonic (anti‐clockwise) and negative relative vorticity is anti‐cyclonic 
(clockwise).  
5.2.  Potential Vorticity and Sources of Vertical Velocity  
Total  vertical  velocity  on  a  given  isopycnal  (w)  can  be  considered  as  being 
comprised of two main components (Strass, 1994), related to the requirement to 
conserve  PV.  These  two  terms,  both  accounted  for  in  the  Omega  Equation 
diagnosis, are represented by Eq. 5‐8,  
Equation 5­8           
where  z  is  the  vertical  co‐ordinate  relative  to  the  ocean  surface  (negative 
downwards) and  is the geostrophic velocity vector (U, V). The first term on the 
RHS  of  Eq.  5‐8  denotes  the  change  in  depth  of  a  surface  of  constant  density, 
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indicated by subscript σ. Vertical velocity due to this term arises initially during 
the formation of all types of eddy, as the water in the interior of the eddy adjusts to 
its surroundings. The mechanism for this within the two types of eddy present in 
this  study  is  described  in  more  detail  in  the  following  sections.  Vertical 
displacement  of  isopycnals  is  also  associated  with  the  propagation  of  an  eddy 
relative to the surrounding water. However, this can only occur if movement of 
water  along  isopycnals  is  permitted  between  the  interior  of  the  eddy  and  the 
surrounding water, such that the anomaly propagates as a wave, causing only a 
temporary disturbance of the water column as it passes a fixed point. This cannot 
occur, however, if the eddy acts as a coherent feature where the movement of 
water particles along isopycnals is inhibited i.e. by a strong PV gradient across the 
boundary (Allen and Smeed, 1996; Nencioli et al., 2008). The issue of whether the 
eddies in the present study propagate as linear or coherent features, and therefore 
the extent to which eddy propagation is a source of vertical velocity through the 
[∂z/∂t]σ term, will be addressed in the following analysis, with reference to each 
eddy type. 
The  second  component  of  vertical  velocity  is  the  contribution  from  flow  up  or 
down sloping isopycnals and is represented by the second term on the RHS of      
Eq.  5‐8,  where  ∇σ  z  denotes  the  change  in  depth  of  a  given  isopycnal  in  the 
horizontal  plane, ( ∂z/∂x +   ∂z/∂y).  In  the  present  study,  this  term  arises 
predominantly from the flow of the central jet over uplifted isopycnals associated 
with the dipole (Section 5.4). Note that additional terms relating to the movement 
of water particles across isopycnals (diapycnal motion), representing small‐scale 
mixing processes, have not been included in Eq. (5‐8), as they are not the focus of 
this  study.  The  relative  importance  of  such  processes  to  nitrate  transport  is 
revisited, however, in Chapter 7 (Discussion and Significance of Results). 
In the following analysis, each component of the dipole will be considered in turn, 
with a view to assessing the extent to which the various mechanisms described 
give rise to vertical velocity and which is the dominant contributing term in each 
case. First, the anti‐cyclonic mode water eddy (Section 5.3) and the central jet 
(Section 5.4) will be addressed, as these features give rise to the greatest vertical 
velocities, then finally, the cyclonic eddy (Section 5.5).  
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In each of these sub‐sections, the vertical signature of PV is first illustrated using a 
section  through  the  relevant  component  of  the  dipole,  carried  out  during  S1.          
As  previously  discussed,  the  potential  vorticity  anomalies  associated  with  the 
cyclonic  and  anti‐cyclonic  eddies  vary  considerably  in  the  depth  at  which  they 
occur  (see  Chapter  4  Section  4.1.3).  Specifically,  the  maximum  stratification 
associated with the cyclonic eddy (hence high PV) occurs at ~ 100 m, In contrast, 
the minimum stratification (and hence low PV), characteristic of the mode water 
core of the  anti‐cyclonic eddy, is seen from deep CTD casts to exist at ~ 600 m 
(Chapter 4). Examination of the spatial PV and diagnosed vertical velocity field 
associated  with  each  separate  component  of  the  dipole  will  accordingly  be 
presented  with  reference  to  a  specific  isopycnal,  in  each  case  having  been 
identified in the vertical sections to correspond to the depth at which the greatest 
anomaly in PV occurs. Finally, the robustness of the features observed in S1 will be 
examined in Section 5.6, by comparison with the subsequent two surveys (C2 and 
S2). 
5.3.  Anti‐Cyclonic Mode Water Eddy 
5.3.1. Formation of the Mode Water Eddy 
Before beginning the analysis of vertical velocity associated with the mode water 
eddy, it is useful to recall the various stages of formation, for reference throughout 
the following analysis. 
 The core of a mode water eddy begins as an isolated column of well‐mixed water, 
originating  from  the  previous  deep  winter  mixed  layer.  The  well‐mixed  mode 
water  is  significantly  less  stratified  than  the  surrounding  water  and  is  thus 
characterised by a low PV signature. The density gradient between the interior of 
the  column  and  the  surrounding  water  at  all  depths  is  steep  and  dynamically 
unstable.  The  result  is  that  isopycnals  tend  to  flatten  to  reduce  the  density 
gradient, which sets the water in motion radially, away from the interior of the 
column. On a rotating sphere in the northern hemisphere, as the water spreads, it 
is deflected by the Coriolis force to the right, creating initial anti‐cyclonic vorticity 
about  the  vertical  axis  (Rhines  and  Lindahl,  2001),  driven  by  the  release  of 
potential energy as the isopycnals slump. This anti‐cyclonic motion, in turn, has a  
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Coriolis  force  acting  perpendicularly  to  the  flow  (inwards),  which  eventually 
balances the pressure gradient and the circular flow achieves geostrophic balance. 
This is the process of geostrophic adjustment, which describes the tendency of a 
system to reach geostrophic balance following an initial disturbance. Importantly, 
in  a  mode  water  eddy,  because  isopycnals  are  bowed  upwards  towards  the 
seasonal pycnocline and downwards towards the main pycnocline, the pressure 
gradient acts in opposing directions on the upper (inward) and lower (outward) 
surfaces of the PV anomaly. However, the density gradient is greater at the main 
pycnocline (lower boundary) and so dominates the pressure field and hence, the 
direction of geostrophic velocity. The overall result is a lens‐shaped water mass 
rotating anti‐cyclonically and in geostrophic balance with characteristically dipped 
isopycnals below the core and raised isopycnals above the core. 
The process of geostrophic adjustment can also be explained in terms of potential 
vorticity,  (ζ+f)/h.  The  relaxation  of  isopcynals  on  both  the  upper  and  lower 
boundaries  of  the  PV  anomaly  implies  a  local  decrease  in  the  thickness  of  the 
isopycnal  layer  compared  to  its  initial  state,  which  in  turn  requires  that                
anti‐cyclonic vorticity is gained to conserve PV.  
5.3.2. PV and Vertical Velocity in the Mode Water Eddy  
Figure 5‐1(a) shows PV for an east‐west SeaSoar section across the survey area 
(leg  F),  carried  out  as  part  of  S1.  Figure  5‐1(b)  shows  a  horizontal  section  of 
dynamic  height  at  50  m,  highlighting  the  position  of  Leg  F  relative  to  the 
components of the eddy dipole. Leg F passed directly through the anti‐cyclonic 
mode water eddy core and will be used here to illustrate the PV signature of the 
feature.  
In Figure 5‐1(a), raised isopycnals can be seen associated with the upper 450 m of 
the mode water eddy (as discussed in Chapter 4) between ~ ‐ 19.5 °E and ‐ 21.0 °E. 
PV in this section ranges from less than 0.2 x 10‐9 /m /s below 100 m to over            
4 x 10‐9 /m /s in the pycnocline, where stratification is strongest. Figure 5‐2(a) 
shows a similar section of Leg F, but over a reduced depth range (100 – 450 m),     
in  order  to  emphasise  the  variation  in  PV  below  the  pycnocline.    Between  the 
pycnocline  and  the  σ0  =  27.30  kg  m‐3  isopycnal,  there  is  little  variation  in  PV  
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isopycnally.  Below  this  isopycnal,  however,  stratification  begins  to  decrease 
significantly with depth and the low PV anomaly associated with the mode water 
eddy becomes apparent. Whilst the fact that the minimum in PV (< 0.02 /m/s)        
is found at ~ 350 m would suggest that the mode water core is centred at this 
depth, it is clear from the doming of the σ0 = 27.32 kg m‐3 isopycnal, that the core of 
the mode water eddy in fact lies below 450 m (as confirmed by deep CTD casts in 
Chapter  4).  The  discrepancy  is  due  to  missing  raw  data  between  400  ‐  450m, 
where not every SeaSoar profile reached maximum depth. Hence, the interpolation 
between available data points has resulted in an incomplete derived signature of 
PV on the bottom boundary and hence, values here should be treated with caution. 
The isopycnal layer for which the lateral change in PV is greatest over the available 
depth range is σ0 = 27.30 ‐ 27.32 kg m‐3. The following analysis of the PV signature 
of the mode water eddy will therefore focus on the σ0 = 27.31 kg m‐3 isopycnal. 
Figure 5‐3(a‐c) shows PV and ζiso (as defined in Eq. (5.7)) on the σ0 = 27.31 kg m‐3 
isopycnal and layer thickness of the σ0 = 27.30 ‐ 27.32 kg m‐3 isopycnal layer, 
respectively.  As for the results presented in Chapter 4, the original cruise track for 
S1  is  indicated  by  the  dashed  white  lines  in  each  image.  Additionally,  the 
continuous white line and solid circles represent where SeaSoar and/or CTD data 
exist,  respectively.  As  noted  in  Chapter  4,  it  is  important  to  note  that  where 
SeaSoar  sampling  had  to  be  suspended  in  S1,  ADCP  data  still  exist  and  can 
contribute to the vertical velocity diagnosis in these regions. 
The low PV anomaly of the mode water core with respect to the cyclonic eddy and 
the  surrounding  water  is  evident  in  Figure  5‐3(a),  with  a  value  of                                 
< 0.02 x 10‐9 /m/s in the core, centred on 59.4 °N, ‐ 20.2 °E. The relative vorticity of 
the anti‐cyclonic eddy is high and negative (up to ‐ 1.9 x 10‐5 /s) relative to the 
surrounding water (Figure 5‐3(b)). The reduced stratification in the mode water 
core compared to the surrounding water manifests itself in a dramatic increase in 
isopycnal  layer  thickness  inwards  across  the  boundary  of  the  eddy.  This  is 
confirmed  in  Figure  5‐3(c),  which  shows  an  increase  in  the                                           
σ0  =  27.30  ‐  27.32  kg  m‐3  isopycnal  layer  thickness  of  ~  100  m  between  the 
surrounding water and the eddy, associated with a decrease in PV (inwards) of       
~ 0.05 x 10‐9 /m/s.  As the σ0 = 27.31 kg m‐3 isopycnal is above the centre of the PV  
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anomaly (located at ~ 600 m), we would expect it to dome upwards relative to the 
surrounding water. This can be seen in Figure 5‐4(a), which shows a shallowing of 
the σ0 = 27.31 kg m‐3 isopycnal from ~ 390 m outside of the eddy to ~ 280 m 
within the eddy core.  
Let us now consider how the physical context of the mode water eddy gives rise to 
vertical  velocity.  It  has  been  proposed  that  the  propagation  of  eddies  with 
isopycnals  doming  towards  the  seasonal  pycnocline  (cyclones  and  mode  water 
eddies) may contribute significantly to the injection of nutrients into the euphotic 
layer through isopycnal displacement (McGillicuddy et al., 1995; McGillicuddy et 
al., 1998; Nencioli et al., 2008; Siegel et al., 1999). This mechanism assumes the 
eddy acts as a linear, propagating wave such that deep, high nutrient water from 
outside the eddy may be temporarily lifted upwards on the leading edge of the 
eddy by shoaling density surfaces, potentially initiating a local biological response. 
This can only be the case if water parcels are able to pass freely on a constant 
density surface across the boundary of the eddy from the surrounding water.  
However,  both  theoretical  (McIntyre  and  Palmer,  1983)  and  in‐situ  studies  of 
mesoscale eddies (Allen and Smeed, 1996; Nencioli et al., 2008) have suggested 
that the high PV gradient across the boundary of an eddy can act as a barrier to 
mixing. Specifically, only in regions where isopleths of PV are orientated parallel to 
isopycnals can a water parcel move freely along an isopycnal from outside the 
eddy  into  the  interior  and  out  again  as  the  PV  anomaly  passes  a  fixed  point. 
Conversely, where isopleths of PV are diagonal or perpendicular to isopycnals, this 
lateral passage of water across the boundary of the eddy is inhibited (Nencioli et 
al., 2008). Accordingly, reference to Figure 5‐2(a) indicates that lateral exchange 
along isopycnals between the exterior and interior of the mode water eddy in the 
present study is only likely to be permitted above the σ0 = 27.30 kg m‐3 isopycnal. 
Below  this,  the  contours  of  PV  are  almost  vertical  and  hence,  bisect  the                     
σ0 = 27.32 kg m‐3 isopycnal at an almost perpendicular angle. If lateral exchange 
along isopycnals is indeed inhibited below the σ0 = 27.32 kg m‐3 isopycnal as this 
hypothesis would suggest, we might expect to see a sharp salinity front coincident 
with the PV gradient between ‐ 19.0 °E and ‐ 20.0 °E (from Figure 5‐2(a)). Figure   
5‐4(b) shows salinity for the lower depth range of SeaSoar (0 – 450 m) for S1 leg F,  
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to correspond to the PV distribution shown in Figure 5‐2(a). The orientation of leg 
F is such that in Figure 5‐4(b), the direction of inflowing water is from right to left, 
(however it should be noted that the section is at an angle to the direction of 
propagation of the eddy and hence there is also a component of inflow from the 
south).  A  gradient  in  salinity  orientated  almost  perpendicularly  to  isopycnals 
below the σ0 = 27.30 kg m‐3 isopycnal on the leading edge of the eddy (between       
‐ 19.5 °E and ‐ 20.0 °E) would seem to support the hypothesis of limited lateral 
movement across the boundary of the eddy. Above the σ0 = 27.30 kg m‐3 isopycnal, 
high salinity water advected into the survey area by the mode water eddy (see 
Section 5.4) appears to be freely mixing on isopycnals across the interior of the 
eddy (from right to left in Figure 5‐4(b)), implying that only the water column 
below the σ0 = 27.30 kg m‐3 isopycnal is isolated from the surrounding water. 
The implication of no lateral mixing below the σ0 = 27.30 kg m‐3 isopycnal is that 
below this depth, the eddy propagates much as a solid object would; moving water 
around the doming isopycnals as the eddy passes a fixed point not up and over 
them. This suggests that we are likely to see a significantly reduced signature of 
vertical  velocity  due  to  isopycnal  uplift  ahead  of  the  mode  water  eddy  in  the 
direction of propagation than might be expected. 
Instead  of  seeing  a  diminished  signal  of  vertical  velocity  due  to  propagation, 
comparison with Figure 5‐4(c), which shows Omega‐derived vertical velocity, in 
fact shows the opposite signal; downward vertical velocity is found ahead of the 
eddy in the direction of propagation, up to a maximum magnitude of ~ 2.5 m day‐1 
at 59.0 °N, ‐ 19.9 °E. The reason for this can be found by looking again at Figure      
5‐4(a), which reveals that the rapid shallowing of the σ0 = 27.31 kg m‐3 isopycnal 
extends further than the boundary of the mode water eddy (defined here by the     
+  0.02  m  contour  in  dynamic  height,  which  separates  the  jet  from  the  water 
circling in the eddy in the northwest corner of the survey area), into the region 
between the two eddies. The result is that water cycling in the mode water eddy 
between ~ 59.45 °N, ‐ 20.5 °E and 59.6 °N, ‐ 20.3 °E is forced up sloping isopycnals 
and then down again between 59.1 °N, ‐ 20.3 °E and 59.3 °N, ‐ 19.7 °E, giving rise 
to upward and downward vertical velocities, respectively, in these regions. This  
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contribution  to  total  vertical  velocity  is  represented  by  the   term  in          
Eq. 5‐8. The fact that overall downward vertical velocity is observed at ~ 59.0 °N,    
‐ 19.9 °E in Figure 5‐4(c) implies that this term outweighs the weak contribution of 
the  [∂z/∂t]σ  term  that  arises  due  to  the  propagation  of  the  eddy  and  hence 
dominates  the  overall  vertical  circulation  ahead  of  the  eddy  as  it  moves  in  a 
southeastward direction. 
5.4.  Central Jet 
As  discussed  above,  rapid  shallowing  of  the  σ0  =  27.31  kg  m‐3  isopycnal  is 
experienced in the region between the two eddies of ~ 100 m over a distance of 
approximately 35 km, from a depth of ~ 400 m in the northwest corner of the 
survey area (~ 59.7 °N, ‐ 20.4 °E) to ~ 300 m in the centre of the jet (~ 59.5 °N,       
‐  19.8  °E),  (Figure  5‐4(a)).  The  reverse  is  true  on  the  opposite  side  of  the  PV 
anomaly, where a rapid decrease in the depth of the σ0 = 27.31 kg m‐3 isopycnal is 
observed between ~ 59.3 °N, ‐ 19.6 °E and ~ 59.4 °N, ‐ 19.2 °E: (note that the flow 
to the west of 59.3 °N, ‐ 19.6 °E is attributed to the mode water eddy, using the        
+ 0.02 m dynamic height contour as a delimiter, as previously). As water flowing 
southeastward in the central jet encounters the PV anomaly, it will first be forced 
upwards along steeply sloping isopycnals then downwards equally steeply on the 
downstream side of the anomaly, in a similar way to the water cycling in the mode 
water eddy. However, the fastest geostrophic velocities in the survey region at the 
mean depth of the σ0 = 27.31 kg m‐3 isopycnal (354 m) are found in the central jet 
(~ 28 cm s‐1 ‐ compared to ~ 18 cm s‐1 in the mode water eddy). This gives rise to 
high values of   and implies the existence of upward (downward) vertical 
velocities  upstream  (downstream)  in  the  jet  of  greater  magnitude  than  those 
associated with water cycling in the mode water eddy. This is again confirmed by 
comparison  with  the  Omega‐derived  vertical  velocity  field,  shown  for  the                
σ0 = 27.31 kg m‐3 isopycnal in Figure 5‐4(c), which shows localised regions of 
upward and downward vertical velocities upstream (centred on 59.6 °N, ‐ 20.1 °E) 
and  downstream  (centred  on  59.4  N, ‐  19.6 °E)  in  the  jet,  reaching  maxima  of       
3.5  m  day‐1  and  –  5.0  m  day‐1,  respectively.  It  would  appear  that  the  localised 
upwelling associated with the jet and the mode water eddy, both caused by raised 
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isopycnals between the eddies, have combined so as to shift the region of peak 
vertical velocity towards the mode water eddy, as opposed to the centre of the jet 
where the largest water velocities are found. 
Interestingly, the maximum diagnosed vertical velocities of ~ 5 m day‐1 are less 
than can be predicted from a rough estimate based on the average water speed in 
the jet (~ 20 cm s‐1), the horizontal distance over which the water has to travel to 
reach the top of the isopycnal slope in the region between the eddies (~ 35 km, 
between points located at 59.7 °N, ‐ 20.4 °E and 59.5 °N, ‐ 19.8 °E) and the change 
in depth of the σ0 = 27.31 kg m‐3 isopycnal over this distance (100 m). This simple 
estimate yields vertical velocities of the order of 50 m day‐1. It is possible that the 
large  discrepancy  is  related  to  the  boundary  conditions  imposed  on  the  lower 
boundary, which artificially force the gradient of Omega Equation–derived vertical 
velocity to zero on the bottom of the survey domain (450 m). This would imply 
that the effects of the boundary condition propagate more than 100 m vertically 
into the dataset.  The issue of the choice of boundary conditions and the possible 
implications thereof are discussed further in Chapter 7. For now, it is useful to note 
that  using  the  Omega  Equation  method  with  the  current  dataset  may  lead  to 
significant  underestimation  of  the  true  maximum  vertical  velocities  associated 
with the deep structure of the mode water eddy. 
Figure  5‐5  shows  three  vertical  sections  carried  out  as  part  of  S1,  selected  to 
illustrate the variation of vertical velocity with depth within the localised regions 
of  enhanced  vertical  velocity  described  above.  The  survey  legs  are  ordered  by 
latitude in Figure 5‐5 but will be referred to individually in the following sections 
to illustrate the vertical structure of the features being described. All three sections 
in Figure 5‐5 show the existence of the localised upward vertical velocity upstream 
in the central jet at approximately ‐ 20.1 °E. The magnitude of vertical velocity is 
greatest in leg D (Figure 5‐5(b)), as this leg crossed the survey area at 59.6 °N, 
directly through the local maximum as identified in Figure 5‐4(c). The magnitude 
of vertical velocity increases with depth from zero at the surface (Dirichlet w = 0 
boundary conditions imposed on the upper surface, refer to Chapter 3 Methods) to 
a maximum of ~ 3.6 m day‐1 at 450 m. The increase in magnitude with depth is due 
to the fact that the gradient of the sloping isopycnal surfaces in the water column  
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increases  with  depth  (as  seen  in  Figure  5‐5(c)).  The  location  of  peak  vertical 
velocity on the lower boundary that is implicit in this general trend is permitted by 
the  Neumann  boundary  conditions  on  the  lower  boundary  (i.e.  as  opposed  to 
Dirichlet conditions, which would force it to zero). Again, the issue of the choice of 
boundary  conditions  is  more  fully  explored  in  Chapter  7  (Discussion  and 
Significance of Results). The localised region of negative vertical velocity directly 
downstream  in  the  jet  can  be  seen  in  Figure  5‐5(c),  which  represents  leg  E, 
between ‐ 19.5 °E and ‐ 19.9 °E. Again, the magnitude of vertical velocity increases 
with depth to a maximum of ‐ 4.8 m day‐1 at 450 m.  
The adjacent patches of upwelling and downwelling in the central jet will result in 
significant transport of passive tracers (such as salinity and nutrients) and may 
account for the complex biogeochemical signature of the jet discussed in Chapter 4. 
The  anomalously  high  salinity  signature  seen  in  the  jet  compared  to  its 
surroundings (see Chapter 4 Section 4.3) may be accounted for by looking more 
closely at the water circulating in the mode water eddy. The shape of the contours 
in dynamic height on the southern boundary of the survey area (between ‐ 20.3 °E 
and ‐ 21.0 °E, Figure 5‐3(a‐c)) is indicative of water being advected into the survey 
area from lower latitudes by the mode water eddy.  Although this region is on the 
boundary of the survey area, the fact that in‐situ data exists down to 58.85 °N     
(full  SeaSoar  leg  at  this  latitude),  suggests  there  is  sufficient  data  to  trust  the 
interpolation  here.  Anomalously  high  salinity  water  associated  with  northward 
flowing  water  on  the  western  side  of  the  mode  water  eddy  is  visible  on  the              
σ0 = 27.31 kg m‐3 isopycnal for S1 (Figure 5‐6(a)). The anomalous patch of high 
salinity  in  the  jet  is  not  visible  in  this  image,  however,  as  it  is  not  adequately 
resolved by the spacing of the cruise tracks and is consequently not detectable 
following interpolation of the data. The horizontal advection of high salinity water 
northwards  around  the  outside  of  the  mode  water  eddy  is  also  supported  by 
Figure 5‐4(b), which shows high salinity water on the western side of the mode 
water eddy over the full depth range, relative to the eastern side. 
Another noteworthy feature of the circulation in the jet is that although the size of 
the  localised  regions  of  enhanced  upward  and  downward  vertical  velocity  are 
comparable (Figure 5‐4(b)), the magnitude of the downward vertical velocity is  
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significantly higher than the upward vertical velocity (‐ 4.8 m day‐1 compared to    
+ 3.6 m day ‐1). Together with the fact that the vertical velocity is weakly negative 
over the majority of the survey area, this may skew the mean areal vertical velocity 
at any given depth level towards a net downward motion. This has implications for 
the calculation of net tracer fluxes over the survey region and is discussed in more 
detail in both Chapter 6 (Local and Areal Mean Nitrate Transport) and Chapter 7 
(Discussion and Significance of Results).  
5.5.  Cyclonic Eddy 
5.5.1. Formation of the Cyclonic Eddy 
As  with  the  mode  water  eddy,  it  is  useful  to  describe  the  likely  process  of 
formation of the cyclonic eddy for reference during the following PV and vertical 
velocity analysis. In the opposite sense to the mode water eddy, if a column of 
water is moved horizontally into a warmer environment, i.e. to the warm side of a 
front, it is significantly more stratified than the surrounding water. Geostrophic 
adjustment of the water column to the high PV anomaly again acts to flatten the 
isopycnals, in order to decrease the sharp density gradient between the water in 
the  interior  of  the  eddy  and  the  surrounding  water.  The  nature  of  uplifted 
isopycnals within the PV anomaly is such that the density gradient between the 
water inside and the surrounding water increases with depth. Consequently, each 
isopycnal slumps further than the previous one, until at some depth, there is no 
isopycnal  slope  and  hence,  geostrophic  velocity  is  negligible.  This  decrease  in 
geostrophic velocity with depth is presented in Chapter 4 for the cyclonic eddy, 
where uplifted isopycnals at the maximum depth of CTD casts also revealed the 
vertical extent of the eddy to be significantly deeper than 1000 m. After the water 
is set in motion by the flattening isopycnals, the Coriolis force acts perpendicularly 
to the initial flow, which eventually balances the pressure gradient (inwards) and 
the resultant flow is cyclonic and in geostrophic balance. The high PV anomaly is 
most  apparent  towards  the  surface  where,  after  geostrophic  adjustment,  the 
stratification in the eddy is still higher than that of the surrounding water. The 
depth and vertical extent of the high PV anomaly associated with the cyclonic eddy 
observed here will be demonstrated in the following sections.  
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Similarly to the mode water eddy, this mechanism of geostrophic adjustment in the 
cyclonic eddy can be alternatively explained by the requirement to conserve PV. 
The  increasing  extent  to  which  isopycnals  slump  with  depth  in  the  high  PV 
anomaly leads to a local increase in thickness of each isopycnal layer and overall 
vortex stretching. In order to conserve PV, cyclonic rotation develops about the 
vertical axis of the anomaly to compensate for the increase in layer thickness.  
During its lifetime, the eddy is likely to undergo periods of intensification, where a 
change in relative vorticity due to eddy‐eddy interaction requires compensation by 
further changes in layer thickness to conserve PV. Vertical velocities due to the 
stretching of isopycnals in the interior of the eddy are restricted to such periodic 
intensification events. As with the mode water eddy, however, further sources of 
vertical  velocity  can  arise  as  the  eddy  begins  to  propagate.    This  will  now  be 
explored in more detail in the following section.  
5.5.2. PV and Vertical Velocity in the Cyclonic Eddy 
Figure 5‐7(a) shows PV for an east‐west SeaSoar section across the survey area 
(leg  C),  carried  out  as  part  of  S1.  Figure  5‐7(b)  shows  a  horizontal  section  of 
dynamic  height  at  50  m,  highlighting  the  position  of  Leg  C  relative  to  the 
components of the eddy dipole. The section passed the closest to the cyclonic eddy 
core and will be used here to illustrate the PV signature of the feature.  
In Figure 5‐7(a), raised isopycnals associated with the cyclonic eddy can be seen 
between ~ ‐ 18.5 °E and ‐ 20.5 °E. Similar to Leg F, PV across this section ranges 
from  less  than  0.2  x  10‐9  /m  /s  below  100  m  to  over  4  x  10‐9  /m  /s  in  the 
pycnocline,  where  stratification  is  strongest.  Figure  5‐8(a)  shows  an  expanded 
section  of  the  top  100  m  of  the  water  column,  from  which  it  is  clearer  that  a 
maximum PV of 4.4 x 10‐9 /m /s is reached at ~ 45 m in the cyclonic eddy and 
slightly shallower at ~ 40 m in the jet and at the northern limit of the anti‐cyclonic 
eddy (far west of the section).  Between the σ0 = 26.62 kg m‐3 and σ0 = 27.10 kg m‐3 
isopycnals, there is little variation in PV isopycnally. It should be noted that the dip 
in PV of approximately 1.0 x 10‐9 /m /s at ‐ 19.7 °E in the thermocline is likely to be 
an artefact of the interface between SeaSoar data (between ‐ 21°E and ‐ 19.9°E)  
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and CTD data (east of ‐ 19.9 °E), within which the maximum PV is not explicitly 
resolved  and  hence,  diminished  slightly  in  magnitude  by  the  interpolation            
(see Chapter 3 Methods). There is considerably more variation in PV in the mixed 
layer above the σ0 = 26.62 kg m‐3 isopycnal, as PV is decreased by wind mixing 
along  isopycnals  from  the  thermocline  outcropping  at  the  surface,  a  feature 
observed  previously  in  open  ocean  frontal  systems (Pollard  and  Regier,  1992). 
Note that although the gridding in these sections starts at 18 m, outcropping of 
thermocline isopycnals is evident in the raw SeaSoar sections and is discussed in 
Chapter 4 (Physical and Biogeochemical Characteristics of the Eddy Dipole). The 
isopycnal  layer,  below  the  pycnocline,  for  which  the  change  in  PV  is  greatest          
(~ 0.6 x 10‐9 /m /s) is σ0 = 27.14 ‐ 27.16 kg m‐3. The analysis of the spatial PV 
signature  of  the  cyclonic  eddy  will  therefore  focus  on  the  σ0  =  27.15  kg  m‐3 
isopycnal.  
Figure  5‐9(a‐c)  shows  PV  and  isopycnal  relative  vorticity  (ζiso)  on  the                        
σ0 = 27.15 kg m‐3 isopycnal and layer thickness for the σ0 = 27.14 ‐ 27.16 kg m‐3 
isopycnal layer.  A positive PV anomaly on the σ0 = 27.15 kg m‐3 isopycnal is very 
clear  in  Figure  5‐9(a),  encompassing  both  the  cyclonic  and  anti‐cyclonic  eddy 
cores. The relative vorticity of the cyclonic eddy is high and positive relative to the 
surroundings, up to 1.5 x 10‐5 /s (Figure 5‐9(b)).  
The  increased  stratification  in  the  cyclonic  core  compared  to  the  surrounding 
water  is  visible  as  a  decrease  in  isopycnal  layer  thickness  inwards  across  the 
boundary of the eddy. This is confirmed in Figure 5‐9(c), which shows a decrease 
of 10 m, from 16 m outside the eddy to 6 m within it, associated with an increase in 
PV (inwards) of ~ 0.04 x 10‐9 /m/s. It should be noted that a difference of 10 m is 
very close to the size of the depth intervals used in the interpolation (8 m) and 
hence, close to the limit at which we can have confidence that there is a genuine 
change in isopycnal height. However, the fact that the change is consistent over a 
large area suggests this is a robust observation. The doming of isopycnals within 
the eddy core, as discussed in Section 5.5.1, is demonstrated by Figure 5‐10(a), 
which shows a shallowing of the σ0 = 27.15 kg m‐3 isopycnal from ~ 78 m outside 
of the eddy to ~ 68 m within the eddy core. It is useful to note at this point that the 
σ0 = 27.15 kg m‐3 isopycnal is located at a depth of 52 m in the anti‐cyclonic eddy,  
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i.e. at the base of the mixed layer, where stratification is highest. This is the likely 
reason for the high PV anomaly associated with the anti‐cyclonic eddy evident on 
the σ0 = 27.15 kg m‐3  isopycnal.  
For the purposes of the following analysis, the cyclonic eddy is defined on the       
σ0 = 27.15 kg m‐3 isopycnal as the area within the + 0.22 m dynamic height contour, 
which visibly separates the circling water from the jet on the eastern boundary of 
the survey area. The water circulating in the eddy encounters raised isopycnals in 
the area between the eddies in the same way as described for the mode water eddy 
and the jet. The result is upward vertical velocity inside the + 0.22 m contour at     
~ 59.85 °N and downward vertical velocity at ~ 59.4 °N (Figure 5‐10(c)). 
As the water rotates further round in the eddy, the σ0 = 27.15 kg m‐3 isopycnal 
shallows again by ~ 10 m between 59.4 °N, ‐ 19.0 °E and 59.9 °N, ‐ 19.0 °E. This is 
potentially  one  reason  for  the  upward  vertical  velocity  centred  on  59.75  °N,              
‐  19.1  °E  visible  in  Figure  5‐10(b).  Similarly  to  the  calculation  carried  out  in  
Section  5.4  with  respect  to  the  advection  of  water  in  the  jet  over  uplifted 
isopycnals between the eddies, a simple estimate can be made for the cyclonic 
eddy. Based on an average water velocity on the eastern side of the cyclonic eddy 
of ~ 12 cm s‐1 (see Chapter 4), the horizontal distance over which the water has to 
travel to reach the top of the isopycnal slope (~ 55 km, between points located at 
59.4 °N,  ‐ 19.0 °E and 59.9 °N, ‐ 19.0 °E) and the change in isopycnal depth (10 m). 
This simple estimate yields vertical velocities of the order of 0.5 m day‐1. However, 
upward  vertical  velocity  in  the  region  ahead  of  the  eddy  could  also  be  partly 
attributed to its propagation, relative to the surrounding water. How this might 
arise will now be considered more closely. 
Whilst in the mode water eddy movement of water across the boundary of the 
eddy is likely to be inhibited below ~ 300 m (Section 5.3.2), the high PV anomaly 
associated  with  the  cyclonic  eddy  diminishes  with  depth  below  the                            
σ0 = 27.15 kg m‐3 isopycnal such that no PV anomaly exists across the survey area 
by 100 m (Figure 5‐7(a)). This can be also be demonstrated by looking back to the 
PV signature of the cyclonic eddy on the deeper σ0 = 27.31 kg m‐3 isopycnal (Figure 
5‐3(a)), in which it is indistinguishable from the surrounding water. This implies  
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that only water above 100 m in the cyclonic eddy is isolated from the surrounding 
water.  It  follows,  that  water  ahead  of  the  eddy  in  the  direction  of  propagation 
between 100 m and the vertical extent of the dataset (~ 450 m) is able to pass 
freely  up  the  doming  isopycnals  in  the  interior  of  the  eddy  and  down  on  the 
reverse side as it passes, giving rise to upward and downward vertical velocities, 
respectively. It is possible to estimate the magnitude of vertical velocity due to the 
isopycnal  displacement  associated  with  the  cyclonic  eddy,  given  the  estimated 
time taken for it to pass a fixed point. An average diameter and propagation speed 
of the eddy of 100 km and 5 km day‐1, respectively (see Chapter 4), gives the eddy 
a time of approximately 20 days to pass a point fixed in space. Together with a 
vertical displacement of the σ0 = 27.15 kg m‐3 isopycnal of 10 m, this yields vertical 
velocities of the order of ~ 0.5 m day‐1. 
The conclusion from the above discussion is that both the [∂z/∂t]σ term and the 
  term  potentially  contribute  in  equal  magnitude  to  the  upward  vertical 
velocity centred on 59.75 °N, ‐ 19.1 °E. Unfortunately, as mentioned previously, the 
Omega  Equation  does  not  distinguish  between  the  two  components  of  vertical 
velocity and so their respective contributions cannot be determined quantitatively 
from the derived value alone. Comparison with Figure 5‐10(b) indicates that the 
magnitude  of  vertical  velocity  derived  by  the  Omega  equation  is  of  the  same 
magnitude but slightly lower than expected from either of the simple estimates 
associated  with  the  two  potential  mechanisms  described  above,  with  upward 
vertical velocity of ~ 0.2 m day‐1 ahead of the eddy in the direction of propagation 
(centred  on  ~  59.8  °N,  ‐  19.0  °E).  However,  the  fact  that  the  estimated  and    
Omega‐derived  values  are  of  the  same  magnitude,  indicates  that  the  boundary 
conditions may not be exerting such an effect on the latter as for the calculations 
associated  with  the  deep  PV  anomaly/jet  interaction  in  Section  5.4  Again,  the 
choice of boundary conditions and the potential implications for the two types of 
eddy observed here are discussed more fully in Chapter 7. 
Returning to the vertical sections of vertical velocity in Figure 5‐5, a column of 
positive  vertical  velocity  between  ‐  18.75  °E  and  ‐  19.25  °E  in  Figure  5‐5(a) 
represents  the  localised  upwelling  ahead  of  the  cyclonic  eddy.  This  figure 
represents  leg  C,  carried  out  as  part  of  S1,  and  therefore  corresponds  to  the 
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vertical sections of PV shown in Figures 5‐7 and 5‐8. As before, the magnitude of 
vertical  velocity  increases  with  depth  from  zero  at  the  surface,  but  remains 
relatively weak compared to the dominant feature visible in this section (between 
‐ 20.4 °E and ‐ 19.8 °E), which is the strong upward vertical velocity in the central 
jet. 
To  summarise  the  findings  for  this  Chapter  so  far,  analysis  of  PV  on  selected 
isopycnals  has  been  used  to  explain  the  presence  of  upward  and  downward 
vertical velocities ahead of the cyclonic and mode water eddies (respectively) in 
the  direction  of  propagation.  This  vertical  circulation  is  associated  with  the 
circulation  of  water  relative  to  the  eddies  and  the  propagation  of  the  eddies 
themselves,  relative  to  the  surrounding  water.  Which  is  the  more  significant 
mechanism in terms of the total vertical velocity has been shown to be influenced 
by both the local water velocity and the extent to which lateral exchange can take 
place across the boundaries of the eddies as they propagate. The direction and 
gradient of the sloping isopycnals, and hence the magnitude of the vertical velocity 
arising from both mechanisms, has been explained in terms of the balance between 
relative  vorticity  and  layer  thickness  necessary  to  conserve  PV  within  the 
respective cyclonic and anti‐cyclonic anomalies. Diagnosis of vertical velocity from 
the  Omega  Equation  has  confirmed  that  the  main  activity  in  terms  of  vertical 
motion  occurs  in  the  central  jet,  where  strong  upward  vertical  velocity  (up  to       
3.6  m  day‐1)  exists  directly  upstream  of  stronger  downward  vertical  velocity        
(up to 4.8 m day‐1), due to the rapid shallowing and deepening of isopycnals in the 
region between the eddies. Having now provided evidence and explanation for the 
vertical circulation characteristics associated with the dipole, the robustness of the 
observed features will be discussed in the following section, by comparison with 
the subsequent two surveys (C2 and S2). 
5.6.  Robustness  of  Vertical  Velocity  Characteristics 
Between Surveys 
In Chapter 6, nitrate transport is calculated and assessed in the context of areal 
mean fluxes across the survey area at specific depths. As explained previously, that 
analysis focuses on two depth levels: (i) at the base of the euphotic zone (50 m)  
121 
and  (ii)  100m  (or  closest  grid  level  98  m), to  allow  comparison  with  previous 
numerical modelling estimates of nitrate fluxes.  In preparation for the nitrate flux 
calculations  at  50  m  and  98  m,  the  same  depths  will  be  used  in  the  following 
analysis.  
It  should  be  noted  that  due  to  the  different  sampling  strategies  of  the  three 
surveys, i.e. using SeaSoar, CTD’s or a combination of both, it is perhaps more 
appropriate to consider each survey as an individual snapshot of the dipole feature 
and to allow for temporal variability in comparisons between them, but not to 
attribute  differences  solely  to  it.  Thus,  the  following  comparison  between  the 
surveys  serves  as  a  qualitative  examination  of  the  robustness  of  the  vertical 
velocity features identified in S1, over the course of the survey period and not a 
quantitative analysis of temporal variability. The differences between the surveys 
and  the  consequences  for  mean  areal  calculations  of  nitrate  flux  are  more 
extensively discussed in Chapters 6 and 7. Figures 5‐11 and 5‐12 show the vertical 
velocity field at 50 m and 98 m, respectively, for the three consecutive surveys S1, 
C2 and S2. As for the analysis of S1 previously in the Chapter, the original cruise 
track for each survey and the location of in‐situ physical data are indicated in each 
image.  
5.6.1. S1 
The  spatial  pattern  in  S1  at  50  m  (Figure  5‐11(a))  is  largely  similar  to  that 
described previously in the analysis of vertical velocity on the σ0 = 27.15 kg m‐3 
isopycnal (depth range of 53 – 85 m, Figure 5‐4(b)) and a similar vertical velocity 
range of  ~ ‐ 1.0 to + 0.5 m day‐1 exists. The localised downward vertical velocity in 
the  central  jet  is  fairly  indistinguishable  from  the  surrounding  water  at  50  m   
(refer  back  to  Figure  5‐5(c)  for  the  vertical  profile).  It  is  more  visible  in            
Figure 5‐12(a), which shows vertical velocity at 98 m for S1, with a magnitude       
of ~ ‐ 2.6 m day‐1. Upward (downward) vertical velocity is found ahead of the 
cyclonic  (mode  water)  eddies  in  the  direction  of  propagation,  the  reasons  for 
which have already been presented (Sections 5.2 and 5.4).    
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5.6.2. C2 
The localised region of maximum upward vertical velocity located in the central jet 
is  consistently  observed  at  both  depths  in  the  second  survey  (C2),  completed           
8 days later (Figures 5‐11 and 5‐12(b)). Vertical velocity in this region reaches a 
similar maximum to that found in S1 (~ 2.0 m day‐1 at 98 m). At both depths in C2, 
the region of maximum upward velocity within the jet appears to have merged 
with a region of upward vertical velocity west and northwest of the mode water 
eddy. The result is an elongated tail extending southwards to the boundary of the 
survey area (Figures 5‐11(b) and 5‐12(b)). However, examination of the positions 
of the original CTD casts (shown as white filled circles) shows the middle of this 
tail to be a potential artefact of interpolation of data between a reduced number of 
points in the region. This was due to a suspension of CTD sampling for several 
hours during bad weather (see Section 1.2 Instrumentation and Data Collection), 
which meant that an entire survey leg (at 20.3 °N) could not be completed.  
Similarly to S1, the majority of the rest of the survey region in C2 shows a weak 
negative vertical velocity (around ‐ 0.5 m day‐1), except for close to the boundaries 
of the survey area, which are positive but by a similarly small magnitude. The 
localised  downward  velocity  in  the  jet  is  even  less  defined  than  in  S1,  barely 
distinguishable from background conditions even at 98 m (Figure 5‐12(b)). The 
areas  ahead  of  both  the  cyclonic  and  mode  water  eddies  in  the  direction  of 
propagation are located too close to the boundaries of the survey area to allow 
confidence in the diagnosed vertical velocities. 
5.6.3. S2 
As noted in Chapter 4, the survey lines carried out as part of S2 were targeted to 
cross both the cyclonic and anti‐cyclonic eddies as close as possible to the cores, 
several times each. The result of such a sampling technique is high‐resolution data 
in the along‐track direction on those survey lines and some regions where there is 
a high density of data, due to the crossing of several survey tracks (such as around 
59.1 °N, ‐ 19.7 °E). However, there are also large areas of the survey region with 
neither SeaSoar nor ADCP data. Apparent data in these gaps in Figures 5‐11(c) and 
5‐12(c)  are  purely  results  of  the  interpolation  between  actual  survey  lines.  
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Features  that  appear  within  these  regions  will  be  highlighted  as  such  in  the 
following analysis and must be interpreted with caution.  
An  east‐west  survey  line  at  59.6  °N  confirms  the  existence  of  upward  vertical 
velocity where water in both the mode water eddy and the jet is influenced by 
shallowing isopycnals (centred on ~ 59.6 °N, ‐ 19.7 °E in Figure 5‐11 (c)). This is 
confirmed by Figure 5‐13, which shows the shallowing of the σ0 = 27.31 kg m‐3 
isopycnal of ~ 80 m, from outside the eddy (~ 59.9 °N, ‐ 20.2 °E) to within the 
centre of the jet (~ 59.5 °N, ‐ 19.3 °E). The true spatial extent of the localised 
upwelling area cannot be confirmed, however, due to the lack of additional data in 
this  region,  other  than  this  east‐west  section.  The  magnitude  of  the  localised 
upward vertical velocity at 50 m and 98 m along this east‐west section (Figures    
5‐11(c)  and  5‐12(c))  appears  stronger  (~  1.2  m  day‐1  and  ~  3.0  m  day‐1, 
respectively) than associated with the same feature in S1 and C2. Despite smaller 
isopycnal displacement in this region (~ 80 m in S2 compared to ~ 100 m in S1), 
this occurs due to higher peak geostrophic velocities in S2 (38 cm s‐1 compared to 
28 cm s‐1 in S1), which in turn give rise to a higher overall value of  .  
The downward vertical velocity in the jet (~ 59.3 °N, ‐ 19.0 °E) is of a similarly low 
magnitude to the previous surveys at both depths, but is not well resolved by the 
spacing of the survey tracks. Note that in Figure 5‐12, a colour scale that covers all 
three surveys is used to allow a comparison of the velocities in each. As a result, 
the maximum and minimum values in S2 are not explicitly stated in the legend. 
However,  as  discussed  above,  with  no  data  in  the  immediate  vicinity  of  either 
region, these interpolated areas are excluded from the main part of the analysis.  
Figures 5‐14 (a) and (b) show vertical velocity against depth for two sections along 
59.45 °N and 59.6 °N extracted from the S2 dataset, to pass directly through the 
regions  of  maximum  and  minimum  vertical  velocity  (respectively).  This  is 
indicated in the small figures to the left of each image, which show the positions of 
each leg with reference to a horizontal section at 50 m, and also as red lines in 
Figure 5‐13.  In Figure 5‐14(a), upward vertical velocity between ‐ 19.3 °N and        
‐ 19.9 °N corresponds to the region upstream in the jet (as discussed above) and 
increases with depth to a maximum of 8.5 m day‐1 at 450 m, which is more than 
  
  
  
u  .   z 
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twice the maximum vertical velocity at 450 m in S1 (3.6 m day‐1). The apparent 
maximum downward vertical velocity in Figure 5‐14(b) (centred on ‐ 20.0 °E) is 
associated with the artefact feature in between survey lines (described above). The 
more reliable maximum downward vertical velocity in the section is centred on       
‐ 19.1 °E, where several survey lines cross. This represents the downward vertical 
velocity in the jet and increases with depth to a maximum of ‐ 5.0 m day‐1 at 450 m. 
This  is,  again,  associated  with  a  deepening  of  the  σ0  =  27.31  kg  m‐3  isopycnal, 
although  with  very  little  data  in  the  region  in  question,  a  more  quantitative 
comparison with S1 is not appropriate. 
To summarise the findings in this final section, maximum vertical velocities are 
confirmed from S1 as occurring in the central jet, with localised upward motion 
upstream followed by localised downward motion directly downstream. Although 
coverage of the dipole is more sporadic in S2, survey lines passing directly through 
these regions reveal maximum vertical velocities of up to 8.5 m day‐1 at 450 m. It 
should be noted again, however, that the maximum depth to which we have data 
(450 m ‐ the maximum depth of SeaSoar) is still ~ 150 m above the core of the 
mode water eddy (as revealed in Chapter 4). As such, diagnosed vertical velocities 
at 450 m will be an underestimate of maximum magnitude velocities associated 
with the dipole feature.  
The magnitude of vertical motions diagnosed in this study are at the lower limit of 
previous observations of vertical velocities of between 10 – 100 m day‐1 associated 
with  mesoscale  fronts  and  eddies,  (Allen  et  al.,  2005;  Allen  and  Smeed,  1996; 
Pollard and Regier, 1992; Rudnick, 1996; Sanz and Viudez, 2005; Shearman et al., 
1999; Shearman et al., 2000; Viudez et al., 1996b; Voorhis and Bruce, 1982). Aside 
from  the  reasons  already  discussed  as  to  why  the  current  results  may 
underestimate  the  true  peak  vertical  velocities  (boundary  conditions,  vertical 
extent  of  features),  this  is  perhaps  not  surprising  as  these  previous  studies  all 
targeted known strong ocean fronts with associated geostrophic jets with speeds 
of between 0.7 ‐ 1.2 m s‐1 (Pollard and Regier, 1992; Sanz and Viudez, 2005; Viudez 
et  al.,  1996b)  or  were  associated  with  stronger  eddy  features  of  large  relative 
vorticity between 0.9 f ‐ 1.5 f ((Allen and Smeed, 1996; Sanz and Viudez, 2005; 
Viudez et al., 1996b). These can be compared to respective values of 0.2 m s‐1 and  
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less  than  0.5  f  in  the  present  study.  Consistent  with  these  previous  studies, 
however,  is  the  robust  observation  that  the  conservation  of  potential  vorticity 
plays a central role in the evolution of the vertical velocity field and hence in the 
nature  of  the  3‐D  circulation  associated  with  mesoscale  phenomena.  The 
calculation of nitrate transport associated with the dipole, implied by the local 
circulation diagnosed here, is presented in the following chapter (Local Nitrate 
Transport and Net Flux Calculations). 
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Figure 5­1 (a) Potential vorticity (/m /s) against pressure (dbar) over the full depth range of SeaSoar        
(0 ­ 450 m) for S1 leg F and (b) contours of dynamic height at 50m with 1 cm intervals, to indicate the 
location  of  leg  F  (red  solid  line)  relative  to  the  positions  of  the  cyclonic  (C)  and  anti­cyclonic             
mode­water (A) eddies. The components of the dipole through which the section passes are indicated 
in  (a)  and  (b)  accordingly.    Black  solid  lines  in  (a)  indicate  isopycnals  of  potential  density  with 
intervals of 0.02 kg m­3. 
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Figure 5­2 (a) Potential vorticity (/m /s) against pressure (dbar) over the lower depth range of 
SeaSoar (100 ­ 450 m) for S1 leg F and (b) contours of dynamic height at 50m with 1 cm intervals, to 
indicate  the  location  of  leg  F  (red  solid  line)  relative  to  the  positions  of  the  cyclonic  (C)  and                  
anti­cyclonic mode­water (A) eddies. The components of the dipole through which the section passes 
are indicated in (a) and (b) accordingly. Black solid lines in (a) indicate isopycnals of potential density 
with intervals of 0.02 kg m­3 
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Figure 5­3 (a) Potential vorticity (/m/s) and (b) relative vorticity (/s) on the σ0 = 27.31 isopycnal (c) 
thickness, h, of the σ0 = 27.30 ­ 27.32 isopycnal layer (m) for S1. Dashed contours represent dynamic 
height  with  1  cm  intervals  at  354  m  (mean  depth  of  σ0 =   27.31  isopycnal).  The  cyclonic  (C)  and               
anti­cyclonic  mode­water  (AC)  eddies  are  indicated.  White  markings  represent  in­situ  physical  data 
(solid line for SeaSoar and/or filled circles for CTD casts). The dashed white lines represent the ship’s 
track  and  indicate  where  ADCP  data  exist  but  SeaSoar  data  do  not.  In  each  image,  solid  red  circles 
indicate the positions of each eddy core in the subsequent survey (C2). Accordingly, red arrows show the 
direction of propagation of the eddy cores between the two surveys. The white space in (c) indicates 
where the σ0 = 27.32 (base of isopycnal layer) dropped below the maximum depth of SeaSoar (450 m).  
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Figure 5­4 (a) Depth (m) of the σ0 = 27.31 kg m­3 isopycnal for S1, (b) salinity (psu) against pressure 
(dbar) over the lower depth range of SeaSoar (100 ­ 450 m) for S1 leg F and (c) vertical velocity (m day­1) 
on the σ0 = 27.31 kg m­3 isopycnal for S1, as diagnosed from the Omega Equation. Dashed contours in (a) 
and (c) represent dynamic height with 1 cm intervals at 354 m (mean depth of the σ0 = 27.31 kg m­3 
isopycnal). The cyclonic (C) and anti­cyclonic mode­water (AC) eddies are indicated separately. White 
markings in (a) and (c) represent in­situ physical data (solid line for SeaSoar and/or filled circles for 
CTD casts). The dashed white lines represent the ship’s track and indicate where ADCP data exist but 
SeaSoar data do not. Solid red circles indicate the positions of each eddy core in the subsequent survey 
(C2).  Accordingly,  red  arrows  show  the  direction  of  propagation of  the  eddy  cores  between  the  two 
surveys. Black solid lines in (b) represent isopycnals of potential density with intervals of 0.02 kg m­3. 
The direction of inflow in (b) is from the East, as indicated.  
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Figure 5­5 Vertical velocity (m day­1) against pressure (dbar) over the 0 ­ 450 m depth range for S1 
legs C (a), D (b) and E (c). White solid lines indicate the zero contour in vertical velocity. Black solid 
lines represent isopycnals of potential density, in intervals of 0.02 kg m­3. Contours of dynamic height 
at 50m, with 1 cm intervals, indicating the locations of each leg relative to the positions of the cyclonic 
(C) and anti­cyclonic mode­water (A) eddies are shown to the left of each figure.  
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Figure 5­6 Salinity (psu) on the σ0 = 27.31 kg m­3 isopycnal for S1. Dashed lines indicate dynamic 
height contours with 1 cm intervals at 354 m (mean depth of σ0 =27.31 isopycnal). The centres of the 
cyclonic (C) and anti­cyclonic mode­water (A) eddies are indicated. White markings represent in­situ 
physical  data  (solid  line  for  SeaSoar  and/or  filled  circles  for  CTD  casts).  The  dashed  white  lines 
represent the ship’s track and indicate where ADCP data exist but SeaSoar data do not.  
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Figure 5­7 (a) Potential vorticity (/m /s) against pressure (dbar) over the full depth range of SeaSoar    
(0­ 450 m) for S1 leg C and (b) contours of dynamic height at 50m with 1 cm intervals, to indicate the 
location  of  leg  C  (red  solid  line)  relative  to  the  positions  of  the  cyclonic  (C)  and  anti­cyclonic            
mode­water (A) eddies. The components of the dipole through which the section passes are indicated 
in (a) and (b) accordingly. Black solid lines in (a) indicate isopycnals of potential density with intervals 
of 0.02 kg m­3. 
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Figure 5­8  (a)  Potential  vorticity  (/m  /s)  against  pressure  (dbar)  over  the  upper  water  column          
(0 ­ 100 m) for S1 leg C and (b) contours of dynamic height at 50 m with 1 cm intervals, to indicate the 
location  of  leg  C  (red  solid  line)  relative  to  the  positions  of  the  cyclonic  (C)  and  anti­cyclonic             
mode­water (A) eddies. The components of the dipole through which the section passes are indicated 
in (a) and (b) accordingly. Black solid lines in (a) indicate isopycnals of potential density with intervals 
of 0.02 kg m­3. 
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Figure 5­9 (a) Potential vorticity (/m/s) and (b) relative vorticity (/s) on the σ0 = 27.15 isopycnal 
and (c) thickness, h, of the σ0 = 27.14 ­ 27.16 isopycnal layer (m) for S1. Dashed contours represent 
dynamic height with 1 cm intervals at 66 m (mean depth of  σ0 = 27.15 isopycnal). The cyclonic (C) and 
anti­cyclonic mode­water (AC) eddies are indicated. White markings represent in­situ physical data 
(solid line for SeaSoar and/or filled circles for CTD casts). The dashed white lines represent the ship’s 
track and indicate where ADCP data exist but SeaSoar data do not. In each image, solid red circles 
indicate the positions of each eddy core in the subsequent survey (C2). Accordingly, red arrows show 
the direction of propagation of the eddy cores between the two surveys.  
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Figure 5­10 (a) Depth (m) of the σ0 = 27.15 kg m­3 isopycnal and (b) vertical velocity (m day­1) as 
diagnosed from the Omega Equation, for S1. Dashed contours represent dynamic height with 1 cm 
intervals at 66 m (mean depth of  σ0 = 27.15 isopycnal). The cyclonic (C) and anti­cyclonic mode­water 
(AC)  eddies  are  indicated.    White  markings  represent  in­situ  physical  data  (solid  line  for  SeaSoar 
and/or filled circles for CTD casts). The dashed white lines represent the ship’s track and indicate 
where ADCP data exist but SeaSoar data do not. In each image, solid red circles indicate the positions of 
each  eddy  core  in  the  subsequent  survey  (C2).  Accordingly,  red  arrows  show  the  direction  of 
propagation of the eddy cores between the two surveys  
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Figure 5­11 Vertical velocity (m day­1) at 50 m for the three consecutive surveys S1 (a), C2 (b) and S2 
(c).  The  zero  contour  is  shown  by  the  solid  black  line.  Black  dashed  lines  indicate  dynamic  height 
contours at 50 m with 1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) 
eddies  are  indicated  in  each  image.  White  markings  represent  in­situ  physical  data  (solid  line  for 
SeaSoar  and/or  filled  circles  for  CTD  casts).  The  dashed  white  lines  represent  the  ship’s  track  and 
indicate where ADCP data exist but SeaSoar data do not. In each image representing a single survey, 
solid red circles indicate the positions of each eddy core in the other surveys (labelled with survey 
name). Red arrows show the direction of propagation. For C2 (b), the direction of propagation between 
the previous survey (S1) and C2 is indicated as well as between C2 and the following survey (S2).  
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Figure 5­12 Vertical velocity (m day­1) at 98 m for the three consecutive surveys S1 (a), C2 (b) and S2 
(c).  The  zero  contour  is  shown  by  the  solid  black  line.  Black  dashed  lines  indicate  dynamic  height 
contours at 98 m with 1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) 
eddies  are  indicated  in  each  image.  White  markings  represent  in­situ  physical  data  (solid  line  for 
SeaSoar  and/or  filled  circles  for  CTD  casts).  The  dashed  white  lines  represent  the  ship’s  track  and 
indicate where ADCP data exist but SeaSoar data do not. In each image representing a single survey, 
solid red circles indicate the positions of each eddy core in the other surveys (labelled with survey 
name). Red arrows show the direction of propagation. For C2 (b), the direction of propagation between 
the previous survey (S1) and C2 is indicated as well as between C2 and the following survey (S2).  
139 
 
 
 
 
 
 
Figure 5­13 Depth (m) of the σ0 = 27.31 kg m­3 isopycnal for S2. Dashed contours represent dynamic 
height with 1 cm intervals at 306 m (mean depth of the σ0 = 27.31 kg m­3 isopycnal). White lines 
represent the SeaSoar cruise track. The cyclonic (C) and anti­cyclonic mode­water (AC) eddies are 
indicated separately. The solid (dashed) red line represents the top (bottom) section shown in Figure 
5­14, located at 59.6 0N (59.45 0N). 
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Figure 5­14  Vertical  velocity  (m  day­1)  against  pressure  (dbar)  over  the  depth  range  of  SeaSoar         
(0 ­ 450 m) for sections taken from S2 (a) at 59.60 0N  and (b) at 59.45 0N. White solid lines indicate the 
zero contour in vertical velocity. Black solid lines represent isopycnals of potential density, in intervals 
of 0.02 kg m­3. The horizontal section of vertical velocity at 50 m from Figure 5­10 is shown to the left 
of each figure, indicating the locations of each section with respect to the localised regions of maximum 
upward and downward vertical velocity in the survey area (see text).  
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6. RESULTS (III) Nitrate Transport and Net Flux Calculations 
To recall from Chapter 3 (Methods), the local nitrate transport at a given point can 
be estimated from wN, where w and N are the in‐situ vertical velocity and nitrate 
concentration, respectively. Both the w and N terms can be separated into their 
constituent components; the areal mean at a given depth level, denoted by over 
bars above the respective symbols (w and N), and the perturbation to the areal 
mean at a given point in space, denoted by w’ and N’, respectively, as shown in     
Eq. 6‐1. 
Equation 6­1     
                  
The areal mean of each term in Eq. 6‐1 can then be expressed, as in Eq. 6‐2. Each 
term now represents the regional mean of the original term in Eq. 6‐1 over the 
survey area, at a given depth level. 
Equation 6­2   
€ 
wN = w N + w N'+ w'N + w'N'     
For clarity, a distinction should be made clear at this point between the terms 
“transport” and “flux”. The movement of nitrate locally, described by Eq. 6‐1, is 
hereafter referred to as the transport. The areal mean of all the grid points on a 
given depth level, described by Eq. 6‐2, is referred to as the flux across that depth 
surface. With respect to both terms, positive movement is directed upward and 
negative movement is directed downward. 
The  second  and  third  terms  on  the  right‐hand‐side  (RHS)  of  Eq.  6‐2  can  be 
eliminated as, by definition, the areal means of both w’ and N’ are equal to zero.    
Eq. 6‐2 is therefore reduced to Eq. 6‐3.  
Equation 6­3   
€ 
wN = w N + w'N'                       
  
wN = w N + w'N + w N'+w'N' 
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When looking to estimate the net nitrate flux due to the mesoscale for a given 
geographical region, it is tempting to assume that in the decomposition of absolute 
vertical  velocity  (w)  in  Eq.  6‐3,  w  and  w’  represent  the  contributions  from  the  
large‐scale background flow and from mesoscale perturbations to the background 
flow, respectively. Where the specific interest is in the mesoscale perturbations, 
the  contribution  to 
€ 
wN   from  the 
€ 
w  N   term  can  potentially  be  eliminated.  This 
allows the nitrate flux associated with the mesoscale to be estimated from the 
remaining term in Eq. 6‐3, 
€ 
w'N', where both w‘ and N’ are calculated relative to the 
mean respective values for a given survey, at a given depth (McGillicuddy et al., 
2003; Naveira‐Garabato et al., 2002).  
From a fluid dynamical point of view, another potential approach is possible for 
estimating the nitrate flux associated with the mesoscale. Given the fact that the 
large‐scale, background flow is associated with geostrophy; i.e. horizontal flow, it 
follows  that  any  vertical  velocity  diagnosed  within  the  survey  region  can,  in 
principle, be attributed to mesoscale perturbations (as the Omega Equation does 
not estimate vertical motion arising from waves, tides or inertial motions). This 
means  that  the  mesoscale  flux  can  in  principle  be  estimated  directly  from  the 
absolute  flux  (wN).    If  a  survey  or  simulation  is  carried  out  which  adequately 
samples a feature that has vertical velocities associated with it, the vertical flows 
should be balanced such that w is equal to zero. In such cases, the absolute flux 
€ 
wN  
will be equivalent to 
€ 
w'N', i.e. quantification of the mesoscale nitrate flux using 
either term should, in principle, yield the same result.  
It will be demonstrated in the following analysis that w does not equal zero in any 
of  the  three  surveys  in  the  current  study,  the  potential  reasons  for  which  are 
discussed further in Section 6.1.2. In such instances where w ≠ 0, the 
€ 
wN   and 
€ 
w'N' 
terms will clearly no longer be equivalent. The aim of this chapter is therefore to 
quantitatively compare the nitrate flux associated with the dipole using both the 
€ 
w'N' and the 
€ 
wN  approaches and to explore the relevance of each with respect to 
the current study. First, in Section 6.1, the spatial variability of the local nitrate 
transport calculated from w’N’ is presented and interpreted in terms of the vertical 
velocity  features  identified  in  Chapter  5,  together  with  the  in‐situ  nitrate  
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distribution.  Net  nitrate  transport  is  calculated  from 
€ 
w'N'  and  discussed  with 
reference to each survey. This approach is referred to as Method A. In Section 6.2, 
the  local  transport  and  net  nitrate  flux  terms  are  calculated  from  the  absolute 
vertical velocity and nitrate fields using the wN and 
€ 
wN terms, respectively. This is 
referred  to  as  Method  B.  Consistent  with  the  preceding  Chapters  4  and  5,  the 
analyses of both Methods A and B will focus on (i) the 50 m depth surface, which 
corresponds with the base of the euphotic zone and (ii) the 98 m depth surface, in 
order to allow comparison with literature estimates of nitrate flux.  
6.1.  Method A (w’N’) 
6.1.1. N’ 
The spatial distribution of N’ at 50 m and 98 m for each of the three surveys is 
shown in Figures 6‐1 and 6‐2. For consistency with the data presented in Chapters 
4 and 5, the full cruise track (i.e. the location of ADCP data) is indicated in all 
images in the following analysis. However, it should be noted that nitrate data was 
only collected either with the SUV‐6 instrument, hence along the SeaSoar survey 
tracks (white continuous line), from discrete bottle samples collected during CTD 
casts (white solid circles) and from the ship’s underway source (~ 5 m depth) at 
regular  intervals  throughout  the  survey  period  (see  Chapter  3  Methods).  The 
respective values of N at each depth, from which N’ was calculated in each survey, 
are shown in Tables 6‐1 and 6‐2. Note that to make the following conversion of     
in‐situ  nitrate  concentration  to  units  of  transport  clearer,  nitrate  concentration 
will be expressed in terms of mmol m‐3 (which are equivalent to µmol l‐1) from this 
point onwards. 
Table 6­1 Values of N, w and the areal mean of w’N’ at 50 m             
  S1  C2  S2 
N (mmol m‐3)  9.13  9.11   9.78 
w (m day‐1)  ‐0.23  ‐0.02  + 0.18 
€ 
w'N' ( mol N m‐2 yr‐1)  + 0.0082  + 0.017  ‐ 0.058 
€ 
w'N' (mmol N m‐2 day‐1)  + 0.022  + 0.047  ‐ 0.16 
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Table 6­2 Values of N, w and the areal mean of w’N’  at 98 m           
  S1  C2  S2 
 N (mmol m‐3)  11.28  12.23  12.11 
w (m day‐1)  ‐ 0.38  ‐ 0.04  + 0.33 
€ 
w'N'(mol N m‐2 yr‐1)  + 0.0069  + 0.0063  ‐ 0.041 
€ 
w'N'  (mmol N m‐2 day‐1)  + 0.019  + 0.017  ‐ 0.11 
 
In S1, the N’ fields are broadly similar at both 50 m and 98 m (Figures 6‐1(a) and  
6‐2(a))  and  are  calculated  from  respective  areal  means  of  9.13  mmol  m‐3  and   
11.28  mmol  m‐3  (see  Tables  6‐1  and  6‐2).  The  zero  contour  in  N’  runs 
approximately north to south through the middle of the survey area at 98 m but is 
curved towards the eastern boundary, below the cyclonic eddy, at 50 m.  At both 
depths,  relative  to  the  areal  mean,  the  western  half  of  the  survey  area  is  thus 
generally elevated with respect to nitrate, while the eastern half is depleted (both 
up to a maximum magnitude of ~ 1.4 mmol m‐3).  This confirms the pattern seen in 
absolute nitrate concentration in Chapter 4 (Figures 4‐11 and 4‐17); that down to 
100 m depth the cyclonic eddy is broadly associated with nitrate‐poor water whilst 
the  anti‐cyclonic  mode‐water  eddy  is  broadly  associated  with  relatively  higher 
nitrate water. The term “broadly” is used here as the distinction between positive 
and negative  N’ is not well constrained by the contours in dynamic height that 
define the separate eddies. Despite this, the consistency of the distribution of N’ at 
50  m  and  98  m  implies  some  robustness  of  the  nitrate  characteristics  of  the 
separate components of the dipole with increasing depth. 
In contrast to S1, the spatial patterns of N’ in C2 at 50 m and 98 m (Figures 6‐1(b) 
and 6‐2(b)) are substantially different from each other in terms of the range of 
values observed and the spatial distribution. Furthermore, both are spatially very 
different from S1. At 98 m in C2, there is an approximately meridional gradient in 
N’  within  the  survey  area  (Figure  6‐2(b)),  whilst  at  50  m,  the  region  of  highly 
positive N’ in the southern part of the survey area extends northwards from the 
mode water eddy to the top of the survey area (Figure 6‐1(b)), isolating two areas 
of negative N’ on the south‐eastern and north‐western boundaries.   
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As  in  previous  analyses,  the  distribution  of  any  parameter  in  S2  must  be 
considered more carefully, due to the irregular spacing of in‐situ data. In Chapter 
4, it was acknowledged that we can be relatively more confident of data in the 
regions centred on 59.6 °N, ‐ 18.7 °E and 59.1 °N, ‐ 19.7 °E, where several survey 
tracks  cross  near  the  core  of  each  eddy.  The  positive  and  negative  nitrate 
anomalies (respectively) in these areas in Figures 6‐1(c) and 6‐2(c), support the 
inference from S1 that the cyclonic eddy is broadly associated with nitrate‐poor 
water (as low as ~ ‐ 3.5 mmol m‐3 in S2) relative to the areal mean concentration 
and  the  mode  water  eddy  is  associated  with  nitrate‐rich  water  (as  high  as                 
~ + 1.5 mmol m‐3 in S2). Also as noted in Chapter 4, the maximum positive  N’ 
anomaly to the west of the survey area in S2 (~ 59.6 °N) is sampled by one survey 
line only and this data is extrapolated into the northwestern corner. Hence, the 
greater  range  of  nitrate  values  in  S2  and  the  proportion  of  the  survey  area 
attributed  to  a  positive  nitrate  anomaly,  particularly  at  50  m,  are  due  to  the 
interpolation, not to real data. Aside from this specific area, the broadly consistent 
spatial pattern in terms of the distribution of positive and negative N’ at 50 m and 
98 m in S2 implies a certain robustness of the dipole feature with depth, as in S1; 
although this is not observed in C2. 
6.1.2. w’ 
For each of the three surveys, w’ was calculated for each point in the 3‐D grid at a 
given depth, with respect to the value of w at that depth. The spatial distributions 
of w’ at 50 m and 98 m are shown in Figures 6‐3 and 6‐4 (respectively) for S1, C2 
and S2. The respective values of w at 50 m and 98 m, from which w’ at each point is 
calculated, are shown in Tables 6‐1 and 6‐2. 
Let us first consider the values of w observed in each of the three surveys. At both 
50 m and 98 m, the first two surveys (S1 and C2) are associated with a negative w, 
or net downward vertical velocity, over the sampling region. The likelihood of net 
downward vertical velocities in S1 and C2 was indicated in Chapter 5 (Potential 
Vorticity and Vertical Velocity), given stronger magnitude of localised downward 
vertical velocity in the identified dynamical features (particularly in the central jet) 
than  upward  vertical  velocity,  plus  the  existence  of  a  weak  negative  vertical  
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velocity over the majority of the survey area outside these localised “hotspots”. 
The magnitude of w is greater at 98 m than at 50 m in both surveys, but there is an 
order of magnitude difference between S1 and C2 at both depths.  At 50 m, the 
values of w for S1 and C2 are ‐ 0.23 m day‐1 and  ‐ 0.02 m day‐1, respectively, and at 
98 m these values are ‐ 0.38 m day‐1 and  ‐ 0.04 m day‐1. In contrast to this, in S2,w 
at both 50 m and 98 m is of similar magnitude to S1 but positive in sign (+ 0.18 m 
day‐1  and  +  0.33  m  day‐1,  respectively).  This  results  from  the  weakly  positive 
vertical velocity observed over the majority of the survey area, outside the main 
features of the dipole, as seen in Chapter 5 Figures 5‐8(c) and     5‐9(c).   
Part of the reason for the difference in the magnitude and sign of w between the 
three  surveys  may  potentially  be  attributed  to  errors  introduced  by  the 
interpolation process. Some such potential errors can be quantified and are done 
so,  alongside  a  fuller  explanation  of  the  causes  and  implications,  in  Chapter  7 
(Discussion and Significance of Results). However, it is also perhaps unlikely to 
expect that when a ~ 130 km x 130 km x 450 m three‐dimensional block of the 
ocean  is  sampled  in‐situ,  that  the  horizontal  and  vertical  flows  will  be  exactly 
balanced such that w = 0. This issue is returned to in Section 6.2, where the impact 
of a non‐zero w on the diagnosed nitrate flux is more fully explored. 
Returning to Figures 6‐3 and 6‐4, to aid the analysis of the distribution of w’, the 
zero contour of N’ (shown in Figures 6‐1 and 6‐2) is overlaid. Labels indicating 
which side of the zero contour is positive and which is negative with respect to N’ 
are also shown. The vertical circulation in the central jet (discussed in Chapter 5.4) 
can be seen clearly in w’ in S1 at both 50 m and 98 m (Figures 6‐3(a) and 6‐4(a), 
respectively).  As it is this localised region where the strongest absolute upward 
and downward vertical velocities were observed (see Chapter 5 Section 5.4), it 
follows  that  it  is  also  the  region  of  maximum  and  minimum  w’  at  both  50  m             
(+ 0.5 m day‐1 and – 0.5 m day‐1, respectively) and at 98 m (+ 1.6 m day‐1 and             
‐ 1.4 m day‐1, respectively).  Upward (downward) w’ is also observed ahead of the 
cyclonic (mode water) eddy in the direction of propagation, consistent with the 
absolute vertical velocities presented in Chapter 5.   
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An important observation to make from the spatial distributions in Figures 6‐3 and 
6‐4 is the difference in the spatial scales of variability between the w’ and N’ fields. 
Specifically, whilst the distribution of w’ reflects the localised nature of the vertical 
velocity features discussed in Chapter 5, i.e. the advection of water circulating in 
the dipole over uplifted isopycnals and the propagation of the eddies themselves, 
there is no such “patchiness” apparent in the nitrate data. Instead, as described 
above (Section 6.1.1), a large‐scale gradient in N’ across the survey area exists in all 
three  surveys.  The  nature  of  the  correlation  of  nitrate  and  vertical  velocity  is 
explored more quantitatively in Chapter 7, as it has important implications for 
assessing the current results alongside previous estimates of nitrate flux, where a 
strong  positive  relationship  between  the  two  parameters  has  typically  been 
assumed. Furthermore, the ability to carry out a detailed analysis of coincident 
nitrate and physical data at each point in a 3‐D grid covering a mesoscale feature is 
an  experimental  first  and  demonstrates  the  powerful  capabilities  of  the              
SUV‐6/SeaSoar  approach.  Again,  this  is  discussed  in  more  detail  in  Chapter  7 
(Discussion and Significance of Results). 
Returning to Figure 6‐3(a), in S1 at 50 m, the zero contour in  N’ runs directly 
through the localised region of upwelling in the central jet, such that the western 
side is associated with a positive nitrate anomaly, while the eastern side of the 
same feature is associated with a negative nitrate anomaly.  At 98 m, the situation 
is similar but the zero contour is situated a little further east (Figure 6‐4(a)). At 
both depths, the upward (downward) w’ ahead of the cyclonic (mode water) eddy 
is predominantly associated with a negative (positive) nitrate anomaly. This will 
have important implications for the sign of the local flux in these regions. This is 
discussed alongside the spatial analysis of w’N’ in Section 6.1.3. 
In C2 at 50 m, the regions of localised upward and downward w’ in the jet are 
associated with positive and negative values of  N’, respectively (Figure 6‐3(b)). 
However, at 98 m, the zero contour in N’ once again divides the localised upwelling 
region, such that the northern half is associated with a negative nitrate anomaly 
and the southern half is associated with positive nitrate anomaly. As mentioned 
previously, w in C2 is only very weakly negative at both depths compared to S1  
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(see Tables 6‐1 and 6‐2). Hence, the w’ field closely resembles the absolute vertical 
velocity field seen in Chapter 5 Figures 5‐11(b) and 5‐12(b). 
In S2 at both 50 m and 98 m (Figures 6‐3(c) and 6‐4(c)), the zero contour in N’ 
passes along the axis of the jet (as expected from the orientation of the gradient in 
absolute nitrate concentration presented in Chapter 4 (Figure 4‐17(c)), through 
both the region of strong upward vertical velocity (centred on ~ 59.6 °N, ‐ 19.6 °E) 
and strong downward vertical velocity (centred on ~ 59.3 °N, ‐ 19.0 °E) located in 
the jet. Similarly to S1 and C2, this divides the regions of strongest w’ in the survey 
area with respect to whether they are associated with a positive or negative nitrate 
anomaly.  
It is already clear from the above analysis that not only will the spatial variability 
in  N’  within  a  given  survey  affect  whether  vertical  motion  in  a  given  direction 
results  in  a  positive  or  negative  transport  of  nitrate,  but  also  that  because  the 
spatial pattern of N’ varies significantly between surveys, the sign of local transport 
associated with a given feature is unlikely to be consistent throughout the survey 
period. With this in mind the spatial variability in w’N’ for each of the three surveys 
will now be presented and discussed. 
6.1.3. Spatial Variability in Local Nitrate Transport, w’N’ 
The  spatial  distribution  of  the  local  transport  term  w’N’  for  each  of  the  three 
surveys  at  50  m  and  98  m  is  shown  in  Figures  6‐5  and  6‐6,  respectively.  As 
indicated above, it is instructive in the following analysis to refer back to Figures  
6‐3 and 6‐4 to help interpret the distribution of w’N’, in terms of the association (or 
lack of) between the w’ and N’ fields.  
Beginning with S1, at 50m (Figure 6‐5(a)), the consequence of the zero contour in 
N’ running through the localised region of upward vertical velocity in the jet is that 
the  northeastern  half  of  the  feature  (centred  on  59.7  °N,  ‐  20.0  °E)  exhibits  a 
negative w’N’ (up to – 0.1 mol N m‐2 yr‐1) due to upwelling of water with a negative 
nitrate anomaly. The southwestern side of the same feature (centred on 59.5 °N,     
‐ 20.3 °E) exhibits a positive w’N’ of similar magnitude, due to the upwelling of 
water  with  a  positive  nitrate  anomaly.  The  situation  at  98  m  is  similar  but  a  
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stronger  positive  w’N’  is  observed  at  59.5  °N,  ‐  20.3  °E  than  at  50  m  (up  to                 
+ 0.2 mol N m‐2 yr‐1). This is due to the shifting of the zero contour in N’ eastwards 
(as discussed above), thus allowing more of the strong positive w’ in this region to 
be associated with a positive nitrate anomaly than at 50 m. The strongest signature 
of positive w’N’ in the survey region (up to + 0.3 mol N m‐2 yr‐1) is downstream in 
the  central  jet  (centred  on  59.5  °N,  ‐  19.5  °E,  Figure  6‐5(a)).  However,           
counter‐intuitively, and again because of the lack of a correlation between the w’ 
and N’ fields, this exists by virtue of strongly negative values of w’ associated with a 
negative nitrate anomaly (refer to Figure 6‐3(a)), i.e. not by the upward transport 
of  relatively  nitrate­rich  water  but  by  the  downward  transport  of  relatively    
nitrate­poor  water.  As  indicated  in  Section  6.1.2,  the  upward  vertical  velocity 
ahead  of  the  cyclonic  eddy  in  the  direction  of  propagation  and  the  downward 
vertical velocity ahead of the mode water eddy are somewhat counter‐intuitively 
both associated with negative nitrate transport, at both depths and up to similar 
magnitudes of 0.2 mol N m‐2 yr‐1, by virtue of having negative and positive nitrate 
anomalies associated with them, respectively. 
It is only in C2 at 50 m that the localised upwelling upstream in the jet is entirely 
associated with a positive N’ (refer to Figure 6‐3(b)). Hence, it exhibits a strong 
upward nitrate transport, up to + 0.35 mol N m‐2 yr‐1 (Figure 6‐5(b)).  Conversely, 
at 98 m (Figure 6‐6(b)), the zero contour in N’ runs directly through the region of 
strong upward vertical velocity in the central jet, with the consequence that the 
northern part is associated with a negative local transport of nitrate, whilst the 
southern part is associated with a positive local nitrate transport, albeit a fairly 
weak one of + 0.10 mol N m‐2 yr‐1. As in S1, the localised region of downwelling in 
the central jet is associated with negative nitrate anomaly water and hence, shows 
positive nitrate transport of up to + 0.15 mol N m‐2 yr‐1. This is less than the value 
in S1 by a factor of two, due to the original vertical velocity signature downstream 
in the jet being much less pronounced in C2 than S1, (as discussed previously in 
Section 5.5.1). Also in Section 5.1.1, the upward vertical velocity in the elongated 
“tail” to the west and northwest of the mode water eddy core in C2 at both depths 
was identified as an artefact of the interpolation between reduced coverage of data  
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in  the  region.  Therefore,  the  strong  positive  values  of  w’N’  centred  around        
59.25 °N, ‐ 20.1 °E should be viewed with caution.  
As  discussed  previously,  the  vertical  velocity  field  associated  with  S2  is 
complicated by the interpolation of data into large regions between the irregularly 
spaced  survey  tracks,  resulting  in  only  a  few  regions  where  the  data  can  be 
considered  relatively  reliable.  For  this  reason,  the  maximum  negative  w’N’  at        
59.4  °N,  ‐  20.0  °E  cannot  be  considered  a  real  feature.  Whilst  it  is  simple  to 
discount this region from a spatial analysis in this way, such large areas of strong 
transport that we know not to be associated with true features are clearly going to 
affect the confidence we can have in the diagnosed net flux at these depths in S2 
(and  to  a  lesser  extent  in  C2,  due  to  the  interpolated  “tail”  feature  discussed 
above).  This  issue  is  explored  further  in  the  following  section  (6.1.4).  We  can, 
however,  have  relatively  more  confidence  in  the  high,  positive  values  of  w’N’ 
centred on 59.1°N,  ‐ 19.3 °E, where several cruise tracks cross. Maximum values of 
w’N’ of up to 0.9 mol N m‐2 yr‐1 are found in this region. However, it should be noted 
that  although  there  is  closely  situated  in‐situ  data,  this  area  is  very  near  the 
boundary of the survey area, where diagnosed vertical velocities are potentially 
less reliable, due to the requirement to impose boundary conditions on the lateral 
boundaries (for a fuller discussion of this issue, refer to Chapter 7 Section 7.1.2).  
6.1.4. Mean Areal Nitrate Flux 
For each survey, the areal mean of the local transport term, 
€ 
w'N' for all points on 
each depth level of the 3‐D grid is calculated. Figure 6‐7 shows the vertical profiles 
of 
€ 
w'N' for each of the three surveys (a) S1, (b) C2 and (c) S2.  The profiles for S1 
and C2 are broadly similar; there is a general net upward flux of nitrate above        
~ 250 m and a net downward flux below ~ 250 m in both cases, although the range 
of values of 
€ 
w'N' experienced is greater in C2. This is partly due to a particularly 
high value of 
€ 
w'N' at 50 m relative to adjacent depth levels. This, in turn, suggests 
that the factor of two difference in the net transport at 50 m between S1 and C2     
(+  0.0082  mol  N  m‐2  yr‐1  and  +  0.017  mol  N  m‐2  yr‐1,  respectively),  is  not 
representative  of  other  depth  levels  (with  the  exception  of  400  m,  where  the 
difference in 
€ 
w'N' is a factor of three). Values of 
€ 
w'N' at 98 m are very closely  
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matched  in  S1  and  C2  (+  0.0069  mol  N  m‐2  yr‐1  and  +  0.0063  mol  N  m‐2  yr‐1, 
respectively). 
Net  flux  values  at  50  m  and  98  m  are  of  greater  magnitude  in  S2                                   
(‐ 0.058 mol N m‐2 yr‐1 and – 0.041 mol N m‐2 yr‐1, respectively) compared to those 
in S1 and C2. As discussed previously, the higher magnitude of 
€ 
w'N' in S2 at any 
given depth level is only partly due to capturing genuine regions of strong vertical 
transport that are perhaps not sampled in the other surveys (such as along the 
survey  line  at  59.6  °N).  It  is  predominantly  a  result  of  where  minimum  and 
maximum  values  are  interpolated  in  regions  of  very  little  data  coverage.  An 
important point to note about S2 compared to S1 and C2 is the reversal in sign of 
the  mean  profile  above  and  below  ~  300  m.  The  potential  reason  for  this  is 
discussed  in  more  detail  in  the  next  Chapter  (Discussion  and  Significance  of 
Results) and stems from the existence of a negative correlation between nitrate 
and vertical velocity, compared to a positive (albeit weakly so) correlation in both 
S1 and C2. A comparison of the net flux at 50 m and 98 m calculated from 
€ 
w'N' for 
each  of  the  surveys  is  summarised  in  Tables  6‐1  and  6‐2.  Units  are  given  in          
mol N m‐2 yr‐1 and mmol N m‐2 day‐1.  
6.2.  Method B (wN) 
6.2.1. Local and Mean Areal Nitrate Flux 
The spatial distribution of the local transport term wN for each of the three surveys 
at 50 m and 98 m is shown in Figures 6‐8 and 6‐9, respectively. In contrast to the 
N’ field presented in Method A, which by definition is both positive and negative in 
sign, the absolute N field (from which wN in Figures 6‐8 and 6‐9 is calculated) can 
only be positive in sign. Therefore the distribution of local transport is closely 
linked to the spatial pattern of the absolute velocity field w, presented in Chapter 5 
(Figures 5‐11 and 5‐12), in that regions of upward vertical velocity (i.e. upstream 
in the central jet and ahead of the cyclonic eddy in the direction of propagation) 
are associated with positive local nitrate transport and downward vertical velocity 
(i.e.  downstream  in  the  central  jet  and  ahead  of  the  mode  water  eddy  in  the 
direction of propagation) are associated with negative nitrate transport. In this  
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sense, the wN term represents the absolute transport in nitrate as opposed to the 
net transport at a given point (with respect to the areal mean at that depth), which 
is described by w’N’ (Method A). Correspondingly, the magnitude of values is much 
higher in Method B, reaching a maximum of ~ 14 mol N m‐2 yr‐1 at 98 m compared 
to ~ 0.55 mol N m‐2 yr‐1 in Method A. 
Table 6­3 Values of N w, and the areal mean of wN at 50 m           
  S1  C2  S2 
N (mmol m‐3)  9.13  9.11   9.78 
w (m day‐1)  ‐0.23  ‐0.02  + 0.18 
€ 
wN (mol N m‐2 yr‐1)  ‐ 0.76  ‐ 0.05  + 0.59 
€ 
wN (mmol N m‐2 day‐1)  ‐ 2.08  ‐ 0.13  + 1.61 
                    
Table 6­4 Values of N, w and the areal mean of wN at 98 m           
  S1  C2  S2 
N (mmol m‐3)  11.28  12.23  12.11 
w (m day‐1)  ‐ 0.38  ‐ 0.04  + 0.33 
€ 
wN (mol N m‐2 yr‐1)  ‐ 1.54  ‐ 0.18  + 1.41 
€ 
wN (mmol N m‐2 day‐1)  ‐ 4.2  ‐ 0.49  + 3.86 
For each survey, the areal mean of the local transport term (
€ 
wN) at each depth 
level in the 3‐D grid is calculated. Figure 6‐10 shows the vertical profiles of 
€ 
wN  for 
each of the three surveys (a) S1, (b) C2 and (c) S2. With respect to S1 (Figure         
6‐10(a)), a negative net flux of increasing magnitude is observed with increasing 
depth, from close to zero at the surface to ~ ‐ 3.5 mol N m‐2 yr‐1 at 450 m. The value 
of 
€ 
wN  at 50 m is – 0.76 mol N m‐2 yr‐1 compared to + 0.0082 mol N m‐2 yr‐1 in 
Method A (Figure 6‐7(a)).  This corresponds to an increase in the value of the flux 
by two orders of magnitude between Method A and Method B, together with a 
reversal in the sign from positive to negative.  At 98 m, the increase from the value 
obtained in Method A is by a factor of over 200 (from + 0.0069 mol N m‐2 yr‐1 in 
Method  A  to  ‐  1.54  mol  N  m‐2  yr‐1  in  Method  B).  As  at  50  m,  this  increase  in 
magnitude  is  also  associated  with  a  change  in  sign,  from  net  positive  to  net 
negative flux. These values are displayed in Tables 6‐3 and 6‐4.  
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Looking back to Eq. 6‐3, the considerable difference in the values of 
€ 
w'N' and 
€ 
wN  at 
a given depth is evidently due to the non‐zero contribution of the 
€ 
w  N  term. Since 
the  mean  nitrate  value  N  at  50  m  and  98  m  varies  relatively  little  across  the 
surveys (by ~ 7 % of the overall mean value at each depth, see Tables 6‐3 and 6‐4), 
the largest difference between the surveys in the value of the 
€ 
wN  term at a given 
depth is likely to be due to the magnitude and sign of w.  In S1, a negative w of 
relatively large magnitude compared to the other surveys, together with a positive 
N results in a large value of 
€ 
w  N , such that the sign of 
€ 
wN  is reversed and the 
magnitude of the diagnosed flux is far higher than calculated with the 
€ 
w'N' term.  
As discussed in Section 6.1.2, the value of w in C2 is lower in magnitude compared 
to  S1  at  both  depths  (displayed  in  Tables  6‐3  and  6‐4).  The  increase  in  the 
diagnosed net flux between Method A and Method B is correspondingly less in C2 
than in S1, a factor of ~ 3 and ~ 30 at 50 m and 98 m, respectively. In S2, the value 
of w is of similar magnitude to S1 at both depths but positive in sign, such that the 
resultant vertical profile of 
€ 
wN  shows positive net flux of nitrate at all depths, 
increasing in magnitude with depth down to a maximum of + 3.5 mol N m‐2 yr‐1 at 
450 m. However, due to the fact that the magnitude of values of both w’ and N’ in S2 
are approximately twice those in S1, resulting in higher overall values of w’N’ (see 
Section 6.1.3), the increase in magnitude between the diagnosed nitrate flux using 
Method A and Method B is less in S2 than in S1, a factor of 10 and 30 at 50 m and 
98 m, respectively, compared to a factor of 100 and 200 in S1. Combining the 
results from all three surveys, an approximate estimate can be made that for each 
± 0.1 m day‐1 that the mean background flow diverges from zero, the difference in 
the  diagnosed  nitrate  flux  between 
€ 
w'N'  and 
€ 
wN   (averaged  across  all  three 
surveys) is potentially a factor of 2 at 50 m and a factor of 5 at 98 m.  
In summary, theory indicates that for a representative survey of a balanced flow,   
€ 
wN   should  be  equivalent  to 
€ 
w'N'  and  either  term  should,  in  principle,  be  an 
accurate estimate of the contribution of the mesoscale to nitrate flux for a given 
region.  However, in practice, it is perhaps unrealistic to suspect that the vertical 
flows will be balanced, such that w = 0, when a three‐dimensional block of the 
ocean is sampled in‐situ. In such cases, the 
€ 
w'N' term represents an estimate of the 
perturbed nitrate flux, relative to the mean at a given depth for the available data.  
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However, supposing that available data does not extend far enough such that the 
survey adequately represents a balanced feature, such as is the case here, then the 
range of w’ at a given depth (and therefore the value of 
€ 
w'N') will inevitably be 
biased by the non‐zero w. Therefore, 
€ 
w'N' will no longer accurately represent the 
net flux of nitrate associated with the feature, compared to the case where the 
whole feature had been sampled representatively. With respect to 
€ 
wN  at a given 
depth  level,  this  term  will  accurately  represent  the  absolute  flux  of  nitrate  as 
measured in‐situ within the survey region, but is also heavily biased due to the 
feature  not  being  sampled  completely.  For  these  reasons,  evidently  neither  the 
€ 
w'N'  nor  the 
€ 
wN   term  can  be  said  to  accurately  represent  the  net  nitrate  flux 
associated  with  the  whole  eddy  dipole  in  the  current  survey.  Given  that  the 
magnitude  of  values  obtained  by  the  two  approaches  differ  by  two  orders  of 
magnitude  and  are  not  even  conclusive  at  some  depths  as  to  the  sign  of  the 
estimated flux, considerable care must be taken in interpreting the significance of 
the  results  obtained.  This  will  have  particular  importance  in  assessing  the 
contribution of mesoscale transport processes to nitrate flux at the base of the 
euphotic  zone.  The  issues  discussed  also  raise  the  more  general  point  of  the 
difficulties faced in obtaining a reliable estimate of net nitrate flux from limited    
in‐situ data collected during a typical ship‐based survey.  
The  validity  of  the  results  presented  in  each  survey  must  therefore  now  be 
assessed  in  the  context  of  the  remaining  potential  sources  of  error  (including 
sampling  strategy,  boundary  conditions  and  the  interpolation  process) a nd  by 
taking into account which of the analytical approaches described here may be the 
most  appropriate  to  use  in  terms  of  assessing  the  significance  of  nitrate  flux 
associated with the dipole. Other estimates of nitrate transport may provide some 
useful comparison for the present results, although there are still relatively few    
in‐situ or numerical studies dedicated to quantifying nitrate transport associated 
with  mesoscale  features,  and  even  these  vary  somewhat  in  their  respective 
approaches (Allen et al., 2005; Lapeyre and Klein, 2006; Ledwell et al., 2008; Levy 
et  al.,  2001;  Martin  and  Richards,  2001;  McGillicuddy  et  al.,  2003;  Naveira‐
Garabato et al., 2002). The results presented here will be discussed more fully in 
the following Chapter in the context of the findings from these previous works.  
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Figure 6­1 N’ (mmol m­3) at 50 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c). The zero 
contour is shown by the black solid lines in each image. Dashed black lines represent dynamic height 
contours at 50 m with 1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) 
eddies  are  indicated  in  each  image.  White  markings  represent  in­situ  physical  data  (solid  line  for 
SeaSoar and/or filled circles for CTD casts). The dashed white lines represent the ship’s track and 
indicate where ADCP data exist but SeaSoar data do not. Note the same colour scale is used for S1 and 
C2 but a separate one exists for S2, to cover a much larger range of values.   
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Figure 6­2 N’ (mmol m­3) at 98 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c). The zero 
contour is shown by the black solid lines in each image. Dashed black lines represent dynamic height 
contours at 98 m with 1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) 
eddies  are  indicated  in  each  image.  White  markings  represent  in­situ  physical  data  (solid  line  for 
SeaSoar and/or filled circles for CTD casts). The dashed white lines in represent the ship’s track and 
indicate where ADCP data exist but SeaSoar data do not. Note the same colour scale is used in all three 
images as for Figures 6­1(a) and (b).  
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Figure 6­3 w’ (m day­1) at 50 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c). The zero 
contour is shown by the black solid lines in each image. Dashed black lines indicate dynamic height 
contours at 50 m with 1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) 
eddies  are  indicated  in  each  image.  White  markings  represent  in­situ  physical  data  (solid  line  for 
SeaSoar and/or filled circles for CTD casts). The dashed white lines represent the ship’s track and 
indicate where ADCP data exist but SeaSoar data do not. The thick, blue line in each image represents 
the position of the zero contour for N’, shown in Figure 6­1. Each side of the zero contour is labelled to 
indicate  whether  N‘  is  positive  (N’  +ve)  or  negative  (N’  ­ve).  Red  arrows  show  the  direction  of 
propagation.  For  C2  (b),  the  direction  of  propagation  between  the  previous  survey  (S1)  and  C2  is 
indicated as well as between C2 and the following survey (S2).  
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Figure 6­4 w’ (m day­1) at 98 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c). The zero 
contour is shown by the black solid lines in each image. Dashed black lines indicate dynamic height 
contours at 98 m with 1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) 
eddies  are  indicated  in  each  image.  White  markings  represent  in­situ  physical  data  (solid  line  for 
SeaSoar and/or filled circles for CTD casts). The dashed white lines represent the ship’s track and 
indicate where ADCP data exist but SeaSoar data do not. The thick, blue line in each image represents 
the position of the zero contour for N’, shown in Figure 6­2. Each side of the zero contour is labelled to 
indicate  whether  N‘  is  positive  (N’  +ve)  or  negative  (N’  ­ve).  Red  arrows  show  the  direction  of 
propagation.  For  C2  (b),  the  direction  of  propagation  between  the  previous  survey  (S1)  and  C2  is 
indicated as well as between C2 and the following survey (S2).  
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Figure 6­5 w’N’ (mol N m­2 yr­1) at 50 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c). 
The zero contour is shown by the black solid lines in each image. Dashed black lines indicate dynamic 
height  contours  at  50  m  with  1  cm  intervals.  The  centres  of  the  cyclonic  (C)  and  anti­cyclonic           
mode­water (A) eddies are indicated in each image.  White markings represent in­situ physical data 
(solid line for SeaSoar and/or filled circles for CTD casts). The dashed white lines represent the ship’s 
track and indicate where ADCP data exist but SeaSoar data do not. Red arrows show the direction of 
propagation.  For  C2  (b),  the  direction  of  propagation  between  the  previous  survey  (S1)  and  C2  is 
indicated as well as between C2 and the following survey (S2).  
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Figure 6­6 w’N’ (mol N m­2 yr­1) at 98 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c). 
The zero contour is shown by the black solid lines in each image. Dashed black lines indicate dynamic 
height  contours  at  98  m  with  1  cm  intervals.  The  centres  of  the  cyclonic  (C)  and  anti­cyclonic           
mode­water (A) eddies are indicated in each image.  White markings represent in­situ physical data 
(solid line for SeaSoar and/or filled circles for CTD casts). The dashed white lines represent the ship’s 
track and indicate where ADCP data exist but SeaSoar data do not. Red arrows show the direction of 
propagation.  For  C2  (b),  the  direction  of  propagation  between  the  previous  survey  (S1)  and  C2  is 
indicated as well as between C2 and the following survey (S2).  
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Figure 6­7 Vertical profiles of the areal mean of w’N’ (
€ 
w'N') (mol N m­2 yr­1) over the full depth of 
SeaSoar (0 ­ 450 m) for (a) S1, (b) C2 and (c) S2. Zero on the x­axis is indicated by the black solid line. 
Red  and  blue  dashed  lines  indicate 
€ 
w'N'  at  50  m  and  98  m  (respectively)  in  each  image.  The 
corresponding value for 
€ 
w'N' is shown in the same colour as the dashed lines. 
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Figure 6­8 wN (mol N m­2 yr­1) at 50 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c). The 
zero contour is shown by the solid black line. Black dashed lines indicate dynamic height contours at 
50 m with 1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) eddies are 
indicated in each image. White markings represent in­situ physical data (solid line for SeaSoar and/or 
filled circles for CTD casts). The dashed white lines represent the ship’s track and indicate where ADCP 
data exist but SeaSoar data do not. In each image representing a single survey, solid red circles indicate 
the positions of each eddy core in the other surveys (labelled with survey name). Red arrows show the 
direction of propagation. For C2 (b), the direction of propagation between the previous survey (S1) 
and C2 is indicated as well as between C2 and the following survey (S2).  
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Figure 6­9 wN (mol N m­2 yr­1) at 98 m for the three consecutive surveys S1 (a), C2 (b) and S2 (c). The 
zero contour is shown by the solid black line. Black dashed lines indicate dynamic height contours at 
98 m with 1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) eddies are 
indicated in each image. White markings represent in­situ physical data (solid line for SeaSoar and/or 
filled circles for CTD casts). The dashed white lines represent the ship’s track and indicate where ADCP 
data exist but SeaSoar data do not. In each image representing a single survey, solid red circles indicate 
the positions of each eddy core in the other surveys (labelled with survey name). Red arrows show the 
direction of propagation. For C2 (b), the direction of propagation between the previous survey (S1) 
and C2 is indicated as well as between C2 and the following survey (S2).   
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Figure 6­10 Vertical profiles of the areal mean of wN (
€ 
wN ) (mol N m­2 yr­1) over the full depth of 
SeaSoar (0 ­ 450 m) for (a) S1, (b) C2 and (c) S2. Zero on the x­axis is indicated by the black solid line. 
Note the reverse x­axis scale in (c) compared to (a) and (b). Red and blue dashed lines indicate 
€ 
wN  at 
50 m and 98 m (respectively) in each image. The corresponding value for 
€ 
wN  is shown in the same 
colour as the dashed lines. 
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7. Discussion and Significance of Results 
Having presented the vertical velocity diagnosis and calculation of the net nitrate 
flux  at  specified  depth  levels  for  the  three  consecutive  surveys,  the  following 
chapter will focus on a discussion of the methods and results used in the current 
study,  alongside  those  associated  with  previous  estimates  of  mesoscale  nitrate 
transport. The discussion will be structured by referring back to the three main 
aims of the study, in turn. Section 7.1 will discuss the results associated with the 
first objective, to diagnose the 3‐D circulation associated with a mesoscale eddy 
dipole  from  high‐resolution,  in‐situ  physical  data.  Section  7.2  will  include  an 
assessment of the approaches taken towards calculating the mesoscale variability 
in local nitrate transport within the dipole in the context of previous studies and 
with a discussion of the issues associated with calculation of the net nitrate flux at 
50 m and 98 m. An assessment of the diagnosed net nitrate flux at these depths in 
terms of the contribution to total nitrate supply and in sustaining the observed 
biological activity will be presented in Section 7.3. Section 7.4 discusses possible 
future applications of the SeaSoar/SUV‐6 approach in the context of quantitatively 
assessing  additional  components  of  the  upper  ocean  nitrate  budget,  previously 
unexplored due to lack of in‐situ data. The main findings and conclusions from the 
Chapter are summarized in Section 7.5.  
7.1.  Evaluation of Vertical Velocity Diagnosis  
A requirement for obtaining reliable estimates of vertical velocity from the Omega 
Equation  (see  Chapter  3  Methods)  is  the  availability  of  high‐resolution                      
3‐dimensional  density  and  velocity  data.  This  is  because  the  production  of 
ageostrophic motion (of which vertical velocity is a major component) is strongly 
associated with unbalanced gradients in the geostrophic flow. It follows that for an 
accurate diagnosis of vertical velocities from the Omega Equation, considerable 
care must be taken to derive the basic density and velocity fields in terms of both 
optimal spatial resolution and numerical accuracy of the data.  
The first major consideration in striving to obtain reliable density and velocity 
data sets for a mesoscale feature is the spatial resolution at which the in‐situ data  
166 
is  collected  and  the  coverage  a  given  sampling  strategy  provides  for  a  given 
feature.   
7.1.1. Sampling Strategy and Resolution of In‐Situ Data 
In  conventional  ship‐based  mesoscale  surveys  the  collection  of  high‐resolution 
data through the use of CTDs, even with towed vehicles such as SeaSoar, comes at 
the expense of synopticity, i.e. the ability to sample a given feature in a timescale 
shorter than the time taken for the feature to propagate through the survey region 
or to alter its own characteristics. Several previous studies have addressed the 
issue of the inevitable compromise between data resolution and synopticity when 
surveying mesoscale phenomena, most notably Allen et al. (2001) and Martin & 
Richards (2001). Let us first consider issues associated with the spatial resolution 
of data in the present study. 
S1 was designed as a typical ship‐based mesoscale survey using SeaSoar to carry 
out  a  “radiator”  style  sampling  pattern  over  the  region,  resulting  in  9  parallel    
east‐to‐west  tracks  connected  at  each  end  by  a  short  north‐south  leg  (see     
Chapter 2 Instrumentation and Data Collection). Raw data were collected by the 
SeaSoar instrument in the along‐track (x‐) direction with ~ 3 km horizontal and 
1.3 m vertical resolution, obtained by the repeated profiling from the surface to a 
depth of ~ 450 m, at an average ship speed of 8.5 knots. The horizontal resolution 
of data was lower in the y‐ direction (north to south) and limited to the spacing of 
the individual survey tracks (~ 14 km). With separation of data points of 14 km 
and 3 km respectively, this produced a grid with a horizontal aspect ratio of y‐ to           
x‐ spacing of ~ 4.5. Unfortunately, due to technical difficulties with the SeaSoar 
instrument during the survey, 4 out of the 9 survey lines had to be completed using 
the lowered CTD, which degraded the along‐track resolution in density data on 
these survey lines to ~ 25 km. As discussed in Chapter 6 in the context of the 
vertical velocity diagnosis, in these “gaps” between full‐resolution SeaSoar data, 
the ADCP was still collecting in‐situ velocity data once per second, hence only the 
component  of  the  geostrophic  flow  relative  to  the  ADCP‐derived  geostrophic 
reference level at 341 m was adversely affected.   
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The resolution of data in the second of the three surveys (C2) was coarser in both 
directions (18 km and 20 km in the x‐and y‐ direction, respectively), as a result of 
being composed entirely of CTD casts. In S2, the targeted nature of the survey legs 
resulted  in  a  highly  irregular  sampling  grid  with  large  areas  of  the  designated 
survey area left un‐sampled. For the initial analysis, the raw, in‐situ data from each 
of the three surveys were interpolated onto a regular grid (see Chapter 3 Methods) 
with ~ 2 km spacing in both x‐ and y‐ directions. The reliability of the S2 dataset 
for the quantitative analysis of vertical velocity and nitrate transport is discussed 
more  fully  in  Section  7.1.2.  The  errors  associated  with  the  sampling  strategies 
employed in S1 and C2 can be more easily quantified and are dealt with in turn in 
the following sections. 
7.1.1.1.  Survey S1 
With respect to the radiator‐style survey track in S1, Martin & Richards, (2001) 
present a discussion of the consequences of such sampling strategies when they 
are associated with unequal resolution in the x‐ and y‐ directions. The authors use 
a  data  sampling  grid  of  2  km  along‐track  and  20  km  cross‐track  (minimum 
distance between survey lines) to survey a model of a mesoscale eddy, producing a 
grid with a horizontal aspect ratio of y‐ to x‐ spacing of 10. The higher resolution of 
data in the x‐ than the y‐ direction lead to the along‐track (east‐west) gradients in 
the geostrophic velocity field dominating the diagnosed vertical velocity field, such 
that upwelling and downwelling regions were artificially distorted to align in a 
north‐south direction. However, the authors also showed the compromise that is 
made in the magnitude of the diagnosed vertical velocities when the along‐track 
resolution is reduced to match the cross‐track spacing, in order to create an evenly 
spaced grid. Although this resulted in a more believable distribution, by removing 
the problem of artificial alignment, the diagnosed vertical velocities were reduced 
by 2 orders of magnitude, due to the coarse‐scale resolution under‐sampling the 
small‐scale physical gradients, associated with perturbations to the eddy. 
With  respect  to  S1  in  the  present  study,  the  degree  of  error  due  to  unequally 
spaced in‐situ data will not be so significant as in Martin & Richards (2001), as the 
aspect ratio of y‐ to x‐ spacing of 4.5 is more than a factor of two smaller. Indeed, 
we see no evidence of north‐south alignment in the vertical velocity field (Chapter  
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5,  Figures  5‐4  and  5‐10).  Having  said  this,  there  will  inevitably  be  some 
underestimation of the true magnitude of the vertical velocities associated with the 
physical  separation  of  data  points  that  is  necessary  to  sample  the  dipole            
quasi‐synoptically,  even  in  the  regions  with  high‐resolution  SeaSoar  data.  The 
extent to which a typical SeaSoar sampling strategy can lead to an underestimation 
in  vertical  velocities  diagnosed  by  the  Omega  Equation,  has  been  examined  in 
detail by Allen et al., (2001). The authors quantified the error associated with a 
typical shipboard survey of a mesoscale front by re‐sampling a Primitive Equation 
(PE) numerical model output (< 2 km horizontal resolution) in such a way as to 
simulate  a  high‐resolution,  synoptic  SeaSoar  survey.    In  the  experiment,  the         
165 km x 240 km model output domain was sub‐sampled with a “radiator” style 
cruise track with horizontal spacing of 5 km along‐track and ~ 11 km across‐track, 
between survey lines. The sub‐sampled dataset was then gridded at ~ 2 km, prior 
to the calculation of vertical velocity using the Omega Equation; (note that the 
same  gridding  programme  is  used  in  the  present  study  as  in  that  by                       
Allen et al., (2001)).  
It  was  found  in  Allen  et  al.,  (2001)  that  the  smoothing  caused  by  the  sparsely 
located  data  points  in  the  simulated  survey  decreased  the  diagnosed  vertical 
velocities at 105 m to 55 % of their correct value, as obtained from the initial 
model  output.  Specifically,  the  root  mean  square  of  the  vertical  velocity,  wRMS, 
decreased from 2.10 m day‐1 to 1.21 m day‐1 between the full resolution (~2 km) 
model output and the simulated SeaSoar survey. The extent to which the sampling 
strategy in S1 underestimates the true vertical velocities cannot be confirmed in 
the present study, as the latter is not known. However, given the fact that the 
resolution of the in‐situ data in both S1 and in the simulated SeaSoar survey in 
Allen et al., (2001) are comparable, the implication is that the vertical velocities 
diagnosed for S1 may be underestimating the true values by a similar magnitude.  
7.1.1.2.  Survey C2 
With respect to the (x‐, y‐) resolution of data in C2 (18 km, 20 km), the diagnosis of 
the  vertical  velocity  field  is  likely  to  contain  a  similar  margin  of  error  to  that 
reported  by  Martin  and  Richards  (2001)  in  their  coarse‐scale  experiment                
(20  km  x  20  km),  due  to  a  similar  under‐sampling  of  the  small‐scale  physical  
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gradients  associated  with  the  eddies.  A  quantitative  analysis  of  the  errors 
associated  with  poor  resolution  in  C2  can  be  obtained  by  taking  a  similar               
re‐sampling approach to that demonstrated by Allen et al., (2001). The in‐situ data 
collected during S1 using SeaSoar were re‐sampled to simulate a survey composed 
of CTDs alone, i.e. data were extracted at specific co‐ordinates to line up with the 
existing CTD casts carried out as part of S1, i.e. creating a 5 x 5 point grid over the 
survey area made up of both the original CTD casts and the new “simulated” casts. 
This spacing corresponded to 25 km x 14 km horizontal separation in the x‐ and y‐ 
directions; (note that a horizontal resolution of 25 km was used in the simulation 
to match the spacing between the existing CTDs in S1, the spacing between CTDs in 
C2 is in fact slightly higher resolution at 18 km). 
For  clarity,  in  the  following  analysis,  the  original,  high‐resolution  experiment 
(where  SeaSoar  in‐situ  data  were  collected  at  3  km  x  14  km  resolution)  will 
continue  to  be  referred  to  as  ‘S1’.  The  notation  ‘S1(CTD)’  will  refer  to  the                 
low‐resolution (25 km x 14 km) experiment with simulated CTD casts. Both the 
high‐ and low‐resolution datasets were gridded as previously (~ 2 km horizontally 
in both x‐ and y‐ directions). Diagnosis of vertical velocities was carried out for 
S1(CTD),  using  the  same  criteria  and  boundary  conditions  (w  =  0  on  the  upper 
boundary, ∂w/∂z = 0 on the lower and lateral boundaries) as for the initial high 
resolution survey (S1). As discussed previously, the effect of reduced resolution on 
vertical velocity and estimates of nitrate transport will have particular significance 
on assessing the contribution of mesoscale transport processes to nitrate flux at 
the base of the euphotic zone. Therefore, the following analysis will focus on the  
50 m depth level, as this corresponds to the base of the euphotic zone, or 1 % light 
level in the current study (see Results Chapters 4, 5 and 6). Figure 7‐1 shows the 
spatial distribution of diagnosed vertical velocity at 50 m for S1(CTD), alongside the 
output from the original S1 survey presented in Chapter 5.  
Figure 7‐1 illustrates that the original regions of positive vertical velocity in S1 
(centred on 59.55 °N, 20.2 °W and 59.8 °N, 19.1 °W) extend over a larger area in 
S1(CTD)  (Figure  7‐1(b))  compared  to  the  original,  high‐resolution  run  (Figure            
7‐1(a)).  Interestingly,  the  magnitude  of  upwelling  in  this  region  also  increases 
between the high and low‐resolution experiments. Also, the analysis appears to  
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have interpolated an artificial maximum between four points where relatively high 
vertical velocities were observed (centred on 59.6 °N, ‐ 20.0 °E). Conversely, the 
magnitude of the strong downward vertical velocity downstream in the central jet 
(centred on 59.4 °N, ‐ 19.7 °E) decreases by ~ 0.2 m day‐1 between the high and 
low‐resolution runs. The impact of these effects is that the vertical velocity field is 
shifted  towards  a  less  negative  mean  vertical  velocity,  w,  of  –  0.13  m  day‐1 
compared to ‐ 0.23 m day‐1 in the original high‐resolution run (see Table 7‐1), 
equivalent to approximately 55 % of the original value in S1. Correspondingly, the 
range  in  w’  shown  in  Table  7‐1  indicates  that  the  maximum  w’  increases  in 
magnitude  whilst  the  minimum  w’  decreases  between  the  original  S1  run  and 
S1(CTD), consistent with the shift in the range to more positive values in the latter. 
When the root mean square of the values of vertical velocities is considered (wRMS), 
as in Allen et al., (2001), the decrease in magnitude in S1(CTD) compared to S1 is 
equivalent to 24 %. These data are summarised in Table 7‐1 (below).  
Table 7­1 Vertical velocity and nitrate flux parameter values at 50 m             
  S1  S1(CTD)  % of original value 
w (m day
-1)  - 0.23  - 0.13  57 
w RMS (m day
-1)  + 0.29  + 0.22  76 
Max w’ (m day
-1)  + 0.66  + 0.76  115 
Min w’ (m day
-1)  - 0.77  - 0.71  92 
N (mmol m
-3)  + 9.13  + 9.29  102 
Max N’ (mmol m
-3)  + 1.42  + 2.17  153 
Min N’ (mmol m
-3)  - 2.01  - 2.09  104 
€ 
w'N' (mol N m
-2 yr
-1)  + 0.0082  + 0.0027  33 
€ 
wN  (mol N m
-2 yr
-1)  - 0.76  - 0.43  57 
 
In order to assess the extent to which values of nitrate flux calculated from the 
poorly‐resolved  C2  survey  might  misrepresent  the  fluxes  associated  with  the 
dipole, the diagnosed vertical velocities from S1(CTD) are combined with the in‐situ 
nitrate data to calculate local nitrate transport using the w’N’ and wN terms, as in 
Chapter 6. The spatial distributions of w’N’ and wN at 50 m are shown in Figures    
7‐2  and  7‐3,  respectively.  Let  us  first  consider  the  spatial  distribution  of  w’N’  
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(Figure 7‐2). The region of maximum upward w’N’ downstream in the central jet 
(centred on 59.45 °N, ‐ 19.6 °E) decreases in magnitude between S1 and S1(CTD), 
due to not having continuous data within the upwelling for the latter. The division 
of the region of upward vertical velocity upstream in the jet (centred on 59.55 °N,  
‐ 20.2 °E in Figure 7‐1(a)) into positive and negative local transport (discussed in 
Chapter 6 Section 6.1.3) still exists in S1(CTD), although the orientation of the zero 
contour has slightly shifted, such that more of the localised region is associated 
with positive transport. The modified distribution of w’N’ has the effect of shifting 
the  overall  range  towards  less  positive  values  compared  to  the  original  S1 
experiment.  This  results  in  a  lower  areal  mean  value  (
€ 
w'N')  in  S1(CTD)  of                     
+  0.0027  mol  N  m‐2  yr‐1  compared  to  +  0.0082  mol  N  m‐2  yr‐1  in  S1.  This  is 
equivalent to a decrease in the net flux at 50 m to just 33 % of the original S1 value. 
This is demonstrated in Figure 7‐4, which shows the vertical profiles of 
€ 
w'N' for S1 
and S1CTD. Although the net flux at 98 m is not explicitly examined in the preceding 
analysis, it is clear from Figure 7‐4 that the effect of a shift towards less positive 
values of w’N’ is sufficiently strong at 98 m to cause a reversal in the sign attributed 
to the flux, such that there is a net downward transport of nitrate associated with 
the region in S1(CTD) at 98 m, and at all depths below 200 m.   
As discussed in the initial analysis of wN in Chapter 6 (Section 6.2.1), the spatial 
distribution of wN is closely linked to that of the absolute vertical velocity, in the 
sense  that  upward  (downward)  vertical  velocity  is  directly  associated  with 
positive  (negative)  nitrate  transport.  Therefore,  the  differences  in  the  spatial 
distribution  of  wN  between  S1  and  S1(CTD)  in  Figures  7‐3(a)  and  (b)  closely 
resemble  those  of  w  in  Figures  7‐1(a)  and  (b).  The  lower  resolution  of  S1(CTD) 
relative to S1 has the effect of shifting the value of both w and N towards more 
positive values (see Table 7‐1). As discussed in Chapter 6, the w term is the most 
significant contributor to the local value of wN, due to a non‐zero w. Hence, the 
range of local values of w shifts to more positive values between S1 and S1(CTD) 
(Figure  7‐3).  Specifically,  the  increased  size  of  the  regions  of  upward  vertical 
velocity (centred on 59.55 °N, ‐ 20.2 °E and 59.8 °N, ‐ 19.1 °E)  in S1(CTD) relative to 
S1  in  Figure  7‐1  corresponds  to  an  increase  in  the  size  and  magnitude  of  the 
regions  of  positive  nitrate  transport  in  Figure  7‐3,  from  a  maximum  of                     
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1.4 mol N m‐2 yr‐1 in S1 to 2.0 mol N m‐2 yr‐1 in S1(CTD). Additionally, the decrease in 
the magnitude of the downward vertical velocity downstream in the jet (centred 
on 59.4 °N, ‐ 19.7 °E) by ~ 0.2 m day‐1 (described above with reference to Figure    
7‐1)  results  in  a  decrease  in  the  magnitude  of  the  localised  downward  nitrate 
transport in this localised region (Figure 7‐3).  
As we would expect from these observations, the areal mean of wN is less negative 
in  S1(CTD)  than  the  original  S1,  with  values  of  –  0.43  mol  N  m‐2  yr‐1  and                              
– 0.76 mol N m‐2 yr‐1, respectively. This corresponds to a decrease in the absolute 
value  of 
€ 
wN   in  S1(CTD),  to  57  %  of  the  original  value  in  S1.  These  data  are 
summarised in Table 7‐1. The vertical profiles of 
€ 
wN  for S1 and S1CTD are shown in 
Figure  7‐5.  The  vertical profile  of 
€ 
wN  for  S1(CTD)  (Figure  7‐5(a))  shows  similar 
characteristics to that for S1 (Figure 7‐5(b)), i.e. a negative nitrate flux at all depths 
that increases in magnitude with depth but, as expected from the above analysis, 
this  occurs  over  a  reduced  range.  The  maximum  reached  at  450  m  is                           
~ ‐ 2 mol N m‐2 yr‐1 in the former compared to – 3.5 mol N m‐2 yr‐1 in the original 
experiment, indicating a similar percentage increase in the value of the 
€ 
wN  term 
between S1 and S1(CTD) at all depth levels. 
To summarise the results from the low‐resolution experiment using the S1 dataset, 
maintaining  the  14  km  cross‐track  resolution  of  data  but  reducing  the  in‐situ 
along‐track (x‐ direction) resolution approximately 8‐fold (from 3 km to 25 km, 
before gridding), reduces the mean and RMS diagnosed vertical velocity at 50 m to 
57  %  and  76  %  of  the  original  values,  respectively.  This  leads  to  a  significant 
reduction in the net nitrate flux into the euphotic zone equivalent to 57 % and       
33  %  of  the  original  values,  calculated  using 
€ 
wN   and 
€ 
w'N',  respectively.  This 
demonstrates how under‐sampling the vertical velocities associated with a given 
feature through coarse sampling may easily lead to a substantial bias in estimates 
of the contribution of mesoscale processes to supporting the observed biological 
community through new production.  
Let  us  also  consider  this  issue  of  low‐resolution  data  from  the  perspective  of 
nitrate. In previous studies, it has often been necessary to carry out nitrate flux 
calculations  using  a  reduced  number  of  data  points  relative  to  high‐resolution  
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physical  data  due  to  the  limited  availability  of  in‐situ  measurements  of  nitrate 
concentration. The preceding analysis therefore also demonstrates the importance 
of the SUV‐6/SeaSoar approach in increasing the number of stations within the 
survey area from which nitrate transport can be calculated explicitly, leading to a 
more  representative  estimate  of  the  regional  mean  flux.  The  high‐density  of 
coincident  nitrate  and  physical  data  also  allows  a  detailed  examination  of  the 
correlation between the two parameters. This is discussed in more detail in the 
next Section (7.2). 
7.1.1.3.  Synopticity 
Alongside  issues  or  uncertainty  associated  with  sampling  resolution,  those 
associated with the synopticity of the surveys must also be addressed. The three 
surveys in the present study (S1, C2 and S2) were completed in 5.3 days, 5.8 days 
and 3.5 days, respectively. Given the average diameter and propagation speed of 
each eddy of ~ 100 km and 5 km day‐1 respectively, this gives each eddy an average 
time of ~ 20 days to pass through a point on its trajectory, which corresponds well 
to most published observations of mesoscale instabilities (Allen et al., 2001). With 
total survey times considerably shorter than the transit timescale of the eddies, 
clearly  the  dipole  will  not  propagate  outside  of  the  sampling  area  within  the 
duration of a single survey. However, the assumption that the ocean is ‘stationary’ 
during the sampling period introduces some error to the calculations of vertical 
velocity. With a propagation speed of ~ 5 km day‐1, the eddies may travel ~ 30 km 
within the duration of the longest survey (5.8 days), equivalent to more than twice 
the distance between survey lines (~ 14 km, see below).  
Allen et al., (2001) present a comprehensive analysis of the errors associated with 
quasi‐synopticity  such  as  this  in  a  typical  survey  of  a  mesoscale  feature, 
demonstrating that the nature of the error incurred is largely dependent on the 
direction of propagation relative to the sampling strategy. Given a typical SeaSoar 
sampling strategy with parallel survey lines located 11 km apart and orientated 
perpendicularly to a known front, the authors show numerically that an upstream 
survey (where the ship moves in the opposite direction to the propagating front) 
reduces  the  effective  spatial  resolution  of  the  observations,  leading  to  an 
overestimation of the diagnosed vertical velocities of ~ 20 % compared to the  
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primitive equation synoptic model output, discussed in Section 7.1.1.1. Conversely, 
a  downstream  survey  (where  the  ship  moves  in  the  same  direction  as  the 
propagating front) leads to an underestimate of the diagnosed vertical velocities of 
similar magnitude (~ 20 %) as a result of increasing the effective spatial resolution 
of observations. A comparison of diagnosed vertical velocities in the current study 
with  numerically  derived  estimates  from  an  equivalent  synoptic  study  is  not 
possible as the latter is not available. However, it may be proposed that since the 
dipole travels diagonally through the survey area, the sampling direction of the 
surveys is neither upstream nor downstream relative to the propagating feature. 
Hence,  it  seems  reasonable  to  suggest  that  the  extent  to  which  the  diagnosed 
vertical velocities in the current study over‐ or underestimate the ‘true’ vertical 
velocities  will  not  be  as  severe  as  indicated  in  Allen  et  al.,  (2001)  and  can  be 
constrained to within approximately ± 20 % of the diagnosed results.  
To conclude the discussion presented in this Section, from the fact that C2 has 
similarly poor spatial resolution of data to that simulated in the low‐resolution 
S1(CTD) experiment, it follows that the estimate of net supply of nitrate to the upper 
ocean based on in‐situ data from C2 is not as precise as that from S1. Hence, while 
C2 may be useful in qualitatively confirming vertical velocity features associated 
with the dipole that are large enough to be resolved by the spacing of the CTD 
casts, such as the strong circulation in the central jet, the values obtained for the 
net nitrate flux at either 50 m or 98 m cannot be considered reliable either in 
terms of an absolute estimate for comparison with other upper ocean sources and 
sinks of nitrate, or in quantitatively assessing the temporal evolution of the flux 
associated with the dipole through comparison with the other surveys. Hence, the 
results from C2 will not be taken further in the quantitative analysis in Sections 7.2 
and 7.3, which examine the significance of the calculated values of nitrate flux in 
terms of other sources of nitrate and in supporting the observed biological activity. 
The vertical velocity field from S1 and the nitrate transport resulting from it will be 
considered  further  in  the  following  sections,  albeit  mindful  of  potential 
inaccuracies relative to the true values, associated with sampling resolution and 
quasi‐synopticity. As mentioned previously, a discussion of the reliability of the S2  
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dataset  is  more  applicable  to  the  following  section,  in  which  the  process  of 
interpolation of data is more fully examined. 
7.1.2. Sensitivity to Interpolation Length Scale 
In addition to sampling resolution and the issue of synopticity, a third significant 
source  of  error  in  the  diagnosis  of  vertical  velocities  can  arise  from  the 
interpolation of the in‐situ 3‐D density and velocity fields to the regular grid, from 
which small‐scale horizontal gradients in the data are computed. To recall from 
Chapter 3 (Methods), the in‐situ data from each survey are mapped to a ~ 2 km x   
~ 2 km 2‐D grid on 56 vertical levels (from 10 m to 450 m) using a Gaussian 
function,  which  weights  the  in‐situ  data  in  the  vicinity  of  each  grid  point  as  a 
function of distance from that point. In the present study, a weighting length scale 
of 25 km was used in both the x‐ and y‐ directions (represented by length scales a 
and b respectively in Chapter 3 Eq. 3‐3), to reflect the fact that there is no bias in 
the  direction  of  the  physical  gradients  across  the  eddies  and  the  scales  of 
variability are thus comparable in both directions.  
Using a horizontal length scale of 25 km for both x‐ and y‐ produces a smooth field 
from which the central differencing in subsequent stages of differentiation, as part 
of solving the Omega Equation, does not exaggerate small‐scale features that are 
inadequately  resolved  by  the  sampling  resolution.  Following  the  qualitative 
assessment of the impact of varying the weighting length scale provided in Chapter 
3 (Methods), the sensitivity of the diagnosed vertical velocity field to the values set 
for  a  and  b  will  now  be  assessed  more  quantitatively.  Allen  &  Smeed  (2001) 
showed, using the same interpolation function as in the current study, that the 
diagnosed vertical velocities are sensitive to small changes in length scales a and b; 
specifically, a change in the vertical velocity by minus and plus ~ 30 % when the 
length scale was varied by plus and minus 10 %, respectively (Allen and Smeed, 
1996). 
Figure 7‐6(a) shows the maximum, minimum and mean absolute values of vertical 
velocity obtained for S1, using weighting length scales ranging between 20 and     
30 km, and for both Dirichlet w = 0 and Neumann ∂w/∂z = 0 boundary conditions 
on the lower boundary of the domain (this is discussed in more detail in Section  
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7.1.3) (see Appendix 2 for data). It can be seen in Figure 7‐6(a) that decreasing the 
weighting  length  scale,  i.e.  allowing  increasingly  less  smoothing  of  the  data, 
increases  the  magnitude  of  vertical  velocity  correspondingly.  However,  with  a 
length scale below 23 km the vertical velocity begins to increase more rapidly with 
decreasing length scale compared to that between 23 km and 30 km, as illustrated 
by Figure 7‐6(b). This indicates that below a threshold weighting length scale of  
23  km,  inadequate  smoothing  of  small‐scale  features  creates  increasingly 
questionable vertical velocities. The optimal weighting length scale is therefore    
23 km, as vertical velocities obtained with length scales less than 23 km are likely 
to  be  influenced  by  undesirable  artefacts  of  the  interpolation  and  which 
inaccurately represent dynamical features.  
A similar analysis for C2 is shown in Figure 7‐7, revealing an optimum search 
radius  of  24  km.  The  requirement  to  smooth  the  data  between  data  points  of 
greater physical spacing in C2 (composed entirely of CTD casts) than in S1 may be 
reflected in the higher optimum search distance and in the extent to which the data 
deviate from a consistent trend at a length scale below 24 km.  
Finally, the same analysis but for S2 is shown in Figure 7‐8. The results reflect the 
higher values of vertical velocity observed in this survey than the previous two 
surveys  (S1  and  C2;  see  Chapter  5  Section  5.5.2).  The  irregularity  of  the  data 
spacing in S2 gives rise to more complicated behaviour in terms of the trends in 
increasing vertical velocity with decreasing length scale.  It is still reasonably clear, 
however, that below 25 km, the data diverge from the trend seen between 30 km 
and  25  km,  albeit  in  a  less  predictable  way  than  in  S1  and  C2.  Therefore  the 
optimum weighting length scale for S2 is approximately 25 km.  
For consistency throughout the analysis, it is necessary to use the same weighting 
length scale for analysis of all three surveys, and so a value of 25 km (the largest of 
the  three  values)  in  both  the  x‐  and  y‐  directions  was  applied  in  each  case. 
However, using a length scale of 25 km inevitably leads to an underestimation of 
the  “true”  values  of  vertical  velocity  that  would  have  been  obtained  had  the 
optimum length scale estimated independently for S1 and C2 been used in each 
case. Over the 6 vertical velocity parameters shown in Figures 7‐6 and 7‐7, the  
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mean percentage decreases between the values obtained with the optimal length 
scale and those obtained using a length scale of 25 km are 24 % and 13 % for S1 
and C2, respectively (see Appendix 3 for details).  
The  results  of  the  vertical  velocity  interpolation  for  S2  require  more  careful 
examination. As described previously, the highly irregular spacing of data in the 
third survey, designed to cross directly through each eddy core, does not lend itself 
well  to  calculations  based  on  the  interpolation  of  data  to  a  regular  grid,  as  is 
required in the present study. As discussed in Chapter 5 (with reference to Figures 
5‐11  and  5‐12),  it  is  clear  that  the  maximum  and  minimum  values  of  vertical 
velocity (centred on 59.9 °N, ‐ 19.3 °E and 59.45 °N, ‐ 20°E, respectively) are in fact 
in regions where no SeaSoar or ADCP data exist. They are, thus, potential artefacts 
of  the  interpolation  and  may  not  be  considered  to  accurately  represent  the 
features  observed  in  either  a  qualitative  or  quantitative  sense.  Whilst  the 
sensitivity  analysis  to  interpolation  length  scale  for  S2  (Figure  7‐8)  appears  to 
show  a  consistent  increase  in  the  maximum  and  minimum  absolute  vertical 
velocities when the weighting length scale is decreased from 30 km to 25 km in a 
similar  way  to  S1  and  C2,  the  confidence  we  can  have  in  the  magnitude  and 
distribution must be questioned. For these reasons, a quantitative analysis of S2 in 
terms of nitrate transport and net flux is considerably less reliable than for S1. 
Similar to that for C2, the analysis of the spatial variability of the vertical velocity 
field in S2 remains valid in terms of confirming the continued presence of some 
observed features, but to compare values quantitatively thereafter is unwise. The 
most  appropriate  and  reliable  dataset  to  use  to  discuss  the  importance  and 
implications  of  the  calculated  nitrate  transport  terms  is  therefore  S1.  The  S1 
dataset will therefore form the basis of the discussion in Sections 7.2 onwards.  
7.1.3. Sensitivity to Boundary Conditions 
The final source of error to be considered is that the diagnosis of vertical velocity 
from the Omega Equation requires that boundary conditions be specified at each 
boundary of the domain, i.e at the surface and bottom depth level and on all lateral 
boundaries. Conventionally, these conditions require that either vertical velocity is 
equal to zero, w = 0, (Dirichlet condition) or that the first derivative of w is zero,  
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∂w/∂w = 0, (Neumann condition). The Dirichlet boundary condition w = 0 must 
apply at the surface, as water cannot enter or leave the ocean through the upper 
boundary.  With  respect  to  the  lower  and  lateral  boundaries,  various  previous 
studies have explored the sources of error that can be incorporated into vertical 
velocity calculations through the choice of conditions applied (Allen and Smeed, 
1996; Martin and Richards, 2001; Rudnick, 1996). 
The diagnosis of vertical velocities is relatively insensitive to the lateral boundary 
conditions imposed (Allen and Smeed, 1996; Rudnick, 1996) although it should be 
noted that in the cases listed above, the boundary conditions were far removed 
from the regions of strongest vertical motion. Allen and Smeed (1996) and Martin 
and Richards (2001), impose Dirichlet conditions on the lateral boundaries, as in 
both cases a complete mesoscale eddy is fully captured within the survey area. In 
the  present  analysis,  from  examination  of  the  dynamic  height  field  (Chapter  4 
Section 4.1), it is clear that the dipole extended beyond the survey area in each of 
the three surveys. For these reasons, it was deemed most appropriate to allow 
Neumann conditions of ∂w/∂z = 0 on all lateral boundaries. 
The bottom boundary condition has been shown in several preceding studies to be 
more significant for the outcome of vertical velocity diagnoses (Allen and Smeed, 
1996; Rudnick, 1996). Allen et al., (2001) report considerably larger estimates of 
vertical velocity when Neumann conditions of ∂w/∂z = 0 are applied on the bottom 
boundary compared to the Dirichlet w = 0 case, although qualitatively the spatial 
distribution remained unchanged. For the current study, Figure 7‐9 shows vertical 
sections of vertical velocity for legs C, D and E as part of S1, which were presented 
in Chapter 5 (Potential Vorticity and Vertical Velocity), calculated using both (a) 
Dirichlet w = 0 and (b) Neumann ∂w/∂z = 0 conditions on the bottom boundary. 
Using the Dirichlet boundary condition on the upper and lower boundaries causes 
the  maximum  w  to  occur  at  mid‐depths  (225  m)  (Figure  7‐10(d‐f).  Using  the 
Neumann condition on the lower boundary, w increases at all depths and causes 
the maximum to occur on the bottom boundary (450 m) (Figure 7‐10(a‐c)). The 
difference in maximum, minimum and mean absolute values of vertical velocity 
between the application of these Dirichlet and Neumann conditions to the lower 
boundary of the survey domain is quantitatively demonstrated by referring back to  
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Figure 7‐7. Each of the six vertical velocity parameters show an increase when the 
Neumann condition ∂w/∂z = 0 is applied compared to the Dirichlet w = 0 condition, 
of almost a factor of 2. This is a similar margin of difference to that observed by 
Allen & Smeed (1996), who reported maximum vertical velocities with Dirichlet    
w = 0 and Neumann ∂w/∂z = 0 conditions imposed on the bottom boundary of        
90 m day‐1 and 160 m day‐1, respectively.  
The  choice  of  bottom  boundary  condition  requires  assessment  of  the  specific 
physical context in each case. For example, Pollard & Regier (1992) found that 
using the Dirichlet condition w = 0 on the bottom boundary (275 m) for diagnosing 
vertical  velocities  associated  with  a  sharp  front  in  the  Sargasso  Sea  was  not 
unrealistic,  as  the  feature  was  found  to  be  shallow  with  maximum  vertical 
velocities  between  100  ‐  150  m.  Similarly,  Rudnick  (1996)  found  a  change  in 
magnitude of diagnosed vertical velocities at the Azores front of 1 % or less when 
the bottom boundary was set considerably deeper than the region of interest, at 
over 2500 m, (note that a standard exponential decay scale was applied below the 
vertical extent of the data down to this depth). However, when the depth of the 
lower boundary was changed to just below the bottom of the observed region at 
400 m, the authors found an increase of order one when Neumann conditions of 
∂w/∂z = 0 were imposed compared to Dirichlet conditions of w = 0 (Rudnick, 1996). 
With respect to the current study, it is clear from the vertical density structure of 
the mode water eddy presented in Chapter 4 that the bottom boundary (~ 450 m) 
is  significantly  above  the  core  of  the  mode  water  eddy  (~  600  m)  and  hence, 
significantly perturbed isopycnals are found even at the bottom boundary of the 
survey  domain.  Furthermore,  it  was  demonstrated  in  Chapter  5  that  sloping 
isopycnals associated with the PV anomaly of the dipole give rise to significant 
vertical  velocities  (of  the  order  ~  10  m  day‐1),  predominantly  through  the 
interaction with the fast flowing central jet. Since a component of the geostrophic 
flow on the bottom boundary may be up or down the sloping isopycnals, it was 
deemed  inappropriate  to  impose  the  condition  that  w  =  0  at  this  depth. 
Alternatively, using a Neumann boundary condition of ∂w/∂z = 0 assumes that no 
vertical vortex stretching or compression is taking place at 450 m. This assumption 
is also somewhat arbitrary given the vertical density structure of the mode water  
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eddy. It is perhaps less arbitrary for the cyclonic eddy, where it is more acceptable 
to  assume  no  vortex  stretching/compression  approximately  400  m  below  the 
maximum PV anomaly associated with the eddy.    
Applying  Neumann  conditions  to  the  bottom  boundary  of  the  domain  was 
therefore  deemed  the  more  appropriate  of  the  two  options,  i.e.  to  assume  no 
vertical  velocity  due  to  vortex  stretching,  rather  than  the  complete  absence  of 
vertical velocity. However, in light of the fact that Neumann conditions are by no 
means ideal, vertical velocities diagnosed on the bottom boundary should still be 
generally viewed with caution. Had the vertical extent of SeaSoar data extended to 
over 600 m, we would have expected vertical velocities associated with the mode 
water eddy and its interactions to continue to increase with depth past 450 m to 
the depth of the mode water core, based on the increasing isopycnal displacement 
in the mode water eddy seen in Chapter 5 Figure 5‐5.  By imposing ∂w/∂z = 0 at 
450 m, the solution of the Omega Equation is therefore likely to underestimate the 
diagnosed value not only at 450 m but also some way up into the water column. 
Indeed, Thomas et al., (2010) show that imposing the arbitrary Dirichlet boundary 
condition on the lower boundary of a SeaSoar survey front (0 – 350 m) of the 
Japan/East Sea results in a considerable propagation of the error into the interior 
of the survey domain. Specifically, given the horizontal and vertical length scales of 
the inferred vertical velocity (note that the Thomas et al. (2010) method uses an 
inverse method of inferring vertical velocities, not the quasi‐geostrophic Omega 
Equation  as  in  the  present  study),  the  authors  indicate  that  vertical  velocity 
features are robust only above z = 150 m, where the associated error is less than 
10 %. The authors also indicate that the distance that the error propagates up into 
the water column depends on the spatial scale of the vertical velocity features 
identified; where the specified vertical velocity feature on the lower boundary has 
a horizontal length scale greater than the 10 km in their study, the associated area 
of error extends further up into the water column (Thomas et al., 2010). In the 
current study, diagnosed vertical velocities associated with the movement of the 
jet  over  steeply  sloping  isopycnals  in  the  region  between  the  eddies  are 
approximately a factor of 10 smaller than expected (as described in Chapter 5 
Section 5.4). This may be corroborative evidence of the effect described by Thomas  
181 
et  al.,  (2010),  with  the  error  associated  with  the  lower  boundary  condition 
propagating up to 150 m up in the water column.  
To recall, the Omega Equation diagnosed vertical velocity was much more similar 
(of the same order of magnitude) to the estimated value associated with water 
circulating  in  the  cyclonic  eddy  (see  Section  5.5.2).  The  inference  is  that  the 
diagnosis of vertical velocity at ~ 70 m associated with the cyclonic eddy (mean 
depth  of  σ0  =  27.15  kg  m‐3  isopycnal)  appears  less  affected  by  the  Neumann 
boundary conditions imposed on the bottom boundary than the vertical velocities  
associated with the mode water eddy on the deeper σ0  = 27.32 kg m‐3 isopycnal 
(mean depth ~ 350 m). From the above discussion, it is not unreasonable to expect 
that some underestimation of diagnosed vertical velocity values may exist in the 
following analysis of the local circulation and net nitrate flux at 50 m and 98 m. 
To  conclude  Section  7.1,  the  likely  sources  of  error  in  the  vertical  velocity 
calculations have been evaluated and it has been explained why the data from S1 is 
considered  the  most  reliable  for  further  quantitative  analysis.  In  summary,  the 
known errors arise through three main factors: (i) up to 50 % error due to the 
spatial separation of data points inherent in SeaSoar sampling compared to the 
likely true vertical velocities (Section 7.1.1.1), (ii) approximately 25 % error due to 
the  interpolation  of  the  S1  data  on  to  a  regular  grid  using  a  less‐than‐optimal 
horizontal weighting length scale of 25 km in both the x‐ and y‐ directions (Section 
7.1.2), and finally (iii) the un‐quantified but potentially large error associated with 
the bottom boundary condition (Section 7.1.3). 
This  chapter  will  now  continue  with  an  assessment  of  the  significance  of  the 
diagnosed nitrate flux at 50 m and 98 m, as implied by the circulation discussed 
above. The significance of the flux will be assessed in two main ways: first, in the 
context of previous estimates of the contribution of mesoscale eddies to nutrient 
supply (Section 7.2) and second, relative to other sources of nitrate to the euphotic 
zone  and  to  the  observed  biological  activity  during  the  D321  survey  period 
(Section 7.3).   
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7.2.  Evaluation of Nitrate Flux Calculations  
In the last few decades, research into the nature of vertical exchange of nutrients in 
the ocean has focused on two main themes, differing principally from each other in 
the spatial scales at which the driving mechanisms occur. The approach taken in 
the present study assesses the magnitude and direction of nitrate flux associated 
with  physical  processes  occurring  at  the  mesoscale,  associated  with  the  time 
evolution of the eddy anomalies themselves. The density evolution with time at a 
given point is presented in Eq. 5‐8 (Chapter 5 Section 5.2). This equation describes 
the  components  of  total  vertical  velocity  on  a  given  isopycnal  in  terms  of  the 
vertical displacement of the isopycnal itself and/or the movement of water over a 
sloping isopycnal. Specifically, it has been demonstrated in the present study that 
vertical velocity is generated by the vertical displacement of isopycnals ahead of 
and behind the eddies in the direction of propagation and as the fast flowing water 
in  the  central  jet  flows  over  steeply  sloping  isopycnals  associated  with  the  PV 
anomalies of the eddies.  
The second theme of reserach focuses on vertical velocity generation at smaller 
scales than can be resolved with the approach in the current study, often occurring 
on the periphery of eddies caused by contact with other mesoscale features such as 
fronts  and  other  eddies  (Lapeyre  and  Klein,  2006).  In‐situ  and  numerical 
modelling studies have indicated that these small‐scale frontal mechanisms may be 
at least as important for the vertical advection of nutrients as those occurring on 
the scale of the eddies themselves (Klein and Lapeyre, 2009; Klein et al., 1998; 
Lapeyre  and  Klein,  2006;  Legal  et  al.,  2007;  Levy,  2008;  Levy  et  al.,  2001; 
Mahadevan and Archer, 2000; Martin et al., 2002). Whilst both scales of processes 
have been shown to contribute to the vertical nutrient pump, the question of how 
they interact and modify the extent to which each other contribute in the real 
ocean remains largely unanswered, partly due to lack of in‐situ data. Clearly, very 
high   (< 10 km) horizontal resolution is needed to resolve such small‐scale frontal 
dynamics as described by this second theme. For this reason, these processes are 
usually missed in typical field studies. 
In the current study, as a result of the smoothing necessary to reliably calculate 
potential vorticity gradients over the dipole region, small‐scale features associated  
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with  the  second  set  of  processes  are  not  explicitly  resolved.  Hence,  the 
quantification of the vertical transport associated with both the mesoscale and the 
submesoscale could not be the focus of this single study. However, the uniquely 
high‐resolution  physical  and  nitrate  datasets  collected  with  the  SeaSoar/SUV‐6 
approach  offer  significant  potential  for  examining  fine‐scale  (<  5km)  vertical 
injection  of  nutrients  within  small‐scale  fronts  and  filaments.  This  is  discussed 
further in Section 7.5. So, while the present study does not directly address the 
question of which scenario is most important for nutrient supply to the upper 
ocean, it can nevertheless help to shed light on both sets of processes.  
The following sections provide a discussion of the methods with which previous 
estimates of mesoscale nitrate transport have been made and importantly, how the 
present study can help to evaluate these past tools and approaches. Specifically, 
the availability of high resolution, coincident nitrate and physical data with good 
coverage over a mesoscale feature in the present study allows an investigation of 
several aspects of past nitrate flux calculations; including a quantification of the 
errors  associated  with  poor  spatial  coverage  and  of  using  inferred  rather  than 
directly measured nitrate data. These issues are discussed in Sections 7.2.1 and 
7.2.2. A quantitative comparison of past estimates of mesoscale nitrate transport 
with  the  results  obtained  in  the  present  study  is  presented  and  discussed  in 
Section 7.2.3. 
7.2.1. Past Methods of Inferring Nitrate Transport  
In past studies, where in‐situ nitrate data has typically been sparse compared to 
physical  data,  estimates  of  nitrate  transport  have  been  possible  by  making 
assumptions  about  the  relationship  between  nitrate  concentration  and  other 
measureable variables. Multi‐year time series data, e.g. from the Bermuda Atlantic 
Time  Series,  BATS  (McGillicuddy  and  Robinson,  1997;  Siegel  et  al.,  1999)  have 
indicated a fairly strong nitrate‐potential density correlation (r2 = > 0.8) in the 
upper  part  of  the  main  thermocline  (400  –  600  m).  This  general  relationship 
formed  the  basis  for  early  estimates  of  the  influence  of  mesoscale  eddies  on 
vertical  nitrate  transport  (Falkowski  et  al.,  1991;  McGillicuddy  et  al.,  1999; 
McGillicuddy and Robinson, 1997; McGillicuddy et al., 1998; Oschlies, 2002; Siegel  
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et al., 1999). The so called ‘eddy‐pumping’ theory proposed that when an isopycnal 
surface is deflected upwards by, or within, a mesoscale eddy, the displaced nitrate 
that  enters  the  euphotic  zone  can  be  estimated  directly  from  the  vertical 
displacement  of  the  density  surface  from  its  mean  position  outside  the  eddy 
(McGillicuddy and Robinson, 1997). Additionally, coupled physical‐biogeochemical 
numerical models to assess regional nitrate supply via mesoscale features included 
a first‐order relaxation function to restore nitrate to a reference nitrate‐density 
relationship  on  isopycnals  below  the  euphotic  zone  (McGillicuddy  et  al.,  2003) 
such  that  the  concentration  of  nitrate  within  eddies  could  always  be  directly 
estimated from in‐situ density.  
The  annual  contribution  of  mesoscale‐driven  nitrate  supply  from  the  ‘eddy 
pumping’ studies listed above are now generally considered to be overestimates, 
due  to  the  methods  of  extrapolation  from  in‐situ  observed  nitrate  distribution 
within an eddy to the mesoscale contribution of nitrate to the euphotic zone at 
basin‐scales (Martin and Pondaven, 2003; Oschlies, 2002). Specifically, regional 
estimates  of  new  production  fuelled  by  eddy  pumping  based  on  altimetry 
(McGillicuddy et al., 1999; Siegel et al., 1999) included three main assumptions:    
(i)  that  of  a  direct  correlation  between  nitrate  and  density,  such  that  nitrate 
concentration  could  be  estimated  from  mean  isopycnal  displacement  (derived 
from  sea  level  anomaly),  (ii)  that  every  eddy  observed  within  a  given  region 
contributes its full potential to the local nitrate flux and (iii) that all the upwelled 
nitrate  associated  with  an  eddy  is  consumed  in  primary  production  (100  % 
efficiency). It has since been shown that the second and third assumptions may be 
mutually exclusive (Martin and Pondaven, 2003), i.e. that both conditions can not 
be satisfied simultaneously by either an eddy propagating as linear feature or as a 
coherent vortex. The current study demonstrates that the mode of propagation of 
an eddy with respect to the extent of lateral exchange with surrounding water  
(see  Section  5.3.2),  has  a  significant  impact  on  the  local  vertical  transport  of 
nitrate;  the  nature  and  magnitude  of  which  can  not  be  directly  obtained  from 
measurements of sea level anomaly.  
Lapeyre & Klein (2006) demonstrate that in small‐scale (< 10 km) filaments often 
associated with mesoscale eddy interactions, vertical motions will not necessarily  
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have the same impact on the distribution of a tracer whose sources and sinks are 
different from density. Since nitrate concentration is depleted by biological activity 
in the upper ocean and increases with depth as particles sink and remineralise, any 
upward  vertical  motion  will  have  a  significant  impact  on  the  concentration  of 
nitrate  in  the  upper  layers.  Conversely,  downward  motion  transporting          
nitrate‐poor water will have a negligible impact. Such asymmetry does not exist in 
the density profile, where both upward and downward vertical transport will be 
small in both directions compared to the background density but will nevertheless 
contribute to the density evolution at a given point. For this reason, there is little 
reason to suggest why nitrate should be directly correlated with density at any 
given point in the water column at any spatial scale. This highlights the need to use 
direct  estimates  of  nitrate  concentration  in  transport  calculations,  not  those 
inferred  from  density.  This  is  especially  significant  where  the  interest  is  in 
processes  occurring  on  smaller  scales  than  the  mesoscale,  in  which  case  the 
variability within the mean nitrate‐density profile is precisely what one wishes to 
resolve.  In  the  current  study,  the  high  frequency  of  coincident  high‐resolution 
nitrate and density data obtained from the SeaSoar/SUV‐6 instrumental approach 
allows for a detailed spatial examination of the variability of nitrate concentration 
on any given isopycnal across the dipole feature.  
First,  let  us  revisit  the  nitrate  section  presented  in  Chapter  4  (Figure  4‐11(b)) 
representing the dogleg, which was carried out as part of S2. Significant small‐scale 
variability  in  nitrate  concentration  was  observed  isopycnally.  Consider,  for 
example,  the  σ0  =  27.10  kg  m‐3  isopycnal,  which  shows  variability  in  nitrate 
concentration of approximately 4 µmol l‐1 over a length scale of ~ 50 km (from      
~ 70 km to ~ 120 km on the x‐axis in Chapter 4 Figure 4‐11(b)). A quantitative 
analysis of the variability in nitrate concentration along isopycnals can be carried 
out using the raw, non‐interpolated SeaSoar and SUV‐6 data for the full 3‐D survey 
domain. By using the raw SeaSoar data at 5 km horizontal along‐track resolution, 
the  method  is  able  to  assess  the  variability  in  nitrate  concentration  with 
submesoscale  resolution  for  a  given  isopycnal.  The  standard  deviation  (SD)  of 
nitrate on isopycnals below the mixed layer (σ0 = 27.10 kg m‐3 to σ0 = 27.35 kg m‐3 
at intervals of 0.05 kg m‐3) over the whole survey area ranges from 0.91 µmol l‐1 to  
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1.20 µmol l‐1 in S1 and 0.95 µmol l‐1 to 1.54 µmol l‐1 in S2. Note that only the 
surveys  for  which  high‐resolution  SeaSoar  data  are  available  are  used  in  this      
fine‐scale  analysis.  An  estimate  of  the  possible  error  associated  with  the 
assumption of constant nitrate on an isopycnal can be made by expressing the SD 
of nitrate on a given isopycnal as a percentage of the mean concentration. The 
percentage error for all isopycnals (below the mixed layer) ranges from 7.4 % to 
12.9 % in S1 and 7.6 to 15.5 % in S2. When surveys S1 and S2 are combined, this 
yields  a  mean  percentage  error  in  local  nitrate  concentration  on  any  given 
isopycnal of ± 10 % (see Appendix 4 for data).  
The  benefit  of  such  fine‐scale  data  is  therefore  two‐fold:  first,  for  potentially 
assessing  the  nature  of  the  local  relationship  of  nitrate  and  density  with 
submesoscale resolution (< 10 km, see Section 7.5) and in improving the accuracy 
of the estimated regional net flux when local estimates are averaged over a given 
depth level. This is true even after interpolation of the 5 km resolution data; the 
mean  nitrate  variability  across  the  range  of  isopycnals  given  above  is  still 
considerable at ~ 6 % of the mean nitrate concentration (see Appendix 5 for data).  
Although technical approaches and quantitative estimates of the contribution of 
mesoscale eddies to nitrate supply have developed considerably in recent years, 
with the use of autonomous in‐situ instruments such as SeaSoar, a limiting factor 
to such studies has frequently been the availability of in‐situ nitrate measurements 
to combine with high‐resolution physical data. A study by Naveira‐Garabato et al., 
(2002) is the only other study to date to use the local nitrate transport at each 
point  in  a  3‐D  grid  over  a  mesoscale  feature  to  estimate  the  net  nitrate  flux 
associated with it.  However, in their survey of a meander of the Antarctic Polar 
Front,  Naveira‐Garabato  et  al.,  (2002)  collected  local  in‐situ  nitrate  data  only 
during a series of full‐depth CTD casts over two meridional transects (out of the 
full  13  parallel  SeaSoar  survey  tracks)  and  at  regular  intervals  from  the  ship’s 
underway supply.  An algorithm relating nitrate concentration to salinity at these 
stations was then used to infer nitrate concentration at each point in the 3‐D grid 
from the local salinity, as measured every second by the SeaSoar vehicle. From an 
analysis of the RMS deviations between the sampled and inferred concentrations  
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at the CTD data points, the authors report an uncertainty estimate of the inferred 
nitrate concentrations of 0.6 µM (µmol l‐1) (Naveira‐Garabato et al., 2002).  
The large amount of coincident nitrate and physical data in the present study also 
allows  us  to  take  the  examination  of  the  relationship  between  nitrate  and  the 
physical dynamics a step further. Recent numerical modelling studies seeking to 
quantify the impact of mesoscale‐driven processes on nitrate supply to the upper 
ocean inherently make the assumption that positive (upward) vertical velocities 
are associated with bringing up nitrate‐rich water from below the thermocline and 
that  negative  (downward)  vertical  velocities  transport  water  down  from  the 
nutrient‐poor upper sun‐lit layers of the ocean, such that a net upward nitrate flux 
is achieved. The following section explores this assumption more closely with a 
quantitative assessment of the correlation between nitrate and vertical velocity 
from the current data.  
7.2.2. Assessing the Nitrate‐Vertical Velocity Relationship 
To quantify the existence of the correlation between vertical velocity and in‐situ 
nitrate concentration, Figure 7‐10 shows scatter plots of w against N for S1 for all 
data at (a) 50 m, (b) 98 m and (c) 202 m. As discussed, in light of the previous 
discussion of the errors associated with both C2 and S2, it is consistent that the 
analysis should focus on the results from S1, where the abundance of coincident 
high‐resolution nitrate and density data is highest. The correlation coefficients at 
the chosen depth levels for S1, as determined by Spearman’s Rank coefficient, are 
displayed in Figure 7‐10 (a‐c). Spearman’s Rank is used to quantify the correlation 
as it does not presume that the correlation between two parameters is linear, as do 
other statistical approaches such as the Pearson’s Product Moment coefficient. For 
instance, a correlation coefficient of zero using the former technique implies there 
is  no  correlation  between  the  parameters,  not  just  that  the  correlation  is              
non‐linear. Figure 7‐10 shows that the Spearman’s Rank correlation coefficient is 
consistently  low  (<  0.15)  on  all  three  depth  levels,  indicating  remarkably  little 
correlation  between  vertical  velocity  and  nitrate  concentration  across  the  S1 
dataset.   
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With this in mind, let us consider the basic method used by Lapeyre & Klein (2006) 
to estimate the contribution of eddy features to nitrate flux at 100 m in a numerical 
simulation of a turbulent eddy field. The authors use wRMS at 100 m (1.65 m day‐1), 
normalised to half the area percentage covered by eddies in the model domain  
(0.5 x 17 %) and a mean nitrate concentration [N] below 98 m of 1.5 µmol l‐1 and 
zero  above  100  m.    By  assuming  the  general  condition  of  higher  nitrate 
concentration below 100 m and lower concentration above 100 m, the method 
effectively  imposes  a  horizontal  distribution  of  nitrate  at  100  m  that  is  wholly 
dependent  on  the  vertical  velocity  field  i.e.  where  there  are  upward  vertical 
velocities, there will be high nitrate concentrations and where there are downward 
vertical velocities, there will be low nitrate concentrations. This inherently forces 
the positive correlation discussed above, resulting in a positive net flux across the 
selected depth level. Accordingly, the authors report a net nitrate flux at 98 m of    
+ 0.08 mol N m‐2 yr‐1. 
The data from the present study can be used in a similar way to quantitatively 
examine the practical implications of assuming a correlation between nitrate and 
vertical velocity. The flux of nitrate at 98 m can be calculated for S1 using the RMS 
method in a similar way to Lapeyre & Klein (2006). Taking the areal mean nitrate 
concentration  [N]  at  98  m  of  11.28  µmol  l‐1  and wRMS  over  the  survey  area  of       
0.56 m day‐1, this yields a net nitrate flux at 98 m of 1.15 mol N m‐2 yr‐1. When this 
value is compared to the diagnosed net flux calculated from 
€ 
w'N' at 98 m in the 
present  study  of  +  0.0069  mol  N  m‐2  yr‐1  (as  presented  in  Chapter  6),  this 
represents an increase in the nitrate flux using the RMS method by a factor of         
~ 150. This approach effectively assumes upwelling of water in half the survey 
area of nitrate concentration 11.28 µmol l‐1 and downwelling of zero‐nitrate water 
elsewhere. However, this is an idealized situation and the nitrate distribution in 
the present study is not so clearly defined. The results presented in Chapter 6 
demonstrate that in many parts of the survey area, downward vertical velocities 
transport water that is elevated in nitrate, relative to the areal mean at that depth, 
with the result that the mean flux is inevitably somewhat lower than that obtained 
above. So, to apply a similar method to Lapeyre & Klein in the present study the 
downward transport must be accounted for in some way.  
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One  approach  may  be  to  approximate  the  net  effect  of  the  upward  vertical 
velocities at 98 m by using a value of [N] that is equivalent to the difference in the 
mean areal nitrate concentration between 98m (11.28 µmol l‐1) and the next depth 
level vertically upwards for which we have data, 90m (11.09 µmol l‐1). Given that 
the nitrate concentration increases with depth this will still result in a net upward 
transport, but of a magnitude more comparable with the true flux. Specifically, the 
method  now  effectively  assumes  upwelling  of  water  in  half  the  survey  area  of 
nitrate concentration 0.19 µmol l‐1 (11.28 µmol l‐1 – 11.09 µmol l‐1). Together with 
the same value of wRMS = 0.56 m day‐1 at 98 m as used before, this yields a nitrate 
flux of + 0.02 mol N m‐2 yr‐1, When this value is compared to the diagnosed net flux 
calculated from 
€ 
w'N' of + 0.0069 mol N m‐2 yr‐1, this represents an increase in the 
flux using the RMS method by a factor of ~ 3, (these data are presented in Table   
7‐3 in Section 7.3.3). This is clearly closer to the realistic situation as obtained in 
the present study but demonstrates that the method is still somewhat subjective, 
heavily dependent on the choice of nitrate concentration at the specified depth 
level.  
The difference between the observed nitrate flux and that obtained with the RMS 
method  implies  that  the  local  nitrate  transport  for  a  given  feature  cannot  be 
adequately described at a given point by assuming a physical correlation between 
nitrate  concentration  and  vertical  velocity,  and  that  doing  so  provides  a 
considerably  different  result  to  when  the  local  transport  at  each  point  where 
coincident data exists is calculated explicitly. Having now presented the motivation 
for analysing the nitrate transport associated with the dipole by assessing the net 
effect of local transport at specific depths, the results gained for S1 will now be 
presented in the context of previous estimates of mesoscale‐driven nitrate supply. 
7.2.3. Quantitative Comparison with Previous Estimates of Nitrate 
Transport 
The  following  analysis  focuses  on  the  most  complete  spatial  study  of  the                   
3‐dimensional circulation of nitrate within a mesoscale feature conducted prior to 
the present study. As introduced in Section 7.2.2, Naveira‐Garabato et al., (2002) 
estimated the vertical advection of nitrate from a high‐resolution, SeaSoar survey  
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of  the  Antarctic  Polar  Front  (APF)  and  an  associated  cyclonic  eddy.  Vertical 
velocities were computed from the Omega Equation and combined with indirect 
estimates  of  nitrate  concentration  (obtained  from  salinity  measurements  by 
proxy)  to  calculate  local  nitrate  transport  at  each  point  in  a  3‐D  grid.  Upward 
(downward) vertical flow was observed north (south) of where the geostrophic 
flows of the APF and the cyclonic eddy converged (Naveira‐Garabato et al., 2002). 
The  directions  of  vertical  flow  were  reversed  where  the  geostrophic  flows 
diverged from each other in a different region of the survey area, similarly to the 
circulation  associated  with  the  central  jet  in  the  present  study.  The  authors 
calculated the net nitrate flux using 
€ 
w'N', justifying their assumption that w = 0 
with the fact that the survey area approximately comprised a full wavelength of 
both  the  APF  meander  and  the  cyclonic  eddy.  Hence,  it  was  assumed  by  the 
authors that the outcome of their calculations does not contain any considerable 
bias due to misrepresentative sampling. The possibility that this assumption is 
inaccurate  is  not  acknowledged  in  Naveira‐Garabato  et  al.,  (2002)  as  it  in  the 
current study (Chapter 6), which should be considered when a direct comparison 
of 
€ 
w'N'  between  Naveira‐Garabato  et  al.,  (2002)  and  the  present  study  is 
performed (see below).  
With respect to local nitrate transport (w’N’) in Naveira‐Garabato et al., (2002), 
positive and negative values reached peak magnitudes of + 1.1 mol N m‐2 yr‐1 and                            
‐ 0.63 mol N m‐2 yr‐1 at ~ 250 m, respectively.  These values are similar to the 
minimum  and  maximum  local  values  obtained  in  the  present  study  of                          
+ 1.5 mol N m‐2 yr‐1 and – 1.6 mol N m‐2 yr‐1 at ~ 450 m. A more meaningful 
comparison,  however,  is  perhaps  the  range  of  local  values  of  nitrate  transport 
observed in both studies at 98 m (‐ 0.40 to + 0.30 mol N m‐2 yr‐1 in the present 
study),  which  is  again  of  remarkably  similar  magnitude  to  that  obtained  by 
Naveira‐Garabato et al., (2002), of ‐ 0.35 to + 0.79 mol N m‐2 yr‐1. This comparison 
is displayed in Table 7‐2 below. 
At all depths, a net downward flux of nitrate was obtained in the study by Naveira‐
Garabato et al. (2002), up to a peak magnitude of ‐ 0.095 mol N m‐2 yr‐1 near       
250 m. This implies a negative correlation between nitrate and vertical velocity 
that is consistent over the depth range sampled (0 – 350 m). This is supportive of  
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previous findings of the net subduction of nutrient‐rich water in the region of the 
Antarctic Polar Front (Nelson and Smith, 1991).  Calculation of the net areal nitrate 
flux from 
€ 
w'N' in the present study (presented in Chapter 6 Section 6.1) yields a 
positive net nitrate flux at 98 m of + 0.0069 mol N m‐2 yr‐1. This absolute value is an 
order of magnitude smaller than that obtained by Naveira‐Garabato et al., (2002) 
at 100 m of – 0.04 mol N m‐2 yr‐1. However, the sign is reversed. This comparison is 
displayed in Table 7‐3. Given the known areas of uncertainty in the present study 
due to the existence of a non‐zero w , as discussed previously, a direct comparison 
between  values  of 
€ 
w'N'  between  the  two  studies  is  perhaps  not  altogether 
appropriate. 
Table 7­2  Literature comparison of the range of local nitrate transport rates.                
              w’N’  wN 
Naveira-Garabato et al., (2002)   - 0.35 / + 0.79 *  - 
Present study  - 0.40 / + 0.30 **  - 9.2 / + 5.3 ** 
*   minimum and maximum values at 100 m                     
**
  minimum and maximum values at 98 m 
Table 7­3  Literature comparison of areal mean mesoscale nitrate flux rates.                        
 
€ 
w'N'   wRMS N 
€ 
wN   
Naveira-Garabato et al., (2002)   - 0.04 *  -  - 
Lapeyre & Klein (2006)  -  0.08 *
  - 
Present study  0.0069 **  0.02 *  - 1.54 * 
 *  net flux at 100 m                         
   
** net flux
  at 98 m 
Following the argument put forward in Chapter 4, the fact that w = 0 in the study 
by Naveira‐Garabato et al., (2002) means that, in principle, the authors could have 
calculated nitrate transport using wN instead of w’N’ and yielded the same areal 
mean values. However, for the purposes of spatial analysis of the variability in 
nitrate transport in the vicinity of the front, the effect of the local transport at a 
given point relative to the mean at that depth is perhaps more easily interpreted 
than the absolute transport at that point, i.e. to infer whether the vertical motions  
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are effecting a net transport of nitrate into or away from a given depth surface. 
Hence, the authors use the w’N’ and  
€ 
w'N' terms. A direct comparison of 
€ 
wN  in the 
present study with 
€ 
w'N' from Naveira‐Garabato et al., (2002) is clearly no more 
satisfactory  than  that  performed  with 
€ 
w'N',  as  it  is  also  heavily  biased  by  the 
existence of a relatively large, negative, non‐zero w (see values in Table 7.3). This 
demonstrates  the  importance  of  having  a  zero  or  near‐zero  value  of  w  for 
calculations and comparisons of this kind. 
Also  presented  in  Table  7‐3  is  the  comparison  between  the  net  nitrate  flux  at        
100  m  obtained  within  a  turbulent  mesoscale  eddy  field  by  Lapeyre  &  Klein 
(2006), as discussed previously, and the net flux obtained at 98 m in the present 
study, following the same RMS method and using a nitrate concentration for the 
calculation of 0.19 µmol l‐1 (see Section 7.2.2). The net flux at 98 m in the present 
study  is  four  times  lower  than  that  obtained  by  Lapeyre  and  Klein  (2006)                 
(+  0.02  mol  N  m‐2  yr‐1  compared  to  +  0.08  mol  N  m‐2  yr‐1).  However,  as  also 
discussed in Section 7.2.2, such a comparison is clearly heavily dependent on the 
specified value of [N].  
7.3.  Relative  Importance  of  the  Mesoscale  Advective 
Nitrate Flux to the Upper Ocean 
As introduced in Chapter 2 (Data Collection and Processing), in addition to the 
high‐resolution hydrographic and nitrate data sets presented in the current study, 
several complimentary datasets were collected during the D321 research cruise, 
which  can  help  to  establish  the  importance  of  the  magnitude  of  the  mesoscale 
advective flux to sustaining the biological production observed, relative to other 
sources of nitrate supply.  
In  order  to  examine  which  additional  factors  may  be  significant  to  the  nitrate 
distribution in the region, let us return to the equation for the evolution of a tracer 
presented in Chapter 3 (Methods), where 
€ 
u is the velocity vector (u, v, w), kz is the 
vertical  diffusivity  and  ∇  is  the  gradient  operator,  equivalent  to                              
(∂/∂x + ∂/∂y + ∂/∂z), (Naveira‐Garabato et al., 2002).  
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Equation 7­1  
€ 
∂  N [ ]
∂t
= −u.∇  N [ ]+
∂
∂z
kz
∂  N [ ]
∂z
 
 
 
 
 
 + Sk 
The analysis in the current study has quantified the mesoscale vertical advective 
flux  of  nitrate  at  given  depths  across  the  region.  This  flux  contributes  to  the 
vertical component of the first term on the right‐hand‐side (RHS) of Eq. 7‐1 (with 
other  potential  contributions  from  the  submesoscale).  Horizontal  advection  of 
nitrate was not the focus of the present study and as such, has not been quantified 
here. However, Naveira‐Garabato et al., (2002) found that vertical advection was 
comparable to horizontal advection in much of their survey area. The second term 
on the RHS of Eq. 7‐1 represents the transport of nitrate due to turbulent mixing. 
As  discussed  in  Chapter  3  (Methods),  the  contribution  to  nitrate  transport  by 
horizontal  turbulent  mixing  is  small,  due  to  small  horizontal  gradients  in 
concentrations relative to vertical gradients. Hence, only vertical transport due to 
turbulent mixing is considered in the current analysis. As a permanent sink of 
nitrate, biological uptake by phytoplankton represents a component of the third 
term in Eq. 7‐1 (Sk). In the following analysis, the magnitude of the net nitrate flux 
due to the mesoscale obtained in the present study will be compared with the      
in‐situ measured turbulent vertical nitrate flux (Forryan, 2010). Both source fluxes 
will then be assessed in terms of their relative contributions to the annual nutrient 
supply  required  to  support  the  in‐situ  measured  biological  uptake  during  the 
survey period.   It should be noted that the turbulence and nitrate uptake work to 
which Sections 7.3.1 and 7.3.2 refer was not carried out by the author of this work. 
Those responsible for those data are cited in the text where appropriate. 
7.3.1. Nitrate Flux Due to Turbulent Mixing 
During D321, turbulence measurements were made using an ISW MSS turbulence 
profiler  at  21  stations  within  the  survey  region  over  the  course  of  the  survey 
period (Forryan, 2010); refer also to cruise report (Allen, 2008). The local nitrate 
transport due to turbulent mixing was calculated at each of these stations using 
the  derived  value  of  kz  and  in‐situ  nitrate  concentrations  from  discrete  bottle 
samples  collected  during  CTD  casts  at  the  same  locations  as  the  turbulence  
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measurements.  Findings  indicate  surprisingly  little  spatial  variability  in  the 
turbulent nitrate transport across the survey region (Forryan, 2010) with an areal 
mean  flux  for  the  base  of  the  euphotic  zone  of  +  0.05  mol  N  m‐2  yr‐1.  When 
compared  with  the  mesoscale  areal  mean  nitrate  flux  from  the  current  study, 
calculated  from 
€ 
w'N',  the  mean  turbulent  nitrate  flux  is  over  6  times  higher                        
(+ 0.05 mol N m‐2 yr‐1 compared to + 0.0082 mol N m‐2 yr‐1). It should be noted, 
however, that the euphotic depth with respect to the turbulence measurements 
was calculated from the mean 1 % light level over the whole cruise period and at 
66 m is somewhat deeper than the euphotic depth of 50 m adopted early in the 
cruise for the biological uptake measurements). For comparison, Naveira‐Garabato 
et al, (2002) found local vertical turbulent transport of nitrate at the APF to be 2‐3 
orders of magnitude smaller than the vertical advective transport. Based on the 
values shown in Table 7‐3, this would suggest local values of turbulent nitrate flux 
obtained by Naveira‐Garabato et al., (2002) of 0.0005 – 0.005 mol N m‐2 yr‐1 at 100 
m, which is 1‐2 orders of magnitude smaller than obtained in the present study at      
~ 50 m.  
Given  the  concluding  statements  from  the  preceding  section  regarding  the 
uncertainty  associated  with  the  estimate  of  mesoscale  net  nitrate  flux,  the 
comparison of the magnitudes of the mesoscale and turbulent nitrate fluxes across 
the region is not straightforward. Essentially, we cannot be entirely confident that 
the net turbulent flux of nitrate associated with the region is indeed bigger than 
that  due  to  the  mesoscale,  because  of  the  limitations  of  the  sampling  methods 
already discussed. Indeed, if we consider local nitrate transport at the base of the 
euphotic zone (50 m), the maximum value due to the mesoscale (w’N’) obtained in 
the present study of nearly 0.3 mol N m‐2 yr‐1 exceeds the magnitude of the mean, 
spatially non‐varying turbulent transport by a factor of 6.  
Alternatively, it may be proposed that a comparison with the mesoscale nitrate 
flux  obtained  with  wN  is  more  appropriate  as  this  can  be  interpreted  as  the 
absolute  transport  at  a  given  point  and  bears  more  similarity  to  the  way  the 
turbulence data is collected, at specified stations within the survey region. Using 
wN,  the  maximum  local  nitrate  transport  due  to  the  mesoscale                                     
(~ 1.5 mol N m‐2 yr‐1) is approximately 30 times greater in magnitude than that the  
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mean transport due to turbulent mixing (0.05 mol N m‐2 yr‐1). When the areal 
mean is calculated from 
€ 
wN , the net nitrate flux associated with the mesoscale       
(‐ 0.76 mol N m‐2 yr‐1) is an order of magnitude greater than the turbulent flux. 
However, the sign is reversed, implying that turbulent motion is associated with a 
net upward transport of nitrate whilst mesoscale motion is associated with a net 
downward transport. Similarly as for 
€ 
w'N', 
€ 
wN is clearly also heavily affected by 
non‐representative sampling of the region, considerably more so than turbulent 
mixing as the former is highly spatially variable.  A quantitative comparison with 
either  approach  to  calculating  the  net  mesoscale  flux  is  therefore  not  wholly 
satisfactory. 
7.3.2. Biological Uptake Rates 
Measurements of nitrate uptake by phytoplankton were carried out at a total of 13 
stations  during  the  D321  survey  period.  On‐deck  incubations  of  ~  10  hours 
duration of phytoplankton samples inoculated with 15NO3‐labelled seawater were 
performed in both light and dark conditions. For light conditions six different light 
depths were simulated during incubation representing 55, 33, 14, 7, 4.5 and 1% of 
surface  irradiance.  Following  incubation,  samples  were  filtered  and  stored  at           
– 20 °C prior to analysis of 15NO3 enrichment by stable isotope mass spectrometry 
on return to NOC,S. Nitrate uptake rates were calculated according to Dugdale & 
Goering (1967) and Dugdale & Wilkerson (1986) and expressed as a rate per day. 
Further  details  of  the  method  can  be  found  in  the  D321  Cruise  Report  (Allen, 
2008).  
Integrated nitrate uptake rates (µmol N m‐2 day‐1) from the surface to the 1 % light 
level, incorporating both light and dark measurements, were calculated at each 
station and converted into the integrated rate per year (mol N m‐2 yr‐1). Integrated 
NO3 uptake across all stations ranged from 0.3 to 1.1 mol N m‐2 yr‐1 with a mean 
value of 0.66 mol N m‐2 yr‐1 (Lucas, 2010). These values are considerably lower 
than  prior  in‐situ  spring/summer  estimates  for  the  northeast  Atlantic  of                   
4 ‐ 6 mol N m‐2 yr‐1 (Bury et al., 2001; Sambrotto et al., 1993). However, with post‐
bloom conditions in the Iceland Basin at the time of D321 (July ‐ August), this is 
perhaps not unexpected. A late summer estimate for the ACSOE eddy in the Iceland  
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Basin  is  associated  with  a  slightly  lower  value  for  the  mean  nitrate  uptake              
(~ 3.0 mol N m‐2 yr‐1) than the above‐mentioned studies, though this is still higher 
than in the present study suggesting that their June/July timeframe is associated 
with late‐bloom but not post‐bloom conditions.  
According to these observations, the net mesoscale nitrate flux calculated from        
€ 
w'N' in the present study at 50 m (comparable with the depth of the 1 % light 
level)  is  less  than  1.5  %  of  the  integrated  nitrate  uptake  rate  observed  during 
D321. When the same comparison is made with the 
€ 
wN  term, the magnitudes of 
nitrate  uptake  and  the  mesoscale  nitrate  flux  are  more  comparable  (0.66  and      
0.76 mol N m‐2 yr‐1, respectively). However, as discussed previously, the mesoscale 
flux has a negative sign due to a considerable bias resulting from the existence of a 
negative w.  
Given the limitations of the 
€ 
w'N' and 
€ 
wN  methods for calculating the mean nitrate 
flux due to the mesoscale discussed in detail previously, it should be acknowledged 
that a quantitative assessment of the relative rates of mesoscale nitrate supply and 
biological nitrate uptake may not be easily represented by the simple comparison 
performed above. If a quantitative comparison is to be made then, as with the 
turbulent flux measurements, the local nitrate transport at 50 m calculated with 
the wN term is arguably the most appropriate term to use. The maximum absolute 
nitrate transport calculated from wN in the present study of 1.5 mol N m‐2 yr‐1 is of 
comparable magnitude to the maximum nitrate uptake rate (1.1 mol N m‐2 yr‐1) 
and  over  twice  the  mean  uptake  rate  observed  (0.66  mol  N  m‐2  yr‐1).  For 
comparison, Naveira‐Garabato et al., (2002) calculated vertical nitrate transport 
within patches of peak vertical flow in the Antarctic Polar Front of up to 20 % of 
observed nitrate uptake rates, integrated from the surface to the 0.1 % light depth 
(~  50  m).  Whilst  the  findings  in  Naveira‐Garabato  et  al.,  (2002)  indicate  that 
mesoscale  vertical  advection  provides  a  significant  contribution  to  the  nitrate 
demand in the surveyed region of the APF, the values of local nitrate flux with wN 
in the current study indicate that mesoscale vertical advection as a source of new 
nitrate  can  locally  exceed  that  required  to  support  the  observed  biological 
community during the D321 survey period.   
197 
This is shown qualitatively by Figure 7‐11, which shows nitrate concentration on 
the σ0 = 27.15 kg m‐3 isopycnal for S1 with the depth of the σ0 = 27.15 kg m‐3 
isopynal  overlaid.  A  low  signature  nitrate  signature  (~  9.2  µmol  l‐1)  is  visible 
associated  with  the  cyclonic  eddy  and  on  the  boundary  of  the  cyclonic 
eddy/central jet. Recalling from Chapter 5, fast flowing water in the central jet is 
lifted upwards over sloping isoycnals in the region between the eddies, associated 
with a large PV anomaly. The low nitrate signature in Fig 7‐11 is suggestive of the 
fact  that  as  water  is  lifted  up  into  the  euphotic  zone  in  this  region,  nitrate  is 
actively consumed by phytoplankton. Similarly, nitrate concentration associated 
with the mode water eddy decreases from ~ 11.6 µmol l‐1 in the north and south of 
the eddy where the isopycnal depth is  ~ 84 m, to a minimum of ~ 10.2 µmol l‐1 in 
the  core,  where  the  isopycnal  depth  is  ~  54  m.  It  was  proposed  in  Chapter  5 
Section 5.3.2 that the displacement of isopycnals, and associated nitrate transport, 
as a result of propagation of the mode water eddy is potentially able to occur 
above 300 m (lateral transport of water is inhibited below this depth by a strong 
PV  gradient  across  the  boundary).  The  apparent  consumption  of  nitrate  in  the 
interior of the eddy on the σ0 = 27.15 kg m‐3 isopynal in Figure 7‐11 would appear 
to support this hypothesis.  Conversely, the low nitrate associated with cyclonic 
eddy  core  may  be  indicative  of  water  trapped  inside  the  eddy,  unable  to  be 
transported laterally to the surrounding water due to the large PV gradient above 
100 m (see Chapter 5 Section 5.5.2). 
7.3.3. Other Potential Sources of Nitrate 
Estimates at the BATS time‐series in the Sargasso Sea indicate that approximately 
a  quarter  to  a  third  of  the  annual  nitrate  requirement  can  be  supplied  by 
entrainment from the deep ocean to the surface mixed layer, as a result of deep 
winter convection (Michaels et al., 1994). A crude estimate can be made of deep 
winter mixing in the region of the dipole in the current study as a flux of nitrate  
per m2 per day, rather than an accumulated effect at the end of winter, such that it 
can be compared with the mesoscale and turbulent fluxes. Based on the regional 
ARGO float data, the maximum depth of winter mixing in 2007 was found to be      
~ 600 m (http://www.argo.ucsd.edu/index.html). Using the mean nitrate profile  
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from  deep  (0  ‐  1200  m)  CTDs  shown  in  Figure  7‐12,  the  integrated  nitrate 
concentration above 600 m is ~ 7000 mmol m‐2. If this concentration is distributed 
evenly over the depth of the winter mixed layer to represent mixing by winter 
convection, this results in a homogenized concentration of ~ 12 mmol m‐3. This is 
equivalent to an integrated concentration of 600 mmol m‐2 above 50 m (depth of 
the euphotic zone approximated in the current study). If this concentration in the 
euphotic zone is represented as an effective flux (as if it had accumulated over the 
year), this yields a value of nitrate supply to the euphotic zone associated with 
winter mixing of the order of 0.6 mol N m‐2 yr‐1. This is one order of magnitude 
higher than the in‐situ measured turbulent nitrate flux, two orders of magnitude 
higher than the diagnosed net mesoscale flux diagnosed with   and represents 
over  90  %  of  the  observed  nitrate  uptake  rate  of  0.66  mol  N  m‐2  yr‐1.  This 
estimated value of winter mixing in the Iceland Basin is considerably smaller than 
previous  numerical  estimates  of  up  to  1.4  mol  N m ‐2  yr‐1  in  the  subpolar  gyre 
(Williams  et  al.,  2000),  based  on  annual  variations  in  mixed  layer  depth  and 
climatological mean nitrate profiles (Conkright et al., 1994). This suggests that the 
current estimate, calculated from the end of summer mean nitrate profile, may be a 
conservative one and that winter mixing may well be sufficient to account for all 
the observed new production in the euphotic zone observed during D321.   
Several studies have indicated that an additional, sustained source of nitrate to the 
euphotic zone within anti‐cyclonic eddies may arise through the interaction of the 
prevailing  wind  and  the  surface  circulation  (Ledwell  et  al.,  2008;  Martin  and 
Richards, 2001; McGillicuddy et al., 2007). Given a uniform wind field, wind stress 
is  relatively  enhanced  on  the  side  of  the  eddy  where  the  wind  direction  and 
current direction oppose each other and reduced on the side where they act in the 
same direction. This results in a divergence of water within the centre of the eddy 
and Ekman‐induced upward vertical motion of approximately 0.1 to 1.6 m day‐1 
(McGillicuddy et al., 2007). This magnitude of upward vertical motion has been 
confirmed in‐situ by a tracer release experiment within a mode water eddy in the 
Sargasso Sea by Ledwell et al., (2007). The authors calculated a vertical velocity of 
0.4  m  day‐1  from  the  mean  estimated  vertical  excursion  of  isopycnals  over  the 
course of the survey period (36 days). When combined with the in‐situ nitrate 
  
w'N' 
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concentration,  this  yielded  a  nitrate  transport  of  +  0.2  mol  N  m‐2  yr‐1  at 
approximately  100  m  within  the  mode  water  eddy.  This  value  is  significantly 
smaller  in  magnitude  than  the  maximum  local  nitrate  transport  due  to  the 
mesoscale  calculated  from  wN  at  98  m  in  the  present  study                                             
(‐ 9.2 / + 5.3 mol N m‐2 yr‐1, see Table 7‐3). Again, wN is the appropriate term with 
which to make the comparison as it represents the absolute nitrate transport at a 
given point. The difference can perhaps be largely attributed the higher nitrate 
concentrations  typical  of  the  Iceland  Basin  compared  to  the  oligotrophic 
subtropical  gyre  (~  11  µmol  l‐1  compared  to  ~  1  µmol  l‐1)  at  ~  100  m. 
Nevertheless, this implies that the continual eddy‐wind induced flux of nitrate to 
the  upper  ocean  may  be  important  over  long  timescales  (Martin  and  Richards, 
2001;  McGillicuddy  et  al.,  2007).  It  may  also  represent  a  significant  difference 
between the biological responses of mode water eddies and cyclones, upwelling in 
the  latter  of  which  are  dampened  by  this  eddy‐wind  interactive  effect 
(McGillicuddy et al., 2007). 
7.4.  Remaining  Questions:  Future  Applications  for  the 
SUV‐6/SeaSoar Approach  
As mentioned in Section 7.2, although a number of numerical studies exist that 
demonstrate the importance of vertical exchanges occurring at the submesoscale  
(Klein and Lapeyre, 2009; Klein et al., 1998; Lapeyre and Klein, 2006; Legal et al., 
2007; Levy, 2008; Levy et al., 2001; Mahadevan and Archer, 2000; Martin et al., 
2002), very few dedicated in‐situ studies have been carried out, partly due to a 
lack  of  physical  and  nitrate  data  at  adequately  high  resolution.  High‐resolution 
numerical modelling of a turbulent eddy field has demonstrated the contribution 
of  small‐scale  upwelling  regions  to  vertical  transport  within  filaments  on  the 
periphery of eddies, (Lapeyre and Klein, 2006; Levy et al., 2001; Mahadevan and 
Campbell,  2002;  Martin  et  al.,  2002).  Levy  et  al.,  (2001)  show  an  increase  in 
vertical velocity variance by factor of 3 and a doubling of new production when the 
spatial resolution is increased from 6 km to 2 km, due to the contribution from 
submesoscale structures outside the eddy cores (Levy et al., 2001). High resolution 
(~  2  km)  numerical  modelling  by  Lapeyre  &  Klein  (2006)  quantified  the  
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contribution of submesoscale structures in the region between eddies. The authors 
revealed how interacting vortices result in the production and intensification of 
filaments,  bounded  by  small‐scale  temperature  anomalies,  on  the  periphery  of 
eddies.  Frontogenesis processes that occur as the frontal features are stirred and 
stretched  by  the  eddy,  gave  rise  to  significant  vertical  velocities  within  these 
filaments, larger than 50 % of those associated with the eddies themselves (wRMS of 
0.95 m day‐1 compared to 1.65 m day‐1 in the eddies). According to the authors, 
when it is considered that filaments associated with the near periphery of eddies 
accounted for approximately 26 % of the survey area (compared to 17 % for the 
eddies), the nitrate transport attributed to them is of comparative importance to 
that  within  the  eddies  (0.06  mol  N  m‐2  yr‐1  compared  to  0.08  mol  N  m‐2  yr‐1). 
Furthermore, the high‐resolution modelling revealed not only curved filaments on 
the  periphery  of  the  eddies  but  also  elongated  filaments  in  the  space  between 
neighbouring eddies. When elongated filaments on the far periphery of the eddies 
were considered in addition to those on the near periphery and the interior of the 
eddies, the total contribution to nitrate supply becomes 0.26 mol N m‐2 yr‐1. In the 
Sargasso  Sea,  this  is  equivalent  to  40  ‐  60  %  of  the  annual  nitrate  supply  and 
approximately  doubles  previous  estimates  of  the  eddy‐driven  processes  to  the 
annual global nitrate budget, (Lapeyre and Klein, 2006). 
Very few observational studies exist to date that demonstrate the importance of 
submesoscale features to the vertical flux of nitrate. Legal et al. (2007) directly 
observe and quantify vertical velocities associated with elongated filaments in the 
strain region in between two interacting components of a dipole. Vertical velocity 
was  calculated  for  three  SeaSoar  sections  orientated  perpendicularly  to 
streamlines. The authors made the assumption that variations along‐track were 
likely to be considerably larger than those across‐track, and a 2‐D approximation 
of the Omega Equation was applied to the data in each section (Hoskins et al., 
1978;  Pollard  and  Regier,  1992;  Rudnick,  1996).  Vertical  velocities  of                       
10  ‐  20  m  day‐1  were  found  within  filaments  of  5  ‐  10  km  width,  alternating 
between positive (negative) velocities associated with the lighter (denser) water in 
the  filaments.  These  findings  lead  the  authors  to  highlight  the  importance  of         
small‐scale  density  anomalies  (±  0.05  kg  m‐3)  to  vertical  velocity,  compared  to  
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density anomalies associated with mesoscale fronts and eddies, which may be a 
factor  of  ten  higher  (Allen  and  Smeed,  1996;  Pollard  and  Regier,  1992).  The 
authors  hypothesised  that  additional  numerical  studies  could  show  that  the 
energetic  vertical  pump  triggered  in  filaments  outside  mesoscale  eddies  may 
increase the vertical injection of any tracer with a strong vertical gradient, such as 
nitrate, by a factor of 2 (Legal et al., 2007), due to the greater impact of upward 
transport on nitrate concentration than downward transport (see Section 7.2.1). 
They did not, however, have sufficient in‐situ data to test this hypothesis and to 
quantify the vertical transport of nitrate associated with submesoscale features 
they identified. Additionally, a recent study in the Japan/East Sea front by Thomas 
et  al.,  (2010)  infers  vertical  velocities  with  amplitudes  of  up  to  ~  20  m  day‐1 
associated  with  submeososcale  flows  with  horizontal  frontal  length  scales  of          
~ 10 km. As discussed earlier in the Chapter, the method used by these authors is 
distinct  from  the  QG  Omega  Equation  in  that  it  accounts  for  vertical  velocity 
generation by processes other than geostrophic forcing, such as wind, buoyancy, 
friction and other higher order effects, (Thomas et al., 2010).   
Returning  to  the  current  study,  the  analysis  in  preceding  chapters  has 
demonstrated,  like  Legal  et  al.,  (2007),  that  considerable  activity  in  terms  of 
vertical motion within an eddy dipole can be found in the frontal region between 
eddies.  Specifically,  a  particular  feature  of  the  small‐scale  spatial  variability  in 
nitrate concentration described in Chapter 4 is the localised upward transport of 
water  within  a  patch  approximately  5  km  in  diameter  on  the  periphery  of  the 
cyclonic eddy, shown to have been transported over 400 m upwards to its present 
location.  The  approach  taken  in  the  present  study  has  demonstrated  the 
generation of vertical velocity associated with the large PV anomalies of the eddies, 
and as such, has not focused on submesoscale dynamics. However, having now 
investigated the net nitrate flux into the euphotic zone due to the mesoscale, a 
subsequent  2‐D  analysis  of  small‐scale  vertical  nitrate  injection  following  the 
method of Legal et al., (2007) could be most instructive. In this way, it can be 
suggested  that  this  single  data  set  could  potentially  quantitatively  demonstrate 
that both mechanisms of nitrate transport are likely to be significant for assessing 
the total nitrate supply to the upper ocean in mesoscale features.   
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Let us consider this potential approach more closely. If a 2‐D analysis such as that 
by Legal et al., (2007) were to be carried out on a SeaSoar section from the present 
data set, linking the cyclonic and mode water eddies (such as the dog leg section as 
part of S2), the section would be orientated ~ 45° to the axis of the jet. In this 
sense,  the  assumption  that  is  made  in  Legal  et  al.,  (2007)  that  gradients  are 
minimal in the cross‐track direction due to the survey lines being perpendicular to 
streamlines, would not be justifiable in this case.  In our case, separate analyses of 
the  geostrophic  gradients  in  both  the  x‐  and  y‐  directions  must  be  calculated 
separately  and  considered  together.  Furthermore,  even  if  the  survey  lines  had 
been orientated perpendicularly to the streamlines in the central jet, the results 
from the current study show considerable spatial variability in vertical velocity 
along  the  axis  of  the  jet,  suggesting  that  the  assumption  of  little  cross  track 
variability  would  be  erroneous.  Hence,  such  an  analysis  would  also  prompt  a 
valuable  discussion  on  the  practical  implications  and  potential  limitations  of 
adopting such an approach.  
7.5.  Summary of Discussion 
To summarise this Chapter with respect to the aims of the study, the presentation 
of  local  and  net  nitrate  fluxes  in  the  current  study  using  extensive,  coincident 
physical and SUV‐6 nitrate datasets represents a significant step forward in the 
tools  with  which  we  can  observe  and  quantify  upper  ocean  nutrient  dynamics 
associated  with  both  the  mesoscale  and  potentially  the  submesoscale.  The 
calculation  of  high‐resolution  local  nitrate  fluxes  has  allowed  a  quantitative 
comparison  with  other  known  sources  of  nitrate  (winter  convection,  turbulent 
mixing, eddy‐wind interactions) and nitrate uptake measurements, such that the 
relative importance of upper ocean processes in sustaining in‐situ biomass during 
the survey period can be readily assessed with more confidence than has been 
afforded in the past, where nitrate data has been scarce or estimated by proxy. 
Indications from the present study are that local absolute nitrate transport due to 
the mesoscale may be up to 30 times greater than the nitrate flux due to turbulent 
mixing. With respect to the net nitrate flux across specific depth levels, the issue of 
paramount  importance  that  has  been  highlighted  is  the  necessity  to  sample  a 
region both synoptically and representatively, such as not to significantly over or  
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underestimate vertical velocities or to bias the estimate of the background mean 
flow.  It  has  been  demonstrated  that  this  is  a  key  issue  in  calculating  and 
interpreting the net nitrate flux for a given region and for comparing other in‐situ 
datasets of a similar nature.  
Looking  to  the  future,  it  is  proposed  that  the  practical  issues  of  sampling  and 
interpretation of in‐situ data highlighted in the course of the present study will be 
of considerable value to future analyses of regional estimates of mesoscale‐driven 
nitrate  supply.  Furthermore,  the  potential  for  future  investigations  into 
submesoscale nitrate dynamics with high‐resolution SeaSoar/SUV‐6 datasets, as 
has  been  highlighted  here,  will  likely  prove  invaluable  for  elucidating  how 
different  scales  of  vertical  velocity  generation  interact  in  the  upper  ocean,  and 
their relative contributions to the vertical advection of nitrate. 
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Figure 7­1 Vertical velocity (m day­1) at 50 m for (a) the original S1 data (3 km x 14 km, along­track 
and  cross­track,  respectively)  and  (b)  S1(CTD)  (25  km  x  14  km).  Both  datasets  were  subsequently 
gridded to 5 km x 5 km resolution (see text). Dashed black lines represent dynamic height contours at 
50 m with 1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) eddies are 
indicated in each image. White markings represent in­situ physical data (solid line for SeaSoar and/or 
filled circles for CTD casts). The dashed white line represents the ship’s track and indicates where 
ADCP data exist but in­situ hydrographic data do not. 
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Figure 7­2 w’N’ (mol N m­2 yr­1) at 50 m for (a) the original S1 data (3 km x 14 km, along­track and 
cross­track, respectively) and (b) S1(CTD) (25 km x 14 km). Both datasets were subsequently gridded to 
5 km x 5 km resolution (see text). Dashed black lines represent dynamic height contours at 50 m with 
1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) eddies are indicated in 
each image. White markings represent in­situ physical data (solid line for SeaSoar and/or filled circles 
for CTD casts). The dashed white line represents the ship’s track and indicates where ADCP data exist 
but in­situ hydrographic data do not. 
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Figure 7­3 wN (mol N m­2 yr­1) at 50 m for (a) the original S1 data (3 km x 14 km, along­track and 
cross­track, respectively) and (b) S1(CTD) (25 km x 14 km). Both datasets were subsequently gridded to 
5 km x 5 km resolution (see text). Dashed black lines represent dynamic height contours at 50 m with 
1 cm intervals. The centres of the cyclonic (C) and anti­cyclonic mode­water (A) eddies are indicated in 
each image. White markings represent in­situ physical data (solid line for SeaSoar and/or filled circles 
for CTD casts). The dashed white line represents the ship’s track and indicates where ADCP data exist 
but in­situ hydrographic data do not.  
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Figure 7­4 Vertical profiles of the areal mean of w’N’ (
€ 
w'N') over the full depth of SeaSoar  (0 ­ 450 
m) for the original S1 data (3 km x 14 km, along­track and cross­track resolution, respectively) and (b) 
S1(CTD) (25 km x 14 km).  Zero on the x­axis is indicated by the black solid line. Red and blue dashed 
lines indicate 
€ 
w'N' at 50 m and 98 m (respectively) in each survey. The corresponding value for 
€ 
w'N'
is shown in the same colour as the dashed lines. 
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Figure 7­5 Vertical profiles of the areal mean of wN (
€ 
wN ) over the full depth of SeaSoar  (0 ­ 450 m) 
for the original S1 data (3 km x 14 km, along­track and cross­track resolution, respectively) and (b) 
S1(CTD) (25 km x 14 km).  Zero on the x­axis is indicated by the black solid line. Red and blue dashed 
lines indicate 
€ 
wN  at 50 m and 98 m (respectively) in each survey. The corresponding value for 
€ 
wN  is 
shown in the same colour as the dashed lines. 
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Figure 7­6 Sensitivity analysis of diagnosed vertical velocities to weighting length scale (equal in 
both x­ and y­ directions) for S1. (a) Maximum, minimum and mean absolute values of vertical velocity        
(m day­1) for Neumann dw/dz = 0 (red) and Dirichlet w = 0 (blue) boundary conditions imposed on the 
bottom boundary, plotted against weighting length scale (km) and (b) the gradient at each point in (a) 
plotted against weighting length scale (km). Straight lines in (b) represent the general trend apparent 
in vertical velocity gradient and from which, vertical velocities using sub­optimal length scales diverge 
(see text). 
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Figure 7­7 Sensitivity analysis of diagnosed vertical velocities to weighting length scale (equal in 
both x­ and y­ directions) for C2. (a) Maximum, minimum and mean absolute values of vertical velocity            
(m day­1) for Neumann dw/dz = 0 (red) and Dirichlet w = 0 (blue) boundary conditions imposed on the 
bottom boundary, plotted against weighting length scale (km) and (b) the gradient at each point in (a) 
plotted against weighting length scale (km). Straight lines in (b) represent the general trend apparent 
in vertical velocity gradient and from which, vertical velocities using sub­optimal length scales diverge 
(see text). 
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Figure 7­8 Sensitivity analysis of diagnosed vertical velocities to weighting length scale (equal in 
both x­ and y­ directions) for S2. (a) Maximum, minimum and mean absolute values of vertical velocity            
(m day­1) for Neumann dw/dz = 0 (red) and Dirichlet w = 0 (blue) boundary conditions imposed on the 
bottom boundary, plotted against weighting length scale (km) and (b) the gradient at each point in (a) 
plotted against weighting length scale (km). Straight lines in (b) represent the general trend apparent 
in vertical velocity gradient and from which, vertical velocities using sub­optimal length scales diverge 
(see text). 
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Figure 7­9 (a­c) Vertical velocity (m day­1) against pressure (dbar) over the 0 ­ 450 m depth range for 
S1 legs C, D and E with Neumann dw/dz = 0 conditions imposed on the bottom boundary. (d­f) The 
same  sections  with  Dirichlet  w  =  0  boundary  conditions  imposed.  Black  solid  lines  represent 
isopycnals of potential density, in intervals of 0.02 kg m­3. Vertical solid lines indicate the zero contour 
in vertical velocity.   
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Figure 7­10 Scatter plot of vertical velocity (w) (m day­1) against nitrate concentration (N) (µmol l­1) 
for S1 for all data points at (a) 50 m, (b) 98 m and (c) 202 m. The correlation coefficient (determined 
by Spearman’s Rank) is indicated in red for each image. 
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Figure 7­11 Nitrate concentration (µmol l­1) on the σ0 = 27.15 kg m­3 isopycnal for S1.  The depth of 
the isopcynal is indicated by the black contours. Dynamic height at 66 m (mean depth of the σ0 = 27.15 
kg m­3 isopycnal) is shown by the white contours. The cyclonic (C) and mode water (A) eddies are 
indicated. 
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Figure  7­12  Mean  nitrate  concentration  (µmol  l­1)  from  deep  (0  –  1200  dbar)  CTDs  taken 
throughout D321 survey period. The euphotic depth (50 m) is indicated by the blue dashed line. 
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8. Summary and Conclusions of the Study 
This  study  has  examined  the  mechanisms  by  which  vertical  velocity  can  be 
generated in a mesoscale eddy dipole and the impact of the diagnosed physical 
dynamics on the vertical injection of nitrate into the euphotic zone. This has been a 
particularly  timely  investigation  as, d espite  the  fact  that  the  importance  of  the 
contribution of the mesoscale and submesoscale to upper ocean nitrate supply is 
now well argued from modelling and theoretical perspectives, it remains poorly 
quantified  by  in‐situ  observations  due  to  difficulties  in  collecting  simultaneous 
hydrographic and nitrate data at the necessary temporal and spatial scales.  
An eddy dipole in the Iceland Basin has been fully presented and discussed in 
terms of the physical and biogeochemical characteristics of both the cyclonic and 
anti‐cyclonic eddy components. Isoypycnals doming upward towards the seasonal 
thermocline  and  downward  towards  the  main  thermocline  revealed  the               
anti‐cyclonic component to be a winter mode water eddy, with the homogenous 
mode  water  lens  centred  at  ~  600  m.  The  lens  is  shown  to  have  a  maximum 
thickness of ~ 600 m and to be characterised by potential temperature and salinity 
signatures of  ~ 8.8 °C and 35.28 psu, respectively. Mixed layer depth within the 
mode  water  eddy  is  ~  30  m  (±  6m).  A  conservative  estimate  of  isopycnal 
displacement  in  the  core  of  the  eddy  is  shown  to  be  ~  160  m  for  the                          
σ0 = 27.28 kg m‐3 isopycnal, relative to its mean depth.  A decrease in buoyancy 
frequency with depth reflects the low stratification of the mode water core. Intense 
doming  of  isopycnals  characterise  the  cyclonic  eddy,  with  maximum  isopycnal 
uplift of ~ 210 m. Mixed layer depth is considerably deeper in the cyclonic eddy 
than the mode water eddy at 44 m (± 7 m).  Surface temperature and salinity 
signatures of the cyclonic eddy of 13.5 °C and 35.21 psu, respectively, are ~ 1 °C 
warmer and 0.04 psu fresher than at the surface in the mode water eddy.  
Geostrophic shear calculated from the hydrographic (CTD and SeaSoar) data and 
ADCP derived velocity at a reference depth of 341 m have been used to derive the 
absolute  geostrophic  velocities  across  the  survey  region.  The  cyclonic  eddy  is 
characterised by peak geostrophic velocities of up to ~ 12.5 cm s‐1 at ~ 50 m, 
which decrease with depth beyond the maximum depth of the ADCP (~ 650 m).  
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The mode water eddy is characterised by horizontal velocity increasing with depth 
as the mode water core is approached. Peak geostrophic velocities of ~ 20 cm s‐1 
are  found  in  the  central  jet,  flowing  south‐eastwards  between  the  eddies.  The 
diameters of the cyclonic and mode water eddies based on peak rotational velocity 
are ~ 60 km and ~ 90 km, respectively. Relative vorticity is shown to be stronger 
in the mode water eddy, at up to – 3.8 x 10‐6 /s compared to + 1.6 x 10‐6 /s in the 
cyclonic eddy.  
Isopleths of nitrate are raised upwards towards the centres of both eddies and are 
closely related to the doming of isopycnal surfaces. Surface nitrate concentration is 
higher above the mode water eddy (~ 5 µmol l‐1 compared to ~ 2 µmol l‐1 above 
the cyclonic eddy) due to the outcropping of isopycnals at the surface, but neither 
concentration is limiting to primary production. Nitrate concentration increases 
steadily down to a maximum of 15 µmol l‐1 at 450 m in the cyclonic eddy. Peak 
nitrate concentration in the survey region of 20 µmol l‐1 is identified within a raw 
(non‐interpolated, 5 km horizontal resolution) SUV‐6 section and is located on the 
boundary of the cyclonic eddy, indicating upward transport of over 800 m to its 
present location. This localised high nitrate patch has been discussed in terms of 
the potential for the SeaSoar/SUV‐6 in assessing submesoscale contributions to 
nitrate supply in addition to that from the mesoscale, which is the focus of the 
present study.   
Analysis  of  potential  vorticity  (PV)  on  isopycnals  has  been  used  to  explain  the 
presence of upward and downward vertical velocities ahead of the cyclonic and 
mode water eddies, respectively, in the direction of propagation. The extent to 
which vertical velocity arises from the propagation of both eddy components has 
been shown to relate to the amount of lateral exchange of water permitted across 
the boundary, which can be inhibited by a large PV gradient associated with the 
eddy core.  Diagnosis of vertical velocity using the Omega Equation has shown that 
the main activity in terms of vertical velocity (up to 8.5 m day‐1) is concentrated in 
the central jet. An analysis of the distribution of PV confirmed this to be due to fast 
flowing  water  moving  over  rapidly  shallowing  (and  subsequently  deepening) 
isopycnals, associated with the large PV anomaly of the mode water eddy, which 
extends into the region between the eddies. This is a conservative estimate of the  
219 
maximum vertical velocity associated with the dipole, as the vertical extent of the 
survey domain (450 m) is still significantly above the core of the mode water eddy 
(~ 600 m). 
A  unique  element  of  this  study  focuses  on  the  presentation  of  the  SUV‐6 
instrument,  a  new  UV  nitrate  sensor  capable  of  measuring  in‐situ  nitrate 
concentration  at  higher‐resolution  (2  ‐  3  km  horizontal,  ~  1  m  vertical)  and 
sensitivity (± 2 µmol l‐1) than has been possible until now, simultaneously with 
temperature, salinity and dissolved oxygen measurements. Vertical velocities and 
nitrate gradients have been combined at the necessary scales to estimate local 
nitrate  transport.  The  study  also  carries  out  an  unprecedented  quantitative 
analysis of the correlation between vertical velocity and nitrate concentration with 
a point‐by‐point comparison at each grid point on specific depth levels over the 
region  of  eddy  dipole.  A  correlation  coefficient  of  less  than  0.2  has  served  to 
highlight the errors that can be incorporated into calculations of this kind where a 
physical  link  between  vertical  velocity  and  nitrate  concentration  is  implicitly 
assumed  and  therefore,  of  the  importance  of  measuring  nitrate  concentration 
explicitly at every point where there are physical data available. 
Two methods are used to estimate the local transport of nitrate at each grid point; 
using (i) w’N’ and (ii) wN. The first of these methods represents the product of the 
respective deviations in vertical velocity and in‐situ nitrate concentration at each 
point from the areal means at a given depth and is therefore, in theory, equivalent 
to the net transport at a given point, relative to the regional mean. Conversely, the 
second method represents the absolute nitrate transport at a given location. It has 
been shown that both of these approaches are heavily influenced by the existence 
of a non‐zero mean vertical velocity, w, in the region at any given depth level, 
which  occurs  as  a  result  of  not  having  sampled  the  mesoscale  feature  and  the 
surrounding region fully and/or representatively. In the current study, this issue 
has precluded an entirely reliable estimate of the net flux associated with the eddy 
dipole from being made as neither the areal mean of w’N’ nor of wN (
€ 
w'N' and 
€ 
wN , 
respectively)  can  be  said  to  accurately  represent  the  net  flux.  In  this  way,  an 
interesting discussion has been raised in the current study as to the appropriate 
method by which the net nitrate flux associated with a given mesoscale feature  
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should  and,  more  importantly  can  realistically,  be  estimated  from  in‐situ             
ship‐based survey measurements of this kind. 
Nevertheless,  as  discussed  in  the  introduction,  few  high‐resolution,  multi‐
disciplinary data sets of this kind exist and hence, this study has been valuable for 
both developing our knowledge of mesoscale nutrient dynamics and for testing the 
tools we use to examine them. Indeed, some degree of quantitative comparison can 
be  drawn  from  the  magnitude  of  the  absolute  local  nitrate  transport  (wN) 
diagnosed  in  the  present  study,  as  this  style  of  “on‐station”  measurement  is 
effectively  the  same  approach  as  that  used  for  in‐situ  turbulence  and  nitrate 
uptake measurements. The indication from the calculations in the current study is 
that  the  maximum  local  rate  of  nitrate  injection  due  to  the  mesoscale                                
(1.5 mol N m‐2 yr‐1) is higher than the mean vertical transport due to turbulent 
mixing (0.05 mol N m‐2 yr‐1) by a factor of 30 and can potentially provide in excess 
of the nitrate concentration required to balance the mean biological nitrate uptake 
measured in‐situ across the survey region (0.66 mol N m‐2 yr‐1).  
These  findings  should  by  no  means  be  considered  definitive  results,  however. 
Many more such studies will be needed to explore and improve on the important 
issues raised here. Indeed, the current study potentially represents the first time 
that  such  comprehensive,  quantitative  assessments  of  the  potential  errors 
associated  with  a  high‐resolution  biogeochemical  survey  and  calculations  of 
nitrate  transport  of  this  kind  have  been  carried  out  and  documented 
simultaneously  for  a  single  survey.  In  this  sense,  the  relative  importance  of 
different sources of error can, and has been, assessed quantitatively. Alongside the 
primary  area  of  uncertainty  associated  with  the  existence  of  a  non‐zero  mean 
vertical  velocity  across  the  survey  area,  several  other  potential  areas  of 
uncertainty have been highlighted in the diagnosis of the vertical velocity field. 
These include the sampling strategy employed, a lack of synopticity, the errors 
introduced  with  the  use  of  a  sub‐optimal  interpolation  length  scale  and  the 
propagating effect of boundary conditions, particularly on the lower boundary of 
the  survey  domain.  The  first  three  of  these  errors  have  been  quantified  as 
potentially reaching 50 %, ~ 20 % and ~ 20 % of the diagnosed vertical velocity, 
respectively. Together with the un‐quantified error due the boundary conditions  
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imposed,  the  diagnosed  vertical  velocity  field  in  the  current  study  is  therefore 
potentially subject to a margin of error of order one. 
In  summary,  this  study  has  served  as  a  timely  investigation  of  our  practical 
capabilities  to  assess  upper  ocean  nitrate  supply  associated  with  mesoscale 
phenomena. The issues of uncertainty raised should not be considered solely as 
limitations  to  the  approach  taken,  but  as  valuable  information  for  future            
high‐resolution  physical  and  biogeochemical  surveys  that  may  seek  to  answer 
some of the questions related to physical mechanism of nutrient supply raised 
here.  This  notwithstanding,  one  aspect  that  is  beyond  doubt  is  the  extremely 
powerful  new  tool  that  the  novel  intregrated  SeaSoar/SUV‐6  represents  for 
quantifying the role of the mesoscale and submesoscale to nutrient supply. In this 
sense,  it  is  hoped  that  the  current  study  has  contributed  significantly  to  the 
accuracy, spatial coverage and temporal resolution with which we can observe the 
physical link between upper ocean circulation characteristics and nitrate cycling in 
the years and decades of observational oceanography to come.  
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A Novel Integration of an Ultraviolet Nitrate Sensor On Board a Towed Vehicle for
Mapping Open-Ocean Submesoscale Nitrate Variability
ROSALIND PIDCOCK,M ERIC SROKOSZ,J OHN ALLEN,M ARK HARTMAN,S TUART PAINTER,
MATT MOWLEM,D AVID HYDES, AND ADRIAN MARTIN
National Oceanography Centre, Southampton, Southampton, United Kingdom
(Manuscript received 25 February 2010, in ﬁnal form 20 April 2010)
ABSTRACT
Initial results from a deployment of the SUV-6 ultraviolet spectrophotometer, integrated with the SeaSoar
towedvehicle,arepresented.Theinnovative,combinedsystemmeasuresnitrateconcentrationathighspatial
resolution(4 mvertically,5 kmhorizontally),highsensitivity(0.2 mM),andconcomitantlywithtemperature,
salinity,anddissolvedoxygen.Theauthorsdemonstratethatthisapproachconstitutesapowerfulnewtoolfor
quantifying the role of mesoscale and submesoscale vertical nutrient ﬂuxes to the euphotic zone, using
measurements from a high-resolution survey of an eddy dipole in the Iceland Basin during the summer of
2007.
1. Introduction
Observational evidence that mesoscale (1–100 km)
phenomena,suchaseddiesandfronts,transportnutrient-
rich water from the depths into the upper sunlit layer of
the ocean is well established (Allen et al. 2005; Angel
and Fasham 1983; Falkowski et al. 1991; Franks et al.
1986; Jenkins 1988; McGillicuddy et al. 2003; Oschlies
and Garcon 1998; Siegel et al. 1999; Thomas and Lee
2005; Woods 1988). Recent modeling studies indicate
that ﬁlamentary scales (1–10 km—the submesoscale)
may contribute as much as eddy scales (10–100 km) to
annual nutrient supply (Lapeyre and Klein 2006; Levy
2008;Levyetal.2001;MahadevanandArcher2000;Spall
and Richards 2000). Despite its potential importance,
the submesoscale contribution to upper-ocean nutrient
supply remains poorly quantiﬁed by in situ observations
because of difﬁculties in collecting simultaneous hy-
drographic and nitrate data at the necessary temporal
and spatial scales.
The SeaSoar towed, undulating vehicle (Allen et al.
2002; Pollard 1986) is well proven for surveying meso-
scale fronts and eddies (Allen and Smeed 1996; Allen
etal.2005;Garabatoetal.2001;Legaletal.2007;Martin
et al. 1998; Pollard and Regier 1992; Rudnick 1996).
Undulating between the surface and ;500-m depth,
carrying a variety of sensors, SeaSoar provides high-
frequency (1 Hz) near-instantaneous mapping of upper-
oceanproperties:typicallytemperature,salinity,pressure,
chlorophyll-a ﬂuorescence, and photosynthetically active
radiation (PAR). The conventional method for measur-
ing vertical proﬁles of nitrate concentration, by colori-
metric analysis (Mee 1986) of discrete bottle samples, is
impractical for the high-frequency sampling required at
the mesoscale, much less at the submesoscale. This has
prompted the development of alternative approaches.
The potential for ultraviolet (UV) spectroscopy to pro-
vide high-frequency (1 Hz) nitrate concentration mea-
surements has been recognized for over 40 years (Ogura
and Hanya 1966, 1967). Ultraviolet sensors, such as the
in situ ultraviolet spectrophotometer (ISUS; Johnson
and Coletti 2002), can achieve the sampling frequency
required to characterize submesoscale biophysical phe-
nomena. In practice the instrumental accuracy of ISUS
(61.8 mM for a single measurement) restricts its utility
to coastal applications where nitrate concentrations are
high (up to 30 mM) and gradients are strong. A twofold
improvement in accuracy for a single measurement (to
60.65 mM) compared to discrete samples has been ach-
ieved with improved data processing (Sakamoto et al.
2009), with an operational response time of 1.7 s.
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Totnes, (United Kingdom), the SUV-6 achieves an ac-
curacy of 60.2 mM for a single measurement, with a re-
sponse time of 1 s (Finch et al. 1998). We present data
from an integrated deployment of the SUV-6 with a
SeaSoar vehicle during a survey of an eddy dipole. Our
approach is the ﬁrst to adequately resolve ﬁlamentary-
scale nitrate variability within an open-ocean meso-
scalefeaturewithsimultaneoushydrographicandoxygen
measurements.
2. Methods
a. SUV-6 instrument design and operation
The arrangement of components within the SUV-6 is
illustrated in Fig. 1. A technical overview is given in
Table 1. For a more detailed description of the compo-
nents, including choice of materials, refer to Finch et al.
(1998). The SUV-6 employs an internal reference path
to monitor changes in the lamp spectrum over time. The
detection limit of the SUV-6 is deﬁned as the mean of
the smallest difference between absorbance values that
can be resolved by the sensor and is a function of the
signal-to-noise ratio. Laboratory trials indicate a de-
tection limit of 0.2 mM (Finch et al. 1998).
The SUV-6 measures absorption at six wavelengths:
205, 220, 235, 250, 265, and 280 nm. Currently, nitrate
concentration is determined from the ratio of the ab-
sorption at 220 and 280 nm, following Finch et al. (1998;
note that the original method used the 300-nm channel
rather than 280 nm). At 280-nm absorption of UV light
due to salt and nitrate is minimal. By normalizing the
absorbance at 220 nm to the 280-nm output, changes in
lamp intensity and scattering due to particles and bub-
bles in the pathway are corrected.
The manipulation of the output ratios from different
pairs of channels (multiwavelength analysis) may allow
interference from other anions in seawater absorbing at
similar wavelengths as nitrate (principally Cl
2 and Br
2
plus others at lower concentrations) to be minimized
(Thomas and Gallot 1990). In the SUV-6, the 205-nm
channel is sensitive to salinity and a simple correction
can be applied to measurements of nitrate for salt con-
tent. In the present study, the maximum range in salinity
at any depth is 0.08 psu. This is equivalent to a change
in nitrate concentration of just 0.04 mM. This is below
the limit of detection of the instrument and hence can
be neglected. Chromophoric dissolved organic matter
(CDOM) in seawater exhibits a broadband absorption
between 150 and 400 nm. Observations suggest that in
the deep open ocean CDOM absorption at 220 nm is
negligible relative to that of nitrate (Ogura and Hanya
1966). In the Iceland Basin Johnson et al. (2007) show
that the variability of dissolved organic carbon in the
surface ocean is less than 5% of the deep concentration
(;50 mM). Thus, we expect dissolved organic matter to
have little impact on our patterns of UV absorption at
220 nm.
FIG. 1. Basic arrangement of components within the SUV-6
instrument in plan and side views.
TABLE 1. Technical summary of the SUV-6.
Physical
Size (in pressure housing) 400 mm (length) 113 mm
(diameter)
Pathlength Typically 66.7 mm for open-ocean
applications
Range 0–100 mM
Light source
Type Xenon ﬂash lamp
Power consumption Typically 1 W at ﬂash rate of 8 Hz
Lifetime Of order 2500 h
Electronic system
Sampling frequency 1 Hz
Measurement
Limit of detection 0.2 mm
Sampling accuracy 60.2 mm
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b. SeaSoar deployments and SUV-6 data collection
Data were collected as part of a research cruise car-
ried out between 24 July and 23 August 2007 by NOCS
(Allen 2008). Two spatial surveys were carried out us-
ing the SeaSoar vehicle within a 130 km 3 130 km box
centered near Ocean Weather Station India (OWSI)
at 608N, 208W. The SeaSoar system carried a Chelsea
TechnologiesGroup(CTG)MinipackCTDFinstrument,
an Anderaa oxygen optode, a Seabird SBE43 dissolved
oxygen sensor, a Turner Designs chlorophyll-a sensor,
a Plymouth Marine Laboratory PAR sensor, and the
NOCS/Valeport SUV-6UVnitrate sensor.Average ship
speed during the surveys was 8.5 kt, corresponding to
an average SeaSoar vertical descent/ascent rate of
;1.3 m s
21 and a vertical resolution of 1.3 m. This tow
speed and surface-to-450-m proﬁling gave a horizontal
resolution of ;3.5 km at the surface and ;2 km at mid-
depth. Both surveys comprised several SeaSoar deploy-
ments,eachlasting6–12 h.Duringeachdeployment,the
photocurrent outputs from the SUV-6 instrument’s six
channels were integrated, digitized, and output in real
time to the external Penguin Linux data acquisition
system on SeaSoar (Allen et al. 2002).
Satellite images for the northeast North Atlantic to-
getherwithcurrentvectordatafromthevessel-mounted
acoustic Doppler current proﬁlers (VM-ADCPs) re-
vealedaneddydipolewithinthesurveyarea,comprising
a southeastward-ﬂowing jet with counterrotating eddies
on either side. Figure 2 shows 30-min-averaged ADCP
current vector data for the two SeaSoar surveys. Dy-
namic height at 10 m is overlaid to indicate the positions
of the eddy cores. The ﬁrst survey comprised nine closely
spaced parallel tracks ;14 km apart. In the second sur-
vey,thetracksweretargetedtobisecteacheddycoreand
the central jet as the dipole propagated through the sur-
vey area. A ‘‘dogleg’’ section, carried out as part of the
targeted second survey, is indicated in Fig. 2b. This sec-
tion best illustrates the impact of the dipole on the water
column and is discussed in section 4.
3. Postcruise processing and calibration
The integration of the SUV-6 onto the SeaSoar ve-
hicle made calibration to seawater of known nitrate
concentration physically impractical between deploy-
ments, as mounting and dismounting the instrument is
a complex and delicate task. This necessitated the initial
use of calibration values derived using a standard least
squares ﬁt to laboratory measurements prior to an ear-
lierdeployment (Quartly etal. 2006). SUV-6-determined
nitrate concentrations were then compared to simulta-
neous underway surface samples from the ship’s pumped
seawater supply and discrete samples taken from CTD
rosette water bottles during the survey period. The dis-
crete concentrations were determined using a Skalar
Sanplus segmented continuous ﬂow colorimetric auto-
analyzer (Kirkwood 1996).
FIG. 2. Surface ADCP current vectors for the two SeaSoar surveys: (a) the ﬁrst survey and (b) the targeted second
survey, with dynamic height at 10 m overlaid. Current vectors reveal a southeasterly ﬂowing jet (indicated by red
arrows) with two counterrotating eddies on either side; cyclonic (CYC) and anticyclonic (AC). The green stars in
(a) show the positions of four CTD casts representing noneddy conditions, referred to in section 4. The green line in
(b) represents the dogleg section also referred to in section 4.
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While the initial calibration gave nitrate values in a
reasonable range for the open ocean (0–20 mM) (Pidcock
and Srokosz 2008), they needed adjustment to match
discrete concentrations taken from deep CTD samples.
Some stability issues regarding changes in instrument
calibration between deployments were also highlighted
in postprocessing. Both issues were rectiﬁed by calibra-
tion to the discrete samples, detailed below.
Scatterplots of surface (4–5 m) SUV-6 data against
discrete underway bottle samples exhibited an upward
step in calibration with each deployment (not shown).
Therefore, an average offset between the SUV-6 mea-
surements and the simultaneous discrete bottle samples
was calculated and applied to the SUV-6 data for each
individual deployment. Subsequently, all the SUV-6 data
ﬁtteda1:1relationshipwiththeassociatedunderwaydata
(Fig. 3a).
Calibration of the SUV-6 data with surface samples
involved only a small range of nitrate values (;2–6 mM).
It was therefore necessary to further calibrate against
CTD bottle samples from full-depth casts. A comparison
revealed SUV-6 nitrate concentrations 10%–30% lower
than obtained with the CTD over the full-depth range
(Fig. 3b). A considerable range in nitrate concentration
at all depths (up to 5 mM) due to real variability in the
data is demonstrated by both the SUV-6 and the CTD
scatter. Although both datasets cover the same spatial
region, they were not collected simultaneously and so
cannot be compared on a point-by-point basis. Mean
SUV-6andCTDsampleproﬁlesofnitrateweretherefore
obtained using all the data available for each. The num-
ber of data points was increased by including the cali-
brated underway data from Fig. 3a. There are relatively
few points in the midrange concentrations (5–9 mM) as
these are within the sharp gradient of the nitracline. A
cubic polynomial provided the optimal ﬁt for the SUV-6
nitrate proﬁle to the CTD sample data, as assessed by an
ftest.Thesurfacedatahadalreadybeencalibrated,sothe
FIG. 3. (a) Following individual calibrations to surface data, combined SUV-6 data from all tows ﬁtted a 1:1 re-
lationship with the underway data (dashed line). (b) Surface calibrated SUV-6 data plotted against CTD nitrate data
down to 450 m. (c) Calibration curve of SUV-6 nitrate to CTD bottle nitrate based on mean proﬁles. (d) SUV-6 data
calibrated to surface and to depth plotted against CTD nitrate data down to 450 m.
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cubic function was forced through zero. The SUV-6 data
were calibrated according to the following function (see
Fig. 3c), where x is the surface-calibrated SUV-6 nitrate
data:
y50.0058x3  0.0237x2 11.0175x, R2 50.9671.
Following calibration of the SUV-6 data, the ﬁt to the
CTD samples was much improved (Fig. 3d). Compari-
son of the mean CTD and calibrated SUV-6 nitrate
proﬁles revealed a mean postcalibration accuracy of the
SUV-6 of 60.2 mM over the full-depth range. The full,
calibrated SeaSoar dataset, including SUV-6 nitrate, was
theninterpolatedontoa regular 5 km(horizontal)3 4m
(vertical) grid.
Following the successful deployment of the SUV-6
instrument described here, a detailed laboratory cali-
bration has been conducted using sodium nitrate spiked
seawater samples from near 0- to ;50-mM nitrate con-
centration. Compared against the discrete colorimetric
autoanalyzer-derived nitrate concentrations, the SUV-6
now demonstrates an accuracy of 60.1 mM (Fig. 4).
This calibration will be applied to future SUV-6 deploy-
ments but the data presented here has not been further
corrected.
4. Results and discussion
Figure 5 shows temperature, SUV-6 nitrate and dis-
solvedoxygenfor the doglegsection highlighted inFig.2,
with isopycnals overlaid and with the cyclonic, anticy-
clonic, and jet components of the dipole indicated. The
sectionwascomposedofonesingleSeaSoartowof;12-h
duration. The x axis represents the distance from the
beginning of the section. Raised isopycnals are seen in
the top 200 m of both eddy cores (Fig. 5a). A section of
deeper CTD casts (to 800 m) within the anticyclonic
eddy (not shown) showed upward doming of isopycnals
at the base of the seasonal thermocline and depression
of isopycnals at the permanent thermocline, revealing it
as a winter mode-water eddy.
Surface nitrate concentrations (2–6 mM) were non-
limiting (Fig. 5b). Considerable spatial variability in ni-
trate is observed at scales down to 5 km, associated with
submicromolar changes in concentration. The maximum
nitrate concentration (20 mM) is very localized, found
150 km from the start of the section, on the periphery
of the cyclonic eddy at a depth of approximately 375 m
(Fig. 5b). The oxygen signature of the patch (238 mM) is
anomalously low compared to its surroundings (Fig. 5c).
Bottle samples taken from four full-depth CTD casts
on the edge of the survey area, most representative of
noneddy conditions (positions marked on Fig. 2), show
that nitrate and oxygen signatures of 20 and 238 mM,
respectively, are consistent with water found at ;800 m
(Figs. 5d,e). This indicates localized upward transport of
nitrateandoxygenofover400 mtothepresentlocation.
Thepositionofthehigh-nitrate/low-oxygenpatchonthe
periphery of an eddy is suggestive of ﬁlament related
upwelling, associated with frontogenetic processes, as
modeled by Lapeyre and Klein (2006). Those authors
report a near doubling of annual eddy-driven nutrient
supply (from 0.14 to 0.26 mol N m
22 yr
21) when these
small-scale features are resolved (Lapeyre and Klein
2006).
5. Conclusions and future work
The resolution of such ﬁnescale spatial structure in
nitrate concentrations illustrates the potential of our
integrated SUV-6–SeaSoar approach. Vertical veloci-
ties and nitrate gradients can be combined at the nec-
essary scales to estimate local nitrate ﬂuxes. Previously,
FIG. 4. (a) Laboratory nitrate concentration against absorbance
ratio of 220:280 nm. Data points are indicated by ﬁlled circles.
Solid line indicates a quadratic polynomial ﬁt to the data. (b) Re-
siduals after new calibration showing an accuracy better than
0.1 mM.
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mean or ‘‘representative’’ nitrate proﬁles have been
used. This improvement will allow more precise esti-
mates of the contribution of eddy-driven processes to
new production, the amount of primary production di-
rectly fueled by newly available nitrate in the euphotic
zone. Current estimates vary by an order of magnitude
(Falkowski et al. 1991; Lapeyre and Klein 2006; Levy
et al. 2001; Mahadevan and Archer 2000; McGillicuddy
and Robinson 1997; McGillicuddy et al. 2003; Oschlies
2002). Our technique provides a powerful tool for quan-
tifying the role of the submesoscale in reducing this un-
certainty and therefore in improving our understanding
of global marine biogeochemistry.
Systematic laboratory testing of the SUV-6 has been
ongoing since the work presented here in order to re-
solve the stability issues and to improve the calibration.
Future work centers on miniaturizing the SUV-6 and
developing the multichannel capability to ensure ver-
satility for a broad range of uses and aquatic environ-
ments. This is part of a continuing collaborative effort
within NOCS research and engineering departments.
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Appendix  2  Sensitivity  Analysis  of  Diagnosed  Vertical  Velocity  Parameters  to  Lower  Boundary 
Condition and Weighting Length Scale.  
Table below shows maximum, minimum and mean absolute values of vertical velocity obtained for S1, using 
weighting length scales ranging between 20 and 30 km, and for both Dirichlet w = 0 and Neumann ∂w/∂z = 0 
boundary conditions on the lower boundary of the domain.  
Dirichlet Conditions 
 Length Scale (km)  20  21  22  23  24  25  26  27  28  29  30 
Max +ve (m day‐1)  2.45  2.18  1.94  1.71  1.52  1.34  1.17  1.02  0.89  0.78  0.67 
Max –ve (m day‐1)  3.91  3.29  2.81  2.38  2.04  1.74  1.48  1.26  1.08  0.92  0.78 
Mean abs (m day‐1)  0.29  0.25  0.21  0.19  0.17  0.15  0.13  0.12  0.10  0.09  0.08 
Neumann Conditions 
 Length Scale (km)  20  21  22  23  24  25  26  27  28  29  30 
Max +ve (m day‐1)  7.15  6.43  5.77  5.13  4.54  4.01  3.51  3.07  2.68  2.33  2.01 
Max –ve (m day‐1)  12.1
1 
10.2
5 
8.76  7.43  6.36  5.45  4.63  3.95  3.39  2.90  2.47 
Mean abs (m day‐1)  1.44  1.24  1.01  0.94  0.82  0.73  0.64  0.57  0.51  0.46  0.41 
 
 
Appendix 3  Sensitivity  Analysis  of  Diagnosed  Vertical  Velocity  Parameters  to  Optimal  vs  Actual 
Weighting Length Scales for Surveys S1 and C2.  
Table  below  shows  maximum,  minimum  and  mean  absolute  values  of  vertical  velocity  as  above  for  both 
Dirichlet w = 0 and Neumann ∂w/∂z = 0 boundary conditions on the lower boundary of the domain.  
S1  Dirichlet Conditions 
  Optimal (23 km)  Actual (25 km)  % Decrease 
Max +ve (m day‐1)  1.71  1.34  21.6 
Max –ve (m day‐1)  2.38  1.74  26.9 
Mean abs (m day‐1)  0.19  0.15  22.3 
  Neumann Conditions 
Max +ve (m day‐1)  5.13  4.01  21.8 
Max –ve (m day‐1)  7.43  5.45  26.6 
Mean abs (m day‐1)  0.94  0.73  22.4 
    Mean decrease =  23.6 % 
 
       
C2  Dirichlet Conditions 
   Optimal (24 km)  Actual (25 km)  % Decrease 
Max +ve (m day‐1)  1.85  1.59  14.1 
Max –ve (m day‐1)  1.08  0.90  16.7 
Mean abs (m day‐1)  0.19  0.17  12.4 
  Neumann Conditions 
Max +ve (m day‐1)  5.96  5.19  12.9 
Max –ve (m day‐1)  3.27  2.85  12.8 
Mean abs (m day‐1)  0.68  0.60  10.4 
    Mean decrease =   13.2 % 
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Appendix 4 Variability of Raw (5 km) Nitrate Concentration on Isopycnals, for SeaSoar Surveys S1 
and S2.  
S1  No. of raw data points on each isopycnal = 379 
Isopycnal (kg m‐3)  mean [N] (µmol l‐1)  SD [N] (µmol l‐1)  % Error (SD[N]/mean[N]*100) 
27.10  9.09  1.17  12.9 
27.15  10.11  1.05  10.4 
27.20  11.44  0.91  7.95 
27.25  12.20  1.20  9.84 
27.30  12.91  0.95  7.36 
27.35  13.97  1.13  8.09 
  Mean SD =  1.07   
    Mean Error  =  9.4 % 
       
S2  No. of raw data points on each isopycnal = 274 
Isopycnal (kg m‐3)  mean [N] (µmol l‐1)  SD [N] (µmol l‐1)  % Error (SD[N]/mean[N]*100) 
27.10  9.95  1.54  15.48 
27.15  10.91  1.33  12.19 
27.20  12.19  0.95  7.79 
27.25  13.14  1.12  8.52 
27.30  13.97  1.09  7.80 
27.35  14.34  1.09  7.60 
  Mean SD =  1.19   
    Mean Error  =  9.9 % 
 
Appendix 5 Variability of Interpolated Nitrate Concentration on Isopycnals, for SeaSoar Surveys S1 
and S2. 
S1  No. of data points on each isopycnal = 4761 
Isopycnal (kg m‐3)  mean [N] (µmol l‐1)  SD [N] (µmol l‐1)  % Error (SD[N]/mean[N]*100) 
27.10  9.26  0.63  6.8 
27.15  10.29  0.62  6.0 
27.20  11.56  0.75  6.5 
27.25  12.26  0.79  6.4 
27.30  13.12  0.57  4.3 
27.35  14.12  0.56  4.0 
  Mean SD =  0.65   
    Mean Error  =  5.7 % 
       
S2  No. of data points on each isopycnal = 4761 
Isopycnal (kg m‐3)  mean [N] (µmol l‐1)  SD [N] (µmol l‐1)  % Error (SD[N]/mean[N]*100) 
27.10  10.5  1.3  12.4 
27.15  11.4  0.97  8.5 
27.20  12.3  0.72  5.9 
27.25  13.3  0.80  6.0 
27.30  14.0  0.50  3.6 
27.35  14.8  0.65  4.4 
  Mean SD =  1.19   
    Mean Error  =  6.8 %  
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