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Abstract—The modeling of phenomenological structure is a
crucial aspect in inverse imaging problems. One emerging mod-
eling tool in computer vision is the optimal transport framework.
Its ability to model geometric displacements across an image’s
support gives it attractive qualities similar to optical flow methods
that are effective at capturing visual motion, but are restricted
to operate in significantly smaller state-spaces. Despite this
advantage, two major drawbacks make it unsuitable for general
deployment: (i) it suffers from exorbitant computational costs due
to a quadratic optimization-variable complexity, and (ii) it has a
mass-balancing assumption that limits applications with natural
images. We tackle these issues simultaneously by proposing a
novel formulation for an unbalanced optimal transport regular-
izer that has linear optimization-variable complexity. In addition,
we present a general parallelizable proximal method for this
regularizer, and demonstrate superior empirical performance on
novel dynamical tracking applications in synthetic and real video.
Index Terms—Inverse problems, optimal transport, proximal
methods, robust principal components analysis
I. INTRODUCTION
WHILE there has been much progress in inverse imagingfueled by advances in numerical optimization [1],
[2], [3] and theoretical recovery guarantees [4], [5], [6], the
modeling of physical phenomena remains a crucial aspect
in solving such problems. Many inverse imaging problems
(e.g., denoising, deconvolution, inpainting) are cast as op-
timization programs and are solved by exploiting a priori
structure through the construction of meaningful modeling
regularizers. Regularizers that employ `p metrics are often
useful at modeling such phenomena because they efficiently
describe point-wise statistics under fixed grid representations
(e.g., rectangular pixel layout in imaging). However, `p metrics
are sometimes inadequate because they fundamentally lack
the mechanism to capture geometric relationships between
support coordinates. In contrast, the optimal transport (OT)
problem is a framework that explicitly accounts for geometric
relationships by modeling a signal as mass that incurs a cost
to move around its support. Under certain geodesic metrics
(e.g. Euclidean notions of geometry in the support), the OT
framework (e.g., Wasserstein distance) very naturally quanti-
fies uncertainty and deformation. As a result of these attractive
properties, computational approaches to regularization with
OT have found a variety of imaging applications such as
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incompressible fluid flow [7], [8], temporal dynamics of sparse
signals [9], [10], and physical deformation in medical images
[11].
Despite OT’s favorable modeling capabilities, two major
drawbacks exist. First, evaluating OT is traditionally com-
putationally expensive, limiting the state-space size N (e.g.,
number of pixels) in practice. In the most general formulation,
solving OT amounts to solving an LP with N2 variables and
even efficient solvers (e.g., interior-point or simplex methods)
have a computational complexity of O (N3 logN). The recent
computational advances in OT are partially attributed to the
introduction of Sinkhorn distances [12] as an efficient approxi-
mation method that trades-off accuracy for efficiency, reducing
the per iteration costs to O (N2) (see [13] and references
therein). Unfortunately, this trade off can be potentially coun-
terproductive in applications that demand both accuracy and
speed. Under a more restrictive case where the underlying
geodesic metric is assumed to be Euclidean, Beckmann’s
formulation [14] offers an attractive linear variable complexity
similar to Sinkhorn methods but without sacrificing accuracy.
The Euclidean geodesic restriction is arguably a reasonable
modeling assumption in imaging and video, by virtue of the
success of optical flow methods which hold similar assump-
tions. Recently, Beckmann’s OT formulation has been solved
with linear per-iteration costs [15], [16], making them faster
than even convolutional Sinkhorn approaches that have super-
linear costs [17].
The second major drawback of the traditional OT formula-
tion is a modeling deficiency: it restricts applications to the
space of balanced (i.e., fixed) mass systems (e.g., histograms
and incompressible fluids), due to the assumption of conserva-
tion of mass. When applied to images and video, this constraint
is restrictive as intensity invariably changes (e.g., when non-
spherical objects rotate or when luminescence varies). To
tackle this limitation, one may employ strategies such as
partial transport [18], [19], which transports only a limited
amount of mass between the systems, or unbalanced transport
[20], [21], which additionally models statistical properties of
mass growth and decay to account for mass differences.
In this paper, we simultaneously tackle these two specific
drawbacks to extend the applicability of optimal transport
regularization to large-scale inverse imaging problems. Our
first contribution is a novel Beckmann formulation of the
recent unbalanced transport model [20], which has more
descriptive statistics than its partial transport counterpart. This
not only allows us to enrich OT’s modeling capabilities,
it also significantly reduces the number of variables from
O (N2) to O (N) making it tractable for large-scale imag-
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2ing applications. Our second contribution is a parallelizable
and provably convergent iterative proximal algorithm for the
proposed unbalanced-OT Beckmann formulation, facilitating
compatibility with first-order solvers that are a modern staple
in the image processing toolbox. This framework lets us
use the proposed unbalanced-OT as a variational loss in
optimization problems, thereby introducing a new powerful
tool to the variational OT [13, §9] and computational inverse
imaging domains. To illustrate the utility of our proposed
approach, we demonstrate superior reconstruction and support
recovery performance in two computational inverse imaging
applications involving dynamic tracking: (i) an online pixel-
tracking estimation algorithm similar to dynamical methods
such as [22], [23], [9], [10], and (ii) a novel dynamical tracking
method that augments robust PCA [6] with our unbalanced-
OT regularizer, along with a parallel ADMM solver for this
problem.
II. BACKGROUND
A. Optimal Transport
Optimal transport (OT) is a rich mathematical subject [24]
which originated with Monge [25], and was further devel-
oped by Kantorovich [26] into the commonly used Monge-
Kantorovich formulation. In its discretized form, it is a linear
optimization program that minimizes the “effort” required to
transport mass between histograms p and q. Transportation
costs are defined using a ground cost matrix C, whose entries
specify the cost associated with moving one unit of mass
between support locations (i.e., Cij = c(i, j), ∀i ∈ supp(p),
and ∀j ∈ supp(q)). In this paper, we shall assume (without
loss of generality) that p and q are supported over the same
domain to ease notation. Formally, the Monge-Kantorovich OT
is defined as
W(p, q) = min
P≥0
〈P ,C〉 s.t. P1 = p,P>1 = q, (1)
where the notion of “effort” is defined as the product of
mass and ground cost, as captured in the objective. The
inner product here denotes the Frobenius inner product (i.e.,
〈P ,C〉 = ∑ij PijCij). The matrix P ∈ RN×N+ is a doubly
stochastic matrix called the transport coupling, whose entries
Pij denote the amount of mass transported between locations
i and j and whose marginals therefore equate to the given
input histograms (per its constraints, where 1 represents a
vector of ones). Let the i, j-th coordinate in p, q’s support
be denoted by δi, δj , respectively. When c(i, j) = (d(δi, δj))p
for a valid distance function d(·, ·), (1) is also known as the p-
Wasserstein distance raised to the p-th power which we denote
as Wpp (p, q).
Although this definition of optimal transport has a mean-
ingful geometric interpretation, it rules out a wide class of
unbalanced signals (i.e., ‖p‖1 6= ‖q‖1) such as images.
One could apply a naïve normalization strategy to “force”
signals into the simplex but this comes at a risk of violating
potentially important phenomenological considerations. For
example, consider a radar scenario where a target disappears
from one frame to the next: normalization will arbitrarily
and artificially increase energy of other targets to account
for the one that has disappeared. One well-known strategy to
address this issue is called partial transport [18], [27], which
limits its transportation budget to only a fraction of mass in
its arguments (i.e., 1>P1 ≤ min(1>p,1>q)). To convexify
this constraint with respect to p and q, a reformulation was
proposed [10] to control the total transport budget:
Uµ(p, q) = min
P≥0
〈P ,C〉 − µ1>P1
s.t P1 ≤ p, P>1 ≤ q,
1
>P1 ≤ 1>p, 1>P1 ≤ 1>q,
(2)
where the objective’s second term regulates the transport
budget according to parameter µ > 0. Another recent strat-
egy [20], [21] additionally models statistical properties of
unaccounted mass via a mechanism of growth and decay. We
define unbalanced transport as
Vµ(p, q) = min
P≥0
〈P ,C〉+µ(‖P1−p‖pp+‖P>1−q‖pp). (3)
The terms weighed by parameter µ > 0 penalize unaccounted
mass between the marginals of the optimal transport coupling
and the input arguments, which analogously regulates the
transport budget. Although (2) and (3) both possess mecha-
nism to regulate the transportation budget, the `p-norms in (3)
explicitly model growth/decay statistics while (2) models only
the gross growth/decay budget. For this reason and the fact that
(3) has a much simpler optimization (much fewer constraints)
than (2), we focus here on an unbalanced transport strategy.
Optimal transport is notoriously expensive to compute since
each evaluation is itself a linear optimization with O (N2)
variables (i.e., size of P ). Fortunately, Beckmann provided
a reformulation of the optimal transport problem using an
incompressible fluid interpretation [14]. A key assumption
with Beckmann’s reformulation is that ground costs are Eu-
clidean (i.e., d(δi, δj) = ‖δi − δj‖2), corresponding to the
1-Wasserstein distance. Under this geodesic, mass cannot
teleport and must follow straight-line paths between sources
and sinks. As a result, mass transport can be modelled us-
ing a flux field, which dramatically reduces the number of
optimization variables from O (N2) to O (N). Beckmann’s
discrete optimal transport formulation may be stated as
W˜(p, q) = min
M
‖M‖2,1 s.t. div(M)− q + p = 0, (4)
whereM ∈ RN×D denotes a (fluidic) flux field, with D repre-
senting the number of spatial dimensions of the field. For this
paper, we consider (without loss of generality) applications in
imaging, so we let D = 2 and reorganize the columns of M
into Mx,My ∈ Rnx×ny representing the flux fields travelling
in each dimension (with N = nxny). The objective therefore
penalizes the presence of flux as:
‖M‖2,1 :=
N∑
k=1
‖Mk,:‖2 ≡
nx∑
i=1
ny∑
j=1
√
M2x [i, j] +M
2
y [i, j],
where indexing notation between column-major vector sub-
script k ∈ {1, . . . , N} and pixel-wise coordinate indices
i ∈ {1, . . . , nx} and j ∈ {1, . . . , ny} using external brackets
are interchanged according to context. In the constraint, the
3divergence of M , notated as div(M), measures how much a
discrete point in the flux field is a source or a sink:
div(M)k ≡ div(M)[i, j]
:= (Mx[i, j]−Mx[i− 1, j]) + (My[i, j]−My[i, j − 1]),
with zero-flux boundary conditions (i.e., Mx[i, j] =
My[i, j] = 0 if i or j lies outside the support). The constraint
therefore balances all sources and sinks. We note that this
formulation has recently been successfully applied in [15] for
computing the OT cost between large scale images and in
[10] as a dynamical tracking regularizer to estimate streaming
measurements in online fashion.
B. Proximal first order methods
Proximal first order optimization techniques often possess
efficient per-iteration costs (typically parallelizable), along
with reasonable convergence rates (typically at least linear).
For this reason, they have become an indispensable tool
in large scale applications such as inverse imaging [28],
[1]. Some popular proximal first order approaches include
alternating direction method of multipliers (ADMM) [29], the
Douglas-Rachford algorithm [30], and primal-dual methods
[3]. Variable splitting [30], [31] and the proximal point al-
gorithm [32] are fundamental building blocks that underlie
proximal first-order methods, where the idea is to divide a
problem, f(x) =
∑
i fi(xi), into a series of easier subprob-
lems that iteratively converge to the global fixed point. Each
of these subproblems fi are solved with proximal operators,
which are defined as
proxρfi(z) = arg min
z′
{
fi(z
′) +
1
2ρ
‖z − z′‖22
}
,
where fi is any proper, convex, closed function. The quadratic
`2 term (weighed by ρ > 0) serves as a strongly convex
regularizer that ties each of the subproblems to the original
problem, while simultaneously smoothing the subproblem; ρ
can be interpreted as a scalar step size. Due to the highly
iterative nature of first order methods, it is of paramount
importance for the proximal algorithms of each subproblem
to be efficient (e.g., have closed form solutions, or/and have
a separable form that allows it to be solved with parallel
hardware such as general purpose graphic processing units
– GPGPUs). We refer the reader to [33] for an excellent
introductory monograph to the topic.
III. UNBALANCED OPTIMAL TRANSPORT REGULARIZER
In this section, we describe our novel Beckmann formu-
lation of the unbalanced-OT, along with an accompanying
iterative proximal algorithm for efficient implementation with
proximal first order methods.
A. Unbalanced Optimal Transport in Beckmann’s Formulation
We present a novel unbalanced-OT (UOT) program based
upon (3), presented in the style of Beckmann’s formulation.
This proposed approach combines the best of two worlds: (i)
it models important statistical aspects about the unaccounted
mass between unbalanced signals, and (ii) the efficiency of
the Beckmann formulation allows scalability of our method
to large datasets. We define the Beckmann formulation for
unbalanced optimal transport as
V˜µ(p, q) = min
M ,r
‖M‖2,1 + µ‖r‖pp
s.t. div(M)− q + p = r.
(5)
The key difference between this formulation and (4) is that
there now exists a transport residual term r ∈ RN that reflects
the amount of mass that needs to be created or destroyed
(i.e., unaccounted flux divergence) to balance the equality
constraint. To prevent unabated growth and decay of r, we
penalize its magnitude with an `pp norm, where p is chosen
based on statistics of the signal’s support. For example, if p, q
are assumed sparse (i.e., ‖p‖0 ≈ ‖q‖0  N ), we select p = 1
to reflect a kurtotic distribution over the transport residual’s
support, meaning that growth/decay can only occur at a sparse
number of locations. Transportation cost is balanced against
the cost of growth/decay using parameter µ > 0. We remark
that in the same way that (3) is a generalization of (1), (5)
is also a generalization of (4): a large µ drives the transport
residual to a small value, therefore Vµ→∞ → W . We also
note that compared to partial transport [34], its single equality
constraint makes it significantly easier to solve numerically
compared to multiple inequality constraints.
B. Proximal Operator of Unbalanced Optimal Transport
Due to the critical role that proximal operators play in
enabling first order solvers, we turn our attention to deriving
this quantity for V˜µ. This derivation will lead to the proposal
of an associated efficient numerical solver and associated
convergence guarantees.
The proximal operator proxµ
ρV˜ : (R
N ×RN ) 7→ (RN ×RN )
of V˜µ is defined as
proxµ
ρV˜(p0,p1)
= arg min
x0,x1≥0
V˜µ(x0,x1) + 1
2ρ
∥∥∥∥[x0x1
]
−
[
p0
p1
]∥∥∥∥2
2
= arg min
x0,x1≥0,M ,r
‖M‖2,1 + µ‖r‖pp +
1
2ρ
∥∥∥∥[x0x1
]
−
[
p0
p1
]∥∥∥∥2
2
s.t. div(M)− x0 + x1 = r.
(6)
This objective is strongly convex and not everywhere infinite,
so according to proximal operator theory it has a unique
minimizer for every (p0,p1). Recent work [15] demonstrated
that Chambolle-Pock’s first order primal-dual method [3]
efficiently evaluates the balanced OT problem (4). We extend
this result and develop an efficient iterative algorithm to
compute the proximal operator of the unbalanced OT problem
(6). This work, however, departs from [15] in two ways.
First, our work allows the arguments of the (unbalanced)
OT problem to themselves become optimization variables,
thus expanding the applicability of Beckmann OT to the
domain of inverse imaging problems. Second, we propose
to exploit inexact and warm-start strategies that are crucial
4for scalability in inverse applications, allowing 2-3 orders of
magnitude fewer iterations vis-à-vis the standalone Beckmann
problem (i.e., < 10 compared to 103). We note that in the
final preparation of this paper, preliminary work describing
a similar unbalanced-OT formulation in isolation (i.e., not as
part of the general proximal framework we propose here) was
concurrently developed [35]. The Lagrangian of (6) is:
L(M , r,x,a) = ‖M‖2,1 + µ‖r‖pp +
1
2ρ
‖x− p‖22
+ ι+(x) + 〈a,div(M) +Ax− r〉 ,
(7)
where x =
[
x0
x1
]
,p =
[
p0
p1
]
, A = [−I, I], ι+ is an
indicator function of the non-negative orthant, and a ∈ RN is
a Lagrange multiplier. The saddle point to
min
M ,x,r
max
a
L(M , r,x,a) (8)
solves (6), for which the primal-dual method of Chambolle
and Pock generates the following convergent sequence:
M k+1 ← arg min
M
‖M‖2,1 +
〈
ak,div(M)
〉
+
1
2τ1
∥∥M −Mk∥∥2
F
(9)
xk+1 ← arg min
x≥0
1
2ρ
‖x− p‖22 +
〈
ak,Ax
〉
+
1
2τ1
∥∥x− xk∥∥2
2
(10)
rk+1 ← arg min
r
µ‖r‖pp +
〈
ak,−r〉
+
1
2τ1
∥∥r − rk∥∥2
2
(11)
ak+1 ← arg max
a
〈
a, bk+1
〉− 1
2τ2
∥∥a− ak∥∥2
2
, (12)
where bk+1 = 2K(M k+1,xk+1, rk+1) − K(Mk,xk, rk) and
K(M ,x, r) = div(M) +Ax− r.
Updates (9)-(12) all have standard closed-form proximal
algorithms [33]. For (9), we exploit the fact that the pro-
gram is row-wise separable. Denoting each row of M k+1
as mk+1i ∈ R2,∀i = {1, . . . , N}, we apply the `2,1-norm
proximal algorithm (vector-soft shrinkage operator) on each
of its rows:
mk+1i = shrink
`2
τ1(m
k
i − τ1 div∗(ak)i), (13)
where div∗(·) : RN 7→ RN×2 refers to the adjoint of the div(·)
operator and where shrink`2σ (q) = max{‖q‖2− σ, 0} q‖q‖2 .
Next, (10) applies a projection unto the non-negative orthant:
xk+1 = Π+
( ρτ1
1 + ρτ1
p+
1
1 + ρτ1
(
xk − τ1A>ak
))
, (14)
where Π+(q) = max{q, 0}. For (11), we let p = 1 here to
apply a linear penalty on mass growth/decay. Applying an `1
shrinkage operator yields:
rk+1 = shrink`1µτ1(r
k + τ1a
k), (15)
where shrink`1σ (q) = sign(q) max{|q| − σ, 0}. We remark
that the update step for r with p = 2 may be alternatively
derived to be an averaging update. Lastly, (12) is a simple
projection:
ak+1 = ak + τ2b
k+1. (16)
The full algorithm is presented in Algorithm 1.
Algorithm 1 Unbalanced Beckmann OT Proximal Algorithm.
Input: p, M0, x0, r0, a0, µ, ρ, τ1, τ2
Output: M k+1,xk+1, rk+1,ak+1
1: k = 1
2: while not converged do
3: mk+1i ← shrink`2τ1(mki − τ1 div∗(ak)i), ∀i
4: xk+1 ← Π+
(
ρτ1
1+ρτ1
p+ 11+ρτ1 (x
k − τ1A>ak)
)
5: rk+1 ← shrink`1µτ1(rk + τ1ak)
6: bk+1 ← 2K(M k+1,xk+1, rk+1)−K(Mk,xk, rk)
7: ak+1 ← ak + τ2bk+1
8: k ← k + 1
9: end while
Although an explicit parallel implementation (e.g., GPU)
is beyond the scope of this paper, we explain key parallel-
implementation considerations of this algorithm. Similar con-
cepts have been presented in [15] but are included here for
completeness. The div operator (applied in lines 3 and 6)
is a sparse operator that couples pixels, necessitating points
of synchronization at each proximal iteration. For example,
after div∗(ak) is synchronously computed in line 3, lines
3 thru 5 (which are themselves element-wise separable) can
be computed in parallel. The memory complexity of this
algorithm is also linear, since the memory-bottleneck (the div
operator) has an implicit implementation. These properties
make this algorithm amenable for parallelization.
Next, we discuss two aspects of run time that are important
in practical applications: the per-iteration computational cost
and the required number of iterations. The computational
bottleneck is due to the div operator which can be computed in
linear time since it is a sparse matrix containing ≤ 4 nonzero
entries per row. Thus, the per-iteration cost of this algorithm
is linear. Algorithm 1 is intended to be used as a part of a
larger solver (e.g., Algorithm 2 or Algorithm 3), where its
proximal iterations are inner loops within outer loops of the
larger solver. Since a large number of inner loops is undesir-
able, we propose to apply warm-starts and early-termination
strategies. We have found these approaches to significantly
reduce the required number of iterations (demonstrated in
Section IV-B2), allowing its practical run-time to be linear
(verified in Section IV-A1).
We also describe the special case of (6) when one of its
arguments are constant. Let us define the proximal operator
proxµ
ρV˜s : R
N 7→ RN of V˜µ with a constant s ∈ RN in the
first argument as
proxµ
ρV˜s(p) = arg minx
V˜µ(s,x) + 1
2ρ
‖x− p‖22 . (17)
Since this is solved in a similar fashion as above, Algorithm 1
is applied with only with a difference in A and K:
A := I, K(M ,x, r) := div(M)− s+ x− r.
5We conclude this section with an analytic guarantee that
specifies step size conditions for the convergence of Algo-
rithm 1 to the saddle point of (8).
Theorem 1 (Convergence guarantee). Suppose τ1τ2 <
1
λmax(∇2)+3 where λmax(∇2) is the largest eigenvalue of the
discrete Laplacian operator, ∇2. Then the steps in Algorithm 1
produce a series which converges to the saddle point of the
Lagrangian, i.e.,
(Mk, rk,xk,ak)→ (M?, r?,x?,a?),
where (M?, r?,x?,a?) is a solution of (8).
Proof. We proceed by showing that the conditions of Theo-
rem 1 in [3] are satisfied. First, note that we may rewrite (6)
as
L(M , r,x,a) = G(M , r,x) + 〈a,Kb〉 − F (a),
where G(M , r,x) = ‖M‖2,1 + µ ‖r‖pp + 12ρ ‖x− p‖22 +
ι+(x), K = [D,−I, I,−I], D is the matrix corresponding
to the divergence operator, b = [vec(M);x; r] and F (a) = 0.
The functions G and F are proper, convex, and lower semi-
continuous, and K is a linear operator. Note that if λ is an
eigenvalue of a matrix B∗B, then λ + 1 is an eigenvalue
of the matrix B˜∗B˜ where B˜ = [B,±I] (this is easily
verified by noting that if v is the corresponding eigenvector
of B∗B, then [λv;±Bv] is the corresponding eigenvector of
B˜∗B˜). By repeated application of this identity, it follows that
λmax(K) = λmax(D
∗D) + 3. Since DD∗ is the discrete
Laplacian operator, λmax(∇2)+3 is the maximum eigenvalue
of K. Thus, the conditions of [3, Theorem 1] are satisfied
when τ1τ2 < 1λmax(∇2)+3 .
IV. APPLICATIONS IN DYNAMICAL TRACKING
In this section, we demonstrate our unbalanced-OT model as
a regularizer in dynamical tracking applications [23], [9], [34],
[10] that utilize novel models to encourage continuity between
snapshots of time-varying data. We represent snapshots of
target activations with the state vector st ∈ RN where t is
the time index. Targets are assumed mobile and K-sparse over
a gridded support where st evolves dynamically in time and
space via a first-order Markovian relationship through some
function ft
st = ft(st−1) + νt,
where νt ∈ RN captures dynamical innovations (i.e., model
mismatch).
We apply our unbalanced-OT regularizer in two dynamical
tracking settings: (i) causal tracking with streaming measure-
ments in Section IV-A and (ii) robust principal components
(RPCA) [6] for batch settings in Section IV-B.
A. Online dynamical estimation with UOT-regularization
For our first application, we consider the problem of dy-
namically tracking st from streaming measurements
yt = Φtst + ηt,
where ηt ∈ RM represents an iid Gaussian noise model. The
goal in this tracking problem is to accurately recover st at
each time step given Φt and yt.
Classical dynamical tracking methods like the Kalman filter
[36] exploit temporal structure for estimation and inference.
Under a probabilistic maximum a posteriori framework, the
Kalman filter provides the optimal1 estimate of the current
signal under a linear dynamical function (i.e., ft(st−1) =
Ftst−1). Concisely stated, the Kalman filter solves
ŝt = arg min
s
‖yt −Φts‖+ ‖s− Ftŝt−1‖,
which balances an observation term and a prediction term
(using norms that capture noise statistics). The `p losses are
only a sensible design choice under a Lagrangian state-space
representation where each state variable st[i] is itself moving
through a geometric space (e.g., displacement coordinates
of a GPS sensor). A design flaw arises if the state space
is Eulerian-represented (i.e., the support space is gridded
and signals move across its support). When displacement-
variations are expected, it makes sense to pay penalties that
are proportional to support-displacement error, yet `p-norm
penalties are invariant to this, rendering `p-norms ineffective
at support estimation. In spite of this, Eulerian-represented
signals are still of interest because they are extremely effec-
tive when signal-support statistics are known a priori (e.g.,
sparsity statistics [4], [9]). The unbalanced-OT model is a
suitable regularizer that circumvents support-estimation issues,
since it inherently accounts for the geometry of an Eulerian
representation’s support. We note that optimal transport priors
have recently been proposed in inverse imaging problems [11],
[37] as well as prior work in dynamical tracking [9], [34], [10].
We propose a least-squares dynamic filtering formulation
with unbalanced-OT regularization (UOT-DF) under assump-
tions of first-order Markovian dynamics:
ŝt = arg min
s≥0
1
2
‖yt −Φts‖22 + κV˜µ(s, s˜), (18)
where parameter κ > 0 balances between data fidelity (first
term) and dynamics (second term). Here, s˜ = ft(ŝt−1) ∈
RN represents the prediction of the current state, formed
by propagating the previous state forward in time via the
dynamical process ft. The simplicity of this formulation
helps us better understand the behavior of different types
of OT-regularization; specifically, we characterize differences
between balanced-OT and unbalanced-OT in Section IV-A2.
We also propose a formulation based on basis pursuit de-
noising (BPDN) [38], where a sparsity regularizer is addition-
ally included into the objective of (18). We call this formula-
tion the unbalanced-OT regularized BPDN (BPDN+UOT-DF)
ŝt = arg min
s≥0
1
2
‖yt −Φts‖22 + λ ‖s‖1 + κV˜µ(s, s˜), (19)
where parameters λ, κ > 0 balance the ratio between the
objective’s terms. This formulation is a natural progression
from prior art in the sparse tracking literature [23], [9], [34],
which we compare BPDN+UOT-DF against in Section IV-A3.
1Under Gaussian assumptions on the measurement and dynamical noise.
61) ADMM solver for UOT-DF: First, we describe in detail
how our unbalanced-OT Beckmann proximal algorithm may
be applied to efficiently solve problems (18) or (19) within an
ADMM framework [29]. Consider the general problem
min
s≥0
1
2
‖y −Φs‖22 +R(s) + κV˜µ(s, s0), (20)
where R refers to a proper, convex, closed function that
represents a prior (e.g., `1-norm) describing structure in s (e.g.,
sparsity). We apply a variable splitting procedure to formulate
an equivalent problem
min
s=x=z
1
2
‖y −Φx‖22 +R(s) + ι+(s) + κV˜µ(z, s0),
where x, z are splitting variables. Its augmented Lagrangian
is formulated as
L(s,x, z,a, b) = 1
2
‖y −Φx‖22 +R(s) + ι+(s)
+κV˜µ(z, s0) + ρ
2
(
‖x− s+ a‖22 + ‖z − s+ b‖22
)
,
where a, b here are dual variables. From this, ADMM gener-
ates a convergent sequence of iterative updates by successively
solving each primal variable and taking a gradient step in
the dual space. Letting the iteration index be expressed with
superscript k, we have the following updates.
sk+1 ← arg min
s
R(s) + ι+(s) + ρ
2
∥∥s− (xk + ak)∥∥2
2
= proxρR+(x
k + ak).
In this work, we are primarily concerned with two cases (i)
UOT-DF (18) where R(s) = 0 which results in the element-
wise operator proxρR+(q) = Π+(q), and (ii) BPDN+UOT-
DF (19) R(s) = λ ‖s‖1 which results in the element-wise
operator proxρR+(q) = Π+(q − ρ/λ).
xk+1 ← arg min
x
1
2
‖y −Φx‖22 +
ρ
2
∥∥x− (sk+1 − ak)∥∥2
2
= (Φ>Φ + ρI)−1(Φ>y + ρ(sk+1 − ak)).
zk+1 ← arg min
z
V˜µ(z, s0) + 1
2κ/ρ
∥∥z − (sk+1 − bk)∥∥2
2
= proxµ
κ/ρV˜s0
(sk+1 − bk),
where this proximal operator refers to the special case (17)
which is solved with a slight modification to Algorithm 1 as
previously discussed:
ak+1 ← ak + xk+1 − sk+1,
bk+1 ← bk + zk+1 − sk+1.
The full algorithm is presented in Algorithm 2. Line 6
requires an application of Algorithm 1 whose output is a tuple
containing several variables (i.e., z as well as auxiliary/dual
variables). In practice, these variables are initialized to 0 and
cached for subsequent warm-starts. With the exception of lines
5 and 6, all lines within the while loop have linear run-time
complexity. The complexity of line 6 can be reduced to linear
by exploiting warm-starts and early termination. Therefore, the
dominant cost is the matrix inversion step of line 5, which
Algorithm 2 UOT-DF ADMM Algorithm.
Input: y, Φ, s0, κ > 0, µ > 0, ρ > 0
Output: sk+1
1: k = 1
2: sk ← xk ← zk ← ak ← bk ← 0.
3: while not converged do
4: sk+1 ← proxρR+(xk + ak)
5: xk+1 ← (Φ>Φ + ρI)−1(Φ>y + ρ(sk+1 − ak))
6: zk+1 ← proxµ
κ/ρV˜s0
(sk+1 − bk)
7: ak+1 ← ak + xk+1 − sk+1
8: bk+1 ← bk + zk+1 − sk+1
9: k ← k + 1
10: end while
ranges between O (N) (when Φ is diagonal) and O (N2)
(when Φ is dense).
We present results that showcase the scalability of our
unbalanced Beckmann OT proximal algorithm in the applied
context of Algorithm 2. In Figure 1, we measure the time (wall
time) required to solve (18) as a denoising problem (i.e., Φ =
I and R = 0). We generate synthetic problems across prob-
lem sizes N = {82, 162, 322, 642, 1282, 2562, 5122}, where
N refers to the number of pixels. To achieve algorithmic
efficiency of the proximal algorithm in line 6, we employ
warm-starts and terminate after a single iteration (refer to
Section IV-B2 for justification). The stopping criteria of our
ADMM algorithm is:∥∥∥∥[xk+1 − sk+1zk+1 − sk+1
]∥∥∥∥
2
< ε, ρ
∥∥∥∥[xk+1 − xkzk+1 − zk
]∥∥∥∥
2
< ε,
where the primal and dual residuals are respectively less than
ε = 10−3 (see [29, §3.3.1]). We report the number of iterations
required for convergence and the per-iteration wall time,
which validates the main computation advantage of our UOT
proximal algorithm: its linear run-time complexity. Median
values are reported and the experiments were performed on
an Intel 6-core i7 2.60 GHz CPU with 16 GB of RAM.
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Fig. 1. Runtime plots of Algorithm 2 on different problem sizes. The per-
iteration time reflects the linear run-time complexity of our algorithm.
2) Balanced-OT versus unbalanced-OT regularization un-
der mass-changing regimes: To motivate this problem, we
7consider a radar tracking application where targets are rep-
resented as single (pixel) activations that move about inde-
pendently over a fixed grid, and where amplitude-mismatch
occurs between frames in time. OT-regularization depends on
principles of mass-conservation, thus, inference is negatively
affected when such assumptions are violated. We conduct
experiments where the total mass changes between video
frames to better understand the behaviors of balanced- and
unbalanced-OT. We simplify our study by considering the
problem of single-frame reconstruction with an OT-regularizer
min
s
1
2
‖y −Φs‖22 + κT (s, s0), (21)
where y ∈ RM is a noisy observation, ΦM×N is a random
Gaussian matrix (M/N = 0.35), s0 is a dynamical-prior (with
an identity dynamical function, i.e., ft(s0) = s0), and the
OT-regularizer T here takes either OT strategies: (i) balanced-
OT (T = W˜) according to (1) which assumes that the total
mass is equal to that of the prior-frame, and (ii) unbalanced-
OT (T = V˜µ) according to (3) which assumes total amount
of transported mass is regulated by an `pp-norm penalty on
growth/decay of mass, with p = 1 in this experiment.
We set up an illustrative denoising simulation, where sparse
10× 10-pixel images have a total mass that changes between
frames. We allow mass to change under two regimes: mass
growth and mass decay. The goal is to recover the second
frame s from a compressed noisy observation y = Φs + η,
where η ∼ N (0, σ2I). To simplify our empirical analysis, we
assign s0 to be the (uncorrupted) first frame. The rate of mass
change is defined as |1>s − 1>s0|/1>s. Under the growth
regime the intensity of active pixels increase, while they
decrease under the decay regime. Between frames, spatial sup-
port movement of active pixels is randomly assigned according
to a radial Gaussian probability whose mean is one pixel away
from its original location. Algorithm 2 was applied to solve
both methods2 with line 4 assuming proxρR+(q) = Π+(q). An
exhaustive parameter search is performed at each experimental
setting to obtain the optimal performance of each method.
Fig. 2. Qualitative reconstruction performance of OT-regularization schemes
under mass changing regimes. We observe the optimal reconstruction solutions
from denoising with various OT-priors under regimes of mass-growth (top
row) and mass-decay (bottom row). Across both regimes, unbalanced-OT
offers solutions with good support estimation and low relative mean squared
error (rMSE).
2Balanced-OT requires the balanced version of Algorithm 1, which is a
trivial modification: variable r is dropped, andK(M ,x) := div(M)−s+x.
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Fig. 3. Quantitative reconstruction performance of OT-regularization schemes
at varying noise levels (first row) and at varying growth/decay rates (second
row). We subdivide the experiments into categories of mass growth (first
column) and mass decay (second column). Overall, unbalanced-OT has
superior performance across various noise-levels and across various rates
of mass change: unbalanced-OT has a reconstruction error that empirically
lower bounds that of balanced-OT. Especially in mass changing regimes,
unbalanced-OT exhibits significant robustness compared to balanced-OT.
In Figure 2, we inspect their qualitative behaviors. Under
a growth regime, balanced-OT transports insufficient mass
from s0, resulting in a gross under-estimation of its ampli-
tude. Conversely, under the decay regime, too much mass
is transported so excess mass has to “overflow” into neigh-
boring support. In the growth regime, support estimation is
interestingly perfect due to the limited transport budget, while
support estimation is poor in the decay regime due to excess
transport budget. For unbalanced-OT, we observe that it has
similar solutions (though not identical) under both regimes,
with good support estimation and low reconstruction errors.
Reconstruction error is measured using relative mean squared
error (rMSE) computed as ‖ŝ− s?‖22 / ‖s?‖22 for a given
estimation ŝ and ground truth s?; rMSE lies in the range [0,∞]
with 0 representing perfect reconstruction. Unbalanced-OT has
a mechanism that adjusts its transported mass (via parameter
µ) so it does not suffer from mass overflow or underflow issues
of balanced-OT. Furthermore, unbalanced-OT enjoys favorable
support estimation because it allows mass growth/decay at the
individual pixel level. In Figure 3, we quantitatively compare
the reconstruction error of the two OT-regularizers. In the first
set of plots (top row) we vary noise levels (under a fixed mass-
change rate of 0.5), and in the second set of plots (bottom
row) we vary mass-change rates (under a fixed noise level
of σ = 0.1). Across all noise levels and mass-change rates,
unbalanced-OT consistently achieves the best performance.
3) Comparisons to sparse tracking algorithms in an oc-
clusive setting: To highlight advantages of our method, we
compare BPDN+UOT-DF (19) against two methods in the
sparse tracking literature. Specifically, we compare (i) BPDN
with an `1-dynamic regularizer (L1) [39], [40], [41], [23] that
8promotes temporal continuity by penalizing the `1 difference
between the current and previous frames, and (ii) reweighted
`1 dynamic-filtering (RWL1) [23] that robustly promotes
temporal continuity by propagating higher order statistics in
Markovian fashion.
This simulation differs from the previous one of Figure 2
in two ways. First, we consider the more realistic scenario
where a longer video are estimated in an online fashion.
Here, the reconstructed estimate of the previous frame serves
as the signal prior for the next frame; only the prior to
the first frame is seeded with the ground truth. Second, we
introduce an occlusive region in the middle of each frame
to study how various algorithms cope with extremely sharp
temporal discontinuities when active pixels ‘appear/disappear’
from behind the occlusion. Individual pixel intensities are
otherwise kept constant across frames.
In Figure 4, we illustrate using a representative simulation
that UOT produces the best reconstructions both quantitatively
(lowest rMSE) and qualitatively. Compared to the other meth-
ods, UOT’s flat and smooth quantitative error profile reflects
its ability to effectively smooth temporal information. This
property provides robustness against isolated corrupted frames
that are reflected as error spikes in the competing methods.
Although BOT also initially demonstrates a similar smoothing
ability, its reconstruction is no longer accurate when the total
observed mass contracts (after frame 6).
B. Robust PCA with UOT-regularization
For our second application, we consider an ill-posed joint
separation and inverse problem where the goal is to sep-
arate a superposition of signal S and clutter (or back-
ground/interference) L embedded in noisy measurements Y .
A similar dynamical propagation model (as previously de-
scribed) is assumed between consecutive frames of S =
[s1, . . . , sT ] ∈ RN×T , while clutter is denoted with L =
[l1, . . . , lT ] ∈ RN×T where rank(L) = R ≤ min(N,T ).
Measurements Y = [y1, . . . ,yT ] ∈ RM×T are captured by
the model
yt = Φt(st + lt) + ηt, t = 1, . . . , T,
where Φt ∈ RM×N is the measurement matrix, and ηt ∈ RM
denotes iid Gaussian measurement noise. Unlike the online na-
ture of (18), this application requires a batch of time-windowed
data to capture sufficient information so that clutter can be
differentiated from the sparse signals. To solve this problem,
we employ a framework called robust principal components
analysis (RPCA) to separate S from L, and augment it using
our unbalanced-OT model to exploit dynamical continuity
between the adjacent frames of S.
RPCA separates data X comprising of a superposition of
sparse outliers S and a low-rank component L via
min
S,L
‖S‖1 + γ‖L‖∗ s.t. X = S +L, (22)
where ‖S‖1 =
∑
ij |Sij | and ‖L‖∗ refers to the nuclear
norm, (i.e., sum of magnitudes of L’s singular values) with
some parameter γ > 0. It was shown in [6], [42] that under
incoherence and randomness conditions on S and L, solving
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Fig. 4. Qualitative and quantitative reconstruction performance of BPDN
augmented with various dynamical priors in an occlusive setting. The top
row displays frames of random target motion in a scene that contains a
vertical (darkened) occlusive region (only light gray regions are visible
to the observer). The second row shows the (uncompressed) observations
whose occlusive regions have been subtracted (before noise is added). The
following rows show a sample of reconstructed frames from four sparse
tracking methods: BPDN with unbalanced-OT (UOT), BPDN with balanced-
OT (BOT), BPDN with `1 (L1), and reweighted `1 dynamical filtering
(RWL1). The quantitative plot shows the per-frame reconstruction using the
relative mean squared error (rMSE) metric. Qualitatively and quantitatively,
UOT is the superior method.
(22) with parameter γ =
√
max(N,T ) recovers S and L
with high probability, provided S is sufficiently sparse and L
is sufficiently low-rank. A relevant application to this work is
video surveillance [6], where video frames are packed into
the columns of X . In this scenario, L corresponds to the
stationary background while S captures moving objects in the
foreground. A rich literature has developed around the idea
of sparse and low-rank decompositions [43]. One branch of
work focuses on enforcing additional structure on the sparse
component to encourage solutions that vary continuously over
time, for example by employing optical flow based methods
[44] or Markov Random Fields [45]. However, these methods
assume full access to the original video frames and would
require non-trivial adaptations to allow recovery in the context
of an inverse problem.
In this work, we extend the stable formulation of RPCA
9[46] with linear measurements [47]
min
S,L≥0
1
2
T∑
t=1
(‖yt −Φt(st + lt)‖22)
+ λ‖S‖1 + γ‖L‖∗,
(23)
and show how our unbalanced-OT model can easily be incor-
porated to use optimal transport as a continuity regularizer on
the sparse component. Specifically, we propose robust PCA
with UOT-regularized dynamic-filtering (RPCA+UOT-DF):
min
S,L≥0
1
2
T∑
t=1
(‖yt −Φt(st + lt)‖22)
+ λ‖S‖1 + γ‖L‖∗ + κ
T−1∑
t=1
V˜µ(st, st+1).
(24)
The first term is a data fidelity term, the second term a sparsity
prior, the third term a low-rank prior, and the last term the
unbalanced-OT regularizer that promotes temporal coherence
across the sparse frames of the signal. Applying the theory
in [42] allows us to reduce one parameter due to the relation
γ/λ =
√
max(N,T ).
1) ADMM solver for RPCA+UOT-DF: RPCA+UOT-DF
may be interpreted as a massive variational OT problem where
T − 1 OT problems of size N are simultaneously solved:
this has a traditional per-iteration computational complexity
of O (N3 logN). To make this problem tractable, we propose
a proximal first order method based on ADMM [29] to solve
(24), and in so doing, highlight the superior O (N) complexity
of our unbalanced-OT Beckmann proximal algorithm. To
begin, we perform variable splitting on (24) to formulate an
equivalent problem
min
1
2
T∑
t=1
(‖yt −Φtxt‖22)+ λ‖S‖1 + γ‖T ‖∗
+ ι+(S) + ι+(L) + κ
T−1∑
t=1
V˜µ(zt,wt+1)
s.t. X = S +L, T = L,
zt = st, wt+1 = st+1, t = 1, . . . , T − 1,
where X,T ,Z,W are auxiliary variables. Introducing mul-
tiplier variables A,B,C,D, the augmented Lagrangian is
L(S,L,X,T ,Z,W ,A,B,C,D) = 1
2
T∑
t=1
(‖yt −Φtxt‖22)
+λ‖S‖1 + γ‖T ‖∗ + ι+(S) + ι+(L) + κ
T−1∑
t=1
V˜µ(zt,wt+1)
+
ρ
2
(
‖X − S −L+A‖2F + ‖L− T +D‖2F
+
T−1∑
t=1
‖zt − st + bt‖22 + ‖wt+1 − st+1 + ct+1‖22
)
,
noting that matrices are expressed with upper-case bold letters
while lower-case bold letters refer to their respective columns
(with index denoted by subscript t). ADMM generates a
convergent sequence of updates by successively solving for
each variable per iteration. The updates are as follows.
sk+1t ← arg min
s≥0
λ‖s‖1 + ρσt
2
∥∥s− kk+1t /σt∥∥22
= shrink`1λ/ρσt(k
k+1
t /σt),
where kk+1t = (x
k
t −lkt +akt )+ωzt (zkt +bkt )+ωwt (wkt +ckt ) and
σt = 1 + ω
z
t + ω
w
t , with ω
z
t = ω
w
t+1 = 1 for t = 1, . . . , T − 1
and 0 otherwise.
Lk+1 ← arg min
L≥0
∥∥L−Kk+1∥∥2
F
= Π+(K
k+1),
where Kk+1 = 12 (T
k −Dk +Xk − Sk+1 +Ak).
xk+1t ← arg min
x
‖yt −Φtx‖22 + ρ
∥∥x− kk+1t ∥∥22
= (Φ>Φ + ρI)−1(Φ>t yt + k
k+1
t ),
where kk+1t = s
k+1
t + l
k+1
t − akt .
T k+1 ← arg min
T
γ ‖T ‖∗ +
ρ
2
∥∥T − (Lk+1 +Dk)∥∥2
2
= shrink∗γ/ρ(L
k+1 +Dk),
where the singular value thresholding operator is given by
shrink∗σ(X) = Ushrink
`1
σ (Σ)V
>, where X = UΣV > is
any singular-value decomposition.[
zk+1t
wk+1t+1
]
← arg min
z,w
(
κV˜µ(z,w)
+
ρ
2
∥∥∥∥[zw
]
−
[
sk+1t − bkt
sk+1t+1 − ckt+1
]∥∥∥∥2
2
)
= proxµ
κ/ρV˜(s
k+1
t − bkt , sk+1t+1 − ckt+1).
Ak+1 ← Ak +Xk+1 − Sk+1 +Lk+1
Dk+1 ←Dk +Lk+1 − T k+1
bk+1t ← bkt + zk+1t − sk+1t , ∀t = 1, . . . , T − 1
ck+1t+1 ← ckt+1 +wk+1t+1 − sk+1t+1, ∀t = 1, . . . , T − 1.
The full algorithm is presented in Algorithm 3. Each update
has linear run-time complexity with the exception of lines 9
and 10. The dominant cost per iteration comes from evaluating
the singular value thresholding operator in line 10, which can
be mitigated by applying either a partial or approximate SVD
[6]. Line 9 solves T inverse problems; its complexity depends
on how Φt’s are structured (O (TN) if diagonal, O
(
TN2
)
if
dense with prefactorization).
2) Efficiency of proximal Beckmann in ADMM implementa-
tion of RPCA+UOT-DF: Proximal algorithms have maximal
utility when they can be computed efficiently (i.e., closed form
solutions at best, and iterative at worst). Although the proposed
Beckmann proximal algorithm of Section III-B is iterative,
we submit that it can still be extremely efficient by applying
standard strategies such as:
• warm starts – instead of restarting the Beckmann prox-
imal algorithm at each ADMM iteration, we warm-start
it using its state from the previous ADMM iteration, and
• inexact updates (early termination) – rather than solv-
ing the proximal algorithm to high precision, we only
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Algorithm 3 RPCA+UOT-DF ADMM Algorithm.
Input: {yt,Φt}Tt=1, λ, γ, κ, µ, ρ
Output: Sk+1, Lk+1
1: k = 1
2: Sk ← Lk ←Xk ← T k ← Zk ←W k ← Ak ← Bk ←
Ck ←Dk ← 0
3: while not converged do
4: ωzt ← ωwt+1 = 1 for t = 1, . . . , T − 1 and 0 otherwise
5: kk+1t ← (xkt − lkt +akt )+ωzt (zkt +bkt )+ωwt (wkt +ckt )
6: σt ← 1 + ωzt + ωwt
7: sk+1t ← shrink`1λ/ρσt(kk+1t /σt), ∀t = 1, . . . , T
8: Lk+1 ← 12Π+(T k −Dk +Xk − Sk+1 +Ak)
9: xk+1t ← (Φ>t Φt + ρI)−1(Φ>t yt + sk+1t + lk+1t − akt ),
∀t = 1, . . . , T
10: T k+1 ← shrink∗γ/ρ(Lk+1 +Dk)
11: (zk+1t ,w
k+1
t+1)← proxµκ/ρV˜(s
k+1
t − bkt , sk+1t+1 − ckt+1)
12: Ak+1 ← Ak +Xk+1 − Sk+1 +Lk+1
13: Dk+1 ←Dk +Lk+1 − T k+1
14: bk+1t ← bkt + zk+1t − sk+1t , ∀t = 1, . . . , T − 1
15: ck+1t+1 ← ckt+1 +wk+1t+1 − sk+1t+1, ∀t = 1, . . . , T − 1
16: k ← k + 1
17: end while
partially solve it by terminating it early after a fixed
(predetermined) number of iterations.
To empirically demonstrate the benefits of the above strategies,
we apply them to our proposed Beckmann proximal algorithm
within the ADMM framework of the RPCA+UOT-DF solver
described in Section IV-B1. In Figure 5 we inspect the com-
putational complexity associated with ADMM as a function of
solution exactness (i.e., accuracy) of the Beckmann proximal
algorithm. Exactness here is implied by the number of fixed
iterations we let it run (i.e., more iterations imply a more
exact solution). To measure the computational complexity of
ADMM, we count the number of ADMM iterations required
for it satisfy the following stopping criterion: the primal and
dual residuals (defined [29, §3.3]) must both reach a value
less than 10−4. Additional % of ADMM iterations (y-axis)
is defined as |b(k) − b(30)|/b(30), where b(k) refers to the
recorded number of ADMM iterations at convergence, while
k refers to the number of fixed Beckmann proximal iterations
(x-axis). We use b(30) as our baseline since convergence
of the proximal algorithm is observed at this value of k.
Unsurprisingly, our results demonstrate that that ADMM’s
computational complexity decays as a function of proximal
solution exactness. However, even at the upperbound (a single
proximal iteration), the overall ADMM complexity is inflated
by merely 1%. This suggests that our proximal algorithm can
be very efficient when used with these strategies.
3) RPCA+UOT-DF performance on synthetic data: To
motivate this section’s synthetic data example, consider now a
radar scenario where targets are to be recovered from under-
determined linear measurements and there exists both additive
noise as well as interference (e.g., from other transmitters)
that must be separated out. We characterize RPCA+UOT-DF
(p = 1) on synthetic data generated under this scenario using
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Fig. 5. Additional ADMM computational cost (expressed as a percentage
over the minimum possible number of ADMM iterations) as a function of
proximal iterations. When warm-starts and early-termination strategies are
applied, we see that even in worst case (just 1 proximal iteration), overall
costs increase by merely 1%.
the following procedure. The matrix S = [s1, . . . , sT ] is a
sparse matrix whose columns st ∈ RN+ are vectorized n × n
images (N = n2). We begin by generating K active pixels
(targets) in s1 then, for each consecutive frame, randomly
move them in similar fashion as described in Section IV-A2.
The top row of Figure 6 illustrates how the ground truth is
generated on a simple dataset with 10× 10 pixels× 6 frames.
L = [l1, . . . , lT ] is generated by multiplying two low-rank
matrices UV >/4R where U ∈ RN×R+ and V ∈ RT×R+
are matrices of rank R ≤ min(N,T ), and whose entries
are distributed as Uij , Vij ∼ Uniform(0, 1). Φt ∈ RM×T
have entries that are randomly generated from an iid nor-
mal distribution with a variance of 1/M . The observation
matrix Y = [y1, . . . ,yT ] consists of columns produced by
yt = Φt(st + lt) + ηt, with noise ηt ∼ N (0, σ2I).
In our experiments, we compared against three other algo-
rithms: (i) robust PCA (RPCA) [6] to serve as a benchmark,
(ii) RPCA with a balanced-OT regularizer (RPCA+BOT-DF),
and (iii) RPCA with an `1 dynamical filter (RPCA+L1-DF)
as a cheap dynamical filtering alternative to OT methods.
Since there currently exists no sparsity-based dynamically-
aided RPCA competitors in the literature, these algorithms
act as hypothetical contenders. For this solver, we replace the
unbalanced-OT prior in (24) with
∑T−1
t=1 ‖b(st) − b(st+1)‖1
where b(·) refers to a Gaussian blurring convolution operator
with a 3 × 3 kernel since we do not expect targets to travel
too far in this simulation. For RPCA+BOT-DF, we replace
the unbalanced-OT prior in (24) with a balanced-OT prior
(5). All methods are implemented in ADMM [29] with the
following stopping criteria: primal and dual residuals must
both be ≤ 10−4 or a maximum of 5000 iterations are reached.
In terms of performance metrics we used: (i) relative MSE
(rMSE) to measure the normalized `2 reconstruction error, and
(ii) F1 score to measure accuracy of estimated support. The F1
score (also called the Sørensen-Dice coefficient) is computed
as the harmonic mean between precision and recall of recon-
struction and ground truth masks (using a threshold set at an
intensity of 0.05) and computed as 2(‖m? ∩ m̂‖0)/(‖m?‖0+
‖m̂‖0), where mi = 1 if xi ≥ threshold and 0 otherwise,
and ‖·‖0 refers to the cardinality of the argument. F1 score
lies between 0 and 1, with 1 representing perfect support
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estimation. Experimental plots show aggregated results from
20 randomly generated trials, with the markers displaying the
median and error bars denoting the 25th to 75th quantiles.
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Fig. 6. Qualitative example of reconstruction of sparse targets from compres-
sive measurements. Row labels starting from top: ground truth, robust PCA’s
reconstruction, RPCA+L1-DF’s reconstruction, RPCA+BOT-DF’s reconstruc-
tion, (proposed) RPCA+UOT-DF’s reconstruction. While robust PCA is quite
successful at reconstructing the sparse targets, it is prone to severe error
(frames 1, 3, 4, 5). Incorporating an optimal transport regularizer enforces
temporal consistency across frames, significantly improving reconstruction
performance, especially in accuracy of support.
Figure 6 qualitatively compares the application of our algo-
rithm against the benchmark RPCA. RPCA generally experi-
ences more noise throughout the reconstruction, and occasion-
ally gross corruption (e.g., frames 1 and 5). RPCA+L1-DF’s
sparsity prior on frame differences provides some advantage in
support estimation (frame 3 is improved compared to RPCA),
yet it is still prone to gross errors (frame 5). RPCA+BOT-DF
similarly shows improvement over RPCA, however we observe
mass-overflow effects that were previously also observed in
Section IV-A2. In contrast, RPCA+UOT-DF demonstrates re-
markable robustness and demonstrates significantly improved
support estimation over the other algorithms.
Next, we run a series of experiments that characterize the
performance of the proposed algorithm in comparison to other
algorithms. To this end, the following simulation parameters
are varied: (i) the Gaussian noise in the measurements, (ii)
the compression ratio M/N of the measurement matrix Φ ∈
RM×N , (iii) the number of sparse targets K (iv) the rank of
the low-rank interference component L, and (v) the number
of frames in a batch T . For each each simulation setting, all
solvers are tuned by searching for the optimal parameters (e.g.,
λ, κ, µ) via a (logarithmic space) pattern search algorithm [48],
with the low-rank weight assigned as γ = λ
√
max(N,T ).
Unless explicitly varied in each experiment, our baseline
parameters are: noise-level σ = 0.001, compression ratio
M/N = 0.6, sparsity of K = 5 pixels, clutter rank of R = 1,
and rate of mass change of 1 over the intensity range of
0.5 to 1.5. In figure 7, we see that the proposed algorithm
has superior performance over the other algorithms over all
three metrics, especially in its ability to accurately recover
the support. In the first column of plots, we observe that
unbalanced-OT is most effective when noise is low (σ < 0.1),
since reconstruction suffers when noise rather than signal is
the subject of transportation. In the second column of plots,
we observe a region of significant support accuracy advantage
(M/N < 0.5) despite marginal rMSE advantage over other
algorithms. The third column of plots showcases unbalanced-
OT’s advantage in sparse regimes: it exploits sparsity to
register targets and provide regularization structure. In the
fifth column of plots, we observe that unbalanced-OT has
superior sample complexity, since dynamical correlations are
more accurately described by our model. Finally, we see that
although RPCA+BOT-DF and RPCA+UOT-DF shares similar
formulations, and similar solve times (fifth row), the simple
unbalanced modification obtains a significant performance
gain.
4) Qualitative performance on real video data: Finally, we
evaluate performance on a video sequence of a person walking
through an indoor scene. The snippet consists of 2 seconds of
footage recorded at 30 frames per second and is downsampled
to a resolution of 95× 160 pixels (T = 60 and N = 15, 200).
We highlight the fact that OT-regularized problems of this size
were simply intractable before our proposed proximal method.
In such practical applications, the foreground component may
be darker or lighter than the background, so we must modify
the RPCA+UOT-DF formulation to remove the S ≥ 0 con-
straint. Since the OT formulation takes nonnegative signals as
its inputs, we decompose the sparse component into positive
and negative components (in similar fashion as [10], [49],
[50], [51]) S = S+ − S− with S+,S− ≥ 0 and add an OT
regularization term for each component. The RPCA+UOT-DF
objective function then becomes
min
S+,S−,L≥0
1
2
T∑
t=1
(‖yt −Φt(s+t − s−t + lt)‖22)
+ λ(‖S+‖1 + ‖S−‖1) + γ‖L‖∗
+ κ
T−1∑
t=1
(
V˜µ(s+t , s+t+1) + V˜µ(s−t , s−t+1)
)
.
(25)
In these simulations, we observe linear random projections
measurements (in this case, severely compressed with M/N =
0.15) and use RPCA (23), RPCA+L1-DF and RPCA+UOT-
DF (25) to extract the moving person from the background
scene. As before, pattern search was employed in the selection
of algorithm parameters. However, to avoid the prohibitive
computation time required to optimize directly with the full
resolution data, parameters were chosen by first using pattern
search on heavily downsampled data to obtain an approxima-
tion to the optimal parameter set, and then fine-tuned manually
using the original data. Unlike previous simulations, we found
that the relationship γ = λ
√
N did not yield optimal results, so
λ and γ were selected independently. Figure 8 shows several
example frames which demonstrate how the UOT regularizer
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Fig. 7. Performance of proposed algorithm (RPCA+UOT-DF) compared against other RPCA algorithms on synthetically generated data. To understand the
algorithm’s performance, we vary experimental simulation parameters such as: observation noise (first column), compression rate (second column), number of
sparse targets (third column), rank of interference component (fourth column), number of frames in a batch (fifth column). The empirical performance limit
of all algorithms is discovered by optimizing each algorithm to minimize reconstruction error from 20 independent random trials, as measured by its relative
mean square error (rMSE). In all plots, we report the metric’s trial median using a marker, while error bars denote the 25th to 75th quantiles. Our algorithm’s
main advantage is its significantly superior target support estimation (first row of plots), as measured using F1 score of target masks. The proposed algorithm
also demonstrates superior performance under the metrics such as rMSE of the sparse component (second row), and rMSE of the low-rank component (third
row). Finally, we note that algorithm’s superior performance is obtained at comparable computational cost to the balanced-OT regularizer (fourth row).
enables successful recovery even after compression. RPCA
misses the foreground almost entirely, while RPCA+L1-DF
yields only a crude estimate due to the inability of the `1
dynamics regularizer to effectively capture continuity in the
sparse component. Similarly, RPCA+BOT-DF fails to cope
with the changing mass as the subject enters the frame and
walks through the scene.
V. SUMMARY
In this paper, we propose a novel regularizer for inverse
imaging problems based on recent advances in optimal trans-
port. We empirically demonstrate that our unbalanced optimal
transport regularizer, when cast in Beckmann’s formulation,
is not only tractable for large scale imaging but also has
crucial unbalanced modeling features that overcome limita-
tions of traditional optimal transport constraints. In addition,
we propose a parallel proximal algorithm for this regularizer
to allow it to be used with first order solvers for large-
scale imaging applications. To demonstrate the efficacy and
efficiency of our method and solver, we focused on target
tracking applications in online and batched settings because
temporal and spatial continuities are well modelled using our
proposed regularizer. We characterize our method against other
benchmarks on a synthetic dataset, and demonstrate superiority
at reconstructing dynamical signals. These promising results
indicate that real-time extensions of this work using parallel
hardware implementations (e.g., ASIC, FPGA, GPU) will
be a fruitful path for future work. Lastly, we qualitatively
demonstrate the efficacy of our method at recovering a moving
subject from compressive measurements of real video data.
While our RPCA+UOT method in Section IV-B4 is a suc-
cessful proof of concept, it may be unable to handle rapid
changes in relative darkness/lightness between the foreground
and background; for future work, richer OT models should
therefore be developed to handle mass transfer between the
positive and negative components.
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