In this paper, we study the rate of convergence for the iterative combinations of a certain family of linear positive operators in terms of higher-order integral modulus of smoothness. We have used the technique of linear approximating method, namely Steklov mean, to prove the main result. In the end, we propose some other sequences of linear positive operators and obtain the recurrence formulae for the central moments, Voronovskaja type asymptotic formulae and error estimations.  2004 Elsevier Inc. All rights reserved.
Introduction
Very recently, Srivastava and Gupta [8] defined a certain family of linear positive operators, which include some well-known operators as special cases, they estimated the rate of convergence for functions of bounded variation. For f ∈ L p [0, ∞), p 1, the mixed summation-integral type operators (see, e.g., [2, 5] ) discussed in this paper are defined as
where
δ(t) being Dirac delta function, and
It has been easily verified that the operators V n are linear positive operators. It turns out that the order of approximation by these operators is at best O(n −1 ), n → ∞, howsoever smooth the function may be. Thus to improve the order of approximation, we may consider some combinations of the operators (1) . In this context, the linear combinations of the operators V n were recently considered in [2] for improving the order of approximation. Yet another approach for improving the order of approximation is the iterative combinations due to Micchelli [7] , who improved the order of approximation of Bernstein polynomials; the results of [7] were later sharpened in [3] . One cannot apply the iterative combinations easily for all linear positive operators; for example, in the sequence of operators (see [1, 6, 8] ) t is not mapped exactly to x, so it is much more difficult to handle the iterative combinations for the operators discussed in these papers. But for the operators (1), we have V n (t − x, x) = 0, which is the interesting property of these operators V n , thus one can consider the iterative combinations of (1) to improve the rate of convergence. Here we consider the iterative combinations V n,k (f, x) of the operators V n , which for f ∈ L p [0, ∞) are defined as
where V r n denotes the rth iterate (superposition) of the operator V n . It is obvious that Bernstein polynomials (summation type operators) are as such not L p approximation methods. Nevertheless several linear positive operators of summation type have been appropriately modified to become L p -approximation methods. The operators studied in the present paper make it possible to approximate pth (1 p < ∞) power Lebesgue integrable functions on [0, ∞). This, along with the application of iterative combinations V n,k of the operators V n , motivated us to study in this direction. Several other approximation properties on some summation-integral type operators were studied in [1, 5, 6] , etc.
In the present paper, we consider iterative combination due to Micchelli for the operators V n defined by (2) and obtain an error estimate in terms of higher-order integral modulus of smoothness in L p -norm. In the end, we propose some other mixed summation-integral type operators and give their central moments in the form of recurrence relations.
Auxiliary results
In this section we mention some basic lemmas. 
Furthermore, the following recurrence relation holds:
It follows from the above recurrence relation that 
For q = 1, µ
Lemma 2. There holds the following relation:
Lemma 3. We have
Proof. The proof of the above lemma easily follows by using the principle of mathematical induction and Lemma 2. 2
By direct application of Lemmas 2 and 3, we have
where V n,k is the iterative combination defined by (2) . Throughout the present paper, we consider 0
, then for n sufficiently large, we have
where the constants C 1 and C 2 are independent of f and n.
Proof. First let p > 1. By the hypothesis, for all t ∈ [0, ∞) and x ∈ I 2 , we have
where φ(t) denotes the characteristic function of I 1 and
Applying (4) and the interpolation property due to Goldberg and Meir [4] , we obtain
.
To estimate E 2 , let H f be the Hardy-Littlewood maximal function [9] of f (2k) on I 1 . Using Holder's inequality and Lemma 1, we have
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. Applying Holder's inequality and Lemma 1, we have
Finally, by Fubini's theorem, we obtain
also by the interpolation property [4] , we have
Thus
Combining E 1 , E 2 and E 3 , we get (5). Next suppose p = 1. By the hypothesis, for almost all x ∈ I 2 and for all t ∈ [0, ∞), we have
Applying Lemma 1 and the interpolation property due to Goldberg and Meir [4] , we have
Next, for the estimation of H 2 we proceed as follows:
For each n there exists a nonnegative integer r = r(n) 
Applying Lemma 1 and using Fubini's theorem, we obtain
Finally we estimate H
Applying Lemma 1 and the interpolation property due to Goldberg and Meir [4] , the second term in the right-hand side of the above expression is bounded by
The first term is estimated as follows. For t sufficiently large there exist positive constants C 16 and C 17 satisfying the condition
Therefore, using Fubini's theorem and Lemma 1, we have
Collecting the estimates of H 1 , H 2 and H 3 , the required estimate (6) follows. 2
Error estimation
We first define the linear approximating method viz. Steklov mean which is the main tool to prove the error estimation.
Let f ∈ L p [a, b], 1 p < ∞, then for sufficiently small η > 0 the Steklov mean f η,m of mth order corresponding to f is defined by
where u = 
where K i 's (i = 1, 2, 3, 4) are certain constants independent of f and η.
where C 20 is a constant independent of f and n.
Proof. By linearity property, we have
First we estimate ∆ 1 , let χ(t) be the characteristic function of the interval I 3 . Thus 
Remark 2.
It is observed that the mixed summation-integral type operators are easier to construct but each of these operators have different properties in approximation theory. It may be remarked here that the above mentioned operators S n , P n and B n are linear positive operators, but we cannot apply the iterative combinations for these operators the reason is mentioned in the introduction. Therefore, for these operators we cannot obtain the result analogous to our Theorem 1. Also as another example we cannot obtain the rate of convergence for bounded variation functions easily for the above mentioned operators analogous to the results of [6, 8] . The main problem is that one cannot find a relation between summation and integration having different basis functions. These problems are still unresolved and these may be treated as open problems for the readers.
