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Abstract
We are given a sequence of items that can be packed into m unit size bins. In the classical
bin packing problem we 1x the size of the bins and try to pack the items in the minimum
number of such bins. In contrast, in the bin-stretching problem we 1x the number of bins and
try to pack the items while stretching the size of the bins as least as possible. We present two
on-line algorithms for the bin-stretching problem that guarantee a stretching factor of 5=3 for
any number m of bins. We then combine the two algorithms and design an algorithm whose
stretching factor is 1:625 for any m. The analysis for the performance of this algorithm is tight.
The best lower bound for any algorithm is 4=3 for any m¿2. We note that the bin-stretching
problem is also equivalent to the classical scheduling (load balancing) problem in which the
value of the makespan (maximum load) is known in advance. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction
The on-line bin-stretching problem is de1ned as follows. We are given a sequence
of items that can be packed into m bins of unit size. We are asked to pack them in an
on-line fashion minimizing the stretching factor of the bins. In other words, our goal
is to stretch the sizes of the bins as least as possible to 1t the sequence of items. A
bin-stretching algorithm is de1ned to have a stretching factor  if for every sequence
of items that can be assigned to m bins of a unit size, the algorithm assigns the items
to m bins of size of at most .
 A preliminary version of this paper appears in the proceedings of RANDOM’98, 1998, pp. 71–81.
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The following 1le allocation problem is an example of a bin-stretching problem.
Consider a case in which a set of 1les are stored in a system of m unit capacity
servers. The 1les are sent one by one to a remote system of m servers in some order.
The only information the remote system has about the 1les is that they were originally
stored in m servers of unit capacity. Our goal is to design an algorithm that can assign
the arriving sequence of 1les in the remote system with the minimum capacity required.
An algorithm for our problem whose stretching factor is  can assign the sequence of
jobs to servers of capacity .
Bin stretching is somewhat related to the bin-packing problem [10, 13, 18]. In both
cases all the items are to be packed in bins of a certain size. However, in bin packing
the goal is to minimize the number of bins while in bin stretching the number of bins
is 1xed and the goal is to minimize the stretching factor of the bins. Hence, results
for bin packing do not seem to imply results for the bin-stretching problem.
It is natural to view the bin-stretching problem as scheduling (load-balancing) prob-
lem. In the classical on-line scheduling (load-balancing) problem there are m identical
machines and n jobs arriving one by one. Each job has some weight and should be
assigned to a machine upon its arrival. The load of a machine is the sum of the weights
of the jobs assigned to it. The objective of an assignment algorithm is to minimize the
makespan, i.e. the maximum load over all machines. In the bin-stretching problem we
have the additional information that the optimal makespan is some known value and
the goal is to minimize the makespan given this information.
It is clear that an upper bound for the classical scheduling (load-balancing) problem
is also an upper bound for the bin-stretching problem since we may ignore the knowl-
edge of the optimal makespan. The classical scheduling problem was 1rst introduced
by Graham [14, 15] who showed that the greedy algorithm has a performance ratio
of exactly 2 − 1=m where m is the number of machines. Better algorithms and lower
bounds are shown in [7–9, 11, 12, 19, 21]. Recently, Albers [1] designed an algorithm
whose performance ratio is 1:923 and improved the lower bound to 1:852.
The only previous result on bin-stretching is for two machines (bins). Kellerer et al.
[20] showed that the performance ratio is exactly 4=3 for two machines. For m¿2
there were no algorithms for bin stretching that achieve a better performance than
those for scheduling. In this paper we provide for the 1rst time algorithms for
bin stretching on arbitrary number of machines (bins) that achieve better bounds
than the scheduling=load-balancing results. Speci1cally, we show the following
results:
• Two algorithms for the bin-stretching problem whose stretching factor is 5=3 for any
number m of machines (bins).
• An improved algorithm which combines the above two algorithms whose stretching
factor is 1:625 for any number m of machines (bins). Our analysis for the stretching
factor of this algorithm is tight (for large m).
• For a 1xed number m¿3 we get an upper bound (5m− 1)=(3m+1) which is better
than 1:625 for m620.
Y. Azar, O. Regev / Theoretical Computer Science 268 (2001) 17–41 19
• Also, we easily extend the lower bound of 4=3 on the stretching factor of any
deterministic algorithm for m=2 for any number m¿2.
Observe that the additional information that bin stretching has over the scheduling
problem really helps in improving the performance of the algorithms. Moreover, our
upper bounds for the bin-stretching problem are lower than the lower bounds for
the classical load-balancing problem for all m¿2 and this fact separates the two
problems.
Note that the notion of stretching factor has been already used for various problems
and, in particular, for scheduling. A paradigm that is used for attacking many of the
oL-line and on-line problems is to design algorithms that know an upper bound on
the value of the optimal algorithm. Binary search for the optimal value is used in the
oL-line setting. In fact, this is the way that scheduling is reduced to bin stretching
by the polynomial approximation scheme of [16]. This paradigm is also used for the
related machines model [17] which corresponds to bins of diLerent sizes. In the on-line
case the paradigm of stretching factor is used with a doubling technique. Reducing the
case of unknown optimal value to known optimal value results in loosing a factor of
4 [2]. The notion of stretching factor has also been used in the temporary jobs model
where jobs arrive and depart at arbitrary times [3–6].
2. Notation
Let M be a set of machines (bins) and J a sequence of jobs (items) that have to
be assigned to the machines (bins). Each job j has an associated weight, wj¿0. As
job j arrives it must be permanently assigned to one of the machines. An assignment
algorithm selects a machine i for each arriving job j. Whenever we speak about time
j we mean the state of the system after the jth job is assigned. Let li(j) denote the
load of machine i at time j, i.e., the sum of the weights of all the jobs on machine i
at time j. The cost of an assignment algorithm A on a sequence of n jobs J is de1ned
as the maximum load over all machines, or, CA(J )= maxi∈M li(n).
The objective of an on-line bin-stretching algorithm is to minimize the stretching
factor , i.e., the cost of a sequence of jobs given that the optimal oL-line assignment
algorithm (that knows the sequence of jobs in advance) assigns them at a unit cost.
This is unlike the classical on-line scheduling (load-balancing) problems where the
optimal cost is not known in advance and the performance is measured by the regular
competitive ratio which is de1ned as the supremum of the ratio between the cost of
the on-line assignment and the cost of the optimal oL-line assignment.
We say that a sequence of jobs can be assigned to m machines by an optimal oL-line
algorithm if it can be assigned with a unit cost. We note some simple properties of
such sequences of jobs. First, the weight of all jobs must be at most 1 since a job that
is larger than 1 cannot be assigned by any algorithm without creating a load larger
than 1. Second, the sum of weights of all jobs in a sequence of jobs is at most m, the
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number of machines. That follows from the fact that the optimal oL-line algorithm can
assign jobs with total weight of at most 1 to each machine.
3. Initial results
We begin by showing some known results that should give some intuition about the
problem.
Theorem 3.1. The stretching factor of any deterministic on-line algorithm for the
bin-stretching problem is at least 4=3 for any number m¿2 of machines.
Proof. Look at the following two sets of jobs:
• m jobs of weight 1=3 and another m jobs of weight 2=3.
• m jobs of weight 1=3 and a job of weight 1.
Obviously, these two sets can be assigned to m¿2 machines by an optimal oL-line
algorithm.
Assume a certain deterministic on-line algorithm receives m jobs of weight 1=3. If
the algorithm assigns the m jobs on m diLerent machines then the algorithm receives
a job of weight 1 as in the second set. Since the loads of all the machines are 1=3,
the load of the machine to which the algorithm assigns the last job is 4=3.
Otherwise, there is a machine to which the algorithm assigned two jobs of weight
1=3. Then we continue with m jobs of weight 2=3 as in the 1rst set. The algorithm can
either put all the m last jobs on m diLerent machines or put at least two of the last m
jobs on a single machine. In both cases, there is a machine whose load is 4=3.
Next, we prove that for two machines the following simple algorithm has a stretching
factor of 4=3 and is optimal: Put each job on the 1rst machine if the resulting load is
at most 43 and, otherwise, put the job on the second machine.
Theorem 3.2. The simple algorithm for m=2 has a stretching factor of 4=3.
Proof. Consider the 1rst job j from a set of n jobs that cannot be assigned to the
1rst machine. If at time j − 1 the load of the 1rst machine is above 2=3 then all jobs
j; : : : ; n can be assigned to the second machine since the sum of the weights of all jobs
is at most 2. Otherwise, job j is larger than 2=3. Thus, the weight of all jobs except
j sum up to at most 4=3 and can be assigned to the 1rst machine.
For more than two machines we may consider several algorithms for a given stretch-
ing factor :
• Greedy – assign each arriving job to the least loaded machine.
• First 1t – assign each arriving job to the 1rst machine without exceeding the stretch-
ing factor.
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• Best 1t – assign each arriving job to the most loaded machine without exceeding
the stretching factor.
Theorem 3.3. Greedy; 5rst 5t and best 5t do not fail for a stretching factor of at
least 2.
Proof. By volume consideration there must be at least one machine whose load is at
most 1. Since the weight of each job is at most 1, assigning it to that machine will
result in a load of at most 2.
Unfortunately, these algorithms fail for any stretching factor below 2− 1=m.
Theorem 3.4. Greedy; 5rst 5t and best 5t fail for any stretching factor below 2−1=m.
Proof. For Greedy, consider a sequence of small jobs of total weight m − 1 and one
job of size 1. For 1rst 1t and best 1t consider a sequence of small jobs of total weight
1 and m jobs of size 1 − 1=m. In these cases an optimal assignment exists while the
algorithms fail.
4. Two algorithms with 5=3 stretching factor
In this section we present two algorithms with a stretching factor of 5=3 for the
on-line bin-stretching problem. These are actually two families of algorithms. For each
family we prove the same 5=3 upper bound.
Our algorithms use a threshold  to classify machines according to their loads. An
appropriate choice of  will lead as described later to an algorithm whose stretching
factor is 1 + .
Denition 4.1. A machine is said to be short if its load is at most . Otherwise, it is
tall.
At the arrival time of job j, we de1ne three disjoint sets of machines based on the
current load and the job’s weight.
Denition 4.2. When job j arrives, 16j6n, de1ne the following three disjoint sets:
• S1 (j)={i∈M | li(j − 1) + wj6}.
• S2 (j)= {i∈M | li(j − 1)6; ¡li(j − 1) + wj61 + }.
• S3 (j)= {i∈M | li(j − 1)¿; li(j − 1) + wj61 + }.
The set S1 is of machines that are short and remain short if the current job is placed
on them. The second set S2 is of machines that are short but become tall if the job is
placed on them. The last set S3 is of machines that are tall but remain below 1 + 
if the job is placed on them. Note that there may be machines which are not in any
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Fig. 1. S1, S2 and S3.
of the sets. We omit the indices j and  when they are clear from the context (see
Fig. 1).
Using this de1nition we can now describe the two algorithms:
ALG1: When job j arrives:
• Put the job on any machine from the set S3 or S1 but not on an empty machine
from S1 if there is a non-empty machine from S1.
• If S1 = S3 = then put the job on the least loaded machine from the set S2.
• If S1 = S2 = S3 = then report failure.
ALG2: When job j arrives:
• Put the job on any machine from the set S1.
• If S1 = then put the job on any machine from the set S3.
• If S1 = S3 = then put the job on the least loaded machine from the set S2.
• If S1 = S2 = S3 = then report failure.
Notice that these two algorithms are actually families of algorithms. In the 1rst
algorithm we are free to choose how to select a machine from S3 and whether we put
a job on a machine from S1 or from S3. In the second algorithm we are free to choose
how to select a machine from S1 and from S3.
Note that since the algorithms assign job j only to machines from the sets S1(j),
S2(j) and S3(j), their stretching factor is at most 1 +  as long as they do not fail.
For 16i63 let Ji be the set of jobs j assigned to a machine in Si(j) at their arrival
time by the algorithm (see Fig. 2).
Theorem 4.3. ALG1 never fails for ¿2=3. Therefore; for =2=3 it has a stretching
factor of 5=3.
Theorem 4.4. ALG2 never fails for ¿2=3. Therefore; for =2=3 it has a stretching
factor of 5=3.
In order to prove the above theorems we assume by contradiction that ALG1 or
ALG2 fail on the last job of some sequence of n + 1 jobs and that this sequence
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Fig. 2. J1, J2 and J3.
can be assigned by an optimal algorithm. We will show that there are m + 1 jobs
whose weight is more than 12 which will lead us to the contradiction. We start with
the following simple lemmas:
Lemma 4.5. At time n all the machines are tall and there are at least two machines
whose load is less than 1.
Proof. At time n, when the last job arrives, the three sets, S1, S2 and S3 are empty.
Hence, li(n) + wn+1¿1 +  for all 16i6m. Since the weight of each job is at most
1, li(n)¿1+ −wn+1¿ for all 16i6m. Thus, all the machines are tall. Assume by
contradiction that except a machine i, all the machines have loads of 1 or more. When
the last job comes, li(n) + wn+1¿1 + ¿1 and since all other machines also have
loads of 1 or more it implies that the sum of all loads is above m which contradicts
the fact that the sequence of jobs can be assigned by an optimal algorithm.
Corollary 4.6. The last job is larger than .
Proof. At time n, when the last job arrives, there is a machine i whose load is less
than 1 by Lemma 4.5. Since the algorithm fails to assign the last job, 1+wn+1¿1+ 
or wn+1¿.
To utilize some of our lemmas for an improved algorithm we use a more general
formulation. Consider a subset M ′⊆M of machines. We de1ne the notion of a com-
posed algorithm D(ALG;M ′), where ALG is ALG1 or ALG2, on a sequence of jobs
I and a set of machines M as follows: The algorithm decides on an arbitrary set I ′⊆ I
and assigns it to machines in M ′ and it assigns the rest of the jobs to machines in
M −M ′. The assignment of jobs I ′ is done by running algorithm ALG on the set of
machines M ′. However, the jobs in I − I ′ are assigned to the machines in M −M ′ in
any arbitrary way. Moreover, we make no assumption on the sequence I , for example,
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the optimal algorithm may not be able to assign them in M without exceeding a load
of 1 (in particular, jobs of weight larger than 1 may exist).
Note that D(ALG;M ′) is the same as ALG for M ′=M . We already proved that if
ALG1 or ALG2 fail on the n + 1 job of sequence J of jobs then at time n all the
machines are tall and there are two machines whose load is less than 1. Meanwhile,
for the composed algorithms we assume that after a sequence of n jobs I was assigned
by D(ALG;M ′) all the machines from the set M ′ are tall and two of them have loads
below 1. This assumption is used until (including) Lemma 4.13. Also, we assume that
0661 unless speci1ed otherwise.
De1ne the raising job ki of machine i∈M ′ as the job that raises machine i from
being short to being tall. More formally, li(ki)¿ and li(ki − 1)6. The raising jobs
are well de1ned since we assumed that all machines from M ′ are tall. Rename the
indices of the machines in M ′ to 1; : : : ; m′ such that k1¡k2¡ · · ·¡km′ , i.e., the order
of the machines in M ′ is according to the time the machines crossed . From now on,
all the indices are according to the new order. Note that the set of the raising job is
J2. Denote by s1, s2 the two machines in M ′ (s1¡s2) whose load is less than 1 at
time n.
Lemma 4.7. If at time n; the load of some machine i∈M ′ is at most l then wki′¿1+
− l for i′¿i; i′ ∈M ′.
Proof. Both ALG1 and ALG2 assign jobs to machines from S2 only if the two
other sets are empty. By de1nition of ki′ , at time ki′ − 1, job ki′ arrived and was
assigned to machine i′. By the de1nitions of S2 and ki′ , machine i′ was in the
set S2(ki′) and therefore the sets S1(ki′) and S3(ki′) were empty. Machine i was
already tall at that time since i¡i′. This implies that at time ki′ − 1 machine i
was not in S2(ki′). Hence li(ki′ − 1) + wki′¿1 +  or wki′¿1 +  − li(ki′ − 1)¿
1 + − li(n)¿1 + − l.
Since we assumed the load of machine s1 is at most 1 at time n, the lemma above
implies:
Corollary 4.8. Jobs ki for s1¡i6m′ are larger than .
Let fi = li(ki − 1) for 16i6m′. This is the load of each machine just before it was
raised by the raising job.
Lemma 4.9. For i′¿i; both in M ′; fi6li′(ki − 1)6fi′ .
Proof. At time ki − 1 the load of machine i is fi by de1nition (see Fig. 3). At this
time, by de1nition of ki, machine i is in the set S2 which means that S1 and S3 are
empty. Thus, at the same time, each machine i′¿i must be in S2 or not in any of the
sets. Note that if the load of machine i′ is below fi at time ki − 1 then it is in S2(ki)
since machine i, whose load is higher, is in S2(ki), and S1(ki) is empty. Therefore, the
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Fig. 3. The series fi . Only machines from M ′ are shown for clarity.
load of machine i′ is at least fi since both algorithms choose the least loaded machine
from S2. Machine i′ is still short so its load is at most fi′ .
Corollary 4.10. The series fi; 16i6m′; is non-decreasing.
Lemma 4.11. For i6s2; fi¡1− .
Proof. According to Corollary 4.8, wks2¿. Since the load of machine s2 is below 1
at time n,
1 ¿ ls2 (n)¿ls2 (ks2 ) = ls2 (ks2 − 1) + wks2 = fs2 + wks2 :
Therefore,
fs2¡1− wks2¡1− :
By Corollary 4.10, fi¡1−  for i6s2.
Note that up to now our proof was not speci1c to one of the algorithms. Now
we focus our attention on the 1rst algorithm. Recall that we still assume that the
set of jobs I is assigned by algorithm D(ALG1;M ′) or D(ALG2;M ′) to the set of
machines M .
Lemma 4.12. At any time of the activity of D(ALG1;M ′); there is at most one
non-empty machine in M ′ whose load is at most =2.
Proof. Assume by contradiction that at a certain time there are two such machines.
Let j be the 1rst job for which its assignment created two such machines. Thus, job j
arrived and was placed on an empty machine i2 while another non-empty machine i1
had a load of at most =2. Clearly wj6=2 and li1 (j−1)+wj6. Therefore i1 ∈ S1(j)
and job j should have been assigned to i1.
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Lemma 4.13. Assume ¿2=3 and D(ALG1;M ′) assigns a set of n jobs I to a set
of machines M . Then the weight of each job ki; 16i6m′; is more than .
Proof. We have already seen in Corollary 4.8 that jobs ki for s1¡i6m′ are larger
than . Now we show that jobs ki for i6s1 are also larger than .
By Lemma 4.11, fs1 and fs2 are both below 1− . According to Lemma 4.9, fs16
ls2 (ks1 −1)6fs2 . Recall that the load of machine s1 at time ks1 −1 is fs1 . At that time,
the loads of machines s1 and s2 are below 1− 6=2. Thus, by Lemma 4.12, the less
loaded machine, s1, is empty, or ls1 (ks1 − 1) = fs1 = 0. By Corollary 4.10, fi = 0 for
all machines i6s1. A small fi implies that machine i has a large raising job. More
formally, for i6s1
wki = li(ki)− li(ki − 1) = li(ki)− 0 ¿ :
Now, we are ready to complete the proof of Theorem 4.3. Assume that ALG1 fails
on the n+1 job of a sequence J of jobs. After the n jobs have been assigned, all the
machines are tall and there are two machines whose load is less than 1 by Lemma 4.5.
We take M ′=M and therefore I ′= I where I is the set of jobs J without the last
job. The previously de1ned series ki is now de1ned over all machines since we took
M ′=M . By Lemma 4.13, for ¿2=3, this implies that there are m jobs larger than .
Corollary 4.6 shows that the last job is also larger than . We showed there are m+1
jobs larger than . This contradicts the fact that the number of jobs of weight larger
than 1=2 is at most m, since the optimal algorithm can assign at most one such job to
each machine. This completes the proof of Theorem 4.3. In Section 6.1 we show that
the analysis is tight by presenting a matching lower bound.
Now, we turn to the proof of Theorem 4.4. This proof also shows that there are
many large jobs. We 1rst assume that ¿1=2.
Denition 4.14. Let s0 (see Fig. 4) be the smallest non-negative integer such that
wki¿ for all i¿s0.
Note that s0 is always de1ned and 06s06m. As a matter of fact, 16s0. Otherwise,
the m jobs ki are larger than  and by Corollary 4.6 the last job is also larger than .
This is a contradiction since we assumed ¿1=2 and as we saw before, there are at
most m jobs larger than 1=2.
Lemma 4.15. fi¡1−  for all 16i6s0.
Proof. By Corollary 4.8, all jobs ki for i¿s1 are larger than  and therefore, from the
de1nition of s0, s06s1. By Lemma 4.11, fi61−  for i6s0.
Lemma 4.16. For all 16i6m; the weight of every job from the sets J2 and J3 that
arrived before ki is larger than − fi. Job ki itself is also larger than − fi.
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Fig. 4. Machine s0.
Proof. Consider a job j that arrived before ki and is in one of the sets J2 and J3. By
the description of ALG2, the fact that the job was assigned to a machine from the
sets S2 or S3 means that the set S1 was empty when job j arrived. At that time, the
load of machine i is at most fi since ki has not arrived yet and therefore wj¿− fi.
Job ki is the raising job and therefore must also be larger than the diLerence between
fi and the threshold .
Lemma 4.17. Each machine i¡s0 contains either a job that is larger than 1−fs0 or
two jobs that are both larger than  − fs0 . Machine s0 itself contains a job that is
larger than − fs0 .
Proof. Fix a certain i¡s0. At time ks0 − 1 machine i is already tall since i¡s0. By
de1nition of s0, the weight of job ks0 is at most . At time ks0 − 1 the sets S1 and S3
are empty since the job ks0 is assigned to a machine in S2. In particular, machine i is
not in S3. Thus, at time ks0 − 1, the load of machine i is larger than 1 + − wks0¿1.
If the raising job of machine i also raised it above 1 then by Corollary 4.10 the
weight of the raising job must be larger than 1 − fi¿1 − fs0 . Otherwise, there was
another job that arrived after the raising job which raised the machine above 1. Those
two jobs arrived before ks0 and by Lemma 4.16 they are both larger than − fs0 .
Lemma 4.18. Assume that there are n1 jobs larger than  and another n2 jobs larger
than 1−  where 1=2662=3. Then n1 + n2=26m.
Proof. The optimal algorithm can assign to one machine at most one job that is larger
than  or at most two jobs each of which is larger than 1−. The n1 jobs are assigned
to n1 machines and the remaining m − n1 machines can hold at most 2 jobs, each of
which is larger than 1− . This implies that n262(m− n1), or n1 + n2=26m.
Now we complete the proof of Theorem 4.4. Assume that ALG2 fails. By
Lemma 4.5 at time n all the machines are tall and there are two machines whose load
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is below 1. By de1nition of s0, all jobs ki for i¿s0 are larger than . Lemma 4.15
implies that fs0¡1 − . Therefore, by Lemma 4.17, each machine i¡s0 either con-
tains a job that is larger than  or two jobs each is larger than  − (1 − )= 2 − 1
and machine s0 contains a job larger than 2 − 1. The last job is larger than  by
Corollary 4.6.
Thus, we proved that there are certain numbers m1 and m2 such that m1 + m2 =m
and there are m1+1 jobs larger than  and 2m2−1 jobs larger than 2−1. For ¿2=3,
this contradicts Lemma 4.18 with a choice of =2=3 since
m1 + 1 +
2m2 − 1
2
= m1 + m2 +
1
2
¿ m:
5. Improved algorithm
In this section we present an improved algorithm whose stretching factor is 1:625.
The improved algorithm combines both of the previous algorithms into a single algo-
rithm.
At the arrival time of job j we de1ne 1ve disjoint sets of machines based on the
current load and the job’s weight.
Denition 5.1. When job j arrives, 16j6n, de1ne the following 1ve sets:
• S11(j)= {i∈M | li(j − 1) + wj6; li(j − 1) + wj62 − 1}.
• S12(j)= {i∈M | li(j− 1) + wj6; li(j− 1)62− 1; li(j− 1) + wj¿2− 1}.
• S13(j)= {i∈M | li(j− 1) + wj6; li(j− 1)¿2− 1}.
• S2 (j)= {i∈M | li(j− 1)6; ¡li(j− 1) + wj61 + }.
• S3 (j)= {i∈M | li(j− 1)¿; li(j− 1) + wj61 + }.
Note that the previously de1ned S1 is split into three sets according to a low threshold
of 2− 1. We still use the notation S1 for the union of these three sets. We omit the
indices j and  when they are clear from the context. The sets J1, J2 and J3 are de1ned
as in the previous section.
Improved Algorithm: When job j arrives:
• Put the job on a machine from the set S1 according to:
– Put the job on any machine from the set S13 or S11 but not on an empty machine
from the set S11 if there is a non-empty machine from the set S11.
– If S11 = S13 = then put the job on the least loaded machine from the set S12.
• If S1 = then put the job on the earliest machine from the set S3, that is, the
machine that was the 1rst to cross the threshold  from all machines in S3.
• If S1 = S3 = then put the job on the least loaded machine from the set S2.
• If S1 = S2 = S3 = then report failure.
This improved algorithm is contained in the family of ALG2 presented in the last
section. Our algorithm, however, de1nes the methods used in placing jobs on machines
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from the sets S1 and S3. The way we choose a machine from S1 is by the method
presented in ALG1. In choosing a machine from S3 we prefer the earliest machine
according to the order of crossing the threshold. The proof of the theorem below
appears in Section 9.1 of the appendix. In addition, in Section 6.2 we show that the
analysis is tight.
Theorem 5.2. The improved algorithm above never fails for 5=8662=3. Thus; for
=5=8 it has a stretching factor of 13=8.
6. Tightness results
6.1. Lower bound for ALG1
In this section we show that ALG1 does not have a stretching factor of 1+  for a
1xed ¡2=3. For any 1xed ¡2=3 we show an example in which the algorithm fails.
The number of machines increases as  is closer to 2=3 and therefore the lower bound
is valid for a large number of machines. From now on we 1x ¡2=3.
In phase 1 a sequence of in1nitesimal jobs of total weight m1 arrives where m1
will be chosen later. By the description of ALG1, the algorithm 1lls each machine up
to a load of  and then continues to the next machine. Therefore, m1 machines have
loads of  and all other machines are empty.
In phase 2 a sequence of jobs whose weight is =2 +  arrives. We choose a very
small constant ¿0. Recall that the algorithm assigns a job to a machine in S2 only if
S1 = S3 =. Therefore, the algorithm assigns the 1rst m−m1 jobs to the empty m−m1
machines. As the next job arrives, all the machines are in S2 and the algorithm assigns
it to the least loaded machine which is a machine with one job of weight =2 + ,
say machine i1. The next few jobs are assigned to i1 since it is in S3 and all other
machines are in S2. The number of jobs is such that no more jobs of size =2 + 
would 1t on machine i1, i.e., the load of the machine is at least 1 + − (=2 + )=
1 + =2− .
In phase 3 a sequence of m jobs of weight 12 + =4 arrives. Notice that the minimal
load before placing these jobs is =2 +  and therefore the algorithm cannot place two
of these jobs on the same machine. The algorithm cannot place any of these jobs on
machine i1 since
1 +

2
− + 1
2
+

4
=
3
2
+
3
4
−  ¿ 1 + 
for small . Thus, the algorithm cannot assign these m jobs.
Now, we show that the optimal algorithm can assign the same set of jobs for an ap-
propriate choice of m1. We choose m1 to be the number of excessive jobs of machine i1.
It is important to see that this number is constant and does not depend on m since
it is bounded by (1 + )=(=2 + ). Note that the number of jobs of size =2 +  is
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Fig. 5. After phase 3.
exactly m by our choice of m1. The optimal algorithm assigns each machine with a
job of weight 12 + =4 and a job of weight =2 + . This results in a load of
1
2
+

4
+

2
+  =
1
2
+
3
4
+  ¡ 1
on each machine by our choice of  and  (see Fig. 5).
This leaves only the in1nitesimal jobs. Their total weight is m1 and therefore con-
stant. Each machine can hold a load of 1− ( 12 + 3=4+ )¿0 in1nitesimal jobs. Since
this is a positive constant, we can choose m to be large enough for all the in1nitesimal
jobs to 1t.
6.2. Lower bound for the improved algorithm
In this section we show that the improved algorithm does not have a stretching factor
of 1 +  for a 1xed ¡5=8. For any 1xed ¡5=8 we show an example in which the
algorithm fails. The number of machines increases as  is closer to 5=8 and therefore
the lower bound is valid for a large number of machines.
In phase 1 a sequence of in1nitesimal jobs of total weight m1(2− 1) arrives where
m1 will be chosen later. The algorithm 1lls each machine to a load of 2− 1 and then
continues to the next machine. Therefore, m1 machines have loads of 2− 1 and all
other machines are empty.
In phase 2 a sequence of jobs of weight − 12 +  arrives. We choose ¿0 to
be a very small constant. The algorithm assigns the 1rst m−m1 jobs to the empty
machines since it prefers a machine from S11 over a machine from S12. The next job
must cross the lower threshold, and therefore it is assigned to the least loaded machine.
The following jobs 1ll the machine that crossed the lower threshold until no other job
can be assigned to it without crossing the upper threshold. We continue with these
jobs until m2 machines are 1lled.
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Fig. 6. After phase 4.
In phase 3 jobs of weight 14 arrive. The 1rst m−m2 are assigned to m−m2 diLerent
machines. The next job must cross the upper threshold and therefore it is assigned
to the least loaded machine. We continue until the load of the 1rst machine i1 that
crossed the upper threshold is above 1 + − 14 = 34 + .
The minimal load is above − 14 +  and the maximal load is above 34 + . In
phase 4 m jobs of weight 58 arrive (Fig. 6). Assigning two of these jobs to the same
machine results in a load above − 14 +  + 2× 58 = 1 +  +  and therefore all jobs
must be assigned to diLerent machines. However, that results in a load of at least
3
4 + +
5
8¿1 + . Thus, the algorithm for ¡
5
8 fails.
Next, we show that by choosing m1 and m2 appropriately, the jobs can be assigned
by an optimal algorithm. Each machine in the optimal algorithm assignment contains
a job of weight 58 , a job of weight
1
4 , a job of weight − 12 +  and a certain part of
the in1nitesimal jobs.
Consider the assignment of the improved algorithm. There are m−m2 machines
which contain one job of size 1=4 except one machine which contains several ex-
cessive jobs of size 1=4. Clearly, the number of excessive jobs is at most 6 since
(6 + 1)× 14¿1 + . We choose m2 to be this number of excessive jobs. There are
m−m1−m2 machines which contain one job of size − 12 +  and m2 machines that
contain an extra number of these jobs. The number of these excessive jobs is bounded
by m2=(− 12 + ) which is constant. We choose m1 to be this number of excessive
jobs.
Choosing m1 and m2 in that way allows the optimal algorithm to assign one job of
each weight to each machine: one of weight 5=8, one of weight 1=4 and another one
of weight − 12 + . Therefore, the load of each machine is + 38 + ¡1, by our choice
of . The total weight of the in1nitesimal jobs is m1(2− 1) which is constant. We
choose m to be large enough so that this weight of in1nitesimal jobs can be spread
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over all m machines. The exact number of machines should be at least m1(2− 1)=
(1− (+ 38 + )).
7. Fixed number of machines
In this section we present an improvement to ALG1 when m is 1xed. For m¿5 we
show that  can be slightly reduced without causing the algorithm to fail. In order to
improve the performance also for m=3; 4 we use an algorithm called ALG12 which is
the intersection of ALG1 and ALG2. For m=2 we use the simple optimal algorithm
described in Section 3.
The proof of the theorem below appears in Section A.2 of the appendix.
Theorem 7.1. For m¿5; ALG1 never fails for (2m− 2)=(3m+1)662=3. Therefore;
for m¿5; its stretching factor is (5m− 1)=(3m+ 1).
We overcome the m¿5 limitation by introducing the following algorithm.
ALG12: When job j arrives:
• Put the job on any machine from the set S1 but not on an empty machine from S1
if there is a non-empty machine from S1.
• If S1 = then put the job on any machine from the set S3.
• If S1 = S3 = then put the job on the least loaded machine from the set S2.
• If S1 = S2 = S3 = then report failure.
This algorithm is actually a family of algorithms since we have some freedom in
choosing a machine. Notice that this family is the intersection of the two families of
algorithms, ALG1 and ALG2. Our proof which appears in Section A.3 combines both
of the methods used in the proofs of these two algorithms.
Theorem 7.2. For m¿3; ALG12 never fails for min( 23 ; (m− 1)=(m + 1))¿¿
(2m− 2)=(3m+ 1). Therefore; for m¿3; its stretching factor is (5m− 1)=(3m+ 1).
8. Conclusions
In this paper we designed algorithms whose stretching factor is strictly below 2
for the bin stretching problem for any number of machines. Some interesting open
problems still exist. First, how can one close the gap between the 1:625 upper bound
and the 4=3 lower bound for any number of machines. We conjecture that both the
upper bound and the lower bound are not tight. Speci1cally, ALG1 and ALG2 use
one threshold while the improved algorithm uses two thresholds. It may be possible
to improve the results by using more thresholds. Also, the proof of the best lower
bound is surprisingly simple that one may expect to easily improve it. In particular, it
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is interesting to 1nd the best stretching factor for a speci1c number of machines. Even
the case m=3 is still open. The upper bound is 1:4 while the lower bound is 4=3.
Appendix
A.1. Upper bound for the improved algorithm
We prove Theorem 5.2. From now on, we assume 1=2662=3. Since our algorithm
is a special case of ALG2 we can use the lemmas in Section 4. As before, we begin
by assuming the algorithm fails on the last job of some sequence J of n + 1 jobs.
According to Lemma 4.5 at time n there are two machines whose load is less than 1,
denoted by s1 and s2, and all machines are tall which implies that we can de1ne an
order on the machines and rename them according to that order. The series ki and the
series fi are de1ned as before. Note that by this order the earliest machine in S3 is
the one with the minimal index.
Lemma A.1. As long as the load of a certain tall machine i is at most l; all arriving
jobs in the sets J2 and J3 that are assigned to machines i′¿i are larger than 1+− l.
Proof. Take a certain job j∈ J2 assigned to a machine i′¿i. It was placed on a
machine in S2 and therefore the set S3 was empty when it arrived. In particular, i =∈ S3
and since machine i is tall, wj¿1 + − li(j− 1)¿1 + − l. In case job j is in J3,
we know the algorithm placed it on the earliest machine from the set S3. Since i¡i′,
machine i was not in the set S3 and as before, wj¿1 + − l.
Recall that s0 is the minimum index such that wki¿ for all i¿s0 and 16s06m.
Lemma A.2. fs0¿2− 1.
Proof. Assume by contradiction that fs062− 1. By de1nition of s0, all jobs ki for
i¿s0 are larger than . According to Lemma 4.17 every machine i¡s0 either contains
a job that is larger than 1− (2− 1)=2(1− )¿ or two jobs each is larger than
− (2− 1)=1−  and machine s0 contains a job that is larger than 1− . The last
job is larger than  by Corollary 4.6. Since 1=2662=3 this contradicts Lemma 4.18.
Denition A.3. De1ne the following three disjoint sets of machines that include all
machines except s0 (see Fig 7):
• M1 = {i ∈ M |fi62− 1}.
• M2 = {i ∈ M | i¡s0; fi¿2− 1}.
• M3 = {i ∈ M | i¿s0}.
Lemma A.4. Assuming that ¿5=8; every machine from the set R = M2 ∪ {s0} ∪M3
contains a job that is larger than 2− 1 in J1.
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Fig. 7. The sets M1, M2, M3 and R.
Proof. Let i1 be the 1rst machine in the set R. We look on the set of jobs I =
{1; : : : ; ki1 − 1} and a subset of jobs I ′⊆ I that are assigned to a machine in R. Notice
that I ′⊆ J1 since until time ki1 − 1 all machines from R are short. Thus, it is enough
to show that every machine from R contains a job in I ′ that is larger than 2− 1.
We prove that for the set I our improved algorithm is a scale down by 1−  of an
algorithm in the family D(ALG1; R) for  = (2−1)=(1−). Recall that an algorithm
in the family D(ALG1; R) only speci1es the method used in placing jobs to machines
from R. The scale down by 1−  of ALG1 de1nes the three scaled down sets of S1 ,
S2 and S

3 . Notice that the three scaled down sets are exactly S

11, S

12 and S

13 used in
the improved algorithm. Since the improved algorithm assigns all the jobs in I ′ to one
of the sets S11, S

12 or S

13 it is equivalent to a scaled down version of D(ALG1; R).
By De1nition A.3, fi1¿2− 1 and by Lemma 4.9, at time ki1 − 1 the load of each
machine from the set R is also above 2− 1 = (1− ). According to Corollary 4.8,
s06s1¡s2 and therefore both s1 and s2 are in R. Lemma 4.11 implies that at time
ki1 − 1 the loads of both machines s1 and s2 are below 1−  = 1(1− ). Thus, both
of the scaled down assumption of Lemma 4.13 hold here. Thus, by Lemma 4.13 we
conclude that there is a job of weight larger than (1− ) = 2− 1 from the set I ′ in
every machine from the set R.
Denition A.5. A job is said to be of type 1 if it is larger than . Jobs of type 2
are larger than 1−  and type 3 are larger than 2− 1.
Using this de1nition, Lemma A.4 implies that every machine from the set R contains
a job of type 3 in J1. Next, we prove that there are additional large jobs in the sets
J2 and J3. We consider in Lemmas A.6 and A.7 two possible cases according to the
minimum load of machines of M1 at time ks0 − 1.
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Lemma A.6. Assume that at time ks0 − 1 there is a machine from the set M1 whose
load is at most 2. Then every machine must hold the following large jobs from the
sets J2 and J3:
• All machines in M1 contain one of the following:
(a) a job that is larger than 2(1− );
(b) two jobs; the 5rst of type 1 and the second of type 3;
(c) two jobs of type 2;
(d) at most one machine contains two jobs: the 5rst of type 2 and the second
of type 3.
• Each machine from the set M2 either contains a job of type 1 or two jobs of
type 2.
• Machine s0 contains a job of type 2.
• All machines in M3 contain a job of type 1.
Proof. First, the raising jobs of machines from the set M3 are of type 1 by the def-
inition of the set. Denote by is a machine from the set M1 whose load is at most
2 at time ks0 − 1. By de1nition of s0, ks0¡ and thus at time ks0 − 1 the loads of
all machines i¡s0 are already larger than 1. Fix a certain i ∈ M2. Since i¡s0, by
time ks0 − 1 the load of machine i is already above 1. If it is raised above 1 by
its raising job, then the raising job is larger than 1 − (1 − ) =  by Lemma 4.15.
Otherwise, it is raised above 1 by at least two jobs. These two jobs arrive before ks0 and
therefore the load of machine is is still below 2 at their arrival time. Since is ∈ M1,
is¡i and by Lemma A.1 both of the jobs are larger than 1 +  − 2 = 1 − . When
job ks0 arrived, the load of machine is was still below 2 and by the same lemma,
wks0¿1− .
Next we look on machines from the set M1. As before, at time ks0 − 1 the loads
of all machines i¡s0 are already larger than 1. If a certain machine i was raised by
its raising job above 1 then it satis1es case (a) since the weight of its raising job is
wki¿1−fi¿2(1− ) by De1nition A.3. All other machines are raised above 1 by at
least two jobs. The second job entered before ks0 and by Lemmas 4.16 and 4.11 its
weight is above 2− 1, i.e., it is of type 3. If a machine contains a raising job that is
larger than  (of type 1) then it satis1es case (b).
We are left with a set of machines that are raised to 1 by at least two jobs, with
the raising job’s weight being at most . Let i2 be the last machine from this set
assuming it is not empty. Thus, as the raising job ki2 arrives, the loads of all previous
machines are already above 1 since wki26. That means that both the raising and the
second jobs of all previous machines have already arrived and they are larger than
−fi1¿− (2− 1) = 1−  by Lemma 4.16. Hence, they satisfy case (c). The only
machine that may not satisfy (a), (b) or (c) is i2. It contains two jobs, by Lemma 4.16
the raising job, ki2 , is of type 2 and the second is of type 3 since it entered before ks0 .
Thus, it satis1es case (d).
Note that all jobs in the proof are from the sets J2 and J3, as required.
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Lemma A.7. Assume that at time ks0 − 1 the loads of all machines from the set M1
are more than 2. Every machine must hold the following large jobs from the sets
J2 and J3:
• All machines in M1 contain one of the following:
(a) two jobs that the sum of their weights is above one;
(b) three jobs; one of type 1 and two of type 3;
(c) three jobs; two of type 2 and one of type 3;
(d) At most one machine contains three jobs: one of type 2 and two of type 3.
• Each machine from the set M2 either contains a job of type 1 or two jobs of
type 3.
• Machine s0 contains a job of type 3.
• All machines in M3 contain a job of type 1.
Proof. All jobs from the sets J2 and J3 that arrived before ks0 are of type 3 according
to Lemma 4.16. This fact will be used throughout the proof.
The raising job of all machines from the set M3 is of type 1 by de1nition of the
set. If a machine in M2 is raised above 1 by its raising job then the raising job is of
type 1. Otherwise, there are at least two jobs, both arriving before ks0 and therefore
both are of type 3. The raising job of machine s0 is also of type 3.
We assumed that at time ks0 −1 the loads of all machines from the set M1 are above
2. Notice that fi62 − 1 for all i∈M1 and therefore the raising job itself cannot
raise a machine from M1 above 2. In case there are two jobs that raise a machine
above 2 then the sum of their weights is above 1 which satis1es case (a). All other
machines in M1 are raised above 2 by at least three jobs. The 1rst is the raising job
and at least two other jobs from J3, all arriving before ks0 . If the raising job of some
machines is of type 1 the machine satis1es case (b) since the two other jobs are of
type 3.
We are left with a set of machines that contain a job in the set J2 whose weight is at
most  and at least two jobs from the set J3. Let i2 be the last machine from the above
set, assuming it is not empty. Since wki2¡, the loads of all previous machines are
above 1 when ki2 arrives. Fix a certain machine i¡i2. Since the weight of its raising
job is at most  and (2− 1) + 61, it cannot raise the machine above 1. Therefore,
machine i contains at least two jobs that arrive before ki2 and by Lemma 4.16 they
are both larger than  − (2 − 1) = 1 − . As before, the third job is of type 3 and
therefore machine i satis1es case (c). Machine i2 itself contains a raising job of type
2 since fi262− 1 and two other jobs of type 3.
Note that as in the previous proof, all the indicated jobs are from the sets J2
and J3.
Next, we prove that the combinations of jobs presented in the previous lemmas
together with the last job cannot be assigned by an optimal algorithm. The number and
types of jobs are taken from Lemmas A.4, A.6 and A.7 as indicated in parenthesis.
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Lemma A.8. Each of the following two sets of jobs cannot be assigned by an optimal
algorithm assuming 5=8662=3:
• m1 times a job that is larger than 2(1− ) (M1; case (a))
m2 times a job of type 1 and a job of type 3 (M1; case (b))
m3 times two jobs of type 2 (M1; case (c))
m461 times a job of type 2 and a job of type 3 (M1; case (d))
m5 times a job of type 1 (M2; 5rst case)
m6 times two jobs of type 2 (M2; second case)
a job of type 2 (s0)
m7 times a job of type 1 (M3)
m5 + m6 + 1 + m7 times a job of type 3 (R; jobs from J1)
a job of type 1 (the last job)
such that m1 + m2 + m3 + m4 + m5 + m6 + 1 + m7 = m.
• m1 times two jobs that the sum of their weights is above 1 (M1; case (a))
m2 times a job of type 1 and two jobs of type 3 (M1; case (b))
m3 times two jobs of type 2 and a job of type 3 (M1; case (c))
m461 times a job of type 2 and two jobs of type 3 (M1; case (d))
m5 times a job of type 1 (M2; 5rst case)
m6 times two jobs of type 3 (M2; second case)
a job of type 3 (s0)
m7 times a job of type 1 (M3)
m5 + m6 + 1 + m7 times a job of type 3 (R; jobs from J1)
a job of type 1 (the last job)
such that m1 + m2 + m3 + m4 + m5 + m6 + 1 + m7 = m.
Proof. We begin by determining all the combinations of jobs of types 1–3 an optimal
algorithm can assign to a single machine. The optimal algorithm can assign a job of
type 1 with at most one job of type 3. It can assign two jobs of type 2 to a single
machine, but no other job can be assigned with them. Another possibility is to assign
only one job of type 2 and at most two jobs of type 3 with it. It can assign at most
3 jobs of type 3 to a single machine.
We 1rst prove that the 1rst set cannot be assigned by the optimal algorithm. Since
jobs larger than 2(1−) cannot be assigned together with any of the other jobs, m−m1
machines are left for the other jobs. The other jobs are m2 +m5 +m7 + 1 jobs of type
1, 2m3 + m4 + 2m6 + 1 jobs of type 2 and m2 + m4 + m5 + m6 + m7 + 1 jobs of
type 3. Each machine can hold at most one job of type 1. A machine that holds a
job of type 1 can hold at most one job of type 3 and no jobs of type 2. That leaves
m−m1−(m2+m5+m7+1) = m3+m4+m6 machines that are supposed to hold at least
2m3+m4+2m6+1 jobs of type 2 and m2+m4+m5+m6+m7+1−(m2+m5+m7+1) =
m4 + m6 jobs of type 3. In case m4 = 0 we reach a contradiction because the number
of jobs of type 2 in more than twice the number of machines and each machine can
hold at most two jobs of type 2. In case m4 = 1, the number of jobs of type 2 is
exactly twice the number of machines. That means each machine holds 2 jobs of type
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2. However, the number of jobs of type 3 is at least 1 but none of the machines can
hold a job of type 3 since it already holds two jobs of type 2. This completes the
proof of the 1rst case.
Next, we prove that the second set cannot be assigned by the optimal algorithm.
We begin by showing that the m1 pairs of jobs that the sum of their weight is above
1 can be ignored. More formally, assume that a set of jobs J contains two jobs, j1
and j2 that the sum of their weights is above 1. We show that if J can be assigned
by an optimal algorithm to m machines then the set of jobs J − ({j1} ∪ {j2}) can be
assigned by an optimal algorithm to m − 1 machines. Consider the assignment of the
set J . Denote by i1 and i2 the two machines to which j1 and j2 are assigned. i1 = i2
since the sum of their weights is above 1. Thus, the sum of the weights of the other
jobs in i1 and i2 is less than 1 and can be assigned to one machine.
The last paragraph implies that if the entire set of jobs can be assigned by the
optimal algorithm to m machines then the set of jobs without the m1 pairs of jobs
can be assigned to m − m1 machines. There are m2 + m5 + m7 + 1 jobs of type 1,
2m3 + m4 jobs of type 2 and 2m2 + m3 + 2m4 + m5 + 3m6 + m7 + 2 jobs of type 3
that are supposed to be assigned to m−m1 machines. Each machine can hold at most
one job of type 1. Together with that job, only one job of type 3 can be assigned.
That leaves 2m3 + m4 jobs of type 2 and at least m2 + m3 + 2m4 + 3m6 + 1 jobs
of type 3 that are supposed to be assigned to m − m1 − (m2 + m5 + m7 + 1) =
m3 + m4 + m6 machines. Out of these machines assume m′ machines contain two
jobs of type 2 and all other machines contain at most one job of type 2. Obviously,
06m′6(2m3 + m4)=2 = m3. The m′ machines cannot hold any other job so we are
left with 2m3 + m4 − 2m′ jobs of type 2 and m2 + m3 + 2m4 + 3m6 + 1 jobs of type
3 that are supposed to be assigned to m3 + m4 + m6 − m′ machines. These machines
hold at most one job of type 2, and thus 2m3 +m4 − 2m′ machines hold a job of type
2. The optimal algorithm can assign at most two jobs of type 3 with the job of type
2 so we are left with m2 + m3 + 2m4 + 3m6 + 1 − 2(2m3 + m4 − 2m′) jobs of type 3
and m3 + m4 + m6 − m′ − (2m3 + m4 − 2m′) machines. Since each machine can hold
up to three jobs of type 3,
3(m3 + m4 + m6 − m′ − (2m3 + m4 − 2m′))
¿m2 + m3 + 2m4 + 3m6 + 1− 2(2m3 + m4 − 2m′)
3m6 − 3m3 + 3m′¿m2 − 3m3 + 3m6 + 4m′ + 1
0¿m2 + 1 + m′
which is impossible since all the variables are non-negative.
Now we complete the proof of Theorem 5.2. Assume that the improved algorithm
fails. Note that the jobs of Lemma A.4 are from the set J1 while jobs of Lemmas A.6
and A.7 are from J2 and J3 and thus, they are disjoint. Therefore, one of the two cases
of Lemma A.8 occurs. That contradicts the assumption that the algorithm fails.
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A.2. Upper bound for ALG1 for 5xed m¿5
We prove Theorem 7.1. Our proof is very similar to the original proof of Theo-
rem 4.3 with some minor changes. Again, we begin by assuming the algorithm fails
on the last job of some sequence of n+1 jobs. By Lemma 4.5, all the machines are tall
at time n and we can de1ne the jobs ki for 16i6m and the series fi. The following
lemma somewhat improves Lemma 4.5:
Lemma A.9. At time n there are two machines whose load is below 1− =(m− 1).
Proof. Assume by contradiction that the loads of all machines except machine i are at
least 1−=(m−1). Since the algorithm failed when job n+1 arrived, li(n)+wn+1¿1+
and the total load of all machines is above 1+ + (m− 1)(1− =(m− 1)) = m which
is a contradiction.
Let s1 and s2 be two machines whose load is below 1 − =(m − 1). According to
Lemma A.7 all jobs ki for i¿s1 are larger than + =(m− 1). In particular wks2¿+
=(m− 1). Since the load of machine s2 is below 1− =(m− 1) at time n,
1− 
m− 1 ¿ ls2 (n)¿ls2 (ks2 ) = ls2 (ks2 − 1) + wks2 = fs2 + wks2 :
Therefore,
fs2¡1−

m− 1 − wks2¡1− −
2
m− 1
and by Corollary 4.10 fi¡1− − 2=(m− 1) for all i6s2.
According to Lemma 4.9, at time ks1 − 1, the load of machine s2 was at most
fs2 but more than the load of machine s1. Therefore, at that time, the loads of both
machines are below 1−−2=(m−1) and by our choice of , this is at most =2. By
Lemma 4.12 this implies that fi =0 for i6s1. Therefore, the raising jobs of machines
i, for 16i6s1, is larger than .
We proved that all the m raising jobs are larger than . The last job is also larger
than  by Corollary 4.6. Note that ¿(2m − 2)=(3m + 1)¿1=2 for m¿5. Thus, we
reached a contradiction.
A.3. Upper bound for ALG12 for 5xed m¿3
We prove Theorem 7.2. Assume the algorithm fails on the last job of some sequence
of n+ 1 jobs. By Lemma A.9, at time n there are two machines whose load is below
1−=(m−1). Let s1 and s2 be two machines (s1¡s2) whose load is below 1−=(m−1).
By the discussion following Lemma A.9 all jobs ki for i¿s1 are larger than +=(m−1)
and fi = 0 for i6s1.
The next lemma improves Corollary 4.6:
Lemma A.10. The last job is larger than + =(m− 1).
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Proof. By Lemma A.9, at time n there was a machine i whose load is less than
1−=(m−1). Since the algorithm failed to assign the last job 1−=(m−1)+wn+1¿1+
or wn+1¿+ =(m− 1).
Denition A.11. Let s0 be the smallest non-negative integer such that wki¿+=(m−1)
for all i¿s0.
Note that the de1nition of s0 is slightly diLerent from the original de1nition.
As before, s0 is always de1ned and 06s06m. If s0 = 0 then there are m jobs of
weight larger than  + =(m − 1). The last job is also larger than  + =(m − 1) by
Lemma A.10. This is a contradiction since we found m+1 jobs larger than +=(m−1)
¿1=2 for our choice of m and .
By de1nition of s0, s06s1 and therefore fs0 = 0. Now we present an improvement
to Lemma 4.17.
Lemma A.12. Each machine i¡s0 either contains a job that is larger than 1 − =
(m − 1) or two jobs each is larger than . Machine s0 itself contains a job that is
larger than .
Proof. Fix a machine i¡s0. Since wks0¡ + =(m − 1), at time ks0 − 1, the load of
machine i was already larger than 1 + − (+ =(m− 1)) = 1− =(m− 1)¿ by our
choice of . This implies that machine i is tall before job ks0 arrives. If the raising job
of machine i raised it above 1− =(m− 1) then it is larger than 1− =(m− 1) since
fi = 0. Otherwise, there are at least two jobs, one from the set J2 and the other from
J3 that both arrived before ks0 . By Lemma 4.16, this implies that both of these jobs
are larger than .
By our choice of , 1 − =(m − 1)¿ + =(m − 1). Therefore, by De1nition A.11
and Lemmas A.12, A.10 there are 2m1 − 1 jobs larger than  and m2 + 1 jobs larger
than + =(m− 1) for certain numbers m1, m2 such that m1 +m2 = m. By our choice
of  and m, + (+ =(m− 1))¿1. This contradicts Lemma 4.18.
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