Abstract. The convergence of additive and multiplicative Schwarz methods for computing certain characteristics of Markov chains such as stationary probability vectors and mean first passage matrices is studied. Our main result is a convergence theorem for multiplicative Schwarz iterations when applied to singular systems. As a by-product we also obtain a convergence result for alternating iterations. It is also shown that, when the Markov chain is ergodic, additive and multiplicative Schwarz methods can be applied to the nonsingular systems that result from reducing the equations. The so-called coarse grid corrections are are also studied.
1. Introduction. Schwarz methods are widely used nowadays in the numerical solution of partial differential equations (p.d.e.s) [22] , [23] . These domain decomposition methods are being applied in many areas of science and engineering; see, e.g., the latest proceedings of a series of conferences on this topic [8] . Schwarz methods are extensively used as preconditioners for Krylov subspace methods, and they are also used as iterative methods, especially for nonsymmetric problems; see, e.g., [7] . Recently, an algebraic formulation of these iterative methods has been developed and studied [2] , [12] , [20] ; this algebraic formulation is reviewed in section 3.
In this paper we explore the use of additive and multiplicative Schwarz methods (with overlap) for the solution of large sparse linear singular systems of the form Specifically, we analyze the case where the coefficient matrix A = I −B, where I is the identity matrix and B is a nonnegative (column) stochastic matrix, i.e., B T e = e, where e = (1, 1, . . . , 1) T ∈ R n .
Thus A is a singular M -matrix; see section 2 for definitions. In particular we consider the case of b = 0, and thus we look for the nonnegative vector v, normalized so that v T e = 1, satisfying Av = 0, i.e., such that Bv = v. This is the stationary probability distribution of the Markov chain represented by B. The standard notation for the stochastic transition probability matrix is P , and the stationary probability distribution is π such that πP = π [24] . In our notation P = B
T and π = v T .
There is no separate treatment in the literature of Schwarz methods for singular systems in the p.d.e. context. Nevertheless the implementations derived mostly for the non-singular case can be shown to work in the singular case as well, especially when the null space is known. This is the case, for example, when Neumann boundary conditions are present. The convergence theory developed, e.g., in [9] , [10] , can be applied to these cases with little or no changes.
We believe that this is the first time that singular systems are analyzed using an algebraic approach to Schwarz methods (with overlap), and that Markov chains problems are studied in this context. One of our goals is to present Schwarz iterations as one more possible tool for the numerical solutions of Markov chains. In fact, multiplicative Schwarz iterations reduce to the block GaussSeidel method when the overlap is removed. Having the overlap has proved crucial for the fast convergence of these methods in the nonsingular case; see, e.g., [4] , [10] . In the singular context, having larger overlap may decrease the convergence rate of the iteration. Comparison theorems may be used to prove such decrease in convergence rate [18] , [19] . We mention that in [16] an analysis of multiplicative Schwarz methods without overlap was carried out using nonstationary restriction and prolongation operators. When these operators are of the type described in this paper (section 3), i.e., constant, or stationary, those methods reduce, again, to block Gauss-Seidel.
We discuss two approaches here. Firstly, in section 4, we show our main result: multiplicative Schwarz iterations applied directly to the n × n system (1.1) converge. Secondly, in section 5, we consider solving a smaller nonsingular problem using the (damped) additive and multiplicative Schwarz iterations, from which the solution of (1.1) can be computed. We also show a convergent weak regular splitting for A derived from the classical Schwarz methods for the smaller system. We show that both approaches converge in the case where B is irreducible, i.e., when the Markov chain is ergodic [24] . The first approach can also be used in a more general case, when B represents a Markov chain which is free of transient states. As a byproduct of our main theorem we also obtain a convergence proof of generalized alternating direction iterations (ADI) for Markov chains.
We also explore the use of some of these methods to find the mean first passage matrix of a Markov chain; see section 6. Lastly, in section 7, we discuss the reducible case.
2. Definitions and auxiliary results. In this section we present some notation, definitions, and preliminaries. Concepts on nonnegative matrices not explicitly defined here can be found in the standard reference [6] .
An n × n matrix C = (c jk ) with c jk ∈ R, is called nonnegative if c jk ≥ 0, j, k = 1, . . . , n; this is denoted C ≥ O. When c jk > 0, j, k = 1, . . . , n, we say that the matrix is positive and denote it by C > O. The same notation is used for nonnegative and positive vectors. By σ(C) we denote the spectrum of C and by ρ(C) its spectral radius. By R(C) and N (C) we denote the range and null space of C, respectively.
Let λ ∈ σ(C) be a pole of the resolvent operator R(µ, C) = (µI − C) −1 . The multiplicity of λ as a pole of R(µ, C) is called the index of C with respect to λ and denoted ind λ C. Equivalently, k = ind λ C if it is the smallest integer for which R((λI − C) k+1 ) = R((λI − C) k ). This happens if and only if R((λI − C)
Let A be an n×n matrix. 
converge if and only if either T is zero-convergent or, if ρ(T ) = 1, T is convergent. A square matrix T with unit spectral radius is convergent if the following two conditions hold: (i) if λ ∈ σ(T ) and λ = 1, then |λ| < 1.
(ii) ind 1 T = 1. When T ≥ O, (i) can be replaced with T having positive diagonal entries [1] . Equivalent conditions for (ii) can be found in [26] . It is useful to write T = Q + S, where Q is the first term of the Laurent expansion of T , i.e., the eigenprojection onto the invariant subspace corresponding to λ = 1; see, e.g., [27] . Then Q 2 = Q, QS = SQ = O, and 1 / ∈ σ(S). This is called the spectral decomposition of T . The condition (i) above is equivalent to having ρ(S) < 1.
We state a very useful Lemma; its proof can be found, e.g., in [5] . We note that when ρ(T ) = 1, this lemma can be used to show condition (ii) above. To prove convergence one needs to show in addition that condition (i) also holds, or equivalently, that the diagonal entries are all positive.
A square nonnegative matrix B is irreducible if for every pair of indices i, j there is a power k = k(i, j) such that the ij entry of B k is nonzero. This implies that in the Markov chain each state has access to every other state, i.e., the chain is ergodic [24] . The Perron-Frobenius theorem states that for B ≥ O irreducible, ρ(B) is an eigenvalue, and the corresponding eigenvector is positive; see, e.g., [6] .
3. Algebraic formulation of Schwarz methods. We review here the formulation and some results from [2] , [12] . Given an initial approximation x 0 to the solution of (1.1), the (one-level) multiplicative Schwarz method can be written as the stationary iteration (2.1), where
and c is a certain vector. Here
where R i is a matrix of dimension n i × n with full row rank, 1 ≤ i ≤ p; see, e.g., [23] . In the case of overlap we have p i=1 n i > n. Note that each P i , and hence each I − P i , is a projection operator; i.e., (I − P i ) 2 = I − P i . Each I − P i is singular and has spectral radius equal to 1.
The additive Schwarz method for the solution of (1.1) is of the form (2.1), where
where 0 < θ ≤ 1 is a damping parameter.
The matrix R i corresponds to the restriction operator from the whole space to a subset of the state space (of dimension n i ) in the domain decomposition setting, and the matrix A i = R i AR T i is the restriction of A to that subset. A solution using A i is called a local solve, and this name carries to the purely algebraic case.
We assume that the rows of R i are rows of the n × n identity matrix I, e.g., Formally, such a matrix R i can be expressed as
with I i the identity on R ni and π i a permutation matrix on R n . In this case, it follows that A i is an n i × n i principal submatrix of A. In fact, we can write
where A ¬i is the principal submatrix of A "complementary" to A i , i.e.
with I ¬i the identity on R n−ni . Recall that if A is an M -matrix, so are its principal submatrices, and thus both A i and A ¬i are M -matrices [6] . For each i = 1, . . . , p, we construct diagonal matrices E i ∈ R n×n associated with R i from (3.4) as follows
These diagonal matrices have ones on the diagonal in every row where R T i has nonzeros.
If A is an M -matrix, for each i = 1, . . . , p, we construct a second set of matrices M i ∈ R n×n associated with R i from (3.4) as follows
where
has positive entries along the diagonal and thus is invertible. The following result comes from [2] . Proposition 3.1. Let A be a nonsingular M -matrix. Let M i be defined as in (3.8) . Then the splittings A = M i − N i are regular (and thus weak regular and of nonnegative type).
In the cases considered in this paper, we always have that M i defined in (3.8) are nonsingular. With the definitions (3.7) and (3.8) we obtain the following equality
We can thus rewrite (3.1) as
Similarly, (3.3) can be rewritten as
This is how we interpret the multiplicative and additive Schwarz iterations.
In the context of discretizations of p.d.e.s, the use of Schwarz methods greatly benefit from the use of coarse grid corrections, and they are needed to guarantee a convergence rate independent of the mesh size [10] , [9] , [22] , [23] . Coarse grid corrections can be additive or multiplicative, and they have been described in the algebraic context as well [2] . Here we restrict our comments to the multiplicative corrections. To that end consider a new projection P 0 of the form (3.2) onto the "coarse space", i.e., onto a particular subset of states, usually taken in the overlap between the other set of states. Corresponding to these "coarse" states, there correspond a natural matrix R 0 as in (3.4) , and A 0 = R 0 AR T 0 , so that E 0 and M 0 is similarly defined as in (3.7), (3.8). The multiplicative corrected multiplicative Schwarz iteration operator is then
while the multiplicative corrected additive Schwarz iteration operator, also known as hybrid II Schwarz [23] , is then
In [2] it was shown that when A is nonsingular, ρ(T µ ) < 1, and thus, the method (2.1) is convergent. Furthermore, there exists a unique splitting A = M − N such that T = T µ = M −1 N . This splitting is a weak regular splitting. The same results hold for T µc , the iteration with a "coarse grid" correction. Similar result were also shown for T θ and T θc when θ < 1/q, where q is the measure of overlap; i.e., the maximum number of nonzeros in the same rows of all E i , i = 1, . . . , p; see [2] for further details. In this paper we want explore the convergence of (2.1), using the iterations defined by (3.11), (3.12), (3.13), and (3.14), when A is singular.
Convergence of multiplicative Schwarz.
In this section we assume that the stationary probability distribution is positive, i.e., π T = v > 0. This is the case when B = P T is irreducible, but also in other cases, e.g., when P represents a Markov chain free of transient states [24] . If in addition we require that the diagonals of the iteration matrices are positive, we show in the next theorem that the matrix (3.11) is convergent, i.e., that the multiplicative Schwarz iterations are convergent.
The argument used in the proof of this theorem can also be applied to the matrix
. . , p, and we therefore include it in the same result. This product correspond to p alternating iterations, i.e., p intermediate steps of the form (2.1). This is a generalization of the case of p = 2 which include the classical SSOR and ADI methods; see, e.g., [3] , [29] . The existence of a splitting and properties (4.3) and (4.4) also hold forT .
Proof. We begin with the matrixT . Let v > 0 be such that Bv = v, i.e., Av = 0. For each splittings of A = M i − N i , we then have that M i v = N i v. This implies thatT v = v, and by Lemma 2.1 we have that ρ(T ) = 1 and that the index is 1. To show thatT is convergent, we show that its diagonal is positive. This follows from the fact that each of the diagonals of the nonnegative matrices T i is positive.
We follow a similar logic for the multiplicative Schwarz iteration matrix (3.11). Since Av = 0, T v = v, and thus ρ(T ) = 1 and ind 1 T = 1. Each factor in (3.11) can be written as i N i ≥ O, each factor is nonnegative. For a row in which E i is zero, the diagonal entry in this factor has value one. For a row in which E i has value one, the diagonal entry in this factor is the positive diagonal entry of M −1 i N i . Thus, again, we have a product of nonnegative matrices, each having positive diagonals, implying that the product T has positive diagonal entries, and therefore it is convergent.
The rest of the proof applies equally to T andT , we only detail it for T . The matrix T being convergent implies the spectral decomposition (4.3), where Q is the spectral projection onto the eigenspace of T corresponding to ρ(T ) = 1. Furthermore since T ≥ O, Q = lim
We show now that N (I − T ) = N (A). According to construction of T , N (A) ⊂ N (I − T ). Any element of y ∈ N (I − T ) which does not belong to N (A) has to have a form y = Ax for some x and y = 0. Since Q ≥ O, we have that y ≥ 0. On the other hand y T e = x T A T e = 0, a contradiction. Since we then have that N (I − T ) = N (A), the existence of a splitting of the form (4.2) follows from Theorem 2.1 of [3] .
With this splitting, using (4.3) the following identity holds AQ = M (I − T )Q = O, so we also have (4.4). It follows that when implementing multiplicative Schwarz with the splitting (4.5) instead of solving a local problem (or the coarse problem) with a coefficient matrix A i one needs to solve a local problem with the coefficient matrix (α i I + A i ).
With these splittings, we can now define the iteration matrices (3.11) and (3.13) which by Theorem 4.1 and Corollary 4.2 are convergent, and we can thus find the stationary probability distribution v (or π = v T ) by using the iteration (2.1) (with c = 0).
In [3] it was shown that in the case of two alternating iterations, i.e., for the matrixT = T 1 T 2 , one needs a compatibility condition to hold in order to guarantee the existence of an induced splitting A = M − N with M −1 N =T . This condition is that M 1 + M 2 − A be nonsingular. In the case of the splitting (4.5), this condition is satisfied. Similarly, for any value of p we have that the matrix M 1 + · · · + M p − A is also nonsingular.
Let γ = max{|λ|, λ ∈ σ(T ), λ = 1}. The fact that T is convergent implies that γ < 1; see, e.g., [6] . Therefore Theorem 4.1 indicates that for multiplicative Schwarz, σ(M −1 A) = σ(I − T ) has zero as an isolated eigenvalue with index 1, and the rest of the spectrum is contained in a ball with center 1 and radius γ. Furthermore, the smaller γ is, the smaller this ball around 1 is. This configuration of the spectrum often gives good convergence properties to Krylov subspace methods preconditioned with multiplicative Schwarz.
5. Stationary probability distribution. We assume in this section that B = P T is irreducible, i.e., that the Markov chain is ergodic. In this case, every principal submatrix of order n − 1 of matrix A = I − B, is a nonsingular M -matrix [6] . One approach used with direct methods is to "remove an equation", i.e., to reduce the problem of finding the stationary probability distribution v to a linear system with a non-singular (n − 1) × (n − 1) matrix [24] . We take this approach here for the Schwarz iterations (2.1).
Without loss of generality we assume that the "removed" equation is the last one, and partition A (and B) as follows
. . , v n−1 ), then our problem Av = 0 reduces tõ
Since we have one degree of freedom, as with direct methods, one fixes the value of v n , say v n = 1 and once (5.2) is solved, the entries are renormalized so that e T v = 1.
SinceÃ is a nonsingular M -matrix, we can use the multiplicative Schwarz iterations (2.1), or the additive ones with θ < 1/q, as described in section 3 on the "reduced" system (5.2). One can also use the iterations with the "coarse grid" correction (3.13) and (3.14). All these are convergent. Furthermore, all results from [2] and [12] apply here, e.g., the possible improvement of the rate of convergence when the overlap increases.
In the rest of this section we present a convergent weak regular splitting of A. It is constructed from the splitting ofÃ induced by either the additive or multiplicative Schwarz iterations (with or without the "coarse grid" correction). LetÃ =M −Ñ be such thatM −1Ñ =T , the matrix of the form (3.11) or that of the form (3.12) with θ < 1/q, when applied toÃ. Recall that these are weak regular splittings and they are uniquely determined.
Then, A = M − N is a weak regular splitting and
Proof. It is obvious from the fact thatÃ =M −Ñ and from the form of A in (5.1) that
. This is equivalent to the convergence of the following iteration
for k = 0, 1, . . . ; cf. [25] . Let v T = (ṽ T , 1) be the limit of this iterative process, i.e., such that Av = 0. We now "add back" formally the last equation and have the equivalent iteration We remark that the splitting (5.3) is not the only one which can produce the iteration matrix (5.4); see [3] .
6. Mean first passage matrix. In Markov chain modeling, in addition to the stationary probability vectors, it is often important to obtain the moment matrices [24] . They are defined as follows denotes the probability that first return to state j occurs exactly m steps after leaving from state k. These matrices depend directly on the stochastic matrix P = B T representing the Markov chain, but we do denote this dependency explicitly.
In computations the following formulas can be used [15] , 8. Concluding Remarks. We have described several computational approaches to the numerical solution of Markov chains using (additive and) multiplicative Schwarz methods. Our main result is a new convergence theorem for multiplicative Schwarz iterations for singular systems. In the irreducible case, we have also exploited the fact that any principal matrix is nonsingular. In the reducible case, one can reduce the problem to several irreducible smaller problems. The attractive properties of multiplicative Schwarz iterations such as the monotonicity of the convergence rate with respect to changes of the number of diagonal blocks, their sizes, etc., presented in [2] carry over naturally to the problems treated here.
