A straightforward introduction to the theory of Colombeau generalized functions is given with an emphasis on the underlying concepts in view of their applications to applied and theoretical problems by physicists who do not need to know all the mathematical intricacies of that theory. As an application the meaning of the square of the delta function is discussed in some detail.
Introduction
Nearly 60 years ago Laurent Schwartz invented the theory of distributions which provided a simple and rigorous calculus unifying a great variety of previously ill-defined mathematical techniques used in physics and engineering. Generalized functions such as Heaviside's step function H(x) and its derivative, Dirac's delta function δ(x), were replaced by linear functionals called "distributions," which like C ∞ functions can be differentiate any number of times [1, 2] .
Distributions, however, cannot in general be multiplied. In mathematical language the set D ′ of all distributions is a vector space rather than an algebra. But products of distributions arise naturally in many areas of science and engineering, most prominently in electrodynamics and particle physics as self-interaction terms of the type δ 2 (x), and in hydrodynamics as products like H(x)δ(x) of shock waves and their derivatives, as well as in mathematics as solutions of partial differential equations. Many proposals have therefore been made to define an algebra of generalized functions G such that D ′ ⊂ G. The difficulty of this task is not only mathematical (Schwartz's theory of distribution is highly abstract) but also conceptual since many generalizations are possible, all different according to their potential applications. In this sense the algebra defined by Jean François Colombeau has almost optimal properties, which combined with the fact that it is possibly the most simple superset of distributions has made it very popular [3, 4, 5] .
The purpose of this paper is to give a straightforward introduction to Colombeau generalized functions and their applications by emphasizing the underlying concepts rather than the mathematical details of the theory, in order to make it accessible to most physicists and engineers. The idea is that working with Colombeau functions is like working with real numbers: There is no need to know how transcendental numbers are embedded in the set of real numbers to use them.
In particular, we do not discuss the abstract construction of Colombeau's algebra as a quotient space G = M/N , where M is the space of "moderate" generalized functions in which multiplication is possible and N the ideal of "negligible" functions such that their quotient becomes a superset of D ′ . We prefer to emphasize the explicit construction of Colombeau functions as double limit sequences, as well as the emergence of two notions of equality (i.e., strong and weak, "=" and "≈") when going from D ′ to G. Moreover, to be self-consistent and to clarify these relations, we begin by recalling in Sec. 2 some basic definitions, and in Sec. 3 the essential characteristics of Schwartz distributions. In the same spirit we summarize in Sec. 4, that is before defining Colombeau's algebra in Sec. 5, the reasons why the product of distributions is inconsistent, and how regularization can be used to circumvent this problem.
Finally, in Sec. 6, we consider two sets of applications. First to hydrodynamics, the topic to which Colombeau originally applied his theory, which enables to illustrate its power in numerical engineering and as a general method for solving nonlinear partial differential equations. Second we discuss the meaning of the square of the δ function, which illustrates that in the G there are infinitely many Heaviside and Dirac functions, and generalized functions which have no counterpart in the space D ′ of Schwartz distributions. This enables to solve problems for which there are no solutions in D ′ , such as the definition of a δ-like function, denoted δ (x), which has a square δ 2 (x) whose properties are closely related to those implied by the renormalization prescriptions used in quantum electrodynamics and other parts of physics.
Definitions and notations
This section is put here rather than in appendix because it recalls definitions and notions which give an opportunity to anticipate important concepts that will developed in the text, and because the subject of generalized functions makes it essential to be particularly careful with notations.
Ω An open set of R n . In this paper Ω is any interval ]a, b[⊂ R such that a < 0 < b, unless otherwise specified.
C m (Ω) The vector space of functions on Ω which are m-times continuously differentiable.
The vector space of functions on Ω which are m-times continuously differentiable and which have compact support. In the sequel all functions will be C ∞ 0 (Ω) unless explicitly stated. Similarly we will generally drop the subscript "0" specifying that functions are with compact support.
C 0 (Ω) The vector space of continuous functions. Such functions have points at which the left and right derivatives are different.
C p (Ω) The vector space of piecewise continuous functions, i.e., continuous except on a discrete set, on which they have left and right limits, and where derivation leads to δ functions.
D(Ω)
The vector space of functions C ∞ 0 (Ω) equipped with an inductive limit topology suitable to define Schwartz distributions. The functions in this space are used to construct the weakly converging sequencies defining distributions, as well as to provide so-called "test functions," denoted in this paper by T , on which the distributions are evaluated. There can be some difficulty reading the literature because limit processes in G and in D ′ are often written using the same parameter, e.g., ǫ → 0. For clarity we will distinguish, where necessary, between ǫ → 0 in D ′ , and γ → 0 in G. Finally, we will use the term "sequence" for expressions such as lim ǫ→0 F ǫ even though mathematicians reserve this term to mappings n → F n , so that ǫ → 0 corresponds to 1/n → 0 as n → ∞.
Schwartz distributions
The vector space D ′ of Schwartz distributions contains, besides the ordinary C m and C ∞ functions, generalized functions corresponding to discontinuous functions and unbounded functions. While these functions cannot be differentiated in the classical sense, they can be indefinitely differentiated in the sense of distributions. These generalized functions cannot however be multiplied, even in the sense of distributions, as was demonstrated by Schwartz in his impossibility theorem of 1954 [5, p.8 ].
Because the most interesting distributions are generalized functions it is not possible to represented them by simple formulas or even ordinary limit processes. They are therefore represented by sequences such as
for which ordinary pointwise convergence is not required. Instead "weak convergence" for the scalar product of D ǫ (x) with any test functions T (x) ∈ D is required, i.e., the existence of the limit
The meaning of operating "in the sense of distributions" is then that all operations on distributions are actually performed on D ǫ (x), while D(x) can be seen as a convenient symbol to designate a given distribution.
Distributions are therefore linear functionals D(T ) = D|T defined by their effect on test functions. Moreover, since many different sequencies may converge weakly to the same limit, each distribution corresponds to an equivalence classes of such sequencies, which all together form the Schwartz distribution space D ′ : Definition 1 Two distributions D and E ∈ D ′ , of respective representatives D ǫ and E ǫ , are said to be equivalent (or equal), and one write D = E, iff
For example, Dirac's δ function is defined by the property
so that all sequences which have this property form an equivalence class corresponding to the Dirac δ function distribution, conventionally denoted by the symbol "δ(x)." Two examples of such sequences are
More generally, any normalizable C ∞ "shape" function ρ(y) with a compact support such as [−1, +1] or [0, 1] can be used to define δ-sequencies, i.e.,
The requirements that both δ ǫ and T are C ∞ 0 (Ω) functions enables to derive a number of useful properties. For instance,
which are generally written in symbolic form as "xδ(x) = 0" and "
are the fundamental formulas of calculus with distributions.
In summary distributions are not functions in the usual sense but equivalence classes of weakly convergent sequencies of functions. Consequently any operation with or on distributions are made with or on the sequencies, which are therefore added, differentiated, etc., according to the operation in question. It is remarkable that distributions enjoy essentially all properties of C ∞ functions, including multiplication by a C ∞ function, with a few exceptions such as the impossibility to multiply two distributions in the general case.
Moreover, Schwartz distributions have a very precise relation to continuous functions, which can be spelled in the form of a theorem, namely: Theorem 1 (Schwartz structure theorem) Any distribution is locally a partial derivative of a continuous function [5, p.6] .
Derivation induces therefore the following cascade of relationships: continuous functions → discontinuous functions → distributions, which gives a unique position to Schwartz distributions because they constitute the smallest space in which it is permitted to infinitely differentiate all continuous functions. For this reason it is best to reserve the term "distribution" to them, and to use the expression "generalized function" for any of their generalizations.
Multiplication and regularization of distributions
There are two kind of problems with the multiplications of distributions: (i) The product of two distributions is, in general, not defined. For example, the square of Dirac's δ function is not a weakly converging sequence, as can easily be verifyed by squaring either of the sequencies in Eq. (3.5) and trying to evaluate them in a scalar product with any test function. (ii) Differentiation is inconsistent with multiplication because the Leibniz rule, or even associativity, can fail under various circumstances. For example, while Dirac's δ function is related to Heaviside's step function through differentiation as δ(x) = H ′ (x), the algebraic identity H 2 (x) = H(x) leads to inconsistencies. Indeed,
Over the years many methods for solving these problems have been proposed. One of the simplest and most effective is "regularization," which consists of modifying the functions to be multiplied or differentiated in such a way that they become more regular (i.e., continuous, differentiable, finite, etc.). All operations are then done with the regularized functions until the end of the calculation, and the final result is obtained by the inverse process which returns the function from its regularization.
One fairly general regularization technique is based on the convolution product. For instance, if f (x) is any function on R, its regularization f r (x) is then
Here ρ γ (x) is a smoothing kernel (also called regularizer or "mollifier") which in its simplest form is a δ-sequence as defined in Eq. (3.6). Consequently, in the limit γ → 0, the regularizer becomes equal to the δ function, which because of Eq. (3.4) acts as the unit element in the convolution product, i.e., f * δ = f . Thus, when γ > 0 the regularization is such that f is "mollified" by the convolution, while at the end of a calculation the limit γ → 0 can be taken to obtain the result.
The power of convolution as a regularization technique stems from the theorem: [1, 465] .
Regularized functions f * ρ γ can therefore be freely multiplied and differentiated.
Colombeau generalized functions
Colombeau's algebra G is an associative differential algebra in which multiplication, differentiation, and integration are similar to those of C ∞ functions. Colombeau and others have introduced a number of variants of G which correspond to various degrees of internal consistency with regards to the way less general functions and distributions are included into it.
In the present paper we sketch one of the simplest constructions, which nevertheless enables to understand and discuss all the main features of G [5, p.167] . For instance, one of these is the use of convolution to regularize distributions so that multiplication becomes possible. Therefore, in all constructions of G, the distributions D ∈ D ′ are canonically embedded in G as weakly converging sequences generalizing Eq. (3.1), i.e.,
where ρ γ is a suitable regularizer. A representative G ǫ,ρ,γ ∈ G of a sequence corresponding to a given distribution D ∈ D ′ depends then on three parameters: the infinitesimals ǫ and γ, and the smoothing function ρ. Consequently one has the chain of inclusions:
So far this construction is similar to many unsuccessful attempts to create a superset of Schwartz distributions in which multiplication is always possible. Indeed, the use of convolution to regularize distributions is an old idea, but Colombeau turned it into a truly effective method by contributing two essential elements:
A defect of the above construction is that the direct inclusion of C ∞ functions
in G according to Eq. (5.3), and their inclusion according to Eq. (5.2) as functions ∈ C ∞ ⊂ C, do not give the same result because g = g * ρ γ in general. This is also the case for C p functions as they are included both as discontinuous functions according Eq. (5.2) and as distributions ∈ C p ⊂ D ′ according to Eq. (5.1). Colombeau had therefore to find a way to make these inclusions coherent. This led to a refined construction in which, for instance, the smoothing functions are no more simple δ-sequencies but precisely defined regularizers insuring this coherence.
2. Multiplying Schwartz distributions in G consists of multiplying their regularized sequencies, i.e., D ǫ,ρ,γ (x). However, there is a conceptual problem since even for continuous functions the classical product f (x)g(x) in C is in general not equal to the generalized product f ρ,γ (x)g ρ,γ (x) in G whatever the smallness of γ. Further the choice of ρ γ is arbitrary. The problem is therefore similar to the previous one, but deeper in the sense that it cannot be eliminated without letting γ → 0. Colombeau's solution is the observation that while non-zero these differences are in fact "infinitesimal," so that they can be considered as null as long as they are not multiplied by some "infinite" quantity. This leads to the notion of association, which is defined as follows: Consequently, any function or distribution and their suitable regularizations are equivalent in the sense of association, meaning that one can work in G without any problem provided γ is sufficiently small -something that is possible with distributions because ≈ is a faithful generalization of the equality of Schwartz distributions. As an equivalence relation association is compatible with addition, differentiation, and multiplication by a C ∞ function. It is however not compatible with multiplication, i.e., G 1 ≈ G 2 does not imply HG 1 ≈ HG 2 for arbitrary G 1 , G 2 , H ∈ G.
Thanks to these two ingredients Colombeau's algebra provides a consistent framework to calculate with distributions. This is illustrated by the Heaviside function for which instead of H n = H as in D ′ one has H n ǫ,ρ,γ = H ǫ,ρ,γ in G. Thus, the inconsistency displayed in Eq. (4.1) does not arise. However, H n ≈ H. Therefore, as association is stable by differentiation, we have d dx H n (x) ≈ nH n−1 (x)δ(x), which implies H n (x)δ(x) ≈ 1 n+1 δ(x).
In summary, Colombeau functions are more complicated objects than distributions because they involve two limit processes, ǫ → 0 and γ → 0, which are related to two relations of equivalence, equality and association defined in Defs. 1 and 2. Nevertheless it is not more complicated to work with them then with distributions since association enables to ignore most of the "internal machinery" required to enable their multiplication.
Of particular interest is also the fact that contrary to Schwartz's distributions in which all sequencies belonging to the same equivalence class define a unique distribution, the concept of association leads to the possibility of closely related "Colombeau distributions" which are different at the infinitesimal level, and whose differencies are encoded in the way their defining sequences are written. This enables to work with different δ functions, and/or with different Heaviside functions, whose infinitesimal differences correspond to different physical properties at the microscopic level which only show up when distributions are multiplied.
Finally, as stressed by Colombeau, the dissociation of the strong equality "=" inherent to classical functions and Schwartz distributions, from the weak equality "≈" provided by association in G, enables to circumvent Schwartz's impossibility theorem, and to provide a general multiplication compatible with classical analysis. This achievement can be summerized in the form of a theorem which can be loosely phrased as follows:
Theorem 3 By means of a suitable regularization scheme it is possible to construct an algebra G which is a superset of D ′ such that the product of distributions is meaningful, albeit at the cost that multiplication is not unique but such that the difference between two products of the same factors can be made as small as desired.
Applications
Distributions and their applications are common place in most areas of physics and engineering. Everybody knows how to evaluate a δ function, how to calculate with piecewise continuous functions, etc. In such applications it is easy to see that there is no essential difference between Schwartz distributions and Colombeau functions. This is because most characteristics distinguishing δ-sequencies like those of Eq. (3.5) have no effect in such applications since what matters when they are evaluated on test functions is their integral, which is normalized to one. These characteristics are however relevant when distributions are multiplied and evaluated at the same x in expressions such as δ 2 (x), H(x)δ(x), H 1 (x)H 2 (x), δ 1 (x)δ 2 (x), H 1 (x)δ 2 (x), etc., where the indices 1 and 2 refer to different δ functions such that H ′ i = δ i .
Hydrodynamics
Products of the type H 1 (x)H 2 (x) and H 1 (x)δ 2 (x) arise in the study of the propagation and interaction of shock waves, such as those occurring in strong collisions between projectiles and armor, a subject that has been extensively studies by Colombeau and his collaborators (Ref. [5] and references therein). Shock waves induce sudden and large variations of physical quantities, for example the density, on a distance comparable to only a few times the average distance between molecules. An Heaviside step function would therefore appear to be an excellent approximation of that behavior, which is indeed often the case. However, in strong shocks during which a phase transition (e.g., from elastic to plastic) occurs this approximation is insufficient. For instance, a typical combination of distributions arising in such a case are products like
It then turns out that whereas a = 1/2 in the simple case H 1 = H 2 , data shows that a can be anything between 0.05 and 0.95, see [5, p.43-48] , which implies that H 1 and H 2 are very different at the jump, i.e., δ 1,γ = δ 2,γ .
A lesson from this application is that by assuming that physically relevant distributions such as H and δ are elements of G one gets a picture that is much closer to reality then if they are restricted to D ′ . In fact, this lesson applies not just to numerical modeling and applied physics but also to mathematics and theoretical physics. Consider for example one of the simplest nonlinear partial differential equations, the inviscid Burger's equation of hydrodynamics, which in G can be written in two ways
Both equations have a traveling wave solutions of the type u(x, t) = (u 2 − u 1 )H(x − ct) + u 1 , which using the identity 2HH ′ = H ′ yields a jump velocity of c = (u 1 + u 2 )/2. But, if multiplied by u, the first equation has an additional solution which turns out to be inconsistent with the first one, so that it has in fact no solutions. This is however not the case with the second equation because whereas multiplication is compatible with equality in G, it is not compatible with association. Therefore, the distinction between = and ≈ automatically insures that the physically correct solution is selected, a distinction that can be made in analytical as well as in numerical calculations by using a suitable algorithm.
An important lesson from this second application is that one can work with Colombeau functions without having necessarily to know how generalized functions are explicitly represented in G. Theorem 3 can therefore be interpreted as an existence theorem asserting that for any generalized function it is possible to find a suitable regularization such that it is possible to work with it as with any other Colombeau function. The meaning of δ 2 in G, that is the interpretation of its evaluation on a test function, i.e.,
The square of the δ function
is challenging the theory of generalized functions because the result is necessarily an infinite number when both limits γ → 0 and ǫ → 0 are taken. Any attempt to compute δ 2 should therefore be excluded if there were no compelling reasons to be more conservative. Indeed:
1. As much from the point of view of potential applications than internal consistency, it is important that all three binary products of H and δ, i.e., H 2 , Hδ, and δ 2 , are given a proper meaning.
2. Unbounded point-values such as δ(0), δ 2 (0), etc., can be considered as constant Colombeau functions because, as long as γ = 0, they can be manipulate just like any elements of G. Thus, as δ 2 (0) arises quite naturally in computations, e.g., as integrated parts in partial integrations, the only missing item is a proper interpretation of δ 2 T dx.
3. The properties of G enable to consider δ functions which have special properties when multiplied. Such functions include δ-sequencies based on discontinuous rather than C ∞ functions, e.g.,
These sequencies are not distributions according to Eq. (3.1), but they can be represented by sequences of distributions so that their limits are in D ′ . The first one, which is even, corresponds thus to the usual δ function in D ′ . The second, as well as its square, has unique properties which is why it deserves a special symbol [6] : δ (x). We call these sequences δ -like since they can be written in terms of δ (x).
4.
The remarkable success of the ad hoc prescriptions on which quantum electrodynamics is based suggests that dealing with potentially infinite quantities that leave a finite and physically meaningful remainder after discarding the diverging term is a sensible procedure.
Taking the last of these motivations as a guide, let us develop T as a Taylor series and rewrite Eq. (6.3) as
Further, let us represent the sequence δ ǫ in terms of a shape function ρ(y) as in Eq. (3.6). After an elementary calculation it is found that the divergence is entirely due to the first term, and that taking both limits in Eq. (6.3) it remains
Consequently, if the diverging term is discarded, there is a finite remainder which is simply T ′ (0) times the factor ρ 2 |y , i.e., the first moment of ρ 2 (y).
When δ ǫ (x) is an even function of x, for example either expressions of Eq. (3.5), or the one on the left of Eq. (6.4), the moment ρ 2 |y is zero and there is no remainder. This is characteristic of Dirac's δ function, so that δ 2 Dirac |T is just the diverging term in Eq. (6.6).
On the other hand, with non-even δ-sequences there can be a non-zero remainder. In particular, for δ ǫ (x) defined in Eq. (6.4) one easily finds that ρ 2 |1 = 1 and ρ 2 |y = 1/2. Thus
which is valid for scalar products evaluated in either R or R + , i.e., Cartesian or polar coordinates.
To appreciate the importance of this result several comments are in order:
1. As already mentioned below Eq. (6.4), δ (x) defined as δ ǫ (x) is not a distribution since δ ǫ (x) ∈ D. Thus although δ (x) has some of the properties of a δ function in D ′ , for example the sifting property of Eq. (3.4), it has no derivative in D ′ . On the other hand, δ has all the properties of an ordinary δ function in G.
2. The fundamental difference between δ Dirac and δ is of a topological nature. Whereas all δ Dirac -like sequences in D can be written δ ǫ (x) = C(1−S(x/ǫ)), the δ -sequences of Eq. (6.4) are such that δ ǫ (x) = C, where S(x/ǫ) depends on the shape function and x, while C = ρ(0)/ǫ is independent of x. Consequently, excluding the end-points, all x-derivatives of δ -like sequences are null. In simple words: the "top" of the usual δ Dirac -like sequences is "pointed," while that of the δ -like functions is perfectly "flat."
3. In terms of the two shape dependent factors appearing in Eq. (6.6) the topological difference between δ -like and all other δ-sequences, assuming non-increasing shape functions, translates into the inequalities ρ 2 |1 ≤ ρ(0) and ρ 2 |y ≤ 1 2 ρ(0), where the bounds are saturated by the δ -like sequencies.
4. δ (x) represents a vanishingly small neighborhood of x ≥ 0 such that the product δ (x)f (x), where f (x) is a perfectly arbitrary function, is exactly equal (apart from a normalizing factor) to f (x) within that neighborhood, and to f (x) = 0 otherwise: a faithful "elementary sample." This is particularly important when f (x) is unbounded at x = 0, for example when f (x) = 1/x 2 is the Coulomb field and quadratic expressions such as δ 2 /x 4 are evaluated.
5. Finally, δ may be seen as closer than δ Dirac to the intuitive concept of a point charge or a point mass because the behavior of δ in the limit ǫ → 0 is that of an homogeneous object shrinking uniformly to zero. This concept translates itself naturally to spaces of any dimensions, so that in 3-dimensions, for example, one has δ 3 ( x) = 1 4π| x| 2 δ (| x|).
(6.8)
To sum up this section, the Colombeau algebra enables to consider and work with δ functions different from that of Dirac, as well as to give a meaning to the square of these functions that is closely related to the procedures which have been developed in the context of quantum electrodynamics.
