REMARK ON THE TRICOMI EQUATION
TADATO MATSUZAWA §1. As an application of the Garleman-type estimation Hormander [4] , p. 221, has proved the following:
A solution (distribution) of the Tricomi equation in an open set Ω in R\. tt 
belongs to C°°(Ω) if it is in C°°(Ω_) where Ω_ = {(x,t);(x,t)eΩ,t < 0}.
In this note we shall consider the same problem for the inhomogeneous Tricomi equation in a different manner. The existence of the solution in the generalized sense is well known. Furthermore we shall consider the propagation of analyticity. More precisely, the solution u is analytic in Ω if it is analytic in Ω_ and if f(x,t) is analytic in Ω (Theorem 3.1). We shall use the results of [2] and [5] in the proof. § 2. The following theorem is obtained from the results of Berezin [2] . THEOREM 
Consider the following (backward) Cauchy problem:
where D denotes a domain in the region t < 0 bounded by characteristics passing through (α, 0) and (6,0),(α<& By virtue of Theorem 2.1 it is shown that there exists a fundamental solution E(x, t) for the backward Cauchy problem for the equation Lu = u u + tu xx = 0. That is, there exists a distribution E(x, t) in the region t <: 0 such that
In fact, take fix, t) = 0, φ(x) -0 and For the proof we apply Theorem 2.1 by regulariging u with respect to x. §3. Let Ω be an open set in R% tt which intersects #-axis. THEOREM 
Let u = u(x, t) e 2\Ω) be a solution of the equation
(3.1) Lu = u tt + tu xx = f(x 9 1) in Ω with f e C°°(
Ω). Then u e C°°(Ω) if it is in C~(Ω_) where Ω_ = {(x, t) (x, t) e Ω 9 t < 0}. Furthermore, u is an analytic function in Ω if it is analytic in Ω_ and if f(x 9 t) is analytic in Ω.
We shall prove this theorem in several steps. First we shall show that u(x, 0) e C°°{x (x 9 0) e Ω).
Assume {{x,0);0^^}cfl,(0<ί)).
If we take T > 0 sufficiently small then the closed domain D bounded by {(x, 0) 0 ^ x ^ 6}, characteristics passing through (0,0) and (6,0) and {(x, -T);-oo < x < +00} is contained in Ω (Ί {(x, t);t <£ 0}. Let u(x, t) and fix, t) be functions given in Theorem 3.1 and 6, T be sufficiently small, then by the usual way (cf. [3] ) we have
u(x, 0) = E t (x -y, -T)u{y, -T)dy -\E(x-y, -T)u t (y, -T)dy
where the integral is taken in the sense of distributions. We note that there exists u(x 9 0) = limu( 9 t) in S 7 (0 < x < 6) by the partial hypoellipticity of L in t (cf. [4] , §4). The formula (3.2) is justified because of the assumptions for u 9 f and the properties of E(x 9 t): (2.6), (2.7), (2.8). Thus we have proved that u(x 9 0) e C°°(0, 6), and hence u{x 9 0) e C°°{x {x 9 0) e Ω) .
Similarly, if u and / are analytic in fl_ and Ω respectively, then we see that u(x 9 0) is analytic in {x; (x,0) e Ω}. We omit the detail.
In the next section we shall show that To prove this theorem we use the method employed in [51, § § 5, 6. We note that it is sufficient to prove the case u(x 9 0) = ψ(x) = 0. First we prepare the following theorem which is derived by a direct computation. Take G = (α < x < b) x [0, T) such that G c fl and introduce the notation: Next we consider the case where / e C ω iG) and %(#, 0) = 0. In this case we have u e C°°(G) by the above result. To obtain the analyticity of u in Ω Π {ix, ί) t ^ 0}, we have to estimate precisely the successive derivatives of u. We can pursuit the manner employed in [6] , § 6 where the analyticity of the solutions of the equations u tt + t 2k u xx = /', k = 0,1,2, , was proved. In the following we shall give an outline of the reasoning.
Introduce the notations: 
