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Abstract
In this paper an efficient method is proposed for electricity price forecasting. This paper focuses on Locational Marginal Price 
(LMP) that efficiently maintains power markets by alleviating transmission network congestion. There are complicated behaviors
of the time series due to uncertain factors in the power markets. From a standpoint of market players, a sophisticated method is 
required to forecast LMP effectively. The proposed method makes use of the hybridization of GP (Gaussian Process) of hierarchical
Bayesian estimation, EPSO (Evolutionary Particle Swarm Optimization) of evolutionary computation and fuzzy c-means of 
allowing data to belong to two or more clusters. EPSO is used to improve the accuracy of parameters in MAP (Maximum a 
Posteriori) estimation for GP. The use of fuzzy c-mean is useful for increasing the number of learning data for GP to deal with 
spikes. The effectiveness of the proposed method is demonstrated for real LMP data.
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Nomenclature
NC covariance matrix of from 1t to Nt
c scalar of  11,  NN xxK
D given data
F cost function of fuzzy c-mean
gjk attribute of fuzzy c-mean
gbest best solution in a group of populations
I unit matrix
K(x ,i ) kernel function of  x and i
k vector elements   NnxxK Nn ,,1, 1 } 
m parameter of fuzzy c-mean such as 1!m
mM dimension number in Mahalanobis kernel
N(x ,i ) normal distribution with average xand variance i
P(x|i ) posterior distribution of x giveni
pbesti best solution in population i
Q covariance matrix of  ny
QM covariance matrix of Mahalanobis kernel
nhR basis function
rand      uniform random number of [0, 1]
t
iS location of population i at time t
nt target variable
x7 transpose of matrix x
t
iV velocity of population i at time t
hw weights of nhR
w0- w2 weights of PSO updating rule
wi3 initial value of random number for gbest in EPSO
wi0*- wi3* adaptive weights of EPSO updating rule
ny output of GP
nxx ,,1 } any point set
ijG Kronecker delta
MG parameter of Mahalanobis kernel such that 0!MG
1NP average of predicted value at time N+1
Qk centre of cluster k in fuzzy c-mean
T hyperparameters
MAPT MAP estimates of T
GV width of Gaussian kernel
2
1NV . variance of predicted value at time N+1
2
wV variance of hw
W  learning rate
__x__Euclidean norm of vector  x

1. Introduction 
In recent years, power market plyers are concerned with maximization of profit and minimization of risk. 
Specifically, they are interested in the behavior of electricity price. As one of electricity prices, LMP is very important 
since it reflects demand conditions at each node in transmission networks and plays a key role to alleviate transmission
network congestion [1-6]. As the deregulation of power networks is widely spread, power market players are afraid 
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that there is a high probability of transmission network congestion due to the limitation of transmission capacity. Once 
the congestion occur, it deteriorates power trading economics due to the cost burden of network congestion. As a 
result, it is a mainstream to pay for the network congestion cost. If possible, such a burden should be decreased in 
power system operation and planning.  As a result, LMP has been introduced in PJM (Pennsylvania, New Jersey and 
Maryland), NYISO (New York Independent System Operator), etc. to alleviate the network congestion. It consists of 
energy cost, marginal loss and transmission congestion components and works to reinforce incentives for improving 
the availability of power networks. It may be defined as a marginal cost which supplies power for increased power 
demand at a certain node in a balanced power system.
The importance of LMP forecasting has been recognized in the conventional studies. In practice, power market 
players are concerned with the maximization of profit and the minimization of risk in purchasing or selling electricity.  
It is necessary for them to understand the behavior of electricity price in advance.  However, time series of electricity 
price is often affected by power loads, weather conditions and sudden unexpected events. Sometimes it gives spikes 
that jump up electricity prices many times. The conventional methods on electricity price forecasting may be classified 
into two categories. One is statistical methods such as ARIMA, GARCH while the other is intelligent systems like 
ANN (Artificial Neural Network), fuzzy inference, neuro-fuzzy [7-14], etc. The statistical method has a drawback 
that it is not flexible in a sense that the parameter is fixed. The intelligent systems have good approximation for 
nonlinear systems, but they necessarily provide good results due to the complexity of data. In addition, it is very 
important to evaluate the uncertainties of the predicted LMP. 
This paper proposes a GP-based method for LMP forecasting. GP is an extension of SVM (Support Vector 
Machine) makes use of hierarchical Bayesian estimation to evaluate the average and error bar of the predicted value 
[15-20]. The error bar corresponds to the lower and upper bounds of the predicted errors in evaluating the uncertainties 
of the predicted value. In order to construct a rigorous model, EPSO of evolutionary computation is introduced to 
improve MAP estimation in GP. EPSO is well-known for adaptive PSO to provide better results than PSO [21-23].
Furthermore, this paper introduces fuzzy c-means as a prefiltering technique [24]. The use of fuzzy c-means 
contributes to the increase of learning data so that the maximum errors, namely, errors on spikes decreases. The 
proposed method is successfully applied to real LMP data.
2. Gaussian Process 
In this section Gaussian Process (GP) with MAP estimation is described [15-20]. It means GP with hierarchical 
estimation for probabilistic modelling. Although GP has a long history in many fields, this paper focuses on GP in 
machine learning that makes use of kernel functions and is useful for approximating nonlinear systems. Now, suppose 
that GP consists of joint Gaussian distributions for any point set nxx ,,1 } and consider a regression model with 
weights hw and basis function nhR .
¦
 
{
H
h
nhhn Rwy
1
(1)
 nnnh xR I 
 
Assuming that a priori distribution of hw is Gaussian with mean 0 and variance
2
wV , we have the following 
equation.
    I2,0 wNwP V       
Covariance matrix Q may be defined as
T2T RRyyQ wV         
Eqn. (3) may be rewritten as 
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T2,0 RRwNyP V        
Next, consider target variable nt that may be expressed as the variable that consists of ny and the Gaussian noise
with mean 0 and variance 2vV . Then, a priori distribution of C may be written as
   IQ0 2, vNtP V        
Define the covariance matrix of t as NC gives
IRRIQC 2T22 vwvN VVV        
The elements  ji, may be written as
    2
1
2
vij
H
h
jhihwNij xxC VGIIV  ¦
 
     
The use of "kernel trick" in Support Vector Machine (SVM) avoids calculating the complicated inner product. The 
use of "kernel trick" gives
  ijvjiwij xxKC GVV 22 ,       
Now, let us predict new target 1Nt with obtained target Nt . A posterior distribution of 1Nt may be written as
      T11 111 ,,|   v NNNNNNN tttP tCtt      
Decomposing 1NC into the following form,
»
¼
º
«
¬
ª
  c
N
N T1 k
kC
C        
We have the formula to update average 1NP and variance
2
1NV .
NNN tCk
1T
1

  P        
kCk 1T2 1

  NN cV       
It can be seen that covariance matrix 1NC plays an important role to determine the above equation. However, it is 
necessary to determine the parameters in the covariance matrix. GP regards them as probabilistic variables to be 
evaluated by a posterior distribution from a priori distribution and the Bayes' theorem. Such parameters are referred 
to as hyperparameters that are involved in hierarchical Bayesian estimation. In practice, the performance of GP is 
dependent on the accuracy of hyperparameters. To determine the method is used due to the difficulty in calculating 
the exact solution. 
In this paper, MAP (Maximum A Posteriori) estimation is employed to calculate the posteriori probability and 
estimate the point that maximizes the posteriori probability [15]. The performance of GP is dependent on the selection 
of the covariance matrix. To determine the appropriate covariance, MAP estimation assumes the parameters of the 
covariance matrix by evaluating the posteriori distribution with an assumed priori distribution of the parameters. Such 
parameters are referred to as hyperparameters.
Now, suppose that priori distribution of hyperparameters T may be written as
      TTT dPxtPxtP NNNN DDD |,,|,| 1111 ³   (14)
It can be seen that the above equation requires an approximate calculation due to the complex form of the integral in 
(14). According to the Bayes’ theorem, the above equation may be rewritten as 
     TTT PPP || DD v (15)
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Taking the logarithm of the above equation gives
     TTT PPP ln|ln|ln v DD                    (16)
It should be noted that term  D|TP of (15) indicates a term to measure how much data is expressed by 
hyperparameters T. The first term in the right side of (16) may be written as
  ST 2ln
22
1
ln
2
1
|ln 1T
N
P NN  
 tCtCD (17)
MAP estimation makes use of the following approximate calculation: 
             MAPNNNN xtPxtP T,,|,| 1111 DD  | (18)
To carry out the approximation of the above equation, this paper maximizes (16) with (17) and a priori distribution 
of TThe partial derivative of (17) with respect to hyperparameters TN may be written as
  N
k
N
NN
k
N
N
k
P t
C
Ct
C
CD
TT
T
T w
w
¸¸¹
·
¨¨©
§
w
w
 
w
w  1T1
2
1
Tr
2
1
|ln       
According to the results of (19), the optimal hyperparameters may be evaluated by maximizing (16) with the 
gradient method
3. Fuzzy c-means 
In this section, fuzzy c-means of clustering technique is explained [24]. Clustering means a method that classify a 
set of data into some clusters with data similarity. As one of clustering methods, k-means or c-means are well-spread 
in all the engineering fields. Fuzzy c-means was developed to solve difficulty in classifying a set of data close to the 
boundary of clusters. It is one of extensions of k-means in a way that a piece of data is allowed to belong to two or 
more clusters although k-means assigns a piece of data to one cluster. The k-means algorithm expresses the attribute 
as binary number while the fuzzy c-means represents the attribute in interval [0, 1]. In that sense, k-means and fuzzy 
c-means are referred to as hard and soft clustering, respectively. There are situations Now suppose that  a set of data 
zj(j=1,2,…,J) is classified into M clusters with centres Qk (k=1,2,…,M). Also, the fuzzy membership functions of data 
zj belonging to cluster k may be written as
1
1
1
1
2
2


 »
»
»
»
¼
º
«
«
«
«
¬
ª
¸
¸
¸
¹
·
¨
¨
¨
©
§


 ¦
mK
k kj
ij
jk
z
z
g
Q
Q
(20)
where
¦
 
 
M
k
jkg
1
1 (21)
 
 ¦
¦
 
  
J
j
m
jk
J
j
j
m
jk
k
g
zg
1
1Q (22)
Specifically, fuzzy c-mean minimizes the following cost function:
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¦¦
  
 
J
j
kj
M
k
m
jk zgF
1
2
1
Q              (23)
In the above equation, coefficients (gjk) m means a fuzzified attribute in fuzzy clustering.
The algorithm may be summarized as follows:
Step 1: Give the initial values to centre Qk.
Step 2: Fix centre Qk and minimize F with respect to attribute gjk.
Step 3: Fix attribute gjk and minimize F with respect to centre Qk.
Step 4: Repeat Steps 2-3 until the convergence criterion is satisfied.
4. EPSO 
In this section, EPSO of evolutionary computation is described [22, 23]. It is based on PSO (Particle Swarm 
Optimization) that makes use of swarm intelligence [21]. EPSO is extended to apply evolutionary strategy to PSO in 
a way that the parameters are updated at each iteration.
First of all, PSO is outlined. In 1995, Kennedy and Eberhart developed PSO that made use of swarm intelligence
to find out better solutions with multi-point search. The algorithm was designed to evaluate better solutions by sharing 
information on good solutions. PSO stems from analogy of foraging behavior of birds or fishes and focuses on the 
location and velocity of group agents. In other words, the location of agents in PSO correspond to the solution
candidates. The updating rule of the solution may be written as
11   ti
t
i
t
i VSS      
   titiititi SgbestrandwSpbestrandwVwV   䞉䞉䞉䞉 2101      
PSO updates the solution by changing the location and velocity of agents or populations. However, it is known 
that PSO has a drawback that the obtained solution is affected by the initial conditions of weights. Namely, it easily 
gets stuck in a local minimum.
Next, EPSO is described. In 2002, Miranda and Fonsceca proposed EPSO to overcome the drawback of PSO. 
Evolutionary Strategy (ES) was introduced into PSO to update the weights. The use of ES brings about reproduction 
of agents, mutation, and selection in PSO. The main difference between PSO and EPSO is that EPSO changes the 
weights at each iteration by the mutation while PSO does not. The updating rule of the solution may be rewritten as
11   ti
t
i
t
i VSS        
   tiitiiitiiti SgbestwSpbestwVwV   2101       
 1,0Nww ikik W c         
  3iwgbestgbest        
 1,033 Nww ii W c         
EPSO has a strategy to escape from a local minimum with the mutation in the neighbourhood of the best solution in 
a group of the solution candidates.
5. Proposed method 
In this paper a GP-based method is proposed to predict one-step ahead electricity price with several uncertainties. 
GP has advantages that it provides more accurate predicted average values and error bars. As a result the use of GP 
provides the users to take a catbird seat in power markets. To improve the performance of GP, this paper makes use 
of fuzzy c-means as a prefilitering technique and EPSO to evaluate better hyperparameters. In addition, the 
Mahalanobis kernel is used to capture data distribution without the assumption that data is scattered around the centre
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[25]. Fig. 1 shows the concept of the proposed method, where fuzzy c-means classifies data into three clusters, GP is 
constructed at each cluster and EPSO works to evaluate better hyperparameters at each GP. The use of fuzzy c-means 
make the leaning of GP easier due to data similarity at each cluster. In addition, outliers such as spikes are assigned
to a cluster so that the model accuracy is improved as a whole. As a conventional method, k-means of hard clustering 
was used to deal with prefiltering data. For the cluster with spikes, the model accuracy deteriorates due to shortage of 
learning data. This paper replaces k-means with fuzzy c-means of soft clustering to increase the number of learning 
data. Therefore, it is expected that the use of fuzzy c-means improves the model accuracy. Also, EPSO is used to 
evaluate the hyperparameters in MAP estimation. The conventional method uses the gradient method, but this paper 
employs EPSO by setting the solution obtained by the gradient method to be the initial solution. That is because the 
solution obtained by the gradient method is locally optimal and the use of the solution seems more efficient in 
evaluating a globally optimal solution or its approximate ones wth EPSO of evolutionary computation. Furthermore, 
this paper utilizes the Mahalanobis kernel to improve the performance of GP. The conventional GP uses the Gaussian 
kernel as follows:
 
¸
¸
¸
¹
·
¨
¨
¨
©
§ 
 
2
2
2
exp,
G
ji
ji
xx
xxK
V
      
This paper employs the Mahalanobis kernel in (31) due to good performance in a way that data distribution is 
expressed by hyper oval rather than a hyper cube. It may be written as

     ¸¸¹
·
¨¨©
§
  ''exp', 1T xxxxxx M
M
M Q
m
K
G       
The algorithm of the proposed method may be summarized as follows:
Step 1: Set initial conditions and normalize input data.
Step 2: Classify input data into K clusters.
Step 3: Prepare a priori distribution and evaluate the hyperparamer at each cluster with EPSO
Fig.1. Concept of the proposed method.
Input
Data
Cluster
1
Output
GP 1
Fuzzy
C-means
GP 2
GP 3
EPSO
EPSO
EPSO
Cluster
2
Cluster
3
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Step 4: Maximize the cost function of (17) to obtain TMAP at each cluster.
Step 5: Evaluate the average and variance of the predicted value with obtained TMAP, (13) and (14).
6. Simulation 
6.1. Simulation Conditions
The proposed method was applied to real LMP data of in Boston of ISO New England. One-step ahead prediction 
of LMP was made to demonstrate the performance of the proposed method. As learning and test data, the followings 
were used:
Learning data: hourly LMP data from July 1 to 31 in 2011 and 2012 which amounts to 1488 data.                    
Test data:  hourly LMP data from July 1 to 31 in 2013 which amounts to 744 data.
The proposed method was compared with other methods in terms of the average and maximum errors as well as the 
variance of errors. For convenience, the following methods were defined:
Method A: MLP (Multi-Layer Perceptron) of ANN
Method B: GP with the Gaussian kernel (Conventional GP)
Method C: GP with the Mahalanobis kernel
Method D: GP with the Mahalanobis kernel and k-means as the prefiltering technique
Method E: GP with the Mahalanobis kernel, k-means as the prefiltering technique and EPSO for MAP estimation
Method F: GP with the Mahalanobis kernel, fuzzy c-means as the prefiltering technique and EPSO for MAP
Table 1 shows input and output variables for Methods A-F. Also, Table 2 gives parameters of each method that 
were tuned up by preliminary simulation.
Table 1. Input and output variables.
 
Variables Contents
Time T (1䈈24[hour])
Day-ahead demand at Time T
Day-ahead LMP at Time T
Day-ahead energy component at Time T
Day-ahead marginal loss component at Time T
Real time LMP at Time T
Real time energy component at Time T
Real time marginal loss component at Time T
Dry bulb temperature in degrees Fahreneit
Dew Point temperature in degrees Fahreneit
Real Time LMP at time T+1
Tx1
Tx2
Tx3
Tx4
Tx5
Tx6
Tx7
Tx8
y
Tx9
Tx10
 
Table 2. Parameters of each method. 
 
/HDUQLQJ&RHIILFLHQWĮ 0.2
/HDUQLQJ&RHIILFLHQWȕ 0.2
No. of Hidden Layers 12
Moment Coefficient 0.1
No. of Learning Iterations 30000
 of 0.2
 of 0.4
 of 0.3
 of 0.4
 of 0.3
 of 0.4
Cluster Number 3
 of 0.3
 of 0.4
Cluster Number 3
 of 0.3
 of 0.4
Cluster Number 3
F
GP with
Mahalanobis +
Fuzzy C-means +
EPSO
D
GP with
Mahalanobis
+ k-means
Parameters
A
B
C
Methods
GP with
Mahalanobis
GP with Gaussian
MLP
E
GP with
Mahalanobis +
k-means +
EPSO
P
V
V
V
V
G
P
V
V
V
P
G
P
V
V
V
P
V
V
V
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6.2. Simulation results
Fig. 2 shows the average, maximum errors and standard deviation (SD) of errors for Methods A-F. Method C 
improved 21.2% and 1.99 % of the average errors, 14.7% and 2.46%, and 45.8% and 5.21% of SD for Methods A and 
B, respectively. It can be seen that GP has better performance than MLP of ANN and the use of the Mahalanobis 
kernel gave better results than that of the Gaussian kernel. That is because, the Mahalanobis kernel has better function 
to capture data distribution with hyperoval appropriately. Method D succeeded in reducing 11.7 % of the average 
error, 10. 1% of the maximum error, and 8.79% of SD for Method C. It was confirmed that the use of prefiltering 
technique was effective for enhancing the model accuracy. Also, Method E reduced 5.75% of the average error, 10.9% 
of the maximum error and 6.02% of SD for Method D, which means that EPSO contributes to the reduction of errors 
by evaluating better hyperparameters. Furthermore, a comparison was made between Methods E and F. Method F of 
the proposed method reduced 1.22% of the average error, 10.3% of the maximum error and 1.92% of SD for Method 
F. It can be observed that the use of fuzzy c-mean of soft clustering is better than that of k-means of hard clustering. 
That is because fuzzy c-means allows a piece of data on the boundary to belong to two or more clusters.
Table 3 shows the average error, the maximum error and SD at each cluster of Methods E and F. Cluster 1 shows 
the ordinary conditions of price in ISO New England. Cluster 3 corresponds to case where the maximum errors or the 
spikes occur.  Cluster 2 gives intermediate conditions between Clusters 1 and 3. Method F with fuzzy c-mean increases 
the number of learning data by data overlapping.  The number of data in Clusters 1, 2 and 3 of Method E is about 2.0-
times, 1.3-times and 1.7–times larger than that of Method F. Looking at Cluster 3, it can be seen that Method F 
improves the average and maximum errors as well as SD of errors in comparison with Method E. However, compared 
with Method E, there are some deteriorations of the model accuracy in Clusters 1 and 2 of Method F. The errors were 
sufficiently acceptable due to very small errors. As a result, Method F outperformed Method E as a whole in a sense 
that the errors was improved in Cluster 3 where spikes occur. Therefore, the simulation results have shown that the 
use of c-means is better than that of k-means as a prefiltering technique.
Fig.2. Average and maximum errors and standard deviation of errors of each method.
2.5 2.01 1.97 1.74 1.64 1.62
10.21
8.93 8.71
7.83
6.98
6.26
3.47
1.92 1.82 1.66 1.56 1.53
0
2
4
6
8
10
12
A B C D E F
E
rr
or
s
Ave. errors Max. errors SD of errors
Table 3. Comparison between errors of Methods E and F at each cluster.
Average Maximum SD
1 810 1.33 1.65 1.22
2 550 1.58 2.01 1.48
3 128 3.87 6.98 4.05
Total 1488 1.64 6.98 1.56
1 1687 1.38 1.69 1.24
2 762 1.62 2.06 1.49
3 216 3.44 6.26 3.89
Total 2665 1.62 6.26 1.53
F
Errors
E
Method
Cluster
No.
No. of
Data
Methods
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7. Conclusion
This paper has proposed an efficient method for electricity price forecasting. The proposed method made use of 
Gaussian Process of hierarchical Bayes estimation with the Mahalanobis kernel for the predictor engine, EPSO of 
evolutionary computation for evaluating better hyperparameters in MAP estimation and fuzzy c-means of soft 
clustering as a prefiltering technique. The proposed method was successfully applied to real LMP data of New England 
ISO, USA. The simulation results have shown that the proposed method provides better results than MLP and the 
conventional Gaussian Process.
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