Drawing slicing graphs with face areas  by Kawaguchi, Akifumi & Nagamochi, Hiroshi
Theoretical Computer Science 410 (2009) 1061–1072
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Drawing slicing graphs with face areasI
Akifumi Kawaguchi ∗, Hiroshi Nagamochi
Department of Applied Mathematics and Physics, Graduate School of Informatics, Kyoto University, Japan







a b s t r a c t
We consider orthogonal drawings of a plane graph Gwith specified face areas. For a natural
number k, a k-gonal drawing of G is an orthogonal drawing such that the boundary of G is
drawn as a rectangle and each inner face is drawn as a polygon with at most k corners
whose area is equal to the specified value. In this paper, we show that every slicing graph G
with a slicing tree T and a set of specified face areas admits a 10-gonal drawing D such that
the boundary of each slicing subgraph that appears in T is also drawn as a polygon with at
most 10 corners. Such a drawing D can be found in linear time.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Graph drawing has attracted much attention for the last twenty years due to its wide range of applications such as VLSI
design, software engineering and bioinformatics. Two-or three-dimensional drawings of graphs with a variety of aesthetics
and edge representations have been extensively studied (see [4,7,9,10,12]).
One of the most popular drawing conventions is the straight-line drawing, where all the edges of a graph are drawn as
straight-line segments. Every planar graph is known to have a planar straight-line drawing [5,15,20]. A straight-line drawing
is called a convex drawing if every facial cycle is drawn as a convex polygon. Tutte [17] showed that every 3-connected plane
graph admits a convex drawing for any given boundary drawn as a convex polygon, and Thomassen [16] gave a necessary and
sufficient condition for a 2-connected plane graph with a prescribed convex boundary to have a convex drawing. Recently,
‘‘star-shaped drawings’’, an extension of Thomassen’s result on convex drawings to any 2-connected plane graphs has been
obtained [6].
An orthogonal drawing of a plane graph G is a drawing such that each edge is drawn as an alternating sequence of vertical
and horizontal line segments, and any two edges do not intersect except at their common end. Orthogonal drawings have
applications in circuit design, geometry and construction. It is known [4] that every plane graph admits an orthogonal
drawing if and only if its maximum degree is at most four. Many aspects have been studied on orthogonal drawings. Studies
of an orthogonal drawing with specified face areas have begun recently. For a natural number k, a k-gonal drawing of a plane
graph is an orthogonal drawing such that the outer cycle of the graph is drawn as a rectangle and each inner face is drawn
as a polygon with k corners. In general, plane graphs whose maximum degree is at most 3 may not have k-gonal drawings
for any constant k unless they are 3-connected. For example, one of the two faces f1 and f2 in the plane graph in Fig. 1 must
haveΩ(n) corners in any orthogonal drawing, where n is the number of vertices.
A k-gonal drawing has applications in VLSI floorplanning. VLSI floorplan is referred to the process of partitioning a
rectangular area into a set of non-overlapping rectilinear polygons, each of which describes a functional entity called a
module [8,13]. A slicing floorplan is often used in VLSI design [14,18,19]. Rahman et al. [11] proposed 8-gonal drawings for
a special class of plane graphs called ‘‘good slicing graphs’’. Their approach is based on divide-and-conquer method which
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Fig. 1. An example of a plane graph which has no k-gonal drawing for any integer k < (n− 6)/8.
Fig. 2. (a) A slicing graph with specified areas, where the number in each face represents the area specified for the face; (b) a 10-gonal drawing of the graph
in the xy-plane.
naturally follows the recursive structure of slicing graphs. Recently, de Berg et al. [2] proved that every slicing graph admits
a 12-gonal drawing with a new approach. Their method is also based on divide-and-conquer but their drawing algorithm
takes three stages to obtain a final drawing. They also showed that every rectangular graph admits a 20-gonal drawing
and every 3-connected plane graph whose maximum degree is 3 admits a 60-gonal drawing. Afterwards, it was shown [3]
that every 3-connected plane graph whose maximum degree is 3 admits a 60-gonal drawing. These results are obtained by
augmenting graphs in these classes to slicing graphs based on a graph transformation [2] using binary partitions [1].
In this paper, we show that, for any slicing graph, a simple divide-and-conquer algorithm similar to the method by
Rahman et al. [11] can construct a 10-gonal drawing in linear time by using ‘‘combined polygons’’, a class of polygons with
a recursive structure.
Theorem 1. Every slicing graph G with a slicing tree T and a set of specified face areas admits a 10-gonal drawing D such that
the boundary of each slicing subgraph that appears in T is also drawn as a polygon with at most 10 corners. Such a drawing D can
be found in linear time. 
This result implies that every rectangular graph has an 18-gonal drawing and every 3-connected plane graph whose
maximum degree is 3 has a 34-gonal drawing (see [3]). Fig. 2 illustrates an example of a slicing graph with specified
face areas, and its 10-gonal drawing. Our algorithm for slicing graphs has been implemented at a web site [21] which
automatically displays a map of all prefectures in Japan drawn as a 10-gonal drawing for any prefecture areas specified
by users.
The paper is organized as follows. Section 2 reviews a recursive structure of slicing graphs, and gives a sketch of our
algorithm for 10-gonal drawings. Section 3 defines ‘‘combined polygons’’, a class of polygons, and shows its recursive
properties. Section 4 describes a procedure for drawing a slicing path that splits a ‘‘combined polygon’’ into two ‘‘combined
polygons’’, and Section 5 shows the correctness of the procedure. Finally Section 6 makes some concluding remarks.
2. Preliminary
For a biconnected plane graph G, we let V (G), E(G), F(G) and B(G) denote the sets of vertices, edges, inner faces and
the boundary (i.e., the outer facial cycle) of G, respectively. Let n = |V (G)|. Since G is a plane graph, |E(G)| = O(n) and
|F(G)| = O(n) hold. We denote the degree of a vertex v in a graph G by deg(v;G). A path with end vertices u and v is called
a u, v-path.
For a point p in the xy-plane, let x[p] and y[p] denote the x- and y-coordinates of p. We denote by p1p2 the straight-line
segment (segment, for short) with end points p1 and p2, and denote the length of a segment S by ||S||. The area of a polygon
P is denoted by a(P).
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Fig. 3. (a) A slicing graph G; (b) a vertical slicing path pi7 slices graph G13 into G14 and G15 .
2.1. Slicing graphs
Consider a biconnected plane graph Gwith four outer vertices ct`, ctr, cbr, cb`, which appear along B(G) in the clockwise
order (see Fig. 3(a)), where these vertices are called the top-left corner vertex, the top-right corner vertex, the bottom-right
corner vertex, and the bottom-left corner vertex, respectively. Four corner vertices define the four boundary paths in B(G),
ct`, ctr-path, ctr, cbr-path, cbr, cb`-path, and cb`, ctr-path, which are called the top path, the right path, the bottom path, and
the right path of G, respectively.
A u, v-path pi that starts from a vertex u on the top (resp., left) path and ends with a vertex v on the bottom (resp., right)
path is called a vertical (resp., horizontal) path of G if pi contains no other vertices in B(G). For example, the v17, v18-path pi7
in Fig. 3(b) is a vertical path in G13. Such a path pi divides the interior of G into two regions, each of which is enclosed by a
cycle and induces a subgraph of G, i.e., the subgraph consisting of edges and vertices in the region and the cycle. We say that
pi slices G into these two subgraphs of G.
A slicing graph is a plane graph with four corner vertices that is defined recursively as follows; a cycle of length≥ 4 with
corner vertices is a slicing graph, and a plane graph G is a slicing graph if it can be sliced into two slicing graphs G′ and G′′ by
a vertical (resp., horizontal) path pi so that pi is the right (resp., bottom) path in G′ and the left (resp., top) path in G′′. Such a
path pi is called a slicing path of G, where the corner vertices of G are defined by the corner vertices of G′ and G′′ other than
the end vertices of pi . Note that deg(v;G) ≤ 4 for all vertices in a slicing graph G. We allow slicing graphs to have vertices
of degree 4 in slicing graphs (see the vertex v16 of degree 4 in Fig. 3).
The recursive structure of a slicing graph G can be represented by a binary ordered tree T , called a slicing tree. The vertex
set V (T ) consists of all subgraphs used to construct G, where G is designated as the root of T . Thus each leaf of T is a cycle
that corresponds to an inner face f ∈ F(G). Each non-leaf node Gj ∈ V (T ) has exactly two child nodes Gj+1,Gh ∈ V (T ),
which are obtained by slicing Gj with a vertical or horizontal slicing path pi of Gj. The order between the two child nodes is
defined so that, for vertical (resp., horizontal) pi , Gj+1 denotes the left (resp., upper) subgraph of Gj.
Each non-leaf node Gi ∈ V (T ) is called a v-node (resp., h-node) if its slicing path pi is vertical (resp., horizontal). Let K be
the number of slicing paths pi , where |V (T )| = K + |F(G)| holds. Fig. 4 illustrates a slicing tree T of the graph in Fig. 3(a).
In what follows, the nodes V (T ) = {G1,G2, . . . ,GK+|F(G)|} (the slicing paths pi1, pi2, . . . , piK ) are indexed by the preorder of
the rooted ordered tree T . Let si and ti denote the start and end vertices of the ith slicing path pii (see Fig. 4). The vertices in
V (G) = {v1, v2, . . . , vn} are indexed by v1 := ct`, v2 := ctr, v3 := cbr, v4 := cb` for the four corner vertices of G, and by the
order (s1, t1, s2, t2, . . . , sK , tK ). In Fig. 3(a), the vertices are indexed in this way.
We denote by (T , a) a given slicing graph G with prescribed face area, where T is a slicing tree of G and a(f ), f ∈ F(G).
We denote
∑
f∈F(Gj) a(f ) by aj. Let R be a given rectangle with a(R) = a1 =
∑
f∈F(G) a(f ), and let H andW be the height and
width of R. We consider how to draw a polygon Pj with a(Pj) = aj for each Gj ∈ V (T ) inside R.
2.2. Drawing slicing paths as step-lines
A vertical step-line (VSL, for short) L = (p1, p2, p3, p4) is defined as a sequence of vertical, horizontal and vertical segments,
Q = p1p2, Z = p2p3 and S = p3p4, such that y[p1] ≥ y[p2] = y[p3] > y[p4]. See Fig. 5. VSL L is called leftward (resp.,
rightward) if x[p2] ≥ x[p3] (resp., x[p2] ≤ x[p3]). A vertical segment may be represented by a VSL Lwith p1 = p2 = p3.
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Fig. 4. A slicing tree T of the slicing graph G of Fig. 2, where each node in T corresponds to a subgraph Gj , and ‘‘vi′ , vi′′ -path pii ’’ represents the ith slicing
path of G, which starts vertex vi′ and ends with vertex vi′′ .
(a) r-flat. (b) r-convex. (c) r-nonconvex.
Fig. 5. Illustration of VSLs; (a) a vertical segment; (b) a leftward VSL; (c) a rightward VSL.
(a) b-flat. (b) b-convex. (c) b-nonconvex.
Fig. 6. Illustration of HSLs; (a) a horizontal segment; (b) an upward HSL; (c) a downward HSL.
Symmetrically a horizontal step-line (HSL, for short) L = (p1, p2, p3, p4) is defined as a sequence of horizontal, vertical
and horizontal segments, Q = p1p2, Z = p2p3 and S = p3p4, such that x[p1] ≤ x[p2] = x[p3] < x[p4]. See Fig. 6. HSL L is
called upward (resp., downward) if y[p2] ≥ y[p3] (resp., y[p2] ≤ y[p3]). A horizontal segment may be represented by an HSL
Lwith p1 = p2 = p3.
We call the segments Q = p1p2 and S = p3p4 of nonzero length in a VSL/HSLs L control segment and connectable segment
of L, respectively. The length ||Q || of the control segment Q in L is called the depth of L.
We here give a sketch of our algorithm for computing a 10-gonal drawing of a slicing graph G with a slicing tree T .
After fixing the boundary B(G1) of the root node G1 ∈ V (T ) as P1 := R, we repeatedly determine a polygon Pj for each Gj,
j = 2, 3, . . . , K + |F(G)| by drawing slicing paths pi1, pi2, . . . , piK as step-lines in this order.
Algorithm Draw
P1 := R;
for i = 1, 2, . . . , K do
/* pii slices a node Gj ∈ T (V ) into its child nodes Gj+1 and Gh */
Li :=
{
Vslice(pii, Pj) if pii is vertical
Hslice(pii, Pj) if pii is horizontal;
Split Pj by Li into two polygons Pj+1 and Ph
endfor.
Procedure Vslice(pii, Pj) determines a start point p1 and depth δ of Li according to some rule described in Section 4,
and computes a leftward or rightward VSL Li that splits a given Pj into two polygons Pj+1 and Ph with a(Pj+1) = aj+1 and
a(Ph) = ah. Procedure Hslice(pii, Pj) executes a symmetrical task for horizontal slicing paths pii. Since slicing paths are
drawn in the order of pi1, pi2, . . . , piK by Draw, the points p(vi) of all vertices vi ∈ V (G)will be determined in their indexed
order.
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(a) t`-flat. (b) t-convex, `-flat. (c) t-nonconvex, `-flat. (d) `-convex, t-flat. (e) `-nonconvex, t-flat.
Fig. 7. Five types of drawing patterns for the top and left paths.
(a) An r-convex, b`-nonconvex, t-flat P . (b) A tr-convex, b-nonconvex , `-flat P .
Fig. 8. Illustration of connectable segments S and convex/nonconvex control segments Q in combined polygons P .
3. Combined polygons
We represent the boundary B(Gj) of each node Gj ∈ V (T ) as a polygon such that each boundary path of Gj is drawn as a
step-line, and one of the top and left paths of Gj is drawn as a single segment. Such a polygon is called a combined polygon.
A control segment Q in the boundary of a combined polygon P is called convex if the both ends of Q are apices of P (i.e., the
two interior angle of P at each of the ends of Q is 90◦). Then every combined polygon P consists of the following step-lines
drawn as follows.
(1) the right path is drawn as one of the three types of VSLs shown in Fig. 5.
(2) the bottom path is drawn as one of the three types of HSLs shown in Fig. 6; and
(3) the top and left paths are drawn as one of the five types of pairs of VSLs and HSLs shown in Fig. 7.
We call a combined polygon P r-flat (resp., r-convex and r-nonconvex) if the right path is drawn as a VSL with no control
segment (resp., a leftward VSL with a convex control segment and a rightward VSL with a nonconvex control segment) (see
Fig. 5(a)–(c)). We also use b-, `-, and t-flat/convex/nonconvex combined polygons analogously, and we call an r-convex and
b-convex combined polygon rb-convex. Similarly for the other combinations.
Fig. 8 illustrates examples of combined polygons. Every combined polygon has atmost 10 corners. See Fig. 11 for all the 45
types of combined polygons. We denote the connectable segment (control segment) in the left path, the right path, the top
path, and the bottom path of P by S`(P), Sr(P), St(P), and Sb(P), respectively (Q `(P), Q r(P), Q t(P) and Q b(P), respectively,
if any). In Figs. 5–8 connectable (resp., control) segments are depicted by thick lines (resp., dashed lines).
We here show key properties of combined polygons, which will be the basis of procedures Vslice and Hslice described
in Section 4.
For each node Gj ∈ V (T ), let wj denote |F(Gj)|, and wtj (resp., w`j ) denote the number of inner faces in F(Gj) that are
incident to the top path (resp., left path) of Gj. Let amin denote minf∈F(G) a(f ). For with the height H and widthW of a given
rectangle R, we define λ = amin/(3w1max{W ,H}). The main reason why we choose such a λ is to obtain the following
property.
Lemma 2. Let Pj be a combined polygon such that a(Pj) = aj and ||Q || ≤ w1λ for any control segment Q of Pj. Then
||S|| ≥ (3wj − 2)w1λ holds for the bottom/right connectable segment S of Pj.
Proof. We consider the bottom connectable segment (the right connectable segment can be treated symmetrically).
We see that Pj can be covered by at most two rectangles R1 and R2 such that the width and height of R1 are at
most max{||Q t(Pj)||, ||Q b(Pj)||} + ||Sb(Pj)|| and H , respectively and the width and height of R2 are at most W and
max{||Q `(Pj)||, ||Q r(Pj)||}, respectively. Since the length of each control segment of Pj is at most w1λ, this implies that
wjamin ≤ a(Pj) ≤ (||Sb(Pj)|| + 2w1λ)max{W ,H}. Since amin = 3w1max{W ,H} holds by the definition of λ, we have
||Sb(Pj)|| ≥ (3wj − 2)w1λ, as required. 
Nowwe show a recursive property of combined polygons. Consider a v-node Gj ∈ V (T ) and its child nodes Gj+1 and Gh of
Gj. A VSL L is called area-valid for a combined polygon Pj if L splits Pj into two polygons Pj+1 and Ph such that a(Pj+1) = aj+1
and a(Ph) = ah, where Pj+1 appears on the left side of L.
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Fig. 9. (a) The vertical straight line L′(p1) that passes through a given point p1 on St(Pj), which splits Pj into polygons P ′j+1 and P
′
h; (b) the area-valid leftward
VSL L = (p1, p2, p3, p4)with depth δ.
Let L′(p1) denote the vertical straight line that passes through a given point p1 on St(Pj), P ′j+1 and P
′
h be the polygons
obtained by splitting Pj by L(p1)where P ′j+1 appears on the left side of L′(p1) (see Fig. 9(a)).
Lemma 3. For a combined polygon Pj satisfying the condition in Lemma 2, let p1 be a point on St(Pj) such that a(P ′j+1) ≥ aj+1
for the vertical straight line L(p1), and δ be a positive real such that δ > ||Q `(Pj)|| if Pj is `-nonconvex, and δ < ||Q r(Pj)|| if Pj
is r-convex. Then an area-valid leftward VSL with depth δ can be drawn from p1 to a point p4 on Sb(Pj) without intersecting any
other segments of Pj (see Fig. 9(b)).
Proof. Let L = (p1, p2, p3, p4) be a VSL with the start point p1 and the depth ||p1p2|| = δ. Since δ < ||Q r(Pj)|| holds if
Pj is r-convex, the first segment p1p2 does not intersect the right path of Pj. If Pj is `-nonconvex, then ||Q `(Pj)|| < δ by
assumption and hence the second segment p2p3 cannot intersect Q`(Pj) (see Fig. 11). Consider the case where p2p3 touches
some vertical segment of Pj, then we see that the area of the polygon of Pj that appears on the left side of L is smaller than
2w1λmax{H,W } < aj+1. Since a(Pj) = aj = aj+1 + ah holds, we can choose p3p4 so that an area-valid L = (p1, p2, p3, p4)
does not intersect the boundary of Pj except for p1 and p4. Then L splits Pj into two combined polygons Pj+1 and Ph, where
Pj+1 appears on the left side of L. Note that Pj+1 is r-flat or ||Q r(Pj+1)|| = ||p1p2|| = δ < ||Q r(Pj)|| holds. Then the length
of each control segment of Pj+1 is at most w1λ. By Lemma 2 applied to Pj+1, if p3p4 ends with some point on Q b(Pj), then
a(Pj+1) < aj+1 would hold. Therefore, an area-valid L ends with a point on Sb(Pj). This proves the lemma. 
Analogously we have the following result for area-valid rightward VSLs (see Fig. 12).
Lemma 4. For a combined polygon Pj satisfying the condition in Lemma 2, let p1 be a point on St(Pj) such that a(P ′j+1) ≤ aj+1
for the vertical straight line L(p1), and δ be a positive real such that δ < ||Q `(Pj)|| if Pj is `-convex, and δ > ||Q r(Pj)|| if Pj is
r-nonconvex. Then an area-valid rightward VSL with depth δ can be drawn from p1 to a point p4 on Sb(Pj) without intersecting
any other segments of Pj. 
The counterpart of Lemmas 3 and 4 for area-valid upward/downward HSLs can be obtained symmetrically.
4. Drawing slicing graphs
4.1. Algorithm for vertical slicing paths
Let V tin(Gj) (resp., V
t
out(Gj)) denote the set of vertices v in the top path of Gj ∈ V (T ) such that v is incident to an inner edge
in Gj (resp., v is incident to an edge E(G) − E(Gj)). For example, the subgraph G13 in Fig. 3(b) has V tin(G13) = {v17, v16}
and V tin(G13) = {v9, v12, v17, v16, v10}. Note that deg(v;G) = 4 for all vertices v ∈ V tin(Gj) ∩ V tout(Gj). For a vertex
s ∈ V tin(Gj)− V tout(Gj), let pi t(s) denote the minimal subpath of the top path of Gj that contains s.
For the connectable segment St(Pj), an interval I = q1q2 of St(Pj) is defined as a minimal segment of St(Pj) such that q1 is
the point p(vi) of a vertex vi ∈ V tout(Gj) or the left end point of St(Pj), and q2 is the point p(vk) of a vertex vk ∈ V tout(Gj).
For a vertex s ∈ V tin(Gj)− V tout(Gj), let I(s) denote the interval I = q1q2 of St(Pj) such that q2 is the point p(u) of the right
end vertex u of pi t(s) (thus, I(s) is the interval in which swill be placed).
Procedure Vslice(pii, Pj)
Input: A vertical slicing si, ti-path pii and a combined polygon Pj, where pii slices Gj into Gj+1 and Gh.
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Fig. 10. (a) The area-valid vertical straight line L that passes through p1; (b) the area-valid rightward VSL L = (p1, p2, p3, p4)with depth δ.
Output: A VSL L = (p1 = p(si), p2, p3, p4 = p(ti)) for pii, where possibly L is a single segment with p1 = p2 = p3.
If si ∈ V tout(Gj) (i.e., deg(si;G) = 4, and a point p(si) of si has been determined on St(Pj)), then p1 := p(si);
If si 6∈ V tout(Gj) then choose a point p1 = p(si) on the interval I(si) = q1q2 such that ||q1p1|| ≥ wtj+1λ, and ||p1q2|| ≥ wthλ
(see Fig. 9(a));
Let P ′j+1 and P
′
h be the polygons obtained by splitting Pj with the vertical straight line L
′(p1) that passes through p1, where
P ′j+1 appears on the left side of L′(p1) (see Fig. 9(a));
Case-1 a(P ′j+1) = aj+1: Let p4 be the intersection between L′(p1) and St(Pj), and let L be the vertical segment p1p4 (see
Fig. 10(a));
Case-2 a(P ′j+1) > aj+1: Let
δ :=
{
wtj+1λ+ ||Q `(Pj)|| if Pj is `-nonconvex,
wtj+1λ otherwise,
and let L = (p1, p2, p3, p4) be the area-valid leftward VSL with depth δ that starts from p1 (see Fig. 9(b));
Case-3 a(P ′j+1) < aj+1: Let
δ :=
{
wthλ+ ||Q r(Pj)|| if Pj is r-nonconvex,
wthλ otherwise,
and let L = (p1, p2, p3, p4) be the area-valid rightward VSL with depth δ that starts from p1 (see Fig. 10(b));
Let p(ti) := p4.
For horizontal slicing paths pii, we apply procedure Hslice, the symmetric counterpart of Vslice. Procedure Hslice is
obtained by exchanging the roles ‘‘top’’ and ‘‘bottom’’ in Vslice with ‘‘left’’ and ‘‘right’’, or equivalently it can be implemented
as Vslice by regarding points p in the xy-plane as the points p′ with x[p′] = −y[p] and y[p′] = −x[p] (see Appendix A for a
description of Hslice).
When a combined polygon Pj is sliced into two new combined polygons Pj+1 and Ph by a VSL/HSL L, we need to output
only the segments of the VSL/HSL L during the execution of Draw. It is not difficult to observe that start a point p1, depth δ
and the rest of two points in L can be determined in O(1) time. Hence Draw can be implemented to run in linear time.
5. Correctness
To show the correctness of Draw, we show that Vslice(pii, Pj) always finds an area-valid VSL L for Pj that splits a given
combined polygon Pj into two combined polygons Pj+1 and Ph (the correctness of Hslice can be treated symmetrically). We
prove the correctness of Vslice via the following three lemmas. The first lemma shows that all intervals of St(Pj) are long
enough so that a desired start point p1 of L can be chosen from I(si) in Vslice.
Lemma 5. For each h-node Gj ∈ V (T ), the combined polygon Pj obtained by algorithm Draw satisfies the following.
(i) The length of the bottom connectable segment is at least (3wj − 2)w1λ.
(ii) The length of the leftmost/rightmost interval of the top connectable segment St(Pj) is at leastwtjλ, and the length of any other
interval of St(Pj) is at leastw1λ. 
The second lemma ensures that depth δ is always at mostw1λ.
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Fig. 11. Illustration of leftward VSLs in combined polygons for combinations of left, top, right and bottom paths.
Lemma 6. For any node Gj ∈ V (T ), the combined polygon Pj obtained by algorithmDraw satisfies the following. For each control
segment Q of Pj,
(a1) ||Q || ≤ w1λ if Q is convex and vertical;
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Fig. 12. Illustration of rightward VSLs in combined polygons for combinations of left, top, right and bottom paths.
(a2) ||Q || ≤ w1λ if Q is convex and horizontal;
(a3) ||Q || ≤ (w1 − wtj )λ if Q is nonconvex and vertical; and
(a4) ||Q || ≤ (w1 − w`j )λ if Q is nonconvex and horizontal. 
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The third lemma tells that the first segment of L can be drawn from the point p(si) without intersecting the boundary
of Pj.
Lemma 7. For any node Gj ∈ V (T ), the combined polygon Pj obtained by algorithm Draw satisfies the following.
(b1) wtjλ≤ ||Q || for any convex and vertical control segment Q of Pj;
(b2) w`j λ≤ ||Q || for any convex and horizontal control segment Q of Pj;
(b3) ||Q `(Pj)|| − ||Q r(Pj)|| ≥ wtjλ if Pj is `-convex and r-nonconvex;
(b4) ||Q r(Pj)|| − ||Q `(Pj)|| ≥ wtjλ if Pj is r-convex and `-nonconvex;
(b5) ||Q t(Pj)|| − ||Q b(Pj)|| ≥ w`j λ if Pj is t-convex and b-nonconvex; and
(b6) ||Q b(Pj)|| − ||Q t(Pj)|| ≥ w`j λ if Pj is b-convex and t-nonconvex. 
We first show by an induction that Lemma 7 follows from Lemmas 6 and 7. Lemma 7 holds for G1 with P1 = R. Assuming
that Lemma7holds for a non-leaf nodeGj ∈ V (T )with a combinedpolygon Pj, we show that Lemma7holds for the combined
polygons Pj+1 and Ph obtained from Pj by Vslice/Hslice. Consider the case where a VSL L is obtained by Vslice(pii, Pj) (the
case for HSLs L can be treated symmetrically). Let L be obtained in Case-1 or 2, i.e., L is leftward (Case-3 can be handled
similarly using Lemma 4).
We here show that the start point p1 and the depth δ of the VSL L satisfy the conditions in Lemma 3. In Case-2, the
condition a(P ′j+1) ≥ aj+1 in Lemma 3 holds. By Lemma 6, the length of any control segment Q of Pj is at most w1λ. If Pj is
`-nonconvex, then δ = wtj+1 + ||Q `(Pj)|| satisfies δ > ||Q `(Pj)|| for the nonconvex Q `(Pj). We next show δ < ||Q r(Pj)||
if Pj is r-convex. If Pj is r-convex, but not `-nonconvex, then by (b1), we have ||Q r(Pj)|| ≥ wtjλ > wtj+1λ = δ. If Pj is `-
nonconvex and r-convex, then by (b4), we have ||Q r(Pj)|| − ||Q `(Pj)|| ≥ wtjλ holds, from which δ = wtj+1 + ||Q `(Pj)|| ≤
wtj+1 − wtjλ + ||Q r(Pj)|| < ||Q r(Pj)||. Therefore, the conditions of Lemma 3 hold, and there exists a desired area-valid
leftward VSL L, which splits Pj into two combined polygons Pj+1 and Ph. Also by Lemma 2, ||Sb(Pj+1)|| ≥ (3wj+1 − 2)w1λ
and ||Sb(Ph)|| ≥ (3wh − 2)w1λ. This proves that Lemma 7(i) holds for Pj+1 and Ph.
Since ||I(si)|| ≥ wtjλ by Lemma 7(ii) applied to Pj, we can choose such a point p1 = p(si) in Vslice for si 6∈ V tout(Gj). Then
by the choice of p1 = p(si) on I(si), Lemma 7(ii) also holds for Pj+1 and Ph. This proves that Lemma 7 follows from Lemmas 6
and 7.
It is not difficult to check that Lemmas 6 and 7 hold inductively (see Appendix B for the proofs). We have shown that
Draw correctly constructs a 10-gonal drawing of a given slicing graph (T , a) using procedures Vslice and Hslice. Therefore
we have established Theorem 1.
6. Conclusion
In this paper, we defined combined polygons as a class of polygons which has a recursive structure, and designed a
divide-and-conquer algorithm that naturally follows the slicing tree of a given slicing graph to prove that every slicing graph
admits a 10-gonal drawing. The algorithm is simple, whereas the correctness needs an analysis on several different types
of combined polygons. It is a simple matter to see that there is an example of slicing graphs that requires at least 6 corners
in any orthogonal drawing that realizes the specified face area. However, no example of slicing graphs which requires 8 or
more corners is known. It is left as a future work to derive lower bounds on the number k such that every slicing graph
admits a k-gonal drawing.
Appendix A. Procedure Hslice
Let V `in(Gj) (resp., V
`
out(Gj)) denote the set of vertices v in the left path of Gj such that v is incident to an inner edge in Gj
(resp., v is incident to an edge E(G) − E(Gj)). For a vertex s ∈ V `in(Gj) − V `out(Gj), let pi `(s) denote the minimal subpath of
the left path of Gj that contains s. For the connectable segment S`(Pj), an interval I = q1q2 of S`(Pj) is defined as a minimal
segment of S`(Pj) such that q1 is the point p(vi) of a vertex vi ∈ V `out(Gj) or the bottom end point of St(Pj), and q2 is the point
p(vk) of a vertex vk ∈ V `out(Gj). For a vertex s ∈ V `in(Gj)− V `out(Gj), let I(s) denote the interval I = q1q2 of S`(Pj) such that q2
is the point p(u) of the top end vertex u of pi `(s) (thus, I(s) is the interval in which swill be placed).
Procedure Hslice(pii, Pj)
Input: A horizontal slicing si, ti-path pii and a combined polygon Pj, where pii slices Gj into Gj+1 and Gh.
Output: An HSL L = (p1 = p(si), p2, p3, p4 = p(ti)) for pii, where possibly L is a single segment with p1 = p2 = p3.
If si ∈ V `out(Gj) then p1 := p(si);
If si 6∈ V `out(Gj) then choose a point p1 = p(si) on the interval I(si) = q1q2 such that ||q1p1|| ≥ wtj+1λ, and ||p1q2|| ≥ wthλ;
Let P ′j+1 and P
′
h be the polygons obtained by splitting Pj with the horizontal straight line L
′(p1) that passes through p1,
where P ′j+1 appears above L′(p1);
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Case-1 a(P ′j+1) = aj+1: Let p4 be the intersection between L′(p1) and St(Pj), and let L be the vertical segment p1p4 (see
Fig. 10(a));
Case-2 a(P ′j+1) > aj+1: Let
δ :=
{
w`j+1λ+ ||Q b(Pj)|| if Pj is b-nonconvex,
w`j+1λ otherwise,
and let L = (p1, p2, p3, p4) be the area-valid downward HSL with depth δ that starts from p1;
Case-3 a(P ′j+1) < aj+1: Let
δ :=
{
w`hλ+ ||Q t(Pj)|| if Pj is t-nonconvex,
w`hλ otherwise,
and let L = (p1, p2, p3, p4) be the area-valid upward HSL with depth δ that starts from p1;
Let p(ti) := p4.
Appendix B. Proof of Lemmas 6 and 7
Let L = (p1, p2, p3, p4) be the VSL computed by Vslice(pii, Pj). We prove that the polygons Pj+1 and Ph obtained from Pj
by L satisfy Lemmas 6 and 7. Note thatwtj = wtj+1 + wth holds. We distinguish Cases-1, 2, and 3.
Case-1:We easily see that the area-valid vertical segment L = p1p4 splits Pj into an r-flat polygon Pj+1 and a tb`-flat polygon
Ph.
We first prove that r-flat Pj+1 satisfies (a1)–(a4), (b1)–(b2), (b5) and (b6) (there is no need to consider (b3) and (b4) for
r-flat Pj+1).
(a1)–(a4), (b1)–(b2) Any control segment Q of Pj+1 is a control segment of the same type in Pj. Note that wtj+1 ≤ wtj and
w`j+1 ≤ w`j hold. Since Pj satisfies (a1)–(a4) and (b1)–(b2), this implies that Pj+1 still satisfies (a1)–(a4) and (b1)–(b2).
(b5) If Pj+1 is t-nonconvex and b-convex, then Pj is also t-nonconvex and b-convex, andwe have ||Q t(Pj)||−||Q b(Pj)|| ≥ w`j λ
by (b5) for Pj. Hence, it holds ||Q t(Pj+1)|| − ||Q b(Pj+1)|| = ||Q t(Pj)|| − ||Q b(Pj)|| ≥ w`j λ ≥ w`j+1λ, and any t-nonconvex and
b-convex Pj+1 satisfies (b5).
(b6) If Pj+1 is b-nonconvex and t-convex, then so is Pj, and we have ||Q b(Pj)|| − ||Q t(Pj)|| ≥ w`j λ by (b6) for Pj. Hence, it
holds ||Q b(Pj+1)|| − ||Q t(Pj+1)|| = ||Q b(Pj)|| − ||Q t(Pj)|| ≥ w`j λ ≥ w`j+1λ, and any b-nonconvex and t-convex Pj+1 satisfies
(b6).
Similarly with the case of Pj+1, we see that tb`-flat Ph satisfies (a1)–(a4), (b1)–(b2) for Gh (no other conditions are
necessary to be considered for tb`-flat Ph).
Case-2: In this case, we easily see that the area-valid leftward VSL L splits Pj into an r-convex polygon Pj+1 and a tb-flat and
`-nonconvex polygon Ph (see Fig. 11).
We first consider r-convex Pj+1 (there is no need to consider (b3) for r-convex Pj+1).
(a1)–(a4), (b1)–(b2) As we observed in Case-1, any control segment Q that is also a control segment in Pj satisfies (a1)–(a4),
(b1), and (b2) for Pj+1. Hence it is sufficient to prove that (a1) and (b1) hold for the new control segment Q r(Pj+1) = p1p2
of Pj+1, which is convex and vertical. Recall that Vslice sets ||Q r(Pj+1)|| = ||p1p2|| := δ. If Pj is not `-nonconvex, then
||Q r(Pj+1)|| = δ = wtj+1λ = (w1 − wth)λ holds and thereby wtj+1λ ≤ ||Q r(Pj+1)|| ≤ (w1 − wth)λ < f λ, i.e., Q r(Pj+1)
satisfies (a1) and (b1) for Pj+1. Consider the case where Pj is `-nonconvex. In this case, δ = wtj+1λ + ||Q `(Pj)||, from
which we have wtj+1λ ≤ δ = ||Q r(Pj+1)||, and (b1) holds for Pj+1. Since control segment Q `(Pj) satisfies (a3) in Pj, it holds
||Q `(Pj)|| ≤ (w1 − wtj )λ. Hence
||Q r(Pj+1)|| = δ = wtj+1λ+||Q `(Pj)|| ≤ wtj+1λ+ (w1− wtj )λ = (w1− wth)λ < w1λ,
implying that Q r(Pj+1) satisfies (a1) for Pj+1.
(b4)Consider an r-convex and `-nonconvex Pj+1. Then Pj is `-nonconvex and ||Q r(Pj+1)|| = ||p1p2|| = δ = wtj+1λ+||Q `(Pj)||
holds. In this case, we have ||Q r(Pj+1)|| − ||Q `(Pj+1)|| = ||Q r(Pj+1)|| − ||Q `(Pj)|| = wtj+1λ, and hence (b4) holds for any
r-convex and `-nonconvex Pj+1.
(b5), (b6)We can prove that (b5) and (b6) hold for r-convex Pj+1 in the similar manner with the case of r-flat Pj+1 in Case-1.
We next show that tb-flat and `-nonconvex Ph, for which we need to consider only conditions (a1)–(a4), (b1), (b2) and
(b4).
(a1)–(a4), (b1), (b2) Since any control segment Q that is also a control segment in Pj satisfies (a1)–(a4), (b1), and (b2) for
Ph, it suffices to prove that (a3) holds for the new control segment Q `(Ph) = p1p2 in Ph, which is nonconvex and vertical. As
observed in the case of Pj+1, it holds ||Q r(Pj+1)|| ≤ (w1 − wth)λ. Hence we have ||Q `(Ph)|| = ||Q r(Pj+1)|| ≤ (w1 − wth)λ,
and Q `(Ph) satisfies (a3) for Ph.
(b4) Consider an r-convex and `-nonconvex Ph. Then Pj is r-convex and hence its convex control segment Q r(Pj) satisfies
(b1), i.e., ||Q r(Pj)|| ≥ wtjλ. If Pj is not `-nonconvex, then ||Q `(Ph)|| = δ = wtj+1λ holds, andwe have ||Q r(Ph)||−||Q `(Ph)|| ≥
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wtjλ − wtj+1λ = wthλ, showing that (b4) holds for Ph. Otherwise, if Pj is r-convex and `-nonconvex, then ||Q `(Ph)|| = δ =
||Q `(Pj)|| +wtj+1λ holds, and we have ||Q r(Pj)|| − ||Q `(Pj)|| ≥ wtjλ by (b4) for the r-convex and `-nonconvex Pj. Therefore,
in this case, we have ||Q r(Ph)|| − ||Q `(Ph)|| = ||Q r(Pj)|| − ||Q `(Pj)|| − wtj+1λ ≥ wtjλ − wtj+1λ = wthλ, indicating that (b4)
holds for any r-convex and `-nonconvex Ph.
Case-3: In this case, we see that the area-valid rightward VSL L splits Pj into an r-nonconvex polygon Pj+1 and a tb-flat and
`-convex polygon Ph (see Fig. 12).
We first consider r-nonconvex Pj+1.
(a1)–(a4), (b1), (b2) It is sufficient to prove that the new nonconvex vertical segment Q r(Pj+1) = p1p2 satisfies (a3) for Pj+1.
If Pj is not r-nonconvex, then ||Q r(Pj+1)|| = δ = wthλ = (w1 − wtj )λ holds, and Q r(Pj+1) satisfies (a3) for Pj+1. Otherwise
if Pj is r-nonconvex, then ||Q r(Pj+1)|| = δ = wthλ + ||Q r(Pj)||. Since Q r(Pj) satisfies (a3), it holds ||Q r(Pj)|| ≤ (w1 − wtj )λ.
Hence we have ||Q r(Pj+1)|| ≤ wthλ+ (w1 − wtj )λ = (w1 − wtj+1)λ. Therefore Q r(Pj+1) satisfies (a3) for Pj+1.
(b3) Consider an `-convex and r-nonconvex Pj+1. Then Pj is also `-convex. If Pj is not r-nonconvex, then since ||Q r(Pj+1)|| =
δ = wthλ and ||Q `(Pj)|| ≥ wtjλ hold, we have ||Q `(Pj+1)|| − ||Q r(Pj+1)|| ≥ wtjλ−wthλ = wtj+1λ. Now let Pj be r-nonconvex.
Then ||Q r(Pj+1)|| = δ = wthλ + ||Q r(Pj)|| holds, and we have ||Q `(Pj)|| − ||Q r(Pj)|| ≥ wtjλ by (a3) for Pj. Hence, we have
||Q `(Pj+1)|| − ||Q r(Pj+1)|| = ||Q `(Pj)|| − ||Q r(Pj)|| − wthλ ≥ wtjλ − wthλ = wtj+1λ. This proves that (b3) for `-convex and
r-nonconvex Pj+1.
(b5), (b6)We can prove that (b5) and (b6) hold for r-nonconvex Pj+1 in the similar manner with the case of r-flat Pj+1 in
Case-1.
We nest consider tb-flat and `-convex Ph, for which we need to consider only conditions (a1)–(a4), (b1), (b2) and (b3).
(a1)–(a4), (b1), (b2) It suffices to prove that the new convex vertical segment Q `(Ph) = p1p2 satisfies (a1) and (b1) for Ph.
As observed in the case of Pj+1, it holdswthλ ≤ ||Q r(Pj+1)|| ≤ w1λ. Since ||Q r(Pj+1)|| = ||Q `(Ph)||, Q `(Ph) satisfies (a1) and
(b1) for Ph.
(b3) Consider an `-convex and r-nonconvex Ph. Then Pj is also r-nonconvex, and and ||Q `(Ph)|| = δ = wthλ + ||Q r(Pj)||.
Hence we have ||Q `(Ph)|| − ||Q r(Ph)|| = wthλ, proving that (b3) holds for any `-convex and r-nonconvex Ph.
This completes the proof of Lemmas 6 and 7.
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