Nonsingular sign patterns and the orthogonal group  by Lim, Chjan C.
Nonsingular Sign Patterns and the Orthogonal Group 
Chjan C. Lim” 
Mathematical Sciences Department 
Rensselaer Polytechnic Institute 
Troy, New York 12180 
Submitted by Richard A. Brualdi 
ABSTRACT 
A nonsingular sign pattern H is said to require property P if every matrix A in its 
sign class Q(H) has property P. H is said to allow property P if there is A E Q(H) 
which has the property, A new infinite family of maximal nonsingular sign patterns 
N(W’,L), associated with wheels, is shown to require not P,,, where P,, : A = (A-‘)‘. A 
second infinite family H(T( n)) 1s s h own to be associated with binary trees and to allow 
PO. 
I. INTRODUCTION 
The concept of a nonsingular sign pattern has its origins in mathematical 
economics (cf. [ 11). 
DEFINITICIN 1. Matrix A is said to belong to the sign class Q(H) if the 
entries of A have the same signs as the 0, + 1 matrix H. A sign pattern H is 
saici to be nonsingular if det A # 0 for each A E Q(H). H is said to be 
maximally nonsingular if either 
(a) it does not have zero entries or 
(b) the addition of one or more nonzero entries results in the failure of 
nonsingularity. 
“The research reported here is partially funded by the National Science Foundation under 
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A criterion for sign nonsingularity was given by Basett, Maybee, and 
Quirk [l], and f urt er iscussed by Brualdi and Shader [2]. The recognition h d’ 
problem for nonsingular sign patterns is a difficult and open problem. In fact, 
few examples of maximal nonsingular sign patterns are known, much less 
infinite families of these. In this note, we describe an algorithm for a new 
infinite family of maximal nonsingular sign patterns H(W,,) associated with 
wheels W,l. 
DEFINITION 1.2. A sign pattern H is said to require property P if every 
matrix A E Q(H) has this property [4]. 
DEFINITION 1.3. A sign pattern H is said to allou; property P if there 
exists A E Q(H) which has this property [4]. 
In this note we study the related properties 
P,, :A = (Ap’)f, (1.1) 
P:Aand (Ap’)t are both in Q(H). (1.2) 
REMARK 1.1. If A E O(n), then clearly A satisfies P. Thus P is a 
relaxation of the orthogonal property P,,. 
We are interested in the above relationship between the well-known 
orthogonal group O(n) and the nonsingular sign patterns. A characterization 
of this relationship will be an important step towards the classification of 
nonsingular sign patterns. In this short note, we show that this relationship is 
nontrivial, in the sense that the class of nonsingular sign patterns H,, which 
allows P,, is a proper subset of all nonsingular sign patterns. 
To be specific, in Section II we prove that the new infinite family H(W,,) 
requires the negation of P,, (henceforth - PC,): 
-P,, :A # (A-‘)‘. (1.3) 
In fact, the same proof shows that H(WII) re q uires the stronger negation, 
-P: 
-P:A E Q(H) = (A-‘) E Q(H). (1.4) 
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In Section III, the second infinite family of maximal nonsingular sign 
patterns H(T(n)), previously described in [2], is shown to be associated with 
binary trees T(n), and moreover, we show that H(T(n)) allows Pa, and thus 
P also. 
To end this introduction, we note 
REMARK 1.2. It is clear that no sign patterns require Pa, but it is not 
clear at this point whether there is any maximal nonsingular sign pattern that 
requires the weaker property P. Obviously, the nonmaximal pattern H = I,,, 
the 11 X n identity matrix, requires P. 
II. WHEELS AND NONSINGULAR SIGN PATTERNS 
Consider the sign pattern H(W,), n > 3: 
the first row consists of 0 followed by + l’s, 
the first column consists of 0 followed by + l’s, 
the (rr - 1) X (n - 1) submatrixHjj, i, j = 2,. ., n, 
is a circulant matrix, C = P, _ 1. 
(2.la) 
(2.lb) 
(2.lc) 
The relationship between the above sign pattern H(W,) and the wheel W,, 
with n - 1 spokes is easily described: First label the center node 1, and the 
other n - 1 nodes 2, . . , n in clockwise order on the rim of W,,. Next, orient 
the rim arcs in the anticlockwise direction, and the spokes from the rim nodes 
to the center. Then the rows of H(W,) are the incidence vectors of the 
following cycles: The first row corresponds to the rim of W,, traversed in the 
anticlockwise direction. The remaining n - 1 rows correspond to the n - 1 
cycles consisting of adjacent rim nodes and the center, traversed also in the 
anticlockwise direction, with the sign of the entry corresponding to a 
node determined in the usual manner, i.e., traversing the cycle, a node is 
assigned + 1 if it is first encountered after traversing an arc in the direction 
of its positive orientation, and vice versa. 
For example, consider the wheel W, (Figure la) and its sign pattern 
H(W,> in Figure lb. In the following discussion we will shorten H(W,) to 
H”. For comparison, Ws and H(W,) are shown in Figures 2a and b. 
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FIG. la. W,, wheel with three spokes. 
THEOREM 2.1. The sign patterns H” based on the algorithm (2.la, b, c) 
and the wheels W,,, n > 3, with n _ 1 spokes are maximally nonsingular. 
Proof. To compute the determinant of H”, we use the first row (2.la) 
and then the first column (2.lb), i.e., 
det H” = 5 ( - l)l+iM,j 
j=2 
= jg2( -1y+j { iFI (-1)“1c”-‘j 
n-l n-1 
where Mlj is the (1, j) cofactor of H”, and Ci,j is the (i,j) cofactor of the 
circulant submatrix C (2.1~). 
0 1 1 1 
1 1-l 0 
I 0 1 -1 
1 -1 0 1 
Frc. lb. H4, nonsingular sign pattern for W,. 
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FIG. 2a. W,, wheel with two spokes 
By direct computation, one verifies that the determinants C’.j consist of 
only one term, i.e., the (n - 2) X ( n - 2) submatrices corresponding to C’,j 
are necessarily nonsingular; and moreover, 
ci.j = _ct.j+l, (2.2a) 
C i+l,j = _ci.j, (2.2b) 
sgrdl = fl (2.2c) 
All the terms in the sum det H” have the same sign, i.e. sgn det H” = 
-sgrlc”, and since the submatrices corresponding to the cofactors C’,j are 
nonsingular, 
sgndetA = -sgnC” for A E Q(H), (2.3) 
which proves that H” is nonsingular. 
The proof of maximality proceeds as follows. When Hf, # 0, there is an 
additional term in det H”, namely Hi1 det C, which causes (2.3) to fail 
because the circulant matrix C is not nonsingular. 
0 1 1 
1 1 -1 
1 -1 1 
FIG. 2b. H3, nonsingular sign pattern for W,. 
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When a zero in the circulant matrix, C is replaced by a nonzero, i.e. 
Ckj = +1, j#k+Imodn-I, (2.4) 
the cofactors Ck+l,kc’ and C”-‘.k (with the indices taken mod n - I> now 
consists of exactly two terms. By direct computation, using the circulant 
property of C, we obtain 
ck+l,k+l = 
i 
1*(-I) 
k+jpl( _l)ln-5pj+k if j ~ k + 2, 
1 * (-l)k+j( -q-’ if j<k, 
(2.5) 
ck- 1,k 
-1 + ( _l)k-l+j-l( _1)271-8-jfk if j 2 k + 2, 
_1 f (_l)k-l+j(_l)k-.i-l if j<k. 
(2.6) 
Thus, when Ckj = 1, (2.6) implies that the two terms in Ck- ‘. k have 
opposite signs; and when Ckj = - 1, (2.5) implies that the two terms in 
Ck+ ‘. ‘+I have opposite signs. The maximality property now follows. n 
REMARK 2.1. For n 2 5, if A E Q(H”), then D = (A-‘)’ G Q(H”). 
This is because the only common nonzero entry of the second and fourth 
rows in H’” is the first entry, and hence can never be orthogonal. This implies 
that H”, n > 5, requires -P, and thus the weaker negation - P, in Section 
I. 
REMARK 2.2. For any positive 4-vector M = (M,, M,, M,, M,), the 
matrix A(H4, M) E Q(H4) gi ven below is orthogonal. Note that all rows in 
H4 have exactly two common nonzero entries: 
&/M(j) if H$ = 1, 
-h/M(j) if HTk = - 1, 
0 if H,yk = 0 
M(j) = t mk. 
k=l 
H$+O 
SIGN PATTERNS AND THE ORTHOGONAL GROUP 7 
REMARK 2.3. H3 is similar to the sign pattern H(T(3)), which is dis- 
cussed in the next section. Thus both H3 and H4 allow the orthogonal 
property PO. 
III. BINARY TREES AND NONSINGULAR SIGN PATTERNS 
In this section we discuss a second infinite family of maximal nonsingular 
sign patterns, H(T( n)), in terms of its relationship to the class of full binary 
trees with n leaves, T(n). It will be shown that H(T(n)) allows the orthogo- 
nal property P,. We note here that this family of nonsingular patterns has 
been previously discussed by Brualdi and Shader [2]. Its relationship to binary 
trees, which appears to be new, is important for applications in n-body 
dynamics (cf. [5, 61). In a full binary tree T(n), each node which is not a leaf 
has two descendants. Let the column numbers of the square matrix H(T(n)) 
correspond to the labels of the n leaves of T(n), and the row numbers 1 to 
n - 1 correspond to the nonleaf nodes. The entries of H(T(n)), a nonstan- 
dard incidence matrix for the leaf-root paths of T(n), are 
Hij = 1 ( - 1 respectively) (3.la) 
when the ascending path from leaf j to the root is incident at nonleaf node i 
(including the root) from the right (left) branch, 
Hij = 0 when node i is not in the above path, (3.lb) 
H,,j = -1 for j = l,...,rt. (3.lc) 
For the so-called caterpillar binary trees T,(n) (see Figure 3a) H(T(n)) are 
the Hessenberg matrices, 1: -1 -1 1 : -1 0 1. . *.. ..* . -1 0 -1 0 
-; -; -; ..: _; ; 
(3.2) 
with - 1 entries on and below the diagonal, + 1 entries on the superdiagonal, 
and 0 entries elsewhere. 
8 CHJAN C. LIM 
FIG. 3a. T<(n), caterpillar binary trees with n leaves. 
We will generate all the matrices H(T(n)) from 
[ 3 -:I (3.3) 
which corresponds to T,(2) (see Figure 3’~). 
LEMMA 3.1. Let H(n) he a n X n mnximnlly nonsingular sign pattern. 
Then 
-1 1 0 ... 0 
H&4 
H(n + 1) = H,,(n) 
W4 
(3.4) 
is n1.w mcxximally nonsingular. 
Proof. We compute 
detH(n + 1) = -l*detH(n) - 1 .detH(n). (3.5) 
Thus H( n + 1) is nonsingular if and only if H(n) is nonsingular. Moreover, if 
H(n) is maximally nonsingular, then changing any zero (if they exist) to a 
FIG. 3h. T,.(2), most basic binary tree 
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nonzero in the n X n submatrix [denoted by H(n) in (3.4)] will cause the first 
term on the right hand side of (3.5) to be sign-indefinite in the corresponding 
sign equivalence class. The same holds for the second term of (3.5) if any 
zero (if they exist) in the first column is changed to a nonzero. Finally, if the 
jth zero in the first row of H(n + 1) is changed to a nonzero, then (3.5) 
becomes 
-2detH(n) & (-l)‘+‘detH(n,j), 
where H(n, j) denotes the 11 X n matrix obtained from H(n) by removing 
the (j - I)th column and adding a copy of the first column. Clearly, 
det H( n ,j> is sign-indefinite in the corresponding sign equivalence class. 
Thus, H(n + 1) is also maximally nonsingular. n 
THEOREM 3.2. The matrices H(T(n)) (3.1) are maximally nonsingular. 
Proof. The matrix H(T,(Z)) (3.3) ‘. 1s maximally nonsingular, and every 
H(T(n)) can be obtained from it by the above matrix iteration together with 
permutations of columns. The above matrix iteration (3.4) corresponds to the 
“growing” of binary trees. If two new leaves are attached to leaf j in T(n) to 
produce T(n + 11, the corresponding matrix operations are: first interchange 
columns 1 and j in H(T(n>) and then apply (3.4). This completes the proof. 
n 
REMARK 3.1. Lemma 3.1 and Theorem 3.2 have essentially been proven 
by Brualdi and Shader [2] in another way, without reference to binary trees. 
Lemma 3.1 implies that one can iteratively generate maximally nonsingu- 
lar sign patterns from any of the matrices H’” (2.21, which are based on the 
wheels W,,. For example, from the matrix H4 in Figure lb, we obtain the 
hybrid maximally nonsingular sign patterns 
I -1  1 0 H4 0 0 
H(w4, T;(2)) = ; 
i. 
(3.6) 
This hybrid pattern is associated with growing two new leaves at the 
center node of the original wheel W, (see Figure 4). Continuing with the 
iterative procedure, we get the family of hybrid matrices H(W,,, T(n)), where 
T(n) is any full binary tree. Other hybrid maximally nonsingular sign patterns 
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FIN. 4. Growing a pair of leaves at the center of W4 
H’(W,, , Z’(n)) can be obtained by growing a full binary tree T(n) from rim 
node j, for example, in W,, (see Figure S>. This corresponds, at the level of 
matrix operations, to first interchanging columns 1 and j in H”, and then 
applying (3.4) recursively. Clearly, we can generate more complex hybrid sign 
patterns, by growing two or more trees from different nodes in the original 
wheel W,, 
Next we prove 
PROPOSITION 3.3. For any sign pattern H(T(n)) given by (3.11, and any 
n-cector of positive real numbers M = Cm,, , m,,), there is an orthogonal 
matrix A(T(rz), M) in the sign class Q(H(T(n))). 
Proof. The proof is by construction: 
A/M+(j) if Hjk = 1, 
-A/M_(j) if Hjk = -1, (3.7) 
0 if H,, = 0 
FIG. 5. Growing a tree T(3) at a rim node of W,. 
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whereforj=l,...,n-1, 
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M(j) = c 1Tlk = M+(j) + M_(j), 
k 3 H,L f 0 
M*(n) = c Ink = M(n). 
k= I 
Once the algorithm (3.7) is found, it is a straightforward matter to check 
that A(T(n), M) is an orthogonal matrix for any n-vector of positive real 
numbers, M. This completes the proof. n 
REMARK 3.2. Proposition 3.3 implies that every sign pattern H(T(n)) in 
the family (3.1) all ows the orthogonal property P,,. In fact, more is shown: for 
each H(T(n)), there is a smooth n-parameter family of orthogonal matrices, 
A(T( n)), M), depending on M. Clearly, H(T(n)) also allows the weaker 
property P in Section I. 
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