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OBLIQUE DERIVATIVE PROBLEMS FOR ELLIPTIC EQUATIONS ON
CONICAL DOMAINS
MATTHEW R. I. SCHRECKER
Abstract. We study the oblique derivative problem for uniformly elliptic equations on
cone domains. Under the assumption of axi-symmetry of the solution, we find sufficient
conditions on the angle of the oblique vector for Ho¨lder regularity of the gradient to hold
up to the vertex of the cone. The proof of regularity is based on the application of carefully
constructed barrier methods or via perturbative arguments. In the case that such regularity
does not hold, we give explicit counterexamples. We also give a counterexample to regularity
in the absence of axi-symmetry. Unlike in the equivalent two dimensional problem, the
gradient Ho¨lder regularity does not hold for all axi-symmetric solutions, but rather the
qualitative regularity properties depend on both the opening angle of the cone and the
angle of the oblique vector in the boundary condition.
1. Introduction
The aim of this paper is to study the regularity up to the boundary for solutions of oblique
derivative problems for uniformly elliptic equations on domains with conical singularities.
As well as being of interest from the point of view of elliptic PDE theory, oblique derivative
problems on cone domains arise naturally in a range of important physical problems, such
as shock reflection problems in gas dynamics. The basic Ho¨lder regularity of solutions has
been known since the work of Miller [17], who initially derived suitable barrier functions on
cone domains. In general, on domains with cone singularities, one cannot expect that the
gradient of the solution will remain Ho¨lder continuous up to the boundary of the domain,
but under a symmetry assumption on the solution (axi-symmetry), the situation becomes
more subtle. In fact, as we will show below, for these symmetric solutions, the gradient
Ho¨lder regularity (or lack of it) depends on a relationship between the opening angle of
the cone at its vertex and the angle of the oblique vector in the boundary condition. Such
a relationship is somewhat surprising given the theory for the equivalent two-dimensional
problem (where the cone is replaced by a wedge). For such problems, reflectional symmetry
of the solution is sufficient to guarantee the Ho¨lder regularity of the gradient up to the vertex
with no restriction on the angle of the oblique vector (beyond the necessity of obliqueness).
This regularity theory for symmetric solutions of oblique problems in two dimensions played
a crucial role in the recent resolution of the shock reflection problem for potential flow past a
wedge by Chen and Feldman [3], and so the results contained in this paper may be expected
to play a similarly important role in the three dimensional theory.
To fix ideas, we work with the equation{
Lu := Aij∂iju+ A
i∂iu+ A
0u = f in Ω,
Mu := β ·Du+ β0u = g on ∂Ω, (1.1)
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where Ω ⊂ Rn is a bounded, Lipschitz domain satisfying an exterior cone condition at every
point of its boundary, Aij , Ai, A0 : Ω → R. We assume the existence of constants λ,Λ > 0
such that the principal coefficients Aij satisfy the uniform ellipticity assumption
λ|ξ|2 ≤ Aij(x)ξiξj ≤ Λ|ξ|2 for all ξ ∈ Rn, x ∈ Ω. (1.2)
Further regularity assumptions on the coefficients will be stated below in Theorem 3.1. The
vector field β is assumed to be piecewise smooth on ∂Ω, inward pointing and oblique at all
of its points of continuity. Throughout this paper, we use the following sense of the term
obliqueness: a vector β is said to be oblique at a point x0 ∈ ∂Ω if there is an orthonormal
coordinate system (x′, xn) based at x0, a positive radius ρ > 0, and a Lipschitz function F
such that
Ω ∩ Bρ(x0) = {xn > F (x′) | |x| < ρ}
such that β is parallel to the xn axis. Note that this definition may be weakened in certain
directions, see for example the book of Lieberman [15].
As the main issue that this paper will be concerned with is the regularity at cone points
of the boundary for solutions satisfying a rotational symmetry, we will assume for simplicity
of notation that Ω is the intersection of a ball of fixed radius R > 0 with a fixed cone C with
vertex at the origin and axis of symmetry the xn axis. Following the terminology of Miller
[17], we define polar coordinates such that
r = |x|, r cos θ = xn,
and then let the open cone be
C = {(r, θ) ∈ (0,∞)× [0, θ0)}
for some fixed θ0 ∈ (0, π). Our domain is then
Ω = C ∩ BR(0) = {(r, θ) ∈ (0, R)× [0, θ0)}.
In general, we will write
Ω[ρ] = Ω ∩ Bρ(0) for 0 < ρ < R.
We write Γcone and Γball for the portions of ∂Ω as follows:
Γcone = {0 < r < R, θ = θ0}, Γball = {r = R, θ ∈ [0, θ0)}.
Note that both portions are relatively open, so that ∂Ω = Γcone ∪ Γball.
The assumption of axi-symmetry that we will make requires certain compatibility condi-
tions on the coefficients in order that the rotational solution can exist in the first place. For
given examples, this is typically easy to compute in cylindrical coordinates. The cylindrical
coordinates are the following:
y1 = xn, y2 = |x′|, φ ∈ Sn−2,
where φ is a standard coordinate system on Sn−2. Note then that (r, θ) coincide with the
polar coordinates on the half space {(y1, y2) | y2 ≥ 0}: r = |(y1, y2)| and
y1 = r cos θ, y2 = r sin θ.
Axi-symmetry of the solution means that u = u(y) depends only on the axi-symmetric
coordinates (y1, y2), i.e. is independent of φ, and we may therefore work equivalently on the
two-dimensional domain
ω = ω[R] = {y | r(y) ∈ (0, R), θ(y) ∈ [0, θ0)}.
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We define three (relatively open) boundary portions for ω:
γcone = {r ∈ (0, R), θ = θ0}, γsymm = {r ∈ (0, R), θ = 0}, γball = {r = R, θ ∈ (0, θ0)}.
In the y coordinates, we obtain the equation
aij∂iju+ b
i∂iu+ cu = f in ω,
β ·Du+ β0u = g on γcone ∪ γball,
uy2 = 0 on γsymm,
(1.3)
where the boundary operator β, β0 (assumed axi-symmetric) is defined in the obvious way,
a11 = Ann, a12 = a21 =
n−1∑
i=1
Ain
xi
y2
, a22 =
n−1∑
i,j=1
Aij
xixj
y22
,
b1 = An, b2 =
1
y2
( n−1∑
i=1
Aii −
n−1∑
i,j=1
Aij
xixj
y22
)
+
n−1∑
i=1
Ai
xi
y2
, c = A0.
(1.4)
Uniform ellipticity of the coefficients aij is inherited from that of Aij . Indeed, the assumption
that (1.1) admits a rotationally symmetric solution allows us to take the coefficients aij to
be independent of φ and the ellipticity is straightforward to check. A significant role in our
analysis will be played by the singular coefficient b2, arising from the use of symmetry to
reduce the problem to a two-dimensional one. In general, coefficients of the form bi satisfying
only a bound |bi| ≤ C
y2
are not suitable for the application of the methods in this paper. For
the treatment of equations with coefficients of this degree of singularity for the Dirichlet
problem, see the work of Fichera [4], Lieberman [14], Michael [16] and the references therein.
That this coefficient arises from a symmetry reduction of dimension is crucial. We therefore
split the first order (singular) coefficient b2 into two pieces:
b2,1 =
n−1∑
i=1
Aii −
n−1∑
i,j=1
Aij
xixj
y22
, b2,2 = b2 − b
2,1
y2
. (1.5)
We see that only the principal part, b2,1, depends on the principal coefficients of the equation
and that b2,1 and the remainder, b2,2, satisfy the estimates
0 < (n− 2) λ
y2
≤ b
2,1
y2
≤ (n− 2) Λ
y2
, |b2,2| ≤
( n−1∑
i=1
A2i
) 1
2
. (1.6)
We also make the technical assumption, satisfied by many physically motivated problems,
that at the cone vertex, the constant coefficient operator L0 defined on Ω by
L0 = A
ij(0)∂ij is invariant under rotations around the axis of symmetry. (1.7)
The oblique vector β is always taken to be inward pointing and (without loss of generality)
such that
lim
y→0
y∈γcone
β = (cos(s), sin(s)) for some s ∈ (−π + θ0, θ0).
Note that this limit only makes sense in the y coordinates as β is generally discontinuous at
the origin when considered on Γcone (for example, the unit normal to Γcone).
We are now in a position to state a rough version of our main theorem.
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Theorem 1.1. Suppose that the coefficients Aij, Ai, A0 of (1.1) satisfy (1.7) and are Ho¨lder
continuous in Ω, that β and β0 are Ho¨lder continuous on each of the smooth portions of ∂Ω
with β uniformly oblique and inward pointing, and that the problem admits an axi-symmetric
solution u in the sense described above. Finally, suppose f and g are Ho¨lder continuous.
Then there exists s1 ∈ (−π2 , 0) such that if
s ∈ ((−π,−π
2
) ∪ (s1, π
2
)
) ∩ (−π + θ0, θ0),
then the gradient of u satisfies an a priori Ho¨lder estimate up to the vertex of the cone in
terms of the Ho¨lder norms of the data and coefficients.
The requirement s ∈ (−π + θ0, θ0) is equivalent to the choice of β as inward-pointing.
However, the restriction on s within this interval is necessary, due to the following theorem.
Theorem 1.2. Consider the oblique derivative problem for the Laplace equation on a cone:{
∆u = 0 in Ω,
β ·Du = 0 on Γcone,
(1.8)
where β = sin(s)∂r′+cos(s)∂xn, r
′ = |x′|, corresponds to a constant vector β = (cos(s), sin(s))
on γcone, s ∈ (−π + θ0, θ0).
(i) Suppose that θ0 ∈ (π2 , π). There exists s0 ∈ (−π + θ0, 0) depending on θ0 such that
if either s ∈ (−π + θ0, s0) or s ∈ (π2 , θ0), then there exists a Ho¨lder continuous
axi-symmetric solution of (1.8) which is not C1 up to the origin.
(ii) Suppose that θ0 ∈ (0, π2 ). There exists s0 ∈ (−π2 , 0) depending on θ0 such that if
s ∈ (−π
2
, s0), then there exists a Ho¨lder continuous axi-symmetric solution of (1.8)
which is not C1 up to the origin.
As we will see in §6, these solutions are smooth away from the vertex; the loss of regularity
is due to the angle of the oblique vector at the vertex and the opening angle of the cone.
To provide some context for these results, we compare the situation to that for the two-
dimensional problem. In two dimensions, the equation is posed on the exterior of a wedge,
Ω˜ = {r ∈ (0, R), θ ∈ (−θ0, θ0)},
with (r, θ) being polar coordinates on R2. The coefficients and data are taken to be Ho¨lder
continuous as in Theorem 1.1 above. The corresponding gradient regularity result for so-
lutions with reflectional symmetry (u(x1, x2) = u(x1,−x2)) is then that for all θ0 ∈ (0, π),
there exists α ∈ (0, 1) depending on θ0 such that u ∈ C1,α up the vertex, see [3, Chapter
4] or [15, Section 4.5]. The key point here is that gradient Ho¨lder regularity holds for all
uniformly oblique vectors (again, only in the case of symmetric solutions). This is a stark
contrast to the situation under consideration at present, where the regularity depends on a
relationship between the opening angle of the cone and the oblique vector.
Oblique derivative problems for elliptic equations arise naturally in a wide variety of
physical situations such as the theory of reflected shock waves in transonic flow and the
capillary problem. In the theory of transonic shocks, in certain circumstances, one can pose
the Rankine-Hugoniot conditions across the shock as an oblique derivative condition for a
potential function, for example in two dimensions by Cˇanic´, Keyfitz and Lieberman, [2].
Such a formulation of the Rankine-Hugoniot conditions is also used for the shock reflection
problem for potential flow, solved recently by Chen and Feldman [3] in two dimensions. The
capillary problem has also been studied widely, see for example the monograph of Finn, [5].
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Extensions of these results to three-dimensional domains require a more detailed under-
standing of the regularity of oblique derivative problems on domains such as cones. In
particular, the results in this paper are suitable for application to the three-dimensional
shock reflection problem from a cone. For this and other physical problems, the symmetry
conditions that we impose here to study the oblique derivative problem are very natural.
As mentioned above, if we do not have such symmetry assumptions, we cannot, in general,
expect the Ho¨lder regularity of the gradient. See Appendix A for a discussion of this and
the construction of a counterexample.
From the point of view of the analysis of oblique derivative problems for elliptic equations,
we mention in particular the early work of Fiorenza [6]. The theory of such problems was
taken up in a series of papers by Lieberman, of which the most significant for our purposes
here are [11, 12] which provide gradient Ho¨lder regularity under the stronger condition that
either the smooth portions of the boundary ∂Ω meet along co-dimension 2 hypersurfaces or
that the vector field β is continuous (see also Lieberman’s monograph [15] which contains
many details of the theory of oblique problems in a variety of settings).
Concerning the Ho¨lder regularity of the solution u, for domains with conical singularities,
Miller [17] constructed a barrier function for such regularity theory for the Dirichlet prob-
lem. We mention also the early result of Nadirashvili [18] on smooth domains for the oblique
derivative problem and the more recent work of Nadirashvili and Kenig [9] for oblique de-
rivative problems on smooth domains with source terms f ∈ Lp. In general, we refer to [13]
for the Harnack inequality and pointwise estimates (including Ho¨lder estimates) of solutions
of such problems on Lipschitz (or less regular) domains. For Ho¨lder estimates for viscosity
solutions of fully non-linear Neumann problems, we refer to the paper of Barles and Da Lio,
[1]. The theory of elliptic equations with strongly singular lower order terms (such as the
y−12 term that we find here in the axi-symmetric coordinates) with Dirichlet data has been
studied by Fichera [4] from the point of view of degenerate equations and also by Lieberman
[14], generalising the earlier work of Michael [16].
A precise statement of Theorem 1.1 will be given below in §3 in two parts: Theorems 3.1
and 3.5. The first of these two results covers the case s ∈ (0, π
2
)∪ (−π,−π
2
), while the second
is for s ∈ (s1, 0]. These theorems give precise a priori Ho¨lder estimates for the gradient of the
solution u. We outline the strategy of proof for Theorem 3.1 as follows. As the intersection
of the boundaries of the ball and the cone is a smooth set of co-dimension 2 in Rn, the
boundary regularity along this portion of the boundary fits into the framework of [12] (see
also [15] for an alternative exposition). We will therefore focus attention on the a priori
estimates locally around the vertex of the cone. We first construct the solutions to a pair of
auxiliary problems, one to handle the source term f and errors from the method of frozen
coefficients, and the other to reduce to a problem with homogeneous boundary condition.
Using Schauder type estimates for these auxiliary problems, we will then apply the barrier
method, relying on carefully constructed barrier functions and the comparison principle for
suitable problems solved by the derivatives of u, to show a growth condition on the gradient
of the solution u near the cone vertex. Finally, a standard scaling argument will convert
this growth into the desired Ho¨lder regularity. Theorem 3.5 is proven via a perturbative
argument around the case of a continuous boundary operator (the case s = 0).
In order to apply the barrier method to the derivatives of our solution u, we must find
good derivatives or derivative combinations to estimate. The availability and choice of a
good derivative in fact depends on the angle of β. The reason for this is that when one
6 MATTHEW R. I. SCHRECKER
derives an elliptic problem for the chosen derivative, the problem obtained (and, crucially,
its associated boundary conditions) must be such that the comparison principle applies in
order to make use of the barrier method. In particular, any zero order terms in the PDE or
the oblique operator must come equipped with a good sign condition.
The outline of the paper is as follows. First, in §2, we give definitions and basic results for
the (weighted) Ho¨lder spaces in which we will work. With these definitions, we will be able
to give more precise statements of the main theorem in the case that we have the positive
result (gradient Ho¨lder regularity up to the boundary). This is stated in Theorems 3.1 and
3.5, which are proved in §3. The proof relies on carefully constructed barrier functions, and
so in §4 we give the construction of these barriers and relevant estimates of their directional
derivatives that are used in the proof of the main result. The version of the comparison
principle that we use in the main proofs is then stated and proved in §5. In §6, we give the
construction of the counterexamples of Theorem 1.2. Finally, in Appendix A, we provide
the construction of solutions to the Neumann problem for the Laplacian which are Ho¨lder
continuous but not C1 if we drop the assumption of axi-symmetry.
2. Weighted Ho¨lder spaces
Although we will ultimately end up with a C1,α estimate on the solutions u of oblique de-
rivative problems, the estimates and proofs are most conveniently stated in certain weighted
Ho¨lder spaces.
Due to the lack of regularity of the domain at the vertex of the cone, we incorporate the
distance to the vertex in defining our Ho¨lder spaces. For k ∈ N ∪ {0}, α ∈ (0, 1], we define
the sup norm ‖u‖0, standard Ho¨lder semi-norm [u]α and norm ‖u‖k,α of a function u : Ω→ R
to be
‖u‖0,Ω = sup
Ω
|u|, [u]α,Ω = sup
x1,x2∈Ω,
x1 6=x2
|u(x1)− u(x2)|
|x1 − x2|α , ‖u‖k,α,Ω =
k∑
j=0
‖Dju‖0,Ω + [Dku]α,Ω,
(2.1)
where Dju is the tensor of all j-th derivatives of u.
For x, x1, x2 ∈ Ω, we define the distances dx = |x| and dx1,x2 = min{dx1, dx2}. For a
function u : Ω→ R, k ∈ N ∪ {0}, α ∈ (0, 1] and β ∈ R, we define weighted norms
‖u‖(β)k,0,Ω =
k∑
j=0
sup
x∈Ω
(
dmax{j+β,0}x |Dju(x)|
)
,
[u]
(β)
k,α,Ω = sup
x1,x2∈Ω
x1 6=x2
(
dmax{k+α+β,0}x1,x2
|Dku(x1)−Dku(x2)|
|x1 − x2|α
)
,
‖u‖(β)k,α,Ω = ‖u‖(β)k,0,Ω + [u](β)k,α,Ω.
(2.2)
We denote by C
(β)
k,α(Ω) the space of functions whose norm ‖u‖(β)k,α,Ω is finite. When no confusion
can arise, we usually drop the subscript Ω from the definition of the norm, writing instead
‖u‖(β)k,α etc. Note in particular that if u ∈ C(−1−α)2,0,Ω , then u ∈ C1,α(Ω). The norms ‖ · ‖(β)k,α,ω
and ‖ · ‖(β)k,α,γ for γ ⊂ ∂ω are defined similarly (with weights to the vertex).
We will need the following lemmas concerning these weighted norms. Proofs may be found
in [15, Chapter 2].
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Lemma 2.1. (i) Suppose α ∈ (0, 1], β ≥ −α and β1, β2, β ′1, β ′2 ∈ R such that β = β1 + β2 =
β ′1 + β
′
2, β1, β
′
2 ≥ −α, β2, β ′1 ≥ 0. Then for any u ∈ C(β1)0,α , v ∈ C(β
′
2
)
0,α , we have
[uv]
(β)
0,α ≤ [u](β1)0,α ‖v‖(β2)0 + ‖u‖(β
′
1
)
0 [v]
(β′
2
)
0,α . (2.3)
(ii) Suppose that k1, k2 ∈ N ∪ {0}, α1, α2 ∈ (0, 1], β1, β2 ∈ R satisfy
kj + αj + βj ≥ 0, max{kj + αj + βj} > 0, for j = 1, 2.
Let θ ∈ (0, 1). Then, for k ∈ N ∪ {0}, α ∈ (0, 1], β ∈ R defined by
k + α = θ(k1 + α1) + (1− θ)(k2 + α2), β = θβ1 + (1− θ)β2,
there exists a constant C > 0 such that, for any u ∈ C(β)k,α,
‖u‖(β)k,α ≤ C
(‖u‖(β1)k1,α1)θ(‖u‖(β2)k2,α2)1−θ. (2.4)
Finally, in the proofs of Lemmas 3.3 and Lemma 3.4 below, we will also need the following
norms, weighted by distance to a portion of the boundary. Let Σ ⊂ ∂Ω be closed and define
dΣx = dist(x,Σ), d
Σ
x1,x2
= min{dΣx1, dΣx2}. We then define
‖u‖(β),Σk,0,Ω =
k∑
j=0
sup
x∈Ω
(
(dΣx )
max{j+β,0}|Dju(x)|),
[u]
(β),Σ
k,α,Ω = sup
x1,x2∈Ω
x1 6=x2
(
(dΣx1,x2)
max{k+α+β,0} |Dku(x1)−Dku(x2)|
|x1 − x2|α
)
,
‖u‖(β),Σk,α,Ω = ‖u‖(β),Σk,0,Ω + [u](β),Σk,α,Ω.
(2.5)
3. Main estimates and proof of main theorem
We break the proof of Theorem 1.1 into two parts. The first concerns the case in which
the oblique vector points into the first or third quadrant. In this case, we may apply the
barrier technique in order to conclude that the desired Ho¨lder regularity of the gradient
holds. This is the content of Theorem 3.1 below. The second part is to prove a perturbative
result for oblique vectors close to ∂xn (∂y1 in axi-symmetric coordinates). This is contained
in Theorem 3.5 below.
Theorem 3.1. Suppose u ∈ C(−1−α)2,α,Ω is axi-symmetric and satisfies (1.1). Let the coefficients
of (1.1) satisfy
Aij ∈ C0 ∩ C(0)0,α,Ω, Ai, A0 ∈ C(1−α)0,α,Ω , (3.1)
and suppose moreover that β is axi-symmetric, uniformly oblique and inward pointing on
∂Ω \ {0}, β0 is axi-symmetric and, when considered in the y coordinates,
β, β0 ∈ C(−α)1,α (γcone ∪ γball). (3.2)
Let η1 : [0,∞)→ [0,∞) be a continuous, increasing function such that η1(0) = 0 and
|Aij(x)−Aij(x¯)| ≤ η1(|x− x¯|) for any x ∈ Ω, x¯ ∈ ∂Ω. (3.3)
For compatibility at the intersection Γcone ∩ Γball, we assume either∣∣∣ βb|βb| ± βc|βc|
∣∣∣ ≥ ǫ˜ > 0 or βb = βc on Γcone ∩ Γball, (3.4)
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where βb and βc are the limits of β on Γcone ∩ Γball from either side.
Finally, we assume that the data f, g are axi-symmetric and
f ∈ C(1−α)0,α,Ω , g ∈ C(−α)1,α (Γcone ∪ Γball). (3.5)
We write, in y coordinates,
lim
y→0
y∈γcone
β(y) = (cos(s), sin(s)) such that s ∈ (−π + θ0, θ0). (3.6)
Suppose cos(s) sin(s) > 0. Then there exists α1 = α1(θ0, ǫ˜, s) ∈ (0, 1) such that if α ∈ (0, α1)
then
‖u‖(−1−α)2,α ≤ C
(‖f‖(1−α)0,α + ‖g‖(−α)1,α + ‖u‖0).
The constant C depends on the norms ‖Aij‖(0)0,α, ‖Ai‖(1−α)0,α , ‖A0‖(1−α)0,α , ‖β‖(−α)1,α,γcone, ‖β0‖(−α)1,α,γcone,
as well as Λ, λ, η1, θ0, ǫ˜, R, s and α.
Remark 3.2. The constant α1 is defined in Lemma 4.1. As discussed in §2, this gives the
estimate on the C1,α norm of u. We remind the reader that this class of vector fields β
includes oblique vector fields that are discontinuous at the vertex of the cone such as the
unit normal vector field as, once we reduce to the axi-symmetric coordinates, this becomes
continuous (indeed, constant) on γcone. We note in passing that the assumptions of this
theorem could be weakened in various directions. Firstly, the choice of boundary conditions
and data on γball is unimportant for the regularity at the cone vertex, which is what we
are interested in here. These boundary conditions could of course be replaced with other
suitable conditions.
We begin with two auxiliary lemmas. In order to state these lemmas, we must first define
the notation we use for our frozen coefficients on the domain ω. Let
L0 := a
ij
0 ∂ij +
b2,10
y2
∂2, β0 = (β1, β2) = lim
y→0
y∈γcone
β(y), (3.7)
where aij0 = a
ij(0) and b2,10 = b
2,1(0). Note that L0 corresponds to the operator L0 = A
ij(0)∂ij
on Ω as in (1.7).
In the following lemma, we recall the notation ω[ρ] = ω∩Bρ(0) and define γsymm[ρ], γcone[ρ]
similarly for ρ ∈ (0, R].
Lemma 3.3. Suppose g0 ∈ C(−α)1,α (γcone[2ρ]) for some 0 < ρ ≤ min{1, R/2}. Then there
exists V ∈ C(−1−α)2,α,ω[ρ] satisfying 
aij0 ∂ijV = 0 in ω[ρ],
β0 ·DV = g0 on γcone[ρ],
Vy2 = 0 on γsymm[ρ].
(3.8)
Moreover, for any δ ∈ (0, α], V satisfies the estimate
‖V ‖(−1−α)2,δ,ω[ρ] ≤ C‖g0‖(−α)1,δ,γcone[2ρ]. (3.9)
Lemma 3.4. Suppose f1 ∈ C(1−α)0,α,ω . There exists W ∈ C(−1−α)2,α,ω such that{
L0W = f1 in ω,
Wy2 = 0 on γsymm.
(3.10)
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Moreover, W satisfies DW (0) = 0 and, for any δ ∈ (0, α], the estimates
|DW (y)| ≤ C‖f1‖(1−α)0,δ |y|α, |D2W (y)| ≤ C‖f1‖(1−α)0,δ |y|α−1.
Delaying the proofs of these lemmas temporarily, we now present the proof of Theorem
3.1. The basic strategy of the proof is the following: we first use Lemmas 3.3 and 3.4 to
reduce the problem to a constant coefficient problem with no source term. We then derive
further problems solved by specific derivatives or derivative combinations of the solution and
apply the barrier method (using the barriers of §4) to get estimates of the form
|Du(y)| ≤ C0|y|α,
where C0 depends on the data. Finally, we apply a standard scaling argument and interpo-
lation to deduce from this the full Ho¨lder regularity.
The precise construction of the barriers is delayed until §4, as the notation we will require
occurs most naturally in the proof of Theorem 3.1 below.
Proof of Theorem 3.1. We begin by noting that by the results of [12], the desired estimates
hold locally in ω \ {0}. Indeed, the conditions (3.4) are precisely those required in [12,
Lemma 1.3]. It is therefore sufficient to show the estimate locally around the origin (the
vertex of the cone). By a standard partition of unity argument, we may assume that u is
compactly supported near 0 on a ball Bρ(0) ∩ ω, 0 < ρ ≤ min{1, R/2}. Moreover, without
loss of generality, we may assume u(0) = 0 (else consider u − u(0)) and that Du(0) = 0
also (else consider u − g(0)
β1
y1). Thus also g(0) may be assumed to be zero. Note that such
adjustments to u (subtracting an affine function) do not change the regularity of the data f
and g due to the assumptions made on the coefficients Ai, A0 and β, β0.
Step 1: We begin by freezing coefficients. Defining
f0 = f − (aij − aij0 )∂iju− b1∂1u− (b2 −
b2,10
y2
)∂2u− cu,
we note that on ω[ρ], for any δ ∈ (0, α],
‖f0‖(1−α)0,δ ≤ ‖f‖(1−α)0,δ +η1(ρ)‖u‖(−1−α)2,δ +C[Aij](0)0,δ‖u‖(−1−α)2,0 +C(‖Ai‖(1−α)0,δ +‖A0‖(1−α)0,δ )‖u‖(−1)1,δ ,
(3.11)
where η1(ρ) is the continuous, increasing function such that η1(0) = 0 from the statement of
the theorem and we have used (2.3). Defining also
g0 := g − (β − β0) ·Du− β0u,
we have that
β0 ·Du = g0 on γcone,
where, for δ ∈ (0, α] to be chosen later,
G0 := ‖g0‖(−α)1,δ,γcone ≤ ‖g‖
(−α)
1,δ,γcone
+ η2(ρ)‖u‖(−1−α)2,δ + C[β, β0](0)0,δ‖u‖(−1−α)2,0 + C‖u‖(−1)1,δ , (3.12)
where η2(ρ) is continuous, increasing, η2(0) = 0 (such an η2 exists by (3.6)) and we have
used Lemma 2.1(i). Taking now the function V defined by Lemma 3.3 with boundary data
g0, we obtain 
L0(u− V ) = f0 − b
2,1
0
y2
∂2V =: f1 in ω,
β0 ·D(u− V ) = 0 on γcone,
(u− V )y2 = 0 on γsymm.
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Using the estimate of Lemma 3.3 and (3.11)–(3.12), we have (for δ ∈ (0, α) to be chosen
later)
F1 := ‖f1‖(1−α)0,δ ≤ C
(‖f‖(1−α)0,δ +‖g‖(−α)1,δ,γcone+(η1(ρ)+η2(ρ))‖u‖(−1−α)2,δ +ρα−δ‖u‖(−1−α)2,0 +‖u‖(−1)1,δ ),
(3.13)
where we have used that [Aij ]
(0)
0,δ + [β, β
0]
(0)
0,δ ≤ Cρα−δ on Bρ(0). Note also that g0(0) = 0, so
as DV is continuous up to the origin, we must have DV (0) = 0.
Next we apply Lemma 3.4 with source term f1 to obtain a function W satisfying{
L0W = f1 in ω,
Wy2 = 0 on γsymm,
and the estimates
|DW (y)| ≤ CF1|y|α, |D2W (y)| ≤ CF1|y|α−1.
Step 2: We now proceed to derive suitable problems for the derivatives of u and apply the
barrier method to obtain a growth rate estimate on |Du| near the vertex.
We write ν = (ν1, ν2) for the inward unit normal on γcone and β0 = (β1, β2), where β1, β2
have the same sign (by the assumption made on s). Define
v1 = (u− V )y1 , v2 = (u− V )y2. (3.14)
Define coordinates (z1, z2) such that ∂z1 is parallel to β0 = (β1, β2) and ∂z2 is parallel to τ ,
the tangent to γcone, so (
z1
z2
)
=
(
β1 β2
ν2 −ν1
)(
y1
y2
)
. (3.15)
The reverse coordinate change is given by(
y1
y2
)
=
1
ν · β0
(
ν1 β2
ν2 −β1
)(
z1
z2
)
.
From here on, we write ν · β0 = ǫ > 0 by obliqueness (recall β, ν are both inward pointing).
Now by changing coordinates in the operator L0, we find coefficients a˜
ij such that for any
ψ : ω → R,
a˜ijψzizj = a
ij
0 ψyiyj and
λ
ǫ2
≤ a˜11, a˜22 ≤ Λ
ǫ2
. (3.16)
We derive an oblique derivative condition for v1 by computing on γcone. Noting that (u −
V )z1z2 = 0 on γcone, we calculate on γcone
∂z1v1 =
1
ǫ
∂z1
(
ν1(u− V )z1 + β2(u− V )z2
)
=
1
ǫ
ν1(u− V )z1z1
=
1
ǫ
ν1
a˜11
f1 − 1
ǫ
ν1
a˜22
a˜11
(u− V )z2z2 −
1
ǫ
ν1
a˜11
b2,10
y2
(u− V )y2
=
1
ǫ
ν1
a˜11
f1 − 1
ǫ
ν1
β2
a˜22
a˜11
(
ν1(u− V )z1z2 + β2(u− V )z2z2
)
+
1
ǫ
ν1
a˜11
β1
β2
b2,10
y2
(u− V )y1
=
1
ǫ
ν1
a˜11
f1 − ν1
β2
a˜22
a˜11
∂z2v1 +
1
ǫ
ν1
a˜11
β1
β2
b2,10
y2
v1,
where we have also used that on γcone
(u− V )y2 = −
β1
β2
(u− V )y1 as β0 ·D(u− V ) = 0.
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Thus we obtain the boundary condition
M1v1 := β0 ·Dv1 + ν1
β2
a˜22
a˜11
τ ·Dv1 − 1
ǫ
ν1
a˜11
β1
β2
b2,10
y2
v1 =
1
ǫ
ν1
a˜11
f1. (3.17)
Noting that ν1, β1/β2, a˜
11, b2,10 , ǫ > 0, the zero order term in this boundary operator comes
equipped with a negative sign, which is necessary for the application of the comparison
principle.
As ∂y1 commutes with L0 and the Neumann condition on γsymm, we arrive at the following
problem for v1, 
L0(v1 −Wy1) = 0 in ω,
(v1 −Wy1)y2 = 0 on γsymm,
M1(v1 −Wy1) = 1ǫ ν1a˜11 f1 −M1Wy1 on γcone.
(3.18)
Let vα be the Miller barrier function as in §4 and choose α1 as in Lemma 4.1 so that for
α ∈ (0, α1), we have the boundary inequality
M1vα ≤ −c1|y|α−1 on γcone.
Therefore, using the estimate of Lemma 3.4 for W , we may choose a constant Ĉ = C1
(
F1 +
‖u‖1
)
, where C1 > 0 is independent of u and F1, such that vˆ = Ĉvα satisfies
L0(vˆ ± (v1 −Wy1)) ≤ 0 in ω,
(vˆ ± (v1 −Wy1))y2 = 0 on γsymm,
M1(vˆ ± (v1 −Wy1)) ≤ 0 on γcone,
vˆ ± (v1 −Wy1) ≥ 0 on γball,
(3.19)
where we have used that∣∣1
ǫ
ν1
a˜11
f1 −M1Wy1
∣∣ ≤ C(|f1|+ |D2W |+ 1
y2
|DW |) ≤ CF1|y|α−1 on γcone.
As D(u−V −W )(0) = 0, we also have the one-point Dirichlet condition vˆ± (v1−Wy1)(0) =
0. Applying the first version of the comparison principle in Theorem 5.1, we obtain that
|v1 −Wy1 | ≤ |vˆ|, and hence, applying also the estimate for V ,
|uy1(y)| ≤ C
(
F1 +G0 + ‖u‖1
)|y|α. (3.20)
Next, we make a similar argument for a second derivative direction w = v1+εv2, where ε > 0
is sufficiently small. First, we derive a PDE for w in the domain ω: Define W˜ =Wy1 +εWy2 .
Then
0 = L0(w − W˜ )− εb
2,1
0
y22
(u− V −W )y2 = L0(w − W˜ )−
b2,10
y22
(w − W˜ ) + b
2,1
0
y22
(u− V −W )y1,
hence
L0(w − W˜ )− b
2,1
0
y22
(w − W˜ ) = −b
2,1
0
y22
(u− V −W )y1. (3.21)
Note that the zero order term on the left comes equipped with the correct sign for application
of the comparison principle as b2,10 > 0. Moreover, by Lemmas 3.3 and 3.4 and (3.20), we
already have an estimate for the right hand side:∣∣b2,10
y22
(u− V −W )y1
∣∣ ≤ C(F1 +G0 + ‖u‖1) |y|α
y22
. (3.22)
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Next, we find an oblique derivative condition on γcone by using the PDE for u − V in z
coordinates and the boundary condition (u− V )z1z2 = 0 on γcone:
∂z1w =
1
ǫ
∂z1
(
(ν1 + εν2)(u− V )z1 + (β2 − εβ1)(u− V )z2
)
=
1
ǫ
(ν1 + εν2)(u− V )z1z1
=
1
ǫ
ν1 + εν2
a˜11
f1 − 1
ǫ
(ν1 + εν2)
a˜22
a˜11
(u− V )z2z2 −
1
ǫ
ν1 + εν2
a˜11
b2,10
y2
(u− V )y2
=
1
ǫ
ν1 + εν2
a˜11
f1 − 1
ǫ
ν1 + εν2
β2 − εβ1
a˜22
a˜11
(
(ν1 + εν2)(u− V )z1z2 + (β2 − εβ1)(u− V )z2z2
)
+
1
ǫ
ν1 + εν2
a˜11
β1
β2 − εβ1
b2,10
y2
w
=
1
ǫ
ν1 + εν2
a˜11
f1 − ν1 + εν2
β2 − εβ1
a˜22
a˜11
∂z2w +
1
ǫ
ν1 + εν2
a˜11
β1
β2 − εβ1
b2,10
y2
w,
where we have also used that w = −β2−εβ1
β1
(u − V )y2 on γcone from the boundary condition.
Thus we arrive at the problem satisfied by w:
L0(w − W˜ )− b
2,1
0
y2
2
(w − W˜ ) = − b2,10
y2
2
(u− V −W )y1 in ω,
w − W˜ = uy1 − Vy1 −Wy1 on γsymm,
M2(w − W˜ ) = 1ǫ ν1+εν2a˜11 f1 −M2W˜ on γcone,
(3.23)
where M2 is the operator acting on functions ψ by
M2ψ = β0 ·Dψ + ν1 + εν2
β2 − εβ1
a˜22
a˜11
τ ·Dψ − 1
ǫ
ν1 + εν2
a˜11
β1
β2 − εβ1
b2,10
y2
ψ.
Taking ε > 0 sufficiently small so that ν1 + εν2 > 0 (recall as ν is inward pointing, ν1 =
sin θ0 > 0) and sgn(β2 − εβ1) = sgn(β2) (recall β2 6= 0 by assumption), we have that the
zero order term in M2 has a negative coefficient. If ε > 0 is sufficiently small, we also have
the estimate of Lemma 4.1 for the Miller barrier. Therefore we may take v¯ = Cvα with
C = C2
(
F1 +G0 + ‖u‖1
)
with C2 > 0. Using the positivity of vα, we have
L0v¯ − b
2,1
0
y22
v¯ ≤ −Cc∗ b
2,1
0
y22
|y|α,
where c∗ > 0 is as in (4.2) and b
2,1
0 > 0. Thus from (3.22), for C2 sufficiently large, we have
L0
(
v¯ ± (w − W˜ ))− b2,10
y22
(
v¯ ± (w − W˜ )) ≤ 0.
Similarly, on γsymm, we use the Neumann condition uy2, Vy2,Wy2 = 0 to make the estimate
v¯ ± (w − W˜ ) ≥ v¯ − ∣∣uy1 − Vy1 −Wy1∣∣ ≥ 0,
where we have used the already obtained estimate |uy1(y)| ≤ C
(
F1+G0+ ‖u‖1
)|y|α and the
estimates on DV , DW .
We therefore apply the second form of the comparison principle in Theorem 5.1 to v¯ ±
(w − W˜ ). This gives
|uy1 + εuy2| ≤ C
(
F1 +G0 + ‖u‖1
)|y|α,
and hence also
|Du| ≤ C(F1 +G0 + ‖u‖1)|y|α.
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Step 3: We now conclude via a standard scaling argument. For the convenience of the
reader, we include the argument here. As will become clear, such an argument could be
performed either on ω or on the original domain Ω. For ease of notation, we continue to
work on ω.
As we have assumed without loss of generality that u(0) = 0, we have obtained the
inequality
|u(y)| ≤ C0|y|α+1, (3.24)
where C0 = C
(
F1 +G0 + ‖u‖1
)
.
Let y ∈ ω[R/2] (without loss of generality, we suppose here R ≥ 1), y 6= 0, and recall the
notation dy = |y|. Then at least one of the following is true:
(i) B dy
10
(y) ⊂ ω,
(ii) y ∈ B dyˆ
2
(yˆ) for some yˆ ∈ γcone,
(iii) y ∈ B dyˆ
2
(yˆ) for some yˆ ∈ γsymm.
We focus on case (ii) here, as cases (i) and (iii) may be treated similarly (for case (iii) we
return to Ω and note that γsymm lies in the interior of Ω). We therefore assume we have a
point yˆ ∈ γcone such that dˆ = 12dyˆ ∈ (0, 1) and derive an estimate on B dˆ
2
(yˆ).
Define new coordinates z = y−yˆ
dˆ
. Rescaling ω ∩ Brdˆ(yˆ) for r ∈ (0, 1] gives us the new
domain
ωyˆr :=
{
Br(0) ∩ {z2 < tan θ0z1} if θ0 ∈ (0, π2 ),
Br(0) ∩ {z2 > tan θ0z1} if θ0 ∈ (π2 , π).
On ωyˆ1 , we define a new unknown
v(z) =
u(yˆ + dˆz)
dˆ1+α
.
Then from the inequality (3.24), we have the estimate
‖v‖0,ωyˆ
1
= ‖u‖0,ω∩B
dˆ
(yˆ)dˆ
−1−α ≤ CC0.
Defining also
fˆ(z) = dˆ1−αf(yˆ + dˆz), gˆ(z) = dˆ−αg(yˆ + dˆz),
one easily sees that v satisfies the equation{
aij∂ijv + dˆb
i∂iv + dˆ
2cv = fˆ in ωyˆ1 ,
β ·Dv + β0v = gˆ on ωyˆ1,cone = ωyˆ1 ∩ {z2 = tan θ0z1},
(3.25)
where the coefficients aij , bi, c, β, β0 are all evaluated at y(z) = yˆ + dˆz. It is then straight-
forward to obtain the estimates
‖fˆ‖0,α,ωyˆ
1
≤ C‖f‖(1−α)0,α,ω , ‖gˆ‖1,α,ωyˆ
1,cone
≤ C‖g‖(−α)1,α,γcone.
Thus the standard elliptic regularity theory for oblique problems on smooth domains, e.g. in
[8, Theorem 6.30] (note that dˆbi is a bounded, regular coefficient on ωyˆ1), gives the estimate
‖v‖2,α,ωyˆ
1/2
≤ C(‖v‖0,ωyˆ
1
+ ‖fˆ‖0,α,ωyˆ
1
+ ‖gˆ‖1,α,ωyˆ
1,cone
) ≤ C(C0 + ‖f‖(1−α)0,α,ω + ‖g‖(−α)1,α,γcone).
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It is simple to check the equivalence
‖v‖2,α,ωyˆ
1/2
≈ ‖u‖(−1−α)2,α,ω∩B
dˆ/2
(yˆ),
and so we use this estimate and similar estimates for interior balls (including balls centred
on γsymm as discussed above) to cover the domain and apply (3.12)–(3.13) to arrive (via an
argument such as that of [8, Theorem 4.8]) at the estimate
‖u‖(−1−α)2,α ≤C
(
F1 +G0 + ‖f‖(1−α)0,α + ‖g‖(−α)1,α
)
≤C(‖f‖(1−α)0,α + ‖g‖(−α)1,α + η(ρ)‖u‖(−1−α)2,α + ‖u‖(−1)1,δ + ‖u‖0), (3.26)
where η(ρ) = η1(ρ) + η2(ρ) + ρ
α−δ. Choosing δ > 0 such that δ < α and δ ≤ (1 + α)−1, we
use the interpolation estimate for weighted Ho¨lder spaces, (2.4), to observe that
‖u‖(−1)1,δ ≤ C
(‖u‖(−1−α)2,α )θ(‖u‖0)1−θ
for some θ ∈ (0, 1). Thus, by Young’s inequality, for any ε > 0, we have
‖u‖(−1−α)2,α ≤ C
(‖f‖(1−α)0,α + (η(ρ) + ε)‖u‖(−1−α)2,α + ‖g‖(−α)1,α + ‖u‖0).
Taking now ρ, ε > 0 sufficiently small so that C(η(ρ) + ε) < 1
2
, we conclude the proof. 
Proof of Lemma 3.3. We find V by applying [12, Theorem 1.4] to the following problem on
all of ω: 
aij0 ∂ijV = 0 in ω,
β¯0 ·DV + β¯0V = g¯ on γcone ∪ γball,
Vy2 = 0 on γsymm,
(3.27)
where g¯ and β¯0 are Ho¨lder continuous extensions of g0 and β0 to all of γcone ∪ γball such
that ‖g¯‖(−α)1,δ ≤ C‖g0‖(−α)1,δ and β¯0 remains uniformly oblique with a similar estimate. β¯0 is a
smooth scalar function such that β¯0 ≤ 0, β¯0 6≡ 0, and β¯0 = 0 on γcone[ρ]. Then Theorem 1.4
of [12] gives the estimate
‖V ‖(−1−α),∂ω2,δ ≤ C‖g¯‖(−α)1,δ ≤ C‖g0‖(−α)1,δ ,
where the Ho¨lder spaces with weight up to the boundary were defined in (2.5). To remove
the dependence on the full boundary ∂ω in the norm on the left, we use standard regularity
theory away from the vertex and observe that the arguments of [12] apply equally when we
only weight the Ho¨lder spaces with distance to the vertex (as the source term in the PDE
of (3.27) is zero, and hence is not singular along ∂ω). This gives us the desired estimate,
‖V ‖(−1−α)2,δ ≤ C‖g0‖(−α)1,δ .

Proof of Lemma 3.4. We define W by solving a further auxiliary problem. We begin by
observing that, by construction and assumption (1.7) on Aij(0), L0 extends to the (axi-
symmetric) operator L0 on Ω defined by
L0w = A
ij(0)∂ijw for w : Ω→ R.
We now define a smooth vector field β˜ such that β˜ = en on BR/2(0)∩ ∂Ω and β˜ is uniformly
oblique on all of ∂Ω and axi-symmetric (here en is the standard Cartesian unit vector in the
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xn direction). Choose a smooth function β˜
0 ≤ 0 on B2R(0) such that β˜0 = 0 on BR/2 and
β˜0 6≡ 0. We then define W as the solution to the problem{
L0W = f1 in Ω,
β˜ ·DW − β˜0W = 0 on ∂Ω. (3.28)
Such a solution exists by [11, Corollary 3.3] as the oblique vector β˜ is continuous and the
zero order term in the boundary condition is negative. Moreover, that same theorem gives
the estimate
‖W‖(−1−α),∂Ω2,δ,Ω ≤ C‖f1‖(1−α),∂Ω0,δ,Ω ,
where we recall the notation for Ho¨lder spaces weighted by distance to the boundary as in
(2.5). As in the previous proof, we note that the methods of [11] (see especially Lemmas
2.1–2.2 and also the proof of [12, Lemma 1.2]) improve this estimate to
‖W‖(−1−α)2,δ,Ω ≤ C‖f1‖(1−α)0,δ,Ω . (3.29)
It only remains to show that W , in the y coordinates, satisfies also the Neumann condition
Wy2 = 0 on γsymm and deduce the growth conditions on DW , D
2W . From the uniqueness
part of [11, Theorem 3.2], as the operator L0 is invariant under axial rotations by (1.7)
and the data and boundary condition are both axi-symmetric, W is also axi-symmetric, so
we may return to ω and deduce Wy2 = 0 on γsymm. Finally, combining the two boundary
conditions at the origin, we deduce that DW (0) = 0, and therefore obtain the growth rates
|DW | ≤ C‖f1‖(1−α)0,δ,Ω |y|α, |D2W | ≤ C‖f1‖(1−α)0,δ,Ω |y|α−1 from (3.29) (where we have recalled that
‖W‖1,α ≤ C‖W‖(−1−α)2,δ for the former estimate). 
The next theorem covers the remaining part of Theorem 1.1: the case s ∈ (s1, 0]. As
stated in the introduction, the theorem is a perturbative result around the case s = 0, where
the boundary operator is continuous.
Theorem 3.5. Let θ0 ∈ (0, π) and u ∈ C(−1−α)2,α be an axi-symmetric solution of (1.1).
We assume (3.1)–(3.5) hold. Then there exists α0 = α0(θ0, ǫ˜,Λ/λ) ∈ (0, 1) such that if
α ∈ (0, α0), then there exists s1 = s1(θ0, α,Λ/λ) ∈ (0, π2 ) such that if
β0 = lim
y→0
y∈γcone
β(y) = (cos(s), sin(s)) such that s ∈ (−s1, s1), (3.30)
then
‖u‖(−1−α)2,α ≤ C
(‖f‖(1−α)0,α + ‖g‖(−α)1,α + ‖u‖0).
The constant C depends on the norms ‖Aij‖(0)0,α, ‖Ai‖(1−α)0,α , ‖A0‖(1−α)0,α , ‖β‖(−α)1,α,γcone, ‖β0‖(−α)1,α,γcone,
as well as Λ, λ, η1, θ0, ǫ˜, R, s1 and α.
If [θ1, θ2] ⊂ (0, π), then α0 may be uniform with respect to θ0 ∈ [θ1, θ2] and then s1 and C
may also be taken uniform with respect to θ0 and α ∈ (0, α0) .
Proof. We perturb around the case of a continuous oblique vector, s = 0 by recalling the
results of Lieberman [11, Proposition 3.1] (alternatively see [15, Section 4.1]). In particular,
by working on the symmetry domain ω, we may define a new boundary vector
β˜ = β − (0, sin(s)),
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so that u satisfies 
aij∂iju+ b
i∂iu+ cu = f in ω,
β˜ ·Du+ β0u = g − sin(s)∂y2u on γcone ∪ γball,
uy2 = 0 on γsymm.
(3.31)
From [11, Proposition 3.1] (applying the same argument as in the proof of Lemma 3.4 above
to weight only by distance to the vertex, not all of ∂ω), we then have the estimate
‖u‖(−1−α)2,α,ω ≤ C
(‖f‖(1−α)0,α + ‖g‖(−α)1,α + ‖ sin(s)∂y2u‖(−α)1,α + ‖u‖0), (3.32)
where C > 0 depends on the Ho¨lder norms of the coefficients and the ellipticity. Thus if
s ∈ (−s1, s1) and s1 is sufficiently small, then we make the further estimate
C‖ sin(s)uy2‖(−α)1,α ≤ Cs1‖u‖(−1−α)2,α ≤
1
2
‖u‖(−1−α)2,α
for s1 sufficiently small and conclude the claimed estimate by absorbing this term onto the
left in (3.32) and returning to the original domain Ω.
To show that the estimates may be taken to be locally uniform with respect to θ0, a
careful inspection of the proofs of [11, Lemma 2.1, Proposition 3.1] (see also [15, Section
4.5]) shows that the dependence of α0 and the constant C > 0 on θ0 comes solely from the
estimates of the Miller barrier, as in §4 and Lemma 4.1 below. However, it is clear from the
construction in [17] (compare [15, Chapter 3] and also Remark 4.2 below) that the barrier
function vα and the constant α0(θ0) depend continuously on θ0. Thus, given [θ1, θ2] ⊂ (0, π),
we may take α∗ < minθ0∈[θ1,θ2]{α0(θ0)} and use a single barrier vα with α ≤ α∗ to show that
the constants are all locally uniform with respect to θ0. The uniform dependence of s1 on
α ≤ α∗ then follows directly from the proof above as the constant C > 0 may now be taken
to be uniform. 
4. Barrier functions for oblique problems on cones
A vital tool in the proof of Theorem 3.1 is the Miller barrier. We recall from [17] (see also
[15, Chapter 3]) that for each α ∈ (0, 1) and Λ > λ > 0, there exists a function Fα(θ) such
that
vα = r
αFα(θ)
satisfies, for all constant coefficient operators of the form Aij0 with ellipticity λ and upper
bound Λ,
Aij0 vα ≤ 0 in Ω,
and that, moreover, F ′α(0) = 0, so that vα is a well-defined axi-symmetric function on Ω. By
construction (see [15, Lemmas 3.5–3.8]), the limits
lim
α→0+
Fα(θ) = 1, lim
α→0+
F ′α(θ) = 0 (4.1)
hold uniformly for θ ∈ (0, π). For each θ0 ∈ (0, π), there exists an α0(θ0) ∈ (0, 1] such that
for each α ∈ (0, α0), c∗ ≤ Fα(θ) ≤ 1 for all θ ∈ [0, θ0] and some c∗ > 0 (depending on α).
In addition, F ′α(θ) < 0 on (0, θ0]. For α ∈ (0, α0), we refer to the function vα as the Miller
barrier and note that, by construction,
c∗|y|α ≤ vα ≤ |y|α. (4.2)
To use the Miller barrier in proving Theorem 3.1, we need to investigate its behaviour under
certain oblique boundary operators. Converting to axi-symmetric coordinates, we first need
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some notation. Let β0 = (β1, β2) be a constant, inward pointing, oblique vector and suppose
that Aij0 is a constant matrix of ellipticity λ and upper bound Λ. Define coordinates (z1, z2)
on ω as in (3.15) such that ∂z1 = ∂β , ∂z2 = ∂τ , where τ = ν
⊥ is the unit tangent to γcone
and ν is the inward unit normal. In these coordinates, following (3.16), the elliptic operator
takes the form
Aij0 ∂xixjψ = a˜
ij∂zizjψ +
b2,10
y2
∂y2ψ for axi-symmetric functions ψ,
where the constant coefficients a˜ij satisfy the ellipticity
λ
ǫ2
≤ a˜11, a˜22 ≤ Λ
ǫ2
, ǫ = β0 · ν > 0.
With this notation, we obtain the following lemma.
Lemma 4.1. Let β0 = (β1, β2) be a constant, inward pointing, oblique vector on γcone such
that β1, β2 6= 0 have the same sign, θ0 ∈ (0, π). Suppose that the constant coefficients a˜ij
are derived from a constant matrix Aij0 of ellipticity λ and upper bound Λ as above. Then
there exists α1 ∈ (0, α0] such that for all α ∈ (0, α1), there exists c1(α) > 0 so that the Miller
barrier vα satisfies
M1vα := β0 ·Dvα + ν1
β2
a˜22
a˜11
τ ·Dvα − 1
ǫ
ν1
a˜11
β1
β2
b2,10
y2
vα ≤ −c1|y|α−1 on γcone,
and also, for ε > 0 sufficiently small (depending on θ0, β1, β2, α, Λ, λ),
M2vα := β0 ·Dvα + ν1 + εν2
β2 − εβ1
a˜22
a˜11
τ ·Dvα − 1
ǫ
ν1 + εν2
a˜11
β1
β2 − εβ1
b2,10
y2
vα ≤ −c1|y|α−1 on γcone.
Proof. Note first that
(vα)y1 = αr
α−1 cos θFα(θ)− rα−1 sin θF ′α(θ), (vα)y2 = αrα−1 sin θFα(θ) + rα−1 cos θF ′α(θ).
Then, noting ν = (sin θ0,− cos θ0),
M1vα =β0 ·Dvα + ν1
β2
a˜22
a˜11
τ ·Dvα − 1
ǫ
ν1
a˜11
β1
β2
b2,10
y2
vα
= rα−1
(
Fα(θ0)
(
αβ1 cos θ0 + αβ2 sin θ0 +
ν1
β2
a˜22
a˜11
(αν2 cos θ0 − αν1 sin θ0)
)
F ′α(θ0)
(− β1 sin θ0 + β2 cos θ0 − ν1
β2
a˜22
a˜11
(ν2 sin θ0 + ν1 cos θ0)
)
− 1
ǫ
ν1
a˜11
β1
β2
b2,10
sin θ0
Fα(θ0)
)
= rα−1
(
Fα(θ0)
(− αβ0 · τ − αν1
β2
a˜22
a˜11
)− β0 · νF ′α(θ0)− 1ǫ β1β2 b
2,1
0
a˜11
Fα(θ0)
)
.
By taking α > 0 sufficiently small, we recall the uniform limits as α → 0, Fα(θ0) → 1 and
F ′α(θ0)→ 0. Thus we obtain the claimed inequality by observing that β1β2 > 0.
Finally, a similar calculation shows that
M2vα ≤ −c1rα−1
provided first ε > 0 is sufficiently small and then α > 0 is sufficiently small. 
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Remark 4.2. It follows from the construction of the Miller barrier as described above
(and given in [15, Chapter 3]) that the dependence of α0 on θ0 is monotone, and that also
vα depends continuously on α, θ0 in the admissible range. Therefore, given a fixed range
θ0 ∈ [θ1, θ2], one may fix a single α0 and use a single barrier vα for the whole interval of θ0,
thereby making the constants c∗, c1 uniform.
5. Comparison Principle
In the proof of Theorem 3.1, we made use of two versions of the comparison principle. We
state and prove both of them together here.
Theorem 5.1. Let L0 and β0 be the operator and boundary vector as in (3.7) and let a˜ ∈ R,
b˜ > 0 be given. Suppose that u ∈ C2(ω) ∩ C1(ω \ {0}) ∩ C(ω) satisfies either
L0u ≤ 0 in ω,
uy2 = 0 on γsymm,
β0 ·Du+ a˜τ ·Du− b˜y2u ≤ 0 on γcone,
u ≥ 0 on γball,
u = 0 at {0},
(5.1)
or 
L0u+ c˜0(y)u ≤ 0 in ω,
u ≥ 0 on γsymm ∪ γball,
β0 ·Du+ a˜τ ·Du− b˜y2u ≤ 0 on γcone,
(5.2)
where also c˜0(y) < 0 in ω.
Then inf u = 0.
Proof. First suppose that u satisfies problem (5.1). We begin by returning to the domain Ω
by rotating around the y1-axis. By (1.7), the function u then satisfies the uniformly elliptic
equation obtained from (1.1) by freezing the principal coefficients at 0 and setting the lower
order terms to be zero. By the strong maximum principle, u cannot attain a minimum in
Ω unless it is constant. However, no negative constant will satisfy the oblique condition
on γcone as b˜ < 0. Returning to the original domain, this implies that u does not attain a
negative minimum in ω ∪ γsymm.
Clearly u cannot attain a negative minimum on either γball or at 0 by the Dirichlet condi-
tions imposed there.
Finally, we check that u does not attain a negative minimum on γcone. If u attains a
negative minimum at y∗ ∈ γcone, then τ · Du(y∗) = 0, β0 · Du(y∗) ≥ 0 (as β0 is inward
pointing). So
β0 ·Du(y∗) + a˜τ ·Du(y∗)− b˜
y∗2
u(y∗) ≥ − b˜
y∗2
u(y∗) > 0,
contradicting the boundary condition.
In the second case, (5.2), we observe first that on the set where u < 0, the partial differen-
tial inequality may be strengthened to the strict inequality L0u < 0. Hence, returning to the
domain Ω, we have that u satisfies this strict inequality for the uniformly elliptic operator
L0, hence cannot attain a negative minimum in the interior of the set Ω∩{u < 0}. Moreover,
by the boundary condition on γsymm ∪ γball, u
ELLIPTIC EQUATIONS ON CONICAL DOMAINS 19
portions of the boundary either. Finally, we follow the argument above to conclude that u
cannot attain a negative minimum on γcone. 
6. Counterexamples and Proof of Theorem 1.2
We work on a domain Ω, a cone with boundary Γcone. For simplicity, we work in R
3 and
suppose that the axis of the cone is in the x3 direction. In standard spherical coordinates
(r, θ, ϕ), we have that
Ω = {(r, θ, ϕ) | r > 0, 0 ≤ θ < θ0, ϕ ∈ [0, 2π)},
where θ0 ∈ (0, π). In this notation, the cylindrical symmetry coordinates for axi-symmetric
functions correspond to y1 = r cos θ, y2 = r sin θ. We denote by Pα the Legendre polynomial
of degree α.
Theorem 6.1. Consider the oblique derivative problem with axi-symmetric oblique vector{
∆u = 0 in Ω,
β ·Du = 0 on Γcone,
(6.1)
where, in the (cylindrical) symmetry coordinates (y1, y2), β = (cos(s), sin(s)), s ∈ (−π +
θ0, θ0).
(1) Suppose θ0 ∈ (π2 , π). Then there exists s0 ∈ (−π + θ0, 0) such that if either
s ∈ (−π + θ0, s0) or s ∈ (π
2
, θ0),
then there exists α = α(θ0, s) ∈ (0, 1) such that
u(r, θ) = rαPα(cos θ)
is an axi-symmetric solution of (6.1) that lies in C0,α \ C0,α+ǫ for any ǫ > 0.
(2) Suppose θ0 ∈ (0, π2 ). Then there exists s0 ∈ (−π2 , 0) such that if s ∈ (−π2 , s0), then
there exists α = α(θ0, s) ∈ (0, 1) such that
u(r, θ) = rαPα(cos θ)
is an axi-symmetric solution of (6.1) that lies in C0,α \ C0,α+ǫ for any ǫ > 0.
We note that in case (2), the obtained solution is strictly positive away from the origin.
Numerics suggest that this is also the case for the solutions obtained for case (1).
Proof. We begin by seeking a separable, axi-symmetric solution of the Laplace equation,
that is, a solution of the form
u(r, θ, ϕ) = R(r)Θ(θ).
By standard ODE arguments, we then arrive at the function
uα(r, θ, ϕ) := r
αPα(cos θ),
where Pα is the Legendre polynomial of degree α. This function is easily seen to satisfy the
PDE of (6.1) (see Appendix A below for more details on the derivation). To give a solution
in full space, uα must also satisfy the symmetry requirement that Θ
′(0) = 0. This is easy to
verify as
Θ′(0) = lim
θ→0+
(− sin θP′α(cos θ)) = lim
z→1−
(
−
√
1− z2 (α + 1)(zPα(z)− Pα+1(z))
1− z2
)
= 0,
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where we have applied the identity of [19, (14.10.4)] for the derivative and [19, (14.8.1)] for
the limit.
We therefore search for α solving the oblique derivative condition. To that end, we move
into the cylindrical coordinates y = (y1, y2) and apply again the identity of [19, (14.10.4)],
P′α(z) = (α + 1)
zPα(z)− Pα+1(z)
1− z2 ,
to check
(uα)y1 = r
α−1
(
(2α+ 1) cos θPα(cos θ)− (α + 1)Pα+1(cos θ)
)
,
and
(uα)y2 = r
α−1
(
sin θ
(
α− (α + 1)cos
2 θ
sin2 θ
)
Pα(cos θ) + (α + 1)
cos θ
sin θ
Pα+1(cos θ)
)
.
As both of these derivatives separate, we define their angular components
U1(θ, α) = (2α+ 1) cos θPα(cos θ)− (α + 1)Pα+1(cos θ),
U2(θ, α) = sin θ
(
α− (α + 1)cos
2 θ
sin2 θ
)
Pα(cos θ) + (α + 1)
cos θ
sin θ
Pα+1(cos θ).
Solving the oblique condition is therefore equivalent to finding α such that
B(θ0, α, s) := cos(s)U1(θ0, α) + sin(s)U2(θ0, α) = 0.
From the identities P0(z) = 1, P1(z) = z, P2(z) =
3z2−1
2
for all z ∈ [−1, 1], one easily checks
that, for all θ ∈ (0, π),
lim
α→0+
U1(θ, α) = lim
α→0+
U2(θ, α) = 0,
and also
lim
α→1−
U1(θ, α) = 1, lim
α→1−
U2(θ, α) = 0.
Thus
B(θ0, 0, s) = 0, B(θ0, 1, s) = cos(s), for all θ0 ∈ (0, π).
Proof of (1).
Case 1: s ∈ (−π + θ0, 0). Then we have that B(θ0, 1, s) = cos(s) > 0. We prove that there
exists s0(θ0) ∈ (−π + θ0, 0) such that for s ∈ (−π + θ0, s0) we have that
∂B
∂α
(θ0, α, s)
∣∣
α=0
< 0.
Assuming the existence of such an s0, we clearly obtain for all s ∈ (−π + θ0, s0) an α =
α(θ0, s) ∈ (0, 1) such that B(θ0, α, s) = 0 as claimed in the theorem.
We begin by computing the derivatives of U1, U2 with respect to α.
∂U1
∂α
=2 cos θ0Pα(cos θ0)− Pα+1(cos θ0)
+ (2α + 1) cos θ0∂αPα(cos θ0)− (α+ 1)∂αPα+1(cos θ0),
∂U2
∂α
= sin θ0
(
1− cos
2 θ0
sin2 θ0
)
Pα(cos θ0) +
cos θ0
sin θ0
Pα+1(cos θ0)
+ sin θ0
(
α− (α+ 1)cos
2 θ0
sin2 θ0
)
∂αPα(cos θ0) + (α + 1)
cos θ0
sin θ0
∂αPα+1(cos θ0).
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From [20, (4.18)], we have the identity
(α+ 1)
∂Pα+1(z)
∂α
− (2α+ 1)z∂Pα(z)
∂α
+ α
∂Pα−1(z)
∂α
= −Pα+1(z) + 2zPα(z)−Pα−1(z). (6.2)
Thus
∂U1
∂α
∣∣
α=0
=2 cos θ0P0(cos θ0)− P1(cos θ0)
+ cos θ0∂αPα(cos θ0)
∣∣
α=0
− ∂αPα+1(cos θ0)
∣∣
α=0
=P−1(cos θ0) = 1,
where we have used in the last line that P−1(z) = 1 for all z.
Similarly,
∂U2
∂α
∣∣
α=0
= sin θ0
(
1− cos
2 θ0
sin2 θ0
)
P0(cos θ0) +
cos θ0
sin θ0
P1(cos θ0)
− cos
2 θ0
sin θ0
∂αPα(cos θ0)
∣∣
α=0
+
cos θ0
sin θ0
∂αPα+1(cos θ0)
∣∣
α=0
= sin θ0 +
cos θ0
sin θ0
(− P1(cos θ0) + 2 cos θ0P0(cos θ0)− P−1(cos θ0))
= sin θ0 +
cos θ0
sin θ0
(cos θ0 − 1) = 1− cos θ0
sin θ0
.
Hence we find
∂B
∂α
(θ0, α, s)
∣∣
α=0
= cos(s) + sin(s)
1− cos θ0
sin θ0
=: V (θ0, s). (6.3)
One sees easily that for each fixed θ0 ∈ (π2 , π), V is a strictly increasing function of s on
(−π + θ0, 0) such that V (θ0,−π + θ0) = −1 and V (θ0, 0) = 1. We choose s0(θ0) to be the
solution of V (θ0, s0(θ0)) = 0 on this interval, so that for all s ∈ (−π + θ0, s0),
∂B
∂α
(θ0, α, s)
∣∣
α=0
= V (θ0, s) < 0,
as required.
Case 2: s ∈ (π
2
, θ0). In this case, we check from the above identities that B(θ0, 0, s) = 0,
B(θ0, 1, s) = cos(s) < 0 and, from the formula (6.3), find also
∂B
∂α
(θ0, α, s)
∣∣
α=0
= V (θ0, s) > 0 for all θ0 ∈ (π
2
, π), s ∈ (π
2
, θ0),
so that again there exists α = α(θ0, s) ∈ (0, 1) such that B(θ0, α, s) = 0, concluding the
proof.
Proof of (2).
This proceeds in much the same manner as the above. It suffices to consider first that
B(θ0, 0, s) = 0, B(θ0, 1, s) = cos(s) > 0 for s ∈ (−π
2
, 0),
and again observe that the derivative
∂B
∂α
(θ0, α,−π
2
)
∣∣
α=0
= V (θ0,−π
2
) < 0 for all θ0 ∈ (0, π
2
),
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where V (θ0,−π2 ) < 0 follows directly from (6.3). By continuity of V with respect to s, we
therefore obtain for each θ0 ∈ (0, π2 ), an s0(θ0) ∈ (−π2 , 0) such that for all s ∈ (−π2 , s0),
V (θ0, s0) < 0, and conclude as before. 
Appendix A. A counterexample to regularity in the absence of
axi-symmetry
Finally, we show that if the assumption of axi-symmetry is dropped, then the Ho¨lder
regularity may fail at the vertex. Such a result appears to be well-known among experts (see
e.g. [10]), but we have been unable to find a rigorous proof of this fact. We take Ω and its
boundary as in the previous section, with θ0 ∈ (0, π), and we again work with the Laplace
equation
∆u = 0 in Ω,
this time with the Neumann boundary condition,
∂u
∂ν
= 0 on Γcone.
As we are no longer looking solely at axi-symmetric solutions, we write out more carefully
the separation of variables. In spherical coordinates, the Laplacian takes the following form:
∆u =
1
r2
∂r(r
2∂ru) +
1
r2 sin θ
∂θ(sin θ∂θu) +
1
r2 sin2 θ
∂2ϕϕu.
We make a separation of variables ansatz:
u(r, θ, ϕ) = R(r)Θ(θ)Φ(ϕ).
Then we obtain, after multiplying through by r2 sin2 θ/(RΘΦ),
sin2 θ
R
∂r(r
2R′(r)) +
sin θ
Θ
∂θ(sin θΘ
′(θ)) +
1
Φ
Φ′′(ϕ) = 0.
Hence Φ−1Φ′′(ϕ) is a constant. For periodic solutions, we need
Φ−1Φ′′(ϕ) = −m2,
where m ∈ Z (without loss of generality, m ≥ 0). This gives us the obvious solution
Φ(ϕ) = C sin(mϕ) +D cos(mϕ).
We therefore have axi-symmetry in the case m = 0 (solution independent of ϕ) and do not
have axi-symmetry in the case m > 0. Substituting back in, we arrive at
sin2 θ
R
∂r(r
2R′(r)) +
sin θ
Θ
∂θ(sin θΘ
′(θ))−m2 = 0,
which is, after further separation of variables,
1
R
∂r(r
2R′(r)) = λ,
1
sin θΘ
∂θ(sin θΘ
′(θ))− m
2
sin2 θ
= −λ.
Solving for R, we obtain
R(r) = rα, λ = α(α+ 1).
We are interested in solutions which are bounded at the vertex, hence we take α > 0, so
λ > 0 also. We must therefore study the following equation:
1
sin θ
∂θ(sin θΘ
′(θ)) +
(
α(α+ 1)− m
2
sin2 θ
)
Θ = 0.
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Defining z = cos θ, we let w(z) = Θ(θ) and arrive at the associated Legendre equation:
d
dz
(
(1− z2)dw
dz
)
+
(
α(α+ 1)− m
2
1− z2
)
w = 0. (A.1)
The solutions to equation (A.1) are the associated Legendre polynomials Pmα (z), well-defined
for z ∈ (−1, 1) (i.e. cos θ ∈ (−1, 1), which is the range we need).
For our purposes, it is sufficient to consider only the case m = 1, i.e. the first case without
axi-symmetry. We then obtain solutions of Legendre’s equation P1α(z) where α > 0. To solve
the Neumann boundary condition, we look for α > 0 satisfying
(P1α)
′(cos θ0) = 0.
If there exists a unique α ∈ (0, 1) for each θ0 ∈ (0, π) satisfying this equation, then
u(r, θ, ϕ) = rαP1α(cos θ)(C sinϕ+D cosϕ)
is a C0,α solution that is not C0,α+ǫ up to the origin (provided at least one of C and D is
non-zero). Such a solution is known in, for example, [10, p.47]. However, no analytic proof
is given there, only a numerical plot. In the following, we therefore give a rigorous proof of
the existence of such an α.
We begin by recalling from [19, (14.10.4)] that
(P1α)
′(cos θ0) =
−αP1α+1(cos θ0) + (α+ 1)P1α(cos θ0)
sin2 θ0
=: W (θ0, α).
Moreover, from the recursive identity P1α(z) = −(1− z2)
1
2
dPα(z)
dz
(e.g. [19, (14.6.1)]), we have
P10(z) = 0, P
1
1(z) = −(1 − z2)
1
2 , P12(z) = −3z(1 − z2)
1
2 .
Thus, evaluating W at α = 0, 1, we find
W (θ0, 0) = 0, W (θ0, 1) =
3 cos θ0(1− cos2 θ0) 12 − 2 cos θ0(1− cos2 θ0) 12
sin2 θ0
=
cos θ0
sin θ0
< 0.
We now differentiate with respect to α to show that ∂W
∂α
|α=0 > 0, thus allowing us to conclude.
We begin by noting the following recurrence identity for derivatives of associated Legendre
polynomials with respect to degree at integer order from [21, (2.9)]: for n,m ∈ Z,
(1−z2)12 ∂P
m+1
α
∂α
∣∣
α=n
−(n−m)z∂P
m
α (z)
∂α
∣∣
α=n
+(n+m)
∂Pmα (z)
∂α
∣∣
α=n−1
= zPmn (z)−Pmn−1. (A.2)
Applying this identity with m = n = 0, we have
∂W
∂α
∣∣
α=0
=cosec2θ0
(
− P11(cos θ0) + cos θ0P10(cos θ0) + cos θ0
∂P1α(cos θ0)
∂α
∣∣
α=0
)
=cosec2θ0
(cos θ0
sin θ0
(cos θ0 − 1)− P11(cos θ0) + cos θ0P10(cos θ0)
)
=cosec2θ0
(cos θ0
sin θ0
(cos θ0 − 1) + sin θ0
)
=cosec2θ0
(1− cos θ0
sin θ0
)
> 0.
Thus, for each θ0 ∈ (0, π), W (α, θ0) has a root with respect to α in the interval (0, 1), and
hence the Neumann problem for the Laplace equation admits a solution which is Ho¨lder
24 MATTHEW R. I. SCHRECKER
continuous but not Lipschitz up to the vertex.
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