Abstract-Infrastructure-based wireless communications systems as well as ad-hoc networks experience a growing importance in present-day telecommunications. An increased density and popularity of mobile terminals poses the question how to exploit wireless networks more efficiently. One possibility is to use relay nodes supporting the end-to-end communication of two nodes. In their landmark paper, Cover and El Gamal proposed different coding strategies for the single-relay channel. These strategies are the decode-and-forward and compress-and-forward approach, as well as a general lower bound on the capacity of a single-relay network which relies on the combined application of the previous two strategies. So far, only parts of their work-the decode-and-forward and the compress-and-forward strategy-have been applied to networks with multiple relays. In this paper a generalizing framework for multiple-relay networks is derived using a combined approach of partial decode-and-forward and the ideas of successive refinement with different side information. After describing the protocol structure, the achievable rates for the discrete memoryless relay channel as well as the Gaussian multiple-relay channel are presented and analyzed. Using these results the derived framework is compared with protocols of lower complexity, e.g., multilevel decode-and-forward and distributed compress-and-forward.
. Information flow of the general lower bound for the one-relay case. Arc-label indicate the exchanged messages and node labels the decoding order (whereby Y 7 ! X denotes that Y is mapped to X). the destination node. Fig. 1 illustrates the information exchange of this approach: the relay terminal decodes and selects a message V using the random binning procedure introduced in [4] . Since the source node knows this mapping as well as message V, it is able to support the relay transmitting V (for instance in wireless channels by coherent transmission). The relay further uses to quantize its uncertainty about in its channel output ; the resulting quantization is mapped to a message W used to communicate . Destination node uses V as additional support information to decode . Using message W and the correlation between the relay and destination channel output, it decodes (a strategy similar to Wyner-Ziv coding [5] ). Exploiting the quantized relay channel output and its own channel output, the destination finally decodes the second source message level .
A. Motivation
Recent work on relaying concentrated on the analysis of networks with multiple relays: among others, Gupta and Kumar derived in [6] bounds on the capacity of ad-hoc networks without cooperation between individual nodes. Again, Gupta and Kumar generalized in [7] the DF approach to a multilevel relaying scenario where each node decodes the full source message and uses irregular encoding. Later, Xie and Kumar proposed in [8] and [9] a DF strategy based on regular encoding and successive decoding, which in general achieves higher rates than the proposal in [7] . Besides, Kramer et al. derived in [10] different DF and CF based strategies for a variety of different relay networks such as the multiple access and broadcast relay channel. More recently, Razaghi and Yu presented in [11] a DF-based approach using message decoding trees defining the set of messages decoded at each relay node. Furthermore, Avestimehr et al. derived in [12] the capacity of wireless relay networks within a constant 0018-9448/$25.00 © 2009 IEEE number of bits. Except for [10] , these approaches regard coding schemes operating either in DF or CF mode. In [10, Th. 4 ] a combined approach was presented where the network consists of both CF and DF nodes. Furthermore, in [10, Th. 5] a specific combined approach for two relays was presented.
It is known that DF provides sufficient performance figures if relays are placed close to the source and CF based protocols if relays are placed close to the destination. In between, combined approaches such as [3, Th. 7] are supposed to provide performance gains over DF and CF. The same might hold for networks with multiple relay nodes supporting a single communication pair. The motivation of this work is to introduce and analyze a framework generalizing CF and DF based approaches for multiple relay nodes, and to qualify its performance advantage over those protocols which utilize only one of both paradigms. Depending on the outcome it might be beneficial to implement a more complex protocol which combines CF and DF and adopt it to individual scenarios in wireless networks, or, in case there are no performance benefits, it might be beneficial to implement a set of low-complexity protocols and switch between those depending on some predefined indicators such as the pathloss.
B. Contribution and Outline of This Work
In this work we present a framework which generalizes and combines CF-and DF-based approaches. The main idea is to divide the source message in partial messages (where denotes the number of relays in the network). Each relay decodes the first partial messages and quantizes the remaining uncertainty in its own channel output. This quantization is then communicated in different successive refinement steps to the next levels , which use this quantization to decode the partial source messages with . In the sequel of this work, we concentrate our presentation on the case of two relay nodes to explain basic ideas, connection to existing work, as well as results. Nonetheless, the Appendix of this work gives a rigorous derivation for the case of an arbitrary number of relay nodes to prove the cited theorems.
In Section II we define the considered network model as well as used notations before we detail our framework in Section III and show its commonalities with the problem of successive refinement with unstructured side information at the receivers as well as the degraded message broadcast channel. We further derive in this section the achievable rates for the discrete memoryless relay channel before we apply these results to the Gaussian relay channel in Section IV. Finally, the paper concludes in Section V.
II. NOTATIONS, DEFINITIONS, AND SYSTEM MODEL
In the following we will use nonitalic uppercase letters X to denote random variables, and italic letters ( or ) to denote real or complex-valued scalars. Ordered sets are denoted by , the cardinality of an ordered set is denoted by and is used to denote the ordered set of numbers . By we denote the random -length sequence whose elements are i.i.d. distributed according to some probability density function (pdf) (in the following we will drop the subscripts if it is clear from the context), i.e., . Let be a random variable parameterized using . Then denotes the vector of all with (this applies similarly to sets of events). Matrices are denoted by boldface uppercase letters and the element in the -th row and -th column of matrix is denoted by . Furthermore, denotes the mutual information between random variables X and Y given Z and abbreviates where in this paper all logarithms are taken to base .
This paper considers a network of nodes: the source node , the set of relays and the destination node . With set we express an arbitrary numbering of all relay nodes which is fixed for a particular network setup and for each protocol up to an optimization (which is not explicitly noted in the following presentation). The discrete memoryless relay channel is defined by the conditional pdf over all possible channel inputs and channel outputs with and denoting the input and output alphabets.
We will use in the following to indicate that the -length sequence tuple is -strongly typical with respect to the joint pdf where we abbreviate in the following by if it is clear from the context [13, Ch. 13.6] . Let be the set of all permutations of a set . Each relay introduces an ordering where indicates the -th node within this ordering. We further use to denote the inverse of , i.e.,
. Both functions are used later on to determine the nodes which have to decode a particular relay quantization message.
Remark 1:
In comparison to [7] we do not consider any grouping approach where multiple relays are operating simultaneously in one group. The qualitative result of this work would not change by grouping nodes but makes the analysis more involved and less comprehensive.
Definition 1:
A code for the previously described system model consists of the following.
• A set of equally probable indices where and the corresponding random variable over .
• The source encoding function .
• The relay encoding functions , such that the -length sequence in block is given by .
• The decoding function .
• The maximum probability of error 
III. PROTOCOL DESCRIPTION AND ACHIEVABLE RATES
This section presents the generalized framework and its connection to previous work. To enhance the readability and improve the comprehensibility of this section, we concentrate on the case of relay nodes. Most of the results can be intuitively extended to an arbitrary number of relays which is detailed in the Appendix.
We consider in our presentation a sequence of channel access which are divided into individual blocks. The encoding and decoding procedure at each node within each block depends on previously sent and received messages, hence this method is called block Markov superposition coding [3] . More specifically, we consider the following messages at the respective nodes:
• the source messages with rates ; • the support message with rate at relay 1, and the support messages with rates and at relay 2;
• the quantizations at relay 1, and at relay 2 used to quantize the channel output at both relays, and • the broadcast messages with rates at relay 1 and with rate at relay 2, which are used to communicate the quantizations. The actual channel input at node is a deterministic function of its individual partial messages. We further use the regular encoding approach presented in [9] which achieves in general higher rates than the irregular approach proposed in [7] . a) Information Exchange and Message Relation: Consider the information flow illustrated in Fig. 2 and the relation among the different messages illustrated in Fig. 3 : The first relay decodes the first source message level and maps it to its support message . Besides, it creates the quantizations to quantize the remaining uncertainty in its channel output . As previously mentioned, each relay node chooses an ordering of all following nodes; in this example of two relay nodes we choose at the first relay node the ordering . In case of this particular ordering, both, relay 2 and destination, decode the coarser quantization using the broadcast message , and relay 2 additionally decodes the finer quantization (and the corresponding broadcast message ). The second relay decodes the source message supported by . Besides, it decodes both broadcast messages sent by relay 1 which are used to decode both quantization indices of relay 1. Exploiting these quantizations, relay 2 is able to decode the second source message level . Both source messages are then mapped to the support messages , and the remaining uncertainty in the channel output is quantized using which is communicated by . Finally, the destination decodes the first source message level using the support messages of both relay nodes, the second source message level using the support message of the second relay node and the quantization of the first relay node, and the third source message level using the quantizations of both relay nodes.
b) Encoding in Block : The actual encoding of the individual messages as well as the message-dependencies are illustrated for the first relay node as an entity-relationship-diagram in Fig. 4 . Consider an arbitrary block in which the source maps its message index to the indices used to select the three partial source messages . In Fig. 4 the black block indicates the source codebook for the first source message level. One can see that is chosen depending on the first message level at both relays, i.e.,
. This is possible due to the block Markov structure, e.g., the first relay node decodes the source message in block and uses this information to deterministically choose its own message in block . Hence, the source can predict and support the relays' channel input, for instance in a wireless channel it could coherently support the relay messages (in case the respective channel knowledge is available). The final channel input at the source (and each relay node) is a deterministic function of these three partial messages, e.g., in case of a wireless channel it could be the superposition of all three messages or the result of three consecutive coding stages. Now consider the red block in Fig. 4 which indicates the codebook of the first relay's support message. Assume that it successfully decoded the source message index at the end of block , then it selects its support message with , i.e., a regular encoding procedure is used where source and all relay nodes use the same codebook size for a particular message level.
At the end of block relay 1 knows the first source message level, its own support message, and its own broadcast message which are exploited to quantize the channel output in this block using a jointly typical quantization with rate (illustrated in Fig. 4 by dashed lines connecting these messages). Afterwards, it selects in the same way a finer, second quantization with rate (the codebook for the finer quantization is indicated by the lower green block in Fig. 4 ). In the next step these two quantizations are mapped to two broadcast messages (both codebooks are indicated by the two blue codebooks and the selection is again indicated using connecting, dashed lines) which complete the necessary partial messages for the first relay's channel input.
At the second relay node the source message index is used to select the support message with index , and message index is used to select the support message with index . Due to the decoding order at relay 2 (which is detailed in the next paragraph), it uses at the end of block to quantize the remaining uncertainty in its channel output of block and maps it to sent in block . 1 c) Decoding in Block : Fig. 5 illustrates both the connection of the first source and relay message level as well as the decoding delay at each node. In block , the decoding at relay 1 begins with the decoding of the first source message level sent in the same block. At the second relay node, the source message sent in block (with index ) is decoded one block later, whereby the source and first relay support message are jointly decoded (with index ). The delay of one block is indicated by the connecting, gray rectangle in Fig. 5 .
Consider again the information flow in our network: relay 1 selects the ordering , hence the second relay node decodes both quantizations. To obtain these, it decodes at first both broadcast messages sent by relay 1 in block . Both messages are used to communicate the first relay's quantization in block which can then be decoded by the second relay node using its channel output as side information. Exploiting both quantizations for block , the second relay then decodes also the second source message level sent in block . Finally, the destination decodes at first the message indices at the end of block (consider again the diagonal, connecting rectangle in Fig. 5 which illustrates the introduced delay). In the next step, it decodes the broadcast and quantization message communicated by the first relay node. Then, it uses the quantization of the first relay node for block to decode the indices . Based on this information it can now decode the broadcast and quantization message of the second relay node for block . Finally, using the quantization information of both relay nodes for block , the destination can decode the third source message level . d) The Successive Refinement Problem: The previous description already reveals that the quantization at each relay can be described as a successive refinement problem [14] , [15] with unstructured side information at the receivers. Fig. 6 illustrates the successive refinement problem as it emerges in our proposal. The channel output of relay 1, i.e., , has to be encoded and transmitted to relay 2 and the destination. At first the channel output is quantized using with rate , where is the rate-distortion function for some given distortion and side information . This estimation needs to be decoded by both, relay 2 and the destination. Since both nodes can exploit their own channel output as (in general unstructured) side information, the necessary rate to describe at distortion is given by the Wyner-Ziv source coding rate [16] , i.e.,
, where is the Wyner-Ziv rate-distortion function as previously defined. In the next refinement step, relay 2 additionally decodes the more accurate description with . To describe the refined quantization , additional information at rate must be provided. Again, from the rate-distortion theory, we know that . In [14] , [15] the Markovity condition to achieve rate-distortion optimal successive refinements is derived. In the considered setup this implies the Markov chain . e) The Broadcast Channel Problem: After quantization of the channel outputs at the individual nodes, they are mapped to broadcast message indices using a random binning procedure, and then transmitted to all following nodes. The problem of transmitting the quantizations of relay 1 using the broadcast message indices to nodes is illustrated in Fig. 7 . As previously mentioned, relay 2 needs to decode both indices and the destination only index . This problem is characterized by a broadcast channel with the degraded message set , which was analyzed by Körner and Marton [17] . Using the results of [17] we can state that (2) is an achievable rate for our problem. As explained in [18, Corollary 5] , (2) is included in the capacity region: and . In the special case that is not "less noisy" than [17] , i.e., , we need to introduce a time-sharing and auxiliary random variable to achieve capacity [19] . Since the generalization of this method to prove the capacity region of our setting is beyond the scope of this paper we use (2) in the sequel.
f) Achievable Rates: Based on the previous description, we present in Theorem 1, the achievable rates of our framework.
Theorem 1:
With the previously presented protocol and setup we are able to achieve any rate (3) with (4) (5) (6) and and are sufficiently large. We further have to constrain the broadcast messages:
Finally, we have the following source coding constraints on the quantizations:
The supremum in (3) is over all pdf of the form described in (38) in the Appendix.
Proof: The proof is based on the asymptotic equipartition property (AEP) (see [20] - [22] ) which can be defined for weak and strong typicality and holds in general for ergodic sources (see [23] , [13, Ch. 15.7] and [24] which uses the terms entropy-typical and frequency-typical) 2 . One can show using the AEP that an arbitrarily small probability of error for a sufficiently large block length can be achieved if a typical sequence decoder is employed. We further use for our proof the Markov lemma (see [13, Lemma 14.8.1] ) which requires the definition of strong typicality and we make usage of the random binning argument introduced by Slepian and Wolf in [4] . Parts of this proof use the arguments developed in [9] . A detailed proof for an arbitrary number of relay nodes is given in Theorem 3 in the Appendix.
Consider (4) which constrains the rate for the first source message level. Assume the nodes are ordered by their channel condition towards the source node. In this case the best node decodes the source message without any help, the second relay node gets support by the first relay node, and the destination by both relay nodes. Furthermore, (4) shows the additional advantage provided by the CF component, i.e., both relay 2 and destination can exploit a quantization of the first relay node to decode the second source message. Finally, (6) shows the further improved receive diversity at the destination which can exploit its own channel output and quantizations of both relay nodes. Equation (7)- (12) show the source-channel separation in our proposal where (7)-(9) represent the channel coding constraints (due to the broadcast channel problem) and (10)- (12) represent the source coding problem (due to the multiple description problem).
If in Theorem 1 no broadcast messages and only one source message level are used, we obtain the same achievable rates as derived in [8] , [9] for the multirelay DF using regular encoding. Compared to [7] the achievable rates are in general higher as relay and source messages are jointly decoded. This is reflected by the fact that the relay message rates need not to be individually constrained. We can further compare this case with the parity forwarding protocols presented in [11] . Consider the case that only one source message level is used and each relay node decodes the source message. This case is covered by our framework and [11] . Nonetheless, our framework includes a multilevel coding at the source and requires that each relay must decode all source message levels . Compared to this, [11] introduces a message decoding tree which determines the individual sets of messages decoded at each node. This has the advantage that an individual relay node with a poor connection towards the source node can still support another relay's message (which requires an irregular encoding strategy). A similar effect can be achieved in our framework if this relay node does not decode any source message level (by setting the respective layer power to ) and supports the following relay nodes using its quantized channel output. Besides, our approach uses a regular encoding which reduces in Gaussian relay networks the necessary number of codebooks [8] .
Furthermore, if we do not use any relay support messages, Theorem 1 defines a multirelay CF protocol which slightly differs from [10, Th. 3] . The latter one uses an approach where each relay node sends in block the quantization messages for block . Compared to this, our approach introduces a delay at each relay which is only beneficial if we use a combined CF/DF approach. Furthermore, Theorem 1 defines a similar combined approach as [10, Ths. 4 and 5] when relay 1 operates only in CF mode while relay 2 operates in DF mode. In this way, relay 1 can support the decoding at relay 2 using its quantized channel output. Therefore, relay 1 does not limit the source message rates but helps to improve the maximum achievable rates at relay 2.
IV. RESULTS FOR THE GAUSSIAN CHANNEL
As mentioned in the introduction of this paper, our work concentrates on the analysis of wireless communications systems, in particular mobile communications networks. An important aspect of those systems is protocol complexity since increased complexity implies increased power consumption at terminals and more complex signaling protocols. Therefore, we are going to analyze whether simplified protocols are able to approach the achievable rate of our generalized framework and how far those strategies are away from the capacity upper bound. To investigate this, we apply the previously described framework to a Gaussian multiple relay channel.
A. Description of the Gaussian System Model
Again, consider a network of nodes where denotes the distance between nodes and . Let be the pathloss exponent, then the gain factor between both nodes is given in a log-distance path loss model by . Furthermore, let the channel input at node be given by , i.e., the channel input is a -length sequence of i.i.d. Gaussian random variables with zero mean and variance since all are independent and identically distributed (i.i.d.). The analysis uses Gaussian alphabets which are not necessarily optimal but more convenient to obtain closed-form expressions. The channel output at node and time is given by where is the additive white Gaussian noise and models self-interference at each node caused by an insufficient separation of transmitter and receiver path. In the following, we assume , i.e., each node is able to perfectly separate transmitter and receiver path or to perfectly cancel self-interference. Now let us again concentrate on the case of relay nodes and consider the following messages: • the partial source messages , • the support message at relay 1 and at relay 2, • and the broadcast messages at the first relay and at the second relay. These broadcast messages are used to communicate the quantizations and at relay 1 and at relay 2, where and model the quantization noise. Furthermore, let be the source transmission power and the fraction of power spent by the source node for the support of message level sent by relay (this factor models the coherent support of relay support messages). Using this factor the source transmission is constructed as follows: (13) Now let be the fraction of power spent by relay for broadcast message level . Then, we can construct the channel input at both relays as follows: (14) (15) Moreover, to meet the power constraints on all channel inputs, we must ensure that (16) (17) (18) In the case that no coherent transmission is possible, it follows that for .
B. Achievable Rates
Before the achievable rates can be formulated, we need to consider some auxiliary variables (a more general definition of these variables for an arbitrary number of relay nodes is given in the Appendix):
• Using coherent transmission, the overall received power at level for message level sent by level is given by . Consider for instance the first relay's support message ; for this particular message, relay receives the signal transmitted by relay 1 supported by the source node. Hence (19) • We further need the cross-correlation of a particular message received at two nodes and . Consider again the support message received at relay 2 and destination. For this particular example follows that the cross-correlation is given by (20) • The power of broadcast messages received at node after decoding the broadcast messages of levels is given by . • Finally, let us define the matrix as the covariance matrix of and all decoded quantizations when decoding the partial source message and knowing . Before decoding the second source message level, relay 2 can utilize the quantized channel output of relay 1, i.e., the covariance is given by . Using the previously defined variables we can formulate Theorem 2 for the achievable rates in a Gaussian two-relay network.
Theorem 2:
With the previously presented protocol we are able to achieve any rate (21) in the Gaussian multiple relay network with (22) (23) (24) and and are sufficiently large. We further have to constrain the broadcast messages using the following upper bound Proof: This theorem follows directly from Theorem 4 for an arbitrary number of relay nodes which is presented and proven in the Appendix.
Consider (22)- (24) which reflect the different source message rate constraints: the first relay node is not able to benefit from any transmit diversity whereas the second relay and the destination can exploit the additional relay information. Now consider (28)-(30) which give the source coding constraints on the quantization. One can see that and must be computed recursively, i.e., at first is determined and using this knowledge can be computed.
C. Numerical Results
In this section we apply the previously presented approach to the setup of relay nodes as illustrated in Fig. 8 . In this setup all distances are normalized to the source-destination distance, i.e., and . Furthermore, let and dB. Other values of would impact the quantitative statements given in the following but the qualitative statements remain almost unaffected.
a) Compared Protocols:
We compare our generalized framework with special cases which result from different parameterizations: 1) DF: This protocol is a single-level DF approach as presented in [8] , [9] where only one single source message level is used, i.e., only , and are used. Therefore, and all other parameters are . 2) CF: Assume the source node uses only the partial message (by setting for ). In this case each relay node only transmits its quantization to the destination node. Hence, the decoding complexity at the destination is increased in comparison to the DF approach. 3) PDF: This protocol refers to the generalization of partial DF where no additional quantizations are used, i.e., at all nodes. As in the generalized framework, this protocol partitions the source message in order to provide increased diversity for those layers which can be decoded by the individual relays. On the other hand, it requires a lower complexity compared to the generalized framework as no channel output quantizations are used. We further compare the generalized framework as well as all special cases with the max-flow min-cut upper bound on the capacity [13, Th. 14.10.1].
b) Single Versus Multirelay Networks: Consider Fig. 9 which shows the rates for a single relay network with the same setup as used for the two-relay network. Compare this result with Fig. 10 showing the results for two relay nodes and coherent transmission. One can already see that by employing one additional relay node we are able to improve the maximum rates by about 1.5 bits per channel use (bpcu). We can further observe that in both figures DF and PDF are able to achieve the performance of the generalized framework.
c) Coherent Versus Noncoherent Transmission: Consider Fig. 10 which shows the maximum achievable rates for direct transmission (one hop), the presented framework, and its special cases in the described setup when coherent transmission is exploited, i.e., in case channel state information at the transmitters is available, their transmissions can be coherently combined at the respective receiver. It shows that the PDF approach achieves the performance of the presented framework at all except for . This implies that the additional quantization stages provide only minor or no benefits. A less complex protocol is DF which for also achieves the performance of the introduced framework at much lower encoding and decoding complexity. A closer look on the actual parameters reveals that the performance difference between PDF and DF for is due to the fact that in the DF protocol all relays must decode the source message whereas in the PDF protocol an appropriate parameterization can be chosen such that one relay node is not used anymore. Hence, for the single-relay DF and for the multirelay DF protocol achieve the best performance while requiring the least encoding and decoding complexity. We can further observe that the CF strategy does not achieve the other protocols' performance in the observed 
interval
. This coincides with the results for one relay where CF can only achieve the general lower bound if the relay is placed closer to the destination (as in this region the broadcast cut is the limiting factor). In contrast to the one relay setup, we have in our setup always one relay node with a sufficiently good link to the source node such that CF would only achieve the rate of the combined strategy for . Now consider Fig. 11 which shows the results when no coherent transmission is exploited. In this case, the behavior of the presented protocols slightly changes, e.g., CF is now able to achieve the performance of the combined strategy for and both PDF and DF only provide the best performance for . This again coincides with the results for the one-relay case where coherent transmission only provides benefits for . Nonetheless, in the more interesting case (from a practical point of view) where the relays are place between source and destination, the DF approach again offers the best performance (and performs as good as PDF) which again shows that the DF approach offers the best complexity-performance tradeoff in a wide range of scenarios. Furthermore, Fig. 12 shows the individual quantization noise variances. It shows that over a large parameter range the second relay node provides the major contribution to the receive diversity. As both relays are placed closer to each other the quantization noise variances become more similar and when both relays are at almost the same position their contribution is almost the same though still influenced by the decoding order of our protocol, i.e., the quantization of relay 2 contains the signal sent by relay 1 whereas the quantization sent by relay 1 does not contain the quantization sent by relay 2. Please note, that our analysis uses Gaussian distributions which is not optimal in general but a convenient choice to obtain closed form expressions.
The situation where represents a special point as none of the special cases achieves the performance of our framework. Consider a combined CF/DF approach where the first relay node supports the second relay node by communicating its quantized channel output and the second relay node uses these quantizations to operate in single-level DF mode. At this protocol achieves the best performance (the protocol is not shown as it does not provide any advantage at other values of ).
V. CONCLUSION
This paper applied the general lower bound introduced in [3, Th. 7] to networks with an arbitrary number of relay nodes and analyzed its performance for the special case of in the context of the Gaussian relay channel. An analysis for more than two relays is more complicated as the optimization formulated by Theorem 2 is nonconvex and nonlinear. Furthermore, the observed parameter space scales with . Nevertheless, the results for already suggest that more complex coding strategies such as compress-and-forward, partial decode-and-forward and combined strategies do not necessarily provide any performance benefit (in terms of achievable rates in the considered setup) over the simple decode-and-forward approach with one source message level as introduced in [8] , [9] . It remains open and shall be part of future investigations how the individual protocols behave in fading channels where methods as introduced in [25] might be beneficial. Furthermore, the analyzed protocols should be investigated in the context of half-duplex relay networks in order to justify whether the drawn conclusions can be equally applied to those networks.
APPENDIX
This section derives the achievable rates for the previously presented and discussed framework in a network with an arbitrary number of relay nodes.
A. Basic Lemmas
Consider at first the following basic lemma which is used throughout the following presentation. where is used as defined in [13, Ch. 3.3] .
Proof:
where is given by and follows from the chain rule.
Corollary 1:
Note that if the Markov condition holds, then (33) as an immediate consequence of the chain rule for mutual information.
B. Discrete Memoryless Relay Channel
The encoding procedure of the combined approach utilizes in a -relay network the following messages:
• the source messages , with rates ; • the support messages , sent by relay with rates to support the source message ; • the quantizations with , used to quantize the channel output in successive refinement steps, and • the broadcast messages with rates , to communicate the quantizations. Based on this notation we can formulate the following theorem.
Theorem 3:
With the protocol presented in Section III we are able to achieve any rate (34) with (35) and sufficiently large. We further have to constrain the broadcast messages: (36) for all . Finally, we have the following source coding constraints on the quantizations:
. (36) and (37) show the sourcechannel separation in our proposal which is suboptimal in general. The supremum in (34) is over all pdf of the following form (38)
Proof: a) Random Coding: In the following, we consider codebooks , where in block codebook is used. The sequences for each codebook are generated as follows. At the source node: In block the source transmits the message indices . Assume all relays correctly decoded the previous source transmissions, then the source knows the indices (and henceforth also the corresponding messages). Therefore, the source transmits the messages from codebook . At relay level : Assume the relay successfully decoded . In block level is supposed to transmit the indices . It further knows the indices transmitted by the subsequent relays for the first source message levels and can therefore support the transmissions of these relays.
Relay
Assume that the relay selected in the previous block the quantization indices (we define in the decoding section how these indices are found). With , relay chooses in block the broadcast messages . The relay finally transmits the support and broadcast messages and , respectively. c) Decoding: The decoding is described for an arbitrary node , source message level and block .
• At first we decode the quantizations communicated by level (for ), i.e., the broadcast message indices and the corresponding quantization indices . Then, for each , we build the set where we dropped message indices for the sake of readability (the indices follow immediately from the message construction). The set holds all possible quantization indices and we search for such an unique index which maps to as follows:
Remark 2: We must note that when decoding source message level we can only decode the indices of nodes . Furthermore, we decode in this step only the quantizations of node level which exploits the quantization information acquired in the previous decoding steps (in the first step we do not decode any quantization information).
• Using these quantization messages we proceed with the decoding of the source message . Consider at first the following sets:
for all . Note that we dropped the block index where it is uniquely defined by the context. We finally decode iff
• Finally, if , the relay needs to quantize its channel output in block after decoding all source message indices . This is done for a suitable quantization index , such that where we again dropped the block index if it is uniquely defined by the context. d) Definition of Error Events: Consider the following error events which might occur using the previous decoding rule:
• : the error that all previously described r. upper bounds the error probability in block and . Note that as the error in block only depends on the previous blocks. e) Bringing All Together: The previously described events are necessary in order to prove the error in block . As we are interested in the overall error probability after blocks, we need to consider the overall error probability :
Using standard techniques it is easily possible to show that (40) which can be made arbitrarily small as grows to infinity. Now lets apply the standard random coding argument by throwing away the worse half of all codebooks and in each remaining codebook the worse half of all codewords. It follows for the overall rate (41) which approaches as and . This and the previously given bounds prove that in Theorem 3 is achievable with arbitrarily low probability of error.
C. Gaussian Channel
This section extends the presentation and discussion in Section IV to an arbitrary number of relay nodes. Before we formulate the achievable rates in the Gaussian relay channel, we need to derive some auxiliary variables. Due to the possibility of coherent transmission, the overall received power at level for message level sent by level is given by and defined by Using the previously given variables and the specific decoding scheme described in Section III we can formulate Theorem 4 on the achievable rates in a Gaussian multiple relay network.
Theorem 4:
With the protocol presented in Section III we are able to achieve any rate (52) in the Gaussian multiple relay network with (53) where (54) and and are sufficiently large. We further have to constrain the broadcast messages using the following upper bound: (55) for all . Finally, we have the source coding constraints on the quantizations as given in (56) shown at the bottom of the page.
Proof: In order to prove Theorem 4, we apply in this section Theorem 3 to the complex Gaussian multiple relay network presented in Section IV.
Rates on source messages: Reconsider the source rate constraints given in (35) for the DMC. Now it follows for :
with the differential entropy [13, eq. (9.34)]
and being the covariance matrix of the real multivariate Gaussian r.v. X. In case that X is a complex valued Gaussian r.v. then [26] (58) Now reconsider the definitions in (42), (43) and (47) for and , respectively. With these definitions it follows:
with the capacity function . In a similar way, we can show for all . Finally, reconsider the definitions in (44), (46) and (48)-(51) which are used to derive the first term in (35) This immediately gives the source rate constraints given in (53).
Rates on broadcast messages: Using the previous description it is immediately possible to state for the broadcast message constraints in (36) the expression given in (55).
Rates on successive refinement conditions: Reconsider the necessary side condition on the successive refinement conditions given in (37). We can significantly simplify this condition to where we used the definitions given in (44) and (46) for . Finally, using (61)-(63) in (59) and the determinant it follows (64). Using (64), shown at the top of the page, we get the constraints on the quantization noise variances given in (56).
