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An elastic body $\mathrm{w}\mathrm{i}\mathrm{U}$ restore its original shape and size when it is released ffom a compressed state. This
process of relaxation is typically characterized by the decay of its shrinkage. When the body is used as
adamper, mild relaxation is adesirable feature in some engineering applications. For such purposes,
materials such as silicone gel would be preferable, since they show viscoelasticity for which relaxation
proceeds even milder.
It is known that the dynamical behavior of the viscoelastic body is well represented by fractional
derivatives; for reviews, see [1, 2, 3]. Denoting the amount of the shrinkage of the body under compres-
sion by $x(t)$ , the damping force is assumed to be proportional to its fractional derivative $Dvx$, $v\in \mathbb{R}$ ,
$v>0$ . Its Fourier transform is proportional to $(i\omega)^{v}$ , and it has areal part, which would correspond
to elasticity, as $\mathrm{w}\mathrm{e}\mathrm{U}$ as an imaginary part, which would correspond to viscosity. Apart from this phe-
nomenological reasoning, one may wonder why fractional derivatives are rdated to viscoelasticity on
physical grounds.
The most characteristic feature of the solutions $x(t)$ of differential equations involving fractional
derivatives is its power-law decay characteristics. In fact, for large $t$ , $x(t)$ behaves like $t^{-\gamma}$ , where $\gamma$ is
apositive fractional number. Recall that with the usual viscous damper, the decay is exponential, i.e.,
$x(t)\sim e^{-\gamma t}$ . Under ascale transformation $tarrow\lambda t$ , A $\in \mathrm{R}$ , the exponential decay scales like $e^{-\gamma}arrow e^{-\lambda\gamma}$,
which implies slower or faster decay depending on whether Ais smaller or larger than unity. On the
other hand, the power-law decay scales like $t^{-\gamma}arrow(\lambda t)^{-\gamma}=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}$ , $\mathrm{x}\mathrm{r}^{-\gamma}$ , implying the same power-law
decay as before. This suggests afractal structure for the underlying mechanism $\mathrm{o}\mathrm{f}\mathrm{v}\mathrm{i}\mathrm{s}\mathrm{c}\mathrm{o}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{s}\mathrm{t}\mathrm{i}\mathrm{c}\mathrm{i}\mathrm{t}\gamma$ due to
self-similarity of fractals there is no characteristic scale in the viscoelastic materials. In fact, viscoelastic
materials are composed of very large molecules, whose complexity would simulate fractal nature under
deformation.
Schiessel and Blumen $[4, 1]$ have shown that by forming anested ladder of the usual spring-dashpot
combinations, one can obtain mechanical model which has fractal like properties. This has been shown
in the Laplace transform $X(s)\mathrm{o}\mathrm{f}x(t)$ , for some special choice of parameters. Sakakibara [5] has shown
that their result can be cast into adosed form for $x(t)$, which shows the power-law decay $x(t)\sim t^{-\gamma}$ .
It remains to be shown that such aresult is ageneral property of the ffactal structure, not necessarily
restricted to the special parameter values. We address this question in this paper, and derive the power-
law decay under somewhat relaxed conditions on the parameter values.
In the next sections, we begin by giving areview on ffactional differential equations, present some
examples ofmechanical models viscoelastic damping, and then proceed to our main discussions. We
give detailed review on the theory continued fractions, for which references seem to be relatively h.m-




There are several variants of fractional derivatives, and we employ the Riemann-Liouville Fractional
derivative. The Riemann-Liouville fractional derivative $o\mathrm{f}x(t)$ is defined by
$D^{n-v}x(t)=D^{n}D^{-v}x(t)$, $n$ $\in \mathrm{N}$, $0<v\leq 1$ ,
where $x(t)$ $=d^{n}x(t)/dt^{n}$ is the usual $n$ -th derivative, and
$D^{-v}x(t)= \frac{1}{\Gamma(v)}\int_{0}^{t}(t-\tau)^{v-1}x(\tau)d\tau$, $0<v\leq 1$ .
is the Riemann-Liouville fractional integral $\mathrm{o}\mathrm{f}x(t)$; for reviews, see $[2, 6]$ . Note that $D^{1}$ is also denoted
$\mathrm{b}\mathrm{y}D$ , and $D^{-1}x(t)$ is the usual integral. In contrast to the usual derivatives of integer order, $D^{v}\Pi^{l}\neq D^{v+\mu}$
in general.
In order to ffid solutions to linear differential equations involving fractional derivatives, we need the
eigenfunction $\mathrm{o}\mathrm{f}D^{v}$ , $v>0$, i.e., the solution of
$D^{v}x=ax$.
Recalling that the eigenfunction $\mathrm{o}\mathrm{f}D$, or $D^{-1}$ , is $e^{at}$ , define
Et(v, $a$) $=D^{-v}e^{at}=t^{v}e^{at}\gamma^{*}$($v$, at),
where
$\gamma^{*}(v, t)=\frac{t^{-v}}{\Gamma(v)}\int_{0}^{\infty}\xi^{v-1}e^{-\xi}d\xi$
is the incomplete gamma function [6]. By direct calculations, it can be shown that
Et(v, $a$) $=aE,(v+1, a)+ \frac{t^{v}}{\Gamma(v+1)}$ ,
(1)
$\alpha E_{t}(v, a)=E_{t}(v-\mu, a)$, $\mu\in \mathbb{R}$ .
Note that $E_{t}(v, a)$ may be expressed as Et(y, $a$) $=t^{v}E_{1.1+v}(at)$ in terms ofthe Mittag-Le fBer function [2]
$E_{\alpha\beta}(t)= \sum_{k=0}^{\infty}\frac{t^{k}}{\Gamma(\alpha t+\beta)}$.
Using the properties (1), it is easy to show that
en(t, $a$) $= \sum_{k-0}^{n-1}a^{n-k-1}E_{t}(\begin{array}{ll}k a^{n}-- n \end{array})$ , $n$ $\in \mathrm{N}$ ,
is the eigenfunction $\mathrm{o}\mathrm{f}D^{1/n}$ with eigenvalue $a$, i.e., it satisfies
$D^{1/n}e_{n}(t, a)=$ en(t, $a$).
Note that the eigenfimction $e_{n}(t.a)$ is singular at the origin.
Let us consider the linear differential equation $P(D, Dv)x=0$, where $P$ is a polynomial $\mathrm{o}\mathrm{f}D$ and $D^{v}$ .
The key observation to ffid its solution is that the Laplace transform $\mathrm{o}\mathrm{f}e_{n}(t, a)$ is given by
$\int_{0}^{\infty}e^{-st}e_{n}(t, a)dt=\frac{1}{s^{1/n}-a}$ .
Thus, if $v=1/n$ , $n$ $\in \mathrm{N}$, then $\mathrm{P}\{\mathrm{D},$ $D^{v}$) is a polynomial $P(D^{1/n})$ of $D^{1/n}$ alone, and hence the solution
may be expressed as a linear combination en(t, $a$). If the heighest order of derivatives in $P(D^{1/n})$ is an





Figure 1: A spring, a dashpot and the Voigt model
3 Mechanical Models with a Viscoelastic Damper
Let us first consider a usual damped oscillator with a spring and a dashpot (viscous damper) joined in a
parallel configuration, called the Voigt model, shown in Figure 1. The equation ofmotion is given by
$mD^{2}x+cDx+k\mathrm{r}$ $=0$, (2)
where m is the mass of the oscillator, c is the viscousity coefficient of the dashpot and k is the spring
constant. It is convenient to introduce the natural frequency $\omega_{0}$ and the damping coefficient $\zeta$ by
$\omega_{0}=\sqrt{\frac{k}{m}}$, $\zeta$ $= \frac{c}{2\sqrt{km}}$ .
We also replace $\omega_{0}t$ by $t$ , which means that time $t$ is now measured by radians rather than seconds. Then
the equation ofmotion (2) becomes
$D^{2}x+2\zeta Dx+x=0$ . (3)




which shows the exponential decay, $|x(t)|\sim e^{-\zeta t}$ .
We now modify the model by replacing the viscous damper by a viscoelastic damper, with $\mathrm{t}\mathrm{I}_{1}\mathrm{e}$ dmp-
ing force proportional to $Dvx$ in (3). The simplest case is that $\mathrm{o}\mathrm{f}v=1/2$ ,
$P(D^{1/2})x$ $=D^{2}x+\zeta D^{1/2}x+x=0$. (5)
The solution corresponding to the initial condition (4) is given by
$x(t)= \sum_{j=1}^{4}\frac{e_{2}(t,\alpha_{j})}{P’(\alpha_{j})}$,
where $\alpha_{j}$ , $j=1,2,3,4$, are the roots of the equation $P(z)=0$, and $\mathrm{P}’(\mathrm{z})$ is the derivative of $P(z)$. A
detall ed study of this solution is given in [3], and it is shown that for large $t$ ,
$x(t) \sim\frac{\zeta}{2\sqrt{\pi}t^{3/2}}$ . (6)
Thus, the oscillation dmps away following the power-law decay.
In the limit of $marrow 0$ in (3), a model of pure damping, or relaxation is obtained, whose solution is




Figure 2: A parallel combination, and a series combination of a spring and a dashpot
the limit $\mathrm{o}\mathrm{f}marrow 0$, the solution becomes singular at the origin, which would not be physically acceptable.
In order to overcome this difficulty, an alternative relaxation model
$Dx+\zeta D^{1/2}x$ $+x$ $=0$
has been suggested $[7, 8]$ . The solution with $x(0)=1$ is shown to obey also the power-law decay (6).
These examples implies that the power-law decay is the characteristic behavior of the fractional
derivative viscoelasticity. We now proceed to investigate if power-law decay would emerge ffom ffac-
tal structure.
4 Mechanical Model with Fractal Structure
The force $f(t)$ and the resulting shrinkage $x(t)$ of a spring, shown in Figure 1, is given by
$f(t)=kx(t)$
where $k$ is the spring constant In terms of Laplace transfom, it reads
$X(s)= \frac{1}{k}F(s)=\mathrm{Y}F(s)$ .




The coefficient of $F(s)$ is the impedance, which we denote by $Z=1/cs$ and $\mathrm{Y}=1/k$. When the spring
and the dashpot are connected in parallel, as in Figure 2, the force $F$ is the sum ofthe two elements while
the shrinkage $X$ is shared in common, and hence the resulting impedance $L$ is given by
$\frac{1}{L}=\frac{]}{Z}+\frac{1}{\mathrm{Y}}$,
When they are connected in series, the shrinkage $X$ is the sum of the two elements while $F$ is shared in
common, and hence
$L=Z+\mathrm{Y}$ .




Figure 3: A recursion block of a spring-dashpot loop
$\mathrm{q}$
Figure 4: A modified Schiessel-Blumen ladder of $\mathrm{s}\mathrm{p}\mathrm{r}\dot{|}\mathrm{n}\mathrm{g}$-dashpot loops




This is a recursion relation in the fom of a continued fraction $[9, 10]$ .
We are eventually interested in a modified Schiessel-Blumen ladder in Figure whose impedance
$\mathrm{w}\mathrm{i}\mathrm{U}$ be denoted by Lq. The impulse response is obtained by setting $F(s)=1$ , which corresponds to
fit) $=\delta(t)$ . Thus, it is given by the inverse Laplace transform of $L_{0}(s)$ . The impedance Lq(s) is the
infinite continued fraction, which is obtained by repeated application of the recursion relation (7), with
$Z_{n}=1/c_{n}s$, $\mathrm{Y}_{n}=1/\mathrm{k}\mathrm{n}$ , n $=1,$ 2, 3, \ldots . (8)
By choosing an appropriate unit of time, we can have $c_{0}=1$ and hence
$Z_{0}=1/c_{0}s=1/s$.
We assume that $k_{n}>0$ and $c_{n}>0$ on physical grounds, but we also discuss the case with $k_{n}<0$ and
$c_{n}<0$ in the last section.
5 Continued Fraction Expansion









In order to facilitate notational simplicity, the continued fraction is denoted as












the sequences $\{f_{n}\}$ , {An} and {Bn} are called the $n$-th approximant, numerator and denominator, respec-
tively.
Continued ffactions may be infinite, such as
$\pi$
$= \frac{4}{1}\frac{1^{2}}{3}\frac{2^{2}}{5}\frac{3^{2}}{7}\frac{4^{2}}{9}+++++\cdots$ , (10a)
or, infinitely periodic, such as the Golden ratio,
$\frac{\sqrt{5}+]}{2}=1+\frac{1}{1}\frac{1}{1}\frac{1}{1}\frac{1}{1}\frac{1}{1}+++++\cdots$ .
Note that the continued fraction representation is not unique. For example, an altemative form of the
example of $\pi$ in (1Oa) is
$\pi=\underline{4}$
$\underline{1^{2}/3}$ $\underline{2^{2}/3\cdot 5}$ $\underline{3^{2}/5\cdot 7}$ $\underline{4^{2}/7\cdot 9}$ .... 1Oa)1+ 1 $+$ 1 $+$ 1 $+$ 1 $+$
6 The General Form ofContinued Fractions
Consider the map $t_{n}$ : $\mathbb{C}arrow \mathbb{C}$ by
t $\daggerarrow TQ(w)=\frac{a_{n}+c_{n}w}{b_{n}+d_{n}w}$ , $b_{n}c_{n}-a_{n}d_{n}\neq 0$, n $=0,$ 1, Z.... (11)
These maps are called M\"obius transformations. We also define
$\mathrm{T}\mathrm{Q}(\mathrm{w})=t_{0}(w)$, $TQ(w)=\mathrm{T}\mathrm{n}_{-}\mathrm{t}(\mathrm{t}\mathrm{n}(\mathrm{w}))$, $n\in \mathrm{N}$ .
We can show that $Tn(w)$ is a M\"obius transformation. In fact, we see that
$T_{1}(w)=T_{0}(t_{1}(w))=t_{0}(t_{1}(w))= \frac{a_{0}+c_{0}\frac{a_{1}+c_{1}w}{b_{1}+d_{1}w}}{b_{0}+d_{0}\frac{a_{1}+c_{1}w}{b_{1}+d_{1}w}}=\frac{(a_{0}b_{1}+c_{0}a_{1})+(a_{0}d_{1}+c_{0}c_{1})w}{(b_{0}b_{1}+d_{0}a_{1})+(b_{0}d_{1}+d_{0}c_{1})w}$
27
which is a M\"obius transformation. Note that the condition
$(b_{0}b_{1}+d_{0}a_{1})(a_{0}d_{1}+\mathrm{c}\mathrm{Q}\mathrm{c}\mathrm{x})-(a_{0}b_{1}+c_{0}a)(b_{0}d_{1}+\mathrm{d}\mathrm{o}\mathrm{c})=(b_{0}c_{0}-a_{0}d_{0})(b_{1}c_{1}-\mathrm{a}\mathrm{x}\mathrm{d}\mathrm{x})\neq 0$
is satisfied. Since the successive M\"obius transformations is a M\"obius transformation, by repeating the









$A_{0}=a_{0}$, $B_{0}=b_{0}$, $C_{0}=c_{0}$, $D_{0}=d_{0}$,
and
$B_{n}C_{n}-A_{n}D_{n}=(b_{n}c_{n}-a_{n}d_{n})(B_{n-1}C_{n-1}-A_{n-1}D_{n-1})= \prod_{k=0}^{n}(b_{k}c_{k}-a_{k}d_{k})$. (13)
The inverse relations are obtained by solving (12) as
$a_{n}= \frac{A_{n-1}B_{n}-A_{n}B_{n-1}}{A_{n-1}D_{n-1}-B_{n-1}C_{n-1}}$,
$b_{n}= \frac{A_{n-1}D_{n}-B_{n}C_{n-1}}{A_{n-1}D_{n-1}-B_{n-1}C_{n-1}}$.
The general form of continued fractions is obtained by using the result of the M\"obius transforma-
tions. To this end, let us define
$s_{0}(w)=b_{0}+w$,
$S_{n^{(w)=\frac{a_{n}}{b_{n}+w}}\prime}$ $n=1,2$, 3, $\ldots$ . (14)
and
$S_{0}(w)=s_{0}(w)$,
$sQ(w)=S_{n-1}(s_{n}(w))$, $n$ $=1,2,3$, $\ldots$ (13)
$f_{n}=\mathrm{s}\mathrm{Q}(\mathrm{w})$, $n=0,1,2$, $\ldots$ .
Note that $s_{0}(w)$ is a M\"obius transformation $t_{0}(w)$ , with $b_{0}=1$ , $c_{0}=1$ , $d_{0}=0$ and $a_{0}$ replaced by $b_{0}$ in
(11), and that $sn(w)$ are M\"obius transformations $t_{n}(w)$ , with $c_{n}=0$ , and $d_{n}=1$ in (11). Thus, the third
and fourth relations in (12) reduce to
$C_{n}=A_{n-1}$ , $D_{n}=B_{n-1}$
28








is the $n$-th approximant in (9). Note also that (13) reduces to
$A_{n}b_{n-1}$ - $B\parallel_{n-1}$ $=(-1)^{n-1} \prod_{k=1}^{n}a_{k}$ (13)
which is called the determinant formula.
With the general form of the continued fractions, we can show the equivalence. Continued fractions
$b_{0}+\mathrm{K}(a_{n}/b_{n})$ and $\tilde{b}_{0}+\mathrm{K}(\tilde{a}_{n}/\overline{b}_{n})$ are said to be equivalent if their $n$-th approximants are equal, i.e.,
$f_{n}=\overline{f}_{n}$, n $=0,$ 1, Z.... (19)
Theorem 1 Continued fractions are equivalent iff there exists a sequence of non-zero constants { $r_{n}]$ with
$r_{0}=1$ such that
$\tilde{a}_{n}=r_{n}r_{n-1}a_{n}$ , $n=1$ , 2, 3, $\ldots$ ,
(21)
$\tilde{b}_{n}=r_{n}b_{n}$ , $n=0,1$ , 2, $\ldots$ .
Proof Deffie $\mathrm{s}\mathrm{n}(\mathrm{w})$ and $\tilde{S}_{n}(w)$ as in (14) and (15) with $a_{n}$ and $b_{n}$ replaced by $\tilde{a}_{n}$ and $\tilde{b}_{n}$ , respectively.
Then (19) may be rewritten as
$\tilde{S}_{n}(0)=\mathrm{S}\mathrm{n}(0)$ , $n=0,1$, $\mathrm{Z}$ $\cdots$ . (21)
From the second equation in (15), we have
$s_{n}(w)=S_{n-1}^{-1}(S_{n}(w))$, (22)
and similarly for $\mathrm{s}\mathrm{n}(\mathrm{w})$ and $\tilde{S}_{n}(w)$ .
Now, ffom (21) with $n=0$, we have
$\tilde{b}_{0}=\mathrm{S}0(0)=\tilde{S}_{0}(0)=S_{0}(0)=\mathrm{S}0(0)=b_{0}$
Therefore we can write
$\tilde{b}_{0}=r_{0}b_{0}$
with $r_{0}=1$ . Then, $\tilde{S}_{0}(r_{0}w)=\tilde{s}_{0}(r_{0}w)=\tilde{b}_{0}+r_{0}w=r_{0}(b_{0}+w)=r_{0}s_{0}(w)=r_{0}S_{0}(w)=S_{0}(w)$, or
$\tilde{S}_{0}^{-1}(w)=r_{0}S_{0}^{-1}(w)$. (23)
Next, ffom (21) with $n$ $=1$ and (15),
$\frac{\tilde{a}_{1}}{\tilde{b}_{1}}=\mathrm{S}\mathrm{n}(0)=\tilde{S}_{0}^{-1}(\tilde{S}_{1}(0))=r_{0}S_{0}^{-1}(S_{1}(0))=r_{0}s_{1}(0)=\frac{r_{0}a_{1}}{b_{1}}$,
2\S





Now, assume that there exist $r_{k}$ such that $\tilde{a}_{k}=r_{k}r_{k-1}a_{k},\tilde{b}_{k}=r_{k}b_{k}$ , and
$\overline{S}_{k}^{-1}(w)=r_{k}S_{k}^{-1}(w)$ (24)
for $k=0,1,2$, $\ldots$ , $m$. Then, by (22), (24) and (21),
$\frac{\tilde{a}_{m+1}}{\tilde{b}_{m+1}}=\tilde{s}_{m+1}(0)=\tilde{S}_{m}^{-1}(\tilde{S}_{m+1}(0))=r_{m}S_{m}^{-1}(S_{m+1}(0))=r_{m}s_{m+1}(0)=\frac{r_{m}a_{m+1}}{b_{m+1}}$ ,
and hence there exists $r_{m+1}$ such that $\tilde{a}_{m+1}=r_{m+1}r_{m}a_{m+1}$ and $\tilde{b}_{m+1}=r_{m+1}b_{m+1}$ . This proves (20) by
induction.
Conversely, assume that (20) hold. Then
$\tilde{s}_{n}(r_{n}w)=\frac{\tilde{a}_{n}}{\tilde{b}_{n}+r_{n}w}=\frac{r_{n}r_{n-1}a_{n}}{r_{n}(b_{n}+w)}=r_{n-1}s_{n}(w)$ .
Using this result, and noting that $Sn(w)=s_{0}(s_{1}(s_{2}(\cdots s_{n}(w)\cdots)))$, and similarly for $\tilde{S}_{n}(w)$, we see that
$\tilde{S}_{n}(r_{n}w)=Sn(w)$ , $n=0,1,2$, $\ldots$ .
This proves (21). $\square$
The alternative representations (1Oa) and (1Ob) are related by this equivalence.
7 Continued Fraction Representation ofAnalytic Functions
The sum
$L=c_{m}z^{m}+c_{m+1}c^{m+1}+c_{m+2}z^{m+2}+\ldots$ , $m\in \mathrm{Z}$ , $c_{m}\in \mathbb{C}$, $c_{m}\neq 0$,
is called the formal Laurent series $(\mathrm{f}\mathrm{L}\mathrm{s})$ . $L=0$ is also considered as a $\mathrm{f}\mathrm{L}\mathrm{s}$. The set $\mathrm{L}$ of all $\mathrm{f}\mathrm{L}\mathrm{s}$ forms a
filed. Define $\lambda:\mathrm{L}arrow \mathbb{R}$ by
$\lambda(L)=m$,
and $\mathrm{A}(\mathrm{L})=\infty$ for $L=0$. The following relations follow readly by definition;
$\lambda(L_{1}L_{1})=\lambda(L_{1})+\lambda(L_{2})$ ,
$\lambda(L_{1}/L_{2})=\mathrm{X}(\mathrm{L}\mathrm{X})-\mathrm{X}(\mathrm{L}\mathrm{X})$ $L_{2}\neq 0$ (25)
$\lambda(L_{1}\pm h)$ $= \min\{\lambda(L_{1}), \lambda(L_{2})\}$ .
If $\mathrm{f}(\mathrm{z})$ is a function meromorphic at the origin, then its Laurent expansion $\mathrm{w}.\Lambda 1$ be denoted by $L(f)$,
and we denote $\mathrm{A}(\mathrm{L}(/))$ simply by $\lambda(f)$ . A sequence [Rn(z) $\}$ of functions meromorphic at the origin is said
to correspond to a $\mathrm{f}\mathrm{L}\mathrm{s}L$ if
$\lim_{narrow\infty}\lambda(L-L(R_{n}))=\infty$.
30
Every function $f(z)$ meromorphic at the origin has a unique $\mathrm{f}\mathrm{L}\mathrm{s}$ expansion $L(f)$ . If {Rn(z)} corresponds







is said to correspond to a $\mathrm{f}\mathrm{L}\mathrm{s}L$ if each approximant $f_{n}(z)$ is a meromorphic function of $z$ at the origin
and if $\{\mathrm{f}\mathrm{n}(\mathrm{z})\}$ corresponds to $L$.
Theorem 2 Let {an(z)} and $\{\mathrm{b}\mathrm{n}(\mathrm{z})\}$ be sequences offimctions meromorphic at the origin, with an(z) $\not\equiv \mathit{0},$
$n=1$ , 2, 3, $\ldots$ and leth be $fLs$. Let $\{L_{n}\}$ be a sequence offls defined recursively by
$L_{n+1}= \frac{L(a_{n})}{L_{n}-L(b_{n})}$ , $n=0,1$ , 2, $\ldots$ , (26)
provided
$L_{n}\neq \mathrm{L}(\mathrm{b}\mathrm{n})$ $n$ $=0$, 1, 2, $\ldots$ . (27)
Then the continuedffiaaion
$b_{0}(z)+\underline{a_{1}(z)}$
$\underline{a_{2}(z)}$ $\underline{a_{3}(z)}$ ... (28)
$b_{1}(z)+b_{2}(z)+b_{3}(z)+$
corresponds to $L_{0}$ provided that
$\lambda(b_{n})+\lambda(b_{n-1})<\lambda(a_{n})$, $n=1,2,3$, $\ldots$ ,
(29)
$\lambda(L_{n})+\lambda(b_{n-1})<\lambda(a_{n})$, $n=1,2,3$, $\ldots$ .
Proof Suppose that (27) holds, and let An(z), $Bn(z)$ and $f(z)=A_{n}(z\cross B_{n}(z)$ denote the $n\mathrm{t}\mathrm{h}$ numerator,
denominator and approximant, respectively, of (28). From (26) we have




, $n=1$ , $\mathrm{Z}3$, $\ldots$ .
Since it is equal to Sn(0) in which $L(bn)$ is replaced $\mathrm{b}\mathrm{y}L_{n}$ in (17), it follows ffom (16) that
$L_{0}= \frac{L(a_{n})L(A_{n-2})+L_{n}L(A_{n-1})}{L(a_{n})L(B_{n-2})+L_{n}L\langle B_{n-1})}$ , $n$ $=2,3,4$, $\ldots$ .
Using (18), we have
$h$
$-L(f_{n-1})=L_{0}- \frac{L(A_{n-1})}{L(B_{n-1})}=\frac{(-1)^{n-1}\prod_{k=1}^{n}L(a_{k})}{L(B_{n-1})[L(a_{n})L(B_{n-2})+L_{n}L(B_{n-1})]}$
, $n=\mathrm{Z}$ $3,4$, $\ldots$ .
Under the assumption (29), ffom the recursion relation (16) we have
$\lambda(B_{0})=0$, $\lambda(B_{n})=\sum_{k=1}^{n}\lambda(b_{k})$, $n=1$ , $\mathrm{Z}3$, $\ldots$ ,
31
and hence
$\lambda(L(a_{n})L(B_{n-2})+L_{n}L(B_{n-1}))=\mathrm{A}(\mathrm{L}\mathrm{n})+\sum_{k=1}^{n-1}\lambda(b_{k})$ , $n=2,3,4$, $\ldots$ .
Thus, we finally have
$\lambda(_{h}-L(f_{n-1}))=\sum_{k=1}^{n}\lambda(a_{k})-2\sum_{k=1}^{n-1}\lambda(b_{k})-\lambda(L_{n})$
$= \mathrm{X}(\mathrm{a}\mathrm{n})-\mathrm{X}(\mathrm{b}\mathrm{k})+\sum_{k=2}^{n-1}[\lambda(a_{k})-\mathrm{X}(\mathrm{b}\mathrm{k})-\lambda(b_{k-1})]+\mathrm{A}(\mathrm{a}\mathrm{t})-\lambda(b_{n-1})-\mathrm{A}(\mathrm{L}\mathrm{n})$, $n=2,3$, 4, $\ldots$ .
Due to (29), each term in the summation and the term following it is a positive interger. Hence
$\lim_{narrow\infty}\lambda(L_{0}-L(f_{n-1}))=\infty$
proving that (26) corresponds to $h$ . $\square$
Sequences that satisfy a system of three-term recurrence relations may be related to continued ffac-
tions. In fact, we have the following theorems.
Theorem 3 Let {an(z)} and $\{\mathrm{b}\mathrm{n}(\mathrm{z})\}$ be sequences offunctions meromorphic at the origin, with an(z) $\not\in 0$,
n $=1,$ 2,3, \ldots , and let $\{P_{n}\}$ be a sequence of$non- zero\beta s$ satisfying the three-term recurrence relations









$\lambda(P_{n}/P_{n+1})+\mathrm{X}(\mathrm{b}\mathrm{k})<\mathrm{A}(\mathrm{a}\mathrm{t})$ $n=1,2$, 3, $\ldots$ .
Proof Let $L_{n}=P_{n}/P_{n+1}$ . Then (30) reduces to
$L_{n}-L(b_{n})= \frac{L(a_{n+1})}{L_{n+1}}$ , $n=0,1$ , 2, $\ldots$ .
Due to the condition an(z) $\not\equiv 0$ Theorem 2 applies. This completes the proofi $\square$
The continued fraction of the form $1+\mathrm{K}(a_{n}\sqrt 1)$ is called the regular $\mathrm{C}$-ffaction. The following
theorems are relevant for our purposes.
Theorem 4 Let $1+K(a_{n}\sqrt 1)$ be a regular C-ffiaaion such that
$\lim_{narrow\infty}a_{n}=0$ $(a_{n}\neq 0)$. (31)
Thm,
(A) The $C$-fraction converges to a meromorphicfunction $f(z)$ .
(B) The convergence is unifo$rm$ on $eve\eta$ compact subset $KofC$ which contains no poles off(z).
(C) $f(z)$ is holomorphic $atz$ $=0$, and $f(0)=1$ .
32
Theorem 5 Let $1+K(a_{n}z/1)$ be a regular C-ffiaction such that
$\lim_{narrow\infty}a_{n}=a\neq 0$ (32)
wherea is a complex constant, and let
$R_{a}=\{z$ : $| \arg(az+\frac{1}{4})|<\pi\}$.
$Thm$,
(A) The C-ffiaction converges to a function $\mathrm{f}(\mathrm{z})$ meromorphic in $R_{a}$ .
(B) The convergence is unifo$m$ on every compact subset $ofR_{a}$ which contains no poles off(z).
(C) $f(z)$ is holomorphic $atz$ $=0$ .
The proofs are length and we refer the reader to the literature [9].
8 Hypergoemetric Functions
As direct consequences of TheOrems4 and 5, we have the continued fraction representation of the hy-
pergeometric function, and the confluent hypergeometric function.
The hypergeometric function is defined by
$F(a,$b;Cj Z) $=1+ \frac{ab}{c}\frac{z}{1!}+\frac{a(a+1)b(b+1)}{c(c+1)}\frac{z^{2}}{2!}+\frac{a(a+1)(a+2)b(b+1)(b+2)}{c(c+1)(c+2)}\frac{z^{3}}{3!}+\ldots$ , (33)
where a, b, c are complex constants and n $\not\in$ [0, -1, -2, \ldots ]. It is also denoted as $21F(a,$b;c;z).
Theorem 6 Let [$a_{n}\}$ be a sequence ofcomplex numbers defined by
$a_{2n+1}=- \frac{(a+n)(c-b+n)}{(c+2n)(c+2n+1)}$ , $n=0,1$, 2, $\ldots$ ,
(34)
$a_{2n}=- \frac{(b+n)(c-a+n)}{(c+2n-1)(c+2n)}$, $n$ $=1,2,3$, $\ldots$ ,
where $a$, $b$, $c$ are constants such that
$a_{n}\neq 0$, $n=1,2,3$, $\ldots$ . (35)
$Thm$:
(A) The regular C-ffiaaion $1+\mathrm{K}(a_{n}\sqrt 1)$ converges to a $fu$nction $f(z)$ meromorphic in the domain
$D=\{z: 0<\arg(z-1)<2\pi\}$. (36)
(B) The convergence is unifom on every compact subset $ofD$ which contains no poles off(z).
(C) $f(Z)$ is holomorphic $atz$ $=0$, and $\mathrm{f}(\mathrm{z})=1$ .
(D) For all $z$ such that $lzl<1$ ,
$f(z)$ $= \frac{F(qb,c,z)}{F(a,b+1\cdot c+1\cdot z)},\cdot.,$ , (37)
and hmce $f(z)$ provides the analytic continuation ofthefimaion on the refer-hand side ofthe above equat$\dot{w}n$
into the domain $D$.
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Proof The identities
$F(a, b;c;z)$ $=F( \alpha b+1;c+1;z)-\frac{a(c-b)}{c(c+1)}z$ $F(a+1, b+1;c+2;z)$,
$F(\alpha b+1;c+1;z)=F(a+1, b+1;c+2;z)$ $- \frac{(b+1)(c-a+1)}{(c+1)(c+2)}zF(a+1, b+2;c+3;z)$
may be derived straightforwardly by definition. Therefore, ifwe set
$P_{2n}=F(a+n, b+n;c+2n;z)$, $n=0$, 1, 2, $\ldots$ ,
$P_{2n+1}=F(a+n, b+n+1;c+2n+1;z)$, $n=0,1$ , Z... ,
we see that the three-term recursion relation
$P_{n}=P_{n+1}+a_{n+1}z$ $P_{n+2}$
holds. Note also that
$\lambda(a_{n}z)=1$ , $\lambda(b_{n})=\lambda(1)=0$,
and
$\lambda(P_{n}/P_{n+1})=0$, $n=1,2,3$, $\ldots$ .
From (34), we have
$\lim_{karrow\infty}a_{n}=-\frac{1}{4}$ .
Therefore, by Theorem 5, the regular C-fraction
$1+ \mathrm{K}(\frac{a_{n}z}{1})=1n=1\infty$ $+ \frac{a_{1}z}{1}\frac{a_{2}z}{1}\frac{a_{3}z}{1}+++\cdots$
corresponds to $f(z)$ in (37). $\square$
Since $F(a, 0;c;z)$ $=1$ , by setting $b=0$, and replacing $c$ byc-l in (37), the $\mathrm{C}$-fraction representation
of $F(a, 1; c;z)$ may be obtained.
Corollary 7 Leta and $c$ be complex constants such that {an} defined by
$a_{2n+1}=- \frac{(a+n)(c+n-1)}{(c+2n-1)(c+2n)}$, $n=0,1,2$, $\ldots$ ,
(39)
$a_{2n}=- \frac{n(c-a+n-1)}{(c+2n-2)(c+2n-1)}$ , $n$ $=1,2$, 3, $\ldots$ ,
is a sequence ofnon-zero complex numbers. Then,






(B) The continuedffiadion on the right-hand side of (39) converges to a function $f(z)$ meromorphic in
the domain $D$ of (36), and $f(z)$ is the analytic continuation in $D$ of $F(a, 1;\mathrm{c};\mathrm{z})$ . $f(z)$ is holomorphic at
$z$ $=0$, and $f(0)=1$ . The continuedfraction converges $unifoml\gamma$ on compact subsets $ofD$.
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Note that the $\mathrm{C}$-fraction (39) is equivalent to
$F(a, 1;c;z)$ $= \frac{1}{1}\frac{az}{c}\frac{1(c-a)z}{c+1}\frac{(a+1)cz}{c+2}----c+3-c+4-2(c-a+1)_{Z}(a+2)(c+1)z\ldots r$
’
which follows ffom Theorem 1.
The confluent hypergeometric function, also called the Kummer function, is defined by
$M(4c;z)$ $=1+ \frac{a}{c}\frac{z}{1!}+\frac{a(a+1)}{c(c+1)}\frac{z^{2}}{2!}+\frac{a(a+1)(a+2)}{c(c+1)(c+2)}\frac{z^{3}}{3!}+\ldots$ , (40)
where $a$ and $c$ are complex constants with $c\not\in$ $[0, -1, -2, \ldots]$ . It is also denoted as $11F(a;c;z)$.
Theorem 8 Let {an} be a sequence ofcomplex numbers $d\phi ned$ $b\gamma$
$a_{2n}= \frac{a+n}{(c+2n-1)(c+2n)}$ , $n=1,2,3$, $\ldots$ ,
(41)$c-a+n$
$a_{2n+1}=-\overline{(c+2n)(c+2n+1)}$ ’
$n=0$, 1, 2, $\ldots$ ,
wherea and $c$ are complex constants chosm such that
$a_{n}\neq 0$, $n=1,2,3$, $\ldots$ .
Then:
(A) The regular C-fraction
$1+ \mathrm{K}(\frac{a_{n}z}{1})n=1\infty$ (42)
converges to the meromorphicfimaion
$f(z)= \frac{M(a,c,z)}{M(a+1jc+1,z)}..$.
$for$ all $\mathbb{C}$ .
(B) The convergence is unifo$rm$ on every compact subset $ofC$ which contains no poles off(z).
(C) $f(z)$ is holomorphic $atz$ $=0$, $and/(0)=1$ .
Proof Let
$P_{u}=M(a+n;c+2n;z)$,
$P_{2n+1}=M(a+n+1;c+2n +1;z)$, $n$ $=0,1,2$, $\ldots$ .
Then it can be shown that $P_{n}$ satisfy the three-term recurrence relations
$P_{n}=P_{n+1}+a_{n+1}zP_{n+2}$, $n=0,1,2$, $\ldots$ .
Since
$\lambda(a_{n+1}z)$ $=1$ , $\lambda(a)=0$, $\lambda(P_{n}/P_{n+1})=0$, $n=0,1,2$, $\ldots$ ,
by Theorem the $\mathrm{C}$-ffaction (42) corresponts to $P_{0}/P_{1}$ . Furthemore, sinoe
$\lim_{narrow\infty}a_{n}=0$,
the statements (B) and (C) follow. $\square$
Setting $b=0$ and replacing $c+1$ by $c$ in (41), we obtain the $\mathrm{C}$-ffaction representation $\mathrm{o}\mathrm{f}M(1;c;z)$.
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Corollary 9 Letc be a complex number such that $\{a_{n}\}$ defined by
$a_{2n}= \frac{n}{(c+2n-2)(c+2n-1)}$,
(43)
$a_{2n+1}=- \frac{c+n-1}{(c+2n-1)(c+2n)}$, $n=0$, 1, 2, $\ldots$ ,








$\underline{1\cdot z}$ $\underline{cz}$ $\underline{2\cdot z}$ $\underline{(c+1)z}$ $\underline{3\cdot z}$ ...
$1-c+c+1-c+2+c+3-c+4+c+5-$
9 Emergence ofPower LawDecay out ofExponential Decay
The recursion relation (7) may be written as
$\frac{L_{n}}{Z_{n}}=1+\frac{1\hat{Y_{n+1}}Z}{1+\Delta \mathrm{f}[perp] L,\mathrm{Y}_{n+1}},=\overline{1}+1+$
$1$
1 $\frac{\mathrm{z}}{\underline \mathrm{Y}_{n}}L+1$ $\underline{\frac{L}{\mathrm{Y}}\mapsto+1n+1}$
Thus, the continued fraction $L_{0}$ for the modified Schiessel-Blumen model shown in Figure becomes
$\frac{L_{0}}{Z_{0}}=\frac{1}{1}\frac{\mathrm{a}_{1}\mathrm{Y}}{1}\frac{\lrcorner Z\mathrm{Y}_{1}}{1}\frac{Z_{\lrcorner}\mathrm{Y}_{2}}{1}\frac{\mathrm{Z}_{\lrcorner}\mathrm{Y}_{2}}{1}\ldots=\frac{1}{1}\hat{\frac{c_{\mathrm{I}},sk}{1}}\frac{\frac{k}{c_{1}}\mathrm{L}s}{1}\frac{\frac{k}{c_{1}}Ls}{1}\frac{\frac{k}{c}2_{-}2^{S}}{1}++++++++++\cdots$
with $Z_{0}=1/\mathrm{c}\mathrm{o}5$ . By choosing an appropriate unit of time $\mathrm{f}$ , we can set $c_{0}=1$ . Let {an} be the sequence
such that
$a_{2n+1}= \frac{c_{n}}{k_{n+1}}$, $n=0$, 1, 2, $\ldots$ ,
(45)
$a_{2n}= \frac{c_{n}}{k_{n}}$ , $n=1,2,3$, $\ldots$ ,
then we obtain
$h$ $= \frac{1}{s}(\frac{1}{1}\frac{a_{1}/s}{1}\frac{a_{2}/s}{1}\frac{a_{3}/s}{1}++++\cdots)$. (46)
Thus, ifwe choose $a_{n}$ as given by (38), we obtain
$h(s)= \frac{1}{s}F(a,$ $1;c;- \frac{1}{s})$
Using the Doetch symbol to denote the Laplace transform $F(s)$ of $f(t)$ as $F(s)\mathrm{F}\infty$ $\mathrm{f}(\mathrm{t})$ , we have
$\frac{1}{s^{n}}\mathrm{o}-0\frac{t^{n-1}}{(n-1)!}$ , $n>0$ . (47)
By applying this relation to the defining equations (33) and (40), it can be shown that
$\frac{1}{s}F$($a$, 1; $c\cdot,$ $- \frac{1}{s}$ ) $0-\mathrm{o}M(a;c;arrow t)$ .
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Thus, the impulse response of the modified Schiessel-Blumen model is given by
$x(t)=M(a;c;-t)$. (48)
For large $t$ , we have the asymtotic expansion [11]
$x(t)= \frac{\Gamma(c)}{\Gamma(c-a)}t^{-a}(1+O(|t|^{-1}))$,
and hence $\mathrm{i}\mathrm{f}a$ is a fractional number, we have the power-law decay $\mathrm{x}(t)$ $\sim t^{-a}$ with a fractional exponent
10 Examples
As a typical example, let us choose $a= \frac{1}{2}$ and $c=1$ in (34) and (38). Then, $a_{1}= \frac{1}{2}$ , and $a_{n}= \frac{1}{4}$ ,
$n=2$, 3, 4, $\ldots$ , and the $(2n+1)$-th approximant $f_{2n+1}$ gives the $n$ loop approximation of the modified









Note that the inverse Laplace transform of $f_{2n+1}$ for $n\geq 3$ may not be expressed in terms of exact
numbers. It is nevertheless clear that they are sums of exponential functions since $f_{2n+1}$ are rational
functions of $s$.
In order to produce figures of such results, we use MATHEMATICS 5.0. We first define the sequence
{an} defined in (38),
tnIl]:- $u1\mathrm{l}\mathrm{a}_{-}$ , $\mathrm{c}_{-}$ , $\mathrm{n}_{-}$ ’0ddQ] $: \overline{-}\frac{(\mathrm{a}*(\mathrm{n}-1)/2)(\mathrm{e}*(\mathrm{n}-1)/2-1)}{(\mathrm{e}\mathrm{r}(_{\mathrm{h}}-1\}-1)(\Leftrightarrow*(\mathrm{n}-1))}i$
$(\mathrm{n}/ 2)$ (e- $\cdot$ $*\mathrm{n}/2$ $-1$ )
$.\mathrm{n}\mathrm{l}--$ , $\mathrm{c}_{-}$ , $\mathrm{n}_{-}?\mathrm{B}\mathrm{v}\mathrm{e}\mathrm{n}\mathrm{Q}]$ :.
$\overline{(\mathrm{c}*\mathrm{n}-2)(\mathrm{e}*\mathrm{n}-1\}}j$
$.\mathrm{n}\mathrm{l}.-$ , $\mathrm{e}_{-}$ , 1] $:* \frac{\mathrm{a}}{\mathrm{c}}j$
$.\mathrm{n}\mathrm{l}\cdot-$ , $\mathrm{e}_{-}$ , 0] $:\approx 1j$
and the $\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{n}\alpha \mathrm{i}\mathrm{o}\mathrm{n}$ which generates the continued fraction as
$t\mathrm{n}\mathrm{f}5\mathrm{J}:=$ $\mathrm{P}[\mathrm{x}_{-}]$ $:\approx \mathrm{z}\mathrm{o}\mathrm{e}\cdot \mathrm{n}\mathrm{d}$ [Drop Iz, -2] , $\mathrm{L}\wedge\cdot \mathrm{t}$ [Drop [z, -1]] $/(1+\mathrm{L}\cdot\cdot \mathrm{t}[\mathrm{z}]$ I 1
In $\mathrm{f}\mathit{6}\mathrm{J}:\sim$ $\mathrm{G}\mathrm{r}\mathrm{r}\cdot \mathrm{e}\mathrm{t}\mathrm{l}\mathrm{o}\mathrm{n}[_{-}.\mathrm{L}\mathrm{i}\iota l]$ : $\underline{-}\mathrm{P}\mathrm{l}\mathrm{r}\cdot \mathrm{t}\iota \mathrm{N}\cdot\cdot\underline{*}\mathrm{l}\mathrm{f}$ , ., Length[a] $-1]\mathrm{l}$
The n loop approximation of the impedanoe $\mathrm{L}\mathrm{Q}(\mathrm{s})$ is obtained by ffie inverse Laplace transform of the
$(2n+1)$-th approximant of the C-ffaction,
$t\mathrm{n}$ I $71:\sim \mathrm{L}\mathrm{o}\varphi$. $[\mathrm{n}_{-}, \mathrm{t}_{-}]$ $:\overline{-}$
$\mathrm{I}\mathrm{n}\mathrm{v}\mathrm{e}\mathrm{r}\cdot \mathrm{e}\mathrm{I}\mathrm{r}\mathrm{p}\mathrm{l}\cdot \mathrm{e}\mathrm{e}\mathrm{I}\mathrm{r}\cdot \mathrm{n}\epsilon \mathrm{f}\mathrm{o}\mathrm{r}\mathrm{n}$ISioellPy [ePract10n [PU$\cdot$ [seq, 2 $\mathrm{n}*1]$ $/\cdot]$ ], ., $\mathrm{t}$ ]
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These are essentially all the deffiitions that we need. For producing plots, it is convenient to define
another function,
In $\mathrm{f}\mathit{8}\mathrm{J}$ $:=$ PlotSequence [seq-, opt–] $:=\mathrm{M}\mathrm{o}\mathrm{d}\mathrm{u}\mathrm{l}\mathrm{e}$ $\{\mathrm{p}1, \mathrm{p}2\}$ ,
pl $\overline{-}$ ListPlot [seq, PlotStyle $arrow \mathrm{P}\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{S}\mathrm{i}\mathrm{z}\mathrm{e}[0 .0151, \mathrm{D}\mathrm{i}\mathrm{s}\mathrm{p}\mathrm{l}\mathrm{a}\mathrm{y}\mathrm{F}\mathrm{u}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}arrow \mathrm{I}\mathrm{b}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{t}\mathrm{y}]$$i$
p2 – ListPlot [seq, PlotJoined $arrow \mathrm{T}\mathrm{r}\mathrm{u}\mathrm{e}$ , DisplayFunction $arrow \mathrm{I}\Phi \mathrm{n}\mathrm{t}\mathrm{i}\mathrm{t}\mathrm{y}$ ] $j$ Show [$\mathrm{p}\mathrm{i},$ $\mathrm{p}2$ , opt,
$\mathrm{P}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{R}\mathrm{a}\mathrm{n}\mathfrak{g}\mathrm{e}arrow\{0$ , $1\rangle$ , AxesLabel $arrow\{^{\mathrm{n}}\mathrm{n}’’$ , $\prime\prime|\prime \mathrm{a}_{\mathrm{n}}\rangle$ , DisplayFunction $arrowmathrm{D}\mathrm{i}\mathrm{s}\mathrm{p}\mathrm{l}\mathrm{a}\mathrm{y}\mathrm{F}\mathrm{u}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$] $1$
and load the package,
In [9 $\mathrm{J}:=$ Needs Graphics $\backslash \mathrm{G}\mathrm{r}\mathrm{a}\mathrm{p}\mathrm{h}\mathrm{i}\mathrm{c}\epsilon^{\backslash }’|$ ]
which is needed for log-log plots. We can now see that the function cFract generates the contin-
ued ffaction, e.g.,




With a $= \frac{1}{2}$ and c $=1$ , which yield the result (49), the first 21 terms of {an} are
In $mJ:=.\mathrm{e}\mathrm{q}\sim$ $\mathrm{T}\Phi 1\mathrm{e}$ [an $[ \frac{1}{2}$ , 1, $\mathrm{n}]$ , $\{\mathrm{n},$ $0$ , 20}]
Out $\mathrm{f}l\mathit{1}$ ] $=$ $\{1$ , $\frac{1}{2}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}$ , $\frac{1}{4}\}$
$tn$ $[12]:\approx$ $\mathrm{P}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{S}\cdot \mathrm{q}\mathrm{u}\mathrm{e}\mathrm{n}\mathrm{e}$ . load $j$
$\mathrm{n}$
The impulse response $x(t)$ of two loops with five elements of the modified Schiessel-Blumen ladder
is given by the inverse Laplace transform of $f_{5}$ .
$t\mathrm{n}\mathrm{f}i\mathit{3}\mathit{1}:\approx \mathrm{L}\mathrm{o}\mathrm{o}\mathrm{p}\epsilon[2, \mathrm{P}]$
Out fi3J- $\frac{1}{5}+\frac{2}{5}\mathrm{e}^{-\mathrm{v}\mathrm{t}^{5+}\sqrt{5})\mathrm{t}}1(1+\mathrm{e}^{-\tau^{\underline{\mathrm{t}}}}\sqrt{\mathrm{s}})$
In this way, we can plot the impulse response $x(t)$ ffom one to six loops,
$t\mathrm{n}\mathrm{f}\mathrm{i}4\mathrm{J}:=\mathrm{D}\mathrm{o}\mathrm{l}\mathrm{p}[\mathrm{n}]=1[] 0\mathfrak{g}\mathrm{L}\mathrm{o}\mathrm{g}\mathrm{P}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{I}\mathrm{B}\mathrm{v}\mathrm{a}\mathrm{l}\mathrm{u}\cdot \mathrm{t}\mathrm{e}$ loops $\mathrm{l}\mathrm{n}$ , $\mathrm{t}\mathrm{J}\mathrm{J}$ , $\{\mathrm{t}, 0.1, 100\}]$ , $\langle \mathrm{n}, 1, 6\rangle \mathrm{l}i$
Here, we do not show the plot. In the limit ofinffiite loops, $x(t)$ approaches $M( \frac{1}{2},1, -t)$ , which is plotted
as
$t\mathrm{n}\mathrm{f}15\mathrm{J}$ $:-$ $\mathrm{p}[0]$ $\Rightarrow \mathrm{L}\mathrm{o}\mathfrak{g}\mathrm{L}\mathrm{o}\mathfrak{g}\mathrm{B}1\mathrm{o}\mathrm{t}[\mathrm{H}\mathrm{y}\mathrm{p}\mathrm{e}\mathrm{r}\mathfrak{g}\cdot \mathrm{m}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{c}\mathrm{l}\mathrm{F}\mathrm{l}$$[ \frac{1}{2},1, -\mathrm{t}]$ ,
$\{\mathrm{t}, 0.1, 100\}$ , $\mathrm{P}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{S}\mathrm{t}\mathrm{y}\mathrm{l}\mathrm{e}arrow \mathrm{T}\mathrm{h}\mathrm{i}\mathrm{e}\mathrm{k}\mathrm{n}\cdot\epsilon$ . [0.01], $\mathrm{l}\mathrm{z}\cdot \mathrm{r}\mathrm{L}\cdot \mathrm{b}\cdot 1\sim$ $\langle^{\prime 1}\mathrm{t}’$ , $\prime\prime_{\mathrm{S}}\mathfrak{n}\}]$ $i$
Here, we show aU the curves together,
In $\mathrm{r}\mathrm{i}\mathit{6}\mathrm{J}:arrow \mathrm{S}\mathrm{h}\mathrm{w}\mathfrak{c}\mathrm{I}\Phi 1\cdot[\mathrm{p}\mathrm{t}\mathrm{n}]$, tn, 0, 6\rangle 11 $i$
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$\mathrm{x}$
As n increases, $x(t)$ approaches $M( \frac{1}{2},1,$-t) shown by the thick line. The straight h.ne implies its power-law
decay $\sim t^{-1/2}$ , and the slope corresponds to its exponent $-1/2$.
Case 2
For a $= \frac{2}{3}$ and c $=2$, we can repeat the same computations.
$tx \mathrm{l}\mathrm{f}l7\mathrm{J}:\overline{-}*\mathrm{e}\mathrm{q}\sim \mathrm{P}*\mathrm{b}\mathrm{l}\mathrm{e}[\cdot \mathrm{n}[\frac{2}{3}\prime 2,$n], [n, 0,$20\}]$





$\frac{19}{78}$ , $\frac{10}{39}$ , $\frac{11}{45}$ , $\frac{23}{90}$ ’ $\frac{25}{102}$ , $\frac{13}{51}$ , $\frac{14}{57}$ , $\frac{29}{114}$ , $\frac{31}{126}\}$
In $\mathrm{f}\mathrm{i}\epsilon \mathrm{J}:arrow \mathrm{B}\mathrm{l}\mathrm{o}\mathrm{t}\S\cdot \mathrm{q}\mathrm{u}\cdot \mathrm{n}\infty[\cdot\cdot \mathrm{q}]j$
$\mathrm{n}$
$tIl[\mathrm{i}\mathit{9}\mathrm{J}:--$ Do [$\mathrm{p}[\mathrm{n}]$ – LogLogPlot [Evaluate [Loops $[\mathrm{n},$ $\mathrm{t}1]$ , $\mathrm{t}\mathrm{t}$ , 0. 1, 100 $\rangle]$ , $\{\mathrm{n}$ , 1, 6}] $i$
IIl $[20]:=\mathrm{p}[0]$ – LogLogPlot [HypergeometriclFl [ $\frac{2}{3},$ 2, -t],
{t, 0. 1, 100\rangle , PlolStyl. $arrow \mathfrak{W}\mathrm{l}\mathrm{e}\mathrm{k}\mathrm{n}\mathrm{c}\cdot\cdot[0.01]$ , $\mathrm{l}\mathrm{z}\mathrm{e}*\mathrm{n}\cdot \mathrm{b}\cdot 1$ $arrow\langle’\mathrm{t}’$ , $\prime\prime_{\mathrm{X}^{\mathrm{w}}\}]}j$
In [20]: $=$ ShowTable $[\mathrm{p}[\mathrm{n}], \{\mathrm{n}, 0,6\rangle]]$ $j$




We do not know the general form $\mathrm{o}\mathrm{f}x(t)$ other than the case with $\{a_{n}\}$ given by (38). But for some finite
loops, we could try any sequence in the same way as above. For exmple, let us consider the sequence
In $\zeta \mathit{2}\mathit{2}$] $:=$ $\epsilon \mathrm{e}\mathrm{q}$ $–$ Join $[\{1,$ $\frac{1}{2}$ }, [Table [an $[ \frac{1}{2}$ , 1, $\mathrm{n}]/2$ , $\{\mathrm{n}$ , 2, 20}]]
Out $I \mathit{2}\mathit{2}\mathrm{J}arrow\{1, \frac{1}{2}, \frac{1}{8}, \frac{1}{8}, \frac{1}{8}, \frac{1}{8}’\frac{1}{8}, \frac{1}{8}, \frac{1}{8}’\frac{1}{8}, \frac{1}{8}, \frac{1}{8}r \frac{1}{8}’\frac{1}{8}’\frac{1}{8}, \frac{1}{8}, \frac{1}{8}’\frac{1}{8}, \frac{1}{8}, \frac{1}{8}, \frac{1}{8}\}$
$tn$ $\mathrm{f}\mathit{2}\mathit{3}\mathrm{J}$ $:=$ Plot\S equenee seq] $j$
$\mathrm{n}$
which is obtained by $a_{0}=1$ , $a_{1}= \frac{1}{2}$ , and $\{\frac{1}{2}a_{n}\}$ , n $=2,$ 3, \ldots , where {an} is the sequence (38) with a $= \frac{1}{2}$
and c $=1$ . The corresponding impulse response becomes
In [24]:- Do [$\mathrm{p}[\mathrm{n}]$ . LogLogPlot [Evaluate $[\mathrm{L}\circ\varphi\epsilon[\mathrm{n}, \mathrm{t}]]$ ,
{t, 0.1, 150}, $\mathrm{P}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{P}\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}*arrow 50$ , $\mathrm{P}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{R}\cdot \mathrm{n}\mathfrak{g}\mathrm{e}arrow \mathrm{A}\mathrm{l}\mathrm{l}]$ , {n, 1,$6\}]$ $i$
$tn\mathrm{f}25\mathrm{J}:\approx \mathrm{p}[0]\overline{-}\mathrm{L}\mathrm{o}\mathfrak{g}\mathrm{L}\mathrm{o}g\mathrm{p}1\mathrm{Q}\mathrm{t}$[ $\mathrm{H}\mathrm{y}\mathrm{P}^{\mathrm{e}\mathrm{r}}\Psi^{\mathrm{Q}\mathrm{m}\cdot \mathrm{t}\mathrm{P}\mathrm{i}\mathrm{c}1\mathrm{I}1[\frac{1}{2}l}1$ , -t],
$\langle \mathrm{t}, 0.1, 150\rangle$ , $\mathrm{P}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{S}\mathrm{t}\mathrm{y}\mathrm{l}\mathrm{e}arrow \mathrm{m}\mathrm{i}\mathrm{c}\mathrm{k}\mathrm{n}\cdot\epsilon \mathrm{s}$$[0.01]$ , $1\mathrm{s}\cdot\cdot \mathrm{L}\mathrm{A}\cdot 1$ $arrow\langle^{\mathfrak{n}}\mathrm{t}|’$ , $\prime_{\mathrm{X}^{\mathfrak{n}}\}]_{i}}$’
In $\mathrm{f}\mathit{2}\mathit{6}J:=$ Show [Pble $[\mathrm{p}[\mathrm{n}]$ , $\langle \mathrm{n}$ , 0, 6}] ] $j$
$\mathrm{x}$
$\mathrm{t}$
Here, $M( \frac{1}{2},1, -t)$ is plotted together just for reference. It is musing to speculate that, as $n$ increases,
$x(t)$ approaches a straight line in the log-log plot, but in fact we were unable to prove it. If ffiis is in-
deed the case, we could estimate the exponent $a$ $\mathrm{o}\mathrm{f}x(t)=t^{-a}$ for large $t$ by plotting curves with more
approximations.
Case4
Ifwe choose the sequence {an} as given by (43), then we have
$h(s)= \frac{1}{s}M(1;c;-\frac{1}{s})$,





is the confluent hypergeometric function. Hence the inverse Laplace transform $\mathrm{o}\mathrm{f}L_{0}(s)$ is given by
$x(t)=F_{1}(0c:-t)$
$tn\mathrm{f}\mathit{2}7\mathrm{J}:=\mathrm{P}1\mathrm{o}\mathrm{t}$ [ $\mathrm{H}\mathrm{y}\mathrm{p}\cdot \mathrm{r}\varphi \mathrm{m}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{e}0\mathrm{P}\mathrm{l}$ [ $\frac{4}{3}$ , -t], { $\mathrm{t}$ , 0, 100 $\rangle$ , $\mathrm{P}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{U}\mathrm{n}\mathfrak{g}\mathrm{e}arrow \mathrm{K}\mathrm{l}$,
P10tSty1$\cdot$ $arrow \mathrm{m}\mathrm{i}\mathrm{c}\mathrm{k}\mathrm{n}\cdots[0.01]$ , $1\mathrm{r}\cdot\cdot \mathrm{L}\Phi\cdot 1arrow\{^{\prime 1}\mathrm{t}$ \prime\prime , $\prime\prime \mathrm{x}^{1\prime}\rangle$ ] $i$
According to (45), the sequence (43) corresponds to the alternating sign for $k_{n}$ and $c_{n}$ . Negative
values of these parameters imply anti-dmping, i.e., the oscillation of the system $\mathrm{w}\mathbb{I}1$ be amplified, as is
expected by the above plot.
11 Conclusions
The impulse response $x(t)$ ofthe modified Schissel-Blumen ladder in Figure 4 shows relaxation that obeys
the power-law decay. In fact, we have shown that $\mathrm{x}(t)$ is explicitly given by the hypergeometric function,
as in (48), when the parmeters obey the relation (45) with (38). We remark that the relation (45) may
be rewritten as
$\frac{k_{n+1}}{k_{n}}=\frac{a_{2n}}{a_{2n+1}}$ , $\frac{c_{n+1}}{c_{n}}=\frac{a_{2n+2}}{a_{2n+1}}$.
Therefore, from (38) it follows that $k_{n+1}/k_{n}arrow 1$ and $c_{n+1}/c_{n}arrow 1$ as $narrow\infty$ . Thus the strengths of
the springs and dampers in the substructure of the modified Schiessel-Blumen ladder are all the same
for large ladders. This establishes the fact that the power-law decay is a characteristic property of the
underlying fractal structure of the ladder.
Since not much is known about the asymptotic expansion of continued fractions, we were unable
to identify the general structure of fractional power-law in a more general form. It is expected ffom the
examples, however, that the power-law decay would emerge in a wide class ofparmeter relations.
It is also shown that if some of the spring constants and dmping coefficients have negative values,
the impulse response maybe oscillatory. $\mathrm{T}\mathrm{h}\dot{\mathrm{n}}$ is consistent since negative values ofsuch parmeters imply
$\mathrm{a}\mathrm{m}\mathrm{p}\mathrm{h}.\infty$
.
$\mathrm{g}$ effects of the oscillators.
FinaUy, we remark that the successive approximations of the continued fraction expansion of the
modified Schiessel-Blumen ladder is reminiscent of the successive approximations of the Taylor series.




Figure 5: Successive approximations of the Taylor expansion of $e^{-\prime}$ and Schiessel-Blumen ladder
The exponential decay is successively approximated by polynomials, which have power-law behavior. On
the other hand, in our result
$t^{-a} \approx M(a;c;-t)0-\mathrm{o}L_{0}(s)=\frac{1/s}{1+\mathrm{K}(\frac{a\swarrow s}{1}),n=1\infty},$
$= \frac{1}{s}(\frac{1}{1}\frac{a_{1}/s}{1}\frac{a_{2}/s}{1})+++\cdots$,
the power-law decay is successively approximated by the inverse Laplace transform of the continued
fraction expansion. It is amusing to compare these cases in the figure shown in Figure 5.
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