Introduction Solow (1956) , 1 a Neo-classical economist, states that in addition to capital and labor, investment generated through financial sector plays a significant role in the growth process. Meanwhile, endogenous growth theory introduced in the end of 1980s by Romer (1986) and Lucas (1988) brings an array of theoretical and empirical studies to observe the causal factor of economic growth. Since then, a large empirical literature has concentrated more on the sources of long-term growth, such as investment and real capital, human capital, tax and technology (Barro 1991) ; (Barro and Sala-iMartin 1997) ; (Benhabib and Spiegel 1994) ; (Mankiw et al. 1992) . 2 The effect of financial sector development on economic growth has been a topic of interest and debate in recent years. Several financial measurement proxies have been used to examine the relationship. In theory, financial development can influence the economic growth through resource allocation. The theoretical argument for linking financial development to growth is that a well-developed financial system performs several critical functions to enhance the efficiency of intermediation by reducing information, transaction, and monitoring costs. A modern financial system promotes investment by identifying and funding good business opportunities, mobilizing savings, monitoring the performance of managers, enabling the trading, hedging, and diversification of risk, and facilitating the exchange of goods and services. These functions result in a more efficient allocation of resource, a more rapid accumulation of physical and human capital, and faster technological progress, which in turn feed economic growth.
In actual fact, this theory has long been introduced dating back to 1911; Joseph Schumpeter stresses that national savings distribution to firms will encourage the process of economic growth and development which are channeled through an increase in productivity and technological advances. In other words, the introduction of miniaturization in the financial sector will be transformed to the form of credit creation which will support economic activities resulting in higher economic growth. Notwithstanding the facts discussed above, the statement is still debated as a variety of results have been obtained from previous studies depending on the methodology, sample, and estimation procedures adopted.
Since previous empirical studies provide mixed findings on the direction of causality, this study will continue the efforts of earlier researchers (Choong et al. 2003; Ang and McKibbin 2005) using the Malaysian time series data to 1 Depicted from discussion in Christopoulos and Tsionas (2004) . 2 The extensive studies in relation to the growth theory and the factors that cause it, the empirical results are mixed as reviewed by Face and Abma (2003) .
re-examine the relationship between financial development and economic growth dynamically. The objectives of this study are: (1) to conduct stationary tests on all time series under consideration, (2) to conduct Johansen's multivariate cointegration test, (3) to conduct Granger's causality test in Vector Error Correction Model (VECM) framework; and in addition to existing studies we will (4) view the Impulse Response Function (IRF) and Variance Decomposition (VDC) in supporting the VECM findings.
Previous Studies
There are two forms of study often performed by researchers in observing the relationship between financial development and economic growth, either by using the cross-section or using time series data. Researchers who used the cross-section data applied the GMM (Generalised Method of Moments) and Instrumental Variable (IV) estimation methods in analyzing the data. The finding on the effectiveness of financial sector development to economic growth varies, depending on the case or country under studied. King and Levine (1993) , Levine et al. (2000) , Beck et al. (2000) , and Nourzad (2002) agree that a positive relationship exists between financial indicators and economic growth after taking into consideration biases and specific effect in the sampling framework.
Those who used the time series data applied the Engle-Granger's and Johansen's cointegration tests to examine the relationship between financial development and economic growth. The results of the studies vary based on the period and the sample utilized in those studies, depending on economic environment faced by the sample. Arestis and Demtriades (1997) show a positive and significant association between financial development and real economic growth in Germany whilst insufficient proof is obtained for the data of the United States. Neusser and Kugler (1998) find an existence of long-term relationship between financial activities and Gross Domestic Product for manufacturing sector in 13 OECD countries. Shan et al. (2001) show the prevalence of causal relationship, depending on economic condition, in nine OECD countries and China. They state that financial development is not exactly the primary cause for economic growth. Using Granger's causal relationship in the error correction framework, Ghali (1999 ), Chang (2002 , and Khalifa (2002) find that the results depend on the specific nature of the country under observation and the proxies used as indicators of economic growth.
In Malaysian context, Choong et al. (2003) provide evidence on the finance-led growth hypothesis. Using autoregressive distributed lag (ARDL) bound test approach and VECM framework, their examination reveals that the evolution of stock market (a proxy for financial development) is the leading sector in stimulating domestic growth. Ang and McKibbin (2005) conduct cointegration and various causality tests to assess the finance-growth link by taking savings, investments, trades, and real interest rate into account using annual data. In contrast to the conventional findings, their results support the view that output growth causes financial depth in the long run.
Data, Model and Methodology
To study the relationship between financial development and economic growth, the following model is derived: The selection of key variables is predicated on the theoretical framework of previous studies, for instance, as discussed by Levine et al. (2000) , Face and Abma (2003) , Christopoulos and Tsionas (2004), and Choong et al. (2005) . In view that the direction of causal relation is unclear, it is also specified that: Step 1: Stationary Test A unit root test is vital in observing the stationary of time series data. Do the variables observed have a tendency to return to the long-term trend following a shock (stationary) or the variables follow a random walk (containing a unit root)? If the variables follow a random walk after a temporary or permanent shock, the regression between variables is spurious. According to Gauss-Markov's theorem, in such cases, the series do not have a finite variance. Hence, the OLS will not produce consistent parameter estimates. This study utilizes two tests on the individual stochastic structure, which are the Augmented DickeyFuller test (5) and the Phillip-Perron test (6), which have been frequently used for time series data. root, the data are stationary) (The equation presented above includes both a drift term and a deterministic trend; the equation with a drift term but without a deterministic trend will also be tested accordingly).
Step 2: Cointegration Test Cointegration means that even though the variables are not stationary individually, the linear combination between two or more variables may be stationary. 4 The cointegration theory put forward by Granger (1981) is expanded by Engle and Granger (1987) integrating the short-term and longterm dynamic relationship. Granger (1981) , Granger and Weiss (1983) and Engle and Granger (1987) have presented a relationship between error corrections with cointegration concept through the Granger's theorem. Johansen (1991) and Johansen and Juselius (1990) Step 3: Granger's Causality Test Cointegration techniques of Granger (1986) , Hendry (1986) , and Engle and Granger (1987) , Johansen (1988) , and Johansen and Juselius (1990) have given a significant contribution to Granger's causality test. If cointegration is found from the variable series, error correction term (ECT) obtained from cointegration regression must be taken into consideration in the causality test to avoid the problem of miss-specification (Granger 1981) . When two or more variables are cointegrated, they will show the existence of long-term relationship if the variables contain mutual stochastic trend. This being the case, there exists at least one Granger's causality either in one or in bi-directional (feedback effect). The result from the cointegration relationship between variables has set aside the probability of spurious estimation. Nevertheless, cointegration only shows the existence or non-existence of Granger's causality, but does not indicate the direction of causality between variables.
Vector Error Correction Model (VECM)
VECM is a restricted VAR designed and used for non-stationary variables known to be cointegrated. VECM specification restricts the long-run behavior of endogenous variables to converge to their cointegrating relationships whilst allowing for short-run adjustment dynamics. Engle and Granger (1987) show that if the variables, say X t and Y t , are found to be cointegrated, there will be an error representative which is linked to the said equation, which gives an implication that changes in dependent variable are a function of the imbalance in cointegration relation (represented by the error correction term and by other explanatory variables). Intuitively, if X the trend value of Y t (independent variable). Through the error correction term, VECM allows the discovery of Granger's causality relation which has been abandoned by Granger (1968) and Sims (1972) .
The VAR constraint model may derive a VECM model as shown be ) is an adaptive parameter measuring the shortterm dispersal from long-term equilibrium. In short run, the variables may disperse from one another which will cause system inequilibrium. Hence, the statistical significance of the coefficients associated with ECT provides us with evidence for an error correction mechanism that drives the variables back to their long-term relationship.
Step 4: Impulse Response Function (IRF) and Variance Decomposition (VDC) F-and t-tests in VECM can be described as causality tests within sampling period. Those tests will only determine the degree of endogeneity or exogeneity of dependent variables in the estimated period. They do not provide indicators for the dynamic nature of the system. Furthermore, they do not indicate the degree of exogeneity between variables outside of the sampling period. Variance Decomposition (VDC) can be described as the causality test outside of the estimation period. VDC decomposes variation in an endogenous variable into component shocks to the endogenous variables in the VAR. The VDC gives information about the relative importance of each random shock to the variable in the VAR. In other words, VDC shows the percentage of forecast error variance for each variable that may be attributed to its own shocks and to fluctuations in the other variables in the system. Information gathered from VDC can also be presented with IRF. Both are obtained from Moving Average (MA) model acquired from the original VAR model. IRF measures the predictable response to a one standard deviation shock to one of the system's variables on other variables in the system. Therefore, the IRF shows how the future path of these variables changes in response to the shock. In fact, they can be viewed as dynamic multipliers giving about the size and the direction of the effect. The IRF is normalized to zero to represent the steady state of the variable reacted upon. As the VAR model used is under-identified, the Choleski's clarification method is utilized to orthogonalize all innovations/shocks. Notwithstanding the fact, this method is very sensitive to and dependent on the order of variables. In this study, the order identified in accordance to the importance of variable is G, F, XM, and I.
Empirical Results
Step 1: Stationarity -Individual Stochastic Trend In this study, two stationary tests on individual stochastic trend are conducted, i.e., the Augmented DickyFuller (ADF) and Phillip-Peron (PP) tests. Both tests are sensitive to the total lag used in estimation. The value of ADF t-statistic and PP z-statistic will be compared to the critical value given by MacKinnon (1991). The time series under consideration should be integrated in the same order before we can proceed to cointegration analysis and causality test. Step
2: Cointegration Test
Cointegration technique for multiple variables by Johansen (1988) and Johansen and Juselius (1990) (r=0) is rejected at 5 percent significance level for all lags tested (1, 2, 3, and 4). At least one cointegration vector exists for a series of variables in the system. As such, it can be concluded that at any point in time, there is a (n-r) mutual stochastic trend in this model. The presence of cointegrating relationship is consistent with the economic theory which predicts that financial development and economic growth have a long-run equilibrium relationship. According to Engle and Granger (1987) , cointegrated variables must have an error correction representation in which an error correction term (ECT) must be incorporated into the model. ECT forms part of the variables which are exogenous as seen in Table  3 . Masih and Masih (1996) reveal that cointegration brings to an end of any need to use other dynamic relationship models as these models may be faced with misspecification drawback. As mentioned earlier, cointegration between variables cannot indicate the direction of Granger's causality relationship. It can only be seen using the VECM sample framework.
Step 3: VECM and Granger's Causality Test VECM specification only applies to cointegrated series. The long-run relationship exists between the fundamental variables, as the error correction term is significant. The results are presented in Table 3 . The statistical significance of the coefficients associated with ECT provides evidence of an error correction mechanism driving the variables back to their long-run relationship, which shows the econometric exogeneity of the ECT series. There is also a short-term relationship between economic growth and financial development. The moneterisation effect is clearly viewed through the significance of the said variables dynamically. The feedback effect exists between the variables. If the government implements a policy to influence economic growth through changes in the financial sector, it will be an effective policy in view of the significant relationship between both variables. It is also true in reverse as economic growth will also spur the development in financial sector. The aforementioned relationship can be seen through significant t-test result for ECT and F-test result for the endogenous variables involved for lags greater than one.
Another variable that may explain economic growth is the total foreign transactions (XM) which is significant for all lag periods under consideration, except for the first lag. This proves that the volume of exports and imports can be harnessed to promote economic growth. The results obtained for all lag periods examined are not significant for the inflation variable. In other words, inflation rate in Malaysia is of no importance in explaining the economic growth. Only the effect of moneterization can influence the rate of inflation in this country. If the Akaike Criterion (AIC) is viewed, the best model is obtained with the utilization of lag 3, but models with other lags do indicate similar causality relation.
5 It can be noted that some of the ECTs are positive and significant. The endogenous variables (F, XM and I) are adjusted in long run, but their values are too high to be in equilibrium. We conclude that those variables divert from their long-run equilibrium steady state, unlike real output growth which will converge to the long-run equilibrium.
Step 4: IRF and VDC Dynamic simulations are used to calculate VDC and visualize the IRF in order to corroborate the results obtained through VECM. An analysis of the IRF is presented in Figure 1 . A ten-period horizon is employed to allow the dynamics of the system to work out. Shocks to variables in particular F have an impact on G, and there is a relatively persistent effect on G despite its decreasing trend throughout the horizon.
Likewise, the response of F to a shock in G is significant and persistent. Shocks to variables G and F have a positive small response to I. The impact is not persistent although it is almost stabilized in period 6. Therefore, the IRF Table 4 . A ten-period horizon is employed to convey a sense of the system dynamics. Granger's causal chain implied by the analysis of VDC tends to suggest that F time series are basically the leading variable, being the most exogenous of all, followed by I and G. For instance, in the model, even after five and 10-quarter horizons, about 90 to 93 percent of the forecast error is explained by its own shocks compared to the other variables. Decomposition of variance in G, besides being explained by its own variable, can be explained by F. The same can be said for F; in addition to being explained by the variable per se, it is explained by variable G.
Conclusions and Policy Implications
We have long known the importance of the financial sector in supporting an efficient allocation of resources and economic growth. The financial system acts as a facilitator of economic growth. Table 4 growth need to be underpinned by broadening and deepening the financial system capable of serving the needs of all elements in the economy. With this scenario, the primary objective of this study is to view the relationship between financial development and economic growth using Malaysian data by applying the cointegration test in the VAR framework. Granger's causality test is performed to determine the direction of the relationship between fundamental variables through VECM. The VDC and IRF are viewed to verify the results obtained through VECM. The evidence of cointegration between the variables suggests the existence of a long-run stable relationship or a common stochastic trend between variables. This gives an implication that even though there is a momentary dispersal from the common long-run trend, the power of endogenous variables will promote the relationship back to long-run equilibrium.
The finding of cointegration test or the relationship of long-run stability between variables, especially economic growth and monetarization effect, is vital for policy maker. The combination of Granger's causality through VECM dynamic analysis, VDC, and IRF provide a valuable implication of the direction of relationship (lead-lag) between variables examined. In view of the feedback effect, in the determination of policy, the government may utilize the financial sector to influence the economic growth. If an increase in the growth rate is desired in Malaysia, the financial sector should be refined in terms of efficiency in providing resources which in turn will spur economic activities. Intuitively, given the relatively stable macroeconomic environment in this country, the results are quite in line with our expectations. The results suggest that in Granger's causality sense, financial development plays a leading role of policy variable being the most exogenous of all. It means that monetary expansion in this economy will not necessarily be dissipated merely in terms of higher nominal variables, but it will contribute positively to achieving an impressive rate of economic growth. Inversely, economic growth itself will support the financial sector as the increase in transactions in the economy will subsequently boost up domestic savings and generate more transactions. Other variables that have been chosen as explanatory variables are total foreign transactions and inflation rate. However, the result obtained, especially for inflation rate, is not encouraging. The volume of foreign transactions is still important in influencing the economic growth and financial sector. Conclusively, the empirical results show that financial development significantly causes growth in short run and in long run. There is a bi-directional relationship between financial development and economic growth. In other words, the Malaysian case supports the supply-leading phenomena and the demand-following cases (mutual causality) in long run.
