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Stirring: The Eckart Paradigm Revisited
M. Branicki, A. D. Kirwan, Jr.
College of Earth, Ocean, and Environment, Robinson Hall, University of Delaware,
Newark DE 19716 USA
Abstract
This report provides a topical review of transport in geophysical scale fluids.
Rather than presenting an extensive synopsis of the literature, we attempt
to connect some recent developments with an incisive 1948 paper by Carl
Eckart [1] in which three phases in the evolution of a tracer in turbulent
flows were outlined and discussed. The interest here is on the intermediate
or stirring phase, which is dominated by the fluid deformation rate. We
relate Eckart’s concept of stirring with recent efforts to identify ephemeral
spatio-temporal channels that provide a template for transport in geophysical
fluid flows. Heretofore such studies have been restricted to a few selected
surfaces in the ocean or atmosphere. An application to a large ocean eddy
in the Gulf of Mexico illustrates the methodology and shows that the eddy
exchanges mass with its environment through material channels identified
in the Lagrangian frame by finite-time dynamical systems techniques. We
extend previous studies by determining the vertical extent of these transport
pathways. The key finding is that the time-dependent geometric structures,
which lead to formation of these pathways, retain their coherence well into
the water column. Finally, we comment on the significance of these findings
on parameterizations of transport processes in predictive models and on the
life cycle of ocean mesoscale eddies.
Keywords: Hyperbolic trajectories, stirring, time-dependent transport,
stable and unstable manifolds, Lyapunov exponents, 3D ocean eddies
1. Introduction
The notion of fluid stirring originated with Carl Eckart’s [1] casual obser-
vation of motions induced by pouring cream into a cup of coffee. The swirling
motions in his cup motivated him to derive evolution equations for the vari-
ance of the gradient of a passive scalar, i.e. cream. Eckart identified three
phases in the evolution of the mixture of cream and coffee. During the ini-
tial phase, the cream and coffee regimes are only mildly distorted from their
initial distributions. Although the concentration gradient of the cream con-
tains sharp fronts, the variance of the gradient averaged over the cup is small.
The intermediate, or stirring, phase is characterized by huge distortions of
the cream accompanied by the development of small-scale structures (rela-
tive to the characteristic length scale of the initial distribution) commonly
referred to as fingers, swirls, and squirts. At this stage, the concentration
gradients still contain sharp fronts but their variance is larger than in the
initial stage, owing to the convoluted geometry of the cream patch, which
is now spread over a large portion of the coffee cup. The final stage occurs
when molecular diffusion dominates, the strong gradients disappear, and the
system approaches a desired homogeneous state.
Although Eckart’s model was motivated by mixing of cream in coffee,
his subsequent discussion focused on application to geophysical scales in the
ocean and atmosphere. His analysis raises two fundamental issues. The first
is: stirring is an ubiquitous phenomenon that often occurs in flows on scales
larger than the Kolmogorov or diffusive length scales. Second, transport
processes in such flows, traditionally treated by statistical means whereby
the fluxes are parameterized as eddy diffusivities, are actually deterministic
intense small-scale advective events.
Eckart’s paper has received widespread genuflection, particularly from the
geophysical fluid dynamics community, see [2] for example. Nevertheless most
researchers still adhere to eddy diffusivity models to parameterize stirring
processes. However, a number of workers have started to apply ideas from
dynamical systems theory to study advective processes at stirring scales.
Wiggins [3] has provided a recent and extensive review of this work. It is
ironic that insight arising from this geometric approach, originally motivated
by Lorenz’s [4] famous analysis of a convective geophysical scale flow, is not
yet used by the geophysical fluid dynamics community to construct better
parameterizations for stirring type processes.
A primary goal here is to show that Eckart [1] anticipated much later
applications of dynamical systems theory to advection-dominated transport
in fluids. His analysis suggested that an important phase of processes rang-
ing from the stirring of cream in a coffee cup to mesoscale phenomena such
as eddies, squirts, and jets seen in the ocean and atmosphere can be un-
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derstood in geometric terms of the quasi-conservative evolution of material
tracer contours. Moreover, he deduced that the fluid deformation rate, not
the vorticity, is the critical diagnostic during the second phase of his tracer
evolution scenario. This may appear to be counterintuitive to some since
vortical motions associated with eddies typically dominate such flows.
Our view is that dynamical systems theory provides a useful template for
determining Lagrangian, spatio-temporal properties of flows at scales where
advection is dominant. A key issue is to locate and focus on certain hy-
perbolic fluid parcel trajectories, which can be loosely thought of as moving
saddle-points. A more detailed discussion of these matters is deferred to
section 3. These ephemeral trajectories typically live in the unsteady nether
regions between eddies. They are found at the intersection of special material
manifolds that delineate the small-scale structures in Eckart’s description of
stirring, i.e. scales which are small relative to the characteristic length of the
initial tracer distribution yet large compared to the diffusive length scales.
Curiously, the hyperbolic regions between the eddies are characterized by
small velocities, yet they are often the regions associated with the largest
distortion. The deformation rate there may be an order of magnitude larger
than the vorticity.
Previous applications of dynamical systems theory to fluid dynamics and
particularly geophysical fluid dynamics are nearly always restricted to two-
dimensional analysis along isentropic, isopycnal or simply horizontal surfaces
(see, for example, [5, 6, 7, 8, 9, 10, 11]). Moreover, oceanic applications are
generally confined to the near-surface flows. Of course real geophysical fluid
flows may vary significantly in the vertical. The hyperbolic trajectories and
their stable and unstable manifolds identified by 2D analyses of 3D flow fields
provide, at best, information about intersections of some higher-dimensional
structures with the 2D surfaces. In stratified flows, curves obtained by ver-
tically stacking instantaneous locations of the 2D hyperbolic trajectories,
identified in each of the horizontal slices, are an approximation to so-called
normally hyperbolic invariant curves [12]. Very little is known about the im-
pact that such structures and associated manifolds have on 3D Lagrangian
transport. See, however, [13] for a start on this important problem.
Answers to such basic questions as to the vertical extent of these special
curves and whether inflow or outflow at one level of an ocean eddy is com-
pensated or reinforced by flow at other levels are unknown. These questions
are directly addressed for the first time here.
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This report is organized as follows. The next section reviews Eckart’s
analysis discussed in [1]. Section 3 provides a brief tutorial that relates
concepts from dynamical systems theory to continuum mechanics and to
Eckart’s analysis. This section is aimed at those who are interested in chaotic
advection processes in fluids, but who may not be conversant with recent
developments in geophysical fluid dynamics. In section 4 we apply the con-
cepts outlined in §3 to data from a large anticyclonic eddy in the Gulf of
Mexico. We identify lobes at the edge of the eddy that remain coherent
deep into the water column and are responsible for the exchange of fluid
between the eddy and its surroundings. The lobes are closed material re-
gions delineated by intersecting segments of stable and unstable manifolds
of hyperbolic trajectories (cf. §3). Their role in mediating transport via the
so-called turnstile mechanism has been long recognized in dynamical sys-
tems theory (e.g., [14, 15, 16, 17, 18, 19, 20]). Applications of these ideas
to fluid flows, mostly to relatively simple 2D time-dependent kinematic or
numerical models, date back to the beginning of studies of chaotic advection
([21, 22, 23, 24, 25, 26, 5]). Applications to realistic ocean data, as consid-
ered here, are rare and the few published examples (see [27, 28, 11, 29])) were
restricted to individual levels near the surface. Our analysis documents for
the first time that lobes may exist from the surface down to at least 200m,
the bottom of the eddy. Ramifications of this finding are discussed in the
last section.
2. Eckart’s Model for Stirring
The starting point of Eckart’s [1] analysis is the classic advection-diffusion
equation for a scalar C which can be written in Cartesian coordinates as
∂C
∂t
+ vj
∂C
∂xj
= κ
∂2C
∂xj∂xj
. (1)
As usual, the vj are the three components of the fluid velocity while κ is the
molecular diffusivity (assumed constant). The evolution of the gradient of
the concentration, Gi = ∂C/∂xi, is governed by
∂
∂t
Gi + vj
∂Gi
∂xj
+
∂vj
∂xi
Gj = κ
∂2
∂xj∂xj
Gi . (2)
Finally, multiplying (2) by Gi and collecting like terms leads to(
∂
∂t
+ vj
∂
∂xj
− κ ∂
2
∂xj∂xj
)
G2 +
(
∂vj
∂xi
)
GiGj = −κ∂Gi
∂xj
∂Gi
∂xj
, (3)
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where G2 = GiGi/2. It will be useful later to express (3) as
d
dt
G2 +
(
∂vj
∂xi
)
GiGj = κ
(
∂2G2
∂ x2i
− ∂Gi
∂xj
∂Gi
∂xj
)
, (4)
where d/dt ≡ ∂/∂t + vi ∂/∂xi is the material derivative. Eckart [1] dealt
mostly with the volume average of (3) or (4); however the analysis presented
here will be local, so this step is irrelevant. Either way, (3) or (4), or their
averages, provide considerable insight into the concept of Eckart’s ‘three
regimes’.
The initial stage, according to Eckart, is characterized by an approxi-
mate balance between the local rate of change and advection of G2, i.e. the
dominant balance between the first two terms on the LHS of (3) or the first
term of (4), with the remaining terms negligible. In this model the large
scale and vortical motions gently distort the initial tracer distribution. The
term, (∂vj/∂xi)GiGj, comes into play during the second phase of Eckart’s
analysis. Following Eckart, this stage is referred to as “stirring” in anal-
ogy to the stirring of cream in a cup of coffee. Eckart noted that since
(∂vj/∂xi)GiGj = 2d ijGiGj, where d ij is the symmetric deformation rate
tensor, the vorticity plays a secondary role in this stage even if the flow is
dominated by eddying motions.
Below we argue that the dynamics associated with this term is largely
responsible for the intricate swirls and squirts commonly seen in coffee cups
and satellite images of clouds and thermal patterns on the ocean surface.
We emphasize this applies to the stirring phase in flows where κ . ν (ν
fluid viscosity). This implies that the time scale for the large-scale advective
transport is much less than the time needed to reach the diffusive limit from
the initial large-scale tracer distribution. In this regime the tracer is spread
over much of the flow domain yet it remains unmixed at small scales as
discussed in [30]. The final stage in the Eckart’s scenario is dominated by
the two molecular diffusivity terms (i.e. those proportional to κ) in (3)
or (4). The strong concentration gradients along highly convoluted fronts
enhance molecular diffusion, and so in the final stage they produce a pleasant
homogeneous mixture of coffee and cream.
Of course in fully turbulent 3D flows where velocity gradients increase
with decreasing scale, the largest contribution to stretching is at small scales
(e.g. [30]). Consequently, the time scale for molecular mixing within a 3D
turbulent region is the same order of magnitude as the time scale for transport
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across that region. In this case the evolution of a patch of tracer is dominated
by small scale mixing and Eckart’s ‘second phase’ is not well pronounced.
An interesting observation regarding the role of concentration gradients
in Eckart’s final stage can be made by transforming the advection-diffusion
equation (1) into a tracer-based coordinate system so that one of the coor-
dinates enumerates level sets of the tracer concentration (e.g. [31]). Such a
transformation incorporates the reversible effects of pure advection within the
coordinate system itself and leads to a pure-diffusion equation with an ‘effec-
tive diffusivity’, which quantifies the irreversible processes of advection and
diffusion acting together on sufficiently small scales. The effective diffusivity
coefficient is a function of G2 and is usually minimal in the neighbourhood
of Lagrangian transport barriers. We will return to this point at the end of
§3.4.
3. Stirring and Dynamical Systems Theory
3.1. Background
Eckart’s analysis is an Eulerian description of tracer dynamics in an un-
derlying flow field. It is based on the advection-diffusion equation governing
the evolution of the tracer concentration field. Applications based on numeri-
cal solutions of the governing equations generally rely on parameterizations of
a diffusion coefficient tensor to account for unresolved, small scale advective
processes. However, it seems more natural to think of the phenomenology
of eddies, filaments, and the associated mass transport from a material or
Lagrangian perspective. The framework for the Lagrangian description of
fluid flows and tracer dynamics stems from dynamical systems theory.
In this regard one can start by formulating the Navier-Stokes equations
as an infinite-dimensional dynamical system and analyze its properties in
an abstract space spanned by coefficients of an appropriate functional ex-
pansion. In Lagrangian transport considerations, however, the emphasis is
on a low dimensional velocity field in a physical space, which already sat-
isfies the Navier-Stokes equations. In this framework one can consider the
so called fluid particle trajectories which satisfy a two or three-dimensional
non-autonomous dynamical system induced by the velocity field. Tracer tra-
jectories coincide with the fluid particle trajectories only when the tracer
diffusivity is identically zero. Otherwise, the advection-diffusion equation
cannot be formally reduced to a hyperbolic equation whose characteristics
are the fluid particle trajectories. The fundamental differences between these
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approaches were first thoroughly studied by Truesdell ([32]). An assessment
of the two approaches and the crucial role of initial conditions is overdue,
but outside the scope of this study.
Stirring of a tracer, with which we are concerned here, refers to a pro-
cess of advective redistribution of a nondiffusive tracer by an underlying
velocity field. An important diagnostic in this approach is the separation
of neighboring trajectories in phase space as quantified by Lyapunov expo-
nents, LE. For an n-dimensional autonomous dynamical system a trajectory
has n Lyapunov exponents. The one associated with a direction tangent to
the trajectory is always zero with n−1 Lyapunov exponents are associated
with the remaining directions. The LE measure the growth of infinitesimal
perturbations in these directions, i.e. growth rates of the linearized dynamics
about the trajectory (see [33, 34, 35] for more details). Of particular interest
is the maximum LE since the existence of a single positive LE indicates that
the trajectory is unstable. By this we mean that infinitesimal uncertainties in
the initial conditions of a trajectory, including numeric truncation, will grow
exponentially and ultimately dominate the solution if there is a positive LE.
Of course, the assumption of zero diffusivity which is inherent in the
concept of stirring is unrealistic in most real-life applications. However, there
exist a range of situations where stirring represents a good approximation of
dominant transport processes, at least at certain stages of evolution and
at appropriate spatial scales. Eckart’s coffe cup example, as well as many
laminar and quasi-turbulent geophysical flows fall into this category (e.g.
[5]).
3.2. Stirring and Lagrangian structures in finite-time flows
Despite compelling similarities between stirring cream in a coffee cup
and mesoscale tracer structures observed in oceanic flows, the application of
the ‘coffee cup paradigm’ to geophysical fluid dynamics faces two conceptual
obstacles. The obvious difference is that, in contrast to the ocean and atmo-
sphere, the coffee cup dynamics is not influenced by the Coriolis force. The
more subtle and fundamental issue is that the original concept of LE is based
on infinite-time flow asymptotics. This, of course, is impossible to achieve in
the Eckart-type geophysical fluid problem. Instead, a number of finite mea-
sures of trajectory separation are used. They all employ a Lyapunov-type
formulation but are restricted to finite time intervals and, consequently, are
easy to compute for any given flow.
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Finite-time Lyapunov exponents (FTLE) are obtained by computing the
rate of separation of trajectories with perturbed initial conditions, but the
computation is restricted to a finite time interval. Of course, such a sepa-
ration measure is sensitive to the length of the time interval over which the
FTLE’s are calculated. Nevertheless, with appropriate caution the FTLE’s
often provide a useful diagnostics.
There are two classes of FTLE fields for 2D flows. Forward FTLE fields
are obtained at each time instant tn within a time interval I by computing
the FTLE’s for trajectories starting at every model grid point in forward
time over time interval of length T . The grid points are then color coded
according the the magnitude of the largest FTLE. Backward FTLE fields
are computed by reversing the direction of time. Note here that for any
tn ∈ I it is possible to compute an FTLE field for any T such that tn+T∈I.
Clearly this produces a non-unique FTLE field at any tn. Branicki and
Wiggins [36] provide an extensive discussion of these issues.
It is not obvious what T should be used in applications, especially since
the resulting FTLE can vary significantly even for modest variations of T .
Despite these limitations, ridges in forward FTLE fields (i.e. maximizing
curves of the scalar field) often indicate regions characterized by strong
stretching in the direction normal to the ridge, and contraction along the
tangent to the ridge 1. Conversely, ridges in the backward FTLE fields are
usually hallmarks of Lagrangian flow structures characterized by contraction
in the direction normal to the ridge, and stretching along the tangent to the
ridge. The ridges in the forward FTLE maps are referred to as repelling
Lagrangian Coherent Structures (LCS) [38, 37] and ridges in the backward
FTLE maps are referred to as attracting LCS.
The LCS describe regions of very high stretching/contraction. Conse-
quently, they are not general flow-invariant (hereafter material) manifolds,
although they may be useful surrogates in certain regions of the flow as noted
by [39]. Moreover, [36] show that FTLE ridges are leaky, particularly in flows
undergoing rapid transitions, and that their utility is often sensitive to the
time interval over which they are calculated. Nevertheless, segments near
1As noted in [37] lines of high shear also produce strong ridges in the FTLE fields.
However, such high shear structures are not associated with the stretching/contraction
dichotomy.
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intersections of strong ridges of forward and backward FTLE fields usually
closely approximate material manifolds. We exploit this property in §4.
Dynamical systems theory provides a paradigm for identifying certain
distinguished trajectories that are important in diagnosing Lagrangian trans-
port. A characteristic of these special trajectories is that they must lie on an
intersection of two material manifolds. One manifold contains particles mov-
ing away from the distinguished trajectory, initially at an exponential rate,
while the other manifold contains approaching particles. In contrast to the
ridges of the FTLE fields, such manifolds are a priori barriers to transport
since they are computed as curves composed of fluid particles.
In steady, two-dimensional flows these manifolds are easy to identify. Sup-
pose, for example, the velocity field in a neighborhood of a stagnation point
(i.e. a point x0 such that v(x0) = 0) is given by v1 = λx, v2 = −λy. Tra-
jectories produced by this flow that start on the x, y axes remain confined
to these axes. Those starting on the x axis are repelled exponentially from
the origin just as those that start on the y axis are attracted exponentially
towards the origin. In dynamical systems terminology the x and y axes are
examples of, respectively, unstable and stable manifolds of the saddle-point
(x, y) = (0, 0) that separate particles by their fates. Particles in the right
and left half-planes are repelled from the ordinate while those in the upper
and lower half planes are attracted towards the abscissa; no trajectory can
cross the x and y axes.
Explicit time dependence in the flow provides a bit of complication. Ide
et al [40] and Kirwan [41] give a number of simple examples illustrating this
problem. In the time-dependent setting the paths of instantaneous stagnation
points (ISPs) given by curves xisp(t) such that v(xisp(t), t) = 0, do not nec-
essarily correspond to particle trajectories. As a consequence, paths of ISPs
are not material objects and they cannot be used in Lagrangian transport
considerations. The ‘true’ analogues of the saddle stagnation points in time-
dependent flows are hyperbolic trajectories (see [42, 40]). This analogy is
due to the fact that hyperbolic trajectories, just as saddle stagnation points,
lie on intersections of stable and unstable manifolds. However, the geometry
of the manifolds associated with hyperbolic trajectories is time-dependent.
For example, in 2D time-dependent flows the instantaneous geometry of sta-
ble and unstable manifolds is given by two material curves that intersect
at a moving hyperbolic trajectory. Moreover, in contrast to the steady 2D
case, these manifolds can intersect along a multitude (possibly a countable
infinity) of hyperbolic trajectories. See figure 1).
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It turns out, however, that not all of these hyperbolic trajectories are
equally important. The so-called Distinguished Hyperbolic Trajectories (DHTs)
play a role of organizing centers in the flow and their stable and unstable
manifolds form dominant tangles (i.e. the heteroclinic or homoclinic tangles)
serving as a template for the Lagrangian transport. For slowly changing ve-
locity fields Haller and Poje [43] showed that one can locate paths of ISPs
in the neighborhood of distinguished hyperbolic trajectories. This is useful
since stagnation points are easy to determine in flow fields, whereas there is
no simple diagnostic for the location of the hyperbolic trajectory. However,
it is noted that the linearization of the instantaneous velocity field in the
neighborhood of a DHT generally does not yield a saddle-like flow structure
(see [40] for examples).
Despite the existence of algorithms for computing DHTs in aperiodically
time-dependent flows, see [40, 44], their utility to diagnose local scale pro-
cesses is limited. The limitations arise mainly from difficulties in identifying
the most important (or distinguished) hyperbolic trajectories. See [36] for
more details. Consequently, there are a variety of ad hoc, and usually la-
bor intensive, methods to identify the stable and unstable manifolds in time
dependent flows. See [25] for additional discussion and references.
3.3. Lagrangian eddies and their lobes
In order to delineate eddies, squirts, and filaments, it is necessary to
determine their appropriate boundaries. The key issue is what constitutes
appropriate? Eulerian definitions of these structures usually are based on
isocontours of appropriate scalar fields such as tracer concentration or tem-
perature or sea surface height. Of course, these contours generally are not
material objects and it is questionable to infer mass or heat transport based
on their deformation. Identification of the desired material eddy boundary
also poses a challenging task. After all, one may construct an universe of
material manifolds in any flow by following an evolution of simple material
segments. Note also that if an eddy boundary is given by a closed material
loop, transport across such a boundary is impossible by definition. Although,
such a choice of an eddy boundary might seem attractive at first, a material
eddy boundary would quickly become greatly deformed and spread, rendering
the notion of a localized eddy ambiguous. The construct used here repre-
sents an attempt to reconcile the requirement for a material boundary with
a possibility of mass exchange between a localized eddy and its environment.
It was first proposed by [29] but the general concept (related to the so-called
10
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Figure 1: A sketch illustrating 2D instantaneous geometry, at two different times t1 and t2,
of a time-dependent Lagrangian eddy and its turnstile lobes (top row; color-shaded) which
mediate transport in and out of the eddy. The eddy is delineated by intersecting segments
of time-dependent stable (solid) and unstable (dashed) manifolds of two Distinguished
Hyperbolic Trajectories. Note that if the boundary intersection points (filled red squares)
are chosen such that at2 = γ(t2, at1), bt2 = γ(t2, bt1) (bottom row), the eddy boundary re-
mains a material contour throughout the evolution which inhibits any transport.
(
γ(t,x0)
denotes a (fluid particle trajectory such that γ(t0,x0)) = x0.
)
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resonance zones) originates from the work on transport in 2D area-preserving
maps (e.g. [15, 45]) and 3D volume-preserving flows [46, 47].
Here a Lagrangian eddy is defined as a closed region bounded by inter-
secting material (stable and unstable) manifolds emanating from two DHT’s
(see figure 1). Perhaps the least intuitive aspect of this construct is that the
interior of a Lagrangian eddy is not coherently defined throughout its evolu-
tion, since the intersections between pairs of manifolds closing the boundary
are not fixed, i.e. they are not flow-invariant as explained below. This prop-
erty is, in fact, crucial in facilitating transport in and out of the eddy (see
[42] for more details). Figure 1 is a cartoon of eddy geometry sketched at
two different times. The instantaneous geometry of entangled stable and
unstable manifolds of the two DHT’s is represented by the black curves.
Every point making up these manifolds at t = t1, t2 corresponds to a dis-
tinct trajectory at the respective time. Note that a point of intersection
between any two material manifolds remains on an intersection throughout
the evolution (i.e. every such an intersection is a trajectory). Thus, closed
regions bounded by the intersecting segments of the manifolds in figure 1
form material lobes (color-coded areas in figure 1) whose evolution provides
the main mechanism for mediating eddy-induced Lagrangian transport via
the turnstile mechanism as described, for example, by [42]. The choice of the
boundary intersection points (bips) determine the eddy interior (figure 1, two
bottom rows). Since the respective manifolds intersect multiple times, this
choice is clearly non-unique.
Here we chose the bips a(t1,2) and b(t1,2) so that a two-lobe turnstile
(purple-magenta) ‘flips’ between the eddy interior and exterior at some time
within the interval [t1, t2]. A similar procedure is used to visualize turnstile
transport in §4. The exact identification of the eddy interior is largely irrele-
vant for our purposes2 since the underlying topological constraints associated
with the evolution of turnstile lobes in such a heteroclinic tangle imply that
the turnstile flip must occur as it approaches a DHT along the respective sta-
ble manifold (see [16, 42]). Note finally that requiring the two bips to be flow
invariant (i.e. fixed to two trajectories γa and γb so that a(t) = γa(t, at1),
b(t) = γb(t, bt1)), as illustrated in the bottom row of figure 1, is equivalent to
creating a material loop and prohibiting transport across such a boundary.
2We note that there exist coherent criteria for determination of bips; see for example
[48, 42].
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We readily acknowledge that a Lagrangian construct cannot always be
associated with every eddy-like structure observed in the Eulerian frame.
Nevertheless the notion of a material eddy boundary defined above can yield
crucial insight into how eddy type flow structures can maintain some coher-
ence while exchanging fluid with their environment.
A number of authors (e.g. [49, 50, 5]) have used the lobe dynamics ap-
proach to study basin scale transport in simple dynamic models. Detection
of lobes in synoptic data sets and realistic ocean models has not been as
successful. The only published examples we are aware of are [11] and [28]
(see also [29] for more details).
3.4. Finite-time Lapunov Exponents and Eckart’s analysis
What then is the connection of FTLE framework to Eckart’s analysis?
Recall he established that the crucial diagnostic in the intermediate stage
was based on the fluid deformation rate. On the other hand the separation
of neighboring fluid parcels in a flow is characterized by the right Cauchy-
Green deformation tensor, ∆. The properties of this tensor relevant here
can be derived as follows: Given a fluid parcel trajectory γ(t,x, t0) passing
through x and a small perturbation, δx,t0 , at time t = t0, the separation
distance at time t = t0 + T is given by (e.g. [39])
||δx,t0(T )|| =
√
〈δx,t0 ,∆T,t0(x)δx,t0〉, (5)
where 〈·, ·〉 denotes the canonical scalar product and δx,t0(t0) ≡ δx,t0 . The
Cauchy-Green tensor can be expressed in terms of a flow-induced map, Φt0+Tt0 ,
as
∆T,t0(x) =
(
∂xΦ
t0+T
t0 (x)
)†
∂xΦ
t0+T
t0 (x), (6)
where † denotes the matrix transpose, Φt0+Tt0 (x) = γ(T,x, t0), and ∂xΦt0+Tt0 (x)
denotes the Jacobian of Φt0+Tt0 evaluated at x. Since ∆ is symmetric and pos-
itive definite, its eigenvalues are real and its eigen-directions, corresponding
to the maximum and the minimum stretching, are orthogonal. The largest
forward and backward FTLE for a fluid parcel trajectory γ(t,x, t0) are then
expressed as
f t0±Tt0 (x) =
ln
[
λ (+−)(t0,x)
]
2T
, (7)
where λ(+−) is the largest eigenvalue of the (time-forward/backward) Cauchy-
Green tensor, indicating the direction of maximum stretch in a frame moving
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with the trajectory γ in the extended phase space, spanned by the spatial
directions and time. The largest LE is simply the limit of (7) as T →∞.
Recall now that the rate of change following the flow of the square of the
separation distance, ||δx,t0(t)||, between two neighboring fluid parcel trajec-
tories is given by
d
dt
||δx,t0(t)||2 = 〈δx,t0(t), Dˆ(t,x)δx,t0(t)〉, (8)
where Dˆ is the deformation rate tensor (see, for example, [51, 38]) with
components
dij(t,x) =
1
2
(
∂vi(t, s)
∂sj
+
∂vj(t, s)
∂si
) ∣∣∣∣
s=γ(t,x,t0)
. (9)
Equation (8) provides an alternative expression for the separation distance
(cf. (5)) in the form
||δx,t0(T )||2 =
∫ t0+T
t0
〈δx,t0(τ), Dˆ(τ,x)δx,t0(τ)〉dτ + ||δ0||2. (10)
Consider now the evolution of the passive tracer during the second stage
in Eckart’s analysis. As discussed in §2, this is characterized by an approx-
imate balance between the first two terms in (4). Thus, upon neglecting
the diffusive terms in (4), and noting that (∂vi/∂xj)GiGj = 2dijGiGj, the
approximate balance can be written as
dG2
dt
= −2〈G, DˆG〉. (11)
Clearly, the forward-time evolution of (8) is the same as the backward-time
evolution of (11). We stress here that the similarity between (8) and (11)
holds only during the second phase of the three-regime partition of flow
evolution discussed in §2. This analogy breaks down when molecular diffusion
rivals the advective transport.
What are the implications on the tracer dynamics in the neighborhood of
a ridge in the backward FTLE field? Recall that such ridges usually indicate
strong separation over a time interval −T of fluid parcel trajectories in the
direction normal to the ridge and a convergence along the tangent to the
ridge. Equations (8) and (11) indicate that concentration gradients tend to
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be quickly amplified in forward time along the normals to the ridges of ft0−Tt0 .
In this configuration the stretching (and folding) occurs along the FTLE
ridges, which are aligned with closely spaced isolines of tracer concentration.
It is important to note here that since the FTLE ridges are based on
finite-time diagnostics, the degree of such an alignment is affected by transi-
tions in the flow and the time window chosen for the FTLE computations.
Nevertheless, this geometry greatly increases the contact area between the
tracer and ambient fluid, thus ultimately promoting molecular diffusion. The
similarity of this scenario with the transition between the second and third
phases of Eckart’s paradigm is noteworthy.
3.5. Lagrangian structures in three-dimensional finite-time flows
What about three-dimensional flows? Recently, techniques were devel-
oped to identify stable and unstable manifolds of hyperbolic trajectories [52]
and the ridges of the FTLE fields [53] in 3D time-dependent flows. However,
the Lagrangian transport analysis via the lobe dynamics in 3D aperiodically
time-dependent flows is currently at a nascent stage of development. More-
over, as operational forecasting models of ocean circulation currently do not
calculate vertical velocities as a primitive variable, the use of these techniques
is limited.
Here we choose an approach that is based on quasi-2D analysis in hori-
zontal layers that are vertically stacked in the 3D velocity field. Obviously
this approach is fully justified when the vertical velocity is zero. Even if this
is not strictly true, there are two distinct cases where the quasi-2D analysis
in stratified oceanic flows is justified. It was shown in [29] that the 2D La-
grangian analysis of a 3D flow can be extended to a layer whose thickness H
is chosen such that the ratio, say , between an average vertical shear of the
horizontal velocity components to the average horizontal velocities within
the layer is small (i.e. H 1). If such a configuration is identified, one can
construct approximate transport barriers by vertically extending the invari-
ant manifolds computed in the 2D slice to the whole layer. While the tracer
trajectories can move in the vertical within such material surfaces (or even
leave the layer), the overall ‘wall-like’ geometry remains coherent, allowing
for approximate transport analysis within the layer.
There also are theoretical arguments that support another type of quasi-
2D analysis, which can be justified when vertical velocities are small relative
to the horizontal velocity scales. Mezic & Wiggins [13] discuss the conse-
quences of perturbing a stratified horizontal velocity field with a weak vertical
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component. They show that in such cases the curves traced by instantaneous
locations of hyperbolic trajectories identified in each of the horizontal layers
can persist in the perturbed flow and give rise to normally hyperbolic invari-
ant curves (NHC). In 3D, time-dependent, incompressible flows the NHC
have stable and unstable manifolds that, at any fixed time, are given by two
surfaces intersecting at the NHC. The analysis in a fixed horizontal layer
therefore provides information on the geometry of the cross-section of such
manifolds with the given layer. Can such hyperbolic curves exist in geophys-
ical scale flows such as the Gulf of Mexico? Do they play a role in shaping
the 3D structure of the large vortex rings commonly observed in such flows?
These questions are explored in the analysis below.
4. Application to Juggernaut
We now illustrate how Lagrangian techniques can aid in the analysis of
advective transport in realistic ocean data with an example drawn from the
Gulf of Mexico. The circulation of the near surface in the Gulf is known to be
dominated by large anticyclonic (counterclockwise rotating) eddies or rings,
[54]. These rings are among the largest eddies in the world ocean. Diameters
of the order of 300 km (based on the Eulerian metrics) and swirl velocities
greater than two meters per second have been reported, [55, 56]. The rings
are pinched off from the Loop Current, a part of the North Atlantic western
boundary current system, at irregular intervals and migrate westward.
The ultimate fate of these rings is a subject of an ongoing dispute. Non-
data assimilating circulation models [57], [58], [59] show rings migrating clear
across the Gulf and slowly decaying along the western continental slope (com-
monly referred to in this context as the ‘eddy graveyard’). Typical ring life-
times in these models are of the order of one year. However, Kantha [59]
noted that when these models are run with data assimilation, the surface
signature of these rings is lost in midgulf. Typical lifetimes are of the or-
der of a few months. Lipphardt et al [60] studied three of the 12 named
rings in [59] using a variety of dynamical-systems-based Lagrangian meth-
ods. They linked the abrupt disappearance of the ring signatures at 50m
to the emergence of stable and unstable manifolds emanating from nearby
hyperbolic regions. Although these regions were not explicitly analyzed for
such structures, they most likely contained distinguished hyperbolic trajecto-
ries. Curiously, the filaments developed from this process strongly resembled
that of cream in coffee during Eckart’s stirring phase.
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Our analysis uses hindcasts made from the Colorado University Prince-
ton Ocean Model, CUPOM, the same data source used by [60] and earlier
by [61] in a study of the predictability of the ocean. This model is a three-
dimensional, primitive equation, 24 sigma level curvilinear grid version of
the Princeton Ocean Model [62], [63] with a mixed layer two equation second
moment closure of turbulent mixing [64], [65]. The model incorporates free
surface dynamics through a split mode technique, and a horizontal diffusion
that follows the Smagorinsky [66] scheme. The horizontal grid is a staggered
Arakawa C grid with one-twelfth degree resolution. The vertical grid is ter-
rain following with bottom topography specified from ETOP05. The model
calculates the 2D velocity in the sigma layers along with the temperature and
salinity fields. These coordinates are commonly used in general circulation
models because they follow the ocean bottom terrain, consequently simpli-
fying bottom boundary conditions. Thus they are preferable to potential
density or spherical coordinates, which intersect sloping bottoms. However,
to conform with data on ocean eddies we transform model output into a
latitude, longitude, z system. Moreover, the differences between z and ρ
coordinates tend to be small in the ocean interior.
As with most data assimilating forecast models the vertical velocity,
i.e. the velocity normal to the sigma surfaces, is not a primary variable
in CUPOM. This field can be inferred from the continuity equation, however
that calculation introduces additional numerical errors. Moreover, vertical
velocities inferred from the continuity equation are typically several orders of
magnitude smaller than the horizontal velocities. We have calculated these
fields in other applications and found them quite ‘noisy’ and unreliable for
the analysis used here.
CUPOM is well validated with independent Eulerian data, see [65]. Un-
like many data assimilating models it has also been tested against indepen-
dent Lagrangian [67] and ocean color [68] data in the eastern Gulf. Because
CUPOM is exercised with full data assimilation and has been so well vali-
dated in this region, we regard it as an interpolation engine that produces
dynamically consistent maps of ocean currents from observations.
The size and relatively large velocities associated with the Loop Current
Rings pose threats to offshore oil operations. Consequently the Minerals
Management Service and the offshore oil industry formed the Climate and
Simulation of Eddies and the Eddy Joint Industry Project (CASE/EJIP)
consortium that monitors the formation and migration of the Loop Current
Rings in the Gulf of Mexico. This consortium assigns names to individual
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Figure 2: Comparison of the FTLE fields (cf. §3.2) on 3 December 1999 (T = 12 days)
and the instantaneous geometry of unstable manifolds (top row) and stable manifolds
of the two DHTs associated with the Juggernaut eddy. The intersections (not shown)
of strong ridges in the forward and the backward FTLE maps help to identify the two
DHTs. The computed manifolds overlap with the FTLE ridges sufficiently close to the
DHTs but thread together several strong FTLE ridges at larger distances from the DHTs.
The strong current regime in the southeast corner of the figure is the Loop Current.
Figure 3: Backward FTLE fields computed in the Gulf of Mexico on December 3rd, 1999 at
three different depths: 250m, 400m and 600m (integration time used in the computations
T = 10 days. Note that the ridge structure characteristic of the eddy disappears at 600m.
At depths greater than 250m, computations of intersecting stable and unstable manifolds,
delineating the Lagrangian eddy, were inconclusive.
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rings. The focus here is on Juggernaut. According to Kantha et al. [59] this
ring was pinched off from the Loop Current on 8 October 1999. There is,
however, some uncertainty in its disappearance. Using CUPOM, Kantha et
al. [59] tracked the Juggernaut until 11 April 2000. But, using Lagrangian
analysis, Lipphardt et al. [60] were only able to track it till 6 March 2000.
The fate of this ring is not material to our analysis, which focuses on the
period 3 -13 December 1999. During this period Juggernaut was about 100
km west of Florida.
To gain insight into the Lagrangian structure of Juggernaut during this
period, we first calculated the FTLE (see §3) at eight depths between 50 and
200 meters from the CUPOM velocity field for the region in the eastern Gulf
of Mexico in the vicinity of Juggernaut. The forward and backward FTLEs
showed robust intersections on the eastern and western tips of Juggernaut
at all levels until about 250 meters. Using these intersections as the initial
guesses for the locations of DHTs in each level, we then calculated stable
and unstable manifolds in the horizontal slices down to 200 meters, using
methods developed in [40, 69], and [44]. While the FTLE fields were quite
helpful in identifying the locations of the DHTs, the ridges of these fields
did not provide sufficiently detailed information about the Lagrangian eddy
geometry to assess transport.
Figure 2 shows a comparison of the backward and forward FTLE fields
on 12 December 1999 and the instantaneous geometry of unstable manifolds
(top row) and stable manifolds of the two DHTs associated with Juggernaut.
The computed manifolds thread together several strong ridges in the respec-
tive FTLE fields. Increasing the integration time interval T produced more
pronounced ridges but it also changed their location and connectivity (cf.
§3.2 and [36]). Regardless of the chosen T , the FTLE fields did not show
the detail seen in the manifold computations. However, as suggested earlier,
this technique proved to be useful in identifying Lagrangian signatures of
Juggernaut.
Figure 3, shows three backward FTLE fields computed at depths greater
than those where a closed eddy area could be delineated by the stable and
unstable manifolds of respective DHTs. Although the eddy silhouette is still
visible between 250 and 400 meters, it rapidly fades at greater depths. We
were unable to identify DHTs whose manifolds delineated a closed eddy at
depths greater than 250 meters. Identification of robust intersections of the
backward and forward ridges of the FTLE fields, also became ambiguous at
these depths.
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Figure 4: A sequence of snapshots showing the instantaneous geometry at 50m of stable
and unstable manifolds of the two DHTs used to delineate the Lagrangian geometry of
Juggernaut. The left column shows the eddy bounded by segments of the stable and
unstable manifolds at three different times. The right column shows the corresponding lobe
structure. The grayscale background indicates a relative magnitude of the instantaneous
velocity field. A 3D instantaneous geometry of this eddy is shown in figure 7.
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Figure 5: A sequence of snapshots showing the instantaneous geometry at 100m of stable
and unstable manifolds of the two DHTs used to delineate the Lagrangian geometry of
Juggernaut. See figure 7 for a 3D snapshot of this eddy.
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Figure 6: A sequence of snapshots showing the instantaneous geometry at 200m of stable
and unstable manifolds of the two DHTs used to delineate the Lagrangian geometry of
Juggernaut. See figure 7 for a 3D snapshot of this eddy.
22
Figure 7: 3D instantaneous Lagrangian geometry of Juggernaut on 3 December, 1999;
(a) side view, (b) top view. This geometry was obtained by computing the 2D manifold
structure at eight depths: 20m, 30m, 50m, 75m, 100m, 125m, 150m and 200m and cubic
interpolation in the vertical (the computational slices are marked on the yellow manifold).
This eddy extends in the water column down to over 200m and stirs surrounding waters
via the turnstile mechanism shown in figures 4-6.
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Figure 4 shows a sequence of snapshots (on 3, 5, and 13 December 1999) of
the instantaneous geometry of the stable and unstable manifolds associated
with the two distinguished hyperbolic trajectories, DHT1 and DHT2, at
50m (the two black dots on the eastern and western edges). The left column
shows the manifolds bounding the eddy. The right column in this figure
shows the corresponding lobes. The lobes, which are suggestive of the finger-
like structures in Eckart’s analysis, are color coded according to the manifold
segment which bounds them in the eddy’s interior. Note that the evolving
lobes are confined at the boundary region of the ring. This is also the region
of the ring front, i.e. the strongest gradients in the density field, which are
directed away from the center of the ring. This geometry is consistent with
the configuration described in section 3 for the maximum distortion of the
concentration field. The sequence shown in this figure shows how fluid is
transported in and out of the eddy vie the turnstile mechanism near the two
DHTs.
The northern lobe (magenta), formed by the intersection of the unstable
manifold of DHT1 and the stable manifold of DHT2 is seen to transport
fluid into the ring during the period 3 - 13 December 1999. Similarly the
southern lobe (blue), formed from the intersections of the stable and unstable
manifolds of DHT1 and DHT2 respectively eject fluid from the ring to the
environment to the west. The highlighted segments of the stable and unstable
manifolds of these two DHTs completely envelope the ring during this period,
thus providing a Lagrangian characterization of its boundary.
Figures 5 and 6 show the same situation at 100m and 200m respectively.
Note that the locations of the DHT1 and DHT2 at these levels are nearly
the same as at 50m and the manifolds also completely enclose the ring.
We note that within the three levels shown in figures 4-6 the area of the
lobe intersections which are entrained into the eddy increases with depth
and the area of the lobe intersections detrained from the eddy decreases with
depth. This suggests that there is net fluid entrainment near the base and net
detrainment in the upper portion of Juggernaut. The methodology described
here offers a way to assess the vertical extent of the entrainment/detrainment
in Juggernaut. We hope to report on this in subsequent papers.
Finally, in figure 7 we show the instantaneous 3D geometry of Juggernaut
reconstructed from the manifold computations at eight different levels: 20m,
30m, 50m, 75m, 100m, 125m, 150m and 200m. Unlike some lens shaped eddy
models it is noted that Juggernaut is only slightly bowl shaped as the area
enclosed by the manifolds at 20m is only slightly larger than that at 200m.
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This figure shows two striking features of Juggernaut. The first is the
instantaneous 3D structure of the lobes formed from the intersection of the
stable and unstable manifolds emanating from DHT1 and DHT2 at different
depths. The instantaneous geometry of these manifolds is given by 2D sur-
faces that extend nearly vertically into the water column to the base of the
eddy. The lobes formed by these manifolds and seen as elongated volumes
were shown in the 2D slices presented in figures 4-6 to entrain fluid into the
eddy along the northern edge and expel fluid along the southern edge.
The other striking feature is the intersection of the stable and unstable
manifolds along the nearly vertical attracting/repelling ”strings” which ex-
tend down into the water column. Recall that in 2D time-dependent fluid
flows hyperbolic trajectories and their stable and unstable manifolds are rep-
resented, respectively, by curves and surfaces in the extended phase space
formed by combining the two spatial dimensions and time. In this repre-
sentation the two surfaces intersect along a curve which is exactly the hy-
perbolic trajectory. However, the situation analysed here corresponds to a
3D stratified flow and the manifold structure shown in figure 7 reveals the
instantaneous geometry of the eddy. Consequently, the manifold intersec-
tions shown there are not trajectories. In fact, these structures are really an
approximation of a NHC, as discussed in §3.5. We find it remarkable that
these curves and the associated manifolds are approximately vertical.
There are two potentially important implications of this calculation. The
first is the need to quantify the net fluid exchange between eddies and their
environments. This will determine the importance of this mechanism on eddy
dynamics and in transport of heat and salinity in the world ocean. If the
turnstile mechanism is important then present views of geophysical turbu-
lence will require considerable modification. Achieving this goal will require
substantial additional analyses and routines. We hope to report on this in
later studies. Second, it raises the question as to what are the dynamics re-
sponsible for this phenomena. Earlier it was observed that the manifolds are
located along at the edge of the eddy, which is usually correlated with density
fronts. As the flow is strong in these regions, nonlinearity can be important.
Thus, the connections of the material geometry shown in this figure with
standard fluid dynamics scaling parameters such as Rossby, internal Froude,
and Richardson numbers needs to be established.
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5. Discussion
We have shown here that a casual observation and subsequent analyses by
Carl Eckart foresaw theoretical developments in geophysical fluid dynamics
decades later. Considering the huge disparity in Reynolds numbers and en-
ergy spectra between the flow in a coffee cup and geophysical scale flows, it is
remarkable that he was able to stare into the former and visualize phenomena
in the latter that were not observed until satellite technology provided images
of thermal patterns on the ocean surface. By applying Lagrangian methods
to velocity fields generated by a data assimilating circulation model we fur-
ther established that the turnstile mechanism, mediating transport between
a large ocean eddy in the Gulf of Mexico and its immediate environment by
finger-like invariant lobes, exists and can be traced down at least to 200m in
the water column.
Of course our results strictly apply to Juggernaut during the analysis
period. However, there is no reason to expect the same process would not
occur through much of to Juggernaut’s lifecycle as well as to other rings.
The critical issue is to identify the DHT’s and associated manifolds from
renderings of the flow field.
The identification of the ephemeral advective transport pathways be-
tween ocean eddies and their environments that are coherent with depth
has a number of potentially important ramifications. First, it has long been
recognized that ocean eddies are responsible for the transport of heat and
salinity from low to high latitudes. However, exactly how the eddies retain,
release and redistribute these properties is not well understood. Currently
operational ocean circulation models parameterize these effects as a diffusive
process with eddy exchange coefficients which, in order to reflect the observed
characteristics, are many orders of magnitude larger than the corresponding
molecular values. However, evidence is accumulating that the eddy-induced
transport requires more elaborate modelling than simply a diffusive process
(e.g. [70, 71, 72, 28, 11, 29]). Instead, the exchange occurs as small, in-
termittent events resulting from interactions between the eddies and their
environments via the turnstile lobes. The organizing centers for these events
are often located in the nether regions between eddies and they extend well
into the water column.
Second, it is important to note that the Lagrangian methods used here
gave a unique material description of Juggernaut. Early theoretical mod-
els of geophysical scale eddies often appealed to bounding surfaces, such as
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potential vorticity, that were approximately conserved. See [73, 74] for com-
prehensive reviews of these studies. However, in many observational studies
of ocean eddies it is common to characterize their boundaries by sea surface
temperatures and/or sea surface height anomalies determined from satellites,
[75], [76]. Of course such Eulerian bounding curves are not material so they
cannot provide insight into fluid exchange between eddies and their envi-
ronments. Hence, in the absence of definitive observations, the theoretical
models reinforced the notion that ocean eddies were exceptionally long lived
and did not exchange much fluid with their environments. In contrast to this,
the picture that emerges from our analysis is that even though Juggernaut
was bounded by a material surface over finite time intervals, it leaks because
of the turnstile mechanism operating on a time dependent interweaving ma-
terial surface.
Third, if the exchange of mass between ocean eddies and their environ-
ments is significant, then present concepts on the life cycle of large ocean
eddies must be modified. The standard paradigm for eddy decay is energy
loss due to viscous spin down [77], Rossby wave radiation [78], or hydrody-
namic instabilities [79]. Our analysis indicates that fluid was both entering
and leaving Juggernaut. If the net flux of fluid is out of the eddy then this
would certainly accelerate its decay.
The analysis and discussion presented here also raise new issues and ques-
tions. Perhaps the most obvious is: how common are the transport pathways
identified for Juggernaut in other large eddies in the world ocean? Only in
the last two decades have geophysical fluid dynamists attempted to delin-
eate these structures. Evidence is still accumulating on the prevalence of
mesoscale eddies in the world oceans and on their overall significance in
transport and exchange in geophysical fluid systems (e.g. [80]).
A second issue is the potential role of vertical velocities in forming the
pathways for Lagrangian transport. As noted earlier, data assimilating ocean
circulation models do not yet calculate velocity as a primitive variable. More-
over, this velocity is not easily measured. This is not perceived to be a serious
shortcoming for Eulerian analyses since the vertical velocity is typically be-
lieved to be several orders of magnitude smaller than the horizontal velocities.
Nevertheless, any effect of its omission on the Lagrangian analyses discussed
here is unknown.
Recall also that, based on the results summarized in figures 4-6, there
seems to be more mass entrained into the eddy in the lower layers than in
the upper layers. If this is a general property of eddies then what are the
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responsible dynamical processes? Nonhydrostatic large eddy simulations and
fully 3D Lagrangian transport analysis should shed considerable light on this
matter.
Finally, we note that Kantha [59] observed that running CUPOM without
data assimilation resulted in generation of model eddies exhibiting distinctly
different behavior. These eddies are long-lived and they usually migrate
across the Gulf of Mexico while retaining strong vortex signatures for many
months. Such a scenario suggests little mass exchange between these model
eddies and their environments which seems to be a long standing charac-
teristic of non-data assimilating ocean circulation models (see, for example,
[57, 58, 81]). In view of this fact it is appropriate to question whether the
phenomena described here and in other recent studies is a peculiar artifact
of the data assimilated in circulation models. This data is almost never in
dynamical balance with the model at the assimilation times. As there are al-
ways data errors, assimilation routines allow for adjustments both of the new
data and model dynamics. For the Gulf of Mexico the most important data
source comes from altimeter data which is assimilated after being processed
in a statistical database. This database acts as a low resolution filter of the
primitive altimeter data, which cannot resolve the local hyperbolic hallmarks
of the advective channels. Thus the enigma: are the reports of material ad-
vective pathways merely an artifact of model adjustments to data that is not
in balance with model dynamics? Or, are data-assimilating models telling us
something about stirring processes that Eckart envisioned over six decades
ago?
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