Abstract. Many studies of randomly packed hyperspheres in multiple dimensions have been performed using Monte Carlo or Molecular Dynamics simulations to probe the behaviour of the systems. The calculations are usually initiated by randomly placing the hyperspheres in a D-dimensional box until some randomly loosely packed density is achieved. Then either a compression algorithm or a particle scaling technique is used to reach higher packing fractions. The interesting aspect in the initial random placing of the hyperspheres is that it is closely related to a test of random number generators that was proposed by Marsaglia, the "parking lot" test. It is this relationship that is investigated in this paper.
Introduction
The study of hard hyperspheres in a variety of dimensions has been an active field for many years in part because in two and three dimensions hyperspheres can represent common materials like simple fluids, or non-interacting granular substances such as gravel, beads or fruit. In these systems, most of the structure is determined by the purely repulsive hard sphere interaction. When extended to dimensions greater than three, hard hyperspheres are used to investigate properties such as geometrical frustration and the geometry of the crystalline state. One very interesting property is the likelihood of randomly placed hyperspheres forming jammed states rather than reorganizing into a crystal. Decades of simulation studies using both Monte Carlo (MC) and Molecular Dynamics (MD) have shown that while two dimensional hard disks readily reorganise into a hexagonally ordered state as the density is increased from a fluid density, this is not true for higher dimensions. Instead, increasing the density of a hard hypersphere fluid system for dimensions greater than two results in a jammed state, i.e., a state in which the density can not be increased. Various suggestions have been made as to why the transition from a fluid state to an ordered, crystalline state is difficult [1] [2] [3] [4] .
To begin a simulation of a hard hypersphere system, an initial configuration of non-overlapping hyperspheres can be obtained by either starting from a crystal state at the chosen density or by randomly placing the hyperspheres in the simulation box. The latter method will only work for low to moderate fluid densities before it becomes too time consuming to find sufficient space where a hypersphere can be placed and not overlap its neighbors. This difficulty has given rise to the development of techniques for achieving higher densities from lower density initial configurations. For example, in their studies of random packing of spheres, Jodrey and Tory [5] used a compression algorithm in which the spheres were pressed together, but not allowed to overlap. A similar techniques was used by Speedy [6] to examine the glass transition in three dimensions, and by Lue, Bishop and Whitlock [7] to study four and five dimensional hypersphere systems. Another method involves a particle scaling algorithm [8] in which the hyperspheres are allowed to increase in size until they touch. Then each hypersphere is moved for a set number of passes (MC) or time steps (MD) to re-equilibrate and loose memory of the scaling. Further rescaling is possible until the maximum jamming density is attained.
Our interest in this paper is in the initial random placement of the hyperspheres in their simulation box. This is a system also studied by Marsaglia in the development of his "parking lot" test [9] to determine how well a sequence of pseudorandom numbers (prns) from a deterministic generator mimics the properties of a truly random sequence. The parking lot test is distributed as part of the Diehard suite of tests of pseudorandom number generators (prng). The suite is freely available on-line [10] and is used by many researchers to decide whether a specific pseudorandom number generator will be adequate for their simulations. In this article, we will use Marsaglia's original version of the parking lot test, our rewriting of the algorithm and our extension of it to multiple dimensions. We investigate the properties of the various versions of the parking lot test with three different types of pseudorandom number generators. We will discuss why Marsaglia choose to analyze the results as he did and relate this to the difficulty of achieving high densities of hypersphere placement by random "parking" alone. Finally, we will discuss whether the choice of pseudorandom number generator for creating the initial configuration for a simulation will likely affect the final results.
Parking lot tests and random packing

Marsaglia's parking lot test
Marsaglia developed the parking lot and related tests to determine the uniformity of placement of hyperspheres in D-dimensional space when the coordinates of the center of the hyperspheres are the result of successive calls to a prng. The "parking problem" is a well-known random packing problem and was given an exact mathematical treatment in one dimension by Rényi [11] . However, the generalization to more than one dimension is less tractable. Marsaglia's test is a straightforward placing of a hyperspherical or hypercubic "car" or particle of a predetermined size in a D-dimensional box without overlapping any of the previously parked particles. Let E c 1 ; E c 2 ; : : : ; E c k be the coordinates of the k non-overlapping, previously parked particles. Then the coordinates of a next possible particle are generated. The position of the new particle is compared with the k other particles to check for overlap. If overlap occurs, the particle is rejected, otherwise it becomes the k C 1 successfully parked particle. After n attempts, there will be k successfully placed particles. Marsaglia [9] was not able to determine the expected distribution of k given n, but was able to show that plots of k vs n gave very different curves for different prngs.
In the Diehard test suite, Marsaglia chose to perform the parking lot test in two dimensions for a specific size box with a specific value for n. Using a square box of side L D 100, n D 12000 particles are attempted to be placed in the box. As long as the newly proposed particle does not overlap any previously placed particle and its center is inside the simulation box, the new particle is accepted. Marsaglia had previously performed a simulation with what he considered to be a very good prng and had found that k should have an average value of 3523 with a standard error of 21.9. He asserted in both the Diehard test suite [10] and a later publication [12] that the distribution of .k 3523/=21:9 should be normal. In both references, the particle is described as a disk of radius 1:0. However, the Diehard Fortran code reveals that a square of side 1:0 was used:
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The line labeled 5 is a test for the overlap of two squares. If disks were being used, the distance between the particles r D p .x.i/ z/ 2 C .y.i/ z/ 2 would need to be less than or equal to one. Does it matter whether one uses disks or squares? An indication of the importance of which geometric object is parked can be obtained by comparing the area occupied by a square of side 1.0 to the area of a disk of diameter 1.0. The ratio of the areas, disk to square, is =4. Therefore, it would be anticipated that more disks could be placed in a box than squares in the same number of tries. Marsaglia may have chosen to use squares for the parking lot test because of the previous work on the packing density of n-dimensional unit hypercubes [13] [14] [15] and his own work on the distribution of distances between random points in rectangles [16] .
Extensions of the parking lot test
In the research reported here, Marsaglia's original parking lot test code was translated from Fortran to C++. This involved some interpretation since the Diehard test suite preprocesses the output from a prng so that all the tests use the same bitstream file as input. That is, the user of the Diehard test suite needs to first create a file of 32-bit integers obtained from the prng to be tested. These are written out in a hexadecimal format. Another code translates the hexadecimal numbers into a binary file which is then used as input for the tests. Preprocessing was also done for the C++ code. Each prng was called according to its specifications to return a number between 0 and 1. These floating point values were translated into 32 or 48 bit integers 1 and written to an output file in binary. The binary file was used as input for all the C++ versions of the parking lot test. As a further test, a C code was written that did not do such preprocessing of the output from a prng. Rather, it used the values between 0 and 1 provided by the prng to place squares in the simulation box.
Employing the same preprocessed file as in the parking squares test, a parking of disks was coded. Using the same specifications as in the original test, a simulation box with sides L D 100 and n D 12000 attempts, disks with diameter 1:0 were placed. A prng was used to obtain the random coordinates of the center of mass of a new disk to be put in the box. If it did not overlap any previously placed disk and if its center was within the simulation box, the new disk was accepted. Otherwise, it was rejected. As anticipated, the number of disks that could be placed was larger than the number of squares in the same size simulation box. The fraction of space occupied by the disks is significantly less than that of a completely packed or jammed state. Of course, through a rejection process alone, the jammed state can not be reached [17] .
The generalization to three and four dimensions was straightforward. In each case, hyperspheres for the chosen dimension were placed in simulation boxes such that no overlap between hyperspheres was allowed. The size of the simulation boxes and the number of attempts to place hyperspheres needed to be specified. It was decided to keep similar volumes in the multidimensional spaces and attempt to place the same number of hyperspheres as in the two dimensional case, n D 12000. In three dimensions, the size of the cubic simulation box was chosen to be L D 22:0 which yields a volume of 10648.0. In four dimensions, the hypercubic box had a side of L D 10:0. As the dimension increased with similar internal hypervolumes for the simulation box, the number of hyperspheres that could be placed in 12000 tries decreased.
Pseudorandom number generators
In investigating and extending the parking lot test three pseudorandom number generators were utilized. The first was a multiplicative congruential generator, called rannyu, that was developed in the 1960s to run on the CDC 6600 which had 48 bit integers:
where M was chosen to have good spectral properties [19] . Since this generator does not have an additive constant, its period (length of the sequence before numbers begin to repeat) is less than the maximum of 2 48 1. It has been extensively tested by empirical tests and its shortcomings are well known [20] . For example, upon applying the Diehard tests, rannyu fails the Overlapping-PairsSparse-Occupancy, the Overlapping-Quadruples-Sparse-Occupancy and the DNA tests for bits 20-32 of a 32 bit word. A more thorough description is given in Schmidt [18] . An optimized code for the prng was originally written in Fortran, but has since been translated into C, C++ and Java. A C++ version of the code was used here.
The second generator was of a completely different type and is based on the Weyl sequence [21] X n D ¹n˛º (3.2) where the curly brackets ¹º indicate the fractional part of the irrational numberą nd n D 1; 2; : : : . Weyl showed that the numbers produced by this sequence were uniform on .0; 1/. However, it has serious correlations and a generalization called the "Shuffled Nested Weyl Sequence" (SNWS) [22] , given by
is used as a pseudorandom number generator instead. The multiplier M is a large integer and again˛is an irrational number. The SNWS passes all the Diehard tests. In the paper where the SNWS generator was introduced, Holian et al. [22] mention that a poor choice of prng used to initialize a MD trajectory can lead to an unphysical result despite the Lyapunov instability [23] criteria. The Lyapunov instability suggests that the initial state is forgotten after a few collision times. The third prng is the 2003 C++ version of the well-regarded "Mersenne twister" (MT) generator first published in 1998 by Matsumoto and Nishimura [24] . The MT generator is a multiple-recursive matrix method [25, 26] . A random vector sequence is generated over the two element field F 2 D ¹0; 1º by the linear recurrence,
The integer n is the degree of the recurrence, the integer m is 1 Ä m Ä n, w is the machine word size, and 0 Ä r Ä w 1. The I r and I w r are identity matrices of size r and w r, respectively, and A is a w w matrix with elements on F 2 . Each vector is multiplied by a w w invertible matrix T on the right in a process called tempering [27] . This is done to improve the k-distribution properties of the least significant bits of the vector. The specific version of the generator is 623-distributed to 32 bits accuracy and has a period of 2 19937 1. Matsumoto and Nishimura report that the MT generator passed the Diehard suite of tests.
Results
The Diehard testing suite version of the parking lot test was applied to the rannyu and the SNWS prngs (the Mersenne twister prng was tested in [24] .) The results are shown in the first line of as that obtained by the C++ code. 2 The fourth line of Table 1 lists the outcome when disks rather than squares are placed in the simulation box. As expected the number of disks placed, 4088, is greater than the number of squares placed, 3523. The observed ratio being 0:86 which is somewhat larger than =4. In his initial description of the parking lot test [9] , Marsaglia found that shift-register pseudorandom number generators gave very different behaviors than combination prngs when k was plotted as a function of n. In Figure 1 , the behavior of k.n/ for the three prngs considered here is plotted. On the scale displayed, the prngs all seem to show identical behavior. The upper set of curves is the data in two dimensions. Some minor differences are observed for larger values of n as shown in the inset of Figure 1 . The rannyu prng, the long dashes, places the most disks at each value of n. The Mersenne twister prng is the solid line and SNWS generator, the short dashes, successfully places fewer disks for large n. Calculating values for and implies that the asymptotic distribution for placing the disks is a normal distribution. This assertion is examined in Figure 2 where the frequency of the value of k observed in 1000 repetitions of the parking disks test is graphed. For comparison, a normal distribution using the averaged value of k as and its standard error as for the Mersenne twister prng is shown. In Table 2 , as anticipated, the average number of placed hyperspheres in three and four dimensions is less than the average in two dimensions. Though the hypervolumes are numerically similar in all the dimensions considered, the reduced length of a side of the simulation box as the dimension increases, restricts the open Table 2 . Average number of hyperspheres placed in three and four dimensions. space in which to randomly place the hyperspheres. The affect of the side length on placing hyperspheres in three and four dimensions can be ascertained by changing the side of the simulation box in both dimensions to L D 100:0. This change corresponds to reducing the number density to very low values, D 0:012 in three dimensions and D 0:00012 in four dimensions. In both cases 12000 hyperspheres were easily placed. Another interesting aspect of the results in Table 2 is the similarity of the values for all three prngs. This behavior is reinforced by viewing the variation of k with n shown in Figure 1 for three dimensions (middle set of lines) and in four dimensions (lower set of lines). Except for the largest values of n, k.n/ for the three prngs is almost identical. When the range, 11500 Ä n Ä 12000 is examined, the SNWS consistently places less hyperspheres than the MT prng, as was observed in two dimensions. The significance of this small but consistent behavior is not clear since all values in the graphs are within each other's standard error.
The issue of the distribution of the observed values of k is addressed in Figures 3 and 4 . Figure 3 The agreement is very good and helps to convince one that Marsaglia's assertion that the distribution of the average value of k in two dimensions is a normal distribution.
Discussion
Why did Marsaglia choose the specific settings that he did for the parking lot test? Why not choose to test for the well-researched limiting packing fraction for a two dimensional system? The latter is an elusive value that is dependent on the speed of the processor, the memory available and the time that a researcher is willing to wait. In 1979, it was claimed that only packing fractions below 0.5473 could be achieved by purely random placement of disks [17] . Thirty years later, on very much faster processors and a willingness to wait hours to achieve a particular value, still leads to a packing fraction of only 0.5498. After k disks have been added to the simulation box, the residual space available to the next disk is R k . The probability that a proposed next disk finds sufficient space without overlapping is proportional to the area of R k and this decreases steadily with the increasing value of k. This is a geometric restriction and as k increases, the number of tries needed to place the next disk rises at a rate more than exponential. So, the limiting randomly achieved packing fraction, while well-studied, is not a good candidate for a fast, easily implemented test of pseudorandom numbers. It is not clear why in the Diehard test suite the text claims to be placing disks in the parking lot test. As the current experiments show, a choice of disks or squares can be used to implement a rapidly executing test. The principle difference is in the average number of disks placed for a constant number of tries.
The last issue is whether the parking lot test is a good predictor of the usefulness of a particular pseudorandom generator in a particle simulation code. All three of the prngs considered do well on all versions of the test. One would conclude that it doesn't matter which prng is chosen to initially place and move particles in random packing studies. However, it is well known to practitioners [20] that multiplicative congruential generators whose word size is on the order of 2ˇhave significant correlations. For example, in a simulation in 4 dimensions of 4096 hyperspheres using rannyu, the lower order bits of the pseudorandom numbers were almost constant after an even number of moves of the hyperspheres. This behavior is not acceptable and researchers would be better served by choosing another prng. As is often the case with empirical tests, the parking lot test can detect prngs with truly bad behaviors but does not detect more subtle but very important correlations.
