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Block-Based Performance Measures for MIMO
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Abstract—In this paper, we consider an adaptive modulation
system with multiple-input–multiple-output (MIMO) antennas
in conjunction with orthogonal frequency-division multiplexing
(OFDM) operating over frequency-selective Rayleigh fading en-
vironments. In particular, we consider a type of beamforming
with a maximum ratio transmission/maximum ratio combining
(MRT-MRC) transceiver structure. For this system, we derive a
central limit theorem for various block-based performance met-
rics. This motivates an accurate Gaussian approximation to the
system data rate and the number of outages per OFDM block. In
addition to the data rate and outage distributions, we also consider
the subcarrier signal-to-noise ratio (SNR) as a process in the
frequency domain and compute level crossing rates (LCRs) and
average fade bandwidths (AFBs). Hence, we provide fundamental
but novel results for the MIMO OFDM channel. The accuracy of
these results is verified by Monte Carlo simulations, and applica-
tions to performance analysis and system design are discussed.
Index Terms—Adaptive modulation, average fade band-
width (AFB), beamforming, eigenvalues, level crossing rate
(LCR), multiple-input–multiple-output orthogonal frequency-
division multiplexing (MIMO OFDM), Rayleigh fading channels.
I. INTRODUCTION
MULTIPLE-input–multiple-output orthogonal frequency-division multiplexing (MIMO OFDM) systems, involv-
ing clever processing in the spatial and frequency domains, have
been proposed for WiFi, WiMax, and fourth-generation cellular
systems, as well as the IEEE 802.16 standard for wireless
Internet access. In conjunction with this, adaptive modulation
for MIMO OFDM systems has recently been a subject of
intense research for next-generation mobile wireless systems
[1]–[3]. This paper focuses on the statistical analysis of adap-
tive MIMO OFDM beamforming systems, providing important
insight into the system throughput and the outage probability.
In particular, we derive closed-form approximations for the
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cumulative distribution function (cdf) and the exact mean and
variance of the number of bits transmitted per OFDM block
and the number of outages per OFDM block. An OFDM block
is defined as N baseband-modulated symbols appended by a
cyclic prefix. In addition, we analyze the level crossing rate
(LCR) and the average fade bandwidth (AFB) of the subcarrier
SNR across frequency. Results for the LCR and the AFB in
the time domain are common. In this paper, the novelty is in
the analysis of the LCR and the AFB for MIMO eigenmodes
in the frequency domain.
Multiple antennas at the transmitter and the receiver create
a MIMO wireless channel and can be used to provide spatial
diversity to combat fluctuations in signal strength or fading
in wireless channels [1]–[4]. MIMO wireless systems have
been shown to provide a diversity gain that is equal to the
product of the number of transmit antennas and the number
of receive antennas in narrow-band channels. For the case of
the complete knowledge of the channel state information (CSI)
at the transmitter, full diversity can be achieved using transmit
beamforming and receive combining [5]–[7]. Compared with
space–time block codes, beamforming and combining provide
an additional array gain and a low-complexity and flexible
receiver structure. The CSI at the transmitter may be obtained
from the receiver using a feedback control channel. The par-
ticular case of beamforming and combining using a feedback
channel to convey the CSI has been investigated in [8] and [9].
It is well known that OFDM can be used to convert a
broadband MIMO channel into multiple narrow-band MIMO
channels: one for each tone or subcarrier [9], [10]. Then,
beamforming and combining can be independently applied to
each subcarrier. We presume the availability of some minimum
feedback link from the receiver to the transmitter. Furthermore,
we assume that each transmit antenna is allocated a fixed
amount of power and that no power reallocation is performed
across the transmit antennas.
The statistical variation of various metrics across subcarriers
in OFDM is a fundamental problem in OFDM performance,
but one that has received little attention probably due to the
mathematical challenges that are involved. Consider the com-
plexity of a complete description of the statistics of an OFDM
block. Even in the single-input–single-output (SISO) case, this
would require the joint distribution of N correlated Rayleigh
variables, where N represents the number of subcarriers in the
OFDM block. The probability density function (pdf) of a single
Rayleigh variable is trivial, the bivariate density requires a
Bessel function [11], and the trivariate Rayleigh density can be
written as an infinite sum of products of Bessel functions [12].
Clearly, the general form for N subcarriers is completely
0018-9545/$25.00 © 2009 IEEE
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infeasible. The corresponding results for MIMO OFDM are
even more complex. In summary, a complete description of the
statistics of an OFDM block is out of reach; however, there are
still useful results that can be derived to yield some insight into
the behavior of various performance metrics across frequency.
In this paper, we concentrate on the data rate for an OFDM
block and the number of outages per block. The mean results for
such metrics can be attained from a single subcarrier; however,
these results do not yield information about the likelihood of a
block with many outages or low data rates. Such distributional
information requires more complete analysis across frequency.
This characterization of the system across frequency is the
focus of this paper. In addition to considering the data rate
and outage distributions, we also consider the subcarrier SNR
as a process in the frequency domain and compute LCRs and
AFBs. Hence, we provide fundamental but novel results for
the MIMO OFDM channel. Furthermore, our analysis can also
be used as a framework for other studies where the behavior
over frequency is important. For example, similar approaches
in [13] and [14] have led to results on the capacity of MIMO
OFDM systems and the bit error rate (BER) of SISO OFDM
systems.
Applications of this paper can be found in performance
analysis and design. The data rate and outage distributions give
more complete performance results than previously available.
In particular, we are able to investigate the variation in the
data rate and outage numbers and assess the probabilities of
low data rates and high numbers of outages. The LCR and
AFB results give a useful design tool that can be used in the
selection of subbands, space–time–frequency coding schemes,
pilot selection, and other processes that depend on the channel
behavior across frequency.
Based on the new analytic joint cdf and joint complementary
cdf results, we present new approximations to the number of
bits transmitted and the number of outages per OFDM block.
In particular, we present a new closed-form Gaussian approx-
imation, which is shown to be extremely accurate for many
different systems and channel scenarios. These novel Gaussian
approximations can be used as a benchmark for MIMO OFDM
maximum ratio transmission/maximum ratio combining (MRT-
MRC) system performance under fading channels.
The rest of this paper is organized as follows. In Section II,
we outline key assumptions and notations that are used in
the description of MIMO OFDM systems, and we present
some fundamental background and mathematical formulations
for MIMO channels and adaptive modulation system analysis.
The MIMO OFDM system analysis and the derivation of the
relevant cdf’s are presented in Section III. Our LCR and AFB
analysis is presented in Section IV. We verify our analysis using
Monte Carlo simulations in Section V. Finally, we conclude this
paper in Section VI.
II. MIMO OFDM SYSTEM
We assume a familiarity with OFDM and MIMO OFDM
systems [15]–[17]. We consider an adaptive MIMO OFDM
beamforming system transmitting over N subcarriers with NT
antennas at the transmitter and NR antennas at the receiver. The
system transmits data symbol St,k on the kth subcarrier during
the tth discrete time interval, for t ∈ Z and k ∈ {1, 2, . . . , N},
where St,k ∈ R2 is from some 2-D symbol constellation. We
refer to the superposition of all N modulated subcarriers during
the tth time interval as the tth OFDM block. We assume
that each subcarrier occupies a subchannel of bandwidth Δf
(in hertz), such that the total bandwidth is B = NΔf , with
block duration T = 1/Δf . We denote the center frequency of
each subchannel as fk so that fk+1 − fk = Δf . Furthermore,
each subcarrier symbol is transmitted with equal energy Es
such that the total average transmitted energy is EN = N Es.
The analysis that is developed in this paper is across frequency,
and we do not investigate the variation across time. Hence, we
consider an arbitrary time interval, and let St,k be replaced by
Sk, which is the symbol on the kth subcarrier. Similarly, other
variables such as beamforming vectors and channel matrices
will be denoted as functions of frequency k but not of time.
At the transmitter, the kth subcarrier modulates the symbol
Sk using the beamforming vector (or weight vector) bk. We
assume that the sampled impulse response of the channel is
shorter than the cyclic prefix. After removing the cyclic prefix,
the channel for the kth subcarrier after the discrete Fourier
transform can then be described as an NR ×NT complex
channel matrix Hk. Considering a beamforming–combining
system, the output of the combiner at the receiver on the kth
subcarrier can be written as
Rk = z
†
kHkbkSk + z
†
knk (1)
where † represents the conjugate transpose, zk is the combiner
weight vector, Hk is the narrow-band channel transfer function
for subcarrier k, bk is the beamforming vector, and Sk is the
transmitted symbol. The noise vector is denoted by nk with
independent identically distributed (i.i.d.) Gaussian entries that
are distributed according to CN (0, σ2). We also assume that
the power is equally allocated across all of the subcarriers, so
that E[|Sk|2] = Es is a constant, and set ‖bk‖ = 1 to reflect
the power constraint at the transmitter, where ‖ · ‖ denotes
the Euclidean norm. As in [18] and [19], appropriate power
allocation could be considered. In this paper, we focus on the
case where equal power is allocated among all the subcarriers.
Given that the signal model in (1) is identical to that of a
narrow-band system, bk and zk can be chosen to independently
maximize the SNR for each subcarrier using the principles
of beamforming and MRC [5], [8] for narrow-band MIMO
systems. In the MIMO OFDM system under consideration, for
a given beamforming vector bk, the combining vector zk that
maximizes the SNR is given by [8]
zk =
Hkbk
‖Hkbk‖ . (2)
The maximum SNR that can be achieved is given by
Es/σ
2‖Hkbk‖2, as shown in [5] and [8].
The overall maximum SNR is achieved if the beamforming
weight vector is proportional to the eigenvector corresponding
to the maximum eigenvalue λ(k)max of HkH†k. This transmis-
sion scheme is commonly described as MRT-MRC, which
achieves full diversity and the full array gain in Rayleigh fading
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channels. Substituting this eigenvector into (2), the resulting
optimal SNR can be written as
γ(k)max =
Es
σ2
λ(k)max (3)
where Es/σ2 denotes the average SNR per branch, and (1) can
be replaced by
Rk =
√
λ
(k)
maxSk + n˜ (4)
where n˜ ∼ CN (0, σ2) is a complex Gaussian noise term that is
independent of λ(k)max. This simple formulation of the received
signal is a necessary result for the forthcoming modulation
switching threshold calculation. From (3), we see that the
subcarrier SNR γ(k)max is proportional to λ(k)max. Hence, the adap-
tive system can select the modulation scheme based on the
maximum eigenvalue.
A. Frequency-Selective SISO Channel
Again, we assume a familiarity with frequency-selective
Rayleigh fading channels and use the well-known Jakes’ model
[20]. We make the general assumption of a frequency-selective
Rayleigh fading channel that is wide-sense stationary with
uncorrelated isotropic scattering. In addition, we consider that
the channel gain process in the time domain is static within
a single OFDM block, but may change from block to block.
Furthermore, we presume that the delay autocorrelation func-
tion may be described as an exponential delay power profile
with rms delay τd. However, note that the analysis developed
later does not depend on the type of delay power profile. An
exponential profile is chosen here, as it is a commonly used
model. As before, we select an arbitrary time point and only
consider the variation across frequency.
Then, we may write the k1th and k2th subchannel gains as
Hk1 =Xk1 + jYk1
Hk2 =Xk2 + jYk2 (5)
where Xk1 , Yk1 , Xk2 , and Yk2 are identically distributed zero-
mean Gaussian random variables. Without loss of generality,
we may set E[X2k ] = E[Y 2k ] = 1/2, for all k. Following [20],
we may then write the cross correlations
E [Xk1Xk2 ] =E [Yk1Yk2 ] =
1
2
1
1 + (2πτdΔfΔk)2
E [Xk1Yk1 ] =E [Xk2Yk2 ] = 0
E [Xk1Yk2 ] = −E [Xk2Yk1 ] = −(2πΔfΔkτd)E [Xk1Xk2 ]
(6)
where Δk = |k1 − k2|. With these definitions, we obtain the
correlation function
ρf (ΔkΔf) = E [Hk1H∗k2] =
1 + j2πτdΔfΔk
1 + (2πτdΔfΔk)2
. (7)
Note that from (5), the marginal distribution of each channel
gain |Hk|2 follows an exponential distribution with E[|Hk|2]=
1, var|Hk|2 = 1, and
corr
(|Hk|2, |Hk+Δk|2) = 11 + (2πΔfΔkτd)2 (8)
where corr(·, ·) represents the correlation coefficient.
B. Frequency-Selective MIMO Channel
We assume independent channel coefficients in the NR×NT
channel matrix Hk for all subcarriers k. This is a reason-
able assumption in urban environments or when the antenna
spacings and the angle spreads at the transmitter and the
receiver are large. Across frequency, the statistics of each
entry of Hk are governed by Jakes’ model described in
Section II-A. Hence, we consider correlations in frequency, but
assume spatial independence. To the best of our knowledge,
the equivalent derivation of the required joint cdf of the max-
imum eigenvalue in bin i and bin (i + k) is very difficult in
the presence of spatial correlation. The nonzero eigenvalues
of HkH†k are denoted by λ
(k)
1 > λ
(k)
2 > · · · > λ(k)m , where
m = min(NR, NT ), and the maximum eigenvalue is denoted
by λ(k)max = λ(k)1 . The cdf of λ
(k)
max is known [5]–[8], [21] and is
denoted by F (x) = Prob(λ(k)max ≤ x). For a generic subcarrier,
we omit the superscript and write λmax. We will also require
the notation n = max(NR, NT ) in later sections.
C. Adaptive Modulation System
Adaptive modulation is a technique that increases the spec-
tral efficiency under changing channel conditions. In more
favorable channel conditions, a higher number of bits per
symbol can be transmitted, whereas in less-favorable con-
ditions, modulation is downgraded to a less-spectrally effi-
cient constellation. It is generally assumed that, in adaptive
modulation, the system attempts to maintain a constant tar-
get BER while maximizing the spectral efficiency [22]. The
CSI is fed back from the receiver to the transmitter, and the
maximum eigenvalue for each subcarrier is compared with a
set of fixed thresholds {T1, T2, . . . , TL+1}, where L is the
number of alternative modulation modes. In this paper,
the feedback channel is assumed to be ideal (error free). If
the maximum eigenvalue lies between thresholds Ti and Ti+1,
then the ith modulation mode is used by the transmitter. The
thresholds are calculated by combining the available infor-
mation regarding the channel fading model, the target BER,
and the spectral efficiency of various possible modulation
modes.
Here, we use an adaptive modulation scheme in which the es-
timated subcarrier SNR values (via the maximum eigenvalues)
are used to adjust the modulation scheme. We ignore any guard
interval or cyclic prefix in the OFDM block. Furthermore, we
consider seven modulation options: outage, binary phase-shift
keying, quaternary phase-shift keying, eight-phase-shift key-
ing (8-PSK), 16-quadratic-amplitude modulation (16-QAM),
32-QAM, and 64-QAM. Note that it is quite common to switch
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TABLE I
MAXIMUM EIGENVALUE THRESHOLDS FOR TWO TARGET BER VALUES
off the weakest subcarriers [23], [24]. The SNR boundaries
for switching between the modulation schemes are obtained
using the approximate method for M -PSK and square M -QAM
presented in [25], which are valid for received signals of the
form given in (4). For a target BER of pe, these approximations
are given by
SNRMPSK ≈ −18 ln(4pe)2
1.94
ln(M)
ln(2) (9)
SNRMQAM ≈ −3(M − 1) ln(5pe). (10)
Using (3), we can obtain the modulation switching thresholds
from the following expression:
Es
σ2
λmax = SNRγ (11)
where γ = MQAM or MPSK. Substituting (9) or (10) into
(11) gives threshold values for λmax, which can be used to
implement the adaptive modulation scheme. The threshold
values are summarized in Table I, where we have assumed an
average SNR per branch equal to 9 dB and target BER values of
10−2 and 10−3. Note that exact BER results are also available;
however, the improved accuracy in threshold calculation has a
marginal effect on system performance, and the exact results
are more cumbersome.
D. Performance Metrics
Most existing work on OFDM focuses on the mean per-
formance and relies on the results for a single subcarrier,
which are usually straightforward. For example, the mean
symbol error rate (SER) of our system is simply SER =
Prob(Rkis not decoded as Sk), and the outage of each sub-
carrier is Prob(λ(k)max < T ), where T is some threshold below
which the channel is deemed to be in outage [7], [26]. These
results are identical for every subcarrier, and such metrics give
mean results with no indication as to the behavior of the whole
block. In this paper, we consider block-based metrics such as
the number of outages in the block and the data rate of the
block. Extensions to other metrics such as BER and capacity
[13] may also be possible.
Consider the binary-valued function
Bk =
{
0, if 0 ≤ λ(k)max < T
1, if T ≤ λ(k)max < ∞
(12)
where T is the threshold value below which modulation is
suspended, i.e., an outage occurs. The function Bk simply
counts whether the kth bin is ON or OFF. Also, consider the
more general function
Wk =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
w1, if T1 ≤ λ(k)max < T2
w2, if T2 ≤ λ(k)max < T3
.
.
.
wL, if TL ≤ λ(k)max < TL+1
(13)
which includes any metric that measures a fixed criterion
based on λ(k)max in each bin. If wi is the number of bits that
are used in the ith modulation scheme, then W =
∑N
k=1 Wk
counts the total number of bits that are transmitted per OFDM
block, and B =
∑N
k=1 Bk gives the total number of times
the modulation is ON per OFDM block. Since the number of
outages in the block is N −B, we note that B gives outage
information. Similarly, the data rate of the block is W/T ;
therefore, W gives the data rate. Since B is a special case
of W , we consider only W in the following analysis. The
regions that define function Wk in (13) are also denoted by
Ri = [Ti, Ti+1).
III. MIMO OFDM SYSTEM ANALYSIS
As discussed in Section I, the exact distribution of W is
prohibitively complex due to the difficulties in using the joint
pdf of (λ(1)max, λ(2)max, . . . , λ(N)max). Alternatively, since W is a
sum of random variables, for a large number of subcarriers,
we might suppose that the distribution of W is approximately
Gaussian, based on some variation of the central limit theorem
(CLT). However, (6) shows that the correlations E[Xk1Yk2]
decay with order 1/Δk as the separation in frequency increases.
This is a strongly correlated scenario, and ordinary CLT argu-
ments for correlated variables may not be valid [27]. Hence,
we use a theorem due to Arcones [28], [29] that is previously
adapted for use in the OFDM research in [14]. The work in
[14] was for SISO OFDM systems, but it is straightforward to
extend it to the MIMO case. In this paper, our contribution is
in extending the CLT to MIMO-OFDM MRT-MRC systems
and applying it to data rate and outage analysis rather than
capacity.
We state the Arcones theorem below, which applies to the
case where the number of subcarriers N increases, and Δf
remains fixed. Hence, we have a CLT for the case of an
increasing bandwidth. Note that, as the bandwidth increases,
for fixed Δf and Es, the total power will also increase. Thus,
the CLT assumes that the power indefinitely increases as the
number of subcarriers increases. Although this is unrealistic,
the main purpose of the CLT is to validate the use of a Gaussian
approximation for the finite bandwidth case, and here, the
problem of increasing power is not an issue.
Theorem 1 (Arcones-de Naranjo): Let {Xj}∞j=1 be a sta-
tionary mean-zero sequence of Gaussian vectors in Rd. Set
Xj = (Xj,1, . . . , Xj,d). Let g be a function on Rd with
Hermite rank ϕ(g) such that 1 ≤ ϕ(g) < ∞. Define
r(p,q)(k) = E[Xm,pXm+k,q] (14)
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for k ∈ Z, where m is any number that is large enough that
m ≥ 1 and m + k ≥ 1. Suppose that
∞∑
k=−∞
∣∣∣r(p,q)(k)∣∣∣ϕ(g) < ∞ (15)
for all 1 ≤ p ≤ d and 1 ≤ q ≤ d. Then, as N →∞
1√
N
N∑
j=1
{g(Xj)− E[g(Xj)]} D−→ N (0, σ2g) (16)
where “ D−→” denotes the “convergence in distribution,” and
σ2g = E
[
(g(X1)−Eg(X1))2
]
+2
∞∑
k=1
E [(g(X1)−E [g(X1)]) (g(X1+k)−E [g(X1+k)])] .
(17)
We apply this theorem to the case where Xj = vec(Hj),
d = 2NRNT , N is the number of subcarriers, and g(Xj) =
g(vec(Hj)) = Wj . From (6), condition (15) is simple to verify
as long as the Hermite rank of g is at least 2 [14]. Hence, in the
Appendix, we demonstrate that the Hermite rank is at least 2,
and the theorem then supplies a CLT for W .
The convergence in distribution described in (16) clearly
motivates the following approximation. For large finite N , the
distribution of W may be approximated by a Gaussian random
variable with mean E[W ] = N E[Wi] and variance
var[W ] = Nvar[Wi] + 2
N−1∑
k=1
(N − k)cov[W1,W1+k]. (18)
Note that, since W is discrete and nonnegative, alternative
approximations based on the binomial distribution and its
generalizations are certainly possible. However, the Gaussian
approximation is surprisingly accurate, and such extensions
are not considered. Since we are using a CLT for W , the
approximate distribution solely depends on E[W ] and var[W ].
However, we have mean E[W ] = NE[Wi], where
E[Wi] =
L∑
k=1
wk [F (Tk+1)− F (Tk)] (19)
and the variance is given by (18), where
var[Wi] =
L∑
k=1
w2k [F (Tk+1)− F (Tk)]− E[Wi]2
(20)
cov[W1,W1+k]
= E[W1W1+k]− E[W1]2
=
L∑
i=1
L∑
j=1
wiwjProb
(
Ti ≤ λ(1)max < Ti+1
Tj ≤ λ(k+1)max < Tj+1
)
− E[W1]2. (21)
These equations can be evaluated if we know the marginal
and joint probabilities of the maximum eigenvalues in bins 1
and k + 1.
First, we consider the marginal distribution of λmax, where,
for convenience, we omit the superscript. E[Wi] and var[Wi]
can be computed from the cdf of λmax. This cdf is well known
[5]–[8], [21] and can be computed in a determinant form [6],
[8], [21] or by using the pdf given in [5] and [7]. From the form
of the joint density for λ(k)1 , λ(k)2 , . . . , λ(k)m (see, e.g., [30]) and
from [5] and [7], it is straightforward to see that the cdf is a
linear combination of the form
F (x) = Prob(λmax ≤ x) = γ0 +
m∑
r=1
(m+n−2r)r∑
s=0
γr,sx
se−rx.
(22)
The coefficients γ0 and γr,s can be found using the algorithm
in [7]; however, we simply compute them using a symbolic
manipulation package such as Maple. Next, we consider the
joint distribution of λ(1)max and λ(k+1)max .
A. Derivation of the Joint CDF
To complete the calculation of (18)–(21), we require proba-
bilities of the form
Prob
(
Ti ≤ λ(1)max < Ti+1, Tj ≤ λ(k+1)max < Tj+1
)
= Fk(Ti+1, Tj+1)− F (Ti)− F (Tj) + Fk(Ti, Tj) (23)
where Fk(x, y) is the joint cdf of λ(1)max and λ(k+1)max , which
is defined by Fk(x, y) = Prob(λ(1)max ≤ x, λ(k+1)max ≤ y). Since
the marginal cdf’s F (Ti) and F (Tj) are already known from
(22), we only require Fk(Ti, Tj) to complete the derivation of
var(W ).
The calculation of the joint cdf of λ(1)max and λ(k+1)max relies on
a result in [30], where the joint pdf of the ordered eigenval-
ues λ = (λ1, . . . , λm) = (λ
(1)
1 , . . . , λ
(1)
m ) and w = (w1, . . . ,
wm) = (λ
(k+1)
1 , . . . , λ
(k+1)
m ) is shown to be
fo(w,λ) =Co(1− ρ2)−mρ−m(n−1)
× exp
{
− 1
1− ρ2
m∑
k=1
(wk + λk)
}
×
m∏
i<j
[(λi − λj)(wi − wj)]
×
∣∣∣(λiwj)(n−m)/2In−m (2√μλiwj)∣∣∣ (24)
where ρ= |ρf (ΔkΔf)|, μ=ρ2(1−ρ2)−2, λ1≥λ2≥· · ·≥λm,
w1 ≥ w2 ≥ · · · ≥ wm, and
Co
Δ=
{
m∏
k=1
[(n− k)!(m− k)!]
}−1
. (25)
In (24), the notation |Mij | refers to the determinant of an
m×m matrix M with the (i, j)th element Mij . Note the slight
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TABLE II
JOINT CDF VALUES COMPUTED USING (26)
abuse of notation, where, for convenience, we have rewritten
λ
(1)
i and λ
(k+1)
i as λi and wi, respectively. Using some deter-
minant results in [31], we are able to integrate out (λ2, . . . , λm)
and (w2, . . . , wm) from (24) to obtain the required cdf.
The details are given in the Appendix, and the final result can
be written as
Fk(x, y) = K |Aij(x, y)| (26)
where K = (1− ρ2)−mρ−m(n−1)Co, and |Aij(x, y)| repre-
sents the determinant of the m×m matrix A(x, y) with the
(i, j)th element given in (27), shown at the bottom of the page.
In (27), γ(·, ·) is the incomplete gamma function γ(α, β) =∫ β
0 t
α−1e−tdt, and δ is defined by δ = (1− ρ2)−1.
Hence, the joint and marginal distributions can be found by
computing Aij(x, y). Although the infinite series for Aij(x, y)
is not desirable, we have found that the series converges
quickly. For example, when we consider a (4, 4) MIMO OFDM
system with N = 64 and τd = 100 ns, the series in (27) con-
verges in less than 45 iterations to within typical machine
accuracy. For larger values of τd or smaller system sizes, the
convergence is even faster. For these system parameters and
a target BER of 10−3, the evaluation of var[W ] requires the
probabilities Fk(Ti, Tj), for i = 1, 2, . . . , 7 and j = 1, 2, . . . , 7,
for each subcarrier lag, k = 1, 2, . . . , N − 1. As a numerical
example, the probabilities for k = 4 are given in Table II, where
the (i, j)th entry is Fk(Ti, Tj).
The marginal probabilities can then be obtained from
Table II using Prob(Ti ≤ λmax < Ti+1) = Fk(Ti+1,∞)−
Fk(Ti,∞), yielding [0.0007 0.0636 0.7389 0.1358 0.0608
0.0002 0.0001]. This provides an alternative method to comput-
ing the marginal distribution so that computing the coefficients
in (22) is unnecessary. Utilizing the joint and marginal prob-
abilities, the mean and the variance can be obtained readily.
In Section V, we compare our analytical results using this
Gaussian fit method with the simulation data and then use them
to study the effects of the various system parameters. Methods
for the uncorrelated case such as [32] are available; however,
extensions to correlated channels appear to be unknown.
B. Results for the Worst Eigenchannel
Although this paper focuses on transmission over the maxi-
mal eigenchannel, it is instructive to consider the worst eigen-
channel as well. In systems where all of the eigenchannels
are employed, such as MIMO singular value decomposition
systems, this enables us to provide best- and worst-case analy-
sis. For this scenario, the joint cdf of (λ(1)min, λ(k+1)min ) can be
computed using a minor variation of the proof in the Appendix.
Consider (55), which gives the joint probability Prob(λ(1)min ≥
c, λ
(1)
max ≤ d, λ(k+1)min ≥ a, λ(k+1)max ≤ b). Instead of setting a = 0
and c = 0 to obtain a cdf for the maximum eigenvalues, we
set b = ∞ and d = ∞ to obtain a complementary cdf for the
minimum eigenvalues. This exactly gives the same result as
in (27) except that the incomplete gamma function γ(α, β) in
(27) is replaced by the “upper” incomplete gamma function
Γ(α, β) = Γ(α)− γ(α, β). Also, the result is no longer the
joint cdf but instead gives the complementary cdf Rk(x, y) =
Prob(λ(1)min > x, λ
(k+1)
min > y). In summary, we have
Rk(x, y) = K
∣∣∣A˜ij(x, y)∣∣∣ (28)
where the entries A˜ij(x, y) are defined in (29), shown at the
bottom of the page.
The joint cdf of the minimum eigenvalues follows from
Prob
(
λ
(1)
min < x, λ
(k+1)
min < y
)
= 1−Rk(x,∞)
−Rk(∞, y) + Rk(x, y). (30)
Hence, we are also able to form a Gaussian approximation to
W in the case where the minimum eigenchannel is used.
IV. LCR AND AFB
The scope is moved to another block-based perspective in
this section. Here, we are interested in how the channel gain
fluctuates over the bandwidth of the OFDM system. To be
specific, we aim to derive analytical expressions for the LCR
and the AFB in the frequency domain (written as LCRf and
Aij(x, y) =
∞∑
k=0
μk+
n−m
2 γ(n−m + j + k, δy)γ(n−m + i + k, δx)
δnm+j+kδn−m+i+kk!(k + n−m)! (27)
A˜ij(x, y) =
∞∑
k=0
μk+n−m2Γ(n−m + j + k, δy)Γ(n−m + i + k, δx)
δn−m+j+kδn−m+i+kk!(k + n−m)! (29)
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AFBf , respectively) for the subcarrier gains, including the link
gain of SISO OFDM systems and the eigenmode gain of MIMO
OFDM systems using MRT-MRC. The LCR is the rate at which
a gain process g(f) crosses a level T in either the positive or
negative direction. Note that this is a rate for the gain process
over frequency and not over time. Formally, the LCR can be
defined as [20]
LCRf (T ) =
∞∫
0
g˙fg,g˙(T, g˙)dg˙ (31)
where g˙ is the frequency derivative of g, and fg,g˙(g, g˙) is the
joint pdf of g and g˙. The AFB is simply derived from the
LCR by
AFBf (T ) =
Prob(g < T )
LCRf (T )
. (32)
All of our analysis is carried out under the assumption of an
i.i.d. Rayleigh channel. The potential practical applications of
our results are also discussed.
A. Subcarrier Link Gain in SISO OFDM
It is well known that the link gain of a SISO Rayleigh fading
channel |H|2 is a complex chi-squared process with one degree
of freedom, as the gain is the sum of squares of two i.i.d.
Gaussian components [the real and imaginary parts in (5)].
Hence, following [33], the corresponding LCR for the process
in the frequency domain is given by
LCRf,|H|2(T ) =
√
−ρ¨f (0)T
π
exp(−T ) (33)
where T is the threshold level, and ρ¨f (0) is the second deriv-
ative of the correlation function of the underlying Gaussian
process at Δf = 0.
From (7), the correlation function of the underlying Gaussian
process with frequency separation Δf is given by
ρf (Δf) =
1 + j2πτdΔf
1 + (2πτdΔf)2
. (34)
To determine ρ¨f (0), the correlation function is expanded into a
polynomial in Δf (valid for small Δf ) as
ρf (Δf) ≈ 1 + j2πτdΔf − (2πτdΔf)
2
2
. (35)
Hence, the curvature of ρf (Δf) at Δf = 0 can be trivially
obtained by doubling the coefficient of the (Δf)2 term in (35),
yielding
ρ¨f (0) = −4π2τ2d . (36)
A very simple closed-form LCR formula for |H|2 in the
frequency domain can, therefore, be obtained by substituting
(36) into (33) and is given by
LCRf,|H|2(T ) = 2τd
√
π T exp(−T ). (37)
Clearly, LCRf is proportional to τd, which agrees with the work
in [34]. Additionally, the AFB can be computed using the well-
known relationship between the LCR and the AFB, i.e.,
AFBf,|H|2(T ) =
Prob(|H|2 < T )
LCRf,|H|2(T )
=
1− exp(−T )
2 τd
√
π T exp(−T ) .
(38)
Formulas (37) and (38) are derived assuming that the subcar-
rier gain is a continuous process in frequency. The simulations,
however, consider a discrete process over the N frequencies
f1, f2, . . . , fN . For small τd values such as 100 ns used in
Figs. 4–6, this difference is not important, as the process is very
smooth (|ρf (Δf)| ≈ 0.9813), and the continuous approxima-
tion is very accurate. Increasing the value of Δfτd results in a
lower ρf (Δf), and the process tends to become more discrete.
This leads to reduced accuracy in formulas (37) and (38).
To ameliorate this problem, we can alternatively evaluate the
LCR from the bivariate Rayleigh density [11], which is the
joint density of a subcarrier envelope and its adjacent neighbor.
Specifically, denoting U = |Hk| and Z = |Hk+1|, the LCR can
be computed as follows:
LCRf,|H|2 =
Prob(U > T,Z < T )
Δf
. (39)
Note that the joint distribution of U and Z is a bivariate
Rayleigh, and the distribution function can be expressed as the
infinite series [11]
FU,Z(u, z) = (1− ρ)
∞∑
=0
ρ γ
(
+1,
u2
1−ρ
)
γ
(
+1,
z2
1− ρ
)
(40)
where ρ = corr(|Hk|2, |Hk+1|2) is given by (8), and γ(α, β) =
γ(α, β)/Γ(α) is the standardized incomplete gamma function.
Hence, the joint probability can be efficiently computed by
employing (40).
B. Subcarrier SNR in MIMO OFDM
In this paper, we are interested in how the maximum eigen-
values and, hence, the subcarrier SNR values evolve with
frequency in a MIMO OFDM channel. The analysis of the LCR
and the average fade duration of MIMO eigenmodes over time
has been investigated in [35] and [36]. In particular, a very
simple method for LCR computation has been given in [36],
and the application of this technique is extended here to derive
the LCR and the AFB for MIMO eigenmodes in the frequency
domain.
As shown in [35] and [36], the eigenvalues as well as the
singular values s =
√
λ can be accurately approximated by
gamma processes. As a result, the LCR for the eigenvalue
process can be approximated using
LCRf,λ(T ) =
1
2 Γ(r)
√√√√2 ∣∣∣R¨s(0)∣∣∣
π
(θ
√
T )r−0.5e(−θ
√
T ) (41)
where r = {E[s]}2/var s and θ = E[s]/var s are the shape
and scale factors, respectively, of the gamma variable that
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approximates the singular value process. Note that these param-
eters solely depend on the first two moments of the singular
value process and, hence, can be acquired from the distribution
of the eigenvalues. More details on computing E[s] and var s
can be found in [36]. Also, following the same argument as in
[36], R¨s(0) is the curvature of the correlation function of the
singular value s, which is given by
R¨s(0) =
−ρ¨f (0)θ2
2r
. (42)
Hence, from (36), it is trivial to see that
R¨s(0) =
2π2τ2d θ
2
r
. (43)
Substituting (43) into (41), we have the following closed-form
LCR formula:
LCRf,λ(T ) =
√
π
r
τdθ
Γ(r)
(θ
√
T )r−0.5e(−θ
√
T ). (44)
From (44), we can conclude that the LCR for the eigenmode
in the frequency domain is also proportional to τd. This formula
simply requires the first two moments (for r and θ) of the
corresponding singular value process, both of which can be
acquired from the Wishart distribution [37]. Moreover, the AFB
for the eigenmode gain is easily computed using
AFBf,λ(T ) =
Prob(λ < T )
LCRf,λ(T )
(45)
where Prob(λ < T ) can be calculated using either its gamma
approximation or the exact marginal density of the eigen-
value [37].
C. Potential Practical Applications
Equipped with knowledge regarding the fluctuations of the
channel in the frequency domain, many of the major mecha-
nisms and parameters of an adaptive OFDM system, such as
the channel estimation method, the feedback overhead, and
the power/bit allocation algorithms, can be designed in a more
judicious manner. To be specific, in lieu of adjusting the trans-
mission mode on a subcarrier-by-subcarrier basis (the feedback
overhead of which is, intuitively, a heavy burden for the system)
in adaptive OFDM schemes, many researchers have suggested
aggregating consecutive subcarriers with similar gains into
groups or clusters called “subbands” (see, e.g., [38] and [39]).
Such a strategy can significantly decrease the resources that are
required for the feedback and, thus, leads to a more efficient
operation of the system despite the insignificant performance
loss. Assuming that the adaptive system is switching between
“transmission” and “outage,” the LCR in the frequency domain
and the AFB gauge the appropriate number of subcarriers that
can be grouped in interpolation-based channel estimators, as
well as the suitable size for the subbands. These parameter set-
tings affect the overall performance and, hence, are important in
the development of subcarrier grouping algorithms. For systems
that switch among more than two transmission modes, the mode
Fig. 1. CDF plots for the number of bits per OFDM block in a (2, 2) MIMO
OFDM for two different target BERs (N = 64, τd = 100 ns).
entering rate (MER) and the average stay bandwidth (ASB) are
of more interest. Further investigation of the MER and the ASB
is, however, beyond the scope of this paper.
The LCR and the AFB are useful in many aspects of system
design such as in selecting burst error correcting codes and
the type of burst error correcting codes, and selecting the best
length of a forward error correction block and the depth of
interleaving to break up error bursts. Also, in adaptive OFDM
systems, given the AFB curve, a subband of the subcarriers in
the block can be chosen to use a single modulation format.
V. VERIFICATION OF ANALYSIS WITH
SIMULATION RESULTS
The simulations were carried out for a 64-subcarrier system
and a 512-subcarrier system. Both systems have a subcarrier
separation Δf = 0.3125 MHz, thus occupying bandwidths of
20 and 160 MHz, respectively. Also, a system carrier frequency
of 5.725 GHz (HyperLan 2 standard) was chosen. In our first
set of results, we compare the Gaussian cdf based on the CLT
using analytically derived mean and variance with subcarrier
modulation statistics obtained from Monte Carlo simulations.
We evaluate two systems with target BERs of 10−3 and 10−2,
respectively. Furthermore, our simulations were carried out to
observe the effect of the correlation across frequency on the
approximating distributions. We consider mean delay spreads
of 100 and 250 ns, which give correlation coefficients of
|ρf (Δf)| = 0.9813 and 0.8977, respectively, for an exponen-
tial power delay profile.
Figs. 1 and 2 show excellent agreement between the Gaussian
approximation and the simulated data rates for OFDM blocks.
Note that, in Fig. 1, we have only 64 subcarriers, and the cor-
relation between adjacent subcarriers is of magnitude 0.9813.
Hence, the CLT is worked quite hard, but still yields excellent
results. We observe that the Gaussian approximation is accurate
for all target BERs, delay spreads, system sizes, and subcarrier
numbers. We see that the distributions are tighter for nonsquare
system sizes, lower target BERs, and larger delay spreads.
Furthermore, we find a substantial variation in the data rate.
With the adaptive scheme considered, the number of bits per
block must lie in the region [0, 6N ] since a 6-bit symbol in
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Fig. 2. CDF comparison between analysis and simulation for various MIMO
system configurations (N = 64, τd = 100 ns, target BER = 10−3).
Fig. 3. CDF plots with transmission on the channel with minimum eigenmode
λmin (N = 64, τd = 100 ns, target BER = 10−3).
64-QAM is the maximum. Considering Fig. 1, we see that for
a target BER of 10−3, the average number of bits is around
140 bits compared to a maximum of 384 bits, with a variation
mainly from 100 to 180 bits. With a target BER of 10−2, the
variation increases and ranges from 130 to 250 bits.
For these systems, the number of outages is negligible since
the maximum eigenvalue rarely falls into the outage region. For
example, in a (2, 2) system, where the maximum eigenvalue
tends to be the smallest for a MIMO system, the probability of
outage is 0.0156. This is even less for larger systems. Hence,
distributional results are not of interest. However, for systems
using all eigenchannels, the worst channel is that corresponding
to the smallest eigenvalue, and outage is definitely an issue here.
In Fig. 3, we see that, in a 64-subcarrier channel, a (4, 4) MIMO
system uses less than 20 subcarriers more than half of the time
and rarely uses more than 30. For a (2, 2) system, the situation is
better, and a variation from 10–60 useable channels is observed.
In our second set of simulations, we examine the LCR and
the AFB for MIMO channel gains. First, for SISO OFDM sys-
tems, some selected results for the LCR and the AFB are plotted
in Figs. 4 and 5. In Fig. 5, it can be seen that the simulated
AFB saturates above a certain threshold level T . This is because
the simulation results are generated from OFDM blocks with a
finite bandwidth, and the largest fade bandwidth that we can
Fig. 4. Comparison between simulated and calculated normalized frequency
LCRs for a SISO OFDM system (N = 64, τd = 100 ns).
Fig. 5. Comparison between simulated and calculated AFBs for a SISO
OFDM system (N = 64, τd = 100 ns).
possibly observe in the simulation is, therefore, constrained to
NΔf . In contrast, the analysis yields the AFB for a continuous
frequency process over an unbounded range. Hence, we might
expect good agreement for fades of a small bandwidth, which
might occur inside an OFDM block. For large bandwidth fades,
the simulation will fall below the analysis, as these may be
truncated by the finite bandwidth of the block. Fortunately, we
are most interested in AFB values such that the channel gain
is in a fade. These results are where the analysis is extremely
accurate, as discussed later in detail.
As mentioned previously, when τd is sufficiently large,
the channel response in the frequency domain becomes more
discrete, and the LCR should be calculated using the joint
probability method. The calculated LCR for a system with
τd = 250 ns is compared with our simulation results in Fig. 6.
The calculations using initial formula (37) are for the larger
rms delay spread. The discrete version is clearly more accurate.
Note that the continuous LCR is higher than the discrete version
since, in continuous frequency, there can be level crossings
between the discrete points, resulting in a higher value.
Turning now to MIMO OFDM systems, the LCR formula
for the eigenmode in the frequency domain has been derived
in (44). The accuracy of this formula for MIMO systems with
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Fig. 6. Comparison between simulation and alternative formulas for the LCR
of a SISO OFDM channel with lower correlation (N = 64, τd = 250 ns).
Fig. 7. Comparison between simulated and calculated normalized LCRs for
the largest eigenmode in MIMO OFDM systems with different sizes (N = 64,
τd = 100 ns).
different sizes is exhibited in Fig. 7. Note that, although we are
particularly interested in the largest eigenvalue in this paper, our
formula is valid for any eigenvalues of interest. To show this, we
have plotted LCRf for the maximum and minimum eigenvalues
of a (3, 3) system in Fig. 8. The good match between the
simulation and the calculation for both eigenvalues is shown
clearly. It is noticeable that the peak LCR for the smaller
eigenvalue is much higher than that for the larger eigenvalue.
This is plausible as the larger eigenmodes have substantially
less frequency selectivity than the smaller ones [40].
We plot the AFB for the largest eigenvalue in a MIMO
OFDM system with different NR ×NT in Fig. 9. Once again,
the simulated AFB saturates above a certain threshold level due
to the limited bandwidth of the OFDM system. In addition, we
note that the simulated AFB saturates at higher threshold values
in systems with larger NR ×NT . Again, we see that, for all
moderate to low thresholds, the analytical AFB is very accurate.
A close look at Fig. 9 yields considerable information. The
threshold axes can be interpreted more clearly by computing
the mean values for λmax, which are 3.5, 6.19, and 9.77 for
(2, 2), (2, 4), and (4, 4) systems, respectively. Hence, in all
three figures, we see that the analytical AFB agrees with the
simulations for all fades below thresholds up to the mean value
Fig. 8. Comparison between simulated and calculated normalized LCRs for
largest and smallest eigenmodes in a (3, 3) MIMO OFDM system (N = 64,
τd = 100 ns).
Fig. 9. Comparison between simulated and calculated AFBs for the largest
eigenmode of a (2, 2) MIMO OFDM system (N = 64, τd = 100 ns).
of λmax. Thus, the analysis works extremely well in the region
of interest: fades below thresholds that are small compared with
E[λmax].
Similarly, the AFB ∗ τd axes are best interpreted by convert-
ing the values from hertz to the equivalent number of subcarrier
bins. In Fig. 9, AFB ∗ τd = 1 corresponds to 32 bins, and
in Fig. 10, AFB ∗ τd = 15 corresponds to 480 bins. Hence,
from Fig. 9, we see that the AFB below the mean of λmax is
approximately 16 bins. Fig. 10 shows that the analysis works
well up to fades of average length around 300 bins. For deep
fades, consider thresholds that are less than half the mean of
λmax. In Fig. 9, such fades last, on average, between zero and
six bins.
VI. CONCLUSION
In this paper, we have considered some fundamental issues
concerning the performance of adaptive MIMO OFDM systems
and the behavior of the channel across frequency. Focusing
on wideband channel variations in the frequency domain, we
have considered both outage and data rate metrics and derived
exact results for their means and variances. Furthermore, a CLT
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Fig. 10. Comparison between simulated and calculated AFBs for the largest
eigenmode of a (2, 2) MIMO OFDM system (N = 512, τd = 100 ns).
has been developed, and the resulting Gaussian approximation
has shown excellent agreement with our simulated results. Our
results demonstrate that, although outage is a serious issue
for the weaker eigenchannels, it very rarely occurs in MRT-
MRC systems. In terms of the data rate, we have observed
wide variations of around ±25% from the mean value. We
have also derived very accurate approximations to the LCRs
and the AFB of the MIMO eigenmodes. Our approximations
can be further used to predict the time-varying characteristics
of MIMO systems and their associated channel metrics so
that an appropriate feedback/adaptation rate can be chosen in
a judicious manner. The approximations are excellent for all
thresholds that are less than the mean eigenmode and, therefore,
yield accurate results for deep fades.
APPENDIX
Let {Xk}∞k=1 be a stationary mean-zero sequence of
Gaussian vectors in Rd, where d = NR ×NT . Set Xk =
vec(Hk) = (Xk,1,Xk,2 . . . , Xk,d), and let g(Xk) be a func-
tion on Rd with Hermite rank ϕ(g) such that
g(Xk) = wi, if λ(k)max ∈ Ri (46)
where Ri = [Ti, Ti+1). With these definitions, we have
g(Xk) = Wk as required. Now, the Hermite rank of g(·)
is defined as follows for an arbitrary polynomial P (Xk) =
P (Xk,1,Xk,2, . . . , Xk,d) and ϕ(g)
Δ= inf ϕ(g) : ∃P (Xk) of
degree ϕ(g), with
E [{g(Xk)− E [g(Xk)]}P (Xk)] = 0. (47)
To produce our desired conclusion, we note that the Hermite
rank ϕ(g) is always nonnegative, and we demonstrate that
it is at least 2 by showing that it is neither zero nor unity.
Consider first a zero-order polynomial P0(Xk) = α0. Then, we
can show that
E [{g(Xk)− E[g(Xk)]}P0(Xk)] =α0E[g(Xk)]
−α0E[g(Xk)] = 0 (48)
for all α0, and thus, ϕ(g) = 0. Next, consider a first-order
polynomial
P1(Xk) = α0 +
d∑
i=1
αiXk,i. (49)
To show that ϕ(g) = 1 and, hence, prove the desired
result that ϕ(g) ≥ 2, it suffices to show that E[{g(Xk)−
E[g(Xk)]}P1(Xk)] = 0 for P1(Xk) = Xk,i with i =
1, . . . , d. Furthermore, since E[Xk,i] = 0 for all i, we only
require E[Xk,ig(Xk)] = 0. We define Xk = (Xk,i,X ′),
where X ′ contains the elements of Xk with Xk,i removed.
With this notation, we have
E [Xk,ig(Xk,i,X ′)]
=
∞∫
−∞
∞∫
−∞
· · ·
∞∫
−∞
xg(x,x′)p(x,x′)dxdx′
=
∞∫
−∞
∞∫
−∞
· · ·
0∫
−∞
xg(x,x′)p(x,x′)dxdx′
+
∞∫
−∞
∞∫
−∞
· · ·
∞∫
0
xg(x,x′)p(x,x′)dxdx′ (50)
where p(x,x′) is the joint pdf of Xk,i and X ′. Substituting
u = −x and u′ = −x′, after rearranging the terms, we find
E [Xk,ig(Xk,i,X ′)]
=
∞∫
−∞
∞∫
−∞
· · ·
0∫
−∞
xg(x,x′)p(x,x′)dx dx′
+ (−1)2d+1
∞∫
−∞
∞∫
−∞
· · ·
0∫
−∞
ug(u,u′)p(u,u′)dudu′
= 0 (51)
where we have used the property that, in Rayleigh fading, the
density p(x,x′) is an even function, as is g(x,x′).
The joint density function of λ and w is given in (24) and
can be rewritten as
fo(w,λ) = Ke
−
m∑
i=1
δwi
e
−
m∑
i=1
δλi
|V (λ)| |V (w)|
×
∣∣∣(λiwj)n−m2 In−m (2√μλiwj)∣∣∣ (52)
where K = (1− ρ2)−mρ−m(n−1)Co, δ = (1− ρ2)−1, and
V (·) represents the Vandemonde matrix with V (λ) = (λi−1j )
and determinant |V (λ)| =∏i<j(λi − λj). Here, we have used
the notation (Mij), which denotes an m×m matrix M with
(i, j)th element Mij . We now apply a result of Chiani et al.
[6, Corol. 2], which states that∫
S
|Φ(x)| |Ψ(x)|
m∏
k=1
ξ(xk)dx=
∣∣∣∣∣∣
b∫
a
Φi(x)Ψj(x)ξ(x)dx
∣∣∣∣∣∣ (53)
where x = (x1, x2, . . . , xm),
∫
S represents the m-dimensional
integration over the region b ≥ x1 ≥ · · · ≥ xm ≥ a, and
Authorized licensed use limited to: University of Canterbury. Downloaded on November 19, 2009 at 21:32 from IEEE Xplore.  Restrictions apply. 
KONGARA et al.: BLOCK-BASED PERFORMANCE MEASURES FOR MIMO OFDM BEAMFORMING SYSTEMS 2247
Prob(λ1 ≤ d,w1 ≤ b) = K
∣∣∣∣∣
∞∑
k=0
μk+
n−m
2 γ(n−m + j + k, δb)γ(n−m + j + k, δd)
δn−m+j+kδn−m+i+kk!(k + n−m)!
∣∣∣∣∣ (59)
Φ(x) and Ψ(x) are m×m matrices with (i, j)th ele-
ments of the form Φi(xj) and Ψi(xj), respectively. We
apply this result with x = w, Φ(w) = V (w), Ψ(w) =
([λiwj ]n−m/2In−m[2
√
μλiwj ]), and ξ(wi) = e−δwi . The re-
sult is given by∫
S
fo(w,λ)dw = Ke
−
m∑
i=1
δλi
|V (λ)|
×
∣∣∣∣∣∣
b∫
a
wi−1(λjw)
n−m
2 In−m
(
2
√
μλjw
)
e−δwdw
∣∣∣∣∣∣ . (54)
Now, we apply (53) again, with x = λ, Φ(λ) = V (λ)
Ψ(λ) =
⎛⎝ b∫
a
wi−1(λjw)
n−m
2 In−m
(
2
√
μλjw
)
e−δwdw
⎞⎠
and ξ(λi) = e−δλi . Also, the m-dimensional integral, denoted
by
∫
S , is replaced by
∫
T , where
∫
T denotes the integration over
the region d ≥ λ1 · · · ≥ λm ≥ c. This gives∫
T
∫
S
fo(w,λ)dwdλ = K
∣∣∣∣
d∫
c
λi−1
b∫
a
wj−1(λw)
n−m
2
× In−m
(
2
√
μλw
)
e−δwdwe−δλdλ
∣∣∣∣. (55)
To compute (55), we require integrals of the form
d∫
c
⎡⎣ b∫
a
w
n−m
2 +j−1e−δwIn−m
(
2
√
μλw
)
dw
⎤⎦
×λn−m2 +i−1e−δλdλ. (56)
Using the series expansion for the modified Bessel function
In(x) =
∞∑
k=0
(
x2
4
)k+n2
k!(k + n)!
(57)
(56) can be rewritten as
∞∑
k=0
μk+
n−m
2
k!(k + n−m)!
×
b∫
a
w
n−m
2 +j−1e−δww
n−m
2 +kdw
×
d∫
c
λ
n−m
2 +i−1e−δλλ
n−m
2 +kdλ
=
∞∑
k=0
μk+
n−m
2
k!(k + n−m)!
×
⎡⎣ b∫
a
wn−m+j+k−1e−δwdw
⎤⎦
×
⎡⎣ d∫
c
λn−m+i+k−1e−δλdλ
⎤⎦ . (58)
Setting a = c = 0 in (55) and using (58) result in (59), shown
at the top of the page, where the integrals in (56) are expressed
in terms of incomplete gamma functions. This gives the desired
result in (26).
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