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.
In this paper, we present a theorem prover for linear temporal logic. Our goal is to extend
the capabilities of existing interactive and automatic systems for verifying temporal
properties of software and hardware systems. We focus on increasing the efiectiveness
of user interaction in such systems. In particular, we extend the techniques of proof by
pointing and point and shoot for mouse-driven proof construction in flrst-order logic to
temporal logic. In addition, we show how to generate text from proofs by extending a
previously given translation for flrst-order logic to the temporal operators. Our theorem
prover implements an inference system for temporal logic that we have deflned. The
inference rules of this system are more intuitive than the rules commonly given for
temporal logics and thus they are better suited to our goals. We present this inference
system and prove that it is sound and complete with respect to a known system.
c° 1997 Academic Press Limited
1. Introduction
Temporal logics are widely used in the veriflcation of algorithms and systems in which
reasoning about time is important for ensuring correctness. These logics are mainly used
to formalize and express properties about future or possible behavior in such systems.
For example, linear temporal logics have been successfully used to express and prove
properties of concurrent and reactive systems .(e.g., Manna and Pnueli, 1992). In this
paper, we present a system that implements one such logic, the modal logic S4.3 with
the two standard modal operators (always) and ƒ (eventually), whose semantics give
a linear interpretation to time.
In order to verify large scale complex systems formally, it will be important to have
sophisticated veriflcation tools that can integrate a variety of interactive and automatic
techniques. In this paper, we concentrate on the interactive component of such veriflcation
systems. We show how techniques for interactive proof search developed for flrst-order
logic can be extended to S4.3. We focus in particular on three aspects of efiective interac-
tion. First, the basic inference rules should correspond to intuitive proof steps. Second, it
is important to provide simple operations (e.g. via mouse interaction) that have a direct
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and intuitive correspondence to the application of some combination of these basic infer-
ences. For example, when there is an assumption of the form A _B, a mouse click on B
might direct the system to break the proof into two cases, one with A as an assumption,
and the other with B as an assumption, and in addition indicate that the second case
should become the \current subgoal", i.e., the one that all subsequent operations will be
applied to unless otherwise specifled. Third, it should be easy for the user to understand
the proof at all points during and after its construction, and thus good proof presentation
is crucial in such systems.
The theorem prover and graphical interface of our system are implemented as two sep-
arate components. The theorem prover uses the tactic-style theorem proving environment
implemented in the higher-order logic programming language ‚Prolog, as described in
.Felty (1993). A simple tactic theorem prover for backward step-by-step proof construc-
tion is obtained from a direct speciflcation of the inference rules of the desired logic. The
inference system for S4.3 that we use is one that we have designed with our goals for
efiective interaction in mind. We begin with Gentzen’s sequent calculus for flrst-order
intuitionistic logic restricted to the propositional case .(Szabo, 1969). For classical logic,
instead of using a multiple conclusion sequent calculus, we add a rule for excluded middle
to the single conclusion system for intuitionistic logic. We then add rules for the temporal
operators and show that the resulting system is sound and complete with respect to the
multiple conclusion system given in .Gor¶e (1992). We chose a sequent system since it is
easy to map to interactive backward proof steps and a single conclusion sequent calculus
because proofs are generally more intuitive than those in multiple conclusion calculi.
The graphical interface of our system is implemented in Centaur .(Borras et al., 1988).
In particular, we have built on an existing interface for the theorem prover obtained
from the flrst-order intuitionistic logic speciflcation mentioned above. First, we have
extended the techniques of proof by pointing and point and shoot .(Bertot et al., 1994)
to associate operations to mouse clicks on temporal formulae. Second, we have extended
techniques for generating textual explanations from proofs. To do so, we have deflned a
natural deduction inference system which is better-suited than the sequent calculus to the
generation of readable text. We have extended the mapping of natural deduction proofs
to pseudo-English given by .Coscoy et al. (1995) for flrst-order logic by illustrating how to
map the inference rules for the modal operators to fragments of text. Proof construction
in our system proceeds by incrementally fllling in such text.
In order to integrate both sequent and natural deduction proofs in the theorem prover,
we have shown that our single conclusion sequent calculus has a direct mapping to our
natural deduction system. To do this we introduced an intermediate inference system
that builds fragments of natural deduction proofs within sequent proofs, and proved
that both sequent and natural deduction proofs can easily be extracted. Our theorem
prover is a direct implementation of this proof system and builds both kinds of proofs
simultaneously. This implementation extends a similar one for flrst-order intuitionistic
logic in .Felty (1991).
2. .A Sequent Calculus for S4.3
Figure 1 contains a complete set of inference rules for a sequent calculus for S4.3, which
we have called S. In this system a sequent is written ¡ ‘ A where ¡ is a set of formulae
called the assumptions or context, and A is a formula. Following convention, we write
A;¡ to denote the set ¡ [ fAg, and ¡;¡0 to denote the set ¡ [ ¡0. In addition, ¡ is
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initial : A;¡ ‘ A excl-mid : ¡ ‘ A _ :A
^ left : A;B;¡ ‘ C
A ^B;¡ ‘ C ^ right :
¡ ‘ A ¡ ‘ B
¡ ‘ A ^B
_ left : A;¡ ‘ C B;¡ ‘ C
A _B;¡ ‘ C _ right1 :
¡ ‘ A
¡ ‘ A _B
_ right2 : ¡ ‘ A
¡ ‘ A _B
¾ left : ¡ ‘ A B;¡ ‘ C
A ¾ B;¡ ‘ C ¾ right :
A;¡ ‘ B
¡ ‘ A ¾ B
:left : ¡ ‘ A:A;¡ ‘? :right :
A;¡ ‘?
¡ ‘ :A
cut :
¡ ‘ A A;¡ ‘ C
¡ ‘ C ? right :
¡ ‘?
¡ ‘ A
weaken :
¡ ‘ A
¡;¡0 ‘ A ƒright : ¡ ‘ A¡ ‘ ƒA
ƒleft : A1;ƒA2; : : : ;ƒAn; ¡ ‘ C ¢ ¢ ¢ ƒA1; : : : ;ƒAn¡1; An; ¡ ‘ CƒA1; : : : ;ƒAn; ¡ ‘ C
left :
A;¡ ‘ C
A;¡ ‘ C right :
¡ ‘ A
¡ ‘ A
In ƒleft , C is either of the form ƒA or ?.
Figure 1. .The S sequent calculus for S4.3.
a set of formulae such that each formula is of the form A or :ƒ:A. In S4.3, for any
formula A, the following dual equivalences hold: (1) A is equivalent to :ƒ:A and (2)ƒA is equivalent to : :A. We have called a tree built from the rules in Figure 1 an
S-proof.
The formula ? has a special status in S. This formula can only occur in proofs on the
right in a sequent. Furthermore, it must occur alone; it must not be a subformula of any
other formula.
Each of the rules of this sequent calculus can be given an intuitive reading. These
readings will be re°ected directly in the generation of text from proofs. Most of the
propositional rules are straightforward. The ^ right rule for example states that if A
and B each hold from the assumptions ¡, then we can conclude A ^ B holds under the
same assumptions. Many of the readings of the left rules are given in the backwards
direction and involve reasoning in a forward direction from the assumptions. The ^ left
rule for example states that if we have as an assumption A ^ B, then we can add to
our assumptions both A and B separately. The _ left rule involves reasoning by cases;
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initial : A ‘ A weaken : ¡ ‘ ¢
¡;¡0 ‘ ¢;¢0
^ left : A;B;¡ ‘ ¢
A ^B;¡ ‘ ¢ ^ right :
¡ ‘ A;¢ ¡ ‘ B;¢
¡ ‘ A ^B;¢
_ left : A;¡ ‘ ¢ B;¡ ‘ ¢
A _B;¡ ‘ ¢ _ right :
¡ ‘ A;B;¢
¡ ‘ A _B;¢
¾ left : ¡ ‘ A;¢ B;¡ ‘ ¢
A ¾ B;¡ ‘ ¢ ¾ right :
A;¡ ‘ B;¢
¡ ‘ A ¾ B;¢
:left : ¡ ‘ A;¢:A;¡ ‘ ¢ :right :
A;¡ ‘ ¢
¡ ‘ :A;¢
cut :
¡ ‘ A;¢ A;¡ ‘ ¢
¡ ‘ ¢ left :
A;¡ ‘ ¢
A;¡ ‘ ¢
right :
¡ ‘ A1; A2; : : : ; An ¢ ¢ ¢ ¡ ‘ A1; : : : ; An¡1; An
¡ ‘ A1; : : : ; An
Figure 2. .The S0 multiple-conclusion sequent calculus for S4.3.
the formula C holds under the assumptions A _ B and ¡ if it holds under the two
cases: A and ¡, and B and ¡. We give interpretations to the modal rules that involve
reasoning about time. If we interpret a sequent to mean that the conclusion holds from
the assumptions at the present time, then the interpretations of ƒright and left have
simple readings. The ƒright rule states that if A holds now, then A eventually holds. The
left rule reads that from the assumption that A always holds, we can conclude that A
holds now. The other two are slightly more complicated. The right rule states that if A
holds from a set of assumptions that all hold all the time, then A holds all the time.
The ƒleft rule involves reasoning by cases from a set of one or more assumptions that
all eventually hold. The cases are broken down according to which one holds \flrst". In
particular, there are n premises where n ‚ 1, and for i = 1; : : : ; n, premise i is the case
where Ai holds flrst. First here does not mean strictly before all others. There may be
others that hold at the same time, though none can hold before. In addition, in order for
this reasoning to be valid, all other assumptions used in the reasoning must hold all the
time, and the conclusion must either be of the form ƒA or ?.
To show that this inference system is sound and complete, we show that the set of
provable sequents is exactly those that are provable in the S 0 inference system in Figure 2.
S 0 is a multiple-conclusion sequent calculus for S4.3 presented in .Gor¶e (1992). A sequent
is written ¡ ‘ ¢ where ¡ and ¢ are both sets of formulae. S 0 does not contain inference
rules for the modal operator ƒ. However, using the equivalence between the preflxes ƒ
and : :, we express and prove the correctness of S as follows.
Theorem 2.1. . Given a set of formulae ¡ and a formula C, let ¡0 and C 0 be ¡ and C,
respectively, with all occurrences of ƒ replaced by : :. The sequent ¡ ‘ C is provable
in S if and only if ¡0 ‘ C 0 (or ¡0 ‘ ; when C is ?) is provable in S 0.
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The S 0 system has the cut-free property, i.e., any sequent provable in S 0 has a proof
without any occurrences of the cut rule .(Gor¶e, 1992). The cut-free property does not hold
for the S system, but it can be shown that only limited use of the cut rule is needed, as
expressed by the following theorem.
Theorem 2.2. Given a set of formulae ¡ and a formula C, let ¡0 and C 0 be ¡ and C,
respectively, with all occurrences of ƒ replaced by : :. If the sequent ¡0 ‘ C 0 (or ¡0 ‘ ;
when C is ?) is provable in S 0 without cut, then ¡ ‘ C has a proof in S such that in all
occurrences of the cut rule, the left premise is a direct consequence of the excl-mid rule.
3. .A Natural Deduction Presentation of S4.3
Figure 3 contains a complete set of rules for a natural deduction inference system for
S4.3, which we call N . The rules are presented in the style of .Prawitz (1965). Formulae in
parentheses are used to indicate the discharge of assumptions. In ¾ intro, for example,
any occurrence of the formula A as a leaf in the tree above B is discharged by the
application of the rule. The brackets in intro and ƒ elim rules also denote discharge;
all formulae in brackets are discharged by the rule application. In addition, the brackets
denote a restriction on proofs: the formulae in brackets must be the only formulae that
occur as leaves in the subtree above the premise in which they occur. Note that in intro
and ƒ elim, n > 0, m ‚ 0, and B ; denotes a formula with either preflx or :ƒ:. A
^ elim1 : A ^B
A
^ elim2 : A ^B
B
^ intro : A B
A ^B excl-mid : A _ :A
_ elim : A _B
(A)
C
(B)
C
C
_ intro1 : A
A _B _ intro2 :
B
A _B
¾ elim : A A ¾ B
B
¾ intro :
(A)
B
A ¾ B
:elim : A :A? :intro :
(A)
?
:A ? elim :
?
A
elim :
A
A
ƒintro : AƒA intro : B1 ¢ ¢ ¢ Bn
[ B1; : : : ; Bn]
A
A
ƒelim : ƒA1 ¢ ¢ ¢ ƒAn B1 ¢ ¢ ¢ Bm
•
A1;ƒA2; : : : ;ƒAn;
B1; : : : ; Bm
‚
C
¢ ¢ ¢
•ƒA1; : : : ;ƒAn¡1; An;
B1; : : : ; Bm
‚
C
C
In ƒelim, C is either of the form ƒA or ?.
Figure 3. .The natural deduction inference system N for S4.3.
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proof in N of a formula C from a set of assumptions ¡ is a tree constructed from the
inference rules of Figure 3 such that every formula that occurs as a leaf and is not
discharged by any rule application is either of the form A _ :A or occurs in ¡. We call
such a proof an N -proof.
The combination sequent and natural deduction inference system that we implement
in our theorem prover is the system M given in Figure 4. It is the same as system S
except that fragments of N -proofs occur on the left in sequents. We denote such proofs
using ƒ, possibly subscripted. To further denote that the formula that occurs at the root
of such a proof is A, we write ƒ
A
. For sets of such proofs, we write “, again possibly
subscripted. A formula alone on the left of a sequent denotes a one-node N -proof. In
contrast, only formulae, not proofs, occur on the right in sequents of M. We write “
to denote a set of proofs such that the root formula of each has preflx or :ƒ:. Note
for example, that the proof of B in the right premise of ¾ left is built from a one-node
proof of A and the proof of A ¾ B that occurs in the conclusion. In the ¾ right rule,
the formula A ¾ B occurs in the conclusion, while in the premise the one-node proof A
occurs on the left and the formula B occurs on the right. In ƒleft , arbitrary proofs occur
on the left in the conclusion, while only one-node proofs appear in the premises. Note
that in building a proof top-down, the N -proofs in the conclusion appear to come out of
nowhere. However, if we consider the bottom-up construction of proofs, the application of
left rules can be viewed as the construction of new assumptions by forward reasoning from
existing assumptions. The N -proofs record the proofs of this forward reasoning. In the
case of the ƒleft rule, this record is dropped when continuing the proofs of the premises.
Technically, these proofs are needed to deflne the function which extracts N -proofs from
M-proofs, a function which is deflned recursively over the structure ofM-proofs. For theƒleft rule, the N -proofs occurring in the conclusion are not needed (and in fact must not
be there) in order to extract N -proofs from the premises. For the same reason, there are
N -proofs occurring in the conclusions of the :left and _ left rules which do not occur in
the premises.
The correspondence between the sequent system S and the mixed system M can
be made formal by deflning two functions that take a proof in one to a proof in the
other by simply replacing each rule application in one system by an application of the
corresponding rule in the other system. The function S^ from M to S can be deflned
to be the operation that simply erases N -proofs on the left of sequents by replacing
each proof with the formula at its root. The function S from S to M can be deflned by
starting at the root and replacing each formula A on the left of the sequent with some
N -proof whose root is A and proceeding upward replacing formulae in the premises with
the corresponding proofs built using the proof fragments in the conclusion. To make this
deflnition precise, the set ofN -proofs replacing the formulae on the left of the root sequent
is given as an explicit argument to S. As a result, the function application S(§;“) is
only well-deflned if the set of formulae on the left at the root of S-proof § is the same
as the set of formulae occurring at the roots of the N -proofs “. The following theorem
is then proved by a simple inductive argument on proof trees.
Theorem 3.1. Let “ be a set of N -proofs and let ¡ be the set of formulae that occur
at the root of the proofs in “. Let C be a formula. If § is a proof of “ ‘ C in M,
then S^(§) is a proof of ¡ ‘ C in S. Conversely, if §0 is a proof of ¡ ‘ C in S, then
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initial :
ƒ
A
;“ ‘ A excl-mid : “ ‘ A _ :A
^ left :
ƒ
A ^ B
A
;
ƒ
A ^ B
B
;“ ‘ C
ƒ
A ^ B ;“ ‘ C
^ right : “ ‘ A “ ‘ B
“ ‘ A ^B
_ left : A;“ ‘ C B;“ ‘ C
ƒ
A _ B ;“ ‘ C
_ right1 : “ ‘ A
“ ‘ A _B
_ right2 : “ ‘ A
“ ‘ A _B
¾ left :
“ ‘ A A
ƒ
A ¾ B
B
;“ ‘ C
ƒ
A ¾ B ;“ ‘ C
¾ right : A;“ ‘ B
“ ‘ A ¾ B
:left : “ ‘ A
ƒ
:A ;“ ‘?
:right : A;“ ‘?
“ ‘ :A
cut :
“ ‘ A A;“ ‘ C
“ ‘ C ? right :
“ ‘?
“ ‘ A
weaken :
“ ‘ A
“;“0 ‘ A ƒright : “ ‘ A“ ‘ ƒA
ƒleft : A1;ƒA2; : : : ;ƒAn; B1; : : : ; Bm ‘ C ¢ ¢ ¢ ƒA1; : : : ;ƒAn¡1; An; B1; : : : ; Bm ‘ C
ƒ1ƒA1 ; : : : ; ƒnƒAn ; ƒ
0
1
B1
; : : : ;
ƒ0m
Bm
‘ C
left :
ƒ
A
A
;“ ‘ C
ƒ
A
;“ ‘ C
right :
“ ‘ A
“ ‘ A
In ƒleft , C is either of the form ƒA or ?.
Figure 4. .The mixed inference system M: sequent rules with natural deduction fragments.
S(§0;“) is a proof of “ ‘ C in M. Furthermore, if “ contains only one-node proofs,
then S(S^(§);“) = § and S^(S(§0;“)) = §0.
The soundness and completeness of M follow directly from this theorem.
The correspondence between N and M is not as direct. However, one direction|
converting proofs in M to proofs in N|is fairly direct. This is the direction we are
interested in. In particular, our theorem prover builds proofs inM and we extract natural
deduction proofs so that we can map them to text. We consider only proofs in M such
that in all occurrences of the cut rule, the left premise is a direct consequence of the excl-
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mid rule. Let assumps be the function that maps an N -proof ƒ to the set of formulae
containing all formulae occurring as leaves in ƒ that are neither of the form A_:A nor
are discharged by any rule application. We extend this function to operate on sets of N -
proofs as follows: assumps(fƒ1; : : : ;ƒng) := assumps(ƒ1)[¢ ¢ ¢[assumps(ƒn). We deflne
the function N^ that maps an M-proof of “ ‘ C to an N -proof of C from assumps(“)
recursively from the root upward, with a case for each inference rule. AnM-proof ending
with ^ right , for example, as shown on the left below is mapped to the N -proof on the
right below whose last inference is an application of ^intro.
^ right : §1 §2
“ ‘ A ^B )
N (§1) N (§2)
A ^B
Here, §1 is a proof of the sequent “ ‘ A and §2 is a proof of “ ‘ B. The cases for
the other right rules are all deflned by a similar recursion on the premises followed by
an application of the corresponding intro rule. The one-node M-proof of “ ‘ A _ :A
is mapped directly to the one-node N -proof A _ :A. The remaining rules are slightly
more complicated and the mapping is given in Figure 5. In this flgure, §;§1, etc., are
assumed to be proofs of the premises of the specifled rule. The sequents at the root of
these proofs are assumed to be of the appropriate form (see Figure 4). The following
theorem expresses the correctness of the translation of M-proofs to N -proofs as deflned
by the function N^ .
Theorem 3.2. Let C be a formula and “ be a set of N -proofs. If § is an M-proof of
“ ‘ C, then N^ (§) is an N -proof of C from assumps(“).
Although arbitrary applications of cut are not necessary for the completeness ofM, it is
important in practice to allow them in interactive theorem proving. Our implementation
handles such applications by: (1) applying the function N^ to the left premise “ ‘ A to
obtain an N -proof ƒ of A from assumps(“), (2) modifying the proof of the right premise
A;“ ‘ C by modifying the proofs of “ to replace all occurrences of A as a leaf with ƒ,
(3) applying N^ to the resulting M-proof.
We do not consider a translation of N -proofs toM-proofs here. However, we note that
it is possible to deflne a translation on normal proofs .(see Prawitz, 1965) in the propo-
sitional intuitionistic fragment of N that does not use the cut rule, thereby illustrating
the correspondence between cut-free sequent proofs and normal natural deduction proofs
for this fragment.
4. .Proof Construction
Interactive proof construction is most often done in a backward direction. The user
sets a goal and then, applying the rules of the logic, tries to reduce it to already known
theorems or axioms. The technique of proof by pointing described in .Bertot et al. (1994)
provides a means of giving proof directions by selecting subexpressions of goals. It has
been proved sound and complete for classical logic. In what follows, we explain how the
technique can be extended to our sequent system for S4.3, and we give some examples of
proofs of temporal properties. We describe proof search using the S system, although as
already stated, our theorem prover implements theM system which also builds N -proofs
of the assumptions.
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initial :
ƒ
A
;“ ‘ A ) ƒ
A
^ left : §
ƒ
A ^ B ;“ ‘ C
) N^ (§)
_ left : §1 §2
ƒ
A _ B ;“ ‘ C
)
ƒ
A _B N^ (§1) N^ (§2)
C
¾ left : §1 §2
ƒ
A ¾ B ;“ ‘ C
) N^ (§1)
ƒ
A ¾ B
B
:left : §
ƒ
:A ;“ ‘?
) N^ (§)
ƒ
:A
?
cut :
“ ‘ A _ :A §
“ ‘ C ) N^ (§)
weaken :
§
“;“0 ‘ A ) N^ (§)
ƒleft : §1 ¢ ¢ ¢ §n
ƒ1ƒA1 ; : : : ; ƒnƒAn ; ƒ
0
1
B1
; : : : ;
ƒ0m
Bm
‘ C
)
ƒ1ƒA1 ¢ ¢ ¢
ƒnƒAn
ƒ01
B1 ¢ ¢ ¢
ƒ0m
Bm N^ (§1) ¢ ¢ ¢ N^ (§n)
C
left :
§
ƒ
A
;“ ‘ C
) N^ (§)
Figure 5. .The function N^ for transforming mixed-rule proofs to natural deduction proofs.
4.1. proof by pointing
The main idea of proof by pointing is that each rule in the sequent presentation can be
seen as a way of breaking down a term. The term to break is in the conclusion of the rule,
either the conclusion of the sequent or one of its assumptions. The result is presented by
the subterms of the term reappearing in the premises. For example, the ^right rule:
¡ ‘ A ¡ ‘ B
¡ ‘ A ^B
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can be seen as breaking a conjunction, putting the left part in the flrst premise and the
right one in the second premise. We can express this more graphically by the following
two rules where in the flrst, the user has clicked on A, and in the second on B:
¡ ‘ A ¡ ‘ B
¡ ‘ A ^B
¡ ‘ A ¡ ‘ B
¡ ‘ A ^ B
Figure 6 presents the boxed rules for the usual connectives of propositional classical logic.
Selecting a subexpression can be understood as a command to bring the subexpression
to the surface of the sequent. It only makes sense if we have the two following properties:
(i) Well foundedness: the box in the premises is more \immediate" than the formula it
came from in the conclusion. This property ensures termination as the propagation
of the selection moves toward the surface.
(ii) Uniqueness: given a goal and a selection, there is at most one rule that is applicable.
This property ensures determinism.
^ left1 :
A ; B;A ^B;¡ ‘ C
A ^B;¡ ‘ C
^ right1 :
¡ ‘ A ¡ ‘ B
¡ ‘ A ^B
^ left2 :
A; B ; A ^B;¡ ‘ C
A ^ B ;¡ ‘ C
^ right2 :
¡ ‘ A ¡ ‘ B
¡ ‘ A ^ B
_ left1 :
A ; A _B;¡ ‘ C B;A _B;¡ ‘ C
A _B;¡ ‘ C
_ right1 :
¡ ‘ A
¡ ‘ A _B
_ left2 :
A;A _B;¡ ‘ C B ; A _B;¡ ‘ C
A _ B ;¡ ‘ C
_ right2 :
¡ ‘ B
¡ ‘ A _ B
¾ left1 :
A ¾ B;¡ ‘ A B;A ¾ B;¡ ‘ C
A ¾ B;¡ ‘ C
¾ right1 :
A ;¡ ‘ B
¡ ‘ A ¾ B
¾ left2 :
A ¾ B;¡ ‘ A B ; A ¾ B;¡ ‘ C
A ¾ B ;¡ ‘ C
¾ right2 :
A;¡ ‘ B
¡ ‘ A ¾ B
:left : ¡ ‘ A
: A ;¡ ‘?
:right : A ;¡ ‘?
¡ ‘ : A
Figure 6. .Proof by pointing rules for propositional classical connectives.
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These two properties hold for the rules of Figure 6. Here, more \immediate" means that
the formula in the premises is smaller than the formula it came from in the conclusion.
Furthermore we have a property of completeness: any subformula can be reached by
recursive application of the rules. Given a selection, we can then induce an algorithm
that performs a series of rule applications. We display each step of the algorithm with
a \!" representing application of a rule from Figure 6. We do not indicate which rule
since it will always be clear from context. An overline over a sequent is used to indicate
that a branch of the proof has been completed using the initial rule. In addition, the
propagation of the selection is displayed by underlining the selected subterm. As an
example, a selection on z in the leftmost formula below gives:
‘ x ^ y ¾ z _ t ! x ^ y ‘ z _ t ! x ^ y ‘ z
which consists of an application of ¾ right followed by _right1 . All the rules of Figure 6
are instances of rules of S where the formula the rule is applied to in the left rules is
repeated in the premises. To get proof by pointing in our system, we only have to give
boxed versions for the remaining rules.
always
Deriving the rule for proof by pointing for is straightforward:
A ; A;¡ ‘ C
A ;¡ ‘ C
We reach the formula A in A by selecting A. The right rule can also be boxed as
follows:
¡ ‘ A
¡ ‘ A
Because the context has to contain formulae of a certain form, by adding this proof by
pointing rule, the properties of termination and determinism are preserved, but we lose
the property that we can reach any formula by selecting it. To recapture this property,
we use the fact that there exists a canonical way of transforming any context into a
context by removing assumptions that don’t have as their outermost operator with the
weaken rule. For example:
A; B;C; D ‘ E ! B; D ‘ E ! B; D ‘ E
In the following we will represent the combination of weaken and the application of this
rule as a single step of the algorithm:
A; B;C; D ‘ E ! B; D ‘ E
With these two rules, we can begin to prove some basic properties.
Example 1: ‘ x ¾ x
Proof. Click on x in the left part of the implication.
‘ x ¾ x ! x ‘ x ! x; x ‘ x
Example 2: ‘ x ¾ x
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Proof. Click on x in the right part of the implication.
‘ x ¾ x ! x ‘ x ! x ‘ x
Example 3: ‘ (x ^ y) ¾ x ^ y
Proof. Click on x in the right part of the implication.
‘ (x ^ y) ¾ x ^ y! (x ^ y) ‘ x ^ y
! (x ^ y) ‘ x
(x ^ y) ‘ y !
(x ^ y) ‘ x
(x ^ y) ‘ y
The flrst goal is solved by selecting the x of the assumption.
(x ^ y) ‘ x ! x ^ y; (x ^ y) ‘ x ! x; y; x ^ y; (x ^ y) ‘ x
For the second goal we have to follow the same path, flrst select y in the goal:
(x ^ y) ‘ y ! (x ^ y) ‘ y
and then in the assumption.
(x ^ y) ‘ y ! x ^ y; (x ^ y) ‘ y ! x; y; x ^ y; (x ^ y) ‘ y
eventually
The ƒ left rule gives the following boxed rules.
A1; : : : ;ƒAn; ¡ ‘ ƒC ¢ ¢ ¢ ƒA1; : : : ; Ai ; : : : ;ƒAn; ¡ ‘ ƒC ¢ ¢ ¢ ƒA1; : : :; An; ¡ ‘ ƒC
ƒA1; : : : ;ƒ Ai ; : : : ;ƒAn; ¡ ‘ ƒC
A1; : : : ;ƒAn; ¡ ‘ ? ¢ ¢ ¢ ƒA1; : : : ; Ai ; : : : ;ƒAn; ¡ ‘ ? ¢ ¢ ¢ ƒA1; : : :; An; ¡ ‘ ?
ƒA1; : : : ;ƒ Ai ; : : : ;ƒAn; ¡ ‘ ?
With these two rules, it is easy to see that we can reach any subterm in an assumption
with ƒ as its outermost operator. The problem of having a context with only ƒ and
assumptions is solved by the weaken rule as before. In addition, when the conclusion of
the sequent is not a ƒ formula we can always apply the ? right rule:
¡ ‘ ?
¡ ‘ C
Here is a simple example:
A;ƒB;C; D ‘ E ! ƒB; D ‘ E ! ƒB; D ‘ ? ! B; D ‘ ?
As for , in the following we will merge applications of weaken, ? right , and ƒleft into
a single step of the algorithm.
The ƒright rule has a direct correspondence to the boxed rule:
¡ ‘ C
¡ ‘ ƒ C
With these rules, we can prove the temporal properties that are dual to those proved
above using rules.
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Example 4: ‘ x ¾ ƒx
Proof. Click on x in the right part of the implication.
‘ x ¾ ƒx ! x ‘ ƒx ! x ‘ x
Example 5: ‘ ƒƒx ¾ ƒx
Proof. Click on ƒx in the left part of the implication.
‘ ƒƒx ¾ ƒx ! ƒƒx ‘ ƒx ! ƒx ‘ ƒx
Example 6: ‘ ƒx _ ƒy ¾ ƒ(x _ y)
Proof. Click on x in the left part of the implication.
‘ ƒx _ ƒy ¾ ƒ(x _ y)!ƒx _ ƒy ‘ ƒ(x _ y)
!ƒx;ƒx _ ƒy ‘ ƒ(x _ y)ƒy;ƒx _ ƒy ‘ ƒ(x _ y) ! x ‘ ƒ(x _ y)ƒy;ƒx _ ƒy ‘ ƒ(x _ y)
Note that the extra assumptions disappear in the flrst goal of the last step due to an
application of weaken before applying ƒleft . The flrst goal is solved by a selection on
the x of the conclusion.
x ‘ ƒ(x _ y) ! x ‘ x _ y ! x ‘ x
The second goal is solved by two selections on y, flrst the one of the flrst assumption:
ƒy ‘ ƒ(x _ y) ! y ‘ ƒ(x _ y)
then the one of the conclusion.
y ‘ ƒ(x _ y) ! y ‘ x _ y ! y ‘ y
conversions
In S4.3, for any formula A, :ƒA is equivalent to :A and : A is equivalent to ƒ:A.
We have found it useful in practice to replace a formula of one of these forms with its
equivalent during proof construction. In S, it is possible to derive rules that perform this
operation on a formula of any one of these four forms in the assumptions or on the right
of a sequent. Two examples are as follows:
:A;¡ ‘ C
:ƒA;¡ ‘ C
ƒ:A;¡ ‘ C
: A;¡ ‘ C
These are examples of rules where it is impossible to directly use proof by pointing; they
deal with transforming rather than breaking down. For this reason, we treat them as
terminal rules (rules with no box in the premises) and use the principle of point and
shoot to trigger them. Point and shoot simply allows multiple terminal rules by having
multiple kind of selections. Graphically we difierentiate terminal rules by indexing the
box with a key. Operationally the user simultaneously selects the subterm and strikes
the key. The key indicates what rule to apply, and possibly what rule to attempt after
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applying the desired rule (the shoot operation). In this case, the shoot rule is an attempt
to apply initial to complete the proof:
A ;¡ ‘ A ! A;¡ ‘ A
A;¡ ‘ A ! A;¡ ‘ A
We can now add our shift selection:
:ƒA s ;¡ ‘ C ! :A;¡ ‘ C
: A s ;¡ ‘ C ! ƒ:A;¡ ‘ C
We illustrate these rules with two examples:
Example 7: ‘ :ƒ:x ¾ :: x
Proof. Click on : x in the right part of the implication with the shift selection.
‘ :ƒ:x ¾ :: xs ! :ƒ:x ‘ :: xs ! :ƒ:x;: xs‘ ? ! :ƒ:x;ƒ:x ‘ ?
Click on ƒ:x in the flrst assumption.
:ƒ:x;ƒ:x ‘ ? ! :ƒ:x;ƒ:x ‘ ƒ:x
Example 8: ‘ : :x ¾ ::ƒx
Proof. Click on :ƒx in the right part of the implication with the shift selection.
‘ : :x ¾ ::ƒxs ! : :x ‘ ::ƒxs ! : :x;:ƒxs‘ ? ! : :x; :x ‘ ?
Click on the :x in the flrst assumption.
: :x; :x ‘ ? ! : :x; :x ‘ :x
excluded middle
The method proposed in .Bertot et al. (1994) for introducing excluded middle into the
point and shoot algorithm is by a higher-order theorem:
8P: P _ :P
Then the cut rule is used to extend the possibility of adding a theorem to the assumptions.
Operationally, the user selects some subformula A, and then clicks on the :P of the excl-
mid rule. A _ :A will be added as an assumption. Given a goal ¡ ‘ C and a theorem T
we have:
¡ ‘ C ! T ;¡ ‘ C
Using this rule, we can reflne the two previous examples.
Example 9: :ƒ:x ‘ x
Proof. Click on the :P of excluded middle with x as a witness and the shift selection:
:ƒ:x ‘ x! x _ : xs;:ƒ:x ‘ x
! x; x _ : x;:ƒ:x ‘ x: xs; x _ : x;:ƒ:x ‘ x ! ƒ:x; x _ : x;:ƒ:x ‘ x
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Click on the ƒ:x in the third assumption, which applies the ? right rule, followed by
the :left rule:
ƒ:x; x _ : x;:ƒ:x ‘ x ! ƒ:x; x _ : x;:ƒ:x ‘ ƒ:x
Example 10: : :x ‘ ƒx
Proof. Click on the :P of excluded middle with ƒx as a witness and the shift selection.
: :x ‘ ƒx!ƒx _ :ƒxs;: :x ‘ ƒx
! ƒx;ƒx _ :ƒx;: :x ‘ ƒx:ƒxs;ƒx _ :ƒx;: :x ‘ ƒx ! :x;ƒx _ :ƒx;: :x ‘ ƒx
Click on the :x in the third assumption.
:x;ƒx _ :ƒx;: :x ‘ ƒx ! :x;ƒx _ :ƒx;: :x ‘ :x
Note that the last rule is :right . It includes an implicit application of ? right .
weakening
Finally the last rule we add concerns weaken. In .Bertot et al. (1994), there was no
explicit way of applying this rule since it was always done implicitly just before completing
the proof with initial. In our system, having an explicit weaken is important as the ƒ left
rule generates as many subgoals as assumptions with ƒ as outermost operator. Applying
weaken or not may change the structure of the proof. We simply implement weaken as a
terminal rule:
A
d
;¡ ‘ C ! ¡ ‘ C
4.2. examples
We have already given some examples in the previous section. We complement them
with the proofs of two other classic properties.
Example 11: ‘ (x ¾ y) ¾ ƒx ¾ ƒy
Proof. Click on x in the right part of the top implication.
‘ (x ¾ y) ¾ ƒx ¾ ƒy! (x ¾ y) ‘ ƒx ¾ ƒy
! (x ¾ y);ƒx ‘ ƒy ! (x ¾ y); x ‘ ƒy
Click on x in the right part of the flrst assumption.
(x ¾ y); x ‘ ƒy ! x ¾ y; (x ¾ y); x ‘ ƒy ! x ¾ y; (x ¾ y); x ‘ x
y; x ¾ y; (x ¾ y); x ‘ ƒy
Only one subgoal is left, we can solve it by selecting the y in the conclusion.
y; x ¾ y; (x ¾ y); x ‘ ƒy ! y; x ¾ y; (x ¾ y); x ‘ y
Example 12: ‘ ƒ (x _ y) ¾ ƒx _ ƒy
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Proof. Click on ƒx _ ƒy in the right part of the top implication.
‘ ƒ (x _ y) ¾ ƒx _ ƒy ! ƒ (x _ y) ‘ ƒx _ ƒy
Click on the :P of excluded middle with ƒx as a witness and the shift selection.
ƒ (x _ y) ‘ ƒx _ ƒy!ƒx _ :ƒxs;ƒ (x _ y) ‘ ƒx _ ƒy
!ƒx;ƒx _ :ƒx;ƒ (x _ y) ‘ ƒx _ ƒy:ƒxs;ƒx _ :ƒx;ƒ (x _ y) ‘ ƒx _ ƒy
!ƒx;ƒx _ :ƒx;ƒ (x _ y) ‘ ƒx _ ƒy:x;ƒx _ :ƒx;ƒ (x _ y) ‘ ƒx _ ƒy
The proof of the flrst subgoal is trivial.
ƒx;ƒx _ :ƒx;ƒ (x _ y) ‘ ƒx _ ƒy ! ƒx;ƒx _ :ƒx;ƒ (x _ y) ‘ ƒx
For the second goal, we flrst select ƒy.
:x;ƒx _ :ƒx;ƒ (x _ y) ‘ ƒx _ ƒy ! :x;ƒx _ :ƒx;ƒ (x _ y) ‘ ƒy
Now we do a case analysis selecting x of the third assumption.
:x;ƒx _ :ƒx;ƒ (x _ y) ‘ ƒy ! :x; x _ y ‘ ƒy ! x; :x; x _ y ‘ ƒy
y; :x; x _ y ‘ ƒy
Both cases are trivial:
x; :x; x _ y ‘ ƒy! :x; x; :x; x _ y ‘ ƒy ! :x; x; :x; x _ y ‘ x
y; :x; x _ y ‘ ƒy! y; :x; x _ y ‘ y
5. .Proof Presentation
In the previous section, proof by pointing illustrated a simple way of locally con-
structing a proof. In this section, we discuss the display of overall proofs. There are two
important reasons to do so:
(i) To present the flnal result. The flnal proof \explains" why the fact holds.
(ii) To aid in the construction of the proof. Displaying the incomplete proof gives a
global view of the proof process.
A natural solution is to represent the sequent proof that we build as a tree. From our
experiments we have found that displaying trees doesn’t scale up. Proof trees rapidly
become unmanageable not only because of their length but also because of their width.
In .Coscoy et al. (1995), an alternative is described that proposes a textual presentation
of natural deduction proofs in a pseudo-natural language. In natural deduction the com-
bination of the inferences only deals with a single formula: the conclusion of the sequent.
Generating a text in pseudo-natural language is then made easier.
The text is generated by translation. A textual pattern is associated with each rule
of the natural deduction system. For example, the two translation rules for ^intro and
¾ intro are the following:
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ƒ1
A
ƒ2
B
A ^B .
•
ƒ1
A
‚
•
ƒ2
B
‚
Altogether we have A ^B
ƒ
B
A ¾ B .
Assume A (i)•
ƒ
B
‚
We have proved A ¾ B
where recursive calls are marked with square brackets. In addition to the direct applica-
tion of such rules, a set of optimizations is performed on the text to remove irrelevant
information such as unused assumption numbers or immediate references. As for proof
by pointing, for S we have to extend the rules presented for the classical logic in .Coscoy
et al. (1995) to the temporal rules.
always
We flrst give the elim rule:
ƒ
A
A
.
•
ƒ
A
‚
In particular A
The intro rule is a bit more complicated. The general layout is given in Figure 7. Special
cases have been developed when n is 0 or 1:
ƒ
A
A
.
•
ƒ
A
‚
So A
ƒ1
B1
ƒ
A
A
.
h
ƒ1
B1
i
In the context: B1(h1)h
ƒ
A
i
So we deduce A
Example 1: ‘ x ¾ x
Proof: Assume x (1)
By (1) we have x
In particular x
Example 2: ‘ x ¾ x
Proof: Assume x
In the context x(1)
By (1) we have x
So we deduce x
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Example 3: ‘ (x ^ y) ¾ x ^ y
Proof: Assume (x ^ y)
In the context (x ^ y) (1)
By (1) we have (x ^ y)
In particular we have x ^ y
We have x
So we deduce x
In the context (x ^ y) (1)
By (1) we have (x ^ y)
In particular we have x ^ y
We have y
So we deduce y
Altogether we have x ^ y
eventually
The general rule for ƒelim is given in Figure 7. Special cases can be easily derived.
For example, when there is no assumption and only one ƒ assumption, we use:
ƒ1ƒA
ƒ2ƒCƒC .
•
ƒ1ƒA
‚
If we have A (i)•
ƒ2ƒC
‚
So we deduce ƒC
For ƒintro, the rule is much simpler to explain:
ƒ
AƒA .
•
ƒ
A
‚
Obviously we have ƒA
Example 4: ‘ x ¾ ƒx
Proof: Assume x (1)
By (1) we have x
Obviously we have ƒx
Example 5: ‘ ƒƒx ¾ ƒx
Proof: Assume ƒƒx
If we have ƒx (1)
By (1) we have ƒx
So we deduce ƒx
Example 6: ‘ ƒx _ ƒy ¾ ƒ(x _ y)
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Proof: Assume ƒx _ ƒy
So we have two cases
† Suppose ƒx
If we have x (1)
By (1) we have x
Obviously we have x _ y
Obviously we have ƒ(x _ y)
So we deduce ƒ(x _ y)
† Suppose ƒy
If we have y (1)
By (1) we have y
Obviously we have x _ y
Obviously we have ƒ(x _ y)
So we deduce ƒ(x _ y)
We have ƒ(x _ y) in both cases, so ƒ(x _ y)
Note that the two subproofs in this example are similar. We could optimize the text to
proof procedure so that it would note the similarity, and avoid writing out the details of
the second case. Although this case is simple, the general problem of flnding similarities
while abstracting from difierences is a di–cult one, but one that must be addressed if
larger proofs are to be readable. Note that it is often possible to replace duplicate proofs
by lemmas.
conversions
Conversions are handled by the simple concatenation of the converted term.
ƒ
: Aƒ:A .
•
ƒ
: A
‚
, so ƒ:A
ƒ
:ƒ
:A .
•
ƒ
:ƒA
‚
, so :A
6. .An Example
Now that we have deflned the two principles (proof by pointing and textual presenta-
tion), we are going to merge them into a single environment. Using the mixed systemM,
we can simultaneously build the proof in sequent style while showing the natural deduc-
tion equivalent. We illustrate how the combination works with the proof of the property:
( x ¾ y) _ ( y ¾ x)
This proof is done by contradiction; as we don’t have the DeMorgan laws we need to
apply excluded middle to each of the two components of the disjunction.
Using Excluded Middle, ( x ¾ y) _ : ( x ¾ y)
So we have two cases:
† Suppose ( x ¾ y) (1)
Obviously ( x ¾ y) _ ( y ¾ x)
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ƒ1
B1
¢ ¢ ¢ ƒn
Bn
ƒ
A
A
.
h
ƒ1
B1
i
. . .h
ƒn
Bn
i
Altogether we have the context:
B1(h1)
. . .
Bn(hn)
Whereh
ƒ
A
i
So we deduce A
ƒ1ƒA1 ¢ ¢ ¢
ƒnƒAn
ƒ01
B1
¢ ¢ ¢ ƒ
0
m
Bm
ƒ001ƒC ¢ ¢ ¢ ƒ
00
nƒCƒC .
•
ƒ01
B1
‚
. . .•
ƒ0m
Bm
‚
Altogether we have the context:
B1(h1)
. . .
Bm(hm)
Also h
ƒ1ƒA1
i
. . .h
ƒnƒAn
i
So we have the difierent cases
† Assume A1 (i1), . . . , and ƒAn (in)•
ƒ001ƒC
‚
. . .
† Assume ƒA1 (i1), . . . , and An (in)•
ƒ00nƒC
‚
In all the possible cases, we have ƒC, so ƒC
Figure 7. .Textual rules for always introduction and eventually elimination.
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† Suppose : ( x ¾ y) (2)
Using Excluded Middle, ( y ¾ x) _ : ( y ¾ x)
So we have two cases:
† Suppose ( y ¾ x) (3)
Obviously ( x ¾ y) _ ( y ¾ x)
† Suppose : ( y ¾ x) (4)
Prove: ( x ¾ y) _ ( y ¾ x)
We have ( x ¾ y) _ ( y ¾ x) in both cases (3) and (4)
We have ( x ¾ y) _ ( y ¾ x) in both cases (1) and (2)
We are left with one goal, under the two assumptions (2) and (4). They are inside a box
to show that the user can select inside them. The next step is to transform the assump-
tions into ƒ assumptions and apply the ƒelim rule.
Using Excluded Middle, ( x ¾ y) _ : ( x ¾ y)
So we have two cases:
† Suppose ( x ¾ y) (1)
Obviously ( x ¾ y) _ ( y ¾ x)
† Suppose : ( x ¾ y) (2)
Using Excluded Middle, ( y ¾ x) _ : ( y ¾ x)
So we have two cases:
† Suppose ( y ¾ x) (3)
Obviously ( x ¾ y) _ ( y ¾ x)
† Suppose : ( y ¾ x) (4)
We have:
By (2), : ( x ¾ y), so ƒ:( x ¾ y)
By (4), : ( y ¾ x), so ƒ:( y ¾ x)
So we have the difierent cases:
† Assume :( x ¾ y) (5) and ƒ:( y ¾ x) (6)
Prove: a contradiction
† Assume ƒ:( x ¾ y) (6) and :( y ¾ x) (7)
Prove: a contradiction
In all possible cases, we have a contradiction, so ( x ¾ y) _ ( y ¾ x)
We have ( x ¾ y) _ ( y ¾ x) in both cases (3) and (4)
We have ( x ¾ y) _ ( y ¾ x) in both cases (1) and (2)
We now have two goals, that are symmetrical, so in the following we concentrate on the
current one.
† Assume :( x ¾ y) (5) and ƒ:( y ¾ x) (6)
Prove: a contradiction
To prove a contradiction, we flrst select the y of the assumption 5.
† Assume :( x ¾ y) (5) and ƒ:( y ¾ x) (6)
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Assume x (7)
Prove y
We have proved x ¾ y
By (5), there is a contradiction
Assumptions 6 and 7 are contradictory. To show the contradiction we select the x in
assumption 6.
† Assume :( x ¾ y) (5) and ƒ:( y ¾ x) (6)
Assume x (7)
In the context x (8)
If we have :( y ¾ x) (9)
Assume y (10)
Prove x
We have proved y ¾ x
By (9) there is a contradiction
By (6) we deduce a contradiction, so y
We have proved x ¾ y
By (5), there is a contradiction
We end the proof by selecting the x of assumption 8.
† Assume :( x ¾ y) (5) and ƒ:( y ¾ x) (6)
Assume x (7)
In the context x (8)
If we have :( y ¾ x) (9)
Assume y
By (8) we have x
We have proved y ¾ x
By (9) there is a contradiction
By (6) we deduce a contradiction, so y
We have proved x ¾ y
By (5), there is a contradiction
Figure 8 gives the overall proof that can be performed with 10 clicks.
7. .Conclusions
The system we have described has a very simple and convivial user-interface with the
following properties:
† The proof process is presented as the reflnement of pseudo-English text.
† All the proof steps are input simply by using the mouse to make selections on
formulae in this text.
The temporal calculus we use has been carefully designed to be as natural as possible.
This calculus has been proved sound and complete. Our implementation has beneflted
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Using Excluded Middle, ( x ¾ y) _ : ( x ¾ y)
So we have two cases:
† Suppose ( x ¾ y) (1)
Obviously ( x ¾ y) _ ( y ¾ x)
† Suppose : ( x ¾ y) (2)
Using Excluded Middle, ( y ¾ x) _ : ( y ¾ x)
So we have two cases:
† Suppose ( y ¾ x) (3)
Obviously ( x ¾ y) _ ( y ¾ x)
† Suppose : ( y ¾ x) (4)
We have:
By (2), : ( x ¾ y), so ƒ:( x ¾ y)
By (4), : ( y ¾ x), so ƒ:( y ¾ x)
So we have the difierent cases:
† Assume :( x ¾ y) (5) and ƒ:( y ¾ x) (6)
Assume x (7)
In the context x (8)
If we have :( y ¾ x) (9)
Assume y
By (8) we have x
We have proved y ¾ x
By (9) there is a contradiction
By (6) we deduce a contradiction, so y
We have proved x ¾ y
By (5), there is a contradiction
† Assume ƒ:( x ¾ y) (10) and :( y ¾ x) (11)
Assume y (12)
In the context y (13)
If we have :( x ¾ y) (14)
Assume x
By (13) we have y
We have proved x ¾ y
By (14) there is a contradiction
By (10) we deduce a contradiction, so x
We have proved y ¾ x
By (11), there is a contradiction
In all possible cases, we have a contradiction, so ( x ¾ y) _ ( y ¾ x)
We have ( x ¾ y) _ ( y ¾ x) in both cases (3) and (4)
We have ( x ¾ y) _ ( y ¾ x) in both cases (1) and (2)
Figure 8. .A complete example.
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from the use of a generic theorem prover. We were able to quickly and easily specify
the inference rules and obtain a tactic-style theorem prover for goal-directed proof using
these rules. The interface was also built with a generic toolkit in which all the features of
the user-interface (window, layout, interaction) are handled by a separate process, and
thus we were able to reuse a large part of an existing interface.
So far, we have considered S4.3. The techniques presented here should extend fairly di-
rectly to various related and more expressive logics. For example, extending the interface
and explanation capabilities to logics with additional operators such as O (next) and U
(until) should be straightforward.
In .Basin et al. (1995), the Isabelle theorem prover .(Paulson, 1994) is used to implement
a class of modal logics that includes many logics similar to S4.3. The inference systems
used in this work are natural deduction systems in which formulae are explicitly labelled
with possible worlds, using a Kripke-style semantics. Isabelle contains a speciflcation
language that is essentially a subset of the higher-order logic implemented in ‚Prolog.
Thus, the Isabelle speciflcations of labelled deduction systems can be directly mapped to
speciflcations in ‚Prolog and used to implement a simple tactic theorem prover similar to
the one presented in this paper. The techniques of proof by pointing and point and shoot
could also be adapted to this kind of inference system. It would be interesting to see if the
possible world annotations could be used to improve or provide alternate explanations.
Initial work towards this goal can be found in .Felty and Hager (1988), where a labelled
sequent inference system similar to the natural deduction systems in .Basin et al. (1995)
is used, and a simple mapping of inference rules to text is given. Conversely, our S4.3
speciflcation could be specifled directly in Isabelle. In doing so, we would beneflt from
the built-in theorem proving support in the Isabelle system, which is more extensive than
what is available in our tactic theorem proving environment in ‚Prolog.
With our current system, we are still quite far from verifying algorithms. Thus far,
the system has only been used to prove simple temporal properties. In that respect, the
simplicity of the user-interface makes it an ideal tool to learn and experiment with tem-
poral logics, aiding the user in both understanding temporal logic reasoning as well as
understanding proofs as they are constructed. In order to tackle more realistic problems,
a necessary step is to introduce some automation in our system so that users only con-
centrate on the general architecture of the proof while the system automatically proves
details. Incorporating the extra theorem proving power of Isabelle, or building our in-
terface on top of Isabelle instead of ‚Prolog would provide an important step in that
direction. However, for large algorithms more signiflcant automation is needed. Incorpo-
rating more powerful decision procedures as well as model checking are both candidates
in the future extension of the system.
Model checkers are fully automatic and efiective for verifying flnite state automata.
Much work has gone into pushing the boundaries of the size of problems that can be
handled, so that such techniques have been applied successfully to the automatic ver-
iflcation of a large class of systems and algorithms. However, although the boundaries
continue to be pushed, there will always be a limit to the size of the problems that such
methods can handle. In addition, they are limited to flnite spaces. By integrating such
techniques within a theorem proving environment, it should be possbile to increase the
class of algorithms for which veriflcation is practical, including for example those that are
parameterized by the number of components or processors, or have inflnite data domains.
To do so, powerful and intuitive interaction is essential.
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The Stanford Temporal Prover (STeP) .(Manna et al., 1994) is one system that is
working towards the goal of broadening the class of algorithms that can be verifled. STeP
integrates a variety of diverse components. Although they are not directly connected to
each other, two such components include an interactive prover and a model checker. The
techniques presented here could be integrated directly into the interactive prover.
References
.|Basin, D., Matthews, S., Viganµo, L. (1995). A modular presentation of modal logics in a logical framework.
In Proceedings of the 1995 Isabelle Users Workshop.
.|Bertot, Y., Kahn, G., Th¶ery, L. (1994). Proof by pointing. In Theoretical Aspects of Computer Software,
volume 789 of Springer-Verlag LNCS, pp. 141{160.
.|Borras, P., Cl¶ement, D., Despeyroux, T., Incerpi, J., Kahn, G., Lang, B., Pascual, V. (1988). Centaur:
the system. In Third Symposium on Software Development Environments. (Also appears as INRIA
Report no. 777).
.|Coscoy, Y., Kahn, G., Th¶ery, L. (1995). Extracting text from proofs. In Typed Lambda Calculi and
Applications, volume 902 of Springer-Verlag LNCS, pp. 109{123.
.|Felty, A. (1991). A logic program for transforming sequent proofs to natural deduction proofs. In
Schroeder-Heister, P., (ed), Proc. of the 1989 International Workshop on Extensions of Logic Pro-
gramming, volume 475 of Springer-Verlag LNCS, pp. 157{178.
.|Felty, A. (1993). Implementing tactics and tacticals in a higher-order logic programming language. J.
Automated Reasoning, 11(1):43{81.
.|Felty, A., Hager, G. (1988). Explaining modal logic proofs. In: Proc. of the IEEE 1988 International
Conf. on Systems, Man, and Cybernetics.
.|Gor¶e, R. (1992). Cut-free Tableau and Sequent Systems for Propositional Normal Modal Logics. PhD
thesis, University of Cambridge. (Also appears as Technical Report no. 257).
.|Manna, Z., et al. (1994). STeP: the Stanford Temporal Prover. Technical Report STAN-CS-TR-94-1518,
Stanford University.
.|Manna, Z., Pnueli, A. (1992). The Temporal Logic of Reactive and Concurrent Systems: Speciflcation.
Springer-Verlag.
.|Paulson, L. C. (1994). Isabelle: A Generic Theorem Prover, volume 828 of Springer-Verlag LNCS.
.|Prawitz, D. (1965). Natural Deduction. Almqvist and Wiksell, Uppsala, Sweden.
.|Szabo, M. E. (1969). The Collected Papers of Gerhard Gentzen. North-Holland.
Appendix A. Proofs of Theorems 2.1, 2.2, and 3.2
Theorem 2.1. Given a set of formulae ¡ and a formula C, let ¡0 and C 0 be ¡ and C,
respectively, with all occurrences of ƒ replaced by : :. The sequent ¡ ‘ C is provable
in S if and only if ¡0 ‘ C 0 (or ¡0 ‘ ; when C is ?) is provable in S 0.
Proof. We prove the following more general theorem:
Given a set of formulae ¡ and formulae C1; : : : ; Cn, where n ‚ 0, let ¡0; C 01; : : : ; C 0n
be ¡; C1; : : : ; Cn, respectively, with all occurrences of ƒ replaced by : :. The sequent
¡ ‘ C1 _ ¢ ¢ ¢ _ Cn (or ¡ ‘? when n is 0) is provable in S if and only if ¡0 ‘ C 01; : : : ; C 0n
is provable in S 0.
Theorem 2.1 expresses the special case when n is 0 or 1. We flrst consider the forward
direction. The proof is by induction on the height of the S-proof. Most cases follow
directly by the induction hypothesis and an application of the corresponding rule in S 0.
We consider the remaining cases below.
Case: initial. Since ? cannot occur on the left in an S-proof, we need only consider the
one-node proof ¡ ‘ C1_¢ ¢ ¢_Cn where n > 0. Since C1_¢ ¢ ¢_Cn 2 ¡, we know that C 01_
¢ ¢ ¢ _ C 0n 2 ¡0. For i = 1; : : : ; n, we have C 0i ‘ C 0i in S 0 by initial, and ¡0; C 0i ‘ C 01; : : : ; C 0n
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by weaken. Thus by a series of applications of _left , we can deduce ¡0; C 01 _ ¢ ¢ ¢ _ C 0n ‘
C 01; : : : ; C
0
n.
Case: excl-mid. We have the one-node S-proof ¡ ‘ A _ :A. We have two cases: either
n = 2, C1 is A, and C2 is :A; or n = 1 and C1 is A _ :A. In either case, we build the
following proof in S 0.
A0 ‘ A0
weaken¡0; A0 ‘ A0 :right
¡0 ‘ A0;:A0
For the case when n = 2, we are done. For the case when n = 1, we apply the _right
rule to obtain an S-proof of ¡0 ‘ A0 _ :A0.
Case: _ right . The premise is of the form ¡ ‘ C1 _ ¢ ¢ ¢ _ C 0i for some i, 0 < i < n. By
the induction hypothesis, ¡0 ‘ C 01; : : : ; C 0i is provable in S 0. By weaken ¡0 ‘ C 01; : : : ; C 0n is
provable in S 0.
Case: ? right . By the induction hypothesis, ¡0 ‘ ; is provable in S 0. By weaken, ¡0 ‘
C 01; : : : ; C
0
n is provable in S 0.
Case: right . C1 is A and n = 1. ¡ has the form A1; : : : ; Am;:ƒ:B1; : : : ;:ƒ:Bp
where m; p ‚ 0. By the induction hypothesis A01; : : : ; A0m;:: ::B01; : : : ;:: ::B0p ‘
A0 is provable in S 0. By weaken, the following is provable:
A01; : : : ; A
0
m;:: ::B01; : : : ;:: ::B0p; ::B01; : : : ; ::B0p ‘ A0:
For any formula B, the sequent B ‘ ::B is provable by :left followed by :right . By
taking B to be ::B01 and applying weaken, the following holds:
A01; : : : ; A
0
m;:: ::B02; : : : ;:: ::B0p; ::B01; : : : ; ::B0p ‘ :: ::B01:
With this sequent as the left premise and the sequent above as the right, we can apply
cut to get the following provable sequent:
A01; : : : ; A
0
m;:: ::B02; : : : ;:: ::B0p; ::B01; : : : ; ::B0p ‘ A0:
By repeated applications of weaken and cut, the following sequent is provable:
A01; : : : ; A
0
m; ::B01; : : : ; ::B0p ‘ A0:
By applying right , the following also holds:
A01; : : : ; A
0
m; ::B01; : : : ; ::B0p ‘ A0:
Now, we can repeatedly apply :right and :left to obtain a proof of the following sequent.
A01; : : : ; A
0
m;:: ::B01; : : : ;:: ::B0p ‘ A0:
Case: ƒleft . The formula on the right of the sequent at the root is either ? (and thus
n = 0) or ƒC (and thus n = 1). We consider the latter case. The former is similar
and slightly simpler. ¡ has the form ƒD1; : : : ;ƒDr; A1; : : : ; Am;:ƒ:B1; : : : ;:ƒ:Bp
where r > 0 and m; p ‚ 0. By the induction hypothesis applied to the flrst premise, the
following sequent is provable in S 0.
D01;: :D02; : : : ;: :D0r; A01; : : : ; A0m;:: ::B01; : : : ;:: ::B0p ‘ : :C 0:
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By repeatedly applying :left and :right , the following holds:
:: :C 0; A01; : : : ; A0m;:: ::B01; : : : ;:: ::B0p ‘ :D01;:: :D02; : : : ;:: :D0r:
By applying weaken and cut as in the previous case, the following can be shown to hold:
:C 0; A01; : : : ; A0m; ::B01; : : : ; ::B0p ‘ :D01;:: :D02; : : : ;:: :D0r:
For any formula B, the sequent ::B ‘ B is also provable. Using this result, the above
sequent, weaken, and cut, the following is provable:
:C 0; A01; : : : ; A0m; ::B01; : : : ; ::B0p ‘ :D01; :D02; : : : ; :D0r:
Similarly, by applying the induction hypothesis and the above reasoning to the other
r ¡ 1 hypotheses, we can show that the following sequents hold:
:C 0; A01; : : : ; A0m; ::B01; : : : ; ::B0p ‘ :D01;:D02; :D03; : : : ; :D0r
...
:C 0; A01; : : : ; A0m; ::B01; : : : ; ::B0p ‘ :D01; : : : ; :D0n¡1;:D0r
We can now apply right with these r sequents as premises to obtain:
:C 0; A01; : : : ; A0m; ::B01; : : : ; ::B0p ‘ :D01; : : : ; :D0r:
By :left and :right , we obtain the desired result:
: :D01; : : : ;: :D0r; A01; : : : ; A0m;:: ::B01; : : : ;:: ::B0p ‘ : :C 0:
Case: ƒright . C1 is ƒA and n = 1. By the induction hypothesis ¡0 ‘ A0 is provable in S 0.
We build the following proof to obtain the desired result.
¡0 ‘ A0 :left:A0;¡0 ‘ left:A0;¡0 ‘ :right
¡0 ‘ : :A0
We now consider the backward direction. We begin with an S 0-proof, and build the
corresponding S-proof. The proof is again by induction, in this case on the height of the
S 0-proof. The flrst three cases below are fairly simple. As in the proof above several cases
follow from the induction hypothesis followed by an application of the corresponding rule
in S. These include ^left , _left , and left . The other cases all follow by slightly more
complicated reasoning from sequents known to hold by the induction hypothesis, with
additional assumptions of the form A _ :A. These assumptions are then eliminated by
applications of cut with an instance of excl-mid as the left premise. We show four such
cases: :left , :right , cut, and right . The :left and :right rules are the only cases that
have two subcases.
Case: initial. Here, n = 1 and we have the one-node S 0-proof C 01 ‘ C 01. Clearly, C1 ‘ C1
is provable by initial in S.
Case: weaken. ¡ has the form ¡1;¡2, and the premise of this application of weaken is
¡01 ‘ C 01; : : : ; C 0i where 0 • i • n. By the induction hypothesis, ¡1 ‘ C1 _ ¢ ¢ ¢ _ Ci is
provable in S. By weaken and repeated applications of _right2 , ¡1;¡2 ‘ C1 _ ¢ ¢ ¢ _Cn is
provable in S.
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Case: _ right . C1 has the form A_B. By the induction hypothesis, ¡ ‘ A_B_C2_¢ ¢ ¢_Cn
is provable in S which is what we want to show.
Case: :left . ¡ has either the form :A;¡0 or ƒA;¡0.
In the flrst case, by the induction hypothesis, ¡0 ‘ A _ C1 _ ¢ ¢ ¢ _ Cn is provable
in S. For any formulae A;C and set of formulae ¡, if ¡ ‘ A _ C is provable in S, it is
straightforward to construct a proof of (A _ C) _ :(A _ C);:A;¡ ‘ C without using
applications of cut (other than those already in the proof of ¡ ‘ A _ C). Then by cut,
:A;¡ ‘ C is provable. Taking C to be C1 _ ¢ ¢ ¢ _ Cn and ¡ to be ¡0, we get a proof of
:A;¡0 ‘ C1 _ ¢ ¢ ¢ _ Cn from ¡0 ‘ A _ C1 _ ¢ ¢ ¢ _ Cn.
In the second case, by the induction hypothesis, ¡0 ‘ :A _C1 _ ¢ ¢ ¢ _Cn is provable
in S. For any formulae A;C and set of formulae ¡, if ¡ ‘ :A _ C is provable in S, it
is straightforward to construct a proof of ( :A _ C) _ :( :A _ C);ƒA;¡ ‘ C without
using applications of cut (other than those already in the proof of ¡ ‘ :A _ C). Then
by cut, ƒA;¡ ‘ C is provable. Taking C to be C1 _ ¢ ¢ ¢ _ Cn and ¡ to be ¡0, we get a
proof of ƒA;¡0 ‘ C1 _ ¢ ¢ ¢ _ Cn from ¡0 ‘ :A _ C1 _ ¢ ¢ ¢ _ Cn.
Case: :right . C1 has the form :A or ƒA.
In the flrst case, by the induction hypothesis, A;¡ ‘ C2_ ¢ ¢ ¢_Cn is provable in S. For
any formulae A;C and set of formulae ¡, if A;¡ ‘ C is provable in S, it is straightforward
to construct a proof of A_:A;¡ ‘ :A_C without using applications of cut (other than
those already in the proof of A;¡ ‘ C). Then by cut, ¡ ‘ :A _ C is provable. Taking C
to be C2 _ ¢ ¢ ¢ _Cn, we get a proof of ¡ ‘ :A _C2 _ ¢ ¢ ¢ _Cn from A;¡ ‘ C2 _ ¢ ¢ ¢ _Cn.
In the second case, by the induction hypothesis, :A;¡ ‘ C2 _ ¢ ¢ ¢ _ Cn is provable
in S. For any formulae A;C and set of formulae ¡, if :A;¡ ‘ C is provable in S, it
is straightforward to construct a proof of ƒ::A _ :ƒ::A; :A _ : :A;¡ ‘ ƒA _ C
without using applications of cut (other than those already in the proof of :A;¡ ‘ C).
Then by cut, ¡ ‘ ƒA _ C is provable. Taking C to be C2 _ ¢ ¢ ¢ _ Cn, we get a proof of
¡ ‘ ƒA _ C2 _ ¢ ¢ ¢ _ Cn from :A;¡ ‘ C2 _ ¢ ¢ ¢ _ Cn.
Case: cut. Let A be the cut formula. By the induction hypothesis, ¡ ‘ A_C1 _ ¢ ¢ ¢ _Cn
and A;¡ ‘ C1 _ ¢ ¢ ¢ _Cn are provable in S. For any formulae A;C and set of formulae ¡,
if ¡ ‘ A_C and A;¡ ‘ C are provable in S, it is straightforward to construct a proof of
A _ :A;¡ ‘ C without using applications of cut (other than those already in the proofs
of ¡ ‘ A_C and A;¡ ‘ C). Then by cut, ¡ ‘ C is provable. Taking C to be C1_¢ ¢ ¢_Cn,
we get a proof of ¡ ‘ C1 _ ¢ ¢ ¢ _Cn from ¡ ‘ A_C1 _ ¢ ¢ ¢ _Cn and A;¡ ‘ C1 _ ¢ ¢ ¢ _Cn.
Case: right . For i = 1; : : : ; n, Ci has the form Ai. By the induction hypothesis, the
following sequents are provable in S:
¡ ‘ A1 _ A2 _ ¢ ¢ ¢ _ An (a1)
...
¡ ‘ A1 _ ¢ ¢ ¢ _ An¡1 _An (an)
We want to show that ¡ ‘ A1 _ ¢ ¢ ¢ _ An is provable in S. For any formula A, we can
build the following proof in S.
A ‘ A left
A ‘ A :left:A; A ‘? ƒleftƒ:A; A ‘?
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By applying weaken followed by n¡ 2 applications of _left to n¡ 1 copies of the above
proof with A2; : : : ; An as A, we get an S-proof of the sequent on the top right below,
which we then build on to get a proof of sequent (b).
A1 ‘ A1 :left:A1; A1 ‘? ƒ:A2; : : : ;ƒ:An; A2 _ ¢ ¢ ¢ _ An; ¡ ‘? _left:A1;ƒ:A2; : : : ;ƒ:An; A1 _ A2 _ ¢ ¢ ¢ _ An; ¡ ‘? (b)
In this proof and what follows, instances of weaken are left implicit. In the proof above for
example, both premises of _left must be followed by weaken before _left can be applied.
By :left from sequent (a1), :(A1 _ A2 _ ¢ ¢ ¢ _ An); ¡ ‘? holds. Then by _left from
this sequent and (b), the following holds:
:A1;ƒ:A2; : : : ;ƒ:An; (A1 _ A2 _ ¢ ¢ ¢ _ An) _ :(A1 _ A2 _ ¢ ¢ ¢ _ An); ¡ ‘? :
Then by excl-mid and cut, we have :A1;ƒ:A2; : : : ;ƒ:An; ¡ ‘? (c1): By similar rea-
soning from sequents (a2) to (an), the following sequents are all provable in S.
:A1;ƒ:A2; : : : ;ƒ:An; ¡ ‘? (c1)
...ƒ:A1; : : : ;ƒ:An¡1;:An; ¡ ‘? (cn)
We can now apply ƒleft to get ƒ:A1; : : : ;ƒ:An; ¡ ‘?, followed by ? right to getƒ:A1; : : : ;ƒ:An; ¡ ‘ A1 _ ¢ ¢ ¢ _ An (d).
For any formula A, we can build the S-proof below. In addition to leaving weaken
implicit, we omit the left premise of the cut rule. It is always the consequence of excl-
mid.
A ‘ A
:A ‘ :A ƒright:A ‘ ƒ:A :left:ƒ:A;:A ‘? ? right:ƒ:A;:A ‘ A _left:ƒ:A;A _ :A ‘ A
cut:ƒ:A ‘ A right:ƒ:A ‘ A (e)
We now build the following S-proof. The sequent on the top right is obtained by taking A
to be A1 in the proof of (e).
ƒ:A1; : : : ;ƒ:An; ¡ ‘ A1 _ ¢ ¢ ¢ _ An (d)
:ƒ:A1 ‘ A1 _right:ƒ:A1 ‘ A1 _ ¢ ¢ ¢ _ An _leftƒ:A1 _ :ƒ:A1;ƒ:A2; : : : ;ƒ:An; ¡ ‘ A1 _ ¢ ¢ ¢ _ An cutƒ:A2; : : : ;ƒ:An; ¡ ‘ A1 _ ¢ ¢ ¢ _ An
By similar reasoning, taking A to be A2 through An in the proof of (e), we get an S-proof
of ¡ ‘ A1 _ ¢ ¢ ¢ _ An. 2
Theorem 1.2. Given a set of formulae ¡ and a formula C, let ¡0 and C 0 be ¡ and C,
respectively, with all occurrences of ƒ replaced by : :. If the sequent ¡0 ‘ C 0 (or ¡0 ‘ ;
when C is ?) is provable in S 0 without cut, then ¡ ‘ C has a proof in S such that in all
occurrences of the cut rule, the left premise is a direct consequence of the excl-mid rule.
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Proof. The proof proceeds exactly as the proof of the converse of Theorem 2.1 above
without the case for the cut rule. In all other cases in this proof, no applications of cut
other than those whose left premise is the consequence of excl-mid are introduced in the
S-proof. 2
Theorem 3.2. Let C be a formula and “ be a set of N -proofs. If § is an M-proof of
“ ‘ C, then N^ (§) is an N -proof of C from assumps(“).
Proof. The proof is a fairly simple induction on the height of §. All of the cases for
the right rules follow directly from the induction hypothesis and the corresponding intro
rule of N . We show the ¾ right rule to illustrate. We present the remaining cases except
for :left since it is similar to ¾ left and left since it is similar to ^left .
Case: initial. We have ƒ
C
2 “. ƒ is a proof of C from assumps(ƒ). Since assumps(ƒ) µ
assumps(“), we have our result.
Case: excl-mid. C has the form B _:B which is provable in N from any set of assump-
tions.
Case: ¾ right . C has the form A ¾ B. Let §0 be the M-proof of the premise. By the
induction hypothesis N^ (§0) is an N -proof of B from fAg [ assumps(“). By ¾ intro, we
obtain a proof of A ¾ B from assumps(“).
Case: ^left . “ has the form ƒ
A ^ B ;“0. Let §
0 be the proof of the premise. Let “0 be the
set of N -proofs on the left of the sequent at the root of §0. Then “0 is
ƒ
A ^ B
A
;
ƒ
A ^ B
B
;“0.
By the induction hypothesis, N^ (§0) is an N -proof of C from assumps(“0). Clearly
assumps(“0) is the same set of formulae as assumps(“), and thus we have our result.
Case: _left . “ has the form ƒ
A _ B ;“0. Let §1 and §2 be the proofs of the premises.
Since assumps(ƒ) µ assumps(“), we know that ƒ is a proof of A _B from assumps(“).
By the induction hypothesis N^ (§1) is an N -proof of C from fAg [ assumps(“0) and
N^ (§2) is an N -proof of C from fBg [ assumps(“0). Since “0 µ “, N^ (§1) is a proof
of C from fAg [ assumps(“) and N^ (§2) is a proof of C from fBg [ assumps(“). By an
application of _left , we obtain a proof of C from assumps(“).
Case: ¾ left . “ has the form ƒ
A ¾ B ;“0. Let §1 be the proof of the left premise. Since
assumps(ƒ) µ assumps(“), we know that ƒ is a proof of A ¾ B from assumps(“). By
the induction hypothesis, N^ (§1) is an N -proof of A from assumps(“0). Since “0 µ “,
N^ (§1) is a proof of A from assumps(“). By an application of ¾ elim, we obtain a proof
of C from assumps(“).
Case: cut. Let A _ :A be the formula on the right of the sequent in the left premise
and let §2 be the proof of the right premise. By the induction hypothesis, N^ (§2) is an
N -proof of C from assumps(A_:A)[assumps(“). By deflnition, assumps(A_:A) = ;.
Thus, N^ (§2) is an N -proof of C from assumps(“).
Case: weaken. “ has the form “1;“2. Let §0 be the proof of the premise. By the induction
hypothesis, N^ (§0) is an N -proof of C from assumps(“1). Since “1 µ “, N^ (§0) is a proof
of C from assumps(“).
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Case: ƒleft . “ has the form ƒ1ƒA1 ; : : : ; ƒnƒAn ; ƒ
0
1
B1
; : : : ;
ƒ0m
Bm
. Let §1; : : : ;§n be the proofs
of the premises. The sets of formulae
assumps(ƒ1); : : : ; assumps(ƒn); assumps(ƒ01); : : : ; assumps(ƒ
0
m)
are all contained in assumps(“). Thus we know that for i = 1; : : : ; n, ƒi is an N -proof ofƒAi from assumps(“) and for i = 1; : : : ;m, ƒ0i is an N -proof of Bi from assumps(“).
By the induction hypothesis, we know the following:
N^ (§1) is an N -proof of C from A1;ƒA2; : : : ;ƒAn; B1; : : : ; Bm
...
N^ (§n) is an N -proof of C from ƒA1; : : : ;ƒAn¡1; An; B1; : : : ; Bm
Thus by an application of ƒelim, we obtain a proof of C from assumps(“). 2
.
