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Abstract. We describe differential forms representing Feynman am-
plitudes in configuration spaces of Feynman graphs, and regularization
and evaluation techniques, for suitable chains of integration, that give
rise to periods of mixed Tate motives.
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1. Introduction
This work is a continuation of our investigation [12] of algebro-geometric
and motivic aspects of Feynman integrals in configuration spaces and their
relation to periods of mixed Tate motives.
Section 2 introduces algebraic varieties XVΓ and ZVΓ that describe con-
figuration spaces associated to a Feynman graph Γ, and smooth differential
forms on these varieties, with singularities along diagonals, that extend the
Feynman rules and Feynman propagators in configuration spaces to vari-
eties containing a dense affine space that represents the “physical space” on
which the Feynman diagram integration lives. We consider three possible
variants of the geometry, and of the corresponding differential form, respec-
tively given by the forms (2.2), (2.9) and (2.12), because this will allow us
to present different methods of regularization and integration and show, in
different ways, how the relation between Feynman integrals and periods of
mixed Tate motives arises in the setting of configuration spaces.
The geometric setting builds upon our previous work [12], and we will
be referring to that source for several of the algebro-geometric arguments
we need to use here. In terms of the Feynman amplitudes themselves, the
main difference between the approach followed in this paper and the one of
[12] is that in our previous work we extended the Feynman propagator to
the configuration space XVΓ as an algebraic differential form, which then
had singularities not only along the diagonals, but also along a quadric
ZΓ (the configuration space analog of the graph hypersurfaces describing
singularities of Feynman amplitudes in momentum space). In this paper,
we extend the Feynman propagator to a C∞ (non-algebraic) differential form
on XVΓ , which then has singularities only along the diagonals. In this way,
we gain the fact that the motives involved are easy to control, and do not
leave the class of Tate motives, while we move the difficulty in obtaining an
interpretation of Feynman integrals as periods to the fact of working with a
non-algebraic differential form. In the various sections of the paper we show
different ways in which one can overcome this problem and end up with
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evaluations of a suitably regularized Feynman amplitude that gives periods
of mixed Tate motives (multiple zeta values, by the recent result of [11]).
Section 3 can be read independently of the rest of the paper (or can be
skipped by readers more directly interested in our main results on periods).
Its main purpose is to explain the relation between the Feynman ampli-
tudes (2.2), (2.9) and (2.12) and real and complex Green functions and the
Bochner–Martinelli integral kernel operator. In particular, we show that
the form of the Feynman amplitude leads naturally to a Bochner–Martinelli
type theorem, adapted to the geometry of graph configuration spaces, which
combines the usual Bochner–Martinelli theorem on complex manifolds [24]
and the notion of harmonic functions and Laplacians on graphs.
In Section 4, we consider the first form (2.2) of the Feynman amplitude
and its restriction to the affine space ADVΓ(R) in the real locus in the graph
configuration space XVΓ , with X = PD(C). We first describe a setting
generalizing a recent construction, by Spencer Bloch, of cycles in the con-
figuration spaces XVΓ . Our setting assigns a middle-dimensional relative
cycle, with boundary on the union of diagonals, to any acyclic orientation
on the graph. We then consider the development of the propagator into
Gegenbauer orthogonal polynomials. This is a technique for the calculation
of Feynman diagrams in configuration spaces (known as x-space technique)
that is well established in the physics literature since at least the early ’80s,
[13]. We split these x-space integrals into contributions parameterized by
the chains described above. The decompositions of the chains of integra-
tion, induces a corresponding decomposition of the Feynman integral into
an angular and a radial part. In the case of dimension D = 4, and for
polygon graphs these simplify into integrals over simplexes of polylogarithm
functions, which give rise to zeta values. For more general graphs, each star
of a vertex contributes a certain combination of integrals of triple integrals
of spherical harmonics. These can be expressed in terms of isoscalar co-
efficients. We compute explicitly, in the case D = 4 the top term of this
expansion, and show that, when pairs of half edges are joined together to
form an edge of the graph, one obtains a combination of nested sums that
can be expressed in terms of Mordell–Tornheim and Apostol–Vu series.
Starting with §5, we consider the form (2.9) of the Feynman amplitude,
which corresponds to a complexification, and a doubling of the dimension of
the relevant configuration spaces ZVΓ ' (X×X)VΓ . The advantage of pass-
ing to this formulation is that one is then dealing with a closed form, unlike
the case of (2.2) considered in the previous section, hence cohomological ar-
guments become available. We first describe the simple modifications to the
geometry of configuration spaces, with respect to the results of our previous
work [12], which are needed in order to deal with this doubling of dimension.
We introduce the wonderful compactification F (X,Γ) of the configuration
space ZVΓ , which works pretty much as in the case of the wonderful com-
pactification ConfΓ(X) of X
VΓ described in [12], [30], [31], with suitable
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modifications. The purpose of passing to the wonderful compactification is
to realize the complement of the diagonals in the configuration space explic-
itly as the complement of a union of divisors intersecting transversely, so
that we can describe de Rham cohomology classes in terms of representa-
tives that are algebraic forms with logarithmic poles along the divisors. We
also discuss, in this section, the properties of the motive of the wonderful
compactification and we verify that, if the underlying variety X is a Tate
motive, the wonderful compactification also is, and so are the unions and
intersections of the divisors obtained in the construction. We also describe
iterated Poincare´ residues of these forms along the intersections of divisors
corresponding to GΓ-nests of biconnected induced subgraphs of the Feynman
graph, according to the general theory of iterated Poincare´ residues of forms
with logarithmic poles, [1] , [2], [15], [23].
In §6, we consider a first regularization method for the Feynman integral
based on the amplitude (2.9), which is essentially a cutoff regularization and
is expressed in terms of principal-value currents and the theory of Coleff–
Herrera residue currents, [8], [14]. We show that, when we regularize the
Feynman integral as a principal value current, the ambiguity is expressed by
residue currents supported on the intersections of the divisors of the won-
derful compactification, associated to the GΓ-nests, which are related to the
iterated Poincare´ residues described in §5. In particular, when evaluated on
algebraic test differential forms on these intersections, the currents describ-
ing the ambiguities take values that are periods of mixed Tate motives.
In §7, we introduce a more directly algebro-geometric method of regu-
larization of both the Feynman amplitude form (2.9) and of the chain of
integration, which is based on the deformation to the normal cone [18],
which we use to separate the chain of integration from the locus of diver-
gences of the form. We check again that the motive of the deformation space
constructed using the deformation to the normal cone remains mixed Tate,
and we show once again that the regularized Feynman integral obtained in
this way gives rise to a period.
2. Feynman amplitudes in configuration space
In the following we let X be a D-dimensional smooth projective variety,
which contains a dense subset isomorphic to an affine space AD, whose set
of real points AD(R) we identify with Euclidean D-dimensional spacetime.
For instance, we can take X = PD. We assume that D is even and we write
D = 2λ+ 2.
2.1. Feynman graphs. A graph Γ is a one-dimensional finite CW-complex.
We denote the set of vertices of Γ by VΓ , the set of edges by EΓ, and the
boundary map by ∂Γ : EΓ → (VΓ)2.
When an orientation is chosen on Γ, we write ∂Γ(e) = {s(e), t(e)}, the
source and target vertices of the oriented edge e.
FEYNMAN INTEGRALS AND PERIODS IN CONFIGURATION SPACES 5
A looping edge is an edge for which the two boundary vertices coincide
and multiple edges are edges between the same pair of vertices. We assume
that our graphs have no looping edges.
2.1.1. Induced subgraphs and quotient graphs. A subgraph γ ⊆ Γ is called
an induced subgraph if its set of vertices Eγ is equal to ∂
−1
Γ ((Vγ)
2), that is, γ
has all the edges of Γ on the same set of vertices. We will denote by SG(Γ)
the set of all induced subgraphs of Γ and by
(2.1) SGk(Γ) = {γ ∈ SG(Γ) | |Vγ | = k},
the subset SGk(Γ) ⊆ SG(Γ) of all induced subgraphs with k vertices.
For γ ∈ SG(Γ), we denote by Γ//γ the graph obtained from Γ by shrink-
ing each connected component of γ to a separate vertex. The quotient graph
Γ//γ does not have looping edges since we consider only induced subgraphs.
2.2. Feynman amplitude. When computing Feynman integrals in config-
uration space, one considers singular differential forms on XVΓ , integrated
on the real locus of this space.
Definition 2.1. The Euclidean massless Feynman amplitude in configura-
tion space is given by the differential form
(2.2) ωΓ =
∏
e∈EΓ
1
‖xs(e) − xt(e)‖2λ
∧
v∈VΓ
dxv.
The form (2.2) defines a C∞-differential form on the configuration space
(2.3) ConfΓ(X) = X
VΓ r ∪e∈EΓ∆e,
with singularities along the diagonals
(2.4) ∆e = {(xv | v ∈ VΓ) | xs(e) = xt(e)}.
Remark 2.2. The diagonals (2.4) corresponding to edges between the same
pair of vertices are the same, consistently with the fact that the notion of
degeneration that defines the diagonals is based on “collisions of points” and
not on contraction of the edges connecting them. This suggests that we may
want to exclude graphs with multiple edges. However, multiple edges play a
role in the definition of Feynman amplitudes (see Definition 2.1 above and
§4 of [12]) hence we allow this possibility. On the other hand, the definition
of configuration space is void in the presence of looping edges, since the
diagonal ∆e associated to a looping edge is the whole space X
VΓ , and its
complement is empty. Thus, our assumption that graphs have no looping
edges is aimed at excluding this geometrically trivial case.
Remark 2.3. Our choice of ‖xs(e)−xt(e)‖2 in the Feynman propagator dif-
fers from the customary choice of propagator (see for instance [12]) where
(xs(e) − xt(e))2 is used instead, but these two expressions agree on the locus
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XVΓ(R) of real points, which is the chain of integration of the Feynman am-
plitude. The latter choice gives a manifestly algebraic differential form, but
at the cost of introducing a hypersurface ZΓ in XVΓ where the singularities
of the form occur, which makes it difficult to control explicitly the nature
of the motive. Our choice here only gives a C∞ differential form, but the
domain of definition is now simply ConfΓ(X), whose motivic nature is much
easier to understand, see [12].
Formally (before considering the issue of divergences), the Feynman inte-
gral is obtained by integrating the form (2.2) on the locus of real points of
the configuration space.
Definition 2.4. The chain of integration for the Feynman amplitude is
taken to be the set of real points of this configuration space,
(2.5) σΓ = X(R)VΓ .
The form (2.2) defines a top form on σΓ. There are two sources of di-
vergences in integrating the form (2.2) on σΓ: the intersection between the
chain of integration and the locus of divergences of ωΓ,
σΓ ∩ ∪e∆e = ∪e∆e(R)
and the behavior at infinity, on ∆∞ := X r AD. In physics terminology,
these correspond, respectively, to the ultraviolet and infrared divergences.
We will address these issues in §4 below.
2.3. Variations upon a theme. In addition to the form (2.2) considered
above, we will also consider other variants, which will allow us to discuss dif-
ferent possible methods to address the question of periods and in particular
the occurrence of multiple zeta values in Feynman integrals in configuration
spaces.
2.3.1. Complexified case. In this setting, instead of the configuration space
XVΓ and its locus of real points σ = XVΓ(R), we will work with a slightly
different space, obtained as follows.
As above, let X be a smooth projective variety, and Z denote the product
X ×X. Let p : Z → X, p : z = (x, y) 7→ x be the projection.
Given a graph Γ, the configuration space F (X,Γ) of Γ in Z is the com-
plement
(2.6) ZVΓ \
⋃
e∈EΓ
∆(Z)e
∼= (X ×X)VΓ \
⋃
e∈EΓ
∆(Z)e ,
in the cartesian product ZVΓ = {(zv | v ∈ VΓ)} of the diagonals associated
to the edges of Γ,
(2.7) ∆(Z)e
∼= {(zv | v ∈ VΓ) ∈ ZVΓ | p(zs(e)) = p(zt(e))}.
The relation between the configuration space F (X,Γ) and the previously
considered ConfΓ(X) of (2.3) is described by the following.
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Lemma 2.5. The configuration space F (X,Γ) is isomorphic to
(2.8) F (X,Γ) ' ConfΓ(X)×XVΓ ,
and the diagonals (2.7) and related to those of (2.4) by ∆
(Z)
e
∼= ∆e ×XVΓ.
2.3.2. Feynman amplitudes in the complexified case. We assume that the
smooth projective variety Z contains a dense open set isomorphic to affine
space A2D, with coordinates z = (x1, . . . , xD, y1, . . . , yD).
Definition 2.6. Given a Feynman Γ with no looping edges, we define the
corresponding Feynman amplitude (weight) as
(2.9) ω
(Z)
Γ =
∏
e∈EΓ
1
‖xs(e) − xt(e)‖2D−2
∧
v∈VΓ
dxv ∧ dx¯v,
where ‖xs(e) − xt(e)‖ = ‖p(z)s(e) − p(z)t(e)‖ and where the differential forms
dxv and dx¯v denote, respectively, the holomorphic volume form dxv,1 ∧ · · · ∧
dxv,D and its conjugate. The chain of integration is given, in this case, by
the range of the projection
(2.10) σ(Z,y) = XVΓ × {y = (yv)} ⊂ ZVΓ = XVΓ ×XVΓ ,
for a fixed choice of a point y = (yv | v ∈ VΓ).
The form (2.9) is a closed C∞ differential form on F (X,Γ) of degree
2 dimCX
VΓ = dimC Z
VΓ = 2D|VΓ|, hence it defines a cohomology class in
H2D|VΓ|(F (X,Γ)), and it gives a top form on the locus σ(Z,y).
In this case, the divergences of
∫
σ(Z,y) ω
(Z)
Γ are coming from the union of
the diagonals ∪e∈EΓ∆(Z)e and from the divisor at infinity
(2.11) ∆
(Z)
∞,Γ := σ
(Z,y) rAD|VΓ|(C)× {y}.
We will address the behavior of the integrand near the loci ∪e∈EΓ∆(Z)e and
∆
(Z)
∞,Γ and the appropriate regularization of the Feynman amplitude and the
chain of integration in §5 below. When convenient, we will choose coordi-
nates so as to identify the affine space AD|VΓ|(C)× {y} ⊂ σ(Z,y) with a real
affine space A2D|VΓ|(R).
2.3.3. Feynman amplitudes and complex Green forms. A variant of the am-
plitude ω
(Z)
Γ of (2.9), which we will discuss briefly in §3, is related to the
complex Green forms. In this setting, instead of (2.9) one considers the
closely related form
(2.12) ωˆΓ =
∏
e∈EΓ
1
‖xs(e) − xt(e)‖2D−2
∧
v∈VΓ
D∑
k=1
(−1)k−1dxv,[k] ∧ dx¯v,[k],
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where the forms dxv,[k] and dx¯v,[k] denote
dxv,[k] = dxv,1 ∧ · · · ∧ d̂xv,k ∧ · · · ∧ dxv,D,
dx¯v,[k] = dx¯v,1 ∧ · · · ∧ d̂x¯v,k ∧ · · · ∧ dx¯v,D,
respectively, with the factor dxv,k and dx¯v,k removed.
Notice how, unlike the form considered in (2.9), which is defined on the
affine A2D|VΓ| ⊂ ZVΓ , the form (2.12) has the same degree of homogeneity
2D−2 in the numerator and denominator, when the graph Γ has no multiple
edges, hence it is invariant under rescaling of the coordinates by a common
non-zero scalar factor.
2.3.4. Distributional interpretation. In the cases discussed above, the ampli-
tudes defined by (2.2) and (2.9) can be given a distributional interpretation,
as a pairing of a distribution
(2.13)
∏
e∈EΓ
1
‖xs(e) − xt(e)‖α
,
where α is either 2λ = D − 2 or 2D − 2, or 2D, and test forms given in the
various cases, respectively, by
(1) forms φ(xv)
∧
v∈VΓ dxv, with φ a test function in C∞(AD|VΓ|(R));
(2) forms φ(zv)
∧
v∈VΓ dxv ∧ dx¯v, with φ(zv) = φ(p(zv)) = φ(xv) a test
function in C∞(XVΓ(C));
3. Feynman amplitudes and Bochner–Martinelli kernels
We describe the relation between the Feynman amplitude ωΓ of (2.2) and
the Green functions of the Laplacian and we compute dωΓ in terms of an
integral kernel associated to the graph Γ and the affine space AD|VΓ| ⊂ XVΓ .
We also discuss the relation between the Feynman amplitude ω
(Z)
Γ of (2.9),
in the complexified case, and the Bochner–Martinelli kernel.
3.1. Real Green functions. The Green function for the real Laplacian on
AD(R), with D = 2λ+ 2, is given by
(3.1) GR(x, y) =
1
‖x− y‖2λ
Consider then the differential form ω = GR(x, y) dx∧dy. This corresponds
to the Feynman amplitude (2.2) in the case of the graph consisting of a single
edge, with configuration space (X ×X) r∆, with ∆ = {(x, y) |x = y} the
diagonal.
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Lemma 3.1. The form ω = GR(x, y) dx ∧ dy is not closed. Its differential
is given by
(3.2) dω = −λ
D∑
k=1
(xk − yk)
‖x− y‖D (dx ∧ dy ∧ dx¯k − dx ∧ dy ∧ dy¯k) .
Proof. We have
dω = ∂¯ω =
D∑
k=1
∂GR
∂x¯k
dx ∧ dy ∧ dx¯k +
D∑
k=1
∂GR
∂y¯k
dx ∧ dy ∧ dy¯k.
We then see that
∂‖x− y‖−2λ
∂x¯k
= −λ (xk − yk)‖x− y‖D , and
∂‖x− y‖−2λ
∂y¯k
= λ
(xk − yk)
‖x− y‖D ,
so that we obtain (3.2). 
3.2. Feynman amplitudes and integral kernels on graphs. We first
consider the form defining the Feynman amplitude ωΓ of (2.2). It is not a
closed form. In fact, we compute here explicitly its differential dωΓ in terms
of some integral kernels associated to graphs.
Recall that, given a graph Γ and a vertex v ∈ VΓ, the graph Γr {v} has
(3.3) VΓr{v} = VΓ r {v}, and EΓr{v} = EΓ r {e ∈ EΓ | v ∈ ∂(e)},
that is, one removes a vertex along with its star of edges.
Definition 3.2. Suppose given a graph Γ and a vertex v ∈ VΓ. We define
the differential form
(3.4) κRΓ,v(x) = (−1)|VΓ|v
∑
e: v∈∂(e)
e
D∑
k=1
(xs(e),k − xt(e),k)
‖xs(e) − xt(e)‖D
dxv ∧ dx¯v,k
in the coordinates x = (xv | v ∈ VΓ), where the sign e = ±1 is positive or
negative according to whether v = s(e) or v = t(e) and the sign v = ±1 is
defined by
v(
∧
w 6=v
dxw) ∧ dxv =
∧
v′∈VΓ
dxv′ .
Given an oriented graph Γ, we then consider the integral kernel
(3.5) KR,Γ(x) = λ
∑
v∈VΓ
ωΓr{v} ∧ κRΓ,v(x),
where ωΓr{v} is the form (2.2) for the graph (3.3).
Proposition 3.3. The differential dωΓ is the integral kernel KR,Γ of (3.5).
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Proof. First observe that, for ωΓ the Feynman amplitude of (2.2), we have
dωΓ = ∂¯ωΓ, that is,
dωΓ =
∑
v∈VΓ
D∑
k=1
(−1)VΓ ∂
∂x¯v,k
ωΓ ∧ dx¯v,k.
We have
∂x¯v,k
(∏
e
1
‖xs(e) − xt(e)‖2λ
)
=
( ∏
e:v/∈∂e
1
‖xs(e) − xt(e)‖2λ
)
·
 ∑
e:v=t(e)
∂¯xv,k
1
‖xs(e) − xv‖2λ

−
( ∏
e:v/∈∂e
1
‖xs(e) − xt(e)‖2λ
)
·
 ∑
e:v=s(e)
∂¯xv,k
1
‖xt(e) − xv‖2λ

= λ ·
( ∏
e:v/∈∂e
1
‖xs(e) − xt(e)‖2λ
)
·
 ∑
e:v=s(e)
(xv,k − xt(e),k)
‖xv − xt(e)‖D
−
∑
e:v=t(e)
(xs(e),k − xv,k)
‖xs(e) − xv‖D
 ,
where we used the fact that, for z, w ∈ AD, one has
∂
∂w¯k
1
‖z − w‖2λ = −
λ (wk − zk)
‖z − w‖D .
We also introduce the notation
(3.6) υv(x) =
∏
e:v/∈∂(e)
1
‖xs(e) − xt(e)‖2λ
,
so that we find
dωΓ = λ(−1)VΓ
∑
v∈VΓ
υv(x)
∧
w 6=v
dxw ∧ κRΓ,v(x).
We then identify the term υv(x) ∧w 6=v dxw with the form ωΓr{v}. 
It is easy to see that this recovers (3.2) in the case of the graph consisting
of two vertices and a single edge between them.
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3.3. Complex Green functions and the Bochner–Martinelli kernel.
On AD(C) ⊂ X the complex Laplacian
∆ =
D∑
k=1
∂2
∂xk∂x¯k
.
has a fundamental solution of the form (D > 1)
(3.7) GC(x, y) =
−(D − 2)!
(2pii)D‖x− y‖2D−2 .
The Bochner–Martinelli kernel is given by
(3.8) KC(x, y) = (D − 1)!
(2pii)D
D∑
k=1
(−1)k−1 x¯k − y¯k‖x− y‖2D dx¯[k] ∧ dx,
where we write
dx = dx1 ∧ · · · ∧ dxD and dx¯[k] = dx¯1 ∧ · · · ∧ d̂x¯k ∧ · · · ∧ dx¯D,
with the k-th factor removed. The following facts are well known (see [24],
§3.2 and [29]):
(3.9) KC(x, y) =
D∑
k=1
(−1)k−1∂GC
∂xk
dx¯[k] ∧ dx
= (−1)D−1∂xGC ∧
D∑
k=1
dx¯[k] ∧ dx[k].
where ∂x and ∂¯x denote the operators ∂ and ∂¯ in the variables x = (xk). For
fixed y, the coefficients of KC(x, y) are harmonic functions on ADr {y} and
KC(x, y) is closed, dxK(x, y) = 0. Moreover, the Bochner–Martinelli integral
formula holds: for a bounded domain Σ with piecewise smooth boundary
∂Σ, a function f ∈ C2(Σ) and for y ∈ Σ,
(3.10)
f(y) =
∫
∂Σ
f(x)KC(x, y)+
∫
Σ
∆(f)(x)GC(x, y)dx¯∧dx−
∫
∂Σ
GC(x, y)µf (x),
where µf (x) is the form
(3.11) µf (x) =
D∑
k=1
(−1)D+k−1 ∂f
∂x¯k
dx[k] ∧ dx¯.
The integral (3.10) vanishes when y /∈ Σ. A related Bochner–Martinelli
integral, which can be derived from (3.10) (see Thm 1.3 of [29]) is of the
form
(3.12) f(y) =
∫
∂Σ
f(x)KC(x, y)−
∫
Σ
∂¯f ∧ KC(x, y),
for y ∈ Σ and f ∈ C1(Σ), with ∂¯f = ∑k ∂x¯kf dx¯k.
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Similarly, one can consider Green forms associated to the Laplacians on
Ωp,q forms and related Bochner–Martinelli kernels, see [41].
3.4. Feynman amplitude and the Bochner–Martinelli kernel. We
now consider the Feynman amplitude ωˆΓ of (2.12) in the complexified case
discussed in §2.3.3. We first introduce a Bochner–Martinelli kernel for
graphs.
3.4.1. Bochner–Martinelli kernel for graphs. We define Bochner–Martinelli
kernels for graphs in the following way.
Definition 3.4. Suppose given an oriented graph Γ and a vertex v ∈ VΓ.
We set
(3.13) κCΓ,v =
∑
e:v∈∂(e)
e
D∑
k=1
(−1)k−1 (x¯s(e),k − x¯t(e),k)‖xs(e) − xt(e)‖2D
dxv ∧ dx¯v,[k]
and
(3.14) κC,∗Γ,v =
∑
e:v∈∂(e)
e
D∑
k=1
(−1)k−1 (xs(e),k − xt(e),k)‖xs(e) − xt(e)‖2D
dxv,[k] ∧ dx¯v,
where the sign e is ±1 depending on whether v = s(e) or v = t(e).
3.4.2. Bochner–Martinelli integral on graphs. There is an analog of the clas-
sical Bochner–Martinelli integral (3.12) for the kernel (3.13) of graphs.
We first recall some well known facts about the Laplacian on graphs,
see e.g. [7]. Given a graph Γ, one defines the exterior differential δ from
functions on VΓ to functions on EΓ by
(δh)(e) = h(s(e))− h(t(e))
and the δ∗ operator from functions on edges to functions on vertices by
(δ∗ξ)(v) =
∑
e:v=s(e)
ξ(e)−
∑
e:v=t(e)
ξ(e).
Thus, the Laplacian ∆Γ = δ
∗δ on Γ is given by
(∆Γf)(v) =
∑
e:v=s(e)
(h(v)− h(t(e))−
∑
e:v=t(e)
(h(s(e))− h(v))
= Nv h(v)−
∑
e:v∈∂(e)
h(ve),
where Nv is the number of vertices connected to v by an edge, and ve is the
other endpoint of e (we assume as usual that Γ has no looping edges). Thus,
a harmonic function h on a graph is a function on VΓ satisfying
(3.15) h(v) =
1
Nv
∑
e:v∈∂(e)
h(ve).
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Motivated by the usual notion of graph Laplacian ∆Γ and the harmonic
condition (3.15) for graphs recalled here above, we introduce an operator
(3.16) (∆Γ,vf)(x) =
∑
e:v∈∂(e)
f(xve),
which assigns to a complex valued function f defined on AD ⊂ X a complex
valued function ∆Γ,vf defined on X
VΓ .
We then have the following result.
Proposition 3.5. Let f be a complex valued function defined on AD ⊂ X.
Also suppose given a bounded domain Σ with piecewise smooth boundary ∂Σ
in AD and assume that f is C1 on Σ. For a given v ∈ VΓ consider the set
of x = (xw) ∈ AD|VΓ| ⊂ XVΓ, such that xve ∈ Σ for all ve 6= v endpoints of
edges e with v ∈ ∂(e). For such x = (xw) we have
(3.17)
(∆Γ,vf)(x) =
(D − 1)!
(2pii)DNv
(∫
∂Σ
f(xv)κ
C
Γ,v(x)−
∫
Σ
∂¯xvf(xv) ∧ κCΓ,v(x)
)
,
where the integration on Σ and ∂Σ is in the variable xv and ∆Γ,vf is defined
as in (3.16).
Proof. We have∫
∂Σ
f(xv)κ
C
Γ,v(x) =
∑
e:v∈∂(e)
e
∫
∂Σ
f(xv)
D∑
k=1
(−1)k−1 (x¯s(e),k − x¯t(e),k)‖xs(e) − xt(e)‖2D
ηv
where
ηv = dxv ∧ dx¯v,[k].
We write the integral as∑
e:v=s(e)
∫
∂Σ
f(xv)
D∑
k=1
(−1)k−1 (x¯v,k − x¯ve,k)‖xv − xve‖2D
ηv
−
∑
e:v=t(e)
∫
∂Σ
f(xv)
D∑
k=1
(−1)k−1 (x¯ve,k − x¯v,k)‖xv − xve‖2D
ηv
=
∑
e:v∈∂(e)
∫
∂Σ
f(xv)
D∑
k=1
(−1)k−1 (x¯v,k − x¯ve,k)‖xv − xve‖2D
ηv.
The case of the integral on Σ is analogous. We then apply the classical result
(3.12) about the Bochner–Martinelli integral and we obtain∫
∂Σ
f(x)κCΓ,v(x)−
∫
Σ
∂¯xvf(x) ∧ κCΓ,v(x) =
(2pii)D
(D − 1)!
∑
e:v∈∂(e)
f(xve).

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3.4.3. Feynman amplitude and Bochner–Martinelli kernel. The Bochner–
Martinelli kernel of graphs defined above is related to the Feynman ampli-
tude (2.12) by the following.
Proposition 3.6. Let ωˆΓ be the Feynman amplitude (2.12). Then
(3.18) ∂ωˆΓ =
∑
v∈VΓ
v ωˆΓr{v} ∧ κCΓ,v
(3.19) ∂¯ωˆΓ =
∑
v∈VΓ
v ωˆΓr{v} ∧ (−1)D−1κC,∗Γ,v ,
where the sign v is defined by
v
∧
w 6=v
∑
k
(−1)k−1dxw,[k] ∧ dx¯w,[k]
 ∧(∑
k
(−1)k−1dxv,[k] ∧ dx¯v,[k]
)
=
∧
v′∈VΓ
∑
k
(−1)k−1dxv′,[k] ∧ dx¯v′,[k].
Proof. The argument is analogous to Proposition 3.3. 
4. Integration over the real locus
In this section we consider the Feynman amplitudes ωΓ defined in (2.2)
and the domain σΓ defined in (2.5). We give an explicit formulation of the
integral in terms of an expansion of the real Green functions ‖xs(e)−xt(e)‖−2λ
in Gegenbauer polynomials, based on a technique well known to physicists
(the x-space method, see [13]). We consider the integrand restricted to the
real locus X(R)VΓ , and express it in polar coordinates, separating out an
angular integral and a radial integral. We identify a natural subdivision of
the domain of integration into chains that are indexed by acyclic orientations
of the graph. In the special case of dimension D = 4, we express the
integrand in terms closely related to multiple polylogarithm functions.
Spencer Bloch recently introduced a construction of cycles in the relative
homology H∗(XVΓ ,∪e∆e) of the graph configuration spaces, that explicitly
yield multiple zeta values as periods [10]. We use here a variant of his
construction, which will have a natural interpretation in terms of the x-space
method for the computation of the Feynman amplitudes in configuration
spaces.
FEYNMAN INTEGRALS AND PERIODS IN CONFIGURATION SPACES 15
4.0.4. Directed acyclic graph structures.
Definition 4.1. Let Γ be a finite graph without looping edges. Let Ω(Γ)
denote the set of edge orientations on Γ such that the resulting directed
graph is a directed acyclic graph.
It is well known that all finite graphs without looping edges admit such
orientations. In fact, the number of possible orientations that give it the
structure of a directed acyclic graph are given by (−1)VΓPΓ(−1), where
PΓ(t) is the chromatic polynomial of the graph Γ, see [39].
The following facts about directed acyclic graphs are also well known, and
we recall them here for later use.
• Each orientation o ∈ Ω(Γ) determines a partial ordering on the
vertices of the graph Γ, by setting w ≥o v whenever there is an
oriented path of edges from v to w in the directed graph (Γ,o).
• In every directed acyclic graph there is at least a vertex with no
incoming edges and at least a vertex with no outgoing edges.
4.0.5. Relative cycles from directed acyclic structures. Given a graph Γ we
consider the space XVΓ . On the dense subset AD(R) = X(R) r∆∞(R) of
the chain of integration σΓ, we use polar coordinates with xv = rvωv, with
rv ∈ R+ and ωv ∈ SD−1.
Definition 4.2. Let o ∈ Ω(Γ) be an acyclic orientation. Consider the chain
(4.1) Σo := {(xv) ∈ XVΓ(R) : rw ≥ rv whenever w ≥o v},
with boundary ∂Σo contained in ∪e∈EΓ∆e. It defines a middle dimensional
relative homology class
[Σo] ∈ H|VΓ|(XVΓ ,∪e∈EΓ∆e).
The following simple observation will be useful in the Feynman integral
calculation we describe later in this section.
Lemma 4.3. Let o ∈ Ω(Γ) be an acyclic orientation and Σo the chain
defined in (4.1). Then Σo r ∪v{rv = 0} is a bundle with fiber (SD−1)VΓ
over a base
(4.2) Σo = {(rv) ∈ (R∗+)VΓ : rw ≥ rv whenever w ≥o v}.
Proof. This is immediate from the polar coordinate form xv = rvωv, with
rv ∈ R∗+ and ωv ∈ SD−1. 
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4.1. Gegenbauer polynomials and angular integrals. One of the tech-
niques developed by physicists to compute Feynman amplitudes, by passing
from momentum to configuration space, relies on the expansion in Gegen-
bauer polynomials, see for instance [13] and the recent [34].
The Gegenbauer polynomials (or ultraspherical polynomials) are defined
through the generating function
(4.3)
1
(1− 2tx+ t2)λ =
∞∑
n=0
C(λ)n (x)t
n,
for |t| < 1. For λ > −1/2, they satisfy
(4.4)
∫ 1
−1
C(λ)n (x)C
(λ)
m (x) (1− x2)λ−1/2dx = δn,m
pi21−2λΓ(n+ 2λ)
n!(n+ λ)Γ(λ)2
.
We use what is known in the physics literature as the x-space method
(see [13]) to reformulate the integration involved in the Feynman amplitude
calculation in a way that involves the relative chains of Definition 4.2.
Theorem 4.4. In even dimension D = 2λ + 2, the integral
∫
σΓ
ωΓ of the
form (2.2) on the chain σΓ can be rewritten in the form
(4.5)
∑
o∈Ω(Γ)
mo
∫
Σo
∏
e∈EΓ
r−2λto(e)
(∑
n
(
rso(e)
rto(e)
)nC(λ)n (ωso(e) · ωto(e))
)
dV,
for some positive integers mo, and with volume element dV =
∏
v d
Dxv =∏
v r
D−1
v drv dωv.
Proof. We write the integral in polar coordinates, with
dω = sinD−2(φ1) sinD−3(φ2) · · · sin(φD−2)dφ1 · · · dφD−1
the volume element on the sphere SD−1 and dDxv = rD−1v drv dωv.
In dimension D = 2λ+2, by (4.3), the Newton potential has an expansion
in Gegenbauer polynomials, so that
(4.6)
1
‖xs(e) − xt(e)‖2λ
=
1
ρ2λe (1 + (
re
ρe
)2 − 2 reρeωs(e) · ωt(e))λ
= ρ−2λe
∞∑
n=0
(
re
ρe
)nC(λ)n (ωs(e) · ωt(e)),
where ρe = max{‖xs(e)‖, ‖xt(e)‖} and re = min{‖xs(e)‖, ‖xt(e)‖} and with
ωv ∈ SD−1.
We can subdivide the integration into open sectors where, for each edge,
either rs(e) < rt(e) or the converse holds, so that each term ρ
−2λ
e is r
−2λ
t(e) (or
r−2λs(e) ) and each term (re/ρe)
n is (rs(e)/rt(e))
n (or its reciprocal). In other
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words, let b denote an assignment of either rs(e) < rt(e) or rs(e) > rt(e) at
each edge, which we write simply as b(rs(e), rt(e)), and let
R¯b = {(rv) ∈ (R∗+)VΓ |b(rs(e), rt(e)) for e ∈ EΓ}
and Rb = R¯b × (SD−1)VΓ . Then we identify the domain of integration
with ∪bRb, up to a set of measure zero. The set Rb is empty unless the
assignment b defines a strict partial ordering of the vertices of Γ, in which
case b determines an acyclic orientation o = o(b) of Γ, as described in
Definition 4.1. In this case, then, the chain of integration corresponding to
the sector Rb is the chain Σo of Definition 4.2, with ρe = rto(e) and re =
rso(e). Thus, the domain of integration can be identified with ∪o∈Ω(Γ)mo Σo,
where mo is a multiplicity, taking into account the fact that different strict
partial orderings may define the same acyclic orientation. 
The integral (4.5) can be approached by first considering a family of
angular integrals
(4.7) A(ne)e∈EΓ =
∫
(SD−1)VΓ
∏
e
C(λ)ne (ωs(e) · ωt(e))
∏
v
dωv,
labelled by all choices of integers ne for e ∈ EΓ. The evaluation of these
angular integrals will lead to an expression Ane in the ne, so that one obtains
a radial integral
(4.8)
∑
o∈Ω(Γ)
mo
∫
Σ¯o
∏
e∈EΓ
F(rso(e), rto(e))
∏
v
rD−1v drv
where
(4.9) F(rso(e), rto(e)) = r−2λto(e)
∑
ne
Ane (
rso(e)
rto(e)
)ne .
4.2. Polygons and polylogarithms. We first discuss the very simple ex-
ample of a polygon graph, where one sees polylogarithms and zeta values
arising in the expression (4.9) and its integration on the domains Σ¯o. In
the following subsections we will analyze the more general structure of these
integrals for more complicated graphs.
4.2.1. The angular integral for polygons in arbitrary dimension. The angular
integral for polygon graphs has the following explicit expression.
Proposition 4.5. Let Γ be a polygon with k edges. Then the angular integral
(4.7) depends on a single variable n ∈ N and is given by
(4.10) An =
(
λ2piλ+1
Γ(λ+ 1)(n+ λ)
)k
· dimHn(S2λ+1),
and Hn(S2λ+1) is the space of harmonic functions of degree n on the sphere
S2λ+1.
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Proof. The angular integral, in this case, is simply given by∫
(SD−1)VΓ
C(λ)n1 (ωvk · ωv1)C(λ)n2 (ωv1 · ωv2) · · ·C(λ)nk (ωvk−1 · ωvk)
∏
v∈VΓ
dωv,
which is independent of the orientation. We then use the fact that the
Gegenbauer polynomials satisfy ([6] Vol.2, Lemma 4, §11.4)
(4.11)
∫
SD−1
C(λ)m (ω1 · ω)C(λ)n (ω · ω2)dω = δn,m
λV ol(SD−1)
n+ λ
C(λ)n (ω1 · ω2),
with V ol(SD−1) = 2piλ+1/Γ(λ+ 1). Thus, we obtain
(4.12) An =
(
λ2piλ+1
Γ(λ+ 1)
)k−1
1
(n+ λ)k−1
∫
SD−1
C(λ)n (ω · ω) dω,
where n = n1 = · · · = nk and where the remaining integral is just∫
SD−1
C(λ)n (ω · ω)dω = C(λ)n (1)V ol(SD−1).
The value of C
(λ)
n (1) can be seen using the fact that the Gegenbauer poly-
nomials are related to the zonal spherical harmonics (see [40], §4, and [21],
[33], [44]) Z
(n)
ω1 (ω2) by
(4.13) C(λ)n (ω1 · ω2) = cD,n Z(n)ω1 (ω2),
for D = 2λ+ 2, with ω1, ω2 ∈ SD−1, where the coefficient cD,n is given by
(4.14) cD,n =
V ol(SD−1) (D − 2)
2n+D − 2 .
In turn, the zonal spherical harmonics are expressed in terms of an or-
thonormal basis {Yj} of the Hilbert space Hn(SD−1) of spherical harmonics
on SD−1 of degree n, as
(4.15) Z(n)ω1 (ω2) =
dimHn(SD−1)∑
j=1
Yj(ω1)Yj(ω2).
The dimension of the space Hn(SD−1) of spherical harmonics is given by
dimHn(SD−1) =
(
D − 1 + n
n
)
−
(
D − 3 + n
n− 2
)
.
Using (4.15), we then have∫
SD−1
C(λ)n (ω · ω)dω = cD,n
∫
SD−1
Z(n)ω (ω)dω
= cD,n
dimHn(SD−1)∑
j=1
∫
SD−1
|Yj(ω)|2dω = cD,n dimHn(SD−1),
which gives C
(λ)
n (1) =
2λdimHn(SD−1)
2(n+λ) . 
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4.2.2. Polygon amplitudes in dimension four. We now specialize to the case
where D = 4 and λ = 1 and we show how one obtains integrals of polyloga-
rithm functions
Lis(z) =
∞∑
n=1
zn
ns
.
Proposition 4.6. Let Γ be a polygon with k edges and let D = 4. Then the
Feynman amplitude is given by the integral
(4.16) (2pi2)k
∑
o
mo
∫
Σ¯o
Lik−2(
∏
i
r2wi
r2vi
)
∏
v
rv drv,
where the vertices vi and wi are the sources and tails of the oriented paths
determined by o.
Proof. We write the terms in the integrand (4.5) as
(4.17)
∏
e∈EΓ
ρ−2λe
(∑
n
(
re
ρe
)n C(λ)n (ωs(e) · ωt(e))
)
=
(ρ1 · · · ρk)−2λ
∑
n1,...,nk
(
r1
ρ1
)n1 · · · ( rk
ρN
)nk C(λ)n1 (ωs(e1)·ωt(e1)) · · ·C(λ)nk (ωs(ek)·ωt(ek))
and we perform the angular integral as in (4.10). In the case D = 4 we have
dimHn(S3) =
(
n+ 3
n
)
−
(
n+ 1
n− 2
)
= (n+ 1)2.
Thus, the angular integral of Proposition 4.5 becomes
(4.18) An = (2pi
2)k
(n+ 1)k−2
.
We then write the radial integrand as in (4.8). An acyclic orientation o ∈
Ω(Γ), subdivides the polygon Γ into oriented paths γi such that sγi = sγi−1
and tγi = tγi+1 or sγi = sγi+1 and tγi = tγi−1 . Correspondingly, the set of
vertices is subdivided into VΓ = {vi} ∪ {wi} ∪ {v /∈ {vi, wi}} with vi the
sources and wi the tails of the oriented paths and the remaining vertices
partitioned into internal vertices of each oriented path. We then have
F(rs(e), rt(e)) = (2pi2)k(
∏
e
r−2t(e))
∑
n≥0
1
(n+ 1)k−2
(
∏
i
r2vi
r2wi
)n
= (2pi2)k(
∏
e
r−2t(e))(
∏
i
r2wi
r2vi
)
∑
n≥1
1
nk−2
(
∏
i
r2vi
r2wi
)n.
Since each wi is counted twice as target of an edge and the internal vertices
of the oriented paths are counted only once, we obtain
(4.19)
∏
e
F(rs(e), rt(e))
∏
v
r3vdv = (2pi
2)k · Lik−2(
∏
i
r2wi
r2vi
)
∏
v
rvdrv.

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4.2.3. Zeta values. After a cutoff regularization, these integrals produce
combinations of zeta values with coefficients that are rationals combina-
tions of powers of 2pii. To see how this happens, we look explicitly at the
contribution of an acyclic orientations of the polygon consisting of just two
oriented paths γ1 and γ2 with source v and target w, respectively with k1
and k2 internal vertices. The other summands can be handled similarly. By
changing variables to t = r2v/r
2
w, ti = r
2
vi/r
2
w for vi the internal edges of γ1
and si = r
2
vi/r
2
w for vi the internal edges of γ2, we obtain∧
v∈Vγ
rv drv = ±21−kr2k+1w drw dt
∧
i
dti ∧ dsi.
After factoring out a divergence along ∆∞ = X r A4, coming from the
integration of the rw term, which gives a pole along the divisor ∆∞, one
obtains an integral of the form
2pi2k
∫
Σ¯1∩Σ¯2
Lik−2(t) dt
∏
i
dtidsi,
where Σ¯o = Σ¯1 ∩ Σ¯2 with Σ¯1 = {(t, ti, si) | t ≤ t1 ≤ · · · ≤ tk1−1 ≤ 1} and
Σ¯2 = {(t, ti, si) | t ≤ s1 ≤ · · · ≤ sk2−1 ≤ 1}. One can use the relation [17]
(4.20)
∫
xmLin(x) dx =
1
m+ 1
xm+1Lin(x)− 1
m+ 1
∫
xmLin−1(x)dx,
to reduce the integral to a combination of zeta values.
4.3. Stars of vertices and isoscalars. To see how more complicated ex-
pressions can arise in the integrands, which eventually lead to the presence
of multiple zeta values, it is convenient to regard graphs as being built out of
stars of vertices pasted together by suitably matching the half edges, where
by the star of a vertex we mean a single vertex v of valence k with k half-
edges ej attached to it. One can then built the Feynman integral by first
identifying the contribution of the star of a vertex, which is obtained by in-
tegrating in the variables rv and ωv of the central vertex v, and results in a
function of variables rvj and ωvj , for each of the edges ej . One then obtains
the integral for the graph, which gives a number (possibly after a regulariza-
tion), by matching the half edges and identifying the corresponding variables
and integrating over them.
We first introduce the analog of the angular integral (4.7) for the case
of a graph with half-edges. While in the case of a usual graph, where all
half-edges are paired to form edges, the angular integral (4.7) is a number,
in the case with open (unpaired) half-edges it is a function of the variables
of the half edges, which we denote by An(ω), where n = (n1, . . . , n`) and
ω = (ω1, . . . , ω`) are vectors of integers nj ∈ N, for each half-edge ej , and
of variables ωj ∈ SD−1. We will sometime denote these variables by ωvj ,
where vj simply denotes the end of the half-edge ej . We will equivalently
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use the notation An(ω) or A(nj)(ωvj ). In the case of the star of a vertex,
the angular integral is of the form
(4.21)
An(ω) =
∫
SD−1
∏
j
C(λ)nj (ωj · ω) dω, with n = (nj)ej∈EΓ , ω = (ωj)ej∈EΓ .
Lemma 4.7. Let Γ be the star of a valence v vertex. Then the angular
integral (4.21) is given by the function
A(nj)(ωvj ) = cD,n1 · · · cD,nk A˜(nj)(ωvj ),
(4.22)
A˜(nj)(ωvj ) =
∑
`1,...,`k
Y
(n1)
`1
(ω1) · · ·Y (nk)`k (ωk)
∫
SD−1
Y
(n1)
`1
(ω) · · ·Y (nk)`k (ω) dω,
where {Y (n)` }`=1,...,dn is an orthonormal basis of the space Hn(SD−1) of
spherical harmonics of degree n, and dn = dimHn(SD−1), with the coef-
ficients cD,n as in (4.14).
Proof. Using the relation (4.13), (4.15) between the Gegenbauer polynomials
and the spherical harmonics, we rewrite the angular integral (4.21) in the
form (4.22). 
Thus, the evaluation of the angular integrals (4.22) for stars of vertices
relates to the well known problem of evaluating coupling coefficients for
spherical harmonics,
(4.23) 〈Y (n1)`1 , . . . , Y
(nk)
`k
〉D :=
∫
SD−1
Y
(n1)
`1
(ω) · · ·Y (nk)`k (ω) dω.
In the following we will be using the standard labeling of the basis {Y (n)` }
where, for fixed n, the indices ` run over a set of (D − 2)-tuples
(mD−2,mD−1, . . . ,m2,m1) with n ≥ mD−2 ≥ · · · ≥ m2 ≥ |m1|.
The spherical harmonics Y
(n)
` have the symmetry
(4.24) Y
(n)
` = (−1)m1Y (n)¯` ,
where, for ` = (mD−2,mD−1, . . . ,m2,m1), one has
¯` := (mD−2,mD−1, . . . ,m2,−m1).
In the simplest case of a tri-valent vertex, these coefficients are also re-
ferred to as the Gaunt coefficients, and have been extensively studied, see
for instance [4], [28], [36]. The Gaunt coefficients arising from the integra-
tion of three harmonic functions determine the coefficients of the expansion
formula
(4.25) Y
(n1)
`1
Y
(n2)
`2
=
∑
n,`
KD,ni,n,`i,` Y (n)`
22 O¨ZGU¨R CEYHAN AND MATILDE MARCOLLI
that expresses the product of two harmonic functions in terms of a linear
combination of other harmonic functions, with the cases where some of the
factors are conjugated taken care of by the symmetry (4.24). In the more
general case (4.23) one can therefore repeatedly apply (4.25), hence we focus
here on the example of the star of a tri-valent vertex.
The Gaunt coefficients 〈Y (n1)`1 , Y
(n2)
`2
Y
(n3)
`3
〉D can be computed via Racah’s
factorization lemma ([4], [28]) in terms of isoscalar factors and the Gaunt
coefficients for D − 1, according to
(4.26)
〈Y (n1)`1 , Y
(n2)
`2
, Y
(n3)
`3
〉D =
(
n1 n2 n3
n′1 n′2 n′3
)
D:D−1
〈Y (n′1)
`′1
, Y
(n′2)
`′2
, Y
(n′3)
`′3
〉D−1,
where `i = (n
′
i, `
′
i) with n
′
i = mD−2,i and `
′
i = (mD−3,i, . . . ,m1,i). An explicit
expression of the isoscalar factors
(4.27)
(
n1 n2 n3
n′1 n′2 n′3
)
D:D−1
is given in [4], [28]. We will discuss this more in detail in §4.4 and §4.5
below.
4.4. Gluing two stars along an edge. We now consider the effect of
patching together two trivalent stars by gluing two half edges with matching
orientations.
Lemma 4.8. Let An,n1,n2(ω, ω1, ω2) and An′,n3,n4(ω′, ω3, ω4) be the angu-
lar integrals associated to two trivalent stars, as in Lemma 4.7. Then the
angular integral of the graph obtained by joining the two stars at an edge is
(4.28) A(ni)i=1,...,4((ωi)i=1,...,4) =
∑
`i
4∏
i=1
cD,ni Y
(ni)
`i
(ωi)Kni,`i(n),
with coefficients Kn,`(n) given by
(4.29) Kni,`i(n) = c2D,n
dn∑
`=1
〈Y (n)` , Y (n1)`1 , Y
(n2)
`2
〉D · 〈Y (n)` , Y (n3)`3 , Y
(n4)
`4
〉D.
Proof. The angular integral A(ni)i=1,...,4((ωi)i=1,...,4) is obtained by integrat-
ing along the variables of the matched half edges,
A(ni)i=1,...,4((ωi)i=1,...,4) = cD,ncD,n′(
4∏
i=1
cD,ni) · A˜(ni)i=1,...,4((ωi)i=1,...,4),
where A˜(ni)i=1,...,4((ωi)i=1,...,4) is given by∫
SD−1
dω
∑
`,`′,`i
Y
(n)
` (ω)Y
(n′)
`′ (ω)
∏
i
Y
(ni)
`i
(ωi)
(
n n1 n2
` `1 `2
)
D
(
n′ n3 n4
`′ `3 `4
)
D
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where we used the shorthand notation
(4.30)
(
n n1 n2
` `1 `2
)
D
:= 〈Y (n)` , Y (n1)`1 , Y
(n2)
`2
〉D.
Using the orthogonality relations for the spherical harmonics, this gives
(
4∏
i=1
cD,ni)
∑
`1,`2,`3,`4
Y
(n1)
`1
(ω1)Y
(n2)
`2
(ω2)Y
(n3)
`3
(ω3)Y
(n4)
`4
(ω4) Kn,`(n),
with the coefficients as in (4.29). 
The coefficients Kn,`(n) are usually very involved to compute explicitly
(see (3.3), (3.6) and (4.7) of [4]). However, some terms simplify greatly in
the case D = 4, and that will allow us to show the occurrence of functions
closely related to multiple polylogarithm functions in §4.5 below. For later
use, we give here the explicit computation, in dimension D = 4, of the
coefficients Kn,`(n), in the particular case with ` = 0.
Proposition 4.9. In the case where D = 4, the coefficient Kn,`(n) with
`i = 0 has the form
(4.31) K(D=4)n,0 (n) = (
4∏
i=1
1
(ni + 1)1/2
)
4pi4
(n+ 1)3
,
in the range where n+n1 +n2 and n+n3 +n4 are even and the inequalities
|nj−nk| ≤ ni ≤ nj+nk hold for (ni, nj , nk) equal to (n, n1, n2) or (n, n3, n4)
and transpositions, and are equal to zero outside of this range.
Proof. We use the fact that ([4], (4.9) and [28], (22) and (23)) the coefficients
〈Y (n1)0 , Y (n2)0 , Y (n3)0 〉D are zero outside the range where
(4.32)
∑
i
ni is even and |nj − nk| ≤ ni ≤ nj + nk,
while within this range they are given by the expression
(4.33)
D
1
Γ(D/2)
(
(J +D − 3)!
(D − 3)! Γ(J +D/2)
∏
i
(ni +
D
2 − 1) Γ(J − ni + D2 − 1)
d
(D)
ni (J − ni)!
)1/2
,
where D is a sign, J =
1
2
∑
i ni, and d
(D)
ni = dimHni(SD−1). In the partic-
ular case where D = 4, the expression (4.33) reduces to(
n1 n2 n3
0 0 0
)
4
= 4
∏
i
(ni + 1)
1/2
(d
(4)
ni )
1/2
= 4
∏
i
(ni + 1)
−1/2,
using again the fact that dimHn(S3) = (n+ 1)2. Thus, we obtain
K(D=4)ni,`i=0(n) = c24,n
(
n n1 n2
0 0 0
)
4
(
n n3 n4
0 0 0
)
4
=
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=
(
2V ol(S3)
2(n+ 1)
)2
1
(n+ 1)
4∏
i=1
1
(ni + 1)1/2
=
4∏
i=1
(ni + 1)
−1/2 4pi4
(n+ 1)3
.

4.5. Gluing stars of vertices. We now consider the full integrand, includ-
ing the radial variables and again look at the effect of gluing together two
half edges of two trivalent stars. We will see that one can explicitly identify
the leading term in the resulting expression in the integrand with a function
closely related to multiple polylogarithms.
Lemma 4.10. Consider the star of a trivalent vertex, and let D = 4. After
a change of variables ti = rvi/r, with r = rv for v the central vertex of
the star, the integrand (4.8), for an orientation o, can be written as an
expression Io(r, t1, t2, t3, ω1, ω2, ω3) drdt1dt2dt3 of the form
(4.34) r9
3∏
i=1
tαii
∑
n1,n2,n3
A(n1,n2,n3)(ω1, ω2, ω3)t1n11 t2n22 t3n33 dr
3∏
i=1
dti,
where αi = 1 and i = 1 if the half-edge ei is outgoing in the orientation o
and αi = 3 and i = −1 if it is incoming, and where An(ω) = A(nj)(ωj) is
the angular integral of Lemma 4.7 with D = 4.
Proof. The integrand of (4.8), for the case of a trivalent star, is of the form
(4.35)
3∏
i=1
F(rs(ei), rt(ei))r3dr
3∏
i=1
r3vidrvi ,
with
3∏
i=1
F(rs(ei), rt(ei)) = (
3∏
i=1
r−2t(ei))
∑
n
An(ω)
(
rs(e1)
rt(e1)
)n1 (rs(e2)
rt(e2)
)n2 (rs(e3)
rt(e3)
)n3
.
When combined with the volume form as in (4.35), this can be rewritten as
(4.36) rα0rα11 r
α2
2 r
α3
3
∑
n
An(ω)
(r1
r
)1n1 (r2
r
)2n2 (r3
r
)3n3
dr dr1dr2dr3,
where the exponents αi are given by the table
o0 o1 o2 o3
α0 −3 3 −1 1
α1 1 3 1 1
α2 1 3 3 1
α3 1 3 3 3
where the orientation o0 has all the half-edges of the star pointing outward,
o1 all pointing inward, o2 has e1 outward and e2 e3 inward and o3 has
e1 and e2 outward and e3 inward. All the other cases are obtained by
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relabeling of indices. After we change variables to ti = rvi/r, we obtain
dr ∧ ∧3i=1dri = r3dr ∧ ∧3i=1dti and (4.36) becomes
(4.37)
Io(r, (ti), ω) = r9tα11 tα22 tα33
∑
n
An(ω) (t1)1n1 (t2)2n2 (t3)3n3 dr dt1dt2dt3.

We can now perform the gluing of two stars by matching an oriented
half-edge of one trivalent star to an oriented half edge of the other, so that
one obtains an oriented edge. This means integrating
(4.38)∫ ∞
0
∫
Σ¯
∫
SD−1
Io(r, t, t1, t2, ω, ω1, ω2)Io(r, t, t3, t4, ω, ω3, ω4) dr dt dω.
There is an overall divergent factor arising from the integration of (4.38) in
the variable r, which can be taken care of by a cutoff regularization. Up
to this divergence, one obtains an integrand I(t1, t2, t3, t4, ω1, ω2, ω3, ω4), as
the result of gluing two trivalent stars by matching oriented half-edges to
form an oriented edge e, which is given by
(4.39) Io(ti, ωi) =
∫
Σ¯
∫
SD−1
Io(t, t1, t2, ω, ω1, ω2)Io(t, t3, t4, ω, ω3, ω4) dtdω,
where the domain of integration Σ¯ = Σ¯(t1, t2, t3, t4) for the variable t is given
by
Σ¯ = ∩i,j:t(ei)=s(e),s(ej)=t(e){t | ti ≤ t ≤ tj}.
In the following we write t = (t1, t2, t3, t4) and similarly for ω, n and `.
By combining (4.28) with (4.22), we can rephrase (4.39) in terms of
isoscalars. This gives a decomposition of Io(ti, ωi) into a sum of terms
of the form
Io(ti, ωi) =
∑
n,`
Io,n,`(ti, ωi).
We denote by Io,0(t, ω) the leading term
(4.40) Io,0(ti, ωi) =
∑
n
Io,n,0(ti, ωi),
involving only the isoscalars with all `i = 0. We have the following result
computing the terms Io,0(ti, ωi).
Lemma 4.11. In the case D = 4, the integrands Io,0(t, ω) are explicitly
given by
(4.41)
Io,0(t, ω) =
∑
n
(
4∏
i=1
cD,niY
(ni)
0 (ωi)
tαi+inii dti
(ni + 1)1/2
)
∫
Σ¯
t4 dt
∑
n
4pi2
(n+ 1)3
tn,
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where the sum over the indices n and n is restricted by the constraints n+
n1 +n2 and n+n3 +n4 are even and the inequalities |nj−nk| ≤ ni ≤ nj+nk
hold for (ni, nj , nk) equal to (n, n1, n2) or (n, n3, n4) and transpositions.
Proof. Using (4.39) and (4.28), (4.29), (4.34), we obtain for Io(t, ω) the
expression∑
n
∑
`
(
4∏
i=1
cD,niY
(ni)
`i
(ωi)t
αi+ini
i dti)
∫
Σ¯
t4 dt
∑
n
Kn,`(n) tn.
The expression (4.41) then follows directly from the form (4.31) of the coef-
ficients K(D=4)n,0 (n). The factor t4 in the integral comes from the exponents
α = 1 and α = 3 of the two half edges, which have matching orientations. 
Notice that, without the constraints on the summation range of the indices
n, ni, we would obtain again an integral of the general form (4.20), involving
polylogarithm functions Lis(t
), with s = 3 = k−2 as in the case of polygons
analyzed above. However, because not all values of n, ni are allowed and
one needs to impose the constraints of the form (4.32), one obtains more
interesting expressions. We first introduce some notation.
4.5.1. Summation domains and even condition. In the following we let R
denote a domain of summation for integers (n1, . . . , nk). We consider in
particular the cases
(4.42)
R = R(k)P := {(n1, . . . , nk) |ni > 0, i = 1, . . . , k}
R = R(k)MP := {(n1, . . . , nk) |nk > · · · > n2 > n1 > 0}
R = R(3)T := {(n1, n2, n3) |n2 > n1, n2 − n1 < n3 < n2 + n1}.
We denote by LiRs1,...,sk(z1, . . . , zk) the associated series
(4.43) LiRs1,...,sk(z1, . . . , zk) =
∑
(n1,...,nk)∈R
zn11 · · · znkk
ns11 · · ·nskk
.
In the first two cases of (4.42), this is, respectively, a product of polyloga-
rithms LiRPs1,...,sk(z1, . . . , zk) =
∏
j Lisj (zj) and and a multiple polylogarithm
LiRMPs1,...,sk(z1, . . . , zk) = Lis1,...,sk(z1, . . . , zk). We will discuss the third case
more in detail below. We then define
(4.44)
LiR,evens1,...,sk(z1, . . . , zk) :=
1
2
(
LiRs1,...,sk(z1, . . . , zk) + Li
R
s1,...,sk
(−z1, . . . ,−zk)
)
LiR,odds1,...,sk(z1, . . . , zk) :=
1
2
(
LiRs1,...,sk(z1, . . . , zk)− LiRs1,...,sk(−z1, . . . ,−zk)
)
.
The odd LiR,odds1,...,sk(z1, . . . , zk) is a direct generalization of the Legendre χ
function, while the even LiR,evens1,...,sk(z1, . . . , zk) corresponds to summing only
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over those indices in R whose sum is even,
(4.45) LiR,evens1,...,sk(z1, . . . , zk) =
∑
(n1,...,nk)∈R,
∑
i ni∈2N
zn11 · · · znkk
ns11 · · ·nskk
.
More generally, one can also consider summations of the form
(4.46) LiR,E1,...,Eks1,...,sk (z1, . . . , zk) =
∑
(n1,...,nk)∈R, ni∈Ei
zn11 · · · znkk
ns11 · · ·nskk
,
where, for each i = 1, . . . , k, Ei = 2N or Ei = N r 2N, that is, some of the
summation indices are even and some odd.
4.5.2. Matching half-edges. We now illustrate in one sufficiently simple and
explicit case, what the leading ` = 0 term looks like when all the half-edges
of stars are joined together. We look at the case of two stars of trivalent
vertices with the half edges pairwise joined, that is, the 3-banana graph (two
vertices and three parallel edges between them).
Proposition 4.12. In the case of D = 4, consider the graph with two
vertices and three parallel edges between them. The ` = 0 amplitude Io,0 is
given by
(4.47) Io,0 =
∫ 1
0
t9 (26LiRMP ,odd,even6,3 (t, t) + 2Li
RT ,even
3,3,3 (t, t, t)) dt.
Proof. There is a unique acyclic orientation of this graph, with the three
edges oriented in the same direction. Thus, there is a single variable t ∈
[0, 1] = Σ¯ in the integrand of Io,0, and the latter has the form∑
(n1,n2,n3)∈D
Kn1,n2,n3tn1+n2+n3 ,
where the coefficients Kn1,n2,n3 are given by
Kn1,n2,n3 =
c24,n1c
2
4,n2
c44,n3
(n1 + 1)(n2 + 1)(n3 + 1)
=
(4pi2)3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
,
according to Proposition 4.9, and the fact that all the half-edges of the two
trivalent stars are matched. The summation domain D is given by
D = {(n1, n2, n3) |ni ≥ 0 |nj − nk| ≤ ni ≤ nj + nk,
∑
i
ni even}.
We subdivide this into separate domains D = D1∪D2∪D3∪D4∪D5, where
D1 = {n1 = 0, n2 ≥ 0, n3 = n2}
D2 = {n2 = 0, n1 > 0, n3 = n1}
D3 = {n1 > 0, n2 = n1, 0 ≤ n3 ≤ 2n1, n3 even }
D4 = {0 < n2 < n1, n1 − n2 ≤ n3 ≤ n1 + n2,
∑
i ni even }
D5 = {0 < n1 < n2, n2 − n1 ≤ n3 ≤ n1 + n2,
∑
i ni even }.
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We have∑
(n1,n2,n3)∈D1
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
= t−2
∑
n≥1
t2n
n6
= t−2Li6(t2),
∑
(n1,n2,n3)∈D2
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
= t−2
∑
n≥2
t2n
n6
= t−2Li6(t2)− 1
∑
(n1,n2,n3)∈D3
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
=
∑
n>0,0≤`≤n
t2(n+`)
(2`+ 1)3(n+ 1)6
= −1 + 26t−3
∑
n≥0, 0≤`≤n
t2n+2+2`+1
(2`+ 1)3(2n+ 2)6
= −1 + 26t−3
∑
0<m1<m2
m1 odd ,m2 even
tm1+m2
m61m
3
2
= −1 + 26t−3LiRMP ,odd,even6,3 (t, t)
∑
(n1,n2,n3)∈D4
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
= t−3LiRT ,even3,3,3 (t, t, t)+1−t−2Li6(t2)
∑
(n1,n2,n3)∈D5
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
= t−3LiRT ,even3,3,3 (t, t, t)+1−t−2Li6(t2),
where in the last two cases the term t−2Li6(t2)− 1 corresponds to the sum-
mation over m2 = 1, m1 > 1 and m3 = m1 (respectively, m1 = 1, m2 > 1,
m3 = m2), with mi = n1 +1. The integrand has a factor of t
4 for each edge,
as in Lemma 4.11, which gives a power of t12 that combines with the t−3
factor in the result of the sum of the terms above to give the t9 factor in
(4.47). 
For more general graphs, where more vertices and more stars are involved,
one gets summations involving several “triangular conditions” |nj − nk| ≤
ni ≤ nj + nk around each vertex, and the integrand can correspondingly be
expressed in terms of series with a higher depth. Moreover, notice that we
have focused here on the leading terms KD=4n,`=0(n) only. When one includes
all the other terms Kn,`(n) with `i 6= 0, the expressions become much more
involved, as these coefficients are expressed in terms of the isoscalars (4.27)
and of the standard 3j-symbols for SO(3), through the factorization (4.26).
The isofactors are known explicitly [4], [28] so the computation can in prin-
ciple be carried out in full, but it becomes much more cumbersome. We will
discuss this elsewhere.
Next we show that the functions LiRTs1,s2,s3(z1, z2, z3) that appear in these
Feynman amplitude computations can be related, via the Euler–Maclaurin
summation formula, to some well known generalizations of multiple zeta
values and multiple polylogarithms.
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4.5.3. Mordell–Tornheim and Apostol–Vu series. We consider two general-
izations of the multiple polylogarithm series, which arise in connection to
the Mordell–Tornheim and the Apostol–Vu multiple series. The Mordell–
Tornheim multiple series is given by [32], [42]
(4.48)
ζMT,k(s1, . . . , sk; sk+1) =
∑
(n1,...,nk)∈R(k)P
n−s11 · · ·n−skk (n1 + · · ·+ nk)−sk+1 ,
with an associated multiple polylogarithm-type function
(4.49)
LiMTs1,...,sk;sk+1(z1, . . . , zk; zk+1) =
∑
(n1,...,nk)∈R(k)P
zn11 · · · znkk z(n1+···+nk)k+1
ns11 · · ·nskk (n1 + · · ·+ nk)sk+1
.
Similarly, the Apostol–Vu multiple series [5] is defined as
(4.50)
ζAV,k(s1, . . . , sk; sk+1) =
∑
(n1,...,nk)∈R(k)MP
n−s11 · · ·n−skk (n1 + · · ·+ nk)−sk+1 ,
and we consider the associated multiple polylogarithm-type series
(4.51)
LiAVs1,...,sk;sk+1(z1, . . . , zk; zk+1) =
∑
(n1,...,nk)∈R(k)MP
zn11 · · · znkk z(n1+···+nk)k+1
ns11 · · ·nskk (n1 + · · ·+ nk)sk+1
.
4.5.4. Euler–Maclaurin formula. A way to understand better the behavior
of the functions (4.45) with R = R(3)T that appear in this result, is in terms
of the Euler–Maclaurin summation formula.
Lemma 4.13. Let f(t) = xtt−s. Then
(4.52)
f (k)(t) =
k∑
j=0
(−1)k−j
(
k
j
)(
s+ k − j − 1
k − j
)
(k − j)!t−(s+k−j)xt log(x)j .
Proof. Inductively, we have
f (k)(t) =
k∑
j=0
(−1)k−j
(
k
j
)
s(s+ 1) · · · (s+ k − j − 1) t−(s+k−j) xt log(x)j ,
where s(s+ 1) · · · (s+ k − j − 1) = (s+k−j−1k−j )(k − j)!. 
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The Euler–Maclaurin summation formula gives
(4.53)
b∑
n=a
f(n) =
∫ b
a
f(t)dt+
1
2
(f(b) + f(a))
+
N∑
k=2
bk
k!
(f (k−1)(b)− f (k−1)(a))
−
∫ b
a
BN (t− [t])
N !
f (N)(t) dt,
where bk are the Bernoulli numbers and Bk the Bernoulli polynomials. We
then have the following result.
Proposition 4.14. Consider the series LiRs1,s2,s3(z1, z2, z3) defined as in
(4.43), with R = R(3)T . When applying the Euler–Maclaurin formula to
the innermost sum, the summation terms in (4.53) give rise to terms of the
form
(4.54) ± Fj,k(s3, z3) LiAVs1,s2;s3+k−j (z1, z2; z3)
or
(4.55) ± Fj,k(s3, z3) LiMTs1,s3+k−j ;s2(z1, z2; z3),
where
(4.56) Fj,k(s, z) =
bk
k!
(
k
j
)(
s+ k − j − 1
k − j
)
(k − j)! log(z)j
Proof. For LiRs1,s2,s3(z1, z2, z3), with R = R
(3)
T , the summation
(4.57)
∑
n2−n1<n3<n2+n1
zn33
ns33
can be expressed, using Lemma 4.13, through the Euler–Maclaurin summa-
tion formula (4.53). Up to a sign, each summation term in the right-hand-
side of (4.53) is the product of a function of z3 of the form Fj,k(s3, z3), as
in (4.56), and a term of the form
zn2+n13
(n2 + n1)s3+k−j
or
zn2−n13
(n2 − n1)s3+k−j .
When inserted back into the summation on the remaining indices n2 > n1,
this gives summations of the form
(4.58)
∑
n2>n1>0
zn11 z
n2
2 z
n1+n2
3
ns11 n
s2
2 (n1 + n2)
s3+k−j ,
in the first case, or in the second case, after a change of variables m = n2−n1,
n = n1 in the indices
(4.59)
∑
n>0,m>0
zn1 z
m
3 z
n+m
2
ns1ms3+k−j(n+m)s2
,
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which are respectively of the form (4.49) and (4.51). 
5. Wonderful compactifications and the Feynman amplitudes
In this section, we consider the case of the Feynman amplitude (2.9)
introduced in §2.3.2. As in Definition 2.6, the locus of integration is, in this
case, the complex variety XVΓ × {y = (yv)}, for a fixed choice of a point
y = (yv), inside the configuration space Z
VΓ with Z = X ×X.
To discuss an appropriate regularization procedure for the Feynman inte-
gral and interpret the result in terms of periods, we need first some basic facts
about the wonderful compactifications of the configuration spaces F (X,Γ).
We described in detail in our previous work [12] the geometry of the
wonderful compactifications of the configuration spaces ConfΓ(X). We re-
call here the main definitions and statements, adapted from ConfΓ(X) to
F (X,Γ). The arguments are essentially the same as in [12].
5.1. Arrangements of diagonals. A simple arrangement of subvarieties
of a smooth quasi-projective ambient variety Y is a finite collection of non-
singular closed subvarieties S = {Si ⊂ Y, i ∈ I} such that
• all nonempty intersections ⋂i∈J Si for J ⊂ I are in the collection S.
• for any pair Si, Sj ∈ S, the intersection Si ∩ Sj is clean, that is, the
tangent bundle of the intersection is the intersection of the restric-
tions of the tangent bundles.
5.1.1. Diagonals of induced subgraphs and their arrangement. For each in-
duced and not necessarily connected subgraph γ ⊆ Γ, the corresponding
(poly)diagonal is
(5.1)
∆(Z)γ = {z = (zv) ∈ ZVΓ | p(zv) = p(zv′) for {v, v′} = ∂Γ(e), e ∈ Eγ}.
We have the following simple description.
Lemma 5.1. The diagonal ∆
(Z)
γ is isomorphic to X
VΓ//γ ×XVΓ, and has
dimension
(5.2) dim ∆(Z)γ = dimX
VΓ//γ ×XVΓ = dim(X)(2|VΓ| − |Vγ |+ b0(γ))
where b0(γ) is the number of connected components of γ.
We then observe that the diagonals form an arrangement of subvarieties.
This is the analog of Lemma 5 of [12].
Lemma 5.2. For a given graph Γ, the collection
(5.3) SΓ = {∆(Z)γ | γ ∈ SG(Γ)},
with SG(Γ) the set of all induced subgraphs of Γ, is a simple arrangement
of diagonal subvarieties in ZVΓ.
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Proof. Let γ1 and γ2 be a pair of induced subgraphs. If γ1 ∩ γ2 = ∅, then
γ = γ1∪γ2 is in SG(Γ), and the corresponding diagonal ∆(Z)γ is given by the
intersection ∆
(Z)
γ1 ∩∆(Z)γ2 . On the other hand, if γ1 ∩ γ2 6= ∅, we consider the
connected components γj of the union γ. Then, the intersection ∆
(Z)
γ1 ∩∆(Z)γ2
can be written as ∩j∆(Z)i(γj) where i(γj) is the smallest induced subgraph of Γ
containing γj . All diagonals are smooth and the ideal sheaf of intersection
∆
(Z)
γ is the direct sum of the ideal sheaves of the intersecting diagonals ∆
(Z)
γj .
By Lemma 5.1 of [31], their intersections are clean. 
5.1.2. Building set of the arrangements of diagonals. A subset G ⊂ S is
called a building set of the simple arrangement S if for any S ∈ S, the mini-
mal elements in {G ∈ G : G ⊇ S} intersect transversely and the intersection
is S.
A G-building set for the arrangement SΓ can be identified by considering
further combinatorial properties of graphs. A graph Γ is 2-vertex-connected
(or biconnected) if it cannot be disconnected by the removal of a single vertex
along with the open star of edges around it. The graph consisting of a single
edge is assumed to be biconnected.
We then have the analog of Proposition 1 of [12].
Proposition 5.3. For a given graph Γ, the set
(5.4) GΓ = {∆(Z)γ | γ ⊆ Γ induced, biconnected}
is a G-building set for the arrangement SΓ of (5.3).
Proof. The intersection of a bi-connected subgraph of Γ with an induced
subgraph is either empty or a union of bi-connected induced subgraphs at-
tached at cut-vertices. We decompose induced subgraphs into bi-connected
components. The diagonals corresponding to these bi-connected components
are the minimal elements in the collection SΓ. For a pair of bi-connected
induced subgraphs γ1, γ2 with γ = γ1 ∪ γ2, we have the following equalities
due to Lemma 5.1; dim ∆
(Z)
γ1 +dim ∆
(Z)
γ2 −dim ∆(Z)γ = dim(XVΓ//γ1×XVΓ)+
dim(XVΓ//γ2 × XVΓ) − dim(XVΓ//γ × XVΓ) = 2 dim(X)|VΓ| = dimZVΓ ;
and these guarantee the transversality of the intersection ∆
(Z)
γ1 ∩∆(Z)γ2 . 
5.2. The wonderful compactifications of arrangements. To be able
to analyze the residues of Feynman integrals, we need a compactification
Z[Γ] of the configuration space F (X,Γ) satisfying certain properties. In
particular, Z[Γ] must contain F (X,Γ) as the top dimensional stratum, and
the complement Z[Γ] \ F (X,Γ) of this principal stratum must be a union
of transversally intersecting divisors in Z[Γ]. The transversality is essential
for the use of iterated Poincare´ residues, which we will discuss in §7 below.
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There is a smooth wonderful compactification Z[Γ] of the configuration
space F (X,Γ) which is a generalization of the Fulton–MacPherson compact-
ification [20]. The construction is completely analogous to the construction
of the wonderful compactifications ConfΓ(X) considered in our previous pa-
per [12]. Again, we illustrate here briefly what changes in passing from the
case of ConfΓ(X) to the case of F (X,Γ).
5.2.1. The iterated blowup description. As in the case of ConfΓ(X) (see §2.3
of [12]), the wonderful compactification Z[Γ] is obtained by an iterated se-
quence of blowups.
The following is the direct analog of Proposition 2 of [12].
Let |VΓ| = n and let Gk,Γ ⊆ GΓ be the subcollection
(5.5) Gk,Γ = {∆(Z)γ | γ ∈ SGk(Γ) and biconnected} for k = 1, . . . , n− 1.
Let Y0 = Z
VΓ and let Yk be the blowup of Yk−1 along the (iterated) dominant
transform of ∆
(Z)
γ ∈ Gn−k+1,Γ. If Γ is itself biconnected, then Y1 is the
blowup of Y0 along the deepest diagonal ∆
(Z)
Γ , and otherwise Y1 = Y0.
Similarly, we have Yk = Yk−1 if there are no biconnected induced subgraphs
with exactly n− k + 1 vertices. The resulting sequence of blowups
(5.6) Yn−1 → · · · → Y2 → Y1 → ZVΓ
does not depend on the order in which the blowups are performed along the
(iterated) dominant transforms of the diagonals ∆
(Z)
γ , for γ ∈ Gn−k+1,Γ, for
a fixed k. Thus, the intermediate varieties Yk in the sequence (5.6) are all
well defined. The variety Yn−1 obtained through this sequence of iterated
blowups is called the wonderful compactification;
(5.7) Z[Γ] := Yn−1.
Note that Z[Γ] is a smooth quasi-projective variety as can be seen through
its iterated blow-up construction, see [31].
5.2.2. Divisors and their intersections. Recall from [31] that a GΓ-nest is a
collection {γ1, . . . , γ`} of biconnected induced subgraphs with the property
that any two subgraphs γ and γ′ in the set satisfy one of the following: (1)
γ ∩ γ′ = ∅; (2) γ ∩ γ′ = {v}, a single vertex; (3) γ ⊆ γ′ or γ′ ⊆ γ.
We then have the following analog of Proposition 4 of [12].
Proposition 5.4. For a given biconnected induced subgraph γ ⊆ Γ, let
D
(Z)
γ be the divisor obtained as the iterated dominant transform of ∆
(Z)
γ in
the iterated blowup construction (5.6) of Z[Γ]. Then
(5.8) Z[Γ] \ F (X,Γ) =
⋃
∆
(Z)
γ ∈GΓ
D(Z)γ .
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The divisors D
(Z)
γ have the property that
(5.9) D(Z)γ1 ∩ · · · ∩D(Z)γ` 6= ∅ ⇔ {γ1, . . . , γ`} is a GΓ-nest.
5.3. Motives of wonderful compactifications. As in the case of the
wonderful compactifications ConfΓ(X) analyzed in [12], one can obtain the
explicit formula for the motive of the compactifications Z[Γ] directly from
the formula for the motive of blow-ups and the iterated construction of
§5.2.1.
We first introduce the following notation as in [12], [30]. Given a GΓ-nest
N , and a biconnected induced subgraph γ such that N ′ = N ∪{γ} is still a
GΓ-nest, we set
(5.10) rγ = rγ,N := dim(∩γ′∈N :γ′⊂γ∆γ′)− dim ∆γ ,
(5.11) MN := {(µγ)∆γ∈GΓ : 1 ≤ µγ ≤ rγ − 1, µγ ∈ Z},
(5.12) ‖µ‖ :=
∑
∆γ∈GΓ
µγ .
We write here m(X) for the motive in the Voevodsky category. This
corresponds to the notation Mgm of [45].
The following result is the analog of Proposition 8 of [12], see also [30] for
the formulation in the case of Chow motives.
Proposition 5.5. Let X be a smooth projective variety. The Voevodsky
motive m(Z[Γ]) of the wonderful compactification is given by
(5.13)
m(Z[Γ]) = m(ZVΓ)⊕
⊕
N∈GΓ-nests
⊕
µ∈MN
m(XVΓ/δN (Γ) ×XVΓ)(‖µ‖)[2‖µ‖]
where Γ/δN (Γ) is the quotient Γ/δN (Γ) := Γ//(γ1∪ · · ·∪γr) for the GΓ-nest
N = {γ1, . . . , γr}.
Proof. Let Y˜ → Y be the blow-up of a smooth scheme Y along a smooth
closed subscheme V ⊂ Y . Then m(Y˜ ) is canonically isomorphic to
m(Y )⊕
codimY(V)−1⊕
k=1
m(V )(k)[2k],
see Proposition 3.5.3 in [45]. The result then follows by applying this blow-
up formula for Voevodsky’s motives to the iterated blow-up construction
given in Section 5.2.1. 
We obtain then from Proposition 5.5 the following simple corollary (see
§3.2 of [12]).
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Corollary 5.6. If the motive of the smooth projective variety X is mixed
Tate, then the motive of Z[Γ] is mixed Tate, for all graphs Γ. Moreover, the
exceptional divisors D
(Z)
γ associated to the biconnected induced subgraphs
γ ⊆ Γ and the intersections D(Z)γ1 ∩ · · · ∩ D(Z)γ` associated to the GΓ-nests
{γ1, . . . , γ`} are also mixed Tate.
Proof. This is an immediate consequence of the construction of Z[Γ] since
the motive of Z[Γ] depends upon the motive of X only through products,
Tate twists, sums, and shifts. All these operations preserve the subcategory
of mixed Tate motives. The reason why the intersections D
(Z)
γ1 ∩ · · · ∩D(Z)γ`
are also mixed Tate is because one has an explicit stratification, as described
in [12] and [31], where one has a description of the intersections of diagonals
in terms of configuration spaces of quotient graphs and by repeated use of
the blowup formula for motives. 
Remark 5.7. One can also see easily that, if the variety X is defined over
Z, then so is Z[Γ] and so are the D(Z)γ and their unions and intersections.
Moreover, all these varieties then satisfy the unramified criterion of §3.5 and
Proposition 3.10 of [22].
5.4. Feynman amplitude and wonderful compactifications. We now
consider the form ω
(Z)
Γ defined as in (2.9) and discuss its behavior when
puled back from ZVΓ to the wonderful compactification Z[Γ].
5.4.1. Loci of divergence. For massless scalar Euclidean field theories, the
pole locus {ω(Z)Γ =∞} in ZVΓ is
ZΓ :=
∏
e∈EΓ
‖p(zvs(e))− p(zvt(e))‖2 = 0
 .(5.14)
This definition can be rephrased as follows.
Lemma 5.8. The divergent locus of the density ω
(Z)
Γ of (2.9) in Z
VΓ is
given by the union
⋃
e∈EΓ ∆
(Z)
e .
5.4.2. Order of singularities in the blowups. Let pi∗γ(ω
(Z)
Γ ) denote the pull-
backs of the form ω
(Z)
Γ of (2.9) to the iterated blowups of Z
VΓ along the
(dominant transforms of) the diagonals ∆
(Z)
γ , for γ ⊂ Γ a biconnected in-
duced subgraph.
Proposition 5.9. Let Γ be a connected graph. Then for every biconnected
induced subgraph γ ⊂ Γ, the pullback pi∗γ(ω(Z)Γ ) of ω(Z)Γ to the blowup along
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the (dominant transform of) ∆
(Z)
γ has singularities of order
(5.15)
ord∞(pi∗γ(ωΓ), D
(Z)
γ ) = (D − 2)|Eγ | − 2D(|Vγ | − 1) + 2
= 2Db1(γ)− (D + 2)|Eγ |+ 2
along the exceptional divisors D
(Z)
γ in the blowup. Here b1(γ) denotes the
first Betti number of graph γ.
Proof. Let m = D|VΓ| and L ⊂ A2m be the coordinate subspace given by
the equations {x1 = · · · = xk = 0}, and pi : A˜2m → A2m be the blowup
along L ⊂ A2m. If one chooses the coordinates wi in the blow up, such
that,wi = xi for i = k, . . . , 2m, and wiwp = xi for i < k. The exceptional
divisor given by wp = 0 in these coordinates. Then, one obtains
pi∗(dx1 ∧ dx∗1 ∧ · · · ∧ dxm ∧ dx∗m) = |w|2(k−1)dw1 ∧ dw∗1 ∧ · · · ∧ dwd ∧ dw∗D.
This form has a zero of order 2 · (codim(L)−1) along the exceptional divisor
of the blowup.
The codimension of the diagonal ∆γ ⊂ XVΓ associated to a connected
subgraph γ ⊂ Γ is D (|Vγ | − 1). On the other hand, the form ω(Z)Γ has
singularity along ∆
(Z)
γ of order (D − 2)|Eγ |. Hence,
ord∞(pi∗γ(ω
(Z)
Γ ), D
(Z)
γ ) = (order of ∞)− (order of zeros)
= (D − 2)|Eγ | − 2D(|Vγ | − 1) + 2.

Note that the orders of pole are different from the case of the form ωΓ on
ConfΓ(X), see §4.3 of [12]. Lemma 5.8 and Proposition 5.9 then imply the
following.
Corollary 5.10. Let pi∗Γ(ω
(Z)
Γ ) denote the pullback of ω
(Z)
Γ to the wonderful
compactification Z[Γ]. The divergence locus of pi∗Γ(ω
(Z)
Γ ) in Z[Γ] is given by
the union of divisors
(5.16)
⋃
∆
(Z)
γ ∈GΓ
D(Z)γ .
5.5. Chain of integration and divergence locus. When pulling back
the form ω
(Z)
Γ along the projection piΓ : Z[Γ] → ZVΓ , one also replaces the
chain of integration σ
(Z,y)
Γ = X
VΓ × {y} of (2.10) with σ˜(Z,y)Γ ⊂ Z[Γ] with
piΓ(σ˜
(Z,y)
Γ ) = σ
(Z,y)
Γ , which gives
(5.17) σ˜
(Z,y)
Γ = ConfΓ(X)× {y} ⊂ Z[Γ] = ConfΓ(X)×XVΓ .
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Lemma 5.11. The chain of integration σ˜
(Z,y)
Γ of (5.17) intersects the locus
of divergence (5.16) in
(5.18)
⋃
∆
(Z)
γ ∈GΓ
Dγ × {y} ⊂ ConfΓ(X)× {y}.
Proof. This follows directly from Corollary 5.10 and (5.17). 
Notice that, since GΓ-factors intersect transversely (see Proposition 2.8
of [31] and Proposition 4 of [12]), the intersection (5.18) of the chain of
integration σ˜
(Z,y)
Γ with the locus of divergence consists of a union of divisors
Dγ inside X
VΓ intersecting transversely, with Dγ1 ∩ · · · ∩Dγ` 6= ∅ whenever
{γ1, . . . , γ`} form a GΓ-nest (see [12] and [31]).
5.6. Smooth and algebraic differential forms. Consider the restriction
of the amplitude pi∗Γ(ω
(Z)
Γ ) to the chain σ˜
(Z,y)
Γ . It is defined on the comple-
ment of the divergence locus, namely on
(5.19) σ˜
(Z,y)
Γ r
 ⋃
∆
(Z)
γ ∈GΓ
Dγ × {y}
 ' ConfΓ(X)r
 ⋃
∆
(Z)
γ ∈GΓ
Dγ
 ,
which is a copy of ConfΓ(X) inside Z[Γ]. The form pi
∗
Γ(ω
(Z)
Γ ) is a closed form
of top dimension on this domain.
We recall the following general fact. Let X be a smooth projective variety
of dimension m and let D be a union of smooth hypersurfaces intersecting
transversely (strict normal crossings divisor). Let U = X rD.
Lemma 5.12. Let ω be a C∞ closed differential form of degree m on U ,
and let [ω] be the corresponding de Rham cohomology class in Hm(U). Then
there exists an algebraic differential form η with logarithmic poles along D,
that is cohomologous, [η] = [ω] ∈ Hm(U), to the given form ω.
Proof. First we use the fact that de Rham cohomology of a smooth quasi-
projective variety U = X r D can always be computed using algebraic dif-
ferential forms, [25], [26]. Thus, the cohomology class [ω] in Hm(U) can be
realized by a form α ∈ H0(U ,Ωm), with Ωm the sheaf of algebraic differ-
ential forms. Moreover, by §3.2 of [16], the algebraic de Rham cohomology
H∗(U) satisfies
(5.20) H∗(U) ' H∗(X ,Ω∗X (log(D))),
where Ω∗X (log(D)) denotes the sheaf of meromorphic differential forms on X
with logarithmic poles along D. Thus, we can find a form η ∈ Ω∗X (log(D))
so that [η] = [ω] ∈ Hm(U). 
We then have the following consequence.
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Lemma 5.13. Let pi∗Γ(ω
(Z)
Γ ) be the pullback of the Feynman amplitude (2.9)
to the wonderful compactification Z[Γ]. Then there exists a meromorphic dif-
ferential form η
(Z)
Γ , the algebraic Feynman amplitude, on σ˜
(Z,y)
Γ = ConfΓ(X)×
{y}, with logarithmic poles along
DΓ =
⋃
∆
(Z)
γ ∈GΓ
Dγ × {y},
such that
[η
(Z)
Γ ] = [pi
∗
Γ(ω
(Z)
Γ )] ∈ H2D|VΓ|(σ˜(Z)Γ rDΓ).
Proof. This follows directly from Lemma 5.12 above. 
5.7. Iterated Poincare´ residues. One can associate to the holomorphic
differential form ηΓ with logarithmic poles along DΓ a Poincare´ residue on
each non-empty intersection of a collection of divisors D
(Z)
γ that corresponds
to a GΓ-nest N = {γ1, . . . , γr}.
Proposition 5.14. For every GΓ-nest N = {γ1, . . . , γr}, there is a Poincare´
residue RN (ηΓ), which defines a cohomology class in H2D|VΓ|−r(VN ), on the
complete intersection V
(Z)
N = D
(Z)
γ1 ∩· · ·∩D(Z)γr . The pairing of RN (ηΓ) with
an (2D|VΓ| − r)-cycle ΣN in V (Z)N is equal to
(5.21)
∫
ΣN
RN (ηΓ) = 1
(2pii)r
∫
LN (ΣN )
ηΓ,
where LN (ΣN ) is the 2D|VΓ|-cycle in Z[Γ] given by an iterated Leray cobound-
ary of ΣN , which is a T r-torus bundle over ΣN . Under the assumption that
the variety X is a mixed Tate motive, the integrals (5.21) are periods of
mixed Tate motives.
Proof. As shown in Proposition 5.4, the divisors D
(Z)
γ in Z[Γ] have the prop-
erty that
(5.22) V
(Z)
N = D
(Z)
γ1 ∩ · · · ∩D(Z)γr 6= ∅ ⇔ {γ1, . . . , γr} is a GΓ − nest,
with transverse intersections.
Consider the first divisor D
(Z)
γ1 in the GΓ-nest N , and a tubular neighbor-
hood NΓ,γ1 = NZ[Γ](D
(Z)
γ1 ) of D
(Z)
γ1 in NΓ,γ1 . This is a unit disk bundle over
D
(Z)
γ1 with projection pi : NΓ,γ1 → D(Z)γ1 and with σ : D(Z)γ1 ↪→ NΓ,γ1 the zero
section. The Gysin long exact sequence in homology gives
· · · → Hk(NΓ,γ1 rD(Z)γ1 )
ι∗→ Hk(NΓ,γ1)
σ!→ Hk−2(D(Z)γ1 )
pi!→ Hk−1(NΓ,γ1 rD(Z)γ1 )→ · · ·
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where pi! is the Leray coboundary map, which assigns to a chain Σ inD
(Z)
γ1 the
homology class in NΓ,γ1 rD
(Z)
γ1 of the boundary ∂pi
−1(Σ) of the disk bundle
pi−1(Σ) over Σ, which is an S1-bundle over Σ. Its dual is a morphism
Rγ1 : Hk+1(NΓ,γ1 rD(Z)γ1 )→ Hk(D(Z)γ1 ),
which is the residue map. The iterated residue map is obtained by consid-
ering the complements U0 = NΓ,γ1 rD(Z)γ1 and
U1 = D(Z)γ1 r
⋃
1<k≤r
D(Z)γk ,
U2 = (D(Z)γ1 ∩D(Z)γ2 )r
⋃
2<k≤r
D(Z)γk ,
and so on. One obtains a sequence of maps
Hk(U0)
Rγ1→ Hk−1(U1)
Rγ2→ Hk−2(U2)→ · · · Rγr→ Hk−r(V (Z)N ).
The composition RN = Rγr ◦ · · · ◦Rγ1 is the iterated residue map. Because
the residue map is dual to Leray coboundary, under the pairing of homology
and cohomology one obtains
〈RN (η),Σ〉 = 〈η,LN (Σ)〉,
where LN = Lγ1 ◦· · ·◦Lγr is the compositions of the Leray coboundary maps
of the divisors D
(Z)
γk . The resulting LN (Σ) is therefore, by construction,
a T r-torus bundle over Σ. At the level of differential forms, the residue
map Rγ1 is given by integration along the circle fibers of the S1-bundle
∂pi−1(Σ) → Σ. Thus, the pairing 〈RN (η),Σ〉 contains a 2pii factor, coming
from the integration of a form df/f , with f the local defining equation of
the hypersurface, along the circle fibers. This means that, when writing the
pairings in terms of differential forms, one obtains (5.21). As shown in [12],
if m(X) is mixed Tate, the divisors Dγ and their intersections in ConfΓ(X)
are mixed Tate motives, and so are the D
(Z)
γ and their intersections V
(Z)
N in
Z[Γ]. 
Corollary 5.15. Given a GΓ-nest {γ1, . . . , γr} let VN = Dγ1 ∩ · · · ∩ Dγr
be the intersection of the corresponding divisors in ConfΓ(X). The residues
RN (ηΓ) of Proposition 5.14 pair with the 2D|VΓ| − r-dimensional cycles in
V
(Z)
N given by VN × {y},
(5.23) 〈RN (ηΓ), VN 〉 =
∫
VN×{y}
RN (ηΓ).
Proof. The chain of integration σ˜
(Z,y)
Γ = ConfΓ(X)× {y} intersects the loci
V
(Z)
N = VN × XVΓ along VN × ×{y}, where the VN are the intersections
VN = Dγ1 ∩ · · · ∩Dγr of the divisors Dγk in ConfΓ(X). Thus, Σ = VN ×{y}
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defines a 2D|VΓ| − r-dimensional cycle in V (Z)N , which can be paired with
the form RN (ηΓ) of degree 2D|VΓ| − r on V (Z)N . 
Remark 5.16. The reason for passing to the wonderful compactification
Z[Γ] and pulling back the form ω
(Z)
Γ along the projection piΓ : Z[Γ]→ ZVΓ
is in order to pass to a setting where the locus of divergence is described by
divisors Dγ intersecting transversely in ConfΓ(X), while the intersections of
the diagonals ∆γ in X
VΓ can be non-transverse. These transversality issues
are discussed in more detail in [12]. There is a generalization of the theory
of forms with logarithmic poles and Poincare´ residues [35], that extends the
case of [15] of normal crossings divisors, but in this more general setting the
Poincare´ residue gives meromorphic instead of holomorphic forms.
6. Regularization and integration
In this section, we describe a regularization of the Feynman integral
(6.1)
∫
σ˜
(Z,y)
Γ rDΓ
η
(Z)
Γ
in distributional terms, using the theory of principal value and residue cur-
rents. This will show that one can express ambiguities in the regularization
in terms of the iterated residues along the intersections of the divisors D
(Z)
γ ,
described in §5.7 above.
6.1. Current-regularized Feynman amplitudes. We review briefly some
well known facts about residue and principal value currents and we apply
them to the Feynman amplitude regularization.
6.1.1. Residue currents and Mellin transforms. Recall that, for a single
smooth hypersurface defined by an equation {f = 0}, the residue current
[Zf ], supported on the hypersurface, is defined as
[Zf ] =
1
2pii
∂¯[
1
f
] ∧ df := 1
2pii
∂¯∂ log |f |2.
This is known as the Poincare´–Lelong formula. It can also be seen as a limit∫
Zf
ϕ = lim
→0
1
2pii
∫
|f |=
df
f
∧ ϕ.
A generalization is given by the Coleff–Herrera residue current [14], asso-
ciated to a collection of functions {f1, . . . , fr}. Under the assumption that
these define a complete intersection V = {f1 = · · · = fr = 0}, the residue
current
(6.2) Rf = ∂¯[ 1
f1
] ∧ · · · ∧ ∂¯[ 1
fr
]
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is obtained as a limit
Rf (ϕ) = lim
δ→0
∫
T(δ)(f)
ϕ
f1 · · · fr ,
with T(δ)(f) = {|fk| = k(δ)}, with the limit taken over “admissible paths”
(δ), which satisfy the properties
lim
δ→0
r(δ) = 0, lim
δ→0
k(δ)
(k+1(δ))`
= 0,
for k = 1, . . . , r and any positive integer `. The test form ϕ is a (2n − r)-
form of type (n, n− r), where 2n is the real dimension of the ambient space,
and the residual current obtained in this way is a (0, r)-current. For more
details, see §3 of [8] and [43]. Notice that, while in general one cannot take
products of distributions, the Coleff–Herrera product (6.2) is well defined
for residue currents, as well as between residue and principal value currents.
Moreover, the Mellin transform
(6.3) Γϕf (λ) =
∫
Rr+
Iϕf () λ−I d,
with
Iϕf () =
∫
T(f)
ϕ
f1 · · · fr
and with
λ−I d = λ1−11 · · · λr−1r d1 ∧ · · · ∧ dr,
can also be written, as in [8], [43], as
(6.4) Γϕf (λ) =
1
(2pii)r
∫
X
|f |2(λ−I)df ∧ ϕ,
where the integration is on the ambient variety X and where
|f |2(λ−I) = |f1|2(λ1−1) · · · |fr|2(λr−1), and df = df1 ∧ · · · ∧ dfr.
When {f1, . . . , fr} define a complete intersection, the function λ1 · · ·λrΓϕf (λ)
is holomorphic in a neighborhood of λ = 0 and the value at zero is given by
the residue current ([8], [43])
(6.5) Rf (ϕ) = λ1 · · ·λrΓϕf (λ)|λ=0.
Equivalently, (6.4) and (6.5) can also be written as
(6.6) lim
λ→0
λΓϕf (λ) = limλ→0
1
(2pii)r
∫
X
∂¯|fr|2λr ∧ · · · ∧ ∂¯|f1|2λ1
fr · · · f1 ∧ ϕ,
where the factor λ on the left-hand-side stands for λ1 · · ·λr as in (6.5).
The Poincare´–Lelong formula, in this more general case of a complete
intersection defined by a collection {f1, . . . , fr}, expresses the integration
current Zf as
(6.7) [Zf ] =
1
(2pii)r
∂¯[
1
fr
] ∧ · · · ∧ ∂¯[ 1
f1
] ∧ df1 ∧ · · · ∧ dfr.
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The correspondence between residue currents and the Poincare´ residues
on complete intersections, discussed above in §5.7, is given for instance in
Theorem 4.1 of [3].
6.1.2. Principal value current. The principal value current [1/f ] of a single
holomorphic function f can be computed as [27], [38]
(6.8) 〈[ 1
f
], φ〉 = lim
→0
∫
|f |>
φdζ ∧ dζ¯
f
,
where φ is a test function. More generally, for {f1, . . . , fr} as above, the
principal value current is given by
(6.9) 〈[ 1
f
], φ〉 = lim
→0
∫
N(f)
φ
fr · · · f1 ,
with φ a test form and with
(6.10) N(f) = {|fk| > k}.
More generally we will use the following notation.
Definition 6.1. Given a meromorphic (p, q)-form η on an m-dimensional
smooth projective variety X , with poles along an effective divisor D = D1 ∪
· · ·Dr, where the components Dk are smooth hypersurfaces defined by equa-
tions fk = 0, the principal value current PV (η) is defined by
(6.11) 〈PV (η), φ〉 = lim
→0
∫
N(f)
η ∧ φ,
for an (m− p,m− q) test form φ, with N(f) defined as in (6.10).
The following simple Lemma describes the source of ambiguities and its
relation to residues.
Lemma 6.2. When the test form φ is modified to φ + ∂¯ψ, the principal
value current satisfies
(6.12) 〈[ 1
f
], φ+ ∂¯ψ〉 = 〈[ 1
f
], φ〉 − 〈∂¯[ 1
f
], ψ〉,
where ∂¯[1/f ] is the residue current Rf of (6.2).
Proof. By Stokes theorem, we have
〈[ 1
f
], ∂¯ψ〉 = lim
→0
∫
|f |>
∂¯ψ
f
= lim
→0
−
∫
|f |=
ψ
f
= −〈∂¯[ 1
f
], ψ〉.

We now return to the case of the Feynman amplitudes and describe the
corresponding regularization and ambiguities.
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6.1.3. Principal value and Feynman amplitude. We can regularize the Feyn-
man amplitude given by the integral (6.1), interpreted in the distributional
sense, as in §2.3.4, using the principal value current.
Definition 6.3. The principal value regularization of the Feynman ampli-
tude (6.1) is given by the current PV (η
(Z)
Γ ) defined as in (6.11),
〈PV (η(Z)Γ ), ϕ〉 = lim→0
∫
N(f)
ϕ η,
for a test function ϕ.
We can also write the regularized integral in the following form.
Lemma 6.4. The regularized integral satisfies
〈PV (η(Z)Γ ), ϕ〉 = limλ→0
∫
σ˜
(Z,y)
Γ
|fn|2λn · · · |f1|2λ1η(Z,y)Γ ϕ
where n = nΓ is the cardinality nΓ = #GΓ of the building set GΓ and the fk
are the defining equations of the D
(Z)
γ in GΓ
Proof. The form η
(Z)
Γ has poles along the divisor DΓ = ∪∆(Z)γ ∈GΓD
(Z)
γ . Thus,
if we denote by fk, with k = 1, . . . , n with n = #GΓ the defining equations
of the D
(Z)
γ , we can write the principal value current in the form
lim
λ→0
∫
σ˜
(Z,y)
Γ
|fn|2λn · · · |f1|2λ1
fn · · · f1 hϕ,
with h an algebraic from without poles and ϕ is a test function. 
6.1.4. Pseudomeromorphic currents. If {f1, . . . , fn} define a complete inter-
section V = {f1 = · · · = fr = 0} in a smooth projective variety X , an
elementary pseudomeromorphic current is a current of the form
(6.13) Cr,n := [
1
fn
] ∧ · · · ∧ [ 1
fr+1
] ∧ ∂¯[ 1
fr
] ∧ · · · ∧ ∂¯[ 1
f1
],
for some 1 ≤ r ≤ n, where the products of principal value and residue
currents are well defined Coleff–Herrera products and the resulting current
is commuting in the principal value factors and anticommuting in the residue
factors. These distributions also have a Mellin transform formulation (see
[8]) as
(6.14) 〈Cr,n, φ〉 = lim
λ→0
1
(2pii)r
∫
X
n∏
k=r+1
|fk|2λk
fk
r∧
j=1
∂¯
( |fj |2λj
fj
)
∧ φ.
6.2. Ambiguities of regularized Feynman integrals. We can use the
formalism of residue currents recalled above to describe the ambiguities in
the principal value regularization of Feynman amplitudes of Definition 6.3.
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6.2.1. Feynman amplitude and residue currents. As in §5.7, consider a GΓ-
nest {γ1, . . . , γr} and the associated intersection V (Z)N = D(Z)γ1 ∩ · · · ∩D(Z)γr .
Also let nΓ = #GΓ and let fk, for k = 1, . . . , nΓ be the defining equations
for the D
(Z)
γ , for γ ranging over the subgraphs defining the building set GΓ.
For  = (k), we define
(6.15) σ˜
(Z,y)
Γ, := σ˜
(Z,y)
Γ ∩N(f),
with N(f) defined as in (6.10). The principal value regularization of Defi-
nition 6.3 can then be written as
〈PV (η(Z,y)Γ ), ϕ〉 = lim→0
∫
σ˜
(Z,y)
Γ,
ϕη
(Z,y)
Γ ,
where the limit is taken over admissible paths.
Similarly, given a GΓ-nest N = {γ1, . . . , γr}, we introduce the notation
(6.16) σ˜
(Z,y)
Γ,N , := σ˜
(Z,y)
Γ ∩ TN ,(f) ∩NN ,(f),
where TN ,(f) = {|fk| = k, k = 1, . . . , r} and NN ,(f) = {|fk| > , k =
r + 1, . . . , n}, where we have ordered the n subgraphs γ in GΓ so that the
first r belong to the nest N .
Proposition 6.5. For a GΓ-nest N = {γ1, . . . , γr}, as above, the limit
(6.17) lim
→0
∫
σ˜
(Z,y)
Γ,N ,
ϕη
(Z,y)
Γ
determines a pseudomeromorphic current, whose residue part is an iterated
residue supported on V
(Z)
N = D
(Z)
γ1 ∩ · · · ∩D(Z)γr .
Proof. Let fk, with k = 1, . . . , n with n = #GΓ, be the defining equations
of the D
(Z)
γ . We assume the subgraphs in GΓ are ordered so that the first r
belong to the given GΓ-nest N . We can then write the current (6.17) in the
form 〈Cr,n, hϕ〉, where Cr,n is the elementary pseudomeromorphic current
of (6.13) and h is algebraic without poles. 
6.2.2. Residue currents as ambiguities. With the same setting as in Propo-
sition 6.5, we then have the following characterization of the ambiguities of
the principal value regularization.
Proposition 6.6. The ambiguities in the current-regularization PV (η
(Z,y)
Γ )
are given by iterated residues supported on the intersections V
(Z)
N = D
(Z)
γ1 ∩
· · · ∩D(Z)γr , of divisors corresponding to GΓ-nests N = {γ1, . . . , γr}.
Proof. As above, we have
〈PV (η(Z,y)Γ ), ϕ〉 = lim→0
∫
σ˜
(Z,y)
Γ,
ϕη
(Z,y)
Γ = limλ→0
∫
σ˜
(Z,y)
Γ
|fn|2λn · · · |f1|2λ1
fn · · · f1 hϕ
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If we replace the form hϕ with a form hϕ+ ∂¯Nψ, where N is a GΓ-nest and
the notation ∂¯Nψ means a form
∂¯Nψ := ψn · · ·ψr+1 ∂¯ψr ∧ · · · ∧ ∂¯ψ1,
for test functions ψk, k = 1, . . . , n, we obtain a pseudomeromorphic current
〈PV (η(Z,y)Γ ), ∂¯Nψ〉 = 〈[
1
fn
] ∧ · · · ∧ [ 1
fr+1
] ∧ ∂¯[ 1
fr
] ∧ · · · ∧ ∂¯[ 1
f1
], ψ〉,
with ψ = ψn · · ·ψ1. Notice then that the residue part
〈∂¯[ 1
fr
] ∧ · · · ∧ ∂¯[ 1
f1
], ψ〉 = RN (ψ)
is an iterated residue supported on V
(Z)
N = D
(Z)
γ1 ∩ · · · ∩D(Z)γr . 
By the results of §5.7, and the relation between residue currents and
iterated Poincare´ residues (see [3]), when evaluated on algebraic test forms
on the varieties V
(Z)
N , these ambiguities can be expressed in terms of periods
of mixed Tate motives, that is, by the general result of [11], in terms of
multiple zeta values.
7. Other regularization methods
We now discuss a regularization method for the evaluation of the Feynman
integral ∫
σ˜
(Z,y)
Γ
pi∗Γ(ω
(Z)
Γ ),
with the pullback pi∗Γ(ω
(Z)
Γ ) to Z[Γ] as in Corollary 5.10 and the chain of
integration σ˜
(Z,y)
Γ as in (5.17), obtained from the form ω
(Z)
Γ and the chain
σ
(Z)
Γ of Definition 2.6. The geometric method of regularization we adopt is
based on the deformation to the normal cone.
A general method of regularization consists of deforming the chain of
integration so that it no longer intersects the locus of divergences. We first
describe briefly why this cannot be done directly within the space Z[Γ]
considered above, and then we introduce a simultaneous deformation of the
form and of the space where integration happens, so that the integral can
be regularized according to the general method mentioned above.
To illustrate where the problem arises, if one tries to deform the chain
of integration away from the locus of divergence in Z[Γ], consider the local
problem near a point z ∈ D(Z)γ in the intersection of σ˜(Z,y)Γ with one of
the divisors in the divergence locus of the form pi∗Γ(ωΓ). Near this point, the
locus of divergence is a product Dγ×XVΓ . We look at the intersection of the
integration chain σ˜
(Z,y)
Γ with a small tubular neighborhood T of Dγ ×XVΓ .
We have
σ˜
(Z,y)
Γ ∩ ∂T = ∂pi−1 (Dγ)× {y},
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with pi : T(Dγ)→ Dγ the projection of the 2-disc bundle and ∂pi−1 (Dγ) a
circle bundle, locally isomorphic to Dγ ×S1. Thus, locally, σ˜(Z,y)Γ ∩ T looks
like a ball B2D|VΓ| × {0} inside a ball B4D|VΓ|. Locally, we can think of
the problem of deforming the chain of integration in a neighborhood of the
divergence locus as the question of deforming a ball B2D|VΓ| × {0} leaving
fixed the boundary S2D|VΓ|−1 × {0} inside a ball B4D|VΓ| so as to avoid the
locus {0}×B2D|Vγ | that lies in the divergence locus. However, one can check
that the spheres S2D|VΓ|−1 × {0} and {0} × S2D|Vγ |−1 are linked inside the
sphere S4D|VΓ|−1. This can be seen, for instance, by computing their Gauss
linking integral (see [37])
(7.1) Lk(M,N) =
1
Vol(S)
∫
M×N
Ωk,`(α)
sinn(α)
[x, dx, y, dy]
with M = Sk × {0}, N = {0} × S`, S = Sn, and with k = ` = 2D|VΓ| − 1
and n = 4D|VΓ| − 1, where
Ωk,`(α) :=
∫ pi
θ=α
sink(θ − α) sin`(θ)dθ,
α(x, y) := distSn(x, y), x ∈M, y ∈ N,
[x, dx, y, dy] := det(x,
∂x
∂s1
, . . . ,
∂x
∂sk
, y,
∂y
∂t1
, . . . ,
∂y
∂t`
) ds dt,
with x, y the embeddings of Sk and S` in Sn and s, t the local coordinates
on Sk and S`. Then one can see (§4 of [37]) that in Sn with n = k + ` + 1
the linking number is Lk(Sk × {0}, {0} × S`) = 1.
This type of problem can be easily avoided by introducing a simultaneous
deformation of the form pi∗Γ(ωΓ) and of the space Z[Γ] as we show in the
following.
7.1. Form regularization. We first regularize the form ω
(Z)
Γ by embedding
the configuration space ZVΓ as the fiber over zero in a one parameter family
ZVΓ×P1 and using the additional coordinate ζ ∈ P1 to alter the differential
form in a suitable way.
Definition 7.1. The regularization of the Feynman amplitude ω
(Z)
Γ on the
space ZVΓ × P1 is given by
(7.2) ω˜
(Z)
Γ =
∏
e∈EΓ
1
(‖xs(e) − xt(e)‖2 + |ζ|2)D−1
∧
v∈VΓ
dxv ∧ dx¯v ∧ dζ ∧ dζ¯,
where ζ is the local coordinate on P1.
Lemma 7.2. The divergent locus {ω˜(Z)Γ =∞} of the form (7.2) on ZVΓ×P1
is given by the locus ∪e∈EΓ∆(Z)e ⊂ ZVΓ × {0}.
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Proof. The locus of divergence is the intersection of {ζ = 0} and the union
of the products ∆
(Z)
e × P1 = {xs(e) − xt(e) = 0}. 
Notice that we have introduced in the form (7.2) an additional variable
of integration, dζ ∧ dζ¯. The reason for shifting the degree of the form will
become clear later in this section (see §7.5 below), where we see that, when
using the deformation to the normal cone, the chain of integration σ
(Z,y)
Γ is
also extended by an additional complex dimension to σ
(Z,y)
Γ × P1, of which
one then takes a proper transforms and deforms it inside the deformation
to the normal cone. In terms of the distributional interpretation of the
Feynman amplitudes of §2.3.4, the relation between the form (7.2) and the
original amplitude (2.9) can be written as
(7.3) ω
(Z)
Γ =
∫ ∏
e∈EΓ
δ(ζ = 0)
(‖xs(e) − xt(e)‖2 + |ζ|2)D−1
∧
v∈VΓ
dxv ∧ dx¯v ∧ dζ ∧ dζ¯,
where the distributional delta constraint can be realized as a limit of normal-
ized integrations on small tubular neighborhoods of the central fiber ζ = 0
in the trivial fibration ZVΓ × P1.
7.2. Deformation to the normal cone. The deformation to the normal
cone is the natural algebro-geometric replacement for tubular neighborhoods
in smooth geometry, see [18]. We use it here to extend the configuration
space ZVΓ to a trivial fibration ZVΓ × P1 and then replacing the fiber over
{0} ∈ P1 with the wonderful compactification Z[Γ]. This will allow us
to simultaneously regularize the form and the chain of integration. For
simplicity we illustrate the construction for the case where the graph Γ is
itself biconnected.
Proposition 7.3. Let Γ be a biconnected graph. Starting with the product
ZVΓ×P1, a sequence of blowups along loci parameterized by the ∆(Z)γ ×{0},
with γ induced biconnected subgraphs yields a variety D(Z[Γ]) fibered over P1
such that the fiber over all points ζ ∈ P1 with ζ 6= 0 is still equal to ZVΓ, while
the fiber over ζ = 0 has a component equal to the wonderful compactification
Z[Γ] and other components given by projectivizations P(C ⊕ 1) with C the
normal cone of the blowup locus.
Proof. We start with the product ZVΓ × P1. We then perform the first
blowup of the iterated sequence of §5.2.1 on the fiber over ζ = 0 namely we
blowup the locus ∆
(Z)
Γ ×{0} , with ∆(Z)Γ the deepest diagonal, inside ZVΓ ×
P1. (Note that this is where we are using the biconnected hypothesis on Γ,
otherwise the first blowup may be along induced biconnected subgraphs with
a smaller number of vertices.) The blowup Bl
∆
(Z)
Γ ×{0}
(ZVΓ ×P1) is equal to
ZVΓ × (P1 r {0}) away from ζ = 0, while over the point ζ = 0 it has a fiber
with two components. One of the components is isomorphic to the blowup of
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ZVΓ along ∆
(Z)
Γ , that is, Bl∆(Z)Γ
(ZVΓ) = Y1, with the notation of §5.2.1. The
other component is equal to P(CZVΓ (∆
(Z)
Γ ) ⊕ 1) where CZVΓ (∆(Z)Γ ) is the
normal cone of ∆
(Z)
Γ in Z
VΓ . Since ∆
(Z)
Γ ' X ×XVΓ is smooth, the normal
cone is the normal bundle of ∆
(Z)
Γ in Z
VΓ . The two Cartier divisors Y1 and
P(CZVΓ (∆
(Z)
Γ ) ⊕ 1) meet along P(CZVΓ (∆(Z)Γ )). We can then proceed to
blow up the further loci ∆
(Z)
γ with γ ∈ Gn−1,Γ inside the special fiber p˜i−1(0)
in Bl
∆
(Z)
Γ ×{0}
(ZVΓ × P1), where
p˜i : Bl
∆
(Z)
Γ ×{0}
(ZVΓ × P1)→ ZVΓ × P1
is the projection. These loci lie in the intersection of the two components
of the special fiber p˜i−1(0). Thus, at the next stage we obtain a variety
that again agrees with ZVΓ × (P1 r {0}) away from the central fiber, while
over ζ = 0 it now has a component equal to Y2 and further components
coming from the normal cone after this additional blowup. After iterating
this process as in §5.2.1 we obtain a variety that has fiber ZVΓ over all
points ζ 6= 0 and over ζ = 0 it has a component equal to the wonderful
compactification Z[Γ] and other components coming from normal cones. 
Notice that one can also realize the iterated blowup of §5.2.1 as a single
blowup over a more complicated locus and perform the deformation to the
normal cone for that single blowup. We proceed as in Proposition 7.3, as it
will be easier in this way to follow the effect that this deformation has on
the motive.
The main reason for introducing the deformation to the normal cone,
as we discuss more in detail in §7.5 below, is the fact that it will provide
us with a natural mechanism for deforming the chain of integration away
from the locus of divergences. The key idea is depicted in Figure 1, where
one considers a variety X and the deformation BlY×{0}(X × P1). If pi :
BlY×{0}(X × P1) → P1 denotes the projection, the special fiber pi−1(0) has
two components, one given by the blowup BlY(X ) of X along Y and the
other is the normal cone P(CX (Y)⊕ 1) of Y inside X . The two components
meet along P(CX (Y)). As shown in §2.6 of [19], one can use the deformation
to the normal cone to deform Y to the zero section of the normal cone. Thus,
given a subvariety Z ⊂ Y the proper transform Z × P1 in BlY×{0}(X × P1)
gives a copy of Z inside the special fiber pi−1(0) lying in the normal cone
component, see Figure 1.
7.3. Deformation and the motive. We check that passing from the space
ZVΓ to the deformation D(Z[Γ]) described in Proposition 7.3 does not alter
the nature of the motive.
It is easy to see that this is the case at the level of virtual motives, that
is, classes in the Grothendieck ring of varieties.
FEYNMAN INTEGRALS AND PERIODS IN CONFIGURATION SPACES 49
1)
Bl   (X)
P(C(Y)
 
X
Y
X
Y
P(C(Y))
Y
Figure 1. Deformation to the normal cone.
Proposition 7.4. If the class [X] in the Grothendieck ring of varieties
K0(V) is a virtual mixed Tate motive, that is, it lies in the subring Z[L]
generated by the Lefschetz motive L = [A1], then the class of D(Z[Γ]) is also
in Z[L].
Proof. As shown in Proposition 7.3, the space D(Z[Γ]) is a fibration over
P1, which is a trivial fibration over P1 r {0} with fiber ZVΓ . By inclusion-
exclusion, we can write the class [D(Z[Γ])] in K0(V) as a sum of the class
of the fibration over P1 r {0}, which is
[ZVΓ × (P1 r {0})] = [X]2VΓ L
and the class [pi−1(0)] of the fiber over ζ = 0, with pi : D(Z[Γ]) → P1
the fibration. The component [X]2VΓL is in Z[L] if the class [X] ∈ Z[L]
as we are assuming, so we need to check that the class [pi−1(0)] is also in
Z[L]. The locus pi−1(0) is constructed in a sequence of steps as shown in
Proposition 7.3. At the first step, we are dealing with the deformation to the
normal cone Bl
∆
(Z)
Γ
(ZVΓ×P1) and the fiber over zero is the union of Y1 and
P(CZVΓ (∆
(Z)
Γ ) ⊕ 1), intersecting along P(CZVΓ (∆(Z)Γ )). Since ∆(Z)Γ ' X ×
XVΓ is smooth and a Tate motive, P(CZVΓ (∆
(Z)
Γ )⊕1) is a projective bundle
over a Tate motive so it is itself a Tate motive. So is P(CZVΓ (∆
(Z)
Γ )), for the
same reason. So is also Y1 because of the blowup formula for Grothendieck
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classes [9],
[Y1] = [Z
VΓ ] +
codim(∆
(Z)
Γ ×{0})−1∑
k=1
[∆
(Z)
Γ ]L
k.
By the inclusion-exclusion relations in the Grothendieck ring, it then follows
that if the two components of the fiber over zero are in Z[L] and the class
of their intersection also is, then so is also the class of the union, which is
the class of the fiber itself. At the next step the fiber over zero is blown up
again, this time along the (dominant transforms of) ∆
(Z)
γ with γ ∈ Gn−1,Γ.
Each of these is a blowup of a variety whose class is a virtual mixed Tate
motive along a locus whose class is also a virtual mixed Tate motive, hence
repeated application of the blowup formula in the Grothendieck ring and
an argument analogous to the one used in the first step shows that the
Grothendieck class of the fiber over zero is also in Z[L]. 
We can then, with a similar technique, improve the result from the level
of Grothendieck classes to the level of motives.
Proposition 7.5. If the motive m(X) of the variety X is mixed Tate, then
the motive m(D(Z[Γ]) of the deformation D(Z[Γ]) is also mixed Tate.
Proof. As in the case of the Grothendieck classes, it suffices to check that,
at each step in the construction of D(Z[Γ]), the result remains inside the
category of mixed Tate motives. It is clear that, if m(X) is mixed Tate,
then m(Z), m(ZVΓ) and m(ZVΓ × P1) also are. At the next step, we use
the blowup formula for Voevodsky motives (Proposition 3.5.3 of [45]) and
we obtain
m(Bl
∆
(Z)
Γ ×{0}
(ZVΓ × P1)) =
m(ZVΓ × P1))⊕
codim(∆
(Z)
Γ ×{0})−1⊕
k=1
m(∆
(Z)
Γ )(k)[2k].
This implies that m(Bl
∆
(Z)
Γ ×{0}
(ZVΓ × P1)) is mixed Tate if m(X) is. The
successive steps are again obtained by blowing up loci ∆
(Z)
γ whose motive
m(∆
(Z)
γ ) is mixed Tate, inside a variety whose motive is mixed Tate by the
previous step, hence repeated application of the blowup formula for motives
yields the result. 
The analog of Remark 5.7 also holds for the motive m(D(Z[Γ]).
7.4. Form regularization on the deformation. Let ω˜
(Z)
Γ be the regu-
larized form defined in (7.2). In order to allow room for a regularization of
the chain of integration, we pull it back to the deformation to the normal
cone described above.
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Definition 7.6. The regularization of the form ω
(Z)
Γ on the deformation
space D(Z[Γ]) is the pullback
(7.4) p˜i∗Γ(ω˜
(Z)
Γ ),
where p˜iΓ : D(Z[Γ])→ ZVΓ ×P1 is the projection and ω˜(Z)Γ is the regulariza-
tion of (7.2).
The locus of divergence {p˜i∗Γ(ω˜(Z)Γ ) = ∞} inside the deformation space
D(Z[Γ]) is then given by the following.
Lemma 7.7. The locus of divergence of the regularized Feynman amplitude
p˜i∗Γ(ω˜
(Z)
Γ ) on the space D(Z[Γ]) is a union of divisors inside the central fiber,
(7.5)
⋃
∆
(Z)
γ ∈GΓ
D(Z)γ ⊂ pi−1(0),
where pi : D(Z[Γ])→ P1 is the projection of the fibration.
Proof. When pulling back the regularized form ω˜
(Z)
Γ from Z
VΓ × P1 to
D(Z[Γ]), the poles of ω˜(Z)Γ along the diagonals ∆(Z)γ ×{0} yield (as in Propo-
sition 5.9 and Corollary 5.10) poles along the divisors D
(Z)
γ , contained in the
central fiber pi−1(0) at ζ = 0 of D(Z[Γ]). 
7.5. Deformation of the chain of integration. We now describe a regu-
larization of the chain of integration, based on the deformation to the normal
cone.
Proposition 7.8. The proper transform of the chain σ
(Z,y)
Γ × P1 inside
D(Z[Γ]) gives a deformation of the chain of integration, which does not
intersect the locus of divergences of the form p˜i∗Γ(ω˜
(Z)
Γ ).
Proof. Consider the chain σ
(Z,y)
Γ = X
VΓ×{y} of (2.10), inside ZVΓ . Extend
it to a chain σ
(Z,y)
Γ × P1 inside ZVΓ × P1. Let σ(Z,y)Γ × P1 denote the proper
transform in the blowup D(Z[Γ]). Then, as illustrated in Figure 1, we
obtain a deformation of σ
(Z,y)
Γ inside the normal cone component of the
special fiber pi−1(0) in D(Z[Γ]) that is separated from the intersection with
the component given by the blowup Z[Γ]. 
7.6. Regularized integral. Using the deformation of the chain of integra-
tion and of the form, one can regularize the Feynman integral by
(7.6)
∫
Σ
(Z,y)
Γ
p˜i∗Γ(ω˜
(Z)
Γ ),
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where Σ
(Z,y)
Γ denotes the (2VΓ +2)-chain on D(Z[Γ]) obtained as in Proposi-
tion 7.8. As in (7.3), one also has a corresponding integral on the intersection
of the deformed chain Σ(Z,y) with the central fiber, which we can write as∫
Σ
(Z,y)
Γ
δ(pi−1(0)) p˜i∗Γ(ω˜
(Z)
Γ ).
7.6.1. Behavior at infinity. The regularization (7.6) described above avoids
divergences along the divisors D
(Z)
γ in Z[Γ]. It remains to check the behavior
at infinity, both in the P1-direction added in the deformation construction,
and along the locus D∞ in D(Z[Γ]) defined, in the intersection of each fiber
pi−1(ζ) with the chain of integration Σ(Z,y)Γ , by ∆Γ,∞ := X
VΓ rADVΓ .
Proposition 7.9. The integral (7.6) is convergent at infinity when D > 2.
Proof. For the behavior of (7.6) when ζ → ∞ in P1, we see that the form
behaves like r−2D+2 rdr, where r = |ζ|. This gives a convergent integral
for 2D − 3 > 1. For the behavior at ∆Γ,∞, consider first the case where a
single radial coordinate rv = |xv| → ∞. In polar coordinates, we then have
a radial integral r
−(2D−2)EΓ,v
v rD−1dr, where EΓ,v = {e ∈ EΓ | v ∈ ∂(e)}
is the valence υ(v) of the vertex v. This gives a convergent integral when
(2D − 2)υ(v) − D + 1 > 1. Since υ(v) ≥ 1 and 2D − 2 ≥ 0, we have
(2D− 2)EΓ,v−D+ 1 ≥ D− 1, so the condition is satisfied whenever D > 2.
More generally, one can have several rv → ∞. The strongest constraint
comes from the case that behaves like r−(2D−2)
∑
v υ(v)rD|VΓ|−1. In this case
the convergence condition is given by (2D− 2)υΓ −D|VΓ| > 0, where υΓ =∑
v∈VΓ υ(v). Again we have υΓ ≥ |VΓ|, and we obtain
(2D − 2)υΓ −D|VΓ| ≥ (D − 2)|VΓ| > 0,
whenever D > 2. In this case the condition for convergence at |ζ| → ∞ is
also satisfied. 
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