














































































proyectos, dejando una buena muestra de ello en  las  importantes  construcciones históricas 
que  han  llegado  hasta  nuestros  días  en  mejor  o  peor  estado  de  conservación.  Las  obras 
faraónicas, los hermosos templos griegos, las grandes obras de infraestructuras romanas, eran 
estudiadas adecuadamente antes de su inicio  partiendo de un proyecto realizado por expertos 
ingenieros.  En  el  caso  del  Imperio Romano  estos  ingenieros  incluso  se  desplazaban  con  las 
legiones que conquistaban nuevas tierras para Roma, de esta forma, ante cualquier obstáculo 
natural  (ríos,  montañas,  zonas  pantanosas)  desarrollaban  rápidamente  sus  proyectos, 
permitiendo en poco tiempo el avance de los implacables soldados. 
La palabra “proyecto” que proviene del latín proiectus (designio o pensamiento de ejecutar 
algo)  aparece  tratada  en  la  literatura  en  múltiples  ocasiones  y  es  aplicable  a  diferentes 
entornos.  Según  indica  el Project Management  Institute  (PMI)  (PMI, 2012),  en  su  “Guía del 
PMBOK”   (“Project Management Body of Knowledge Guide”)   (PMI, 2004), un proyecto es un 
esfuerzo  temporal que se  lleva a cabo para crear un producto, servicio o  resultado único, es 
decir,  no  es    repetitivo,  como  podría  ocurrir  por  ejemplo  en  la  línea  de  una  cadena  de 
fabricación.  Aunque  dos  proyectos  compartan  el  mismo  diseño,  los  productos  finalmente 
conseguidos  serán  siempre  diferentes  y  singulares,  derivándose  de  ello  las  dificultades  que 




Para  (Demeulemeester  &  Herroelen,  2002)  todos  los  proyectos  tienen  en  común  las 
siguientes características: 














‐ Existe  la  incertidumbre.  Los  proyectos  necesitarán  de  una  planificación,  gestión  y 
control para que estén expuestos a los mínimos riesgos posibles. Pero a pesar de estos 
esfuerzos, no se puede tener  la certeza absoluta de que todo va a funcionar según  lo  





definido perfectamente o que  se cambie, puede que  se  tenga algún problema con el 
suministro  de  recursos,  que  se  convoque  una  huelga  de  trabajadores  o  que  las 
inclemencias meteorológicas se pongan en nuestra contra…, sea como sea, el gestor del 
proyecto  siempre  encontrará  impedimentos  para  la  realización  exacta  del  proyecto 
según  se  había  previsto  inicialmente.  El  riesgo  es  inevitable,  es  inherente  a  todo 
proyecto aunque se lleve un control riguroso y absoluto sobre el mismo. 
En  consecuencia,  las  actividades  que  forman  el  proyecto  deben  ser  gestionadas  y 
controladas adecuadamente para minimizar los riesgos que pueden surgir en los cuatro pilares 
fundamentales  sobre  los que  se asienta  todo proyecto:  la calidad,  los  recursos, el plazo y  la 







Puesto  que  un  rasgo  distintivo  del  ser  humano  es  su  capacidad  para  pensar,  desde  la 
antigüedad  éste  ha  intentado  desvelar  los  misterios  del  pensamiento  y  cuáles  son  los 
mecanismos utilizados por  la mente para su desarrollo y transmisión,  llegando en  los últimos 
tiempos  a emularlo mediante  la  inteligencia  artificial o  computacional,  y encontrando en el 
cerebro humano, una máquina perfecta de  la que en estos momentos apenas  se  conoce  la 
punta del  iceberg, tanto en  lo referente a sus funciones fisiológicas como cognitivas. De esta 
manera  las  experiencias  científicas  emanan  del  análisis,  la  síntesis,  la  comparación,  la 






Efectivamente,   si por ejemplo para pertenecer al conjunto de  los seres vivos hay que  tener 
capacidad  para  desempeñar  las  funciones  básicas  de  nutrición,  relación  y  reproducción,  es 




blancas  o  negras,  ni  tan  siquiera  grises;  baste  recordar  como  muestra  de  esto  que  los 
esquimales debido a su experiencia y su  instinto de supervivencia, son capaces de distinguir 
hasta 30 tipos de blancos diferentes, o que usan 40 sustantivos diferentes para darle nombre a 
la nieve.  En  consecuencia,  se hace necesaria una  lógica más  flexible,  llamada  lógica difusa, 
borrosa o fuzzy. La lógica borrosa o difusa, es la definida por la RAE como “la que admite una 

















la  limitación  de  los  recursos  en  la  programación  de  proyectos,  analizando  y  aplicando  los 
conceptos de la lógica fuzzy para encontrar soluciones.  
 
En  el  Capítulo  2  se  examinan  cuáles  son  los  antecedentes  históricos  de  la  gestión  y 
limitación de  recursos,  cuyo origen  se  remonta a  la  civilización egipcia y  la organización del 
trabajo que desarrolló esta civilización para poder realizar sus grandes obras arquitectónicas, 
siendo a partir del siglo XIX cuando se establece el nacimiento de la organización del trabajo y 








ejemplos  de  las  distintas modalidades  aplicadas  al  sector  de  la  edificación  para  una mejor 
comprensión. Se explica cómo se gestiona el consumo de recursos y cuáles son los problemas 
















los problemas que surgen con  la  limitación de recursos, pues en un mundo real  lo normal es 
que  la  cantidad  de  recursos  a  utilizar  esté  restringida.  Se  establecen  dos  tipos  generales  o 
estándares de problemas derivados del consumo de recursos, los de Nivelación de Recursos y 
los  de  Programación  de  Proyectos  con  Recursos  Limitados,  o  Resource  Constrained  Project 
Scheduling  Problems,  a  partir  de  ahora  RCPSP.  Se  estudia  cómo  se  pueden  reconocer  las 





por  (Demeulemeester & Herroelen, 2002), basado en otros  semejantes que  (Graham, et al., 
1979),  (Blazewicz,  et  al.,  1983),  (Lawler,  et  al.,  1989)  y  (Brucker,  1995)  utilizaron  para  la 
programación  de  máquinas  y  comparándola  con  otras  notaciones  diferentes  que  se 
encuentran en la literatura. Este sistema sirve para unificar criterios entre los investigadores a 
la  hora  de  tratar  las  numerosísimas  variedades  y  ramificaciones  que  surgen  a  partir  del 






En  los capítulos 5 y 6 se trata  la Teoría de  la decisión, su relación con  la  imprecisión en  la 
estimación  de  valores,  cuál  es  la  diferencia  entre  imprecisión  e  incertidumbre  y  como  se 
pueden adaptar los valores imprecisos a la limitación de recursos, ya que en la planificación de 
proyectos  nunca  se  puede  tener  la  certeza  de  que  está  se  va  a  cumplir  al  100%,  por 
consiguiente siempre existirán elementos ajenos o no al proyecto que ocasionarán cambios en 
ella.  A  partir  de  esto,  se  realiza  una  introducción  a  la  lógica  Fuzzy  en  dónde  se  explica  su 
filosofía,  los conceptos generales que  la sustentan y cómo se opera con  la aritmética difusa, 




aplicando  la  imprecisión a  las duraciones de  las  tareas sin estudiar que ocurre en el caso de 
datos difusos en las cargas y/o  disponibilidades de los recursos. En el capítulo 7 se aplican los 
conocimientos  tratados  en  el  trabajo  exponiendo    el  estudio de una  instancia  sacada de  la 
PSPLIB  (ver  apartado  7.1  La  PSPLIB  –  “Project  Scheduling  Library”‐Biblioteca  de  Problemas 
Programación), utilizándola para 4 supuestos y discutiendo los resultados obtenidos: 











4. Solución  con  los mismos  condicionantes  que  el  caso  3º,  valorando    también  que  la 
disponibilidad máxima por cada tipo de recurso y periodo de tiempo es difusa. 
















 “Las  soluciones  a  los  problemas  de  la 
producción son esencialmente de orden técnico: 






del  bienestar  exige  soluciones  prácticas  fundamentadas  en  la  teoría  y  en  el  estudio,  pero 
simplemente ya no es suficiente con  fabricar o construir bien, se exige optimizar la eficiencia 
de  la  producción.  La  revolución  técnico‐científica  junto  con  el  desarrollo  informático  ha 






hora  de  manipularlos,  transportarlos  o  colocarlos  en  su  lugar  definitivo  debido  a  las 
rudimentarias  técnicas  utilizadas.  Algo  parecido  ocurría  con  los  recursos  humanos;  en  una 
economía  basada  en  el  trabajo  artesanal,  la mano  de  obra  se  podía  sustituir  con  relativa 
facilidad, era barata y los tiempos de ejecución de los trabajos no apremiaban. 









Se  pasa  de  una  economía  basada  en  el  trabajo  artesanal  y manual,  a  una  economía  de 
manufacturación. Aparecen la mecanización y las cadenas de producción. La mano de obra va 
adquiriendo  cada  vez  mayor  relevancia,  temas  como  el  rendimiento,  los  tiempos  de 
producción y  los costes se convierten en  importantísimos para  la fabricación, en resumen, se 
trata de  ser muy eficientes produciendo más que  la  competencia  con  los mínimos  recursos 
posibles. 
Desde que en   1895 aparecen  los estudios de FREDERICK WINSLOW TAYLOR  (1856‐1915),  
considerado "el padre" de la ORGANIZACIÓN entendida como ciencia, incluso  las guerras  van 









desarrollo  de  la  bomba  atómica  durante  la  Segunda  Guerra  Mundial.  La  simulación  de 
Montecarlo  es  una  técnica  cuantitativa  que  mediante  la  estadística  e  imitando  el 
comportamiento aleatorio de sistemas reales no dinámicos, permite obtener los resultados de 
las decisiones que se toman y analizar el riesgo que conllevan las mismas. 
En   1956 Morgan Walker y  James E. Kelley presentan  la  teoría de  las  técnicas de  redes y 
establecen  el Método  del  Camino  Crítico  o  “Critical  Path Method”  (en  adelante  CPM).  La 
industria ha alcanzado un gran desarrollo.  
En el diagrama de una red CPM,   que se conoce como Red de Actividades en Flecha,    las 
prelaciones2 de  las actividades se presentan en  los arcos dirigidos entre  los sucesos o nodos 
sobre  los que acometen o de  los que salen    las  flechas. En  los nodos se reflejan  los  tiempos 
más pronto y más  tarde permitidos  tras  la ejecución de  las actividades. Con estos  tiempos y 
mediante algoritmos de cálculo se obtiene la duración del proyecto. 










PERT  permite  estimar  la  varianza  de  la  duración  de  un  proyecto  y  calcular  la 
probabilidad de  terminar el proyecto entre unas  fechas objetivo.  La duración de  las 
tareas con incertidumbre,  se modela a través de variables aleatorias con funciones de 
distribución  tipo  beta  que  además  serán  normales4.  La  representación  gráfica  del 
proyecto, al igual que en CPM,  se hace mediante Redes de Actividades en Flecha. 
 
 La  Estructura  Desagregada  de  Tareas  (EDT)  o  Work  Breakdown  Structure  (WBS) 
también fue creada y presentada como parte del proyecto “Polaris” en 1962. En la EDT 
se  organiza  el  proyecto    desglosándolo  en  tantos  niveles  jerárquicos  como  sean 
necesarios  hasta  llegar  al  nivel  de  máximo  detalle  representado  por  las  tareas  o 
                                                            
2  Las  prelaciones  o  relaciones  de  precedencia  de  las  actividades  determinan  que  actividades  deben 
terminarse para poder iniciar otras, es decir cuáles son las tareas antecesoras y las sucesoras. 
3 Mediante el CPM se hace una estimación determinista de  las duraciones de  las  tareas basada en  la 
experiencia de expertos o en bases de datos surgidas a partir de proyectos similares.   Con el método 
PERT,  en  contraposición,  cuando  exista  una  incertidumbre  en  las  duraciones  de  las  actividades  por 
carecer de datos o del asesoramiento de expertos se procederá a realizar una estimación probabilística. 
4 Distribución normal: La distribución de probabilidad continua de una variable aleatoria es una función 












desuso.  Este método  se  caracteriza  por  el  desarrollo  de  un  diagrama  en  donde  las 
actividades  se  muestran  en  nodos  o  sucesos  unidos  por  arcos  dirigidos  que 
representan  las  prelaciones  de  estas,  es  decir,  el  proyecto  se  representa mediante 
Redes  de  Actividades  en  Nodo.  Con  Roy  las  relaciones  de  precedencia  pueden  ser 
positivas o negativas; una  actividad puede  empezar  antes de que  termine otra, por 
tanto se permite el solapamiento de actividades o puede  iniciarse después de cierto 







actividades  se  representan  en  los  nodos  o  sucesos  al  igual  que  en  la  técnica  de 
potenciales, añadiendo a  las relaciones entre tareas de tipo final‐inicio5,  las de  inicio‐
inicio,  inicio‐final y final‐final. Al  igual que en el método de Roy,  las prelaciones entre 
tareas pueden ser negativas o positivas.  
 
A  partir  del  año  1962  se  abre  una  nueva  etapa  para  la  resolución  de  problemas  de 






Así  mismo,  en  la  década  de  los  años  60,  desde  el  punto  de  vista  de  la  Investigación 
Operativa y  las Matemáticas Aplicadas,   empiezan a desarrollarse  los Algoritmos heurísticos  
de nivelación y asignación de recursos   que estudian  los problemas que aparecen cuando  los 
recursos del proyecto están limitados. 
En  1971,  el  Teorema  de  Cook  supuso  un  avance  en  la  Teoría  de  la  Complejidad  (la 
Complejidad se trata con más detalle en el apartado 3.5) al probar que existen  Problemas NP‐
















informática  y  la  gran  popularidad  que  estos    han  alcanzado.  Las mejoras  en  el  software  y 
hardware hacen que hoy en día se puedan resolver problemas de gestión en segundos cuando 
hasta hace poco hubiesen tardado años en resolverse.  






En  1980  se  realiza  la  primera  certificación  en  gestión  de  proyectos  profesional  (Project 
Management Professional) ofrecida por el Project Management Institute (PMI). 
El  Programa  Harvard  Project  Manager  en  1983  (Medina  Ramón,  2008),  es  el  primer 
software para la gestión de proyectos. Sienta precedente para todos los que surgen más tarde. 
 
A  partir  de  esta  década  de  los  años  80,  expertos  investigadores  como  Pristker,  R.H. 
Möhring, Demeulemester, Brucker, Álvarez‐Valdés, etc. mantienen abierta una   dinámica de 
propuestas a  los problemas cuyo objetivo fundamental es  la optimización de  los recursos del 
proyecto, haciendo uso de nuevas herramientas  como  son  los algoritmos metaheurísticos e 
hiperheurísticos o la lógica borrosa. 
 































proyecto  al  periodo  transcurrido  desde  el  inicio  de  un  proyecto  hasta  su  finalización.  Todo 
proyecto empieza a partir de una  idea que  se desarrolla   para conseguir   unos objetivos;  lo 
habitual es que predominen los intereses del promotor de dicho proyecto; estos intereses no 
necesariamente  tienen  que  ser  siempre  o  exclusivamente  de  carácter  económico,  también 








Los  nombres  de  estas  etapas  pueden  diferir  en  la  literatura,  aunque  en  esencia  son 
similares, dependen del tipo de producto que se obtenga,  del tipo de empresa o del sector a 
quién  va  dirigido.  Por  ejemplo  en  el  sector  académico  y  de  investigación    (Klein,  2000)  las 
nombra como se ha indicado en el párrafo anterior; en (Demeulemeester & Herroelen, 2002) 
aparecen  las  fases  de  concepción,  definición,  planificación,  programación,  control  y 
terminación;  de  acuerdo  a  (Kerzner,  2009)  las  fases  serían  las  de  concepción, planificación, 
pruebas,  implementación  y  cierre.  Para  proyectos  informáticos  (Cervantes  Posada,  2010), 
considera cuatro etapas, planificación, programación, control y terminación;  según (Montoya 
Molina,  s.f.)  serían  concepción,  planificación,  implementación  y  finalización;  de  acuerdo  a 












a  lo  que  sería  el    ciclo  de  vida  de  la  construcción  o  edificación.  Este  planteamiento  está 
mezclando  el  concepto  de  ciclo  de  vida  del  proyecto  con  el  de  ciclo  de  vida  del  producto, 
puesto que el proyecto no se daría por terminado hasta que se hubiese alcanzado la etapa de 





decir que durante el  ciclo de vida del producto podrían  intervenir uno o más proyectos,  los 
cuales tendrían como objetivo distintas facetas del mismo. 
Para  la  realización de un proyecto por ejemplo de  edificación,  lo primero  a  fijar  sería el 
objetivo  y  el  objeto  (concepto  y  definición)  del  proyecto  que  se  pretende  alcanzar.  En  el 
momento de la planificación inicial se establecerán las tareas necesarias para la ejecución del 
edificio,  así  como  la  cantidad de mano de obra, de materiales  y  los  equipos necesarios,  es 
decir, se asignarán los recursos precisos para la ejecución de los trabajos, tras lo cual se habrá 
definido qué se ha de hacer y cómo.  
Dentro  de  la  planificación,  el  paso  siguiente  será  la  estimación  de  la  duración  de  los 
trabajos  basada  en  los  datos  y  entradas  anteriores.  Determinar  las  duraciones  de  las 
actividades no es una  labor fácil, pues requiere de  la propia experiencia de  la persona que  la 
realiza, o bien de disponer de una base de datos desarrollada   por  la organización a partir de 
los  conocimientos prácticos obtenidos  tras  la  actuación en otros proyectos  similares.  Según 
(Klein,  2000)    la  consideración  de  la  duración  del  proyecto  también  puede  llevarse  a  cabo 
mediante  la  aplicación  de  técnicas  forecasting9;  a  través  de  métodos  de  pronósticos 
cualitativos  y  cuantitativos,  y  analizando  las  previsiones  de  la  demanda  del  producto  se 
conseguirá una planificación más eficiente y exacta del proceso. 
Seguidamente se programará el proyecto. La programación es  la acción de ordenar en el 
tiempo  las  acciones  necesarias  para  realizar  un  proyecto,  marcando  las  prioridades  y 





Más  tarde,  el  proyecto  se  ejecutará  de  acuerdo  con  la  planificación  y  programación 
previstas. La ejecución se controlará para poder aplicar medidas correctoras en el caso de que 
se  detecten  desviaciones,  garantizando  de  esta  manera  que  el  proyecto  se  desarrolle 
correctamente. En un proyecto no se debe permitir que se violen los plazos o presupuestos, ni 
se debe permitir poner en peligro su contenido; para (Demeulemeester & Herroelen, 2002) el 
beneficio  final de  la gestión de proyectos en general, y de  la programación de proyectos, en 
particular, es tener un cliente satisfecho. 
La terminación y cierre, será  la última etapa del proyecto y tan  importante como el  inicio 
del  mismo.  Un  buen  cierre  del  proyecto  servirá  de  gran  ayuda  al  permitir  una 
retroalimentación que se podrá aplicar en futuros proyectos semejantes al finalizado, puesto 
que  se  estudiarán  las  diferencias  entre  lo  planificado  y  programado,    y  el  resultado  final 
conseguido. Así mismo,  se  analizará  si  se  han  conseguido  o  no  los  objetivos,  en  qué  se  ha 





9  Forecasting  o  pronóstico,  es  la  estimación  y  el  análisis  de  la  demanda  futura  para  un  producto  o 






se  puede  afirmar,  como  comenta  (Hekimoglu,  2007),  que  la  gestión  de  un  proyecto  se 
fundamenta en el desarrollo de  tres aspectos,  la planificación,  la programación y el control. 
Para  (Cervantes  Posada,  2010)la  gestión  de  proyectos  es  la  disciplina  de  organizar  y 
administrar  recursos  de manera  tal  que  se  pueda  culminar  todo  el  trabajo  requerido  en  el 
proyecto dentro del alcance, el tiempo, y los costes definidos. 
Antes  de  iniciar  la  ejecución  del  proyecto  ha  de  prepararse  y  se  ha  de  comprender  su 
contenido, pero no será suficiente con esto, sino que  también durante  la  fase de realización 
hay que permanecer alerta para detectar cualquier  incidente que pueda dar al traste con  las 
pretensiones  del  proyecto,  cuanto mayor  sea  el  control, más  rápida  será  la  capacidad  de 
reacción ante un problema, más pronto  se  solucionará y menos  consecuencias  tendrá en el 
producto final.  
La gestión  requiere pues de  la  toma de decisiones que  son  importantes para  la empresa 
promotora del proyecto, además estas no han de ser genéricas ya que deben responder a las 
exigencias particulares de cada caso. Y ¿de qué herramientas se valen las organizaciones para 




















Durante  la  gestión  de  un  proyecto  nos  encontraremos  con  dos  tipos  de  restricciones  a 
considerar y el no tenerlas en cuenta puede hacer que el proyecto se retrase o que incremente 









sea  inagotable, es decir,  los  recursos están  limitados y  tienen una disponibilidad máxima en 
cada  periodo;  si  esto  no  se  considera  así  se  generarán  conflictos  durante  la  ejecución  del 
proyecto, por tanto desde el momento de su planificación y programación hay que estudiar y 
solucionar los problemas que surgen en los proyectos con recursos limitados. 
Por  supuesto  la  asignación  de  recursos  y  sus  restricciones,  generarán  problemas  que 





Por definición,  se dice que  los  recursos  son el conjunto de elementos  (de cualquier  tipo) 
disponibles para resolver una necesidad o llevar a cabo una empresa, es decir, son el medio o 
instrumento que permite mediante su uso conseguir un producto deseado. Por ejemplo, en el 
caso de un proyecto de edificación,  los  recursos  serían  la mano de obra u operarios de  los 
distintos  oficios  que  intervienen  en  la  ejecución  del  edificio;  todos  aquellos  materiales  o 
equipos  que  forman  las  distintas  unidades  de  obra  (hormigón,  ladrillos,  revestimientos, 
calderas,  etc.);  las  herramientas,  la  maquinaria,  y  los  medios  auxiliares  utilizados  por  los 
operarios para la colocación o la puesta en servicio de esos materiales y equipos. 





según  su naturaleza  y el  campo en el que  se desarrolle el proyecto  (finanzas,  construcción, 




determinada unidad producción. Por ejemplo,  si  se precisa  la  cantidad de   0.50 horas de oficial para 







recursos  que  se  hace  en  la  literatura  se  aconseja  examinar  (Ponz  Tienda,  2010),  
(Demeulemeester & Herroelen, 2002), (Klein, 2000), (Ballestín González, 2002), (Alcaraz Soria 







el uso. Una muestra de  este  tipo de  recursos     pueden    ser  la mano de 
obra, la maquinaria, los equipos, etc. 
Se dice que  el uso de  los  recursos  totales  renovables está disponible en 
cantidades limitadas y constantes en cada periodo de la planificación total, 
o lo que es lo mismo, cada recurso renovable está disponible en una cierta 
cantidad  constante  por  cada  unidad  de  tiempo  y  su  utilización  no  debe 
exceder  esa  cantidad  en  ninguna  de  esas  unidades;  la  cantidad  es 























 Recursos Doblemente Restringidos:  se ven  limitados en cada periodo de 









Un ejemplo de este  tipo de  recurso  sería  tener un presupuesto  total de 
5.000 € para comprar  ladrillos, pero además que sólo se pueda gastar un 





 Recursos  Parcialmente  Renovables  o  Parcialmente No  Renovables:  son 
una generalización de los recursos renovables y no renovables, es decir, se 
dispone  de  un  recurso  parcialmente  renovable  o  parcialmente  no 
renovable en función de si cada uno de ellos puede ser procesado dentro 
de  un  subconjunto  de  periodos  establecidos  en  el  horizonte  de  la 
planificación y  las actividades  sólo  lo  consumen  si  son utilizados en esos 
periodos. Este tipo de recursos son muy útiles para resolver problemas de 
secuenciación de tareas. 




 Recursos  continuamente  o  discretamente  divisibles:  desde  el  punto  de 
vista  de  la  divisibilidad,  existen  dos  tipos  de  recursos,  los  recursos  que 
pueden  ser continuamente divisibles  (la energía eléctrica, el consumo de 
agua, etc),  o los discretamente divisibles, es decir, que se pueden asignar a 
las  tareas  en  cantidades  discretas  a  partir  de  un  conjunto  finito  de 
asignaciones dado, como por ejemplo la mano de obra o la maquinaria. 
 Recursos  interrumpibles  o  no‐interrumpibles  (preemptible,  non‐
preemptible): Un recurso es interumpible (preemptible) cuando puede ser 
detenido  para  que  un  recurso  de mayor  prioridad  pueda  ser  usado.  En 




actividad  al mismo  tiempo,  serán  recursos  renovables  con disponibilidad 
por  periodo.  Como  ejemplo  se  puede  pensar  en  una  pantalladora  o 
máquina que hace  los muros pantalla para  la cimentación especial de un 
edificio,  sólo podrá estar  trabajando en un  tramo de muro pantalla y no 
podrá pasar a otro hasta que no termine el primero. 
 Recursos  Acumulativos:  se  pueden  almacenar,  se  pueden  agotar  y  se 
pueden reponer con el tiempo. Un ejemplo sería que durante la ejecución 
de  la  tabiquería  de  un  edificio  se  agotasen  los  sacos  de  cemento  y  se 




















Al  gestionar  los  recursos  se  determinará  el  tipo,  cuáles  y  de  cuántos  se  dispone.  Se 
asignarán  a  todas  y  cada  una  de  las  distintas  actividades  que  forman  el  proyecto, 













2. En  el  caso  de  recursos  renovables,  también  es  aconsejable  que  se  repartan 
uniformemente, ya que no es fácil disponer de recursos unos días sí y otros no, por qué 
para  ello,  deberían  coordinarse  entre  sí  los  distintos  proyectos  a  los  que  estuviesen 
asignados,  lo cual sería extremadamente complicado de gestionar. Además el traslado 
de  recursos  de  un  proyecto  a  otro,  supone  siempre  unos  gastos  económicos  e 
incrementos de tiempo adicionales que por supuesto hay que tratar de minimizar. 
Mediante  la  gestión  de  los  recursos,  lo  que  tradicionalmente  se  ha  pretendido  es  la 
nivelación de estos y reducir el makespan a través de la optimización de los procesos y el uso, 
restringido o no, de determinados recursos, (Ponz Tienda, 2011) y (Vitoriano Villanueva, 2009). 
Además,  la correcta gestión de  los  recursos conllevará una anticipación a  los problemas; de 







El gestionar  los  recursos  implicará una  revisión de  la eficiencia de estos.  La eficiencia  se 
puede  definir  en  términos  de  producción  como  la  relación  entre  los  resultados  obtenidos 
(ganancias, objetivos cumplidos, productos, etc.) y los recursos empleados: 
 





ܧܨܫܥܫܧܰܥܫܣ		 ൌ ଻଴ଵ଴଴ ൌ	0,70    70	% 
El  recurso  está  un  30%  por  debajo  de  su  capacidad  de  trabajo.  Así  pues,  el  recurso 
aumentará  su   eficiencia cuanto más  se acerque al 100% y  será  tanto más eficiente, cuanto 
más por encima de ese porcentaje se encuentre. 
Se deberá cuestionar y estudiar qué ha ocurrido en el ejemplo anterior. Se está hablando 
de  mano  de  obra,  de  recursos  humanos,  entre  otras  causas  podemos  encontrar  que  la 
cantidad de oficiales y peones que forman el equipo sea insuficiente y se necesita aumentar su 
número;  o  bien  no  están  cualificados  para  el  trabajo  a  desarrollar;  tal  vez  los  operarios 
desconocen  la obra y  conseguirán alcanzar el objetivo  según   vayan mejorando  su  curva de 
aprendizaje11  (learning curve); es posible que alguno de ellos no haya    ido a  trabajar o haya 
sido asignado a otra  tarea; puede haber algún  fallo en el  suministro de  los materiales de  la 
actividad;  los medios  auxiliares de  los que  se disponía no eran  los  adecuados;  se han dado 
inclemencias meteorológicas;  etc.  Se  podrían  seguir  enumerando múltiples  causas  posibles, 
pero  lo  que  está  claro  es  que  el  fallo  en  la  eficiencia  de  un  recurso  no  dependerá 
exclusivamente  de  si  se  han  relajado más  o menos  durante  la  jornada  laboral,  las  causas 
pueden tener otros orígenes distintos, y efectivamente será necesario  establecer los errores y 




se hayan  sobre‐asignado o  lo que es  lo mismo, que  la carga de  trabajo  sea excesiva para el 
periodo de tiempo del que disponen  los recursos; tercero, que  la asignación de recursos esté 
por  debajo  de  la  capacidad  de  trabajo  que  tienen  y  en  consecuencia  se  están 
desaprovechando, es decir, que se encuentren infra‐asignados. Se actuará en consecuencia en 
función del caso que se dé. Pero… 










Para  asignar  los  recursos  se  empezará  por  estimar  el  coeficiente  de  intervención  del 
recurso,  es  decir,  las  unidades  de  recursos  necesarias  para  poder  ejecutar  una  unidad  de 




final;  por  ejemplo    serán  unidades  de  producción  de  un  proyecto  de  construcción  de  un 
inmueble 1 m2 de  tabiquería, 1 m3 de  losa de  cimentación, 1 m2 de  impermeabilización de 
cubierta…   En el caso de proyectos de construcción, el periodo mínimo de  tiempo que debe 
considerarse  es  el  día;  en  otros  sectores  como  la  industria metalúrgica,    se  puede  llegar  a 
hablar de tiempos en horas, minutos o incluso segundos. 
 
Mediante  la  planificación  de  las  distintas  tareas    y  el  calendario  del  proyecto,  se  puede 
establecer la carga de los recursos para cada periodo. Por consiguiente, la carga de recursos no 














analizar  como  este  aumento de  tiempo  afecta  al presupuesto  y  si  el mismo  es 
admisible. 
 










Cada  una  de  estas  técnicas  nos  enfrentará  a  un  tipo  de  problema  de  programación  de 
proyectos a solventar, como puede ser  la  limitación de tiempo,  la  limitación de recursos y  la 










literatura  que  recoge  los  numerosos  tipos  de  problemas  aparecidos  a  partir  de  la 
programación de recursos, en un contexto muy dinámico y de continuo cambio, encontrando a 
día  de  hoy  cuestiones  que  continúan  abiertas  y  a  la  espera  de  ser  solucionadas  por  la 
comunidad científica. 
Al  hablar  de  Programación  en  este  documento,  no  nos  referimos  exclusivamente  a  la 
Programación  Informática, nos  referimos  también  a  la Programación Matemática. Hay   que 
indicar  que  aunque  acaban  necesitando  la  una  de  la  otra  y  llegan  a  entremezclarse  o 
confundirse  produciéndose  una  asociación  entre  ambas,    la  disciplina  de  la  Programación 
Matemática es anterior a la Ingeniería Informática. 
El  problema  de  la  resolución  de  un  sistema  lineal  se  remonta  al  año  1.826  con  Joseph 
Fourier  y  Carl  Friedrich  Gauss.    (Martín Martín,  2010)  señala  que  en  1.939  el matemático 
Leonid Vitalevich Kantorovitch  publica “Métodos matemáticos de organización y planificación 
de la producción”; en este libro se recogen por primera vez un grupo de problemas en los que 





Reorganizar  fechas,  actividades  y  recursos,  tener  en  cuenta  las  restricciones  y  
dependencias,  reducir  costes,  la  mejora  continua,  adelantar  plazos,  optimizar,  gestionar, 
controlar, …. y además todo esto hacerlo a la vez, es un arduo trabajo. No es suficiente con la 
pericia de un grupo de expertos, es preciso el uso de  las técnicas más perfeccionadas que  les 
ayuden  a  la  toma  de  decisiones,  de  lo  último  en  hardware  y  software,  de  la  Investigación 
Operativa y de las Matemáticas Aplicadas más avanzadas.  
Los métodos  utilizados  para  programar  van  desde  los  gráficos  como  pueden  ser  PERT  y 
CPM, a métodos algebraicos, simplex, heurísticos, metaheurísticos, etc. Según se va avanzando 
en  la  potencia  de  los  ordenadores  van  apareciendo  nuevos  sistemas  que  son  capaces  de 

















de  la  suma  de  los  distintos  tipos  de  recursos,  sea  lo más  uniforme  posible;  dicho  de  una 
manera coloquial,   debe presentar  las menores crestas o valles posibles  (Ponz Tienda, 2011) 
(Ponz  Tienda,  2008)  ,  es  decir,  las  diferencias  entre  las  oscilaciones  de  las  cantidades  de 
recursos en cada periodo de tiempo deben ser mínimas o no existir. Gracias a esta nivelación 
se consigue mejorar la eficiencia en el consumo de los recursos que intervienen en el proyecto. 
Tras  lo  expuesto,  se  puede  afirmar  que  obviamente,  las  ventajas  de  la  nivelación  de 
recursos al hacer que el flujo de trabajo sea lo más uniforme posible son: 
 Se  suaviza  la  carga  de  los  recursos,  favoreciendo  que  no  se  produzca  un 
agotamiento de los mismos en un momento puntual. 


















Los  estudios  sobre  la  producción  y  el  trabajo,  relacionados  con  la  programación  de 
proyectos y la puesta en práctica de estas experiencias, han dado lugar a que los especialistas 
se planteen  los problemas reales que se generan y  las  formas o metodologías a utilizar para 
darles  una  solución,  a  ser  posible  la  óptima,  la  mejor.  Se  crea  cierta  confusión  con  las 




el mismo  problema  básico  recibe  distintos  nombres.  Es  conveniente  indicar  los  diferentes 
modos de nombrar al problema que nos ocupa en estos momentos, pues se  le conoce como 
Problema  de  Planificación  de  Actividades,  Problema  de  Programación  de  Actividades, 
Problema de Secuenciación de Actividades, o en inglés, Project Scheduling Problem (PSP).  











Dentro  del  proceso  de  planificación  y  programación  del  proyecto,  las  metodologías 










prácticos  cuando  se  trabaja  con  pocas  actividades;  pero  a medida  que  el  número  de  estas 
actividades va aumentando, la empresa se va haciendo cada vez más y más complicada (Ponz 
Tienda, 2008); algunos de estos problemas pueden ser muy difíciles, se llega a un punto en el 
que  los  grafos  dejan  de  ser  eficaces  y  hay  que  hacer  uso  de  algoritmos  y  formulaciones 
matemáticas para resolverlos. 
Para  dar  respuesta  a  estos  problemas,  aparece  y  se  desarrolla  una  nueva  rama  de  las 
Matemáticas  Aplicadas  conocida  con  el  nombre  de  Investigación  Operativa,  basada  en 




se originan en  la  vida  real, desarrollando  técnicas para modelar  y  resolver esas  situaciones, 
transmitiendo  a  la  colectividad  científica  los  logros  obtenidos.  Según  esta  ciencia,  no 
solamente  es  necesaria  la  utilización  de  herramientas  para  el  conocimiento,  sino  que  es 
fundamental  verificar  la  aplicabilidad  de  los  modelos  matemáticos  y  de  los  algoritmos12 
desarrollados, haciendo hincapié en el aspecto práctico de  los mismos; en este pensamiento 
de ser útil reside la importancia de la Investigación Operativa. 
Por tanto,  la  Investigación Operativa aporta  las herramientas necesarias para el examen y 
resolución  de  problemas  en múltiples  contextos  como  la  ingeniería,  la  física,  la  biología,  la 
medicina…, y otras muchas ciencias básicas empleadas para solucionar  la  incertidumbre que 
generan y la optimización que requieren, el progreso y los continuos avances tecnológicos. 
En un estado donde no hay  incertidumbre,  la optimización persigue  la solución óptima (la 
mejor de  las factibles), de acuerdo a  la función o funciones objetivo que  inicialmente se han 









estos  cambiarán  en  función  del  azar,  se  estaría  hablando  respectivamente  de  ambientes 
deterministas o de ambientes estocásticos. 
Pero  sigamos  profundizando. Una  de  las  ramas más  importantes  y más  emprendedoras 
dentro  de  la  Investigación  Operativa  es  la  Programación  Matemática  o  Teoría  de  la 
Optimización.  En  sus  orígenes  fue  una  forma  de  resolver  problemas  de  programación 
mediante métodos matemáticos; hoy fundamentalmente es utilizada en  las empresas para  la 
toma de decisiones y está basada en  la optimización de  la  llamada  función objetivo,  la  cual 
está supeditada a ciertas condiciones o  restricciones sobre unas variables.  




el  Problema  de  la  Dieta,  el  Problema  de  Recubrimiento,…,  y  otros  muchos  que  pueden 
aparecer como extensiones de estos, despertando   todos ellos desde hace décadas el  interés 
de los investigadores.  
A  su  vez,  del  Problema  de  Programación  o  Secuenciación  de  Actividades,  o  “Project 
Scheduling  Problem  (PSP)”,  al  que  se  refiere  este  apartado,  recoge  una  extensa  clase  de 
problemas de Optimización Combinatoria13, de los  que se encuentran variantes o extensiones 
tales como el Problema estándar RCPSP (Resource Constrained Project Scheduling Problem), el 
problema  RCPSP  con  diferentes  modos  de  ejecución  o  MRCPSP,  el  problema  RCPSP  con 
ventanas de tiempo, el problema RCPSP multiproyecto o RCMPSP, el problema multiproyecto 





de  varios modos  (con  holguras  o  sin  holguras),  etc.  En  ocasiones  estas  diferencias  aunque 
parezcan ser muy pequeñas, cambian sustancialmente  la dificultad del problema y el método 
de  resolución;  así  se  distinguen  unos  de  otros,  pudiéndose  clasificar  a  su  vez  en  distintas 
familias  en  función  del  área  a  la  que  pertenezcan  dentro  del  concepto  general  de    la 
secuenciación de actividades.  
Dada la dificultad que reúnen la mayoría de estos problemas, es necesaria la utilización de 
modelos  para  representarlos,  entendiendo  como  modelo  la  abstracción  de  una  parte  o 
segmento de  la realidad, simplificando dicha realidad, además, estos modelos pueden ser de 
diferentes  tipos  (a  escala,  lógicos,  matemáticos)  (Yepes  Piqueras,  2012)  y  (Yepes  Piqueras, 
2002). Para (García Sabater & Maheut, 2011) son una representación externa y explícita de la 
realidad; sirven para entenderla, se pueden  implementar en un ordenador   para gestionar  la 









En  concreto  el  modelo  matemático,  para  mostrar  las  relaciones  entre    los  distintos 
elementos que  lo forman, utiliza un  lenguaje simbólico matemático como  lenguaje formal de 
expresión,  el  cual  permite  reflejar  ideas  complejas.  Los  modelos  matemáticos  se  pueden 
clasificar  según  distintos  criterios,  en  función  de  sus  cualidades  distintivas  en  empíricos  o 
basados en principios físicos, estocásticos o deterministas, agregados o distribuidos, con o sin 
restricciones,  lineales  o  no  lineales,  estáticos  o  dinámicos,  ….,  y  así  podríamos  continuar 









núcleo formado por  los algoritmos   como   procedimientos para  la resolución de  los modelos 
matemáticos y estableciendo una  jerarquía entre distintos subconjuntos, se alcanza  la fusión 
de estos con el  conjunto de conocimientos representado por  la Ciencia.  
Sin entrar en  la enumeración exhaustiva   de  todas  las bifurcaciones que encontraríamos 
dentro de cada uno de  los niveles reflejados, el gráfico pretende aclarar  la  interdependencia 
























Ante problemas de  secuenciación  (o problemas de optimización combinatoria cuando  las 
soluciones  factibles  son  discretas),  para  poder  desarrollar  un  algoritmo  eficiente  que  los 
resuelva,  es  importante  la  cuestión  de  la  complejidad  de  los  problemas    (Brucker &  Knust, 
2012). A poco que un modelo sea algo complejo,  para resolver un problema va a necesitar que 





























(Sipser, 2006), o  lo que es  igual, un problema‐NP no puede  ser  resuelto   por un 
algoritmo  en  tiempo  polinomial  determinista  si  no  por  un  algoritmo  en  tiempo 
polinomial no determinista. 
Las definiciones anteriores ciertamente parecen un trabalenguas, intentemos explicarlo de 








Continuando  con  el  tema  de  la  complejidad,  como  indica  José  A. Mañas,  profesor  del 
Departamento de Ingeniería de Sistemas Telemáticos de la Universidad Politécnica de Madrid, 
en la práctica, para resolver un problema se  necesita un algoritmo o método de resolución y 
que  este  se  pueda  ejecutar    en  un  ordenador  real mediante  un  programa  o  codificación 
(Mañas, 1997). Pero esto no siempre es posible.  
La  complejidad   de un algoritmo es un  conjunto de  funciones  cuya notación  se presenta 
como  ( ( ))O g n . Así mismo, se dice que  ( ( ))O g n  define una orden de complejidad, y  ( )g n es 
la función que determina el uso de una familia de recursos de la máquina (tiempo, espacio de 
memoria o procesadores).  
Las  órdenes  de  complejidad  de  un  algoritmo  presentan  una  jerarquía,  de  manera  que 
cuando  una  es  superior  en  complejidad,  contiene  como  subconjuntos  a  todas  las  de  rango 
inferior. Esa jerarquía es la siguiente (Mañas, 1997): 
(1)O      Orden constante   
(log )O n      Orden logarítmico  
( )O n          Orden lineal   
( log )O n n      Orden cuasi lineal 
 2  O n       Orden cuadrático   
  aO n        Orden polinomial (a > 2)   
  nO a       Orden exponencial (a > 2)   












Estos  problemas  presentan  pues,  una  complejidad  en  tiempo  exponencial  o  de  orden 
exponencial,    lo que significa que el tiempo que utilizan para resolver un problema concreto 
crece según una función exponencial de acuerdo a su tamaño. También se puede decir que el 
universo  de  soluciones  o  de  combinaciones  posibles  entre  las  que  se  encuentra  la  óptima, 
crece exponencialmente produciéndose una explosión combinatoria y, aunque  la cantidad de 
soluciones  sea un número  finito, esta  cantidad es  tan enorme,  tan  abrumadora, que ni  tan 
siquiera  con un ordenador muy potente es viable encontrar el óptimo en un tiempo admisible.  
Por  ejemplo,  suponiendo  que  se  tuviese  un  proyecto  formado  por  30  actividades  con  2 




segundo,  ésta  tardaría  1.073’74  segundos  o  17’90 minutos  en  realizar  el  proceso  anterior 
completo. Pero, y si fuese aumentando el número de posiciones de holgura: 
Oሺ330ሻ = 205.891 x 10^9 soluciones      6,53 años 
Oሺ430ሻ = 1.152 x 10^15 soluciones       36.529 años 
Oሺ530ሻ = 931.322 x 10^15 soluciones        29.532. 026 años 
 
Como  se  aprecia,  los  costes  computacionales15  o  tiempos  obtenidos  son  inviables  y  sin 
embargo, un proyecto de 30 actividades con 3, 4 o 5 posiciones de holgura es muy usual,  lo 
raro es que se disponga de un proyecto con actividades sin holguras16 y por tanto con un único 
modo  de  ejecución.  Por  esto,  para  resolver  los  problemas NP‐hard  son  imprescindibles  las 
heurísticas (de las cuales se hablará en el apartado 4.4), pues si bien no dan la solución óptima, 














El  Problema  de  Programación  o  Secuenciación  de  Proyectos  con  Recursos  Limitados  o 
“Resource  Constrained  Project  Scheduling  Problem    (RCPSP)”,  desde  el  punto  de  vista 
algorítmico  es mucho más  difícil  de  solucionar  que  el  de  la  Nivelación  de  Recursos  (Ponz 
Tienda, 2011). Esto se debe a que el universo de soluciones del RCPSP es regular y aunque este 
sea más grande que el universo del RLP, a medida que se va  ramificando el problema y nos 
encontramos  con  un  resultado A, mejor que otro B,  se  corta  la  rama de B  ya que por  ese 
camino  no  vamos  a  hallar  una mejor  solución  que  A,  en  consecuencia  el  problema  se  va 
acotando y reduciendo. Por el contrario al encontrarse  las soluciones del RLP en un universo 
irregular,  hemos  de  continuar  por  ambos  caminos  hasta  el  final,  pues  es  posible  encontrar  
más adelante otro resultado preferible , es decir, en este caso de irregularidad no podemos ir 
desechando  ninguna  rama,  hemos  de  avanzar  con  todas  hasta  el  final    y  el  problema  se 
complica mucho más. 
El problema RCPSP consiste en secuenciar las actividades de forma tal que no se sobrepase 
la disponibilidad de  los recursos17   que es necesaria para ejecutar cada una de  las actividades  
por requerimiento o demanda de éstas. Esto puede conducir a que aumente el makespan del 
proyecto si no se cuenta con el número suficiente de recursos.  Los recursos suponen la mayor 








obtenemos  picos  en  determinados  días  de  12  operarios  y  sólo  se  puede  disponer  de  un 





el  contemplar  solamente  los de  tipo  renovable no  se  justifica  en  edificación, de hecho hay 
investigadores que trabajan también con los no renovables y con los parcialmente renovables, 
pero estos dan  lugar a variaciones  sobre el problema básico que no vamos a  tratar en esta 
ocasión. 
¿Cómo solucionar el problema? Para resolverlo de forma adecuada se deben combinar los 
recursos con  la secuenciación de  las distintas tareas, determinando  los tiempos de ejecución, 
sin  necesitar  en  ningún  momento  más  recursos  de  los  disponibles,  de  manera  que  el 
incremento en la duración final del proyecto sea mínimo. 
                                                            








 Es  una  generalización  del  Problema  JOB‐SHOP19  y  al  igual  que  éste  continúa 
estando abierto y es objeto de estudio por parte de los expertos.  
 





se  dispone  de muchas  variables,  no  resultando  eficaz  en  la  práctica,  debiendo 
hacer  uso  de  algoritmos  aproximados  (Programación  con  Heurísticas  o 
Metaheurísticas),    que  si  bien  no  dan  el  óptimo,    si  ofrecen  soluciones  cuasi‐
óptimas. 
 
 En  relación  a  las  actividades,  estas  serán  consideradas  como  continuas,  no  se 
podrá  interrumpir  su  ejecución20  para  que  se  inicie  otra  que  debe  realizarse  de 
manera más urgente, lo que en inglés se denomina “no preemption”. Tendrán una 
duración  conocida  y  un  consumo  dado  de  recursos.    Se  ejecutarán  de  un  único 
modo,  de  lo  contrario  podrían  cambiar  las  necesidades  en  relación  al  tipo  y 




están  restringidos,  de manera  que  la  cantidad  disponible  se  renueva  periodo  a 
periodo, estando  limitada solamente    la cantidad utilizada en cada  instante y que 
queda  definida  en  la  planificación  de  las  actividades.  Obviamente,  serán 
respetadas las limitaciones de los recursos. No hay un consenso entre los expertos 
sobre si sólo se deben considerar los recursos renovables humanos o de mano de 
obra,  despreciando  los  otros  tipos  existentes,  tal  vez  pensando  en  que  la  carga 
económica  sobre  el  proyecto  de  este  tipo  de  recursos  es  la  más  significativa,  
excluyendo por tanto a los recursos renovables materiales. 
 






19  Problema  JOB‐SHOP  SCHEDULING:  problema  de  optimización  combinatoria  NP‐hard,  consiste  en 
encontrar una planificación  factible que minimice el makespan del proyecto y en  la cual cada  trabajo 
tiene una ordenación determinada, cada trabajo tiene un orden propio con el cual visitar las máquinas; 
ninguna máquina  puede  realizar más  de  una  operación  y  ninguna  operación  puede  ser  realizada  al 
mismo tiempo en más de una máquina. 
















recursos.  El  problema  se  extiende  y  se  encuentra  con  un  sinfín  de  posibilidades.  Esta 
imposición  de  continuidad  es  una  “relajación”  o  simplificación  del  problema  general  para 
reducir el universo de soluciones del mismo. 
Este  trabajo no  tiene  como  finalidad entrar en el estudio pormenorizado de  las distintas 
variantes y extensiones del problema estándar RCPSP, este análisis es tan extenso que podría 
formar  parte  de  una  investigación  posterior.  De  las  diferentes  extensiones  encontramos 




más de una  actividad  y  además  se  tiene  en  cuenta  la habilidad del  recurso para  realizar  el 




inicio,  inicio‐final  y  final‐final  con  desfases máximos  y mínimos,  y  el  problema multi‐modo 
RCPSP entre otros; (Lova, et al., 2006)también estudian el RCPSP multi‐modo; (Álvarez‐Valdés 
Olaguíbel, et al., 2009)analizan el RCPSP  considerando  los  recursos parcialmente  renovables 
por representar situaciones más próximas a la realidad; (Demeulemeester & Herroelen, 2002) 
y  (Klein,  2000)  igualmente  trabajan  con  las  distintas  variantes  del  problema  básico;  (Ponz 
Tienda,  2011)establece  un  nuevo  enfoque  del  Generalized    Resource‐Constrained  Project  
Scheduling Problem bajo  la perspectiva de  la  lógica borrosa;  (Cervantes Posada, 2010) hace 




programación de proyectos. El RCPSP y  sus generalizaciones  también  se perciben como una 
colección de potentes herramientas que permiten describir un  sinnúmero de problemas de 


















  , , ,G J A d u , con un conjunto de nodos    1,...,V n 	que	representan	las	actividades	 y  un 
conjunto  de  arcos      , |  y  jA i j j V i P   que  simbolizan  las  relaciones  de  inicio‐fin  de  las 
actividades, siendo  i  la antecesora de  j   1, ,j n ,  j  la sucesora de  i 	.	El proyecto iniciará y 
finalizará con dos actividades ficticias    1 y j j J de duración cero.  Pred j 	es	el	conjunto	de	
antecesoras	de	  2,..., 1j J ; donde cada antecesora de j debe terminar dentro del horizonte 






lo más posible teniendo en cuenta  las precedencias de  las actividades y  las  limitaciones de 
los recursos. 
 
No  se permite  la  interrupción de actividades, o  lo que es  igual,  si una actividad  j   se ha 
iniciado en el  instante  t , esta debe realizarse  inmediatamente en  los periodos   1, , jt t d   
siendo  jd  0jd   la duración total de la actividad  j   1, ,j n .  En cada periodo de proceso 
de  j se  requerirán , 0j kr  unidades del    recurso  k .	Una vez  iniciado el procesamiento de  j , 
este no puede ser interrumpido. Por último hay   1, ,k m  recursos diferentes, cada uno con 
una capacidad  finita de   0kR  unidades por periodo  t   . Se define  la variable  0jf  como el 
tiempo  de  finalización  del  procesamiento  de  la  actividad  j   y   A t   es  el  conjunto  de 
actividades que se procesan en el periodo  t . Se puede elaborar una programación, es decir, un 
vector  f  de tiempos de finalización que sea realizable teniendo en cuenta las limitaciones de 
las  relaciones de precedencia  y  las  restricciones de  los  recursos mediante  el  empleo de  las 
siguientes fórmulas (Kolisch, 1999): 
 
    nMin f      [3.1] 
      ,              2,..., 1            Predh j j j jf f d s j J h    [3.2] 
 
    ,                         ; 0 y  1,...,j k k n
j A t
r R k K t t f   [3.3] 






La  función  objetivo  [3.1]  minimiza  el  makespan  del  proyecto,  siendo  nf el  tiempo  de 
terminación de  la actividad  ficticia  final. La ecuación  [3.2]  representa  las  restricciones de  las 
relaciones de precedencia, mediante  las que  se  retrasa el  inicio de una actividad hasta que 
todas  sus  predecesoras  están  terminadas;  js   es  el  tiempo  de  inicio  de  la  actividad  j   y
 j j js f d  . Las restricciones [3.3] limitan la cantidad de cada recurso k en cada instante  t   a la 
disponibilidad  existente  kR   en  dicho  instante,  es  decir,  en  cada  periodo  t la  capacidad 














Ante  la  gran  variedad  de  tipos  de  problemas  de  programación  de  proyectos,  tras  unos 





GPR, MRCPSP, etc., facilitando de esta forma  la presentación y  la discusión de  los problemas 
de planificación.   
Por  otro  lado,  existe  otra  notación  de  (Brucker,  et  al.,  1999)  que  aparece  con  más 
frecuencia en la literatura, muy extendida entre la comunidad científica y que es la más citada.   
(Herrolelen,  et  al.,  2001)  la  analizan  encontrándole  determinadas  limitaciones  para  su 
utilización. (Brucker, et al., 1999) distinguen entre programación de proyectos, programación 
de  proyectos  multi‐modo  y  programación  de  máquinas.  El  modelo  de  clasificación  de 
(Demeulemeester & Herroelen, 2002) es similar al definido para la programación de máquinas 
explicado por (Graham, et al., 1979), (Blazewicz, et al., 1983), (Lawler, et al., 1989) y (Brucker, 




 Es  flexible  y  viable  pues  permite  tratar  los  problemas  deterministas  y 
estocásticos que se dan en la programación de proyectos. 
 Se  evita  el  uso  de  largas  concatenaciones  de  siglas  y  en  consecuencia  se 
consigue reconocer con más facilidad las características de los problemas. 
 Se identifica con rapidez el área de investigación al que pertenece el problema. 





El sistema consta de 3 campos    ׀   ׀  .  
 Campo    
Especifica las características de los recursos. A su vez está formado por cuatro elementos,  








 1   Define los recursos estructurales (máquinas). Si por la estructura de los recursos 
las actividades  se hacen en una  fase única o en multi‐fases  (modo único o multi‐
modos).     1 , 1, , , , , , , , ,P P Pm Q Qm R RmO Om J Jm  . 
 2  Indica el número de recursos.     2 ,1,m . 
 3  Especifica los tipos de recursos utilizados.       3 ,1, ,1 , , ,T T . 
 4  Concreta la disponibilidad de los recursos.         4 , , , , , ,a aa a a . 
 




 1   Señala  la  posibilidad  de  interrumpir  las  actividades  para  continuarlas  más   
tarde.      1 , ,pmtn pmtn rep   
 2  Describe las restricciones por precedencias.     2 , ,min, , ,cpm gpr prob fuzzy . 
 3   Detalla  cómo  son  los  tiempos  de  preparación  (cero,  determinísticos, 
estocásticos o borrosos).       3 , , ,jj j . 
 4   Especifica cómo es la duración de las actividades.       4 , , , ,j j jcont d dd d . 
 5   Describe  cómo  son  los  plazos,  hitos,  o  fechas  límite  del  proyecto. 
    5 ,, ,j n . 
 6   Concreta  la  naturaleza  de  los  requerimientos  de  las  actividades. 
   6 , , , , ,intk r disc cont . 
 7  Define el tipo y número de modos de ejecución posibles.     7 , ,mu id . 
 8   Precisa  los  tipos  de  flujos  de  caja  de  las  actividades  del  proyecto. 
       8 , , , , , , , , , , ,j jjj j c c pc c c er scheper per sched schd ed . 
 9   Indica  los  tiempos  de  cambio  para  preparar  las  máquinas,  procesos,  etc. 









Para una mayor  información sobre  los  factores de clasificación se  recomienda al  lector  la 
consulta de  (Demeulemeester & Herroelen, 2002), dados  los objetivos de este  trabajo  sería 
demasiado  extenso  realizar  una  explicación  detallada  de  los  mismos.  Con  esta  notación 
sistemática  se  definen  más  de  70  parámetros  diferentes  que  si  bien  sirven  como  criterio 
diferenciador   entre  los distintos  tipos de problemas y  los determinan con mayor exactitud, 















define  el  tipo  de  precedencias  como  estrictamente  de  final‐inicio  con  un  desfase  de  0,  sin 
holguras, con    que las actividades tienen duraciones arbitrarias enteras; Cmax establece que la 
función objetivo es minimizar el makespan del proyecto. Sin embargo en el mismo  libro de 
(Demeulemeester  &  Herroelen,  2002),  se  encuentran  notaciones  que  no  se  corresponden 
exactamente con  los criterios establecidos, pues  su  intención es ofrecer al usuario un cierto 
grado de flexibilidad; con ello no intentan dar cabida a cualquier problema de programación de 
proyectos  si  no  a  que  se  muestre  información  suficiente  en  la  etiqueta  sin  mayores 
complicaciones, encontrándose que el RCPSP es clasificado como: 
  max,1 |  | Cm cpm   
En este caso se está tratando la generalización del problema RCPSP;  ,1m  hace referencia a 
que se dispone de m  tipos de recursos renovables para los que se especifica la disponibilidad 
por periodo de  tiempo unitario,  cpm  y Cmax  representan  lo mismo que  se ha  indicado en el 
párrafo anterior. El mismo problema  se nombra en  (Brucker, et al., 1999)  según  se  indica a 
continuación, en donde  PS hace  referencia a “Project Scheduling”,    prec a “restricciones de 
precedencia entre las actividades”, y  maxC  al igual que en los ejemplos anteriores representa a 
la función objetivo de minimizar el makespan del proyecto: 
  max |  | CPS prec   
Como  puede  observarse,  todavía  no  se  dispone  de  un  esquema  de  clasificación  de  los 
problemas de programación de proyectos que ponga de acuerdo a  todos  los  investigadores. 
Esto origina confusión y  falta de praxis, haciendo que de momento no se pueda utilizar una 
notación  sin  reservas  aplicable  a  los  proyectos  de  construcción.  Profundizar  y  recoger  las 
distintas  clasificaciones  encontradas  en  la  literatura  puede  ser motivo  de  una  investigación 
posterior. 











tratar  la programación de proyectos de construcción e  ingeniería, se crea  indirectamente un 
paralelismo entre  los conceptos de  fase, modo o máquina con  los de sitio,  lugar, o nivel. En 
este tipo de proyectos son necesarias  instalaciones o equipos para  la ejecución de  las tareas 
que  se  encuentran  en  los  distintos  niveles  que  forman  las  plantas  de  un  edificio.  Las 
instalaciones o equipos serían semejantes a las máquinas en un proceso industrial, de manera 
que  un  edificio  se  podría  construir  con  equipos  en  paralelo  (máquinas  en  paralelo) 
considerando que en múltiples plantas, sitios o  lugares del edificio se estaría realizando   a  la 
vez  el   mismo  proceso  o  actividad,  por  ejemplo  la  colocación  de  pavimentos;  o  en  serie, 
realizando secuencialmente las actividades de forma uni‐modal, como sería el caso de iniciar la 
cimentación de un edificio  tras haber  realizado  los  trabajos de excavación o no empezar  las 
tabiquerías hasta que esté  completamente  terminada  la estructura. Así es posible entender 














de  programación  de  proyectos.  Estos    pueden  ser  del  tipo  determinista o  estocástico.  Para 
hacer que los problemas se simplifiquen, la mayoría de las veces se centran sobre un contexto 
determinista  porque  se  ignora  la  incertidumbre  que  surge  sobre  la  duración  de  las  tareas 
(Lawler, et al., 1989). Se  supone que  se conoce  toda  la  información  relativa al proyecto por 
anticipado y con certeza, por tanto esta seguridad garantiza que existirá también un ambiente 
estocástico, en donde evidentemente también intervendrá el azar.  
Sabemos  que  nuestro  problema  de  programación  de  proyectos  con  recursos  limitados,  
surge  tras  la  planificación  de  las  actividades  de  un  proyecto  al  disponer  de  una  cantidad 
restringida de recursos para realizar las distintas tareas. Esta barrera impide conseguir realizar 
el proyecto en el mínimo tiempo posible que habíamos considerado  inicialmente al planificar 
sin  considerar  las  restricciones  de  recursos.  En  el  apartado  3.6  ya  se  ha  representado  el 














‐ Al  implementarlo  deberá  ser  eficaz,  deberá  encontrarse  la  solución  en  un  tiempo 
razonable. 
 
Sería una  labor  complicada y muy minuciosa hacer una  clasificación  íntegra de  todos  los 
algoritmos que se han utilizado en  los últimos años para resolver  los problemas RCPSP, pues 
los métodos manejados  por  los  investigadores  son  innumerables  y  van  desde  los  de  nueva 
creación y  los de mejora, a los híbridos procedentes de la combinación de otros ya existentes. 
 
La  Figura  5  recoge  un  esquema  con  los  algoritmos  más  divulgados  en  la  literatura 






















Sin  embargo,  (Álvarez‐Valdés  Olaguíbel,  et  al.,  2009)  proponen  un  procedimiento  de 
reducción de  las dimensiones del RCPSP al que  llaman preproceso que es válida para utilizar 
tanto en métodos exactos como aproximados, mediante el cual antes de empezar a resolver 
un  problema  se  identifica  si  es  un  problema  trivial,  se  trata  de  reducir  el  horizonte  de  la 
planificación, se aplican filtros sobe los recursos eliminando los ociosos y los no restrictivos, así 




Ramificación  y Poda. Utilizan  reglas de dominancia para podar  las  ramas que no  llevan a  la 
solución  óptima  y  por  tanto  se  va  reduciendo  el  número  de  alternativas  hasta  alcanzar  la 





El  primero  en  utilizar  el  término  heurístico  fue  el matemático George  Polya  en  su  libro 
“How to solve it” al tratar de encontrar soluciones a determinados problemas. Los heurísticos 




y  rápidas.  Esta  flexibilidad  puede  llevar  a  errores,  siendo  una  de  las  dificultades  de  estos 
métodos. Además,  los algoritmos heurísticos, necesitan de especialistas, es conveniente que 
sea más de uno,   con conocimientos y que realicen previamente un  trabajo de ajuste de  los 










Otro  de  los    inconvenientes  de  las  heurísticas  constructivas  es  que  algunas  se  pueden 
contradecir al aplicarse al mismo problema y esto origina confusión y pérdida de credibilidad 
de  las  heurísticas.  Es  imposible  tener  una  garantía  provisional  de  que  una  heurística  en 
particular  o  una  combinación  de  heurísticas,  producen  los  mejores  resultados  para  un 
problema. Así mismo,  las  sucesivas mejoras  locales ocasionadas por  las heurísticas, pueden 
trucar el camino que conduce al óptimo. Tampoco es adecuado estudiar el comportamiento y 
la  complejidad  del  algoritmo  siempre  con  respecto  al  peor  caso.  A  pesar  de  estos 
inconvenientes  las  heurísticas  son  ampliamente  utilizadas  y  en  algunos  casos  se  ven  
mejoradas por metaheurísticas e hiperheurísticas. 
Pese  a  no  garantizar  la  optimalidad,  los métodos  heurísticos  de  resolución  (incluyendo 
entre ellos  los   procesos de mejora  local  y  los algoritmos meta‐heurísticos)  son básicos por 
varios motivos  (García  Sabater & Maheut,  2011).  En  primer    lugar  son  capaces  de  generar 






Se  llama  secuencia al  conjunto de actividades ordenadas de  tal modo que  cada una   de 
estas actividades está determinada por las anteriores.  Una secuencia es completa cuando las 
actividades  se  realizan  en  el  periodo  fijado;  además,  una  secuencia  completa  será  factible 
cuando  respete  las  relaciones de precedencia,  las  limitaciones de  recursos y  las  fechas para 
completar  la  actividad  final.  Una  secuencia  parcial  sería  aquella  en  la  que  sólo  se  ha 




prioridad.  El  Esquema de Generación de  Secuencias o  Esquema de  Secuenciación, en  inglés 
denominado  Schedul  Generation  Scheme  o  Scheduling  Scheme,  sigue  siendo  el  método 
heurístico constructivo más utilizado para  resolver el RCPSP. Para  (Ballestín González, 2002), 
los esquemas de generación de  secuencias construyen una  secuencia  factible, desarrollando 
progresivamente  una  secuencia  parcial  y  partiendo  de  una  secuencia  vacía  que  será  la 
actividad de  inicio; al  conjunto de actividades  secuenciables  se  le aplica  la  regla o  reglas de 
prioridad las cuales  determinan el orden en que las actividades deben realizarse.  
Los  esquemas  de  secuenciación  se  pueden  aplicar  en  dos  direcciones,  planificación  o 
cálculo  hacia  delante  y  hacia  detrás  (forward  and  backward  recursion)  (Cervantes  Posada, 
2010). Existen dos grupos de esquemas de secuenciación:  los esquemas de secuenciación en 
serie, a los cuales nombraremos desde este momento como SSS (Serial Scheme Scheduling), y 






SSS partiendo de una secuencia vacía van  iterando e  incorporando actividades y  los   PSS van 






Una serie se compone de   1,..., 2g n  etapas, en cada una de  las cuales una actividad es 








‐ Se denominará secuencia o solución, Sol , a cualquier vector de tiempos de comienzo, 
  1 2, ,..., nSol s s s   o  idénticamente  a  cualquier  vector  de  tiempos  de  finalización, 
  1 2, ,..., nSol f f f . 
 
‐ Dada  una  secuencia  Sol ,  sea                / /j j j j jA t j V s t f j V f d t f   el 
conjunto de actividades que se están procesando, que están activas, en el instante  t .  
 
Definiendo   kR t   como  la  disponibilidad  restante  del  recurso  de  tipo  k   en  el  instante  t  
 
 
       ,/ , ,j jk k j kj s t f tR t R r k K   y    /g j gF f j Sec   como  el  conjunto  de  tiempos  de 
completación, el algoritmo sería: 
 
1. Se incorpora la actividad ficticia inicial  1j .     1 1 10, 1s f S   
2. Para     2g  hasta  1n , hacer: 
2.1. Determinar     , , ;g g k gD F R t k K t F  . 
2.2. Seleccionar una actividad elegible   gj D  . 
2.3. Determinar  el  tiempo  más  pronto  de  iniciar  j   compatible  con  las 
precedencias.    Predmax jj h hES f   
2.4. Determinar el tiempo más pronto de iniciar  j  compatible con la disponibilidad 
de recursos.             ,min / ; ; , [ , [j j g j k k j gs t t ES t F r R k K t t d F  . 
2.5.  j j jf s d  . 
2.6.   1 1g gSec Sec  . 





En  la primera orden se asigna el  tiempo de  inicio y de  finalización 0 a  la actividad  ficticia 
1j  y se la incluye en la secuencia parcial. Al principio de cada etapa  g se calcula el conjunto 
de elegibles  gD  que  serán  todas  las  actividades  factibles en  función de  las  restricciones de 
precedencia,  el  conjunto  de  tiempos  de  finalización  gF y  las  disponibilidades  restantes  de 
recursos   kR t . Después se selecciona una actividad  j  del conjunto de elegibles en función de 
una o  varias  reglas de prioridad.   El  tiempo de  inicio de  j ,  llamado  js ,  se  calcula: primero 
determinando el máximo de los tiempos más pronto  de terminar de las antecesoras ( jES ) , y 
después  fijando  js   como  el  mínimo  entre  este jES y  el  que  se  obtenga  de  considerar  la 
disponibilidad  restante  de  los  recursos.  El  tiempo  de  finalización  de  j ,  llamado  jf ,  se 
determinará sumando al tiempo de inicio de la actividad la duración de la misma. El algoritmo 












de las actividades ya programadas.     /g j gC j V f t   representa el conjunto de actividades 
completadas o programadas hasta  gt   y         /g g j g jA A t j V s t f  el de  activas que  se 
están secuenciando para  0g .  
 0 1A y   gD  es el conjunto de actividades elegibles siempre que cumplan las restricciones 
de  la  precedencias  y  de  los  recursos  en  un  cierto  tiempo  gt ,  es  decir, 






1. Inicialización:            1 0 00, 0, 1 , 0 ,k kg f A C R R k K  . 
2. Mientras    | | 2g gC A n  , hacer: 
2.1.  1g g  . 
2.2.   1min gg j A jt f  . 





2.4. Mientras  gD  , hacer 
2.4.1. Seleccionar   gj D  . 
2.4.2. j gs t  . 
2.4.3.  j j jf s d  . 
2.4.4. Actualizar      ,  y k g g gR t A D  . 






Dependiendo  de  la  información  que  se  utilice  las  reglas  de  prioridad  se  clasifican  en  las 
siguientes categorías, (Álvarez‐Valdés & Tamarit, 1989), (Kolisch, 1995b), (Klein, 2000) : 
 Reglas  de  prioridad  basadas  en  las  redes,  desechando  la  información  sobre  los 
recursos.  
 Reglas de prioridad basadas en  la  ruta  crítica,  fundadas en  los  resultados de un 
pase hacia delante y hacia atrás, consideran los tiempos más pronto y más tarde de 
empezar o de terminar. 
 Reglas de prioridad basadas en  los recursos, en  las  limitaciones o requerimientos 
de estos. 







propuso  el  método  de  la  búsqueda  tabú.  Los  algoritmos  metaheurísticos  son  métodos 
generales  aproximados  diseñados  para  resolver  amplios  problemas  de  optimización 
combinatoria  difíciles  en  los  que  los  heurísticos  han  fracasado.  Las meta-heurísticas 
proporcionan marcos generales que permiten la creación de nuevos híbridos, que emulan y  
combinan diferentes conceptos derivados de las heurísticas clásicas, la inteligencia artificial, la 
naturaleza,  la  evolución  biológica  y  la  mecánica  de  estadística  (Osman  &  kelly,  1996). 
Exactamente  (Osman  &  kelly,  1996)  definen  como  metaheurístico  a  un  procedimiento 





la evasión de  los óptimos  locales, además  intensifican  la búsqueda guiándola en el espacio, 





procedimientos de búsqueda  local  a procesos de  aprendizaje  complejos. Por  lo  general  son 
deterministas, robustos y fáciles de modificar. Son  iterativos con paradas programadas por el 
usuario, ya que de no ser así continuarían ininterrumpidamente al no conocerse el óptimo  y el 
proceso  sería  interminable.  Trabajan  guiando  a  los  heurísticos  para  que  escapen  de  los 
óptimos locales que es el principal problema con el que se encuentran los heurísticos. Posibles 
criterios  de  parada  pueden  ser:  (1)  alcanzar  una  cota  previamente  establecida,  (2)  una 





por Holland  en  1975  quien  utilizó  conceptos  de  la  evolución  biológica  y  su  base  genético‐
molecular  para  construir  los  algoritmos.  Los  algoritmos  evolutivos  hacen  evolucionar  una 
población de individuos sometiéndola a acciones aleatorias  y a una selección de acuerdo con 
algún  criterio,  en  función  del  cual  se  decide  cuáles  son  los  individuos más  adaptados,  que 
sobreviven, y cuáles los menos aptos, que son descartados. De acuerdo a  (Kolisch & Hartman, 
1999)  el  proceso  es  el  siguiente,  un  algoritmo  genético  considera  simultáneamente  un 
conjunto o  población de  soluciones  en  lugar  de  sólo uno. Después de haber  generado una 
población  inicial,  son  producidas  soluciones  nuevas  por  acoplamiento  de  dos  ya  existentes 





Según  concluyen  (Liao,  et  al.,  2011)  tras  analizar  la  historia  del  arte  de  los  algoritmos 
metaheurísticos,  estos  tienen  un  gran  potencial  en  la  programación  de  proyectos  como 
técnicas  de  optimización  para  determinar  soluciones  casi  óptimas  en  las  distintas  fases  del 
ciclo de  vida de un proyecto, pero de   momento  no ha  sido  aprovechado  adecuadamente, 
afirmando  literalmente  que  cualquier  problema  de  optimización  que  no  se  ha  podido 
solucionar con técnicas exactas o heurísticas es un  firme candidato para  las metaheurísticas. 
Así  mismo,  los  distintos  estudios  que  han  analizado  plantean  ejemplos  pequeños  y  en 
















de  ser  lo  suficientemente  robusta  como para manejar una amplia gama de problemas. Una  
hiperheurística es capaz de elegir entre heurísticas de bajo nivel sin la necesidad de utilizar el 
conocimiento  del  dominio,  mediante  el  uso  de  indicadores  de  rendimiento  que  no  son 
específicos para el problema. La hiperheurística elige entre todas las heurísiticas, una o varias, 
pero  siempre  la que ofrezca mejores  resultados.  Si  se encuentra una  solución óptima  local, 















de  la  otra;  si  existe  imprecisión  es  porque  la  información  no  es  cuantificable,  la  podemos 
acotar pero dentro de un  intervalo. Por otro  lado el término  incertidumbre se puede definir 
como  la “falta de certeza”, es decir,  la  información es cuantificable pero no podemos estar 
seguros  de  cuáles  son  los  parámetros  porque  dependen  del  azar,  las  probabilidades  o  la 
aleatoriedad. 
Volviendo  al  tema  de  la  imprecisión,  para  que  dos  cosas  sean  distintas  entre  ellas,  
poseerán unas particularidades en las que no serán coincidentes, dependerá de que tengan la 
menor cantidad posible de características en común y además de la valoración, del peso, o de 
la  importancia que  se  les dé a dichas  características. Pero ¿en qué grado  serán diferentes?, 





altas o no,  sí  será  impreciso, porque con  respecto a que patrón o a partir de cuándo  se  les 
otorgarán esos adjetivos. 
Por ejemplo,  si nos proporcionan  tres huevos, uno de avestruz, uno de gallina y otro de 
perdiz,  ¿los  tres  son  iguales?. Desde  el punto de  vista de  la Biología  los  tres  son  el mismo 





no  sería  posible,  en  cambio  el  de  avestruz  sí  podría  ser  una  solución  factible;  pero,  ¿si 
tuviésemos 8 huevos de gallina? o ¿si tuviésemos sólo 1 comensal?, entonces seguramente sí 
podríamos cumplir nuestro objetivo. Luego para que el problema  tenga una  solución viable, 






















la diferencia entre  imprecisión e  incertidumbre, además de  cómo ambas  se  complementan; 
estos  dos  términos  serán  de  utilidad  para  abordar  los  conceptos  de  la  lógica  fuzzy  que  se 
analizarán más adelante en el apartado 6.2. Básicamente  se puede decir que  la  lógica  fuzzy 
utiliza  valores  imprecisos  emitiendo  juicios  convencionales  para  instancias  que  no  quedan 
solucionadas  con  un  simple  verdadero/falso,  si/no,  etc.,    pues  requieren  de  calificaciones 
intermedias. 
Para  definir  un  problema  es  necesario  determinar  unos  parámetros  a  partir  de  unas 
variables o constantes que han de ser medibles. En función de  los distintos valores que estos 
parámetros  tengan  se  obtendrán  distintos  casos  o  instancias  de  un  problema.  Cuando  no 
puede  darse  un  valor  exacto  a  esos  parámetros,  la  información  no  es  cuantificable,  no  es 
completa o no puede obtenerse, se dice que se está en un contexto de imprecisión o de falta 
de precisión  (ver apartado 5). De acuerdo a  (Ponz Tienda, 2010) para  la programación de un 
proyecto  se harán estimaciones que estén muy próximas a  la  realidad  sin embargo  siempre 
habrá un margen de imprecisión; como ejemplo, si tenemos que realizar la losa de cimentación 
de un edificio se puede estimar que se tardarán 40 días en realizarla, no obstante, no se puede 
afirmar  que  exactamente  y  sin  ningún  margen  de  error  será  ese  el  periodo  de  tiempo 
necesario, ¿por qué no podrían ser 38 o 41 días?. 
Cuando  los  parámetros  que  intervienen  son  estocásticos27,    es  decir,    cuando  están 
sometidos  a  influencias  aleatorias,  nos  encontramos  ante  un  ambiente  de  incertidumbre  o 
riesgo. Las variables aleatorias toman valores en un espacio probabilístico o conjunto en el que 
se encuentran todas las posibilidades. Si por ejemplo disponemos de dos equipos (equipo A y 
equipo  B)  para  realizar  las  seis  plantas  de  la  tabiquería  de  un  edificio;  supongamos  que 
decidimos que trabajarán en plantas diferentes y que  la primera planta  la realizará el primer 
equipo que  llegue a obra el día en que se  inicie el trabajo y  la segunda planta,  la comenzará 
ese mismo día  el que llegue después; en consecuencia se decidirá aleatoriamente que equipo 
trabajará en la primera planta, existiendo una probabilidad del 50% de que sea le equipo A, o 




o  teoría  fuzzy;  mientras  que  la  incertidumbre  o  riesgo  se  tratan  con  la  teoría  de 












estos  no  están  controlados  debido  al  azar  o  la  falta  de  información,  en  consecuencia,  nos 






riesgo.  Lógicamente  la  incertidumbre  y  el  riesgo  afectarán  a  los  modelos  utilizados  para 
resolver los problemas y por tanto habrá que estudiar cómo solventarlos. 
Tradicionalmente la teoría de la probabilidad se ha considerado como el método adecuado 
para  tratar  la  incertidumbre  y  la  imprecisión,  en  (Zadeh,  1996a)    L.A.  Zadeh  defiende  que 
aunque la teoría de probabilidades y la lógica difusa son diferentes, la teoría de probabilidades 
no  es  suficiente  por  sí  sola  para  hacer  frente  a  la  incertidumbre,  y  que  la  teoría  de 
probabilidades  y  la  lógica  difusa  se  complementan  y  no  se  contraponen.  Ambas  tienen 
programas  y  dominios  de  aplicación  diferentes,  si  bien  la  teoría  de  probabilidades  puede 
representar  de  forma  restringida  un  conjunto  difuso  como  un  conjunto  aleatorio  o 
combinación  de  conjuntos  no‐fuzzy;  asimismo  hay  muchas  aplicaciones  de  la  teoría  de 




dependencias  entre  variables  no  están  bien  definidas.  En  estas  cuestiones  es  donde  deben 
complementarse. 
En el enfoque descrito en (Zadeh, 1996a), se demuestra cómo las probabilidades se pueden 
estimar  a partir de datos difusos.  La manipulación de  las probabilidades difusas  en  general 























las  mire,  la  capacidad  de  pensar  del  hombre  y  su  interés  por  reflejar  el  mundo  real  ha 
contribuido  a buscar una  lógica que  fuese más  allá del  clasicismo  aristotélico en el  cual  los 
umbrales  de  decisión  quedan  bien  definidos.  Esta  es  la  llamada  LÓGICA  FUZZY,  LÓGICA 
BORROSA o LÓGICA DIFUSA. 
La  lógica  fuzzy  se  encarga  de  representar  las  proposiciones  del  lenguaje  humano  con 
innumerables matices que no tienen un significado preciso, que no responden a un SI/NO o a 










encuesta  entre  cientos  de  individuos  y  nunca  obtendríamos  una  respuesta  perfectamente 
definida, para  llegar a una conclusión  imprecisa pero válida podemos  tratar el  tema  con  las 
herramientas de la lógica fuzzy. 
Consecuentemente,  la  lógica  fuzzy  hace  uso  de  la  imprecisión  para  enfrentarse  a  los 




definidos  y  que  no  se  pueden  analizar mediante  técnicas  convencionales...  La  teoría  de  los 
conjuntos borrosos se reconocerá como un desarrollo natural en la evolución del pensamiento 


















 Sistemas  expertos:  programas  para  la  toma  de  decisiones,  emulan  a  un  experto  en 
campos específicos, son una rama de  la  inteligencia artificial. Tratan de generalizar el 
modelo de  los factores de certeza para permitir  la  imprecisión no probabilística. Una 
muestra  son  los programas de diagnóstico en medicina,  reparación y diagnóstico de 
automóviles, etc. 
 
 Control    automático:  es  una  aplicación  especializada  de  los  sistemas  expertos. 
Manejan  predicados  imprecisos  para  la  descripción  de  reglas.  Se  encuentran  en 
domótica, electrónica, robótica…. 
 














las  formulaciones  precisas  (lógica  bivalente),  George  Cantor  (1845‐1918)  crea  la  teoría  de 
conjuntos empezando entonces  a desarrollarse  las  lógicas polivalentes,  las  cuales  tienen en 
cuenta las probabilidades, y donde la precisión es sustituida por la aproximación (Trillas, et al., 
1995). 
En 1965 Lotfi Asker Zadeh  (Zadeh, 1996a), matemático,  ingeniero,  informático y profesor 




los  primeros  en  aplicar  los  principios  de  la  lógica  fuzzy  a  los  productos  de  consumo 
(curiosamente fue algo tan sencillo como un cabezal de ducha) fueron  los  japoneses en 1987 








forma  exacta  las  magnitudes  correspondientes  a  conceptos  vagos  o  situaciones  poco 
previsibles para poder tener control sobre ellas, (Hernández Negrín & I., 1997).  La lógica difusa 
facilita  la  modelización  de  situaciones  relacionales,  que  presentan  vaguedad  de  forma 
intrínseca;  es  la modelización  del  razonamiento  del  sentido  común,  reflejando  su  carácter 





Conjunto de objetos en donde  la  transición de  la pertenencia es gradual y no brusca, es 
decir, es continua. Se escribe como  A. 
6.2.1.3. Grado de pertenencia. 
Se  considera  que  es  un  número  entre  0  y  1  de manera  que  dado  un  elemento  de  un 
conjunto difuso, el 1 representa la pertenencia total al conjunto y el 0 la no pertenencia total. 
Entre el 1 y el 0 va  reduciéndose de manera  continua el grado de pertenencia que pueden 


















Determina  el  rango  o  conjunto  de  valores  que  conforman  un  determinado  grado  de 
dependencia,  por  tanto  establece  la  precisión  o  robustez  del  resultado  al  determinar  por 
ejemplo entre que valores se   encuentran  los costes, el consumo de recursos,  la producción, 
los plazos de las tareas, etc. Lo que se hace es ir tomando distintas “rebanadas” de alfa‐cortes 

















Siendo   un conjunto, un subconjunto fuzzy   A de   queda definido por una función de 
pertenencia designada como  ( )A x  que tomará valores en el intervalo [0, 1]. Si  ( )A x siempre es 
igual a 1 o a 0, entonces se obtiene un subconjunto nítido (no‐fuzzy) de  .  
















( ): 0,1              
Si  ( ) 1                       
Si  ( ) 0                       
Si  ( ) 0.6                      tiene un grado de pertenencia a   de 0.6 
A x x
A x x A
A x x A
A x x A
 
Un número difuso casi siempre es de forma triangular o trapezoidal. Un número triangular 
difuso  A  queda definido por tres valores    1 2 3a a a , siendo la base el intervalo  1 3[ , ]a a  (con 
un  grado de pertenencia de 0)  y  su  vértice está en  2a   (con un  grado de pertenencia 1). El 
núcleo del número difuso sería  2a , el soporte inferior  1a y el superior  3a . 
    1 2 3( ) , ,A x a a a    [6.2] 
Se  llama  Alfa ‐ corte ( )  de un  subconjunto difuso  A al  subconjunto de  A en el que  sus 
elementos tienen una función de pertenencia mayor o igual que  . La fórmula  [6.4] muestra 
con se obtiene el Alfa‐corte de un número triangular difuso. 
              l                     0 1A x A x    [6.3] 
                       2 1 2 1 2 3 3 2, , , ,A Si a Ss a a a a a a a    [6.4] 
 
Figura 7: Número  Difuso Triangular A  y  Alfa‐corte   A del número difuso. 
Un  número  difuso  trapezoidal    M   queda  definido  por  cuatro  valores    1 2 3 4a a a a , 
donde  la base mayor del trapecio es el  intervalo  1 4[ , ]a a  (con un grado de pertenencia 0) y  la 
base menor es el intervalo 2 3[ , ]a a  (con un grado de pertenencia 1). 









Con  los números difusos se pueden hacer  las mismas operaciones aritméticas que con  los 
números nítidos para resolver problemas haciendo uso del procedimiento de los Alfa‐cortes e 
intervalos aritméticos  (Moore, 1979)  (Neumaier, 1990)  , ya que con el método del “principio 
de  extensión”    de  Zadeh  resulta  bastante  complicado  realizar  los  cálculos.  Las  operaciones 
aritméticas se representan con el símbolo  #. (Ponz Tienda, et al., 2012) (Ponz Tienda, 2010). 







1 1 1 1 3 3 1 3 3
2 2 2
3 1 1 1 3 3 1 3 3
min # , # , # , # ,
# ,
max # , # , # , # .
c a b a b a b a b
c a b
c a b a b a b a b
  
La  fórmula    [6.6]  se  puede  simplificar  como  se  indica  a  continuación  siempre  que 
 1 2 3 1 2 3, , , , , 0a a a b b b  :    		
 A ⊕  B =     1 1 2 2 3 3, ,a b a b a b ,     [6.7] 
 A ⊝  B =     1 3 2 2 3 1, ,a b a b a b ,                                                                                          [6.8] 
 A ⊗  B =     1 1 2 2 3 3, ,a b a b a b ,                         [6.9] 
 A ⊘  B =     1 3 2 2 3 1, ,a b a b a b .                                                                                        [6.10] 
Se  debe  tener  en  cuenta  que  los  resultados  aritméticos  de  la  lógica  difusa,  nos  pueden 
confundir puesto que         0 y  1A A A A . Véase a continuación en la Figura 9 la suma de dos 

























α i n s i n s i n s
0 2 5 6 3 4 7 5 9 13
0,1 2,3 5 5,9 3,1 4 6,7 5,4 9 12,6
0,2 2,6 5 5,8 3,2 4 6,4 5,8 9 12,2
0,3 2,9 5 5,7 3,3 4 6,1 6,2 9 11,8
0,4 3,2 5 5,6 3,4 4 5,8 6,6 9 11,4
0,5 3,5 5 5,5 3,5 4 5,5 7 9 11
0,6 3,8 5 5,4 3,6 4 5,2 7,4 9 10,6
0,7 4,1 5 5,3 3,7 4 4,9 7,8 9 10,2
0,8 4,4 5 5,2 3,8 4 4,6 8,2 9 9,8
0,9 4,7 5 5,1 3,9 4 4,3 8,6 9 9,4
1 5 5 5 4 4 4 9 9 9
i= Soporte Inferior; n= Núcleo; s=Soporte Superior





Dados  dos  números  difusos      1 2 3 1 2 3  , , y  , ,A a a a B b b b ,  sus  baricentros  se  hallarán 
haciendo la media ponderada de los extremos superior, inferior y el núcleo: 










   
   





   




1.  ,             entonces  ,
2.  ,             entonces  ,
                                                                              ,   entonces  ,
3.  ;  
Bar A Bar B A B
Bar A Bar B A B
a b A B




3 3 1 1
3 3
           entonces si         y    entonces  ,
                                                                               ,   entonces  .
a b a b A B
a b A B
  
Veamos un ejemplo con los números anteriormente utilizados    2,5,6A  y    3,4,7B : 
      2 2 5 6 4,5
4
Bar A  
      3 2 4 7 4,5
4
Bar B  
Como los baricentros son iguales y    3 3   entonces a b A B  
Al  llegar  a  este  punto  nos  preguntamos  cómo  se  compararía  un  número  nítido  con  un 
número difuso. Los números nítidos no son más que un caso especial de números difusos en 
donde  el  soporte  inferior,  el  núcleo  y  el  soporte  superior  son  coincidentes,  por  tanto  se 
pueden  representar  gráficamente mediante  un  segmento;  comparando  los    segmentos  de 
números  nítidos  con  el  baricentro  de  los    triángulos  que  forman  los  números  difusos  se 
consigue determinar la ordenación de mayor a menor entre ellos.   En este caso se supone que 
se dispone de un número nítido    12,12,12C y un número difuso    6'6,11,13'2D : 
      6,6 2 11 13,2 10,45
4
Bar D  




Inicialmente  (Prade, 1979)   aplica  la  teoría de  conjuntos difusos para el desarrollo de un 
programa de un trimestre académico en una escuela francesa, utilizando la lógica fuzzy en un 






con  recursos  limitados  utilizando  un  método  que  se  centra  en  el  tiempo  estimado  de 
terminación del proyecto, la utilización de recursos y la interrupción de los recursos. (Hapke & 
Slowinski, 1996) muestran una generalización del método heurístico de reglas de prioridad con 
parámetros  de  tiempo  imprecisos.    (Kim,  et  al.,  2003)  desarrollan  un  algoritmo  genético 
híbrido con control de lógica difusa para resolver un problema RCPSP, su enfoque se basa en el 
diseño  de  los  operadores  genéticos  con  control  de  lógica  difusa  y  la  utilización  de  una 
heurística  constructiva en  serie.  (Dubois, et al., 2003) explican  cómo el utilizar  restricciones 
flexibles en la programación es una manera de hacer frente a las limitaciones de los problemas 
de programación y aplica esta flexibilidad en el caso en que se tienen recursos limitados. (Chen 
& Huang, 2007) hacen uso de un método    representando  las duraciones de  las  actividades 
como  variables  lingüísticas,  teniendo  en  cuenta  el  tiempo  de  finalización  y  el  grado  de 
criticidad.  (Liberatore, 2008) desarrolla un algoritmo de  tres pasos   para  la programación de 
proyectos  aplicándolo a un conjunto de 110 problemas de gestión de proyectos, en particular 
a problemas de  recursos  limitados, utiliza una nueva metodología para el análisis de  la  ruta 
crítica  difusa  coherente  con  el  principio  de  extensión  de  Zadeh.  (Bhaskar,  et  al.,  2011) 
presentan una heurística para RCPSP basada en una  regla de prioridad para el esquema de 
generación de programación paralela donde para  el  cálculo de  la  ruta  crítica  se  requiere  la 
comparación  de  números  difusos.  (Masmoudi  &  Haït,  2013)  ofrecen  en  ambientes  bajo 
incertidumbre  una  nueva  técnica  para  tratar  con  recursos  limitados  en  la  programación  de 
tareas;  sin  aplicar  alfa‐cortes  en  un Gantt  para  obtener  planes  de  recursos  deterministas  y 










 Duración Difusa   jd  . 
La duración difusa normal de una tarea o   jd , está formada por un núcleo  2 jd  en donde la 
función de pertenencia de  los elementos del conjunto difuso es  la unidad, es decir,  tiene un 
grado  de  pertenencia  de  1,  y  dos  soportes  1 jd ,  3 jd   ,  que  respectivamente  son  el  soporte 
inferior y el superior en donde  la  función de pertenencia tiene un valor de 0. La duración se 
denota como     1 2 3, ,j j j jd d d d . 
 
 Tiempo difuso más pronto y más tarde de empezar una tarea     y  jjES EF  . 
El  tiempo difuso más pronto de empezar una  tarea  j   será el mayor de  los  tiempos más 
pronto de terminar de sus actividades predecesoras. El tiempo difuso más pronto de terminar 






        1 2 3, , max ;       Predij j j j jES es es es EF i    [6.12] 
        1 2 3, ,j jj j j jEF ef ef ef ES d    [6.13] 
 
 Tiempo difuso más tarde y más pronto de terminar una tarea     y i iLF LS . 
El tiempo difuso   iLF más tarde  de terminar una tarea  i  será el menor de los tiempos más 
tarde de terminar de sus actividades sucesoras. El tiempo difuso   iLS más tarde de empezar 
una  tarea  i   se obtendrá  restándole   al  tiempo difuso más  tarde de  terminar  la actividad  la 
duración difusa de dicha actividad:   
        1 2 3, , min ;       Suci ji i i iLF lf lf lf LS j    [6.14] 










Los  investigadores  fueron desarrollando  sus propias  instancias de problemas RCPSP para 
poder comparar entre si los distintos procedimientos exactos y heurísticos que iban surgiendo, 
pero llegó un momento en el que el número de estos algoritmos era tan elevado que se hacía 
muy  difícil  el  poder  evaluarlos  y  confrontarlos.  Era  complicado  para  los  expertos  el  tener 
conocimiento de  todas  las mejoras de  las heurísticas que aparecían al encontrarse dispersas 
por toda la bibliografía, pero había que aprovechar todo el potencial que estas presentaban. 
De  ahí  surgió  la  necesidad  de  crear  librerías  en  las  que  se  reúnen  y  catalogan  distintas 
instancias que sirven como patrones sobre  los que aplicar  los diferentes procedimientos, no 
son  más  que  generadores  de  problemas  test.  De  este  modo  los  investigadores,  pueden 
exponer  y  valorar  la  suficiencia  de  los  algoritmos  que  proponen  a  través  de  instancias  que 
proceden de las mismas fuentes, facilitándose de este modo la experimentación. 
(Kolisch & Sprecher, 1996) presentan  la PSPLIB, un  conjunto de  instancias de  referencia 




30  actividades  se  pueden  resolver  con métodos  exactos, mientras  que  los  otros  deben  ser 
resueltos mediante procedimientos aproximados. 
Los  casos  son  creados  por  el  generador  estándar  ProGen  el  cual  concibe  proyectos  de 
forma aleatoria pero de manera que  la  instancia resultante cumple una serie de restricciones 




progresivamente.  Existen  variantes  de  ProGen,  conocidas  como  ProGen/max  y  Progen/πx, 
también  se  conocen  otros  generadores  como  DAGEN,  RanGen  y  RanGen2  (Hartmann  & 
Briskorn, 2010). ProGen utiliza un diseño  factorial de experimentos que está basado en dos 





 Número  de  actividades.  En  ProGen  se  encuentran  4  tipos  de  niveles  en  los 
problemas, proyectos con 30, 60, 90 y 120 actividades. 
 Número de modos en que cada actividad puede realizarse. 

















cantidad  de  relaciones  de  predecesoras  de  la  red.  Cuanto más  bajo  sea NC, 















recursos  requeridos  por  actividad.  Si  RF=1  quiere  decir  que  cada  actividad 

























recurso, mientras  que  RS  =  1  corresponde  a  la  ausencia  de  la  limitación  de 
recursos.  Se  determina  la  demanda mínima  de  cada  recurso  minkR   para  que 
exista  una  solución  factible  y  se  calcula  como   ,max ,j kr j V ;  además  se 
establece la demanda máxima  maxkR  en la secuencia ES (Early Start), donde cada 
actividad esta  secuenciada  lo más pronto posible,  la  secuencia ES  se obtiene 





max min               1,...,k kk
k k








     min max mink k k k kR R RS R R   
  Dando unos valores mínimos y máximos a los parámetros base, un valor a cada uno de los 
parámetros variables  (ya  indicados anteriormente) y un margen de error para estos valores, 






  K    , 1,jd j n    Q    , , 1,j kr j n   1|Suc |  |Pred |n   |Suc |, 1,j j n   |Pred |, 1,j j n  
mín  4  1  1  1  3  3  1  1 




K     Cantidad de tipos de recursos.   
jd     Duración de la actividad   j  . 
Q     Número de tipos de recursos que precisa una actividad. 
,j kr     Cantidad de unidades del recurso tipo  k  que necesita la actividad   j  . 
|Suc |j ,  Conjunto de las sucesoras inmediatas de  j  . 







PSPLIB,  la  designada  como  J301_1.RCP.  Puesto  que  lo  habitual  en  la  literatura  existente  es 
trabajar con datos difusos en los tiempos y duraciones de las actividades, en esta ocasión nos  















4. Solución  con  los mismos  condicionantes  que  el  caso  3º,  valorando    también  que  la 
disponibilidad máxima por cada tipo de recurso y periodo de tiempo es difusa. 
Para resolver los distintos casos se trabaja con una metodología heurística basada en reglas 
de prioridad, partiendo de  los datos de  la PSPLIB aplicando en primer  lugar  la  lógica clásica y 
posteriormente  los  conceptos de  la  lógica  fuzzy o  difusa.  Se utilizará un único  esquema  de 
secuenciación en serie pasando el algoritmo hacia delante en una sola ocasión y aplicando en 
el  forward  pass  una  regla  de  prioridad  muy  habitual  basada  en  la  red,  la  SPT  (Sorhtest 
Processing  Time  rule)  o  regla  del  tiempo  de  ejecución más  pequeño  (min   jd ),  en  caso  de 
empate se tomará  la decisión de avance empleando  la regla del mínimo valor de  la etiqueta 
que identifica a cada actividad. 
Se  cumplen  las  condiciones    características  del  RCPSP  explicadas  en  el  apartado  3.6.  Se 
dispone  de  32  actividades,  30  del  problema más  la  actividad  ficticia  inicial  1  y  la  actividad 
ficticia  final 32; se cuenta con 4 tipos de recursos  1 2 3 4, ,  y k k k k . La disponibilidad máxima de  
recursos durante todo el proyecto por periodo de tiempo, es decir  por día, es para cada tipo 
de recurso la siguiente: 
     
1 2 3 4
max max max max12,   13,   4 y  12
k k k k
R R R R    [7.1] 
Además en el    J301_1.RCP, cada una de  las actividades, exceptuando  las  ficticias  inicial y 
final que no consumen ni tiempo ni recursos, se sirven durante su procesamiento de un único 
tipo de recurso. El resto de datos que ofrece la PSPLIB se encuentran en la Figura 12 31.  Debe 

















del  proyecto;  en  la  columna  “Job”  (actividad  en  inglés)  aparecen  las  distintas  actividades 
designadas con un número o etiqueta; la columna “Dur” indica la duración en días de cada una 
de  las tareas; “ES”  (Early Start) es el tiempo más pronto de empezar de  la actividad; “EF” se 
corresponde con el tiempo más tarde de terminar  la actividad;  la columna “Res” (Resources) 
hace referencia a  ,j kr  o cantidad de recursos necesarios para poder ejecutar  la actividad. Las 
celdas  de  color  verde  muestran  los  días  del  calendario  en  que  cada  actividad  debe 
desarrollarse.  Cada  uno  de  los  diagramas  representa  a  uno  de  los  4  tipos  de  recursos 
existentes en el proyecto, mostrando el orden en que  cada  actividad debe procesarse para 
cumplir  las  relaciones  de  precedencia  e  incluyéndose  dentro  de  cada  celda  la  cantidad  de 






1 0 2, 3 y 4 0 0
2 8 6, 11 y 15 1 4
3 4 7, 8 y 13 1 10
4 6 5, 9 y 10 4 3
5 3 20 1 3
6 8 30 4 8
7 5 27 1 4
8 9 12,19 y 27 2 1
9 2 14 1 6
10 7 16 y 25 4 1
11 9 20 y 26 2 5
12 2 14 2 7
13 6 17 y 18 1 4
14 3 17 2 8
15 9 25 1 3
16 10 21 y 22 4 5
17 6 22 4 8
18 5 20 y 22 4 7
19 3 24 y 29 2 1
20 7 23 y 25 2 10
21 2 28 4 6
22 7 23 1 2
23 2 24 1 3
24 3 30 2 9
25 3 30 1 4
26 7 31 3 4
27 8 28 4 7
28 3 31 2 8
29 7 32 2 7
30 2 32 2 7
31 2 32 3 2
32 0 ‐ 0 0







Job Dur ES EF Res 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
1
2 8 8 4 4 4 4 4 4 4 4 4
3 4 4 10 10 10 10 10
4 6 6
5 3 6 9 3 3 3 3
6 8 8 16
7 5 4 9 4 4 4 4 4 4
8 9 4 13
9 2 6 8 6 6 6
10 7 6 13
11 9 8 17
12 2 13 15
13 6 4 10 4 4 4 4 4 4 4
14 3 15 18
15 9 8 17 3 3 3 3 3 3 3 3 3 3
16 10 13 23
17 6 18 24
18 5 10 15
19 3 13 16
20 7 17 24
21 2 23 25
22 7 24 31 2 2 2 2 2 2 2 2
23 2 31 33 3 3 3
24 3 33 36
25 3 24 27 4 4 4 4
26 7 17 24
27 8 13 21
28 3 25 28
29 7 16 23
30 2 36 38
31 2 28 30
32 38 38












5 3 6 9
6 8 8 16
7 5 4 9
8 9 4 13 1 1 1 1 1 1 1 1 1 1
9 2 6 8
10 7 6 13
11 9 8 17 5 5 5 5 5 5 5 5 5 5
12 2 13 15 7 7 7
13 6 4 10
14 3 15 18 8 8 8 8
15 9 8 17
16 10 13 23
17 6 18 24
18 5 10 15
19 3 13 16 1 1 1 1
20 7 17 24 10 10 10 10 10 10 10 10
21 2 23 25
22 7 24 31
23 2 31 33
24 3 33 36 9 9 9 9
25 3 24 27
26 7 17 24
27 8 13 21
28 3 25 28 8 8 8 8
29 7 16 23 7 7 7 7 7 7 7 7
30 2 36 38 7 7 7
31 2 28 30
32 38 38












5 3 6 9
6 8 8 16
7 5 4 9
8 9 4 13
9 2 6 8
10 7 6 13
11 9 8 17
12 2 13 15
13 6 4 10
14 3 15 18
15 9 8 17
16 10 13 23
17 6 18 24
18 5 10 15
19 3 13 16
20 7 17 24
21 2 23 25
22 7 24 31
23 2 31 33
24 3 33 36
25 3 24 27
26 7 17 24 4 4 4 4 4 4 4 4
27 8 13 21
28 3 25 28
29 7 16 23
30 2 36 38
31 2 28 30 2 2 2
32 38 38











4 6 6 3 3 3 3 3 3 3
5 3 6 9
6 8 8 16 8 8 8 8 8 8 8 8 8
7 5 4 9
8 9 4 13
9 2 6 8
10 7 6 13 1 1 1 1 1 1 1 1
11 9 8 17
12 2 13 15
13 6 4 10
14 3 15 18
15 9 8 17
16 10 13 23 5 5 5 5 5 5 5 5 5 5 5
17 6 18 24 8 8 8 8 8 8 8
18 5 10 15 7 7 7 7 7 7
19 3 13 16
20 7 17 24
21 2 23 25 6 6 6
22 7 24 31
23 2 31 33
24 3 33 36
25 3 24 27
26 7 17 24
27 8 13 21 7 7 7 7 7 7 7 7 7
28 3 25 28
29 7 16 23
30 2 36 38
31 2 28 30
32 38 38





 Solución  con  datos  nítidos  según  la  lógica  clásica  respetando  precedencias  y 
limitación de recursos. 
Se  secuencian  nuevamente  las  actividades  teniendo  en  cuenta  las  restricciones  de  los 
recursos y las reglas de prioridad consideradas en la definición del problema. El makespan del 
proyecto aumenta de 38 a 57 días. En la Figura 18  se han reunido en un solo grafo los cuatro 
tipos de  recursos,  representando en el calendario  las distintas actividades  secuenciadas que 
realizan  cada  uno  de  ellos  y  donde  se  aprecia  la  cantidad  de  recursos  necesarios  para  su 
ejecución.  Las  cuatro  últimas  filas  del  cuadro  recogen  la  carga  diaria  de  cada  recurso 
procedente del sumatorio de las distintas actividades que se deben procesar. Al comparar con 
la  cantidad  admisible  de  cada  uno  de  los  tipos  se  comprueba  que  en  ningún momento  se 




1 2 3 4 5 6 7 8
1 1,3 1,3,7 1,3,4,7 1,3,4,7,9 1,3,4,5,7,9 1,3,4,5,7,9,13 1,3,4,5,7,9,13,18
0 0,4 0,4,9 0,4,6,9 0,4,6,8,9 0,4,6,8,9,11 0,4,6,8,9,11,14 0,4,6,8,9,11,14, 19
2,3,4 2,4,7,8,13 2,4,8,13 2,5,8,9,10,13 2,5,8,10,13 2,8,10,13 2,8,10,18,17 2,8,10
3 7 4 9 5 13 18 10






























2,8,16 6,8,11,15,16 8,11,15,16 11,12,15,16,19, 27 11,14,15,16,19, 27 11,15,16,17,19, 27 11,15,16,17, 27,29 11,15,16,27,29
2 6 8 12 14 19 17 29
















































11,15,16,27 11,15,16 15,16,20,26 15,16,26 16,25,26 16,26 16 21,22
27 11 20 15 25 26 16 21























































22,28 22,31 22 23 24 30 32













































































12 10 10 10 10 4 4 10 10 11 11 11 8 8 8 4 4 4 3 3 3 3 3 3 3 3 3 4 4 4 2 2 2 2 2 2 2 3 3
13
1 1 1 1 1 1 1 1 1 8 8 9 8 13 12 12 12 12 12 12 12 5 10 10 10 10 10 10 10 8 8 8 9 9 9 7 7
4
4 4 4 4 4 4 4 2 2





















































Las  actividades  y  sus precedencias  como  es  lógico,  siguen  siendo  las mismas que  en  las 
hipótesis anteriores, considerándose  las duraciones de  las actividades como números nítidos. 
Igualmente se mantienen el tipo de recurso que utiliza cada actividad pero ahora las unidades 
de  recurso por día  se  representan mediante un número difuso  triangular   ,j kr en donde  el 
núcleo son las unidades iniciales, y los soportes inferior y superior se obtienen aplicando a ese 
núcleo  un  coeficiente  de minoración  del  40%  y  de mayoración  del  20%.  La  disponibilidad 






apartado  6.2.2,  por  tanto  las  disponibilidades  máximas  quedarían  según  se  indica  a 
continuación: 
                
1 2 3 4
max max max max12,12,12 ,   13,13,13 ,   4,4,4  y  12,12,12
k k k k
R R R R    [7.2] 
sop.inf núcleo sop.sup
1 0 2, 3 y 4 0 0 0 0
2 8 6, 11 y 15 1 2,4 4 4,8
3 4 7, 8 y 13 1 6 10 12
4 6 5, 9 y 10 4 1,8 3 3,6
5 3 20 1 1,8 3 3,6
6 8 30 4 4,8 8 9,6
7 5 27 1 2,4 4 4,8
8 9 12,19 y 27 2 0,6 1 1,2
9 2 14 1 3,6 6 7,2
10 7 16 y 25 4 0,6 1 1,2
11 9 20 y 26 2 3 5 6
12 2 14 2 4,2 7 8,4
13 6 17 y 18 1 2,4 4 4,8
14 3 17 2 4,8 8 9,6
15 9 25 1 1,8 3 3,6
16 10 21 y 22 4 3 5 6
17 6 22 4 4,8 8 9,6
18 5 20 y 22 4 4,2 7 8,4
19 3 24 y 29 2 0,6 1 1,2
20 7 23 y 25 2 6 10 12
21 2 28 4 3,6 6 7,2
22 7 23 1 1,2 2 2,4
23 2 24 1 1,8 3 3,6
24 3 30 2 5,4 9 10,8
25 3 30 1 2,4 4 4,8
26 7 31 3 2,4 4 4,8
27 8 28 4 4,2 7 8,4
28 3 31 2 4,8 8 9,6
29 7 32 2 4,2 7 8,4
30 2 32 2 4,2 7 8,4
31 2 32 3 1,2 2 2,4








Se  deben  comparar  las  disponibilidades  necesarias  por  día  con  las  cargas  máximas 
disponibles de acuerdo a  [7.2]. En base a  la Figura 18,  las distintas cuantías   por periodo de 
tiempo o día de cada tipo de recurso quedan reflejadas en el siguiente cuadro, considerándose 
como núcleo de  los   números difusos  la cantidad correspondiente a  la suma de recursos por 








R ,  con  la mayor 
cantidad necesaria por ejemplo de  1k , es decir    6'6,11,13'2D , se afirma que   1maxkD R . Al 
representar  gráficamente  ambos números, por  semejanza  de  triángulos  se  obtiene un  alfa‐
corte  α=0.54 donde   estos  interseccionan, observando que entre  los alfa‐cortes de 0 a 0.54 
existe una  zona  sombreada que pertenece al  intervalo  [12,13’2] de cantidad de  recursos en 
donde se sobrepasa  la carga máxima del recurso  1k ,    incumpliéndose por tanto  la  limitación 
del recurso  1k  al no permitir la nitidez de 1maxkR ningún grado de imprecisión. Lo mismo ocurriría 
para el resto de cantidades marcadas en gris en la Figura 20. 
 
Figura 21: Representación gráfica Número Nítido  C  y Número Difuso D . 
Se va a continuar trabajando en este 3º supuesto  secuenciándose  nuevamente el proyecto 
pero  decidiendo  que  la  suma  de  las  cargas  diarias  no  superen  el  límite  rígido  de  la 
i n s i n s i n s i n s
6,6 11 13,2 7,8 13 15,6 2,4 4 4,8 7,2 12 14,4
6 10 12 7,2 12 14,4 1,2 2 2,4 4,8 8 9,6
4,8 8 9,6 6 10 12 4,2 7 8,4
2,4 4 4,8 5,4 9 10,8 3,6 6 7,2
1,8 3 3,6 4,8 8 9,6 3 5 6
1,2 2 2,4 4,2 7 8,4 1,8 3 3,6


























disponibilidad máxima siendo para cada uno los tipos  1 2 3 4, ,  y k k k k  respectivamente  (6,10,12), 
(6,10,12),  (1’2,3,3’6)  y  (6,10,12).  Obviamente  se  está  cambiando  el  caso  porque  lo  que 
realmente  se hace es marcar  como punto de  referencia unos  límites  inferiores a  los que  se 
tenían  inicialmente, pero vamos a ver qué sucede para mostrar cual sería el procedimiento a 
seguir manteniendo la consideración de unas disponibilidades máximas nítidas. Por una parte 











1 2 3 4 5 6 7 8
1 1,3 1,3,7 1,3,4,7 1,3,4,7,9 1,3,4,5,7,9 1,3,4,5,7,9,13 1,3,4,5,7,9,13,18
0 0,4 0,4,9 0,4,6,9 0,4,6,8,9 0,4,6,8,9,11 0,4,6,8,9,11,15 0,4,6,8,9,11,15,20
2,3,4 2,4,7,8,13 2,4,8,13 2,5,8,9,10,13 2,5,8,10,13 2,8,10,13 2,8,10,18,17 2,8,10
3 7 4 9 5 13 18 10






























2,8,16 6,8,11,15,16 8,11,15,16 11,12,15,16,19, 27 11,14,15,16,19, 27 11,15,16,17,19, 27 11,15,16,17, 27,29 11,15,16,27,29
2 6 8 12 14 19 17 29



































11,15,16,27 11,15,16 15,16,20,26 15,16,26 16,25,26 16, 26







































































12 10 10 10 10 4 4 10 10 7 7 7 8 8 8 8 4 4 4 4 3 3 3 3 3 3 3 3 3 4 4 4
13
1 1 1 1 1 1 1 1 1 8 8 9 8 8 7 7 7 7 7 7 7 5 5 5 5 5 5 5 5 5 10 10 10 10 10 10 10
4












































Al  introducir  la  Actividad  26,  la  cual  necesita  4  recursos  para  su  ejecución  volvemos  a 
tropezar con otro problema, para poder seguir se debería reducir el número de recursos de la 
Actividad  26  a  3  ud/día  como máximo  y  en  consecuencia  se  alargaría  la  duración  de  dicha 
actividad; otra posibilidad sería el aumentar  la carga máxima admisible del recurso  4k  como 





máximas por  tipo de  recurso  calculando  los  soportes  inferiores  y  superiores aparecen en  la  


















(i,n,s) 6,6 11 13,2 7,8 13 15,6 2,4 4 4,8 7,2 12 14,4
baricentro










Ordenación nº difuso <  nº difuso = nº difuso = nº difuso =

























 Tratar  la  imprecisión  de  las  cargas  de  los  recursos mediante  la  lógica  fuzzy 
combinándola con unas  limitaciones o restricciones de recursos nítidas genera 
conflictos en  la planificación que afectan a  las decisiones a  tomar para poder 
solucionar el problema. 
 No se encuentra  inconveniente en considerar  las  limitaciones y cantidades de 
recursos como números difusos, consiguiéndose los mismos resultados que con 























Cada  proyecto  de  construcción  es  único,  las  actividades  que  lo  forman  deben  ser 
gestionadas  desde  su  origen  cuando  son  planificadas  hasta  su  finalización.  Esta  gestión 
requiere de la experiencia de los jefes de proyecto para conseguir con éxito los objetivos que 
se  persiguen,  pero  su  dificultad  va  aumentando  en  función  de  la  cantidad  de  trabajos  a 
realizar,  las  combinaciones  y  secuenciaciones  se  pueden  llegar  a  complicar  tanto  para 
encontrar  una  solución  adecuada  que  las  herramientas  tradicionales  no  son  suficientes, 
debiéndose recurrir además de a los conocimientos en construcción, a técnicas matemáticas e 
informáticas,  de  esta  manera  los  problemas  son  tratados  como  modelos  matemáticos 
intentando solucionarlos mediante programas informáticos.  
Los recursos necesarios para la ejecución de las actividades son una parte importantísima a 




la  imprecisión aplicada a  las duraciones   de  las tareas o con  la  incertidumbre sobre recursos, 
no se tiene conocimiento de experiencias sobre la imprecisión en los recursos. 
Tras profundizar en  los  supuestos aplicados a un problema estándar RCPSP,  se  llega a  la 
conclusión de que  la combinación de  la  lógica clásica y  la difusa puede  llevarnos a soluciones 











 Clasificación detallada e  íntegra de  los algoritmos existentes en  la  literatura para 
resolver los problemas RCPSP relacionados con el sector de la construcción. 
 Elaboración  y  análisis  de  distintos  algoritmos  para  optimizar  las  soluciones 
obtenidas tras la aplicación de la lógica fuzzy a la limitación de recursos. 
 Aplicación de la lógica difusa en la nivelación de recursos. 
 Realización  de  estudios  comparativos  sobre  el  tratamiento  de  los  recursos 









estocástica,  es  decir,  entre  la  teoría  de  las  posibilidades  y  la  teoría  de  las 
probabilidades. 
 Investigación  de  la  limitación  de  recursos mediante  el Método  del  Principio  de 
Extensión  de  Zadeh,  justificando  la  dificultad  que  presenta  la  programación  al 
aplicar este método. 
  Implementación  de  las  investigaciones  a  un  caso  real  de  un  proyecto  de 
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