Abstract
Introduction
A whole generation of research on face-to-face advisory services concludes that the presence of IT during encounter interaction shall be at minimum. Enforced or exhaustive usage of a computer may corrupt conversations [1] , [2] , hinder relationship building [3] , and require longer and more intensive tuning in [4] . However, automated processing and documentation bears chance to reduce the pre-and post-processing overhead for the advisors [5] , and enhance the transparency and persuasiveness [6] - [8] . Consequently, researchers made significant effort to hide the computer and to integrate the automated processing as much as much as possible with existing practices [9] , [10] .
Accordingly, the few successful systems [9] preserve the conventional character of advisory services as instances of institutional talk. This may cause wider adoption of IT but limits the opportunities for innovation. According to this concept, IT in service encounters remains a passive tool and advisor is the one who operates it. A computer resembles and replaces brochures or paper documents. This vision makes too little space for novel features: IT's potential to process complex information in seconds remains unused.
The recent development and diffusion of voicebased assistants and AI offers an alternative vision. Instead of reducing IT to advisor's tool, we envision an AI-based system able to interact with the advisors and advisees. For instance, it could generate recommendations on its own and communicate them to the participants. The fast progress concerning virtual assistants is likely to soon make companies and research institutions experiment with them in service encounters. This manuscript explores the potentials of this vision.
This manuscript asks the following question: What do advisors and advisees expect from an virtual assistant in an advisory service? The study uses 24 interviews and a workshop on financial advisory encounters at a bank to answer this question. The results show that virtual assistants bear potential to improve advisory services. However, it points to differences concerning how potential bank customers and how bank advisors see the identity of a virtual assistant in such encounters. The manuscript unveils controversies to be addressed before virtual assistants can enter the stage.
The collected insights point to a range of factors that may play a role for appropriation of virtual assistants in such institutional talk instances as face-to-face advisory services. This contribution adds to the previous knowledge on the design of advisory service support systems and to the emerging discourse on computer as teammates, while extending it to the service area. Designers can benefit from better understanding of problematic choices and how those relate to the context of interaction. Service scientists learn about service characteristics that seem most important to advisees and advisors. Finally, researchers approaching the topic of virtual assistants can learn about potentials existing in the area of institutional talk. Overall, practitioners and academia can benefit from the identified tendencies.
Related Work

Interaction in Advisory Services
Advisory services are instances of institutional talk. They embrace a conversation between two actors following their organizational identities. The advisor tends to dominate in verbal and material interaction. She also controls the IT and access to the material [10] . Both, the advisor and the advisee behave according to generic scripts that characterize the adequate and appropriate interaction [10] , [11] . This affects the turn taking (Who is allowed to speak when? Who distributes the right to talk?), overall structural and sequential organization (What parts does the interaction consists of? What utterances form acceptable reactions to what other statements?), lexical choice (What words do the participants use? How do make lexical choices?), and the expected differences between participants (Who knows more about what topic?) [12] . Accordingly, advisory services rely implicit rules and roles.
Financial advisory encounters are instances of institutional talk: they involve advisor representing the bank and the client acting towards his own goals; normally, the bank advisor controls the right to distribute turns, acts as host, and drives the interaction [10] , [11] . The interaction sequence is characterized, to large extent, by question-answer adjacency pairs [13] and the literature argues for existence of specific modes or phases which are characterized as information collection, information provision and recommendation oriented at reduction of knowledge differences between the interlocutors [14] , [15] . Overall, financial advisory services are well specified type of interaction, in which the advisor and the advisee both have their obligations and expectations, which originate from the shared scripts of this encounter type. However, it remains unclear, how a virtual assistant should be designed to dovetail with the expectations people have of an advisory service and how to blend in.
Recent studies approach the topic of material organization of advisory services. They identify ways in which the above mentioned roles reflect in usage of materials and documents [10] , [16] . The advisor's dominance and control in verbal space correlates with her dominance over the space and access to material and tools -she is the one to structure and order the interaction space [10] . The documents she uses help structuring and segmenting the encounter [10] , [16] . Overall, the advisor controls the access to the available tools and decides on their usage in the encounter. Impression management has been identified as a rationale for this strong dominance concerning the material and tools: advisors, even though sometimes implicitly, want to offer an experience to the advisee, which causes him to consider the advisor and the bank as orderly, trustworthy and transparent [10] . Additionally, documents and tools often carry specific meaning which goes beyond their content or form: they stand for abstract concepts and thus enable embodied interaction with otherwise virtual things [10] . Virtual assistants using solely voice-based user interface are likely to interfere with the existing configuration: Are they a material, physical resource? Are they a tool the advisor has control of or are they, maybe, a shared resource?
IT in Advisory Services
Previous research on IT support in advisory services approached those and similar questions with regard to more conventional technologies. A whole research program investigated design and usage of touch-based interfaces for advisory services [3] , [5] - [7] , [9] , [17] . Particularly for the use during the financial advisory services, the proposed designs evolved from systems based on touch-tables filling the whole interaction space [3] , [6] , over table-tops which took less space [1] , [17] and tablets which could be used as private or shared devices [13] up to approaches using augmented reality and enabling to hide the computer altogether and return to paper-based modes of interaction [18] . Overall, many approaches were considered for advisory services.
The research has shown that a dominating presence of technology may have negative effects concerning the relationship building [3] , unintendedly enforces a process or a set of actions simply by visualizing it thus generating a feeling of coercion [6] , [17] , changes the sequential character of the encounter by extending the tuning-in phase [4] , or simply generates situations in which the advisee is unsure whether the advisor is receptive to his verbal contributions or not while working with IT [1] . Those unwanted effects were shown to distract the character of the encounter, destroyed the natural flow of the conversation (while, e.g., creating phases of formfilling-like interaction [17] ) and hampered the impression management and rapport building [3] , [4] . Overall, the previous research again illustrates the importance of material and embodied interaction for smooth institutional talk experience in advisory services.
However, the solutions proposed in the past offered improvements as well. They were shown to enhance the transparency of the financial encounters [6] , lead to more intensive exchange of information and better knowledge transfer [13] , [19] , and enhanced the overall satisfaction with pragmatic and hedonic elements of the service [18] . Beyond the financial domain, the tools helped establishing more effective advisory practices leading to empowered advisors [20] , enhanced persuasion [7] , [8] , more joyful interaction between the interlocutors [21] and better in-process documentation [5] . Virtual assistants have potential to extend this, while giving the computer access to the verbal communication between the advisor and the advisee.
Many negative effects reported in the previous studies could be attributed to unintended changes in the implicit scripts driving the service encounters [1] , [17] . This points towards possible issues to occur when virtual assistants will enter the stage. While the previous systems were all designed as passive and deterministic tools. Those systems were active during use and their actions were largely predictable [5] , [9] , the use of virtual assistants adds to the complexity. They are agents and not tools -they could activate themselves without explicit request but based on the inferred state of the conversation and they produce output based on probability. Consequently, the design of virtual assistant advisory services requires much care and awareness of the highly sensitive matter.
However, virtual assistants offer potential improvements. Previous systems needed either an explicit input through touch, keyboard or analyzed the notes advisors created on paper or on tablet [1] , [22] . The captured verbal conduct could enhance documentation as well as offer new interaction paradigms with the system. Furthermore, through access to data and ability to process it automatically, a virtual assistant can dynamically extend the knowledge base of information available in the conversation. Thereto it can integrate sources of knowledge, advisor does not have access to or it would be timecostly to consult them during the service. Finally, through voice production, a virtual assistant could offer a new way of presenting information, unavailable before. A virtual assistant as envisioned here can be compared to the systems available on the market like Apple's Siri, Google Assistant or Amazon Echo, with the essential difference that it is suited to be used in conversations (rather than single user scenario), which it listens to, transcribes and uses as a source of inference, and with access to specific bank's data apart from openly accessible sources.
Virtual Assistants in Collaboration
The idea of including virtual assistants in collaboration has been discussed for years [23] . However, recent improvements in technology as well as development and innovation offensive of large companies like Microsoft [24] has fueled the discourse again [25] . The research discusses opportunities that follow from positioning computers as teammates rather than tools [23] , [25] and claim large potential for the organizations and for the users. This trend sets on a hybrid solution as opposite to the discourse on replacing humans by machines and references to such developments as Industry 4.0 or co-creation in services [25] . This is in line with earlier research claiming that humans attach human qualities to pieces of technology around them [26] and can involve a switch of paradigms from Heideggerian postilion which postulates that technology dissolves in human practices and becomes equipment defined through its usage rather than through its qualities [27] , [28] .
Simultaneously, research analyzing interaction with existing virtual assistants explicate how a multi-party collaborative behavior emerges when Siri or Alexa is used in a group setting [29] , [30] . Actions involving virtual assistants are accountable to other humans such that they involve in the interaction through bodily and verbal reactions [30] , thus generating a multi-party interaction -a social conduct, being together. This is so even though the off-the-shelf virtual assistants are set primarily for a dialogue situation with a single human. Research in human-robot interaction addresses low-level aspects of coordination in multiparty conversations [31] , [32] as well as high-level determinants of satisfying communication between humans and robots, such as rapport-building or empathy [33] - [36] . In particular, several studies make efforts to create virtual agents for service tasks able to engage in multimodal (e.g., voice, gaze, mimics) communication with a client that transfers friendliness, rapport or expertise [35] , [36] . However, the literature still lacks an understanding of how virtual agents can be integrated into service encounters lead by a human, as opposite to the ones where the robot takes on the role of service provider. Furthermore, while the studies identify low-level patterns of interaction typical for services and implement them, they do not explicitly address the obligations and expectations that follow from the scripts typical for institutional talk.
Method
To explore the challenges and potentials virtual assistant in institutional settings, this research employs a qualitative paradigm. Given the focus on the financial advisory services, it is designed to collect opinions from individuals who experienced financial advisory encounter. Furthermore, given the highly creative and visionary topic, it employs several techniques to put the subjects into position of generating new ideas rather than reporting. And, of course, it aims at collecting input from both sides of the financial advisory service, i.e., from advisors and from the advisees.
In particular, to collect input from advisees we interview 24 individuals who participated in advisory service simulation. The participants were acquired through an invitation on a university announcement page used widely to attract participants for scientific studies. The participants were on average 31 years old (min. 21, max. 62) and came from a variety of professional backgrounds (including nurses, students, controlling-employees, quality management officer, etc.). Ten subjects were female, 14 -male. All participants attended to two advisory services, one supported with a prototypical tablet-based advisory tool and one without any technological support. The order was permutated. The system was designed in accordance with the design principles available in the literature [10] , [17] -it did not implement a virtual assistant. Instead, it offered screens for visualizing and manipulating information advisor provides to the advisee. Based on this experience, the subjects could identify differences between services with and without IT and were made sensitive to the changes in the interpersonal dynamics.
The advisory services were conducted by real advisors from a local Swiss bank -each test advisee received both services from the same advisor. After attending to the service encounters, the test advisees were invited to an interview where they reflected on the differences they observed. To put them into the position to think creatively about potentials and challenges of virtual assistant, they were confronted with ideas on how the presented tool could be extended with qualities of a virtual assistant (answering knowledge questions based on the context, providing a written report upon the completion of the service, listen to the conversation and enter when appropriate). Additionally, a researcher presented a small carving on how the virtual assistant could look like. The advisees were asked a number of questions concerning their vision of an advisory service involving use of such an assistant. In particular (1) they should identify situations in the services they attended, where such assistant could generate an additional value, (2) they should describe how the interaction with the virtual assistant would look like in those situations, and (3) they should explain their motives for specific design suggestions. Additionally, they were asked some follow up questions to specify the ideas, to attach a label or name to the envisioned virtual assistant or encouraged to play through a simple interaction together with the interviewer. Overall, the client interviewees were put in a position to relate to a recent experience of financial services, as well as induced to switch from a reflective to a creative and visionary mode. This resulted in 24 recorded interviews. Subsequently, the interviews were transcribed and coded to identify repetitive ideas and dominating fears or concerns. The coding followed the bottom-up manner and focused on ideas (to identify those which appear across the data set), general perceptions and experiences regarding virtual assistants (to understand subject's background), and references to the scripts, obligations and expectations towards an advisory service supported with a virtual assistant (to understand how they may change).
To collect advisors' opinions and envisioned interaction, we launched a workshop with 8 participants including two advisors, two advisory service experts, and four university members. The workshop format should establish a creative atmosphere for the advisors and encourage them to freely talk about potential visions and problems. The workshop included a short introduction on the currently available virtual assistants including a demo of Alexa Echo to provide a common starting point and make the participants aware of potential interaction styles. The main part of the workshop consisted of a design session, where two teams (each team had at least one advisor and one expert) were asked to design an advisory session in which a virtual assistant is used. They were informed that later on they will role play the designed session, such that the advisor will take on her professional role of the advisor and a university member will act as a client. Given the fact that Alexa Echo does not possess skills relevant for an investment advice (e.g., calculating potential risks), another team member was instructed to act as the virtual assistant according to the scenario prepared by the team. The same members were also instructed to mimic usability problems of the Alexa which have not been foreseen in the scenario. This shall guarantee for an experience, which would resemble an interaction with a probabilistic system. After the simulation role play, the participants discussed their experiences and design decision implemented in the simulated advisory encounter. The whole workshop was audio recorded to allow for the analysis of intermediate (e.g., made during design phase) as well as final statements. The simulations were video recorded to allow for an analysis of interaction dynamics within the simulations. The material was analyzed according to the multimodal analysis practice [37] . Overall, the collected material produced a set of relevant statements from the advisees and from the advisors.
Results
Client interviews
The client interviewees offer a range of interesting thoughts on how an assistant could support a conversation between the advisor and the advisee in a service encounter. In particular, they identify two main attributes of the assistant: the ability to make judgement based on large data sets as well as the ability to provide additional information and quick calculations. A client puts it like that: "It could make a prediction [ 
Simulation workshop
The advisor's opinions collected in the workshop confirm the potentials pointed out by the clients. An advisor, already before the design and simulation parts of the workshop explains the value of access to external data: "We always prepare and take
certain documents with us, but the conversations create new needs, new ideas. And if you can then query via assistant and can also visualize directly, I think the customer can get much more out of it and the advisor can offer also much more individualized advice with a very little time. Because you have everything available" (A1). Confronted with the question if the external information could generate dissonance on the client's side or even compromise on the advisor's advice, she responds: "Not if you are a good advisor. I think that's a coexistence. And if you can use all these tools properly, you will increase the output of your work and you will become more efficient. And in the end, the customer benefits, he is happier. And then really is a win-win situation […] Yes, that makes you a translator. You have to explain to the customer in his words what the assistant generated as output. And that is the competence of the consultant" (A1). The other advisor extends this by saying: "And you can really underpin your words and explain 'Look, I'll tell you that now, that's because here and here…'" (A2)
. This comment points to the general tone of the statements: it is important for the advisor to speak the last word. However, the advisors also see potential for documentation and would even see direct potential for using it in the conversation: "It could even help regarding legal and compliance when it's all recorded. You may be able to review the conversation with the customer: 'We have discussed all this and that' and then create an automatic summary that can be printed out" (A2). Overall, the advisors see potentials and use scenarios compatible with those illustrated by the clients in the interviews. However, the advisors also stress the fact, that this external information cannot be left without commentary from them and that it should be use as a chance to involve the client in a further discussion.
When designing the role play, the advisors and experts (distributed across teams) discussed the way for interacting with the virtual assistant and for establishing its presence during the advisory service. An advisor explains how he would proceed about opening the encounter: "Before I go into a room, I would certainly make the customer aware. ' (A1) . Hypi was the name, this advisor assigned to the virtual assistant. Overall, the advisors proposed a pretty dynamic, speech and visualization-based interaction with the assistant. During the role-play the advisors behaved accordingly with specific micro-behaviors: when addressing the assistant (whose voice and output was, as explained, mimicked by a university member), they were turning their heads up, to the side, or to the specimen standing for the assistant in the situation. Additionally, even those in planning phase, they often cited requests to the assistant, by putting its name at the end of the sentence, during the actual simulation, they always put the assistant name first. Which resulted in "Hypi, do you agree that Mister Whatever is well insured?" or similar requests. Overall, the advisors and also the university members enacting the advisees conducted the role play with a mixture of improvised and predefined sequences.
The information collected after the simulation was throughout positive and confirmed or even strengthened the statements collected before. An advisor expresses his positive attitude the following way: "I was actually very surprised about how fluent the conversation went.
Even though Hypi was making problems now and then, it was still more fluent and enjoyable than a standard conversation, when I would need to look up the information online using the computer. (…) I was relaxed and could concentrate more on the client. I liked it" (A1).
Another advisor was confirming the feeling and even was more convinced about the necessity to keep it running throughout the advisory session: "I think it's important it listens continuously and knows the context.
There could be small switch somewhere to disable this when the client explicitly wishes to, but otherwise I wouldn't even suggest it to them" (A2). However, they also acknowledge there is another side to that: "But then again, I can well imagine [...] to what extent such a language assistant can be a problem again. Because financial matters have always been a problematic thing: People do not like to talk about it publicly. And then there is that device that listens to it" (A2). They also noticed limitations for themselves: "You need to improvise, especially when you do not know if it heard your request or not. It needs to be clear. But sometimes such a break can be useful -it's anytime shorter than when you need to look up things online with a computer" (A1).
Overall, the simulation itself offered a confirmatory evidence to the statements advisors made ahead of it. However, it also made clear, that not every contribution from the assistant is acceptable to the advisors -on a proposition that the assistant could introduce relevant questions to be asked or suggest topics to be discussed an advisor argues clearly against it: "I wouldn ' 
t like it to say things like that. I should control it. It's my competence to know when to ask for additional information or make an offer. This could be on the tablet or the table with some markings, invisible to the client, but without interrupts" (A2).
The argumentation often refers to how the situation better looks to the client: this refers to the fluency of interaction but also to what is visible and how. Table 1 summarizes the opinions collected in the interviews and during the workshop. It points to a difference between the clients, who prefer a hidden or disappearing assistant integrated into the conventional situation, and advisors, who argue for a visible and more active (but not proactive) assistant.
Discussion
The results make clear that introducing a virtual assistant in the institutional talk poses risky challenges. The clients see potentials of introducing an additional assistant in the setting: a second independent opinion or access to wider information sources. However, having a third potentially active entity in the setting may cause confusion. The interview participants provide visions, in which the virtual assistant is hidden, can be accessed only by the advisor or can enter the stage only after a discussion between the human actors. Few of them propose a path in which the assistant could altogether replace the advisor. What unites the statements is the reference to the script of the advisory setting and the notion that this script does not foresee a clear role for another, third party. Consequently, the clients tend to push the assistant into the responsibility of the advisor: they propose various interfaces on how the advisor could interact with the assistant and see her in the responsibility of moderating or mediating. Instead of envisioning a team of three partners with direct interfaces between each other, they propose a dyadic structure: client and advisor, where the latter may consist of human and virtual assistant or just any of them.
A dyadic configuration roots deeply in the character of institutional talk. Actors in an institutional talk act on behalf of their institutional identities and the script of an advisory encounter foresees primarily two identities: an independent client and an advisor who represents the service provider (in case of financial services, a bank) [4] . In that sense, the responses from the clients are expressions of a try to attach an institutional identity to the virtual assistant. While some see the potential of providing a data-driven, independent third party, others settle on the known identities and attach the virtual assistant to the advisor. In fact, even those interviewees who see a potential for a third role, relativize it: they say, it would be probably the bank who provides the data and, thus, can control the assistant. Overall, the clients tend to implicitly or explicitly position the assistant as sharing the institutional identity with the advisor.
Consequently, to allow for an equal and team-like interaction between the advisor, the client and the virtual assistant, the frames of institutional talk need redefinition. In particular, the new configuration requires an independent third source of an institutional identity. In simple words, whereas the client speaks for himself and the advisor for the bank, there needs to be a third authority behind the virtual assistant. This might be the provider of a knowledge base consisting of a large number of cases or of a separate prediction. A bunch of such independent authorities has been already present in financial advisory encounters. The advisors often mention the market supervisory authority as a source of rules that govern the process and criteria for mortgage or classification of investment products. They also refer to property pricing models from independent organizations, they need to consult to assess the actual value of a house. Furthermore, in investment advice, they refer to independent comparison of product performance. The references may have only verbal character, but often they materialize: the advisor may use a printout which clearly shows it is not issued by the bank or may point to a citation in the bank's own brochures. In investment advice, they sometimes consult known online broking websites for data about specific stocks or derivates on the computer. All those identities already exist in financial advisory encounters and in other institutional settings. Accordingly: a virtual assistant could easily borrow identity from an independent organization and thus make it easier for the clients to accept it as a partner.
Interestingly, the workshop with the advisors shows that advisors are not afraid of dealing with external sources of information in the advisory setting. Advisors' statements during the simulation workshop point into a different direction. They reason while referring to their daily practice of using external sources in advisory services and to how it may impact the impression it makes on the client. In particular, they see that a virtual assistant opens possibility to integrate the use of external sources into the ongoing interaction, without the necessity to interrupt the conversation to search for the information online. Caring about this impression of an organized, well prepared service, with little necessity to improvise has been previously described in context of the material performance of financial advisors [10] . We argue, that the same rationale gets expressed here as well: an advisor who uses a computer to search online for the necessary information does not appear to the client as responsive enough to maintain the conversation [1] , therefore both participants focus on the improvised search over a longer time than if the question is forwarded to an assistant. Simply put, redirecting a surprising question to a virtual assistant reduces the improvisation character and provides more time for relationship building with the client [3] . This allows the advisor to turn the focus away from the technology.
Still, the advisors feel responsible for introducing the assistant to the client. what most client interviewees were proposing: advisors want the assistant to be clearly visible, to take space and time during the interaction. The advisor's argumentation goes towards more natural interaction and, in fact, the behavior of the participants is in line with this. In the simulations, they were turning their bodies or heads towards the physical representation of an assistant. We argue, that those propositions go in line with the advisor's interest to maintain the right impression in the advisee [10] : clear differentiation between the advisor and the assistant can help the advisor make her own standpoint clear and diverse from what the assistant suggests.
While the advantages concerning impression management and conversation fluency were discussed most, advisors identified a range of further application scenarios. In particular, process suggestions or possibilities for cross-selling could improve the service, however, should be hidden from the client. Advisors' argumentation approaches the competence and impression again: while showing missing knowledge of a stock rating is acceptable, forgetting about a relevant question seems problematic, such that the advisors would not like the advisees to notice it. Translating knowledge-related content seems acceptable to the advisor, while translating (and thus explicating) elements of the process goes beyond their understanding of the role of a translator. The advisors prefer to keep control over the situation in this regard, alike they kept control of turn taking during the simulations. This relates clearly to their institutional position in this setting -bank representative and, at the same time, the host and moderator [10] , [11] . Overall, there seems to be areas where the assistant can have its own voice and make contributions on its own, but there are taboo topics, which it should not address in a loud manner in front of the client. Those include process suggestions and should be made as invisible as possible, but accessible to the advisor when needed.
The discussion of the observations makes clear, that a designer approaching the topic of virtual assistants in institutional talk needs to consider several essential features concerning the social position of the assistant. Table 1 points out how different the opinions are. It seems that client prefer less social presence of a virtual assistant while the advisors see more potential and thus accept its stronger presence. Whereas previous research on the perception of technology as social actors postulated that humans attach human and social characteristics, such as intentions, to technology [26] , this research makes clear that they may wish for technology design that suggests the human character in a more or less explicit manner. This contradicts the previous research on supporting advisory services, which claimed that hiding technology is the ultimate direction of development to make the conversation more fluent [1] , [4] and to establish space for rapport building [2] , [3] . As the opinions from the workshop suggest, turning the assistant into a third actor, may actually generate the same effect. However, as interviews point out, there is a large portion of reservation towards virtual assistants attached to the script of institutional talk. Consequently, embedding virtual agents into situations like this needs further research and guidance.
The results and their interpretation lead to a set of suggestions that may help with embedding virtual assistants in the institutional talk settings: (1) The virtual assistant requires its own institutional identity different from the ones attached to the human participants. In order to offer a consistent experience of an institutional setting, the virtual assistant requires an independent and clear identity it represents. Sharing identity with any side moves it to the position of a human participant's tool rather than a team member. As a tool or the Heideggerian equipment [27] it is expected to disappear in the situation rather than making contributions on its own [28] . But the switch to virtual assistants may imply switch in the Heideggerian perspective on technology use as well: the dissolving in the situation may occur due to taking on human-like characteristics. In this case, the technology would become an element of social conduct rather than equipment. In particular, in financial encounters, the virtual assistant could represent the market supervisory authority, a service assessing the property value, or an independent investment specialist. Discussions of the assistant's physical form and presence require clarification of the identity. ( 2) The virtual assistant should not make the dynamics of an institutional encounter explicit. The institutional talk relies on a set of implicit assumptions, conversational rules and processes. Knowing about them may help the virtual assistant process the information in the right manner. However, making the implicit practices and processes explicit has been already previously shown to disturb a natural interaction in advisory encounters [6] , [17] . The same holds for virtual assistants. If a virtual assistant signalizes a cross-selling opportunity or a question to be asked, in fact, it offers a microform of process guidance. In financial advisory services, it disturbs the conversational flow in two ways: it takes the process competence away from the advisor (thus changing his institutional identity) and it does not leave space for the intuitive choices of participants. In the envisioned scenario, process guidance was accepted only in form of a semi-visible, content-free signal that unveils its content after request. (3) The virtual assistant requires a physical representation that fits its identity. The institutional talk is often described in terms of its material character [10] , [16] , where documents and items represent complex but essential concepts, while also being tools for managing the interaction in terms of focus or turn taking. Introducing an invisible actor hampers making unambiguous physical reference. In the financial advisory encounter, the advisor should be able to make an explicit deictic reference especially when integrating information from the agent into her narrative or when making clear, who has the right to take the turn.
Overall, institutional talk encounters posit a specific challenge to the machine-as-teammates concept. The challenges go beyond the standard questions concerning the division of labor between a human and a machine based on their critical skills [23] , [25] and cannot be reduced to the use of conversational agents or assistants in any multi-party conversation [29] . While coordinating multiparty conversation involving a robot is a prerequisite [31] , [32] , the current study explicates the turn-taking and rights-distribution issues of service encounters to be obeyed. Also, while it is essential to address empathy or friendliness between robots and users [33] - [36] , this study emphasizes, that this cannot interfere with rapport building between participants. In particular, the dynamics of institutional talk generates issues related to the identities attached to the participants and how they manage impression and impact the impression management practices of others. Addressing these challenges seems worthy given the potentials of virtual assistants: better and more comprehensive documentation from the conversation transcript rather than notes; more fluent conversation thanks to delegation of online search tasks; more time for rapport building and mutual understanding; easier compliance with regulatory demands concerning decision traceability.
Limitations and conclusions
The results and the derived insights do not come without limitations. This paper has, clearly, an exploratory character and there are steps left for follow up research projects. First, confronting the potential users with a system able to process conversations could produce more valid results. So far, the insights rely on the assumption that interviewees as well as the participants of the simulation workshop possess enough imagination to identify issues and potentials in hypothetical rather than real situations. Second, extending the analysis to interviews and workshops with further advisors from financial realm and beyond this could provide better explanation for their attitude and generate even more diverse standpoints. Third, consulting management and lawyers is necessary to identify organizational and juristic burdens for including virtual conversational assistants in the interaction with clients. Fourth, the internal validity of the analysis could be enhanced through involving more researchers and relying on the inter-subjective derivation of insights. The authors acknowledge the fact that the current article certainly makes several unusual claims following from its theoretical underpinning. Ultimately, the proposed design suggestions should be validated through design of a system and application in practice. However, and this is clearly the central limitation to the current study, we refer to technology which does not exist yet in the form envisioned here and it remains open, whether this technology can offer the necessary accuracy and features.
Overall, this article demonstrates chances and challenges regarding the introduction of virtual assistants into institutional setting at the example of financial advisory services. The provided guidance shall drive design efforts in related fields and point the involved researchers and practitioners to relevant factors beyond the issues of technical practicability and business viability. It extends the emerging discourse on machines-asteammates in IS and computer-supported cooperative work to the topic of institutional talk -the article applies knowledge of institutional talk to the concept of virtual assistants. This can inform further behavioral and design explorations, which will surely occur, given the demand and interest from the organizations. Additionally, this article extends the focus of institutional talk discourse beyond its traditional scope: it explicates how deeply the institutional talk resides in clients and how this framing drives perception of new technologies.
