Introduction
Beginning with the fundamental article of Chandra et al. [2] , the notation of alternation has clarified several results concerning the complexity of logical theories. Muller and Schupp [9] extended the idea of alternation to automata working on trees. Although such automata are a generalization of Rabin's model [12] of nondeterministic automata working on infinite trees, complementation and, thus, all Boolean operations, are easy for such automata. In particular, complementation costs no extra states. There is, of course, no free lunch and, in the alternating model, one must pay for projection. Thus, alternating automata do not give a simple proof of Rabin's fundamental theorem [12] on the decidability of the full monadic theory of the tree. Indeed, one must appeal to the powerful "forgetful determinacy" theorem of Gurevitch and Harrington [3] to show that alternating automata can be simulated by nondeterministic Rabin automata.
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Nonetheless, we feel that alternating automata give the "natural" theory of automata working on trees. It is often the case that one works with a logic less powerful than full monadic logic, such as the weak monadic theory of the tree, which permits quantifiers only over finite sets, or temporal or dynamic logic, where quantification is extremely restricted. Alternating automata become progressively more advantageous as quantification is restricted since Boolean operations are always easy. The study of automata on infinite trees rests on the fundamental articles of Rabin [12, 131. Rabin gave an ingenious characterization of weakly definable languages of k-ary trees.
A language L is definable by a formula of weak monadic logic if and only if both L and its complement L are accepted by automata using Biichi acceptance. We shall define a "weak acceptance" condition and prove that a language L is weakly definable if and only if L is accepted by an alternating automaton using weak acceptance. As explained below, this result both uses and simplifies Rabin's characterization.
Secondly, since alternating automata are closely related to complexity, we give a simple proof of an (n + 1)-exponential time bound on the complexity of deciding weak monadic sentences having at most y1 blocks of quantifiers in their prenex normal form.
We begin with a discussion of acceptance conditions and explain Rabin's result. In his pioneering work on finite automata accepting infinite words Biichi [l] worked with nondeterministic automata and supposed the acceptance condition to be defined by a subset F of the state set Q. An infinite calculation h of the automaton accepts if h contains some state from F infinitely often. The problem with nondeterministic automata is, of course, complementation.
In order to be able to determine a Biichi automaton, one must use the acceptance condition of Muller [7] , which is defined by a family 9 of subsets of the state set. An infinite calculation h of the automaton accepts if Inf(h)EF, where Inf(h) is the set of states occurring infinitely often in h. McNaughton [6] proved that any regular set of infinite words can be accepted by a deterministic
Muller automaton. The relationship between Muller acceptance and complementation is not surprising when one notes that the denial of a Biichi acceptance condition is not a condition of the same type, while the denial of the Muller condition defined by a family F is simply the Muller condition defined by the complementary family 9.
Rabin [12] showed that, in general, it is necessary to use Muller acceptance when considering automata on trees. Nonetheless, automata using the Biichi acceptance condition are used by Rabin [13] to characterize the weakly definable languages. Rabin calls such automata special but we shall call them Biichi, and we say that a language is Biichi if it is accepted by a Biichi automaton.
Rabin proves that a language L is weakly definable if and only if both L and L are Biichi. There are several characterizations of this general character in logic; for example, the basic fact that a set S of natural numbers is recursive if and only if both S and Sare recursively enumerable.
We shall consider a "weak acceptance condition" which would indeed be extremely weak for nondeterministic automata. We consider alternating automata whose state set is partitioned as a disjoint union Q = UQi, and we suppose that there is a partial Rabin's characterization is that (1) is equivalent to (3) . Our proof has the form (l)=z-(2)+(3)= (l) and proceeds as follows. We first recall the basic definitions about alternating automata from [9] and the complementation theorem, which remains valid for weak acceptance.
If M accepts a language L then the dual automaton fi accepts L. The class of languages accepted by weak alternating automata is, thus, closed under complementation.
We first show that the class of languages accepted by weak alternating automata includes all weakly definable languages. We next show that a weak alternating automaton can be simulated by a Biichi automaton. Since we already have closure under complementation, if L is accepted by a weak alternating automaton then both L and L are Biichi and L is, thus, weakly definable by Rabin's theorem. Note that we have used only one direction of Rabin's theorem and this direction is, in fact, the one with the shorter, more conceptual proof. We view this fact as strengthening our contention that it is simply much easier to calculate with alternating automata. Finally, we consider the complexity of deciding the truth of formulas with n blocks of quantifiers.
The close connection between alternating automata and complexity yields a simple proof of the following result. There is an (n+ I)-exponential-time algorithm which decides the truth of sentences in P,.
Weak alternating automata on the tree
We review the conception of alternating automata as given in [9] . In Rabin's theory of nondeterministic automata on the binary tree, a single copy of the automaton begins in its initial state at the root of the tree. The automaton then splits into two copies, one moving to the left successor and the other moving to the right successor.
The states of the two copies are given by a nondeterministic choice from the possibilities allowed by the transition function. In Rabin's notation, if the automaton is in state q. reading the letter a, the value of the transition function for (qo, a) might be {(ql, (12)(qo1 41, h w ere the left (right) member of a pair denotes the next state of the automaton moving to the left (right) successor vertex. We represent this situation in our lattice formulation by using the free distributive lattice _Y( {0, 1) x Q) generated by all the possible pairs (direction, state). We write (where, as usual, A has precedence over V).
We interpret this expression as saying that the automaton has the choice of splitting into one copy in state q1 going to the left successor and one copy in state q2 going to the right successor, or of splitting into one copy in state q. going to the left and one copy in state q3 going to the right. We note that both "and" and "or" are present in the conception of an automaton on the binary tree. In the general case of an alternating automaton we allow 6(a, q) to be an arbitrary element of the free distributive lattice P( (0, 1) x Q). For example, the dual of the expression above is This expression illustrates that we do not require the automaton to send copies in all directions (although, at least one copy must go in some direction) and that several copies may go in the same direction. One may think of an alternating automaton as a sort of completion of a nondeterministic automaton. It is only by going to _Y( {0, I} x Q) that one can always calculate the dual of a given expression.
We review our conventions on the k-ary tree TK viewed as a structure. The vertex set of TK is the set K* of all words on the direction alphabet K = (0, . . , k-l}, with the empty word being the origin of the tree. Given a vertex v and a letter dEK, there is an edge e with label d from v to vd and vd is the d-successor of v. The level Iv/ of a vertex v is the length of u as a word. Thus, we think of the edges in T, as being labelled by letters from K, while the vertices are unlabelled.
Definition 2.1. A weak alternating automaton on K-ary C-trees is a tuple
where K is the set of directions, the state set Q is written as a disjoint union Q = UQi and there is a partial order 2 on the collection of the Qi. The set Z is the input alphabet and the transitionfunction 6: C x Q-+Z(K x Q) has the property that if qEQi and q' occurs in the expression 6(a, q) then q'~Qj, where Qj~ Qi. Thejinal family F is a list of these Qi considered to be accepting. We denote the cardinality of the state set of M by 1 M 1. The dual of M is the automaton obtained by dualizing the transition function (by interchanging A and V as usual) and taking the complement F of F.
The reader may consult [9] for complete details, but the only result which we use in this article is the fact that acceptance of the complementary language by the dual automaton remains valid for weak alternating automata.
Complementation Theorem. Let M be a weak alternating automaton and let L(M) be the language accepted by M. Then the dual automaton &? accepts the complement of L(M).
Note that for alternating automata complementation does not cost additional states. The operation of union is, as always, trivial, but note that union and intersection are symmetric for alternating automata and both operations thus cost only one additional state. At any vertex, M' also has the choice of guessing that it will not see any more letters from d -C in the subtree beginning at the vertex. If M' makes this choice, it enters its alternating mode when it simply simulates M in an alternating fashion but will go into a special rejecting state qr if it sees a letter of d -2. In order to do this, M' has a copy of Q which is disjoint from P(Q). The ordering is P(Q) > Qi for each Qi in the decomposition of Q in M. The transition from a "nondeterministic" state S # 4 to the alternating mode is from S to A i qi, where q+S. M also has a special state qg indicating the absence of any copy of M and the transition from + is to q+,. The transition function of M' on a state qEQ is exactly the same as that of M on letters from C but M' goes into a special rejecting state qr on any letter from d -C. A copy in q+ or in qr always stays in that state in every direction, except that q+ changes to qr on reading a letter from A-C.
Lemma 2.2. Let Li be accepted by weak alternating automata
The ordering on the special states is Qi > (qr} and Qi > {q+} for each Qi. The final family F' of M' consists of the final family F of M together with {qg}. Note that P(Q) is rejecting. Thus, that an individual history k in M' hasf(k)EF' requires that M' has made the transition to the alternating mode and that the simulation of M is accepting, and that no letters from A -C are encountered in the alternating mode. The Kiinig infinity lemma assures that, since M' has guessed on every branch, the total subtree covered in the nondeterministic mode is indeed finite. We note that the construction of M' is really simply the subset construction. ci
We now wish to prove that a weak alternating automaton can be simulated by a Biichi automaton.
In order to do this, we need to "uniformize" the behaviour of M. In the case of weak automata this is a simple lemma, which is in marked contrast to the deep theorem of Gurevitch and Harrington [3] concerning automata using Muller acceptance. Gurevitch and Harrington show that if an automaton with Muller acceptance accepts an input then there exists a "finite memory" strategy for acceptance. We show that for weak automata there is a "zero memory" or "completely uniform" accepting strategy. For the definition of the computation tree of an alternating automaton on a given input see [9] .
Definition 2.5. Suppose that M accepts an input tree t. A branch fl' of the computation tree T(M, t) is uniform if, in p'
, any two copies of M which are in the same state and are at the same vertex of t make the same transition. We shall uniformize /3 by choosing inductively, for each vertex u of the input tree and each state q, which history of an automaton present at v in state q is to be followed. A chosen history h,,, is unaltered and we say that it controls the other copies of M at v which are in state q. Any history other than the chosen one is marked "changed to follow h,,,". This relation of transferring control is transitive. Thus, if a history h is "changed to follow h*" and later h* is "changed to follow h'", then, after the second instruction, the successors of h now follow h', and so on. The resulting uniform branch fl' is the branch where each copy follows its control instructions. It remains to show that p' can be chosen to be accepting. In order to make choices, fix any total ordering of the state set Q. (This ordering has nothing to do with the partial ordering on the subsets of Q.) The initial history qO of length zero is chosen. We Suppose now that the testing index is i and the testing track contains a nonempty set CsS. In each direction d, B puts in the testing track the set Cd recording those copies in C which remain in a state from Qi according to the selection of choices made for the simulation track. (Note that states not in C may give rise to states in Qi but these are not recorded in C,.) If Cd = 4, the testing track is discharged. The acceptance condition for B is that one encounters 4 infinitely often in the testing track. This condition exactly prevents an infinite history of a copy of M from forever remaining in a rejecting set Qi. Thus, B accepts an input if and only if M does. 0
Lemma 2.6. Let M be a weak alternating automaton. If M accepts an input t then there is a uniform accepting branch of T(M, t).

Proof. Fix any accepting branch /3 of T(M, t). Let
The complexity of the weak monadic theory of the tree
Let k be a positive integer and let TK denote the k-ary tree. In this section we show that weak alternating automata give a very simple proof of an (n+ 1)-exponential bound on the time complexity of deciding the truth of formulas in the class P,, consisting of these sentences of the weak monadic theory of TK which are written in prenex normal form and which have no more than n blocks of quantifiers. Given a constant c1 > 1 and a polynomial p, one can easily calculate c2 such that p(c;) < c';. Thus, at each stage except the first, it will suffice to show that we can make the desired calculations in a polynomial function of the basic amount of time allowed.
We review our conventions on monadic logic. First of all, we shall assume that our logic contains only set variables. (This is in marked contrast to Robertson [14] .) For each direction deK there is a unary function symbol cd representing the set-valued successor function in the direction d. If X is a set of vertices of TK then Xad= {xd, is the set of d-successors 1 cp 1, the length of cp. The slight technicality that the size of the alphabet C may be exponential in 1 cp 1 requires us to "abbreviate" input letters. We first consider the case of an atomic formula.
For definiteness, suppose that k=2 and that co and CJ~ are denoted by 0 and 1. Consider, for example, an atomic formula such as X0 c ZlO. Since a vertex cannot be both a O-successor and a l-successor, one may successively "cancel" the same successor symbol occurring at the right of terms. We replace the example by X~zl.
(If one arrives at an inclusion where the terms end in different successor symbols, replace the formula by "Y= $", where Y is the variable occurring on the left-hand side.) Our automaton must remember which points are l-successors of elements of Z and verify that all members of X are such points. We need three states: q0 indicating that the present vertex is not in Zl, q1 indicating that the present vertex is in Zl, and a terminal state r indicating rejection. We can write the transition function as We note that we have calculated this description in linear time.
An automaton for a formula IX I = 1 verifies that there is exactly one point with 1 in the X-component of its letter. The expression "X = 4" is not formally part of our logic but is the condition which we wish to verify. For the negation 1 II/ of a formula Ic/, calculate the automaton for $ and then dualize. Automata for cp V I/I and cp 
Weak alternating automata on N
It seems to us that the following example is a good illustration of the way in which weak alternating automata work. Let C= {a, bj and let LcP be the set of words which contain an infinite number of b's. We want to construct a weak alternating automaton M working on the 1-ary tree N which accepts L. Since we are working on N, we suppress the set of directions. Incidentally, the reader may easily convince himself that there does not exist a nondeterministic automaton using weak acceptance which accepts L. In contrast, the complementary language L consisting of those words containing only a finite number of b's is so simple that it can be accepted by a nondeterministic automaton A using weak acceptance. The automaton A simply guesses that it has seen the last b and will now read only a's, by passing from the initial state q0 to a state ql. If this condition is violated, A goes into a reject state q2 and remains there. The transition diagram of A is given in Fig. 1 . The accepting family The accepting family 3 of M consists of all subsets of Q= {qO, ql, q2} except {qO, ql}. The figure should reveal how M accepts L. At every moment, there will be a unique history containing only the state qO. Whenever this machine reads the letter a, it gives rise to history qO . . . q,-,ql. This history will contain exactly the states q. and q1 as long as the letter a continues to be read. Reading a letter b "discharges" this history by completing the occurring set of states to Q. Thus, M accepts those words such that whenever the letter a occurs, it is eventually followed by the letter b. This is exactly the desired language L.
In view of McNaughton's theorem that every w-regular language is accepted by a deterministic
Muller automaton, our example is essentially the general case. This has also been observed by Lindsay [4] . remains. If verifier sees a state not in S, it enters a "rejecting" state. The acceptance condition simply requires that M has made its guess and that a verifier enters the accepting state and does not reject. Since a verifier is started at every moment after the guess, D must pass through all the states of S infinitely often. 0
