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Let G be a finite group an F and arbitrary splitting field for G. Using the Amitsur-Levitzki 
theorem on the polynomial identities atisfied by a matrix ring over a commutative ring an 
algorithm is given for finding the minimal dimension t for which there is a simple 
t-dimensional FG-submodule U in a faithful FG-module M of dimension < co. As a corollary 
a new criterion is obtained for checking the simplicity of a finite-dimensional group 
representation. 
1. introduction 
A central problem in representation theory is the determination of all irreducible 
representations of a finite group G over a field F, which is assumed to be a splitting field 
for G. For every integer n let (F). be the ring of all n x n matrices over F, and let GL.(F) 
be its group of invertible lements. An -dimensional representation f the group G over 
F is a group homomorphism • : G --* GL,(F). Let FG be the group algebra of G over F, 
and let V = F". Then ~ induces on V an FG-module structure by means v. g = v~c(g) for all 
g e G and v e V. It is the aim of this article to give an algorithm for determining the 
simplicity of an FG-module V. 
For  every matrix A e (F), let ker A be the solution space in V = F" of the homogeneous 
system of linear equations with coefficient matrix A. For every positive integer t < n let 
S2t[X1, X 2, . 9 X2 J  ~--- ~ sign(~z)X=tt)X~(2) . . . X;~(2t) 
~ ~rtt 
be the standard polynomial of degree 2t, where ~2~ denotes the symmetric group on 2t 
letters. Each evaluation of S2,[Xt, X2 . . . . .  X2tJ via x at a 2t-tuple of G 2t yields a matrix 
S2t[gl, g2 . . . . .  g2,] in (F),, which gives rise to a solution subspace ker S2t[gl, g2 . . . . .  g2[]. 
In lemma 4.1 we show that the intersection N, of all these solution spaces is an 
FG-submodule of V. 
The main result of this article is theorem 4.4 which asserts that the socle of N~ is the 
sum of all simple FG-submodules of V with dimension dim r U _< t. Its proof depends on 
the Amitsur-Levitzki theorem on the polynomial identities atisfied by a matrix ring over 
a commutative ring. Theorem 4.4 yields the following criterion for simplicity. The 
FG-module V = F" is simple if and only if N,_ 1 = 0 (corollary 4.6). Together with lemma 
4.1 this criterion yields an algorithm for checking the simplicity of V = F". It works over 
all fields F, in particular when F has characteristic p > 0. All required subroutines for its 
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performance are contained in the algebra program system CAYLEY. The hardest 
computer work involved is the evaluation of the standard identities. In section 3 some 
known rules for such a computation are summarized. An example is given in section 5 
showing that it sometimes may suffice to evaluate only one standard identity in order to 
prove the simplicity of V by means of corollary 4.6. Section 2 deals with a generalization 
of recent work by Shemesh (1984) on the existence of common eigenvectors of a pair of 
matrices. Finally, the relation of the algorithm of this article with Norton's implicity test 
(Parker, 1984) is discussed. 
Concerning the notation and terminology we refer to the books by Anderson & Fuller 
(1974), Curtis & Reiner (1962) and Rowen (1980). 
2. Common Eigenveetors 
The question of finding the one-dimensional submodules of an FG-module is closely 
related to the determination f a common eigenvector f two square matrices A and B 
over the field F. In case F is the field C of complex numbers, Shemesh (1984, theorem 3.1) 
gave a necessary and sufficient condition for the existence of a common eigenvector. Since 
it is very well suited for computer computations, it is generalised here for arbitrary 
commutative fi lds F containing the eigenvalues of A and B. 
The following result is well known. For a proof, see Lang (1971, p. 406). 
LEMMA 2.1. Let A and B be two n x n matrices over afield F containing their eigenvalues. I f
AB = BA, then A and B have a common eigenvector x # 0 in the F-vector space V = F n, i.e. 
there are t ,  # ~ F such that xA = ix  and xB = #x. 
The commutator f two n x n matrices A and B is defined by [A, B] = AB--  BA. 
PROPOSITION 2.2. Let A and B be two n x n matrices over a field F containing their 
eigenvalues. Then A and B have a common eigenvector x #0 in V= F" i f  and only if 
~ ker [A j 'Bk]~O'  
j= k~l  
where q and r denote the degrees o f  the minimal polynomials of  A and B, respectively. 
PROOF. Let 
U = ~ ker[AJ,Bk], 
j= l  k=l  
and let T be the F-subalgebra generated by A and B in the full ring (F), of all n x n 
matrices. Let u e U. Then 
(uA)[A i, B k] = u[A j+ t Bk -  ABkAJ-1 + u[A, Bk]A J 
= uAS+ 1Bk_uABkAJ + uABkA j _  uBkAi+ 1 
= u[AS+ 1, B k] = O. 
Hence, uA ~ U and, similarly, uB ~ U. Thus, U is a T-module, on which the two matrices 
A and B commute. 
If U # 0, then U contains a common eigenvector x # 0 by lemma 2.1. 
Conversely, let x ~ 0 be a common eigenvector fA and B. Then xA = Ax and xB = #x 
for suitable 2, # ~ F. Hence, 
x[A  j, B k'] = xA:B k -  xBkA j = ~,JxB k -  ~kxAS = 2J#kx- #k2Jx = O, 
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because F is commutative. Thus, 
q N ker[A j,Bk]. xe~ 
j= l  k= l  
REMARK. By means of the techniques used in the standard proof of iemma 2.1 and 
proposition 2.2 it is easy to give an efficient algorithm for the construction of a common 
eigenvector f a pair of matrices. 
3. Standard Identities 
Proposition 2.2 suggests the use of standard identities instead of commutators in order 
to find the dimensions of the simple submodules of a finite-dimensional module. 
DEFINITION. Let Xi, X2 . . . . .  X t be indeterminates over the field F. Then 
S~[X1, Xz . . . . .  X,] = ~ sign(n) X,  mX,  c2 ) . . . X,r 
is called the standard polynomial of degree t, where ~ denotes the symmetric group on t 
letters. 
Proofs for the following well-known properties of the standard identity 
St[X1, X2 , . . . ,  Xt] can be found in Rowen's book (1980, pp. 7, 13). 
LEMMA 3.1. 
(a) St = St[Xl, X2, 9 9 Xt] is t-linear. 
(b) S t is t-alternating, i.e. writing X i in the place of X i yields 
S,[X1, X2, 9 9 X~,.. . ,  Xt . . . . .  Xt] = O. 
t 
(c) St[X1, X2 . . . .  , Xt] = ~1 ( -  1)i- t x~st-1 [X~ . . . . .  Xi_ ~, X~+l . . . . .  Xt]. 
t 
~l ( -  1) t-~St- i [X1 . . . . .  X i -  l, Xt+ 1, 9 9 X, qX~. (d) S,[Xi, X z . . . . .  Xt] =t= 
DEFINITION. Let R be an algebra over the field F. Then R is said to satisfy the standard 
polynomial St[Xi, X2, 9 9 Xt] if S,[ri, r2 . . . . .  rt-] = 0 for every t-tuple 
r = (rl, ra . . . . .  rt)eR t. 
LEMMA 3.2. I f  St[X1, X 2 . . . .  ,X I  ] is an identity for the F-algebra R, then 
St+l[X1, X2 . . . . .  Xt, Xt+l] is also satisfied by R. 
PROOF follows immediately from lemma 3.1. 
LEMMA 3.3. Let F be afield and Z(R) be the center of the F-algebra R. Suppose that R is 
spanned as a Z(R)-module by a set B. Then R satisfies the standard identity 
S,[X1, X2 . . . . .  X~] if and only if St[b l, b2 . . . . .  be] = 0 for every t-tuple 
b = (bi, b2 . . . . .  bt)eBt 
PROOF follows from lemma 3.1 and proposition 1.1.32 of Rowen (1980). 
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The proof of the main result of this article is based on the following classical result in 
ring theory. 
TI-mOREM 3.4. (Amitsur-Levitzki). The standard identity S2t[X t, X 2, . . . ,  X2r] is satisfied by 
the ring (C)t of all t x t matrices over an arbitrary commutative ring C. But (C), does not 
satisfy S2t- i [X1, X2, 9 9 X2,-  i]. 
For a PROOF see Rowen (1980, p. 21). 
4. The Criterion 
Let G be a finite group and F an arbitrary splitting field for G: that is, a field such that 
FG/J(FG) is a direct sum of full matrix rings over F, where J(FG) denotes the Jacobson 
radical of the group algebra FG. The exponent of G is the smallest positive integer m such 
that 9 m = 1 for all 9eG. By corollary 70.24 of Curtis & Reiner (1962, p. 475) any field 
which contains all ruth roots of 1 is a splitting field for G. 
Let ~c: G ~ GL,,(F) be a representation of the group G of dimension n over F. Let 
V = F". Then the multiplication between row vectors v e V and matrices A e (F), induces 
on V an FG-module structure. An FG-module U r 0 is called simple, if 0 and U are the 
only FG-submodules of U. 
Besides the theorem of Amitsur-Levitzki the following lemma gives the basic 
computational tool for finding the minimal dimension for which there is a simple 
FG-submodule in a finite-dimensional f ithful FG-module. 
LEMMA 4.1. Let ~: G ~ GL,(F) be a representation of the finite group G, and let V = F" be 
the corresponding FG-module. Let t be a positive integer with t <_ n. Then for every 2t-tuple 
g = (91, 92 . . . . .  927) e G2t the evaluation via tc of the standard identity of degree 2t is an n x n 
matrix 
S2,[01, 02 . . . . .  02,] = S2 , [~(00 , . . . ,  ~:(02,)] e (F) , .  
Let 
ker S~,[#~, 92, . . . ,  92,] = {re VI vS2,[91, Oz . . . .  ,92,] = 0}, 
and let 
N, = N ker $2~[9i, 92 . . . .  , #2,]. 
O e G 2f 
Then the following assertions hold: 
(a) N~ is an FG-submodule of V = F". 
(b) Nt <_N+afor every integer t <n. 
The FG-submodule N of V is called the standard submodule of degree t of V. 
PROOF. (a) Certainly Nt is an F-subspace of V. It suffices to show that N, is G-invariant. 
Let 9 e G, and n ~ Nt. For every 2t-tuple 
9 = (gl,  g2 . . . .  ,02~) e G 2' 
(ng) $2,[91,92 . . . . .  92,]0 -1 = nSzt[tT~ aO2 . . . . .  gO2,] = o, 
where x a = #x 9-1. Thus, n9 e Nt and (a) holds. 
Assertion (b) follows immediately from (a) and lemma 3.1(d). 
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LEMMA 4.2. Let k Nt<_n, and let N, be the standard submodule of degree t of an 
n-dimensional FG-module. Then Nt contains every k-dimensional FG.submodule U of V. 
PROOF. Let P = {r e FG I Ur = 0}, and let S = FG/P. As dime U = k, it follows that S can be 
identified with a subalgebra of (F)k. Thus, Sak[Xt, X~ . . . . .  X2k'l is a polynomial identity 
of S by theorem 3.4. Hence, Szk[g~,g2 . . . .  ,g2k]~P for every 2k-tuple geG 2~. Since 
UP = 0, it follows that uS~_k[gl, g2 . . . . .  g2k] = 0 for every 9 e GZk and every u~ U. Thus 
U < Nk ----- Nt by lemma 4.1. 
LEMMA 4.3. Let F be a splitting field for the finite group G. For t < n, let N~ be the standard 
submodule of degree t of the n.dimensional FG-module. 
Suppose that U is a simple FG-submodule of Nt. Let 
P= (r~FGIUr=O} and S= FG/P. 
Then the following assertions hold: 
(a) S is a simple ring satisfying the standard polynomial S2t[X~, X2, ..., X2r]. 
(b) dim F U <_ t. 
PROOF. (a) Since U is a simple FG-module, P is a primitive ideal of the artinian ring FG. 
Hence, S= FG/P is a simple ring by Anderson & Fuller (1974, p. 160). Since FG is 
generated as an F-module by G, also S is spanned by 
B = {0=~+pes lge6} 
over F. As 
U < N,  uS2s g2 . . . . .  gall = 0 
for every u s U and every 2t-tuple 
0 = (gl,  g2 . . . . .  gar) e G 2z. 
Hence, 
S2t[gl, #2 . . . .  , g2t] sP  
for every g e G 2t, which implies 
S2tEOl, ~2 . . . .  ,02, ]  = 0 
for every 2t-tuple ~ s B at. Therefore lemma 3.3 asserts that S satisfies the standard identity 
$2,[X1, X2 . . . . .  X~,]. 
Let u = dim r U. As F is a splitting field for G, and as U is a simple FG-module, it 
follows from the Artin-Wedderburn theorem that S - (F),. Therefore by theorem 3.4, S 
satisfies the standard identity $2~[X1, X2 . . . . .  X2,], but not $2,-~[X1, X2 . . . . .  X2,-1].  
Hence, u < t. This completes the proof. 
DEFINITION. The socle soc(W) of a finitely generated FG-module W ~ 0 is the sum of all 
simple FG-submodules U of W. 
THEOREM 4.4. Let the field F be a splitting field for the finite group G. Suppose that V is an 
n-dimensional FG-module. For 0 < t < n, let Nt be the standard submodule of degree t of V. 
Then the socle soc(NO of Nt is the sum of all simple FG-submodules U of V with 
dimension dim e U < t. 
PROOF. Let U be a simple FG-submodule of V with dimension dime U = u <_ t. Then 
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U <_ N, by lemma 4.2. Conversely, every simple FG-submodule W contained in the 
FG-submodule Nt of V has dimension dimF W < t by lemma 4.3. This completes the proof. 
REMARK. Since $2 [X1, X2] = X~ X 2-X2 X1, proposition 2.2 is closely related to theorem 
4.4 in the case of invertible matrices A and B. 
COROLLARY 4.5. With the hypothesis and notation of theorem 4.4 the following assertion 
holds. The minimal dimension of a simple FG-submodule U 30  of the n-dimensional 
FG-module V is t if and only if Nt v~O, but Nt-1 =0. 
This is an immediate consequence of theorem 4.4. 
The special case t- -n yields the following criterion for the simplicity of a finite 
dimensional representation. 
COROLLARY 4.6. Let the finite field F be a splitting field for the finite group G. Then the 
n-dimensional FG-module V = F" is simple if and only if the standard submodule AT,_ 1 of 
degree n -1  is zero. 
The criterion 4.6 gives a deterministic algorithm for checking whether a finite 
dimensional faithful FG-module is simple. 
5. An Example 
The degrees of the modular irreducible representations of the simple Mathieu group 
G= Mll  of order [GI =7920 were found by James (1973). By means of the computer 
algebra system CAYLEY, Gollan (1985) has observed that M11 is the subgroup of GLs(3) 
generated by the following two matrices 
[21211 102i] 2 000  2 20  2 X 0 2 0 0 Y 2 1 = 0 , =  
0 1 2 0 2 0 1 
-1 0 2 2 t-1 1 2 2 
over the field F = GF(3) with three elements. X and Y have orders 8 and 11, respectively. 
In order to show that V =F  5 is a simple FG-module we consider the following 
evaluation of the standard polynomial Ss[X1, X2, X3, X4, Xs, X6, XT, Xs] with X~ = X ~ 
for i = 1, 2, 3, 4 and X~ = y~-4 for i = 5, 6, 7, 8. By lemma 3.1 the only monomials in 
Ss[X1, X2 . . . . .  Xs] which do not cancel are of the form XfIYJ'Xi2YJ2Xi3YJ3Xi'Y J4 or 
YJIXI' YJ2Xi: Y'J~X ~ Y;'X ~'. Using this fact and the GauB algorithm contained in CAYLEY 
a calculation on an IBM 4341 computer shows in 31 see that this elevation of the 
standard identity Ss[X1, X2, . . . ,  Xs] yields an invertible matrix in GLs(3). Thus, V is a 
simple FG-module by corollary 4.6. 
6. Concluding Remarks 
So far, Parker's meat-axe (1984) has proved to be a very effective tool for finding 
composition factors of finite-dimensional modular representations of a finite group. 
Whereas, the algorithm of this article is deterministic Norton's simplicity test (Parker, 
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1984) using the meat-axe techniques is based on the central fact: "A null vector of a 
random element of the group algebra is likely to lie in an invariant subspace" (see Parker, 
1984, p. 269). Thus, the application of Norton's test uses probabilistic approaches. It 
works well in specific examples. The algorithm given here solves the simplicity problem 
theoretically in general. 
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