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Abstract
We introduce some n-by-n sign patterns which allow for arbitrary spectrum and hence also
arbitrary inertia. Consequently, we demonstrate that some known inertially arbitrary patterns
are in fact spectrally arbitrary. We demonstrate that all inertially arbitrary patterns of order 3
are spectrally arbitrary and classify all spectrally arbitrary patterns of order 3. We illustrate
that in general, the class of spectrally arbitrary patterns is distinct from the inertially arbitrary
patterns, and present some observations about inertially arbitrary patterns.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
An n× n sign pattern is a matrix S with entries in {+,−, 0}. The set of all real
matrices with the same sign pattern as S is the qualitative class
Q(S) = {A ∈ Mn(R) : sign(aij ) = sij for all i, j}.
The spectrum of a sign patternS is the collection of all multisets U of n complex
numbers such that U consists of the eigenvalues of some matrix A ∈ Q(S). A sign
pattern S is a spectrally arbitrary pattern (SAP) if every multiset of n complex
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numbers, closed under complex conjugation, is in the spectrum ofS. Spectrally arbi-
trary patterns must necessarily be both potentially stable and potentially nilpotent.
A couple of recent papers [1,8] introduce some sign patterns which are spectrally
arbitrary for all orders n  2. In this paper, we introduce some other sign patterns,
which are spectrally arbitrary for all orders n  2. Much of this work is motivated
by the paper [2] by Drew et al. where the tridiagonal sign pattern
Tn =


− + 0 · · · · · · 0
− 0 + . . . ...
0 − 0 + . . . ...
...
.
.
.
.
.
.
.
.
.
.
.
. 0
...
.
.
. − 0 +
0 · · · · · · 0 − +


is introduced. Tn is spectrally arbitrary for 2  n  16 (see [2–4]), and is conjec-
tured to be spectrally arbitrary for all n. In Section 2, we define a class of sparse sign
patterns Dn,r which contains the pattern Tn; namely Dn,2 =Tn. While we do not
solve the conjecture, we do show that other patterns in the class Dn,r are spectrally
arbitrary patterns, in fact minimally spectrally arbitrary. We also determine that not
all the patterns Dn,r are SAPs.
The inertia of a matrix A is an ordered triple i(A) = (n+(A), n−(A), n0(A))
where n+(A) is the number of eigenvalues of A with positive real part, n−(A) is
the number of eigenvalues with negative real part, and n0(A) is the number of ei-
genvalues with zero real part. The inertia of a sign pattern S is i(S) = {i(A) | A ∈
Q(S)}. An n-by-n sign pattern S is an inertially arbitrary pattern (IAP) if i(S)
contains every ordered triple (n1, n2, n3) with n1 + n2 + n3 = n. If a sign pattern is
spectrally arbitrary, it must also be inertially arbitrary.
For example, we will examine the (2r − 1)-diagonal sign pattern of order n,
Sn,r =


− + · · · + 0 · · · · · · 0
− 0 + . . . . . . ...
... − . . . . . . . . . . . . ...
− . . . . . . . . . . . . 0
0
.
.
.
.
.
.
.
.
.
.
.
. +
...
.
.
.
.
.
.
.
.
.
.
.
. + ...
...
.
.
.
.
.
. − 0 +
0 · · · · · · 0 − · · · − +


.
Gao and Shao [6] showed that Sn,n is inertially arbitrary whereas Miao and Li
[9] demonstrated that Sn,n−1 is inertially arbitrary. Britz et al. [1] demonstrate that
M.S. Cavers, K.N. Vander Meulen / Linear Algebra and its Applications 394 (2005) 53–72 55
Sn,n is in fact spectrally arbitrary. In Section 3 we determine that Sn,r is spectrally
arbitrary whenever n  2r .
In Section 4 we generalize the class of patterns Dn,r to construct more spectrally
arbitrary patterns.
A patternT is signature similar to patternS ifT = PSPT whereP is a diag-
onal matrix with diagonal entries from {+,−}. We will refer to a signature trans-
formation by the entries on its main diagonal. If S is spectrally or inertially arbi-
trary, then so is any matrix obtained from S via a signature similarity. Likewise if
S is spectrally or inertially arbitrary, then so is −S or any pattern obtained from
S via transposition, or permutation similarity. We say a sign pattern T is equiva-
lent to S if S can be obtained from T by a sequence of the four transformations
just mentioned. In Section 5, we classify, up to equivalence, the sign patterns of
order 3 which are IAPs (likewise SAPs) and present some further observations about
inertially arbitrary patterns.
2. A sparse sign pattern
We begin by considering the n-by-n sign pattern
Dn,r =


− + 0 0 · · · · · · · · · 0
− 0 + 0 ...
− 0 0 + . . . ...
...
...
.
.
.
.
.
.
.
.
.
...
− 0 . . . . . . 0 0
0 − 0 . . . + 0
...
.
.
.
.
.
.
.
.
. 0 +
0 · · · 0 − 0 · · · 0 +


with r negative entries in the first column, 2  r  n. Note that Dn,2 =Tn. We
show that Dn,r is spectrally arbitrary for n  2r . Let
An,r =


−a1 1 0 0 · · · · · · · · · 0
−a2 0 1 0
...
−a3 0 0 1 . . .
...
...
...
.
.
.
.
.
.
.
.
.
...
−ar 0 . . . . . . 0 0
0 −ar+1 0 . . . 1 0
...
.
.
.
.
.
.
.
.
. 0 1
0 · · · 0 −an 0 · · · 0 1


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be an n-by-n matrix with ai > 0 for all i. Then An,r ∈ Q(Dn,r ). We use the notation
A
(n)
n,r to denote the matrix obtained from An,r by changing the (n, n) entry to 0.
Observe that if r = n then A(n)n,r is simply the companion matrix
Cn =


−a1 1 0 · · · 0
−a2 0 1 . . .
...
−a3 0 0 . . . 0
...
...
.
.
.
.
.
. 1
−an 0 · · · 0 0


which has characteristic polynomial det(xI − Cn) =∑ni=0 aixn−i if we set a0 = 1.
Note that whileDn,r is defined for all n  2, the matrix Cn is defined for n  1. For
convenience we also let det(xI − C0) = 1.
Lemma 2.1. If n  2r and a0 = 1, then the characteristic polynomial of A(n)n,r is
r−1∑
i=0
aix
n−i +
n∑
i=r
[
ai−r
(
n∑
k=i
ak
)
xn−i
]
.
Proof. Suppose r < n. By expansion along the last row we note that if n  2r , then
det
(
xI − A(n)n,r
) = an det(xI − Cn−r )+ x det (xI − A(n−1)n−1,r) (1)
since the cofactor of entry an is the determinant of a block lower-triangular matrix
with two diagonal blocks: Cn−r and a triangular matrix with −1’s on the diagonal.
Hence by induction on n we find the characteristic polynomial of A(n)n,r is
an
n−r∑
i=0
aix
n−r−i +
r−1∑
i=0
aix
n−i +
n−1∑
i=r
[
ai−r
(
n−1∑
k=i
ak
)
xn−i
]
=
r−1∑
i=0
aix
n−i +
n∑
i=r
[
ai−r
(
n∑
k=i
ak
)
xn−i
]
. 
Lemma 2.2. If n  2r, a0 = 1 and a−1 = 0, then the characteristic polynomial of
An,r is
r−1∑
i=0
(ai − ai−1)xn−i +
(
n∑
i=r
ai − ar−1
)
xn−r
+
n∑
i=r+1

ai−r
(
n∑
k=i
ak
)
− ai−r−1

 n−1∑
k=i−1
ak



 xn−i .
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Proof. If n  2r then by expansion along the last row we have
det(xI − An,r ) = an det(xI − Cn−r )+ (x − 1) det
(
xI − A(n−1)n−1,r
)
.
Thus using Lemma 2.1, we have
det(xI − An,r ) = an
n−r∑
i=0
aix
n−r−i +
r−1∑
i=0
aix
n−i +
n−1∑
i=r
ai−r
(
n−1∑
k=i
ak
)
xn−i
−
r−1∑
i=0
aix
n−i−1 −
n−1∑
i=r
ai−r
(
n−1∑
k=i
ak
)
xn−i−1
from which the formula follows. 
We use the method of Observation 10 in [2] in the following argument to dem-
onstrate that Dn,r is spectrally arbitrary for n < 2r . To show that a pattern S is
spectrally arbitrary it is equivalent to show that every polynomial xn + b1xn−1 +
b2x
n−2 + · · · + bn−1x + bn with real coefficients bi is the characteristic polynomial
of some matrix A ∈ Q(S). Since we know the characteristic polynomial of An,r
from Lemma 2.2, we will define the following functions of the variables a1, a2, . . . ,
an, b1, b2, . . . , bn:
fi = ai − ai−1 − bi for 1  i  r − 1,
fr =
(
n∑
i=r
ai − ar−1
)
− br ,
fi =

ai−r
(
n∑
k=i
ak
)
− ai−r−1

 n−1∑
k=i−1
ak



− bi for r + 1  i  n,
where a0 = 1. To demonstrate thatDn,r is spectrally arbitrary it is sufficient to show
that given any b = (b1, b2, . . . , bn) ∈ Rn, there are positive real numbers a1, a2, . . . ,
an such that fi = 0 for all i.
Note that for every sign patternS,A ∈ Q(S) if and only if cA ∈ Q(S) for every
c > 0. Also if
det(xI − A) = xn + b1xn−1 + b2xn−2 + · · · + bn−1x + bn,
then
det(xI − cA) = xn + cb1xn−1 + c2b2xn−2 + · · · + cn−1bn−1x + cnbn.
Thus it suffices to show that given any b = (b1, b2, . . . , bn) arbitrarily close to
(0, 0, . . . , 0), there is a positive vector a = (a1, a2, . . . , an) such that fi = 0 for all
i. We will use the Implicit Function Theorem.
Note that each of the functions fi has continuous partial derivatives with respect
to all 2n variables. The Jacobian
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J = δ(f1, f2, . . . , fn)
δ(a1, a2, . . . , an)
is the determinant of the matrix with entries (i, j) equal to δ(fi )
δ(aj )
. In this case, J is
the determinant of a block lower triangular matrix[
W 0
∗ M
]
,
where W itself is an (r − 1)-by-(r − 1) lower triangular matrix with ones on the
main diagonal and
M =


1 1 1 · · · 1 1
−1 (a1 − 1) (a1 − 1) · · · (a1 − 1) a1
0 −a1 (a2 − a1) · · · (a2 − a1) a2
0 0 −a2 . . .
...
...
...
.
.
.
.
.
. (an−r−1 − an−r−2)
...
0 · · · 0 −an−r−1 an−r


if n < 2r . By way of elementary row operations, M is row equivalent to an upper
triangular matrix with diagonal(
1, a1, a2, . . . , an−r−1,
(
1 +
n−r∑
i=1
ai
))
,
when n < 2r . Thus the Jacobian,
J =
n−r−1∏
k=1
ak
(
1 +
n−r∑
i=1
ai
)
,
is nonzero for positive a when n < 2r .
Observe that if n < 2r and b = 0 then fi = 0 for all i if a is defined by
a1 = a2 = · · · = ar−1 = 1 and ar = ar+1 = · · · = an = 1
n− r + 1 .
Since the Jacobian is nonzero for this choice of a (and b), by the Implicit Function
Theorem there are differentiable (and hence continuous) functions a1, a2, . . . , an
of b1, b2, . . . , bn such that fi = 0 for all i. Since a > 0 and the functions ai are
continuous, for any b near 0, we can maintain fi = 0 for all i with some positive a.
Therefore, for n < 2r , cAn,r can have arbitrary characteristic polynomial and hence
Dn,r is spectrally arbitrary.
If n = 2r the Jacobian matrix is the same as above except the matrix M has its
(r + 1, 1) entry equal to an. In which case the Jacobian can be shown to be
J =
n−r−1∏
k=1
ak
(
1 +
n−r∑
i=1
ai + an
a1
)
,
M.S. Cavers, K.N. Vander Meulen / Linear Algebra and its Applications 394 (2005) 53–72 59
which is nonzero for positive a, and when n = 2r , if b = 0 and
a1 = · · · = ar−1 = 1, ar = ar+1 = · · · = an−2 = −r +
√
r2 + 4
2
= an,
and an−1 = a2n, then a > 0 and fi = 0 for all i. Therefore it follows that D2r,r is
spectrally arbitrary and we have established the following theorem.
Theorem 2.3. If n  2r, then Dn,r is a spectrally arbitrary pattern.
Given Theorem 2.3, and given that Drew et al. [2] conjectured Dn,2 is a SAP for
all n  2, one might expect that Dn,r is a SAP for all n  r . The corollary of the
next result implies that this expectation does not hold.
A patternS is potentially nilpotent if there is a matrix A ∈ Q(S) such that An =
0. (See for example [5,10].) Thus, if S is a SAP, then S is potentially nilpotent.
Theorem 2.4. If r  3, then D2r+1,r is not potentially nilpotent.
Proof. Suppose n = 2r + 1 and B ∈ Q(Dn,r ). We may assume B has been scaled
so that Bn,n = 1. We may also assume that all nonzero entries of B above the main
diagonal are 1 (otherwise they can be adjusted to be 1 by suitable similarities). Thus,
assume
B =


−a1 1 0 · · · · · · 0
−a2 0 1 . . .
...
−a3 0 0 1 . . .
...
...
.
.
.
.
.
.
−ar 0 . . . . . .
...
0 −ar+1 0 . . . 1 0
...
.
.
.
.
.
.
.
.
. 0 1
0 · · · 0 −an 0 · · · 0 1


.
The characteristic polynomial of B is
det(xI − B) = (x − 1) det (xI − A(n−1)2r,r )+ an det (xI − A(r+1)r+1,r)
and by Lemma 2.1 we have
det(xI − B)= (x − 1)
[
r−1∑
i=0
aix
2r−i +
2r∑
i=r
2r∑
k=i
ai−rakx2r−i
]
+ an
[
r−1∑
i=0
aix
r+1−i +
r+1∑
i=r
r+1∑
k=i
ai−rakxr+1−i
]
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=
r−1∑
i=0
aix
2r+1−i +
2r∑
i=r
2r∑
k=i
ai−rakx2r+1−i
−
r−1∑
i=0
aix
2r−i −
2r∑
i=r
2r∑
k=i
ai−rakx2r−i
+ an
r−1∑
i=0
aix
r+1−i + ana0(ar + ar+1)x + a1ar+1an
= xn +
r−1∑
i=1
(ai − ai−1)xn−i +
[ 2r∑
k=r
ak − ar−1 + an
]
xn−r
+
2r−1∑
i=r+1

ai−r 2r∑
k=i
ak + anai−r − ai−r−1
2r∑
k=i−1
ak

 x2r+1−i
+ [ara2r + ana0(ar + ar+1)− ar−1(a2r−1 + a2r )] x
+[a1anar+1 − ara2r ]
= xn +
r−1∑
i=1
(ai − ai−1)xn−i +
[
n∑
k=r
ak − ar−1
]
xn−r
+
r−1∑
i=1
[ 2r∑
k=r+i
ak(ai − ai−1)− ai−1ar+i−1 + anai
]
xr+1−i
+ [ara2r + ana0(ar + ar+1)− ar−1(a2r−1 + a2r )] x
+[a1anar+1 − ara2r ].
Suppose B is nilpotent. By examining the coefficient of xn−i , it follows that ai =
ai−1 for i = 1, . . . , (r − 1) and consequently
ar−1 = ar−2 = · · · = a1 = a0 = 1.
Therefore the coefficient of xr+1−i reduces to anai − ai−1ar+i−1 for i = 1, . . . ,
(r − 1). Thus
an = ar = ar+1 = · · · = an−3.
Since r  3, setting the constant term equal to zero gives an−1 = an, whereas the
coefficient of x gives
an−2 = 3a2n − an. (2)
On the other hand, the coefficient of xn−r forces
an−2 = 1 − (n− r)an (3)
Solving (2) and (3) for an > 0 gives an = (
√
r2 + 12 − r)/6. But then by (3) we
find that an−2 < 0 when r > 2. This contradicts the fact that B ∈ Q(D2r+1,r ). Thus
there is no B ∈ Q(D2r+1,r ) with B nilpotent when r  3. 
M.S. Cavers, K.N. Vander Meulen / Linear Algebra and its Applications 394 (2005) 53–72 61
Corollary 2.5. D2r+1,r is not a SAP when r  3.
Using a similar argument, we can also show that D2r+2,r is not a SAP when
r  3. In summary, for r  3, we know that if
⌊
n+1
2
⌋
 r  n then Dn,r is a SAP,
and if r = ⌊n−12 ⌋ then Dn,r is not a SAP. As noted earlier, Dn,2 =Tn is known to
be a SAP for n  16. If r = 2 and n > 16, or if 2 < r  ⌊n−32 ⌋, then it is unknown
whether or not Dn,r is a SAP.
3. Subpatterns and superpatterns
We say H is a subpattern of an n-by-n pattern S if H =S or H is obtained
from S by replacing one or more nonzero entries by a zero. If H is a subpattern of
S then we also say S is a superpattern of H. A sign pattern which is a SAP (or an
IAP) is minimal, denoted MSAP (resp. MIAP), if no subpattern is a SAP (resp. IAP).
Before we discuss the subpatterns and superpatterns of Dn,r , we need some further
definitions.
A patternS requires (resp. allows) a property P if every (resp. some) matrix A ∈
Q(S) has property P . For example, we will use the fact that if a pattern S requires
a positive eigenvalue, every matrix A ∈ Q(S) must have a positive eigenvalue and
hence S would not be a SAP.
Theorem 3.1. Each of the sign patterns Dn,r with n  2r is a minimal SAP.
Proof. Suppose S = [sij ] is a subpattern of Dn,r and S is a SAP. We claim S =
Dn,r .
(1) s1,1 /= 0 and sn,n /= 0, otherwise the trace of S is nonnegative or nonpositive.
(2) For 1  i  n− 1, si,i+1 /= 0, otherwise S is reducible with two of its irreduc-
ible submatrices requiring a nonzero eigenvalue.
(3) For 2  i  r − 1, si,1 must be nonzero to allow the coefficient of xn−i in the
characteristic polynomial of any matrix realization of S to be arbitrary.
(4) sn−1,n−r /= 0 and sn,n−r+1 /= 0, otherwise the determinant ofS is not arbitrary.
(5) For 0  i  n− r − 2, sr+i,i+1 /= 0, otherwiseS is not potentially nilpotent. In
particular, we argue ifS is potentially nilpotent, then setting any sr+i,i+1 to zero
forces sn,n−r+1 = 0, which is contrary to Case 4. Note that if A ∈ Dn,r , then by
scaling and similarity we can assumeA = An,r . If in additionA is nilpotent, then
it follows that ak = ak−1 for k = 1, . . . , (r − 1) by examining the coefficient of
xn−k in the characteristic polynomial of A given in Lemma 2.2. Thus
ar−1 = ar−2 = · · · = a1 = a0 = 1.
Consequently (noting also that n  2r) the coefficient of xn−k reduces to
ak−ran − ak−r−1ak−1 = an − ak−1 for k = r + 1, . . . , n− 1. Thus, since A is
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nilpotent, setting any ak−1 to zero, r + 1  k  n− 1, would force an = 0. That
is, if S is potentially nilpotent and if sr+i,i+1 = 0 for any i ∈ {0, . . . , n− r −
2}, then sn,n−r+1 = 0.
Thus there are no proper subpatterns of Dn,r which are spectrally arbitrary. 
The technique from Drew et al. [2, Observation 10] that we used in the proof of
Theorem 2.3 can be outlined as follows:
Method 3.2 [2]. To show a pattern S is spectrally arbitrary: first find a matrix
realization A of the patternS containing n variables a1, a2, . . . , an; then show that
A is nilpotent for some choice of a = (a1, a2, . . . , an) > 0, call it aˆ; then show that
the Jacobian of the coefficients of the characteristic polynomial of A with respect to
the variables a1, a2, . . . , an is nonzero for a = aˆ.
Remark 3.3 [2,Observation 15]. If S is determined to be spectrally arbitrary via
Method 3.2, then every superpattern of S is spectrally arbitrary.
Corollary 3.4. If n  2r, every superpattern of Dn,r is spectrally arbitrary.
The (2r − 1)-diagonal sign pattern Sn,r is an example of a superpattern of Dn,r .
It was shown in [6,9] thatSn,n andSn,n−1 respectively are inertially arbitrary. Britz
et al. [1] demonstrate that Sn,n is not only an IAP but also a SAP. Corollary 3.4
demonstrates that Sn,n−1 is also a SAP. In fact, we have the follow corollary.
Corollary 3.5. If n  2r, then Sn,r is a SAP (and hence also an IAP).
4. Generating more SAPs
The pattern Dn,r can be considered to be part of the larger class of patterns
Ln,r =


− + 0 0 · · · · · · · · · 0
− 0 + 0 ...
... 0 0 + . . . ...
− ... . . . . . . . . . ...
∗ 0 . . . . . . 0 0
∗ ∗ 0 . . . + 0
...
.
.
.
.
.
.
.
.
. 0 +
∗ · · · ∗ ∗ 0 · · · 0 +


,
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where ∗ ∈ {+,−, 0}. Within this larger class of patterns, we can demonstrate other
matrices are spectrally arbitrary:
Let
Ln,r =


−a1 1 0 0 · · · · · · · · · 0
−a2 0 1 0
...
... 0 0 1
.
.
.
...
−ar−1
...
.
.
.
.
.
.
.
.
.
...
−br,1 0 . . . . . . 0 0
−br+1,1 −br+1,2 0 . . . 1 0
...
.
.
.
.
.
. 0 1
−bn,1 · · · · · · −bn,n−r+1 0 · · · 0 1


,
where ai > 0 for 1  i < r . For the convenience of the next proof in the case when
n = 2r , we also let ar = br,1.
Lemma 4.1. If n  2r and a0 = 1, then the characteristic polynomial of L(n)n,r is
r−1∑
i=0
aix
n−i +
n∑
i=r
i−r∑
w=0
n−i∑
j=0
awbj+i,j+w+1xn−i .
Proof. Suppose r < n. By expansion along the last row we note that if n  2r , then
det
(
xI − L(n)n,r
) = n−r+1∑
i=1
bn,i det(xI − Ci−1)+ x det
(
xI − L(n−1)n−1,r
)
, (4)
since the cofactor of entry bn,i is the determinant of a block lower triangular matrix
with two diagonal blocks: Ci−1 and a lower triangular matrix of order n− i with
(−1)’s on the diagonal. Hence by induction on n we find the characteristic polyno-
mial of L(n)n,r is
n−r+1∑
i=1
i−1∑
j=0
ajbn,ix
i−1−j +
r−1∑
i=0
aix
n−i +
n−1∑
i=r
i−r∑
w=0
n−1−i∑
j=0
awbj+i,j+w+1xn−i .
Focusing on the first double sum we obtain
n−r+1∑
i=1
i−1∑
j=0
ajbn,ix
i−1−j =
n−r∑
i=0
i∑
j=0
ajbn,i+1xi−j
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=
n−r∑
i=0
n−r−i∑
j=0
ajbn,j+i+1xi
=
n∑
i=r
i−r∑
w=0
awbn,n−i+w+1xn−i
from which the formula follows. 
Lemma 4.2. If n  2r, a0 = 1 and a−1 = 0, then the characteristic polynomial of
Ln,r is
r−1∑
i=0
(ai − ai−1)xn−i +



n−r∑
j=0
bj+r,j+1

− ar−1

 xn−r
+
n∑
i=r+1
n−i∑
j=0
[
i−r∑
w=0
awbj+i,j+w+1 −
i−r−1∑
w=0
awbj+i−1,j+w+1
]
xn−i .
Proof. Using the linearity of the determinant, focusing on the last column, we note
that det(xI − Ln,r ) = det
(
xI − L(n)n,r
)− det (xI − L(n−1)n−1,r). The result follows from
Lemma 4.1. 
We claim that Ln,r is nilpotent for n < 2r if and only if
a1 = a2 = a3 = · · · = ar−1 = 1, (5)
n−r∑
j=0
bj+r,j+1 = 1 (= ar−1), (6)
and for (r + 1)  i  n,
n−i∑
k=0
bk+i,k+1 +
n−r+1∑
k=n−i+2
bn,k =
i−r∑
k=1
bi−1,k. (7)
To obtain (7), note that on using (5), the coefficient of xn−i , for (r + 1)  i  n,
reduces to
n−i∑
j=0
[
i−r∑
w=0
bj+i,j+w+1 −
i−r−1∑
w=0
bj+i−1,j+w+1
]
when n < 2r . Upon expansion, this reduces the coefficient of xn−i to
n−i∑
k=0
bk+i,k+1 +
i−r+1∑
k=2
bn,n−i+k −
i−r∑
k=1
bi−1,k (8)
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giving (7) when set to zero. It is helpful that the right side of Eq. (7) can be thought
of as one less than the sum of the entries in row (i − 1) ofLn,r and the left side can
be visualized as the sum of the entries in the i-elbow:
bi,1
bi+1,2
.
.
.
bn,n−i+1 · · · bn,n−r+1.
We use this characterization of nilpotence to obtain spectrally arbitrary patterns
in Theorem 4.4. We first provide a lemma, which will be used to argue we have a
nonzero Jacobian. A sign pattern S is sign-nonsingular if every matrix A ∈ Q(S)
is nonsingular.
Lemma 4.3. Suppose M is a sign pattern

∗ · · · · · · ∗
− ∗ ...
0
.
.
.
.
.
.
...
...
.
.
.
.
.
. ∗ ∗
0 · · · 0 − +


,
where ∗ ∈ {0,+}. If each row of M has at least one positive entry, then M is sign-
nonsingular.
Proof. Suppose A = [aij ] is of order n and A ∈ Q(M). Let Ak represent the kth
column of A. If n = 2, then adding |a21|
a22
A2 to A1 produces a matrix with the sign
pattern
M ′ =
[+ ∗
0 +
]
.
Since this column operation would not change the determinant, and since det
(M ′) > 0, it follows that det(A) > 0 and thus det(M) > 0. If n > 2, then adding
|an,n−1|
an,n
An to column An−1 produces a matrix with sign pattern
M ′ =


∗
N
...
∗
0 · · · 0 +

 ,
where N is a pattern of order n− 1 with the same properties as M . By induction it
follows that det(N) > 0. Since det(M) = det(M ′), we have det(M) > 0. 
Theorem 4.4. Suppose n < 2r, and B ∈Ln,r . If each row of B has exactly one
negative and one positive entry, and each i-elbow, (r + 1)  i  n, contains at
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least one nonzero (negative) entry then B is a SAP and every superpattern of B is a
SAP.
Proof. Suppose that B satisfies the conditions in the theorem and that A ∈ Q(B).
For convenience, we will label the negative entry in row i as −ai for 1  i  n
(as we did for An,r ). For (r + 1)  i  (n− 1), Eq. (7) determine that each ai is a
positive linear combination of some subset of entries aj with j > i. Then the equa-
tions in (6) and (7) will have a positive solution (aˆr , aˆr+1, . . . , aˆn) and there is a
vector aˆ = (1, . . . , 1, aˆr , aˆr+1, . . . , aˆn) such that A ∈ Q(B) is nilpotent.
We next find the Jacobian of the coefficients of the characteristic polynomial
described in Lemma 4.2, as in Method 3.2. Focusing on the coefficients of xn−i ,
1  i < r , one sees that the Jacobian matrix is block triangular with upper left block
W of order (r − 1) and lower right block M of order (n− r + 1). W is a lower trian-
gular matrix with ones on the main diagonal. Thus, the Jacobian is the determinant
of M .
Since
M = δ(fr , fr+1, . . . , fn)
δ(ar , ar+1, . . . , an)
,
evaluating M at aˆ will be equivalent to first setting a1 = · · · = ar−1 = 1 before cal-
culating the partials for M , and then evaluating the determinant of M at (aˆr , aˆr+1,
. . . , aˆn).
In this case,
M =


1 ∗ · · · · · · ∗
−1 ∗ . . . ...
0
.
.
.
.
.
.
...
...
.
.
.
.
.
. ∗ ∗
0 · · · 0 −1 1


,
where ∗ ∈ {1, 0}. In particular, it follows from (8) that all subdiagonal entries of M
equal −1, since each row i of A contains exactly one negative entry, −ai . The coef-
ficient of xn−r determines that the first row of M contains only nonnegative terms.
Also, since each i-elbow of A, (r + 1)  i  n, contains exactly one negative entry,
it follows from (8) that M is zero below the subdiagonal and has at least one positive
entry in each row. By Lemma 4.3 it follows the sign pattern of M is sign-nonsingular
and hence the Jacobian is nonzero.
Therefore each pattern B is a SAP and by Remark 3.3, each superpattern of B is
a SAP. 
Examples 4.5. The following patterns of order n  7 are two of the many patterns
which are SAPs by Theorem 4.4:
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
− + 0 · · · · · · 0
− 0 . . . . . . ...
...
...
.
.
.
− 0 . . . . . . ...
− 0 0 . . . + 0
0 0 − 0 · · · 0 +
0 − 0 · · · · · · 0 +


,


− + 0 · · · · · · 0
− 0 . . . . . . ...
...
...
.
.
.
− 0 . . . . . . ...
− 0 0 . . . + 0
0 0 − 0 · · · 0 +
0 0 − 0 · · · 0 +


.
Example 4.6. Since we did not insist that bi,j > 0 in the pattern Ln,r , we can use
the characterization of nilpotency in Eqs. (5)–(7) to form other SAPs with some
bij < 0. The following is an example of such a pattern which can be shown to be
spectrally arbitrary for all n  4 using Method 3.2:


− + 0 0 · · · 0
− 0 + 0 ...
...
...
.
.
.
.
.
.
.
.
.
...
− ... . . . . . . 0
0 0 · · · 0 +
+ − 0 · · · 0 +


.
5. Characterization of SAPs and IAPs of order 3
If S is an IAP of order 3, then it is not hard to see that Q(S) allows a positive
and negative principal minor of order k for all k = 1, 2, 3. We refer to this as the
minor conditions. The minor conditions, for example, indicate that an IAP cannot be
sign-nonsingular.
We say a pattern S contains a negative 2-cycle if skj sjk < 0 for some k /= j .
Lemma 5.1. If S is an IAP, then S contains a negative 2-cycle.
Proof. Suppose S is an IAP. Suppose A ∈ Q(S) and i(A) = (0, 0, n). Then the
trace of A is zero. If E2 is the coefficient of xn−2 in the characteristic polynomial of
A and ±b1i,±b2i, . . . ,±bmi are the nonzero eigenvalues of A, then E2 = (∑ b2k).
On the other hand, the sum of the 2-by-2 minors of A is E2 =∑k<j akkajj −∑
k<j akj ajk . Since (1, 0, n− 1) ∈ i(S), the pattern S (and hence A) must have at
least one nonzero entry on its main diagonal and so
∑
a2kk > 0. Note that
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2
∑
k<j akkajj = (tr(A))2 −
∑
a2kk < 0 if tr(A) = 0. Since E2 = (
∑
b2k)  0, we
must have
∑
k<j akj ajk < 0. 
Kirkland et al. [7, Lemma 5.1] showed that the pattern
G =

− + +− + −
− − +


requires a positive eigenvalue. By continuity, we have the following:
Lemma 5.2. If S is a subpattern of G, then S requires a nonnegative eigenvalue.
The following argument will demonstrate that if S is an irreducible pattern of
order 3 which contains a negative 2-cycle, and if S satisfies the minor conditions,
then either S is equivalent to a subpattern of G or S is equivalent to a superpattern
of one of the four matrices:
D3,3 =

− + 0− 0 +
− 0 +

 , U =

− + 0− + +
0 + −

 ,
D3,2 =

− + 0− 0 +
0 − +

 , V =

− 0 +− 0 +
− + +

 .
Britz et al. [1] have also characterized the SAPs of order 3; they demonstrate that
an irreducible pattern is a SAP if and only if it is potentially nilpotent and has at least
one positive and one negative entry on its main diagonal.
Theorem 5.3. IfS is a pattern of order 3, then the following statements are equiv-
alent:
(1) S is spectrally arbitrary.
(2) S is inertially arbitrary.
(3) Up to equivalence,S is a superpattern of D3,3, D3,2, U, or V.
Proof. Drew et al. [2] showed thatU andD3,2 are a MSAP (and a MIAP) and each
superpattern of these matrices are SAPs (and hence IAPs). In Section 3 we observed
that eachDn,r , with n  2r , is a MSAP. ThatD3,3 is a MIAP follows from the minor
conditions and the proof of Theorem 3.1 (1)–(4). Consider the matrix
A =

−a1 0 1−a2 0 1
−a3 1 1

 ∈ Q(V).
Then det(xI − A) = x3 + (a1 − 1)x2 + (−a1 + a3 − 1)x − a1 + a2. If (a1, a2,
a3) = (1, 1, 2) then A is nilpotent and further, the Jacobian is nonzero for a =
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(1, 1, 2) (in fact it is nonzero for all a). Thus V is a SAP (and hence an IAP) by
Method 3.2. We observe thatV is minimal since entries v1,1 and v3,3 are necessarily
nonzero for the trace to be arbitrary, entries v1,3 and v3,1 are necessarily nonzero
for the sum of the 2-by-2 minors to be arbitrary and entries v2,1, v2,3 and v3,2 are
necessarily nonzero for the determinant to be arbitrary. ThereforeV is a MIAP (and
hence a MSAP), and by Remark 3.3, every superpattern of V is a SAP (and hence
an IAP).
SupposeS is an IAP. SinceS satisfies the minor conditions, we can assume that
up to permutation equivalence, s1,1 < 0 and s3,3 > 0. Thus, if S were reducible, S
would require a nonnegative or a nonpositive eigenvalue. So S is irreducible. Then
by Lemma 5.1, we have the following three cases to consider.
(1) Suppose s1,2s2,1 < 0. Using a signature similarity (+,−,+) if necessary, we
can assume
S =

− + ∗− ∗ ∗
∗ ∗ +

 ,
where ∗ ∈ {+,−, 0}. Since S is irreducible, then up to a signature similarity
(+,+,−), we have s3,2 < 0 or s3,1 < 0.
(a) Suppose s3,2 < 0. If s1,3 < 0 thenS is equivalent to a superpattern ofD3,3,
via transposition and signature similarity (+,−,+). Thus assume s1,3  0.
(i) If s2,3 > 0 then S is a superpattern of D3,2.
(ii) Suppose s2,3 < 0. If s3,1 > 0 then S is equivalent to a superpattern of
D3,3 via signature similarity (+,+,−). Assume s3,1  0.
(A) If s2,2 = 0 then S is sign-nonsingular.
(B) If s2,2 < 0 and if s1,3 = 0 or s3,1 = 0 then S is sign-nonsingular.
(C) If s2,2 < 0, s3,1 < 0 and s1,3 > 0 then S is equivalent to a super-
patternofU, viapermutation (2 3)andsignaturesimilarity (+,+,−).
(D) If s2,2 > 0, then S is equivalent to a subpattern of G.
(iii) Suppose s2,3 = 0. Then since S is irreducible, s1,3 > 0.
(A) If s3,1 < 0 and s2,2 < 0 then S is equivalent to a superpattern of
D3,2, via permutation (1 2) and signature similarity (−,+,+).
(B) If s3,1  0 and s2,2  0 thenS is a equivalent to a subpattern of G.
(C) If s3,1 = 0 and s2,2 < 0 then S is sign-nonsingular.
(D) If s3,1 > 0 and s2,2  0 then S is sign-nonsingular.
(E) If s3,1 > 0 and s2,2 > 0 then −S is equivalent to a superpattern of
U, via permutation (1 2) and signature similarity (+,+,−).
(b) Suppose s3,1 < 0. Then we can assume s3,2 = 0, otherwise S is described
in Case a (after a signature similarity (+,+,−) if s3,2 > 0.)
(i) Suppose s2,3 > 0. Then S is a superpattern of D3,3.
(ii) Suppose s2,3 < 0. Via transpose and signature similarity (−,+,+), we
see S is equivalent to the pattern in Case 1a(iii).
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(iii) Suppose s2,3 = 0. Then s1,3 /= 0 since S is irreducible.
(A) If s1,3 > 0 and s2,2 = 0 then S is sign-nonsingular.
(B) If s1,3 > 0 and s2,2 < 0 then S is equivalent to D3,2 via permuta-
tion (1 2) and signature similarity (−,+,+).
(C) If s1,3 > 0 and s2,2 > 0 then S is equivalent to a subpattern of G.
(D) If s1,3 < 0 and s2,2 > 0 then−S is equivalent toU via permutation
(1 2).
(E) If s1,3 < 0 and s2,2  0 then S is sign-nonsingular.
(2) Suppose s2,3s3,2 < 0. Then −S is equivalent to the pattern considered in Case 1
via permutation (1 3).
(3) Suppose s1,3s3,1 < 0. Then, up to signature similarity (+,+,−),
S =

− ∗ +∗ ∗ ∗
− ∗ +

 ,
where ∗ ∈ {+,−, 0}. If s2,2 > 0, then via permutation (2 3) we get a pattern
in Case 1. If s2,2 < 0, then via permutation (1 2) we get a pattern in Case 2.
Thus assume s2,2 = 0. We may also assume that s1,2s2,1  0 and s2,3s3,2  0. If
s1,2 = s2,1 = 0 then S is either reducible or sign-nonsingular. Thus up to trans-
position and signature similarity, we have the following two remaining cases:
(a) Suppose s1,2 = 0 and s2,1 < 0. If s2,3 > 0 and s3,2 > 0 thenS =V, other-
wise S is either reducible or sign-nonsingular.
(b) Suppose s1,2 < 0 and s2,1 < 0.
(i) If s3,2 < 0, then −S is equivalent to a superpattern ofV, via signature
similarity (+,+,−), transposition, and permutation (1 3).
(ii) If s2,3 > 0, then −S is equivalent to a superpattern of V via permuta-
tion (1 3).
(iii) If s3,2  0 and s2,3  0 then S is sign-nonsingular. 
While Theorem 5.3 demonstrates that every 3-by-3 IAP is also a SAP, it is not
true that every n-by-n IAP is a SAP. We provide an irreducible example of order 4
with the pattern
N =


+ + 0 0
0 0 − −
+ + 0 0
0 0 − −

 .
We first note that if A ∈ Q(N) and P is a reverse permutation matrix, then
P(−A)P T ∈ Q(N). Hence, we have the following observation:
Remark 5.4. If (n1, n2, n3) ∈ i(N) then (n2, n1, n3) ∈ i(N).
The following are matrix examples A ∈ Q(N) with inertia triples (0, 0, 4), (1, 0,
3), (1, 1, 2), (2, 0, 2), (2, 2, 0), (2, 1, 1), (3, 0, 1), (3, 1, 0), and (4, 0, 0) respectively:
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
1 1 0 0
0 0 −1 −1
1 1 0 0
0 0 −1 −1

 ,


2 2 0 0
0 0 −1 −1
2 2 0 0
0 0 −1 −1

 ,


1 2 0 0
0 0 −1 −2
1 1 0 0
0 0 −1 −1

 ,


2 2 0 0
0 0 −1 −1
1 1 0 0
0 0 −1 −1

 ,


1 2 0 0
0 0 −3 −2
1 1 0 0
0 0 −1 −1

 ,


1 2 0 0
0 0 −1 −1
1 1 0 0
0 0 −1 −1

 ,


3 3 0 0
0 0 −2 −1
3 4 0 0
0 0 −2 −1

 ,


1 2 0 0
0 0 −2 −3
1 1 0 0
0 0 −1 −1

 ,


4 3 0 0
0 0 −3 −2
3 3 0 0
0 0 −2 −1

 ,
Using these examples and Remark 5.4 we see that i(N) contains each triple (n1, n2,
n3) such that n1 + n2 + n3 = 4. Thus N is an IAP.
But we claim thatN is not a SAP: Let B = [bi,j ] and C = [ci,j ] be 2-by-2 matri-
ces with positive entries and A ∈ Q(N) with
A =


b1,1 b1,2 0 0
0 0 −c1,1 −c1,2
b2,1 b2,2 0 0
0 0 −c2,1 −c2,2

 .
Then if x4 − E1x3 + E2x2 − E3x + E4 is the characteristic polynomial of A, we
have E3 = c1,1 det(B)− b2,2 det(C) while E4 = − det(B) det(C). Thus E4  0
when E3 = 0. Therefore N is not a SAP since the characteristic polynomial of A
cannot have arbitrary coefficients.
Our final example below, albeit reducible, will also demonstrate that not all IAPs
are spectrally arbitrary. But we would first like to note that ifS is an IAP then it does
not follow that each irreducible component of S is an IAP. We justify this remark
with the pattern F⊕T2, where
F =


+ + 0 0 0
0 0 − − +
+ + 0 0 0
0 0 − − 0
0 0 0 + 0

 and T2 =
[− +
− +
]
.
Using Matlab, we were able to find matrices A ∈ Q(F) with inertia triples
(5, 0, 0), (0, 5, 0), (0, 0, 5), (3, 2, 0), (0, 3, 2), (2, 0, 3), (1, 2, 2), (2, 1, 2), and
(2, 2, 1). Using these triples, and the fact thatT2 is inertially arbitrary, we can obtain
a matrix B ∈ Q(F⊕T2) with i(B) = (a, b, c) for any specified triple (a, b, c)
with a + b + c = 7. Thus F⊕T2 is an IAP.
On the other handF is not an IAP: Suppose B ∈ Q(F). Up to scaling and simi-
larity we can assume
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B =


1 1 0 0 0
0 0 −1 −1 1
a b 0 0 0
0 0 −c −d 0
0 0 0 f 0

 ,
where a, b, c, d and f are all positive. Then the characteristic polynomial of B is
x5 + (d − 1)x4 + (b − d)x3 + (a − bc + bd − b)x2
+ (ad − bd + bc − ac + bcf )x + cf (a − b).
If the constant term is zero (that is, a = b) then the coefficient of x is positively
signed. Thus (1, 1, 3) /∈ i(F) and F is not an IAP.
The analysis of the characteristic polynomial also indicates that B cannot be nil-
potent and consequentlyF⊕T2 is not potentially nilpotent. Therefore, while every
SAP is potentially nilpotent, the weaker condition of being an IAP is insufficient to
be potentially nilpotent.
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