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Abstract
We present the recurrence formulas for computing the approximate inverse factors of tridiagonal and pentadiagonal matrices
using bordering technique. Resulting algorithms are used to approximate the inverse of pivot blocks needed for constructing block
ILU preconditioners for solving the block tridiagonal linear systems, arising from discretization of partial differential equations.
Resulting preconditioners are suitable for parallel implementation. Comparison with other methods are also included.
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1. Introduction
The problem of solving a linear system of equations
Ax = b, A ∈ RN×N, x, b ∈ RN (1)
where
A =
⎡
⎢⎢⎢⎢⎣
D1 C2
B2 D2 C3
. . .
. . .
. . .
Bn−1 Dn−1 Cn
Bn Dn
⎤
⎥⎥⎥⎥⎦ . (2)
arises in many applications, such as the discretization of partial differential equations (PDEs) in 2D or 3D by ﬁnite
difference or ﬁnite element approximation. Krylov subspace methods can be used to solve this problem. It has been
recognized that the performance of these methods can be improved by using suitable preconditioner [22]. A precondi-
tioner is an easily invertible matrix M which approximates A (M ≈ A) such that M−1A has more favorable spectrum
than A.
With the advent and growing popularity of parallel and distributed architectures, using preconditioners which can
be computed in parallel and is suitable for high performance computers, (parallelizable preconditioners) has become
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an important issue. So we are concerned with the development of preconditioner from this point of view, for Krylov
subspace methods (PCG or GMRES) for solving system (1).
Among all techniques, incomplete LU factorizations are common way to construct preconditioner for system (1) and
are known to give excellent results for this class of problems. Some theory for block ILU preconditioners is discussed
in [3]. This approach need to approximate inverses of pivot blocks. Many techniques for ﬁnding these approximate
inverses were discussed in [4,5,14,15].
It is of considerable interest to use sparse approximation inverse techniques in a factored form to compute the
inverses of pivot blocks. The motivation for using such techniques is parallelism. In the recent years several techniques
for computing the approximate inverse in a factored form have been developed [8–10,19,22]. These techniques compute
two unit lower triangular matrices Wi and ZTi as the sparse approximate inverse factors of matrix, say i as a pivot
blocks, such that WiiZi ≈ Di , where Di is a diagonal matrix. There is relation between factorized approximate
inverses and incomplete LU decompositions that have been analyzed in [11,12].
In this paper, the approach based on bordering technique, discussed in [22], is used to ﬁnd the recurrence formulas
for computing the inverse factors of tridiagonal and pentadiagonal matrices, and these formulas produce algorithms
which can be implemented in parallel for nonsymmetric matrices. We apply these algorithms for pivot blocks i to
obtain the sparse approximate inverses of pivot blocks.
This paper is organized in the following way. In Section 2 we outline block ILU preconditioner for block tridiagonal
matrix.The algorithmof inverse approximate via bordering treated in Section 3.This section also discusses the algorithm
FAIT and FAIP for computing the approximate inverse factors of tridiagonal and pentadiagonal matrices. The results
of numerical experiments comparing our approaches with the other discussed approaches are presented in Section 4.
Concluding remarks are given in Section 5.
2. Block ILU preconditioner for block tridiagonal matrices
In this section we consider the block tridiagonal matrix in the form of (2). Let mi be the order of the ith square
diagonal Di and N =∑ni=1 mi the order of A. We denote
A = D + L + U ,
where D,L, and U are the block-diagonal and the lower and upper block triangular of A, respectively.
Let  be the block diagonal matrix with mi × mi blocks i satisfying
1 = D1, i = Di − Bi−1i−1Ci, i = 2, . . . , n.
Then the block factorization of A can be written as
A = (+ L)−1(+ U).
The factorization exists, that is, i are nonsingular if either A is symmetric positive deﬁnite or A is a block H-matrix
(in particular, if A is an M-matrix) [3].
In general, the matrices i are full, even if Bi, Ci, and Di are sparse, because the inverse of a sparse matrix is full
in general (excluding special matrices). Therefore, to compute a sparse matrix approximate factorization of A, we can
use sparse approximations of the inverses of i . Let i−1 be the sparse approximations to −1i−1, where i are deﬁned
by the recursion
1 = D1, i = Di − Bii−1Ci, i = 2, . . . , n. (3)
Then the block incomplete LU factorization is deﬁned as
M = (+ L)−1(+ U). (4)
The factors + L and + U are lower and upper block bidiagonal, respectively. Using the LU factorization of i
i = LiUi ,
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one can express M in terms of (point) lower and upper triangular factors
M =
⎡
⎢⎢⎢⎢⎣
L1
V2 L2
. . .
. . .
Vn−1 Ln−1
Vn Ln
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
U1 W2
U2 W3
. . .
. . .
Un−1 Wn
Un
⎤
⎥⎥⎥⎥⎦ , (5)
where
Vi = BiU−1i−1, i = 2, . . . , n,
Wi = L−1i−1Ci, i = 2, . . . , n.
This form is generally more efﬁcient computationally than is (4).
For using M as a preconditioner only the linear system Mz = r need to be solved for z. Since this can be done with
block backward and forward substitution, the block off-diagonal elements Vi and Wi need not be computed explicitly.
An important particular case is when the diagonal blocks Di of the original matrix are tridiagonal, while the co-
diagonal blocksBi andCi are diagonal. In this case for exploiting a simple recurrence formula for computing the inverses
of blocks i , it is natural to keep the blocks i banded. In this paper our goal is to keep the blocks i tridiagonal
or pentadiagonal and to discuss two techniques for computing the inverse factors of tridiagonal and pentadiagonal
matrices.
Inverses of tridiagonal and pentadiagonal matrices have been extensively studied in the past, see, e.g., [1,2,6,7,16–18,
20,21,24]. One of the stable method for approximating the inverse of i−1 is the method proposed by Underwood [23].
In this method, which is called UND(p, q), with qp, inverse of i−1 can be approximated as
i−1 = B(B(U−1i−1, q − 1)B(L−1i−1, q − 1), 2p − 1),
wherei−1=Li−1Ui−1 with L andUT as the lower triangular matrices, andB(C, p) denotes the band matrix consisting
of 2p + 1 main diagonal of matrix C. In a special case UND(p + 1, p + 1) results CHOL(p) for symmetric matrices
[14], in which
i−1 = B(L−Ti−1, p)B(L−1i−1, p),
and LU(p) for nonsymmetric matrices in which
i−1 = B(U−1i−1, p)B(L−1i−1, p).
In order to compare our techniques with other methods, we use CHOL(p) and LU(p) approaches which are the
computationally stable and simple algorithms for computing an approximation for the inverse of a tridiagonal and
pentadiagonal matrices when it possesses enough properties as to be diagonally dominant.
In the next sectionwe propose two algorithm for computing the inverse factors directlywhich is needed for computing
i−1 in (3).
3. Factored approximate inverses via bordering
As [22], let unit lower and upper triangular matrices W and Z be the inverse factors of A, i.e.,
WAZ = D,
where D is a nonsingular diagonal matrix.
In the factored approach based on bordering technique, a sequence of matrices
Ak+1 =
[
Ak vk
wk k+1
]
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is made in which An = A. If the inverse factors Wk,Zk are available for Ak , i.e.,
WkAkZk = Dk (6)
then the inverse factors Wk+1 and Zk+1 for Ak+1 can be obtained by writing
[
Wk 0
−yk 1
] [
Ak vk
wk k+1
] [
Zk −zk
0 1
]
=
[
Dk 0
0 k+1
]
in which
ykAk = wk , (7)
Akzk = vk , (8)
k+1 = k+1 − wkzk = k+1 − ykvk . (9)
Starting from k = 1, this scheme suggests an obvious algorithm for computing the inverse factors of A. Based on
this approach, approximate inverse factors algorithm was developed by Saad in [22], for obtaining a factorized sparse
approximate inverse preconditioner. In the Sections 3.1 and 3.2, based on the above formulas we obtain the recurrence
formulas for obtaining the elements of inverse factors W and Z of tridiagonal and pentadiagonal matrices.
3.1. Factored approximate inverse of tridiagonal matrices via bordering
Let
Tn = T =
⎡
⎢⎢⎢⎢⎣
a1 c2
b2 a2 c3
. . .
. . .
. . .
bn−1 an−1 cn
bn an
⎤
⎥⎥⎥⎥⎦ (10)
be a tridiagonal matrix of order n. Because of the special structure of T, recursive formulas for computing factors W
and Z can be obtained by applying the above approach to the tridiagonal matrix T. By starting from W1T1Z1 = D1,
where W1 =Z1 = 1,D1 = T1 = a1, and assuming, as in Section 2, that the inverse factors Wk,Zk are available for Tk ,
the linear system (7) for yk = (yk1, yk2, . . . , ykk) can be easily solved.
Proposition 1.
ykk = bk+1
k
, (11)
yki = −bi+1
i
yk,i+1, i = k − 1, . . . , 1 (12)
Proof. From the deﬁnitions of matrices Wk,Zk,Dk, and relation (6) we have
det(Tk) = 12 · · · k . (13)
Because of the special structure of T and consequently wk , it is clear that solving ykTk = wk is equivalent to solving
T Tk y
T
k = bk+1ek , (14)
where ek is the kth column of the k × k identity matrix. By using the Cramer’s rule and relation (13), it is easy to see
that the last element of yk is given by (11).
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Let u(k)i , i < k, be the vector obtained from the ﬁrst i elements of y
T
k , i.e., u
(k)
i = (yk1, yk2, . . . , yki)T. Assume that
yk,i+1 is known. From the system (14), we obtain the following system:
T Ti u
(k)
i = −bi+1yk,i+1ei ,
where ei is the ith column of the i × i identity matrix. As above, the use of the Cramer’s rule yields the relation
(12). 
In a similar way, the following result can be proved for the solution zk = (z1k, z2k, . . . , zkk)T of the linear system
Tkzk = vk .
Proposition 2.
zkk = ck+1
k
, (15)
zi,k = −ci+1
i
zi+1,k, i = k − 1, . . . , 1. (16)
All that is left for the recurrence to be determined completely is to derive a simple formula for computing k . Because
of the structure of wk , from (9) and (15) we have
1 = a1, k+1 = ak+1 − bk+1ck+1
k
. (17)
In order to obtain a factored approximate inverse of T, we can compute only p off-diagonals of inverse factors W and
Z and take the banded lower and upper triangular matrices consisting of the p off-diagonals of W and Z, denoted by W
and Z, as approximate inverse factors of T. For example, when p = 2, and n = 5, they are of the forms
W =
⎡
⎢⎢⎢⎣
1
−y11 1
−y21 −y22 1
−y32 −y33 1
−y43 −y44 1
⎤
⎥⎥⎥⎦ , Z =
⎡
⎢⎢⎢⎣
1 −z11 −z12
1 −z22 −z23
1 −z33 −z34
1 −z44
1
⎤
⎥⎥⎥⎦ .
The algorithm would be summarized as follows.
Algorithm 1 (Factored approximate inverse of tridiagonal matrix via bordering).
1. Choose an integer p and set 1 = a1.
2. For k = 1, . . . , n − 1 Do:
3. Compute ykk = bk+1k and zkk =
ck+1
k
.
4. If k > 1 and p> 1, compute yki = − bi+1i yk,i+1, zik = −
ci+1
i
zi+1,k ,
i = k − 1, . . . ,max{1, k − p}.
5. Compute k+1 = ak+1 − bk+1ck+1k .
6. EndDo.
If T is tridiagonal and T =LDU , thenAlgorithm 1 computeW=B(L−1, p) andZ=B(U−1, p), for different value of
p. By using the truncatedNeumann serieswe have alsoB(L−1, p)=I+E+· · ·+Ep, andB(U−1, p)=I+F+· · ·+Fp,
where E=L− I and F =U − I . So the algorithm as simply being another equivalent approach to compute the banded
parts of L−1 and U−1 with p diagonal beside the Neumann series approach.
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3.2. Factored approximate inverse of pentadiagonal matrices via bordering
Now, we are interested in ﬁnding the similar formulas for the inverse of a pentadiagonal matrix of order n,
Pn = P =
⎡
⎢⎢⎢⎢⎢⎢⎣
a1 c2 f3
b2 a2 c3
. . .
e3
. . .
. . .
. . . fn
. . . an−1 cn
en bn an
⎤
⎥⎥⎥⎥⎥⎥⎦
. (18)
As in Section 3.1, from relation (6), we have
det(Pk) = 12 · · · k . (19)
Let us denote by S′k and S′′k the k × k, (k > 1) matrices
S' =
0
.
.
.
0
fk
ck
0 ··· 0 ek+1 bk+1
0
.
.
.
0
fk+1
0 ··· 0 ek bk ck+1
Pk-1
Pk-1k S" =k,
.
Deﬁne the sequences {i} and {i} as follows:
1 = b2, 1 = c2,
i = bi+1 − ei+1
i−1
i−1
, i = ci+1 − fi+1 i−1i−1 , i = 2, . . . , k.
By inspection, it is easily seen that
det(S′k) = 12 · · · k−1k, det(S′′k ) = 12 · · · k−1k .
With the help of these results it is easy to solve the systems ykPk = wk and Pkzk = vk for yk and zk , by means of the
Cramer’s rule, as the same way as the similar systems were solved in the previous subsection.
Proposition 3. The elements of vectors yk and zk can be computed by
ykk = k
k
,
yk,k−1 = 1
k−1
(ek+1 − k−1ykk), (20)
yki = − 1
i
(iyk,i+1 + ei+2yk,i+2), i = k − 2, . . . , 1,
and
zkk = k
k
,
zk−1,k = 1
k−1
(fk+1 − k−1zkk),
zik = − 1
i
(izi+1,k + fi+2zi+2,k), i = k − 2, . . . , 1.
(21)
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Finally, from (9) and (21), we have
k+1 = ak+1 − ek+1fk+1
k−1
− kk
k
.
Here, we also denote by W, Z, the banded lower and upper triangular matrices consisting of the p off-diagonals of
W and Z, respectively, as the approximations for W and Z. We can, therefore take W and Z with p small. Putting these
results together gives the following algorithm.
Algorithm 2 (Factored approximate inverse of pentadiagonal matrix via bordering).
1. Choose an integer p and set 1 = a1, 1 = b2, 1 = c2.
2. For k = 1, . . . , n − 1 Do:
3. Compute ykk = bk+1k and zkk =
ck+1
k
.
4. if k > 1 and p> 1, compute yk,k−1 = 1k−1 (ek+1 − k−1ykk) and
zk−1,k = 1k−1 (fk+1 − k−1zkk).
5. If k > 2 and p> 2, compute yki = − 1i (iyk,i+1 + ei+2yk,i+2) and
zik = − 1i (izi+1,k + fi+2zi+2,k), i = k − 2, . . . ,max{1, k − p}.
6. Compute k+1 = ak+1 − ek+1fk+1k−1 −
kk
k
.
7. Compute k+1 = bk+2 − ek+2 kk and k+1 = ck+2 − fk+2
k
k
.
6. EndDo.
If P is pentadiagonal and P =LDU, then algorithm 2 computes W =B(L−1, p) and Z =B(U−1, p), for different
value of p.
These approaches are particularly suitable in the symmetric case. Since there is only one factor, the amount of work
is halved. In addition from (13) and (19), it follows that algorithms 1 and 2 will not break down if the leading principal
submatrices Tk and Pk, k = 1, . . . , n, are nonsingular. Consequently, the factored approximate inverse of tridiagonal
(pentadiagonal) matrix exists when T (P ) is an SPD, M-, or diagonaly dominant matrix.
When these algorithms are used to approximate the inverses of pivot blocksi we require just matrix vector operation
for solving the linear system Mz = r, so, resulting preconditioner is suitable for parallel computing.
Here after, the factored approximate inverses of T and P obtained by algorithms 1 and 2 will be referred to as FAIT(p)
and FAIP(p), respectively.
4. Numerical experiments
This section presents the results of some numerical experiments of the PCG and GMRES methods, using different
type of preconditioners introduced in the previous sections. We mention that, the off-diagonal blocks in all experiments
are diagonal. This is essential for these methods to work. All tests were performed on a PIV/2.4GHz/full workstation.
Codes are written in Matlab with double precision. In all the experiments the initial guess is the null vector, while the
stoping criteria is ‖rk‖210−6‖r0‖2, where rk denotes the true residual after k iterations.
For obtaining the block preconditioningmatrices M, the sparse approximate inversesi are computed by the different
methods. These methods and their notations used in the tables are as follows.
• CHOL(p) [14]. In this case
i−1 = B(L−Ti−1, p)B(L−1i−1, p),
wherei−1=Li−1LTi−1. Only the Cholesky factorsLi ofi are stored for computational purposes, corresponding
to (5).
• FAIT(1). For this case,
i−1 = FAIT(1) = Zi−1D−1i−1Wi−1,
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Table 1
Numerical results of Example 1
Preconditioner Its P-time It-time E-time Tot-time
n = 80
CHOL(1) 26 0.35 1.38 0.053 1.73
FAIT(1) 51 0.32 1.88 0.036 2.20
CHOL(2) 20 0.46 1.19 0.059 1.65
FAIP(2) 31 0.45 1.24 0.040 1.69
n = 90
CHOL(1) 29 0.48 1.66 0.057 2.14
FAIT(1) 57 0.48 1.95 0.034 2.43
CHOL(2) 22 0.67 1.26 0.057 1.93
FAIP(2) 34 0.67 1.41 0.041 2.08
n = 100
CHOL(1) 32 0.72 3.13 0.097 3.85
FAIT(1) 62 0.69 4.53 0.073 5.22
CHOL(2) 24 0.98 2.39 0.099 3.37
FAIP(2) 37 0.98 2.81 0.075 3.79
where Wi−1, Di−1, Zi−1 are obtained by applying algorithm 1 (with p = 1) to i−1. Here, the nonzero elements
of the matrices Wi, Di, Zi are stored for the other required computations. In the symmetric case, as mentioned
in Section 3, there is only one factor Wi .
• FAIP(2). For this case,
i−1 = FAIP(2) = Zi−1D−1i−1Wi−1,
where Wi−1, Di−1, Zi−1 are obtained by applying algorithm 2 (with p = 2) to i−1. As FAIT(1), only the
nonzero element of the matrices Wi, Di, Zi are stored.
• LU(p). In the nonsymmetric case, we use
i−1 = B(U−1i−1, p)B(L−1i−1, p),
where i−1 = Li−1Ui−1. The nonzero elements of Li, Ui are stored for other required computations.
For each preconditioner we provide the time for computing the preconditioner (P-time), the number of iterations
required for convergence (Its), the CPU times for solving the system (It-time), the required CPU times for each iteration
(E-time, E-time = It−timeIts ), and the total of CPU times (Tot-time).
Example 1. Consider PDE problem
{−u = 0 in 	,
u = g on 	, (22)
where 	 = (0, 1) × (0, 1) ⊂ R2; 	 is the boundary of 	. Discretizing (22) on an n × n grid, by using the second
order centered differences, gives rise to a symmetric positive deﬁnite block tridiagonal linear system of order N = n2.
In our test, we take n= 80, 90, and 100. The boundary conditions are taken so that the exact solution of the systems is
x = [1, 1, . . . , 1]T. The left preconditioned conjugate gradient method is used for solving the systems.
The results obtained are presented in Table 1. The column 2 and 5 show that when the matricesLi is stored (CHOL(1)
and CHOL(2)), the number of iterations is small and the required CPU times for each iteration is large. On the contrary,
when the approximation of L−1i is stored (FAIT(1), and FAIP(2)), the number of iterations is large, and the required
CPU time for each iteration is small. This is due to the fact that the use of Li for solving the linear system Mz= r gives
a better preconditioner M, but increases the CPU times needed for each iteration, because the linear triangular systems
256 M.H. Koulaei, F. Toutounian / Journal of Computational and Applied Mathematics 202 (2007) 248–257
Table 2
Numerical results for Example 2
Preconditioner Its P-time It-time E-time Tot-time
n = 80
LU(1) 36 0.67 2.40 0.066 3.07
FAIT(1) 68 0.59 3.34 0.049 3.93
LU(2) 28 0.95 1.80 0.064 2.75
FAIP(2) 43 0.84 2.07 0.048 2.91
n = 90
LU(1) 40 1.03 3.31 0.082 4.34
FAIT(1) 75 0.90 5.11 0.068 6.01
LU(2) 31 1.47 2.54 0.081 4.01
FAIP(2) 48 1.32 2.98 0.062 4.30
n = 100
LU(1) 44 1.49 4.63 0.105 6.12
FAIT(1) 83 1.32 7.34 0.088 8.66
LU(2) 34 2.14 3.50 0.102 5.64
FAIP(2) 52 1.93 4.55 0.087 6.48
might be solved and the required CPU time of solving a linear system is larger than that of computing a matrix-vector
product in Matlab. The columns 3 shows that the CPU times of making preconditioners FAIT(1) and FAIP(2) are as
good as those of making preconditioners CHOL(1) and CHOL(2). Finally, as has been observed in [14], the results also
indicate that for this problem the larger the number of diagonals retained, the fewer the number of iterations required
for convergence.
Example 2. Consider the test problem derived by discretizing the elliptic partial differential equation
−u + 2
1ux + 2
2uy − 
3u = f
with constant coefﬁcients 
1, 
2 and 
3 on the unit square 	 = {(x, y) : 0x, y1}, and with boundary condition
u(x, y) = 0 on 	. This example was taken from [13]. We use symmetric ﬁnite difference on a uniform n × n grid
and the standard ﬁve-point stencil to approximate u to yield a linear system of N = n2 equations for n2 unknowns
uij = u(ih, jh) (1 i, jn):
(4 − 
3h2)uij − (1 + 
1h)ui−1,j − (1 − 
1)ui+1,j − (1 + 
2h)ui,j−1 − (1 − 
2h)ui,j+1 = h2fij ,
where fij = f (ih, jh) and h = 1/(n + 1).
We select the case in which 
1 = 2, 
2 = 4, 
3 = 0 for the numerical tests. In this case, the coefﬁcient matrix is
nonsymmetric and block tridiagonal diagonally dominant. We use the left preconditioned GMRES method for solving
this problem. The obtained results are given in Table 2 for n = 80, 90, and 100. Once the matrix A is constructed,
the right-hand side vector b is chosen so that b = A[1, 1, . . . , 1]T. As we observe, these results, are similar to the
results of previous example. The results show that the FAIT(1) and FAIP(2) give better results than LU(1) and LU(2),
respectively, both in terms of the required CPU times for each iteration and CPU times of making preconditioner. In
this example, we also observe that, increasing the bandwidth leads to the more efﬁcient preconditioners LU(2) and
FAIP(2).
5. Conclusion
We have presented two algorithms for computing inverse factors of tridiagonal and pentadiagonal matrices. We
constructed the ILU preconditioner for block tridiagonal matrix by using these algorithms for approximating the
inverses of pivot blocks. Resulting preconditioner is suitable for parallel computing. Numerical results, obtained by
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using these preconditioners, showed that the new approaches had the better CPU times for constructing preconditioner
and CPU time needed for each iteration. In addition, the larger the number of diagonals retained, the fewer the number
of iterations required for convergence.
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