In this paper we prove that every bijection preserving Lie products from a triangular algebra onto a normal triangular algebra is additive modulo centre. As an application, we described the form of bijections preserving Lie products on nest algebras and block upper triangular matrix algebras.
Introduction
Let A and B be unital algebras over a commutative ring R, and let M be a unital (A, B)-bimodule, which is faithful as a left A-module and also as a right B-module. Recall that a left A-module M is faithful if a ∈ A and aM = 0 imply that a = 0. The R-algebra Cheung [6, 7] described commuting maps and Lie derivations of these algebras. Benkovič and Eremita [2] studied commuting traces of bilinear maps and Lie isomorphisms of triangular algebras. Benkovič [3] investigated biderivations of triangular algebras. Wong [19] treated Jordan isomorphisms of triangular algebras, while Zhang and Yu [20, 21] studied Jordan derivations and nonlinear Lie derivations. Let A and B be algebras over a commutative ring R. A map φ : A → B is called additive modulo centre if φ(x + y) − φ(x) − φ(y) ∈ Z(B) for all x, y ∈ A. Let ϕ : A → B be a map (without the additivity assumption). We say that ϕ preserves Lie products if ϕ([x, y]) = [ϕ(x), ϕ(y)] for all x, y ∈ A, where [x, y] = xy − yx is the Lie product of x and y. This kind of maps is closely related to Lie homomorphisms (linear maps preserving Lie products) and commutativity preserving maps (maps preserving zero Lie products), which have been studied by many authors. For example, see [1, 4, 5, [12] [13] [14] [15] [16] [17] 22] and their references. Recently, Šemrl [18] characterized bijective maps preserving Lie products on B(X), the algebra of all bounded linear operators on a Banach space X. Zhang [23] considered bijective maps preserving Lie products between two factor von Neumann algebras. Zhang and Yu [24] studied nonlinear *-Lie derivations on factor von Neumann algebras. In this paper we will investigate bijective maps preserving Lie products between two triangular algebras.
Maps preserving Lie products on triangular algebras
Let U = Tri(A, M, B) be a triangular algebra and let Z(U) be its centre. It follows from [6, Proposition 3] that
and that there exists a unique algebra isomorphism τ :
Let 1 A and 1 B be identities of the algebras A and B, respectively, and let 1 be the identity of the triangular algebra U. Throughout this section we shall use following notation
It is clear that the triangular algebra U may be represented as
Here U 11 and U 22 are subalgebras of U isomorphic to A and B, respectively, and U 12 ⊆ U is a (U 11 , U 22 )-bimodule isomorphic to the bimodule M.
In this section, we will prove the following theorem. 
Proof. If v 0 ∈ V satisfies (a) or (b), it is easy to check that
for all c ∈ C and d ∈ D, and that 
Replacing n by cn in Eq. (4), we have
On the other hand, we have from Eq. (4) that
It follows from Eqs. (6) and (7) 
Replacing n by nd in Eq. 
On the other hand, we have from Eq. 
It follows from Eqs. (9) and (10) that
(1), and so by Eq. (4), we get that (e 2 0 − e 0 )n = 0 for all n ∈ N. This and Eq. (2) imply that e 0 is an idempotent of C and ( 
The proof is completed.
Lemma 2.2. Let U and V be two algebras and φ : U → V be a bijection preserving Lie products. Then
Proof. It is easy to verify that φ(0) = 0 and φ(Z(U)) = Z(V). Let u ∈ U and z ∈ Z(U).
It follows from the fact
for all y ∈ U. The surjectivity of φ implies that
Next we assume that U = Tri(A, M, B) is a triangular algebra and V = Tri(C, N, D) is a normal triangular algebra, and that ϕ : U → V is a bijection preserving Lie products. Proof.
Hence ϕ(U 12 ) ⊆ V 12 . Applying the same argument to ϕ −1 , we can obtain the reverse inclusion and equality follows. The proof is completed.
Lemma 2.4. V 12 is a faithful left V 11 -module and also a faithful right
Proof. Let a ∈ V 11 with an = 0 for all n ∈ V 12 . Then 
This yields that a ∈ Z(V). From Remark 2.1, we see that
)︃ for some c ∈ C. It follows from aV 12 
This implies that c = 0. Hence a = 0. Thus, V 12 is a faithful left V 11 -module. Similarly, we can show that V 12 is a faithful right V 22 -module. The proof is completed.
for all n ∈ V 12 . It follows from Lemma 2.4 that
Let u ∈ V be any element, then u = a + n + b where a ∈ V 11 , n ∈ V 12 and b ∈ V 22 . It follows from Eqs. (11) and (12) that
This implies that
Proof. (a) Let a ∈ U 11 and m, n ∈ U 12 . It follows from the fact
for all n ∈ U 12 . By Lemmas 2.3 and 2.5,
Since 
Similarly, we can show that (b) holds.
(c) Let m, n ∈ U 12 . Then m + n = [e 1 + m, e 2 + n], and so by the conclusions of (a) and (b) we have
This and Lemma 2.3 imply that ϕ(m
(d) Let a, c ∈ U 11 and m ∈ U 12 . Then [a + c, m] = am + cm, and so by the conclusion of (c) we have
It follows from Lemmas 2.3 and 2.5 that
From the fact [[e 1 , U 11 ], e 2 ] = 0, we see that f 1 ϕ(U 11 )f 2 = 0. Thus,
This together with Eq. (14) gives us that
Similarly, we can show that (e) holds. 
Proof. Let a ∈ U 11 , m ∈ U 12 and b ∈ U 22 . Then [a + m + b, n] = [a + b, n] for all n ∈ U 12 , and so by Lemma 2.6(f) we have
It follows from Lemmas 2.3, 2.5 and the fact f 1 (ϕ(a) + ϕ(b))f 2 = 0 that
Now we are in a position to prove Theorem 2.1.
Proof of Theorem 2.1. Let x, y ∈ U. Then x = a + m + b and y = c + n + d for some a, c ∈ U 11 , m, n ∈ U 12 and b, d ∈ U 22 . By Lemma 2.7, we have
This together with Lemma 2.6 gives us that ϕ(
Maps preserving Lie products on nest algebras
Let H be a complex separable Hilbert space. Recall that a nest M on H is a totally ordered family of orthogonal projections of B(H) which is closed in the strong operator topology, and which includes 0 and I. Clearly, M ⊥ = {I − P : P ∈ M} is also a nest on H. A nest is said to be nontrivial if it contains at least one nontrivial projection. The nest algebra associated to a nest M, denoted by τ(M), is the set
Let Q ∈ M ∪ M ⊥ be a projection. Then M| Q = {PQ : P ∈ M} is a nest on QH. It is easy to check that
the set of all idempotents of τ(M). It is well-known that the linear span of E(M) is weakly dense in τ(M) and the commutant of τ(M)
is CI. For E ∈ E(M), we denote by [E] the orthogonal projection from H onto the range of E. Let E 1 , E 2 ∈ E(M). We say that
We also refer the reader to [8] for the theory of nest algebras.
In this section, we will use Theorem 2.1 to prove the following result. Theorem 3.
Let M, N be two nests on a complex separable Hilbert space H and ϕ : τ(M) → τ(N) be a bijection preserving Lie products. Then there is a map h : τ(M) → CI with h([A, B]) = 0 for all A, B ∈ τ(M) such that one of the following holds: (a) There exists an additive isomorphism φ : τ(M) → τ(N) such that ϕ(A) = φ(A) + h(A) for all A ∈ τ(M). (b) There exists an additive anti-isomorphism φ : τ(M) → τ(N) such that ϕ(A) = −φ(A) + h(A) for all A ∈ τ(M).
To prove Theorem 3.1, we need some lemmas. The following lemmas can be found in [11] . Lemma 3.
Let M be a nest and A ∈ τ(M). Then (a) A is the sum of a scalar and an idempotent if and only if [A, [A, [A, X]]] = [A, X] for all X ∈ τ(M). (b) A is the sum of a scalar and an idempotent whose range belongs to M if and only if [A, [A, X]] = [A, X] for all X ∈ τ(M).
Next we assume that M, N are nontrivial nests and ϕ : τ(M) → τ(N) is a bijective map preserving Lie products. Now we chose a nontrivial projection P 1 in M and set P 2 = I − P 1 . It follows from Lemma 3.1(b) that there exist λ 1 , λ 2 ∈ C and idempotents F 1 , F 2 ∈ τ(N) with [F 1 ] ∈ N and F 1 + F 2 = I such that ϕ(
Therefore, without loss of generality, we can assume that ϕ(
It is obvious that τ(M) = A 11 + A 12 + A 22 and τ(N) = B 11 + B 12 + B 22 .
Lemma 3.2. If E = E 2 ∈ τ(M), then ϕ(E) = λ E I + F where λ E ∈ C and F ∈ τ(N) is an idempotent. Furthermore, if E is nontrivial, then both the scalar λ E and the idempotent F are uniquely determined.
Proof.
, and so by Lemma 3.1(a), we have ϕ(E) = λ E I+F for some scalar λ E ∈ C and idempotent F ∈ τ(N). If E is a nontrivial idempotent, then F is a nontrivial idempotent. Otherwise, F = 0 or F = I. Then ϕ(E) ∈ CI, and so by Lemma 2.2, E = λI for some λ ∈ C. Then the fact E = E 2 shows that E = 0 or E = I, which is a contradiction. If E is a nontrivial idempotent and ϕ(E) = λ E I + F = α E I + G where λ E , α E ∈ C and F, G are idempotents of τ(N), then F, G are nontrivial idempotents and (λ E − α E )I + F = G. Thus,
This yields that λ E = α E , and so F = G. Hence both the scalar λ E and the idempotent F are uniquely determined. The proof is completed.
Now we define a mapφ :
It follows from Lemma 3.2 thatφ is well-defined. We claim thatφ is a bijective map. If
for all X ∈ τ(M), and so by the injectivity of ϕ, we have [
. This implies that
Thus λ = 0, and soφ is injective. Let F ∈ E(N) \ {0, I}. By Lemma 3.2, there exist α F ∈ C and E ∈ E(M) \ {0, I} such that ϕ −1 (F) = α F I + E. It follows that F = ϕ(α F I + E). From Lemma 2.2, we see that
Then there exists λ E ∈ C such that ϕ(E) = λ E I + F. This implies thatφ is surjective. We conclude thatφ is a bijective map. Lemma 3.3. Let E 1 , E 2 ∈ E(M)\{0, I}with E 1 < E 2 , and let
Proof. Firstly, we observe that F 1 and
CI, and in particular,
, we have from Lemma 3.2 and Theorem 2.1 that
and so σ(F 2 − F 1 ) = {λ, λ + 1} for some λ ∈ C. We may chose a Hamel basis that diagonalizes F 1 and F 2 simultaneously. Now if F 1 and F 2 are not comparable, then {1, −1} ⊆ σ(F 2 − F 1 ) = {λ, λ + 1} for some λ ∈ C, which is impossible. The proof is completed.
Consequently, the mapφ is either order preserving or order reversing.
Proof. (a) The idempotents F 1 , F 2 and F 3 are distinct and mutually comparable by Lemma 3.3. Since E 1 + E 3 − E 2 ∈ E(M), we have from Lemma 3.2 and Theorem 2.1 that F 1 + F 3 − F 2 ∈ CI + E(N), and so σ(
. This contradiction implies that (a) holds. Similarly, we can show that (b) is valid. The proof is completed.
Remark 3.1. By Lemma 3.4, we refer to ϕ itself as being order preserving or order reversing according asφ is order preserving or order reversing respectively. We extend the definition ofφ to all of E(M) byφ(0) = 0,φ(I) = I if ϕ is order preserving, andφ(0) = I,φ(I) = 0 if ϕ is order reversing. Now we can reduce our discussions to the case where ϕ is order preserving. Indeed if ϕ is order reversing, we may consider the bijective map η :
, and that η is order preserving.
Next we assume that ϕ is order preserving. Recall that
Proof. Let F ∈ B 22 be any idempotent. Then Q 1 + F is an idempotent of τ(N) and Q 1 + F ≥ Q 1 =φ(P 1 ). Since ϕ is order preserving, there exists an idempotent E ∈ τ(M) with E ≥ P 1 such that ϕ(E) ∈ CI + (Q 1 + F). Let A ∈ A 11 , it follows from the fact 
The injectivity of ϕ implies that [
. Then A i − B i = α i I for some α i ∈ C, and so α i = 0. This implies that φ i is injective. Since ϕ(A ii ) + CI = B ii + CI, we have for every T i ∈ B ii there exist S i ∈ A ii and α i ∈ C such that ϕ(S i ) + α i I = T i . It follows that
. 
Proof. Let X 1 ∈ A 11 and T ∈ A 12 . Then
Thus if X 1 , Y 1 ∈ A 11 , we have
. Similarly, we can show that
for all X 2 , Y 2 ∈ A 22 . The proof is completed. Remark 3.3. Let f i , φ i be as in Remak 3.2. For each X ∈ τ(M), we define f (X) = f 1 (P 1 XP 1 ) + f 2 (P 2 XP 2 ). By Theorem 2.1, we see that 
This and the fact φ(
From Eqs. (16)- (18), we get that
Since φ| A ii = φ i and φ i is bijective, it follows that φ maps A ii onto B ii , i = 1, 2. By Lemma 2.3, we have φ(A 12 ) = ϕ(A 12 ) = B 12 . Thus φ is surjective. Now if kerφ ≠ {0}, let X ∈ kerφ with X ≠ 0, then ϕ(X) ∈ CI, and so X = λI for some nonzero scalar λ ∈ C. By Lemma 3.6 and the additivity of φ, we can obtain that φ(AB) = φ(A)φ(B) for all A, B ∈ A 11 ⊕ A 22 . In particular, we have for any A ∈ A 11 ⊕ A 22 ,
Then ϕ(A) ∈ CI, and so A ∈ CI for all A ∈ A 11 ⊕ A 22 . This is a contradiction. We conclude that φ is an additive bijection. The proof is completed.
Now we are in a position to prove Theorem 3.1.
Proof of Theorem 3.1.. When M is a trivial nest, it follows that
and so by the result of [22] , the conclusion is valid. Next we assume that M is a nontrivial nest. Then by Lemma 3.4, ϕ is either order preserving or order reversing. If ϕ is order preserving, it follows from Lemma 3. Now we treat maps preserving Lie products on block upper triangular matrix algebras. Let Mn(F) be the algebra of all n × n matrices over real or complex field F. For every finite sequence of positive integers n 1 , n 2 , . . . , n k satisfying n 1 + n 2 + · · · + n k = n, we associate an algebra consisting of all n × n matrices of the form 
