Abstract: This study describes a study of 14 software companies, on how they initiate and pre-plan software projects. The aim was to obtain an indication of the range of planning activities carried out. The study, using a convenience sample, was carried out using structured interviews, with questions about early software project planning activities. The study offers evidence that an iterative and incremental development process presents extra difficulties in the case of fixed-contract projects. The authors also found evidence that feasibility studies were common, but generally informal in nature. Documentation of the planning process, especially for project scoping, was variable. For incremental and iterative development projects, an upfront decision on software architecture was shown to be preferred over allowing the architecture to just 'emerge'. There is also evidence that risk management is recognised but often performed incompletely. Finally appropriate future research arising from the study is described.
Introduction
The necessity of planning software projects has been documented and supported for many years. However, the amount and nature of planning is often debated [1] . For example, agile methods and more heavyweight software processes both recommend planning, but disagree on the purpose of it. Extreme programming emphasises the need for planning, particularly as a way to prioritise effort, facilitate coordination and to help deal with the unexpected [2] . Companies implementing a capability maturity model integration (CMMI) approach, on the other hand, emphasises the role of thorough planning in the software process for improving predictability and to measure process improvement [3] .
Given such diverse advice, what do companies actually do? Without some baseline knowledge, it is difficult to assess what improvements need to be made, if any, and what future research is required. Thus, we are seeking to answer the general research question: 'How do software development companies conceive and initially plan software projects?' In seeking to answer this, we describe a study carried out with 14 established Norwegian software companies. In what follows, we will discuss the main activities that we have associated with 'early' project planning, based on existing knowledge. Section 3 will describe the research method employed. Section 4 will discuss the results from the research, whereas Section 5 will discuss the findings in relation to existing work, alongside some suggested research for the future. In the final section we will provide some conclusions to the work.
Background
What constitutes 'early planning' of software projects is open to discussion. The IEEE Standard Glossary of Software Engineering Terminology [4] describes a concept phase and this is elaborated on in the more recent Software Engineering Body of Knowledge (SWEBOK) [5] . SWEBOK includes 'initiation and scope definition' and 'software project planning' under the 'Software Engineering Management' topic. SWEBOK is not an international standard, but it is backed by the IEEE and the ACM [5] . It has also been used as the basis for curriculum development for software engineering at undergraduate and graduate levels [6] . Hence, in the absence of a universally accepted definition of a body of knowledge, SWEBOK is a
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IET Softw., 2009, Vol. 3, Iss. 5, pp. 356-368 satisfactory starting point, alongside established software engineering textbooks [7, 8] . In the SWEBOK guide 'initiation and scope definition' is broken down into:
1. determination and negotiation of requirements, 2. feasibility analysis and 3. process for the review and revision of requirements.
'Software project planning' consists of:
1. process planning, 2. determine deliverables, 3 . effort, schedule and cost estimation, 4. resource allocation, 5 . risk management, 6 . quality management and 7. plan management.
To make the study more manageable, we have limited it to items (1) and (2) from 'initiation and scope definition' and items (1) - (3) and (4) from 'software project planning'. The selected items relate strongly with the decision process on whether or not to proceed with a project. Those omitted could be argued to be more relevant after the project has been committed to.
Traditional approaches, as recommended in systems analysis textbooks, include a feasibility stage [9] . However, these approaches imply a waterfall model and stable requirements being obtained upfront. Feasibility studies also form part of methodologies taking an iterative approach. The dynamic systems development method (DSDM) [10] describes a feasibility study; the unified process (UP) [11] describes an 'inception' phase; and extreme programming planning includes the collection of 'user stories' along with initial estimates for effort and value, which are then used for release planning. Clearly, the extent and nature of planning is influenced by the choice of software process, and there is not a general agreement of how much planning should be done at the project initiation stages.
Initiation and scope definition activities
The initiation of a project involves determining its requirements to some degree of detail, outlining candidate solution approaches and an assessment of whether or not to proceed with the project.
Determination and negotiation of requirements:
Having stable and explicit user requirements makes the planning process a lot simpler, since the information is certain. However, it is more likely that the knowledge of the future process and product requirements is to a substantial degree uncertain. For example, the determination of initial requirements is often influenced by market investigations. An analysis of what is already available is relevant to the feasibility of the project. Market analysis may also inform the requirements negotiation process. Linked to this is some evaluation of the solution space and a consideration of what is possible. Indeed, numerous candidate solutions may be considered and these are fed forward to the feasibility analysis.
Given this complicated planning scenario, the software process cannot simply be the process of 'capturing' fixed requirements that are waiting to be 'found' and then developing an unproblematic and stable implementation. Rather, it is a creative process where new ideas are generated, existing ideas combined and often tradeoffs made between the requirements and designs [12] . In such cases, stakeholder collaboration, requirements negotiation and re-negotiation become a reality. Determination and (re)negotiation of requirements, so as to enable the setting of the scope of the project, is therefore necessary at an early stage.
Feasibility study:
Traditionally, in systems analysis, a 'feasibility study' has been recommended with the principal aim of determining if the project is viable and also to obtain some preliminary planning data [13] . More precisely, the feasibility study usually refers to an assessment of the product/project against technical, operational, financial and social/political criteria [7] . Such a phase allows the early cancellation of projects with minimal cost or, if the project proceeds, assists in the estimation of funding required and further planning. Despite this recognition of the importance of a feasibility study, the topic does not receive much attention in popular software engineering texts. It is only briefly referred to by Sommerville in [8] , where software project planning is covered, but mostly related to later stages in the project after requirements have been more fully documented. Pressman [7] gives it more attention and points to the first activity in software project planning being to determine the software scope. That text identifies the difficulty of determining the scope of a software project without knowing the requirements or having a good perception of the possible solution space. Putnam and Myers [14] state that once the scope is determined, it is essential to estimate the cost of the proposed developments (or candidate solutions), and therefore the feasibility.
Software project planning
We are primarily interested in early project planning in this study. The SWEBOK defined activities under 'software project planning' assume that the project has already been commenced. Nonetheless, it is fair to assume that before committing to a project some consideration would be given to process planning, determining the deliverables and risk management. All of these factors could be argued as having a large impact to an accurate feasibility study. For this reason, these activities were included in the study.
Process planning:
Given the scope of a project and some initial requirements, the software process to be used must be decided upon as well as choice of relevant development methods and tools [7] . This could amount to choosing between a finite set of well-defined software process models [5] . Indeed, how to choose between software process models has been a long standing problem. Further, there is empirical evidence to show that there is a non-conformance between defined software process models and enacted software processes [15] .
The need for a defined process has long been recognised as a risk reducing strategy for software engineering management [16] , and the need for tailoring to suit individual projects increasingly recognised [17, 18] . Nonetheless, guidance and methods for tailoring software processes are not well established, with only some recent specific examples [19, 20] . Whether or not such methods are useful, or even used in the real world, has not been fully reported. Tailoring of agile methods has received some attention in Taylor et al. [21] .
Determining deliverables
Determining deliverables is not just about implementing each functional requirement, but may also include some upfront infrastructure design [7] . Equally, there may be opportunities for reuse of existing in-house software, use of commercial-off-the-shelf (COTS) software components or acquiring open source software (OSS) components. The decision on this will obviously impact the initial planning of the software project, especially the cost and effort required. Because there are so many dependencies on its outcome, software architecture planning is considered by many as an essential upfront activity [22] . In waterfall approaches, there is more incentive for architecture planning at an early stage, since the pressure of an early functioning release is not present. In iterative software processes the extent of commitment to an upfront architecture may be as little as choosing a metaphor to follow in the development process [2] . Other advice includes planning a short iteration just to develop enough of the architecture to allow the team to understand the planned system sufficiently [23] , or to allow architecture to emerge, but with a higher ratio of architecture to feature development in the early iterations [24] . Nonetheless, empirical studies have given evidence of a link between requirement-oriented problems later and the quality of architecture planning at the start [25] . There is also evidence that the decision on architecture is largely made informally [26] .
Another aspect of determining the deliverables is to consider the architectural composition of the developed software. This is essential, since it greatly influences the cost, and therefore the outcome of the feasibility study and the decision on whether and how to proceed. The options for reuse include existing in-house built software components or off-the-shelf software components either commercially available or free/open source [5] .
Release planning is the decision process for determining when a functioning software product should be delivered to the customer and with what functionality. Therefore it may also be an activity of the early planning efforts. For waterfall approaches there is notionally only one external planned release, but functionality may still be deferred to a later evolved version. For iterative and incremental development (IID), it typically refers to the creation of a high-level plan for releases in the future [27] .
Risk management
Software development risk is the possibility of failure in the software development process, or more precisely the product of the probability of a risk event occurring and its associated loss [28] . Risk management covers the activities necessary to analyse and control risk. Boehm [28] has defined risk management in six stages: Identification, Assessment, Prioritisation, Management planning, Resolution and Monitoring. When deciding upon a software project, risks are highly relevant since, by definition, they may negatively impact upon the development cost and therefore threaten the validity of any cost-benefit analysis carried out. Such an approach is recognised in the growing area software economics [29] . Considering risk as a possible cost, and therefore having impact on investment decisions, has received more recent attention [30] .
Research approach
The research is mainly qualitative in nature. This is justified by the advantages of that approach in complex studies, where richer results are obtained than a necessarily more narrow quantitative study [31] . The instrument of the study is a structured interview [31] which allows better comparison between interviewee responses, than semi-structured interviews, where questions are left completely open ended. The approach used can be described as a survey, according to the guide to surveys from Pfleeger and Kitchenham [32] .
Since the study was exploratory in nature, convenience sampling was used. Convenience sampling is adjudged to be appropriate where an inexpensive study is planned and in order to obtain fast and approximate results. The population consisted of 31 successful Norwegian software companies, where there had been previous contact with the authors or
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IET Softw., 2009, Vol. 3, Iss. 5, pp. 356-368 their associates in previous research studies. This was prefiltered to exclude small companies or recent start ups and included only well-established companies, with at least five software development employees (the lower limit was in fact 14). This avoided the issue of dormant companies, single person consultancies or those with very low levels of software development. Of the 31 companies invited by e-mail to participate, 14 (45%) responded positively to the invitation.
The interview was designed so as to last about 30 min and was aimed at new software development projects, rather than software maintenance and evolution. The interview was conducted by a single researcher and notes of all responses were recorded on a form, as the interview proceeded. In each case the respondents were asked to give their company's general approach to projects. Interviewees were sent a copy of the questions in advance, so that they could prepare their responses. During the conduct of the interview, the interviewee's responses were summarised as feedback to the respondent by the interviewer, to help ensure the internal validity of the research.
Research questions
In seeking to answer our general research question of how software developments companies conceive and initially plan software projects, we have composed six research questions. Two particular issues arise from the discussion on 'initiation and scope determination': (i) the choice of software process and (ii) how feasibility analyses are carried out. We also noted a lack of information on how exactly software projects get commissioned and on how the software process gets selected, based on the origin of the project. In fact, many software engineering methods do not recognise development that may be concerned with creating COTS products, often without a definite customer to seek requirements from. Evidently, the domain in question will also have an influence, on how projects are conceived. Given the small sample size we cannot hope to produce a valid statistical breakdown of the origins of software projects. What is possible is to establish some of the typical origins, and to find an indication of whether the selection of the software process is related to the type of origin. Our discussion noted existing research into software process tailoring. Hence a research question was formulated to help determine this and also how the feasibility of a project is considered.
RQ1: Is there a relationship between the origin and type of a software project and the software process employed and related to that, are software processes tailored to suit the origin and type? RQ2: How are feasibility analyses carried out?
We were also interested in what documents were generated at the planning stages of the project. Included in this was the extent of requirements documentation prior to project enactment.
RQ3: What documents are generated in the early preenactment stages of a software project?
The remaining research questions relate to two areas of planning that could be carried out early, and indeed many have spoken of the need for early treatment. We have previously noted a lack of documented knowledge in the literature on how software products are planned in terms of deliverables, in particular whether there is a need for software release planning and to what extent (RQ4). Related to this is whether companies feel the need to determine an upfront architecture or to allow it to emerge (RQ5). Finally, risk management has been cited by many as something that should be initiated as early as possible. Whether this is the case in real life is tested by RQ6. Table 1 shows the research questions and relates them to the structured interview questions that were asked. During the interview, follow-up questions were added when needed to ensure that the research question was addressed.
Context
As mentioned, structured interviews were conducted with project mangers in 14 companies, with the number of developers ranging from 14 to several thousand. The majority of the company projects addressed were developing bespoke software (i.e. for a single customer), the remainder developing COTS products (multiple customers). Two of the bespoke projects (C1, C13) were for internal customers (i.e. those in the same company), the other six being for external contracts. Table 2 summarises the context for this study including the software process being used, being categorised as either 'waterfall' of 'IID'.
Research results
This section will provide a summary of the results from the study and relate them to the research questions being investigated, with further discussion of these in the following Section 5.
Software project initiation
Each respondent in the survey was asked how software projects got initiated in their company. feedback, or indirectly via sales and business teams. Both origins refer to existing software and how it may be improved. The rest mainly relates to new software and includes origins from tenders, IT reviews, from consultancy and from developers themselves.
Software process choice and tailoring (RQ1)
RQ1 asks about the relationship between the origin of a software project and the software process employed. To this end, respondents were asked to specify what software process model they used, if any. The responses can be categorised as those following an IID process model, and those following a waterfall process model. All of those employing an IID process claimed to be using an agile method, these being Extreme Programming (2), Scrum (7) and Evo (1).
RQ1 asks about the relationship of product type to the software process type. The results show that there were nearly twice as many occurrences of an IID process over www.ietdl.org waterfall processes. This ratio was in fact mirrored for both COTS and bespoke software, indicating that there is no relationship shown. Of the five waterfall model processes, two were COTS products and three were bespoke development. It would be interesting to analyse the effect of customer type on software process type. In the case of an IT department servicing a company, it might be expected that it is easier to have frequent deliveries of an IID approach. All the waterfall model processes were for external customers, but given that there were only two such projects in the study, no significance can be attached to this. It is noteworthy, though, that both the projects with internal customers adopted an IID process model.
A common theme from respondents using an IID process for bespoke development was that IID was difficult, where projects started from a successful tendering process. With tenders, the normal approach is that the requirements are committed to upfront and usually agreed to as part of a contract, along with specific delivery dates. Four of the companies described having been subjected to a tendering process, and three of the four reported difficulties in using an IID approach in such circumstances. Only one stated that they had been successful in convincing the tender issuer that an IID approach could work and had won a bidding process based on this. In fact, that company reported success in negotiating an agile process as part of the tender process. In the other three one adopted an IID process, but only for internal deliveries of software. In that case, as far as customer perception was concerned, the actual process used was a waterfall one. Thus, an internal IID process was used, where increments were developed frequently but not released externally until the end of the project.
In addition to being asked which software process they used, respondents were asked if the process was tailored to meet the particular project. Only four respondents indicated that this was the case, indicating a preference for a 'one size fits all' approach to choosing the software process. Interestingly, the four who said that they spent time tailoring the process were all employing an IID approach.
Overall our study relating to RQ1 provides evidence for two findings. 
Project feasibility (RQ2)
RQ2 asks how companies perform the feasibility study before commencing actual software development. Two-thirds of the companies reported having a stage in the process that could be considered a formal feasibility study. That is not to say that one-third do not consider feasibility, rather that they do not have a formal stage for this task. However, looking deeper at responses from those investigated, the same onethird actually evaluates expected costs as numerical values. Of the nine companies that claimed a formal feasibility study, all estimated the cost of software development using expert judgement, but only six of these quantitatively estimate the expected value of implemented requirements. This apparent discrepancy provides evidence that, in many cases, cost is the sole driver of economic decision making in software development and that companies fix the cost and then try to deliver a suitable set of implemented requirements at a suitable level of quality.
The context factors influencing whether or not a feasibility study is carried out were not uncovered by the investigation. The type of software product being either bespoke or product did not seem to influence the outcome; half those using a feasibility study building off-the-shelf products and half supplying bespoke software. Similarly, the software process being employed did not show a conclusive trend, the proportions of those doing a feasibility study being in line with the IID:waterfall ratio. We might have assumed a feasibility study to be more likely when using the waterfall approach, with its traditionally more heavyweight planning process, but this was not the case here. Indeed of those claiming agile method adherence, five out of the nine agile adoptees performed a feasibility study, and four of these used quantitative measures of cost and/or value in doing so.
Looking at all 14 companies (Fig. 2) , only five claimed to use a quantitative cost-benefit analysis approach and, of the remainder who carried out an economic feasibility study, all used a qualitative approach involving comparisons. One respondent, using a quantitative cost-benefit analysis, indicated a consideration of the future value of planned developments in the form of a net present value calculation.
With regard to feasibility relating to non-economic issues, technical feasibility was mentioned by many respondents as an important aspect, most commonly in relation to resource availability for completing the development. Other main types of feasibility were not mentioned by any of the respondents as an activity undertaken in early project planning.
The results from RQ2 provide the following indication.
Finding F3: Companies generally conduct a feasibility study before committing to projects, but these tend to be qualitative and informal and include only economic and technical feasibility.
For feasibility studies, a follow-up question was asked about how consideration of possible software composition affected the feasibility study. Possible sources of reuse include in-house software, COTS software and OSS. Choosing to employ such components clearly affects the costs and schedule of the developed software, the choice of software architecture, the functionality and quality. Table 3 shows the results from this question.
All respondents said they planned reuse of in-house software, if possible. OSS and COTS were not universally considered, but still common. The answers to this subquestion revealed no obvious relationship of the type of reuse with the product type or the software process being used. When asked if they considered the effect of reuse on cost estimates, everyone replied positively.
Early planning documents (RQ3)
As part of our investigation relating to RQ3, respondents were asked to identify the artefacts created in the early project planning process. The response to this rather depends on what is considered 'early planning'. In the preamble to the questionnaire this was specifically defined as being prior to the decision to proceed with the project. This was elaborated as being before detailed requirements were created, before design work and before coding work. The results are summarised in the following list of documents: † architecture description, † Blog (web-based log)/Wiki (team-editable web page), † business case/market analysis, † contract, † cost/budget analysis document, † export assessment, † make-buy analysis, † requirement specification, † risk assessment document, † sample code, † schedule plan, † test plans and † user stories/high-level requirements.
Of the respondents, eight stated that they produced at least a partial requirements document, and three of those described a full requirements specification. This was despite our contrary definition of early planning. However, these companies were chiefly involved in either responding to tightly defined customer contracts or exacting standards that were imposed on the product. In fact, two of these companies specifically mentioned the contract as being a product of early project planning and, presumably, this is tightly linked to the requirements specification. The popularity of user stories relates to the prevalence of the Scrum method in the sample. Only one company stated an architecture description document and this company can be identified as one that includes embedded software, where the architecture of the software is tightly coupled to that of the hardware being used. The remainder of the documents can be associated with project planning. Costbenefit analysis documentation is common, but as mentioned in the discussion on economic feasibility in the previous section, it is by no means universally produced.
Finding F4: Most companies produce at least a partial requirements document before taking the decision to proceed or otherwise. Early costs, schedules and budgets are often documented, but other data on decisions taken are often not documented. www.ietdl.org
Release planning (RQ4, RQ5)
Release planning is related to the product but also highly related with the software process used and how the requirements for the product are gathered. This fact was borne out in the investigation. In fact, there is a one-toone mapping from waterfall process to single releases in our results. However, for those using an IID process, four still delivered the software to the customer as a single release. In these cases software can be 'delivered' internally with a single bundled release being given to the customer. Agile methods tend to advocate early feedback from customers but, because of the use of contracts, this is not always convenient. Our results, as shown in Fig. 3 , indicate that only slightly more IID projects tend to be planned for one release ahead than for two or more.
Further, waterfall processes associated with a single release do often include provision for future releases. In other words, the evolution after the delivery of the software is often planned at the outset. In that case, the distinction between a waterfall approach and an IID approach is not as clear-cut as might be believed from software engineering textbooks.
Even for agile method based projects, two of the nine reported that only one release is planned. For Scrum projects, which are generally strong on release planning, the number of releases planned is always two or more.
Finding F5: Release planning is a universal activity, not just projects employing an IID process.
A related issue is that of planning the architecture of the proposed product. All of the respondents except two stated that the architecture of the product was decided up front, before the rest of the development. This is somewhat different to the often quoted 'YAGNI' agile principle ('You Aren't Going to Need It'), where the implication is that the architecture decision need not be made firmly until later. For the 13 enterprises indicating that architecture was decided up front, five of these stated that, nonetheless, later refactoring of the architecture was common.
Finding F6: Companies tend to prefer fixing the software architecture upfront rather than allowing it to emerge. This is true for companies employing a waterfall approach or an IID process, including those using agile methods. 
Risk management planning (RQ6)
Project Managers were asked to describe what risk management steps they planned, having been prompted with the six risk phases from Boehm [28] .
As shown in Fig. 4 , the majority of companies consider risk identification important. A smaller number go on to actually assess those risks. A follow-up question revealed that four of the companies assigned probabilities and impact assessments to risks, meaning that assigning actual numbers is the primary approach in this sample. It is not really surprising that having assessed the risks, those same companies go about planning for how to monitor those risks, usually at regular project meetings. What is surprising is the lack of active planning about what should be done if a risk occurs, with less than half of the respondents indicating that they planned for this. Anecdotally, several companies mentioned the implicit nature of their risk management, being that of employing a good software process. One company, with safety-critical applications, did employ extensive detailed risk management, part of the motivation being from external standards organisations.
Finding F7: Risk Identification and Risk Monitoring are common activities but other risk management activities were not explicitly performed in most of the companies.
Discussion and future research
We will discuss the validity of the findings, discuss their implications and derive several empirically based research directions for further work.
Validity
Before discussing the findings from the study, it is important to point out the threats to their validity.
External validity: The small sample size and being from a single geographical territory means that the findings cannot be assumed to be representative of software industry in general. Rather this study tries to gain insight into the problem area, and so to inform further studies into early project planning. Further, the sample is not a random one. The use of a convenience sample means that the companies interviewed may not be typical. In fact they cover a range of domains, customer numbers and company sizes.
Construct validity:
There is a threat originating in possible misunderstanding of the interview questions. This could be compounded by the use of a structured rather than semi-structured questionnaire. To reduce this risk, the interview questions were designed based on a literature search but also from the interviewer's experience and knowledge. During the interview, as required, further extra explanations of questions were given. Nonetheless, there is no guarantee that the interview covers all of the relevant issues or that the questions are optimal. However, respondents did not report any problems in understanding the questions.
Internal validity: Respondents in the selected companies were selected to be knowledgeable in project planning, but there is no test in the study for the validity of this assumption. There is also no way to ensure accurate recall from respondents on previous project data. Some of the questions and answers were open to interpretation both from the respondent's side and from the interviewer's side in judging the responses. To reduce this risk, answers were fed back as they were received to verify correct understanding. We are thus relying on the knowledge of the interviewee and the interviewer.
Conclusion validity:
The research is qualitative and the summaries presented are indicative rather than statistically significant. Being qualitatively based allowed the study to be more flexible and for answers to be explored more deeply. Consistency and accuracy thus potentially suffer. The conclusions made are based on www.ietdl.org obvious implications rather than an exhaustive analysis of cause and effect.
Software process
Finding F1 indicates that iterative and incremental approaches present problems where projects have been initiated from a tendering, bidding or contract negotiation process. Since the IID approaches described are in fact agile approaches, part of the reason for this may be in the ethos of agile methods. The agile manifesto [33] explicitly states that a priority should be given to 'customer collaboration over contract negotiation'. However, the study results reveal that this position is not always realistic, since many customer processes involve responding to tenders, submitting bids and negotiating contracts. This problem has been noticed already [23, 34, 35] but little or no research has been published on how to overcome this, or even the case where the customer is not willing and/or able to collaborate after the contract has been agreed. One solution put forward is to obligate and define the customer collaboration required precisely in an initial contract [21] . Further, the need for alternative risk sharing contracts has been put forward [36] but this depends on the cooperation of the customer, who is frequently not familiar with this approach. A similar approach was mentioned by one of our respondents where a government contract had been awarded for continued IT support, using an agile approach including mandated ongoing customer collaboration. Thus, that there is a need for empirically based research on the use of iterative and incremental software processes for contract-driven projects. What is required is some evidence on how effective this type of process is from customer and developer perspectives?
That software processes should be tailored to suit their context is a recognised principle [20] . Previous studies have described case studies showing how software processes have been tailored and identified along with the lessons learned [37] . This study adds to this knowledge in identifying that tailoring is a common practice in software companies, where an IID approach is used (Finding F2). In fact, tailoring of IID approaches has been previously investigated, for example rational UP [19] or XP and Scrum [37] .
Project feasibility
The study confirms the perceived importance of a feasibility stage in software projects, but raised some questions about the appropriate degree of rigour in this phase. Respondents concentrated mainly on economic feasibility, although several did mention technical feasibility. For economic feasibility, the concentration seems largely to be on costs and schedule, with only a minority of companies estimating the future value of the proposed developments. In fixed price contracts this would be understandable, but the lack of value estimation is evident also in product development companies. The conclusion is that recent publications on the need for a value-based approach to software engineering decision support [38] have not transferred completely to industry. Cost seems to be the main criteria for determining the feasibility of a proposed project. With regard to cost estimation, the majority of methods employed are based on expert opinion. This reflects existing evidence on its superior effectiveness over algorithmic methods [39] , although it could also be argued that using expert opinion is merely more convenient. The indication of a preference for expert judgment over formal cost estimation is also backed up by a recent review of cost estimation research [40] . Our discussion on finding F3 noted that there was a range of approaches, and no obvious link to whether the project was delivering to a single customer or to a general market. Further, no explicit cognisance was given in the feasibility study to the extent that reuse could be utilised. The decision on whether to reuse existing software components clearly impacts on the feasibility study results. Previous work shows that the 'make against buy' decision is part of COTS-based software development processes [41] and by extension a 'make against download' decision should also be made for those considering OSS. Companies in our survey did consider reuse at the feasibility analysis stage. However, it is also possible that COTS or OSS components are also discovered later in the process by the software designers [42] . Reuse of in-house software was favoured by all, but no clear distinction could be made on general preference between OSS or COTS, or when to choose off-the-shelf components over building them. What is missing from this is how to make the decision based on the value of selecting one or the other, or a combination of them. A useful area for future research might be to establish a means to include the possibility of reuse at the feasibility analysis stage. Thus more work is needed on the economics of software composition and configuration as well as software construction.
Early planning documents
In the study, we were particularly interested in what was documented to aid scope definition and cost-value estimation, and what deliverables came out as a result. Our results revealed considerable variation in the degree and nature of documentation created at the early planning stages (Finding F4). The most common documents refer to the requirements and this supports existing views on the importance of having an adequate knowledge of requirements to properly scope a project. Whether highlevel descriptions of requirements such as in user stories, or on say a wiki page, are sufficient to do this, has not been addressed in the literature. Overall, there seems to be a trade-off between the effort spent in early requirements engineering and the quality of the plans made based on the requirements. To scope a project well, good predictability on effort is required, that is a more detailed requirements definition is desirable. However, this is not always the case, since requirements are not necessarily complete or stable. This trade-off and how to adjust it for various project and product environments will be an interesting future research topic.
The findings revealed that, while most companies required the architecture to be decided at the start of a project (Finding F6), the number actually producing an architecture document did not back this up. Only one company stated an architecture description as being one of their early planning documents. This may well be because others have omitted to mention it, or that they include it as part of the requirements document. Since companies were not prompted (and so biased) about exactly which documents they produce, we can conclude that decisions taken such as choice of platform, what existing software can be reused, details of cost and schedule estimates, or even risk reduction or contingency plans are at worst not documented or at best, not forefront in these project managers' minds. Clearly, there is a decision to be made on which documents to produce and maintain, since all incur some cost, but can have very different values associated with them. Further, documentation is usually assumed to be text and diagrams held in repositories but much of the knowledge in project planning is manifested at meetings and informal discussions but not documented, or is held tacitly [43] .
Release planning
Release planning tends to be discussed in the context of IID only [27, 44] . However, our finding, F6 reveals that, even in waterfall-based projects, release planning is carried out, referring to the future evolution plans of the delivered product. The methods used for release planning in our sample were all based on human intuition and expert opinion, as opposed to scientific approaches described in the literature. Recent work has indicated that the customer and market base have the biggest influence on release planning decisions [45] . Our findings support this since, anecdotally, respondents cited value to the customer as the main criterion used to plan releases. The number of releases planned in the future varied, but showed that the majority of companies in the study were planning for two or more releases into the future. This supports the need for current ongoing research effort into release planning and its relation with value-based software engineering.
The issue of when to commit to a software architecture also became apparent in the study. Our finding, F6, is that companies prefer to make the decision earlier rather than later. This supports the traditional view of software architecture design [22] , but is at odds with some descriptions of agile approaches, which emphasise the possibility of refactoring against fixing the architecture at the beginning [2] . Even in the case of agile methods, respondents preferred to decide early on the architecture. Hence, our finding supports more recent evolutions in agile methods thinking to support at least some architecture over functional development at the start of a project [24] . One possible direction for future work might be to investigate the economics of addressing or delaying architecture decisions.
Risk management
Our finding, F7, implies that risks are identified, but that planning what to do about them, should they materialise, is deferred until later. The reason for this is possibly due to managers not seeing the benefit of risks planning. This illustrates a need for more understanding of why companies do not do risk management and then to demonstrate the value of risk planning [30] . It also indicates a need for the development of more lightweight risk monitoring methods and tools.
Conclusions
We have presented an empirical study on how companies conceive software projects and carry out initial planning. The use of structured interviews as an instrument worked insofar as we obtained a set of results which were easy to compare, since all respondents were given the same questions and allowed to elaborate, but not to digress too much. Without the constraint of time, semi-structured interviews may have provided richer feedback. However, to encourage uptake we promised to limit the time taken for the interview to 30 min, and we found participants were willing to take part on that basis.
The findings indicate that the body of knowledge in this area is not complete and not fully implemented in our sample of the industry. The SWEBOK guide [5] has provided definitions for activities that belong to software project initiation, scope and planning, but evidently these are not widely accepted terms, or agreed sets of activities. One contributing factor to this is the diverse range of software processes, meaning that activities in software project planning are strongly dependent on choice of lifecycle process.
Findings F1 and F2 are both related to the choice of software process. We have confirmed that in our sample, projects resulting from a contract negotiation process are often difficult to fit to an IID process. Given their popularity and the claims of lower risk in using IID, a means to fit them to contract-based processes would be highly desirable. Indeed there has been some movement towards this from the Norwegian Computer Society, who have published a standard contract template for iterative development [35] . The template includes elements such as incentives and sanctions as well as procedures for conflict resolution. However, acceptance of these types of contracts may be more a socio-technical issue, demonstrating a need for a change in the thinking among those commissioning software projects.
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Our findings on feasibility studies reveal that they are often ad hoc and lacking in formality. There is little attention given to basic economic methods such as calculation of net present value, much less identifying future value. The problem of basing economic decisions on uncertain information (such as only very basic requirements or feature descriptions) is also apparent. This finding along with those on how to perform release planning, software architecture planning and risk management planning illustrates a future research direction related to software economics and how to value deliverables (such as software architecture artefacts) that may have no immediate value, but may have some in the future.
Conducting empirical investigations is difficult, and getting high-quality responses from large randomly selected samples is very time consuming. While a larger sample would be desirable, our smaller convenience sample has provided an initial study into how companies initiate and plan software projects. The study indicates that early planning of software projects is important to companies, but there is much to be done in confirming the motivation for planning, defining what should be done, when it should be done and in providing the process and methods to support it.
