Abstract: This paper proposes a framework for dealing with certain classes of nonlinear model predictive control (MPC) problems by solving a quadratic programming (QP) optimisation at each sampling time. This feature broadens the applicability of nonlinear MPC since many efficient tools for solving QP problems (both numerical algorithms and explicit solutions) are available. A key concept that enables this formulation, the input-state linear horizon (ISLH), is introduced. The ISLH characterises the length of the linear window in the relationship between the input and the state variables of a nonlinear system. In addition, the issue of input to state stability with respect to disturbance inputs is handled by incorporating a set of extra linear inequality constraints into the QP. Thus, the proposed scheme has two very attractive properties; namely, simplicity of the solution and guaranteed stability and robustness.
INTRODUCTION
Typical formulations of model predictive control (MPC) solve, at each sampling instant, the minimisation of a quadratic functional over a fixed window (time horizon) of the problem data and decision variables. When the underlying dynamical system is linear and the variables of interest are required to satisfy linear inequality constraints, the underlying optimization solved in MPC with quadratic functional can be cast as a quadratic programme (QP), possessing a number of well known computational and theoretical advantages. On the other hand, when the underlying dynamical system is nonlinear, the resulting optimisation problem, even with a quadratic for the MPC cost in terms of the original variables can result in arbitrarily poor performance (Primbs and Nevistić 1997) . See also Freeman and Kokotovic (1995) for further discussion on the potential drawbacks of using feedback linearisation in the context of optimal control. A different approach can be found in Primbs and Nevistić (1997) , where MPC is formulated in terms of the original variables and the system dynamics are linearised via a change of coordinates to simplify computation. The advantage of this approach is that the relationships between the variables of the problem become linear, which reduces complexity in computing the predicted system trajectories over the horizon. One drawback is that the transformation of coordinates, especially in the control variable, transforms the cost functional into a nonquadratic and, in general, nonconvex function. Some approaches have been reported that avoid this problem by not weighting the control effort in the cost functional (Bloemen et al. 2002) on the grounds that input constraints are explicitly accounted for. One common problem that arises in the approaches discussed above is caused by the presence of constraints on the actual control input. In this case, the nonlinear transformation of the control input variable renders the constraints on the transformed input nonlinear. Hence, exact constraint mapping requires computationally intensive nonlinear programming (Nevistić and Del Re 1994) or iterative solution methods (Oliveira et al. 1995) , defeating the purpose of posing the original problem as a QP. Some remedies to this problem have been attempted in, for example, Kurtz and Henson (1998) , where an approximation of the constraints is proposed.
In contrast to the previous work summarized above, our aim here is to study when the underlying fixed-horizon optimisation problem solved in nonlinear MPC can be computed, in exact form, via QP. One contribution of the present paper is to show that the optimal control sequence for a nonlinear system of certain features, with quadratic cost and linear inequality constraints, can be computed via QP provided the prediction horizon is no larger than a critical horizon. This critical horizon, over which MPC for nonlinear systems can be solved via QP, is related to a novel concept introduced in this paper, which we call the input-state linear horizon (ISLH). The ISLH is the number of sampling times before the input of a system appears on the state variables in a nonlinear form. Another contribution is the introduction into the scheme of a set of extra linear inequality constraints so as to guarantee input-to-state stability (ISS). A key point is that the additional ISS constraints are given by linear inequalities in the input variable, thus preserving the QP nature of the formulation and the simplicity of the control scheme.
Notation and Basic Definitions
Let R, R + , Z and Z + denote the field of real numbers, the set of non-negative reals, the set of integers and the set of non-negative integers, respectively. We use the notation Z ≥c to denote the set {k ∈ Z | k ≥ c} for some c ∈ Z + . Let x denote an arbitrary Hölder p-norm of a vector 
denote its corresponding induced matrix norm. It is well known that Z ∞ = max 1≤i≤m n j=1 |Z {ij} |, where Z {ij} is the ij -th entry of Z. A function ϕ : R + → R + belongs to class K if it is continuous, strictly increasing and ϕ(0) = 0. A function β : R + ×R + → R + belongs to class KL if for each fixed k ∈ R + , β(·, k) ∈ K and for each fixed s ∈ R + , β(s, ·) is non-increasing and lim k→∞ β(s, k) = 0. Composition of two functions
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Input to State Stability
Consider a discrete-time perturbed nonlinear system described by
where x k ∈ IR n is the state, w k ∈ IR l is an unkown disturbance input and G : IR n × IR l → IR n is a nonlinear possibly discontinuous function. For simplicity of notation we assume that the origin is an equilibrium in (1) for zero disturbance, meaning that G(0, 0) = 0.
n is called robustly positively invariant (RPI) for system (1) with respect to W if for all x ∈ P it holds that G(x, w) ∈ P for all w ∈ W. ⋄ Next, we state a regional version of the global ISS property presented in (Jiang and Wang 2001) for discrete time nonlinear systems of the form (1). This property is suitable for constrained nonlinear systems, such as nonlinear MPC closed loop systems, as observed in (Magni et al. 2006) . Definition 2. Let X and W be subsets of IR n and IR l , respectively, with 0 ∈ int(X). We call system
(1) ISS in X (with respect to W) if there exists a KL-function β(·, ·) and a K-function γ(·) such that, for each x 0 ∈ X and all {w j } j∈Z+ with w j ∈ W for all j ∈ Z + , it holds that the corresponding state trajectory (1) satisfies
⋄
The following conditions will be used throughout the article to establish ISS of MPC closed-loop systems.
Theorem 3. Let W be a subset of IR l with 0 ∈ int(W) and let X be an RPI set for (1) with respect to W with 0 ∈ int(X). Furthermore, let α 1 (s) := as δ , α 2 (s) := bs δ , α 3 (s) := cs δ for some a, b, c, δ > 0, σ ∈ K and let V : IR n → IR + be a function with V (0) = 0. Consider now the following inequalities:
If inequalities (2) hold for all x ∈ X and all w ∈ W, system (1) is ISS in X.
The proof of Theorem 3 can be found in (Lazar 2006) . Note that conditions (2) imply Lyapunov asymptotic stability when the disturbance input converges to zero (Jiang and Wang 2001) .
Input-State Linear Horizon
Consider the following discrete-time single-input single-output nonlinear dynamic system
where x k ∈ M ⊆ IR n is the state at time k ∈ Z + , u k ∈ IR is the input at time k and y k ∈ IR is the output at time k, and the functions F : M × IR → M and H : M → IR are analytic functions on their domains. The initial state of system (3) is denoted x 0 = x.
we use the following notation:
where U k+1 = (u 0 , . . . , u k+1 ).
We next define the input-output linear horizon (IOLH). The IOLH is the number of sampling times before the input of system (3)-(4) appears on the output in nonlinear form. 
System (3)- (4) is said to have input-output linear horizon ∞ in M if (i) holds for all k ∈ Z + . We denote the input-output linear horizon of an output function (4) under the dynamics of system (3) by ℓ H,F . ⋄
We next introduce some definitions and present some properties of the input-output linear horizon of a dynamical system. The following notation for the dynamics driven with feedback is introduced:
As before, we define
. . , v k ) and use the following notation:
Proposition 7. Given the discrete-time system (3)-(4), its input-output linear horizon ℓ H,F is invariant under coordinate transformation but, in general, not under feedback.
Proof: Under the coordinate transformation z k = ψ(x k ), system (3)-(4) can be written as
To prove invariance under coordinate transformation it is sufficient to prove that
where x = ψ −1 (z). This, along with Definition 4, will show that input-output linear horizons of systems (3)-(4) and (6)-(7) satisfy ℓ H,F = ℓH ,F . First, we prove by induction that
Note that (9) holds for k = 0 from the definitions of F 0 andF 0 . Now assume (9) holds for some k ∈ Z + , then it is easy to see that it holds for k + 1 sincẽ
Thus, (9) holds for all k ∈ Z + . From (9) and the definitions ofH it follows that:
This completes the proof of invariance under coordinate transformation.
To show that the input-output linear horizon is, in general, not invariant under feedback, consider the example x k+1 = sin x k +u k , y k = x k , for which ℓ H,F = 2. Under the feedback law u k = −sin x k + v k , the resulting system x k+1 = v k , y k = x k , is linear. Therefore, the input-output linear horizon is now 4 ℓ H,F = ∞. 2
We next define the input-state linear horizon (ISLH). The ISLH is the number of sampling times before the input of a system appears in the state-variable in nonlinear form.
Definition 8. (Input-State Linear Horizon).
Consider the discrete-time system (3) and output functions H i (x) := c i x, where c i , i = 1, . . . , n, are row vectors given by the ith row of the n × n identity matrix. Then, the input-state linear horizon ℓ F ∈ Z + in the set M is defined as:
⋄ Proposition 9. Given the discrete-time system (3), its input-state linear horizon ℓ F is invariant under coordinate transformation but, in general, not under feedback.
Proof: This result is a direct consequence of Definition 8 and Proposition 7. 2 4 Note that since feedback is used, the system is nowF (cf.
(5)). The output function H, however, remains the same.
The following example illustrates a system structure with ℓ F equal to the order of the system plus one.
Example 1. Consider the nonlinear system
where ∂ 2 f ∂x 2 1,k = 0 and g = 0. It follows by direct computation that applying the input sequence (u 0 , u 1 , u 2 , . . . ) the state variable
is the first sample of the state that shows a nonlinear dependency on the input u 0 . Thus, ℓ F = 4. ⋄
NONLINEAR MPC
Consider the state-space realization corresponding to system (3) affected by a unknown disturbance w k ∈ W ⊆ IR n , k ∈ Z + , i.e.
wherex k ∈ IR n is the state at time k and u k ∈ IR is the control input at time k.
We will now consider an MPC strategy to control nonlinear system (12). MPC refers to a feedback control technique that, at each time step k, finds a finite sequence of control inputs {ū * 0 (x k ), . . . ,ū * N −1 (x k )} that solves an underlying optimal control problem for the nonlinear system (12) initialised at the current statex k , and sets the current control input to be u M P C (x k ) =ū * 0 (x k ), that is, equal to the first element of the optimising sequence. Here we consider the minimisation of a quadratic cost function for system (12) under input and state constraints: min {ū0,...,ūN−1}
subject to:
In (13)- (17), N is the state prediction horizon, N u is the input horizon, Q ≥ 0 is the state weighting matrix, R > 0 is the control weighting matrix, P is the terminal state weighting matrix,x k is the current state of system (12) and U and X are polyhedral regions in IR m and IR n respectively, that define linear inequality constraints on the system inputs and states.
The MPC feedback control law u M P C (x k ) together with system (12) results in a perturbed closed-loop system of the form (1). However, the solution of (13)- (17) is not stabilising nor does it ensure robustness in general. A common approach to establish stability is to include a terminal triple consisting of a terminal constraint set, a terminal controller and a terminal cost approprietly chosen (Mayne et al. 2000) . However, since the equality constraints (15) are nonlinear, the terminal triple is in general very difficult to compute. Instead, we will follow a different approach to ensure closedloop robust stability. In addition to constraints (14)- (17), we include in the MPC optimization problem the following stabilization constraint:
where P V ∈ IR pv×n is a full-column rank matrix and Q V ∈ IR qv×n is a known matrix with fullcolumn rank.
Next, we establish that feasibility of (13)- (18) implies input-to-state stability for the system (12) in closed-loop with
Theorem 10. Let X f (N ) ⊂ M ∩ X be the set of statesx for which the optimisation problem (13)- (18) is feasible, and let X f (N ) ⊂ X f (N ) be an RPI set for system (12) in closed loop with the MPC control u M P C (x k ), with 0 ∈ int( X f (N )). Then, the perturbed system (12) in closed-loop with the
Proof: The proof consists in showing that V (x) := P V x ∞ is an ISS Lyapunov function for (12) in closed-loop with the MPC control u M P C (x k ). Since P V has full-column rank, there exist c 2 ≥ c 1 > 0 such that c 1 x ∞ ≤ P V x ∞ ≤ c 2 x ∞ for all x. Hence, V (·) satisfies the first inequality in (2) for α 1 (s) := c 1 s and α 2 (s) := c 2 s. Next, we show that V (·) satisfies the second inequality in (2). From constraint (18) and using the triangle inequality, we have that for all x ∈ X f (N ):
where α 3 (s) := ξ QV s (ξ QV is such that Q V x ∞ ≥ ξ QV x ∞ for all x) and σ(s) c 2 s. The statement then follows from Theorem 3. 2
FORMULATION OF ISS NONLINEAR MPC AS A QUADRATIC PROGRAMME
Notice that, due to the nonlinear dynamics (15), the cost function in (13) is not, in general, a quadratic function of the decision variables {ū 0 , . . . ,ū N −1 }. Similarly, the state constraints (18) are not, in general, linear in the decision variables. Thus, in general, it is not possible to pose the nonlinear optimisation problem (13)- (18) as a quadratic programme. The following theorem gives conditions under which the latter is possible.
Theorem 11. The nonlinear optimisation problem (13)- (18) can be posed as a quadratic programme if the input-state linear horizon of system (3) satisfies ℓ F ≥ 2 and the state prediction horizon satisfies N ≤ ℓ F − 1.
Proof: By definition of ISLH (see Definition 8), x ℓF is the first sample of the state variable of system (15) that is a nonlinear function of the input. In particular, it follows from Definition 8 and (i) in Definition 4 thatx 1 , . . . ,x ℓF −1 are affine functions of the decision variables (ū 0 , . . . ,ū N −1 ):
, where Φ i and Γ i are matrices that depend on the current statex k . Hence, for N ≤ ℓ F − 1 the cost function in (13) is quadratic in the decision variables and the state constraints (17) are given by linear inequalities in these variables. In addition, since ℓ F ≥ 2, the inequality constraint (18) can be rewritten as
for some appropriate functions f : R n → R n and g : R n → R m , with f (0) = 0. By the definition of the infinity norm, for a constraint x ∞ ≤ c with c > 0 to be satisfied, it is sufficient to require that ±[x] i ≤ c for all i ∈ Z + , 1 ≤ i ≤ n (in total, these are 2n linear inequalities in x). Therefore, asx 0 in (19) is just the measured state, which is known at every sampling instant k ∈ Z + , for (19) to be satisfied it is sufficient to require:
for all i ∈ Z + , 1 ≤ i ≤ n, which yields 2n linear inequalities in the variableū 0 . The result then follows. 2
ILLUSTRATIVE EXAMPLE
Consider the nonlinear system (11) with f (x 1,k ) := x
The optimisation problem (13)-(18) discussed in Section 2.1 is implemented to obtain a controller that regulates the state to the origin. The input u k is constrained to the interval [−1, 1], and Q = I 3×3 , the identity matrix, and R = 3.5 are chosen as weighing matrices for the cost (13). The terminal state weighting matrix P is chosen as the solution of the algebraic Riccati equation (ARE):
where the pair (A, B) is obtained from the linearisation of (11) employed in the ISS constraint (18) was calculated for the linearisation of (11) and Q V = 0.01I 3×3 using a method presented in (Lazar 2006) . The horizons N = ℓ F − 1 = 3, N u = 2, are chosen so as to solve (13)- (18) as a Quadratic Program.
The performance of the controller is shown in Figure 1 . During the simulation an additive uniform random disturbance w k in the interval [0, 0.1] is introduced from time t = 5s to time t = 14s, affecting state element x 3,k . As it can be seen from Figure 1 the state remains bounded in the presence of the disturbance. For the sake of clarity, the figure only displays the evolution of the statex 3,k (that is, the perturbed state x 3,k , cf.
(12)) when system (11) is driven by the MPC control u M P C (x k ) and affected by a disturbance as explained above. Note, however, that due to the structure of (11),x 1,k andx 2,k followx 3,k one and two samples behind, respectively. (11) is driven by the MPC control u M P C (x k ) (lower plot).
CONCLUSIONS
In this paper we have shown that, for certain classes of nonlinear systems, the online optimization solved within model predictive control can be formulated as a quadratic programme (QP). This feature can potentially broaden applicability of nonlinear MPC since many efficient tools exist for solving QP problems (both, numerical algorithms and explicit solutions). Two attractive properties of the proposed scheme are the simplicity of its solution and an a priori input-to-state stability guarantee.
