We study an atomistic pair potential-energy E (n) (y) that describes the elastic behavior of twodimensional crystals with n atoms where y ∈ R 2×n characterizes the particle positions. The main focus is the asymptotic analysis of the ground state energy as n tends to infinity. We show in a suitable scaling regime where the energy is essentially quadratic that the energy minimum of E (n) admits an asymtotic expansion involving fractional powers of n:
1. Introduction 1.1. Previous work and concepts. The objective of this paper is to provide mathematical analysis of surface energy densities associated to the ground state energies of atomistic systems in the thermodynamic limit where the number of particles becomes large.
To be more precise, we consider an atomistic pair-interaction model where for a finite lattice L ⊂ Z d the energy of a lattice deformation y : Z d → R d can be written as a sum of pair-interactions (1) E (L) ({y}) := 1 2
x,x ′ ∈L V |x−x ′ | (|y(x) − y(x ′ )|), the factor 1 2 ensures that each bond is counted only once. The potential V |x−x ′ | (|y(x) − y(x ′ )|) is the interaction energy of the particle pair x, x ′ ∈ Z d and may depend on the particle labels x, x ′ . This energy is a realistic model for a crystal in the sense that it is invariant under rotations and translations, i.e. E (L) ({y}) = E (L) ({Ry + t}) for all R ∈ SO(d) and t ∈ R d . The properties of such systems has been studied extensively, e.g. in [1, 10, 18, 19] . At leading order the bevavior of the energy E (L) is dominated by the bulk energy density, i.e. the limiting energy per particle as the the size of L tends to infinity, eg. [10, 3] . The first correction which accounts for the finiteness of the number of particles are caused by the presence of surfaces. Explicit expressions for surface energies are important in many physical, biological and mathematical applications. Examples are nanoclusters, biological membranes and image reconstruction. They have been derived previously for various, mostly one-dimensional models, cf. [3, 13, 6, 17] . Depending on the details of the model, surfaces can be dominated by one of several effects 1 The energy increases due to 'missing' bonds. In [3] this effect is carefully analyzed under the additional assumption that all the particles are clamped according to a continuum map φ. Within such a setting it is possible to define bulk and surface energies in a very simple way. We give a slightly simplified account of their results. x,x ′ ∈Z d ∩B(0,ρ) x·ν≤0, x ′ ·ν>0
Both energy densities rely on the assumption that particle positions are clamped to an affinely deformed lattice. The result be Blanc, LeBris and Lions demonstrates that those energies contain enough information to characterize the energy defect of deformations which are clamped according to a continuum map. The version below is slightly weaker than the actual result.
Theorem 1.2.
Let Ω ⊂ R d be a domain such that ∂Ω is a polygon with rational normals,
x,x ′ ∈L (ρ)
|Ω| Ω W cl (∇φ) dx + ρ
as ρ → ∞, where ν(x) ∈ Z 2 \ {0} is a surface normal at x ∈ ∂Ω.
Under less restrictive assumptions on the configuration of the particles the energy defect is strictly smaller than W s cl . This is caused by the fact that energy is gained by if the particles relax to nontrivial positions near the surface. In general this could lead to changes of the lattice structure. To limit the complexity of the analysis we restrict ourselves to the case where only small strains are admissible, and as a consequence the nearest-neighbor structure is unchanged. In the context of one-dimensional models this effect has received significant attention in the literature, eg. [13, 4] . In higher dimensional situations surface energies have striking implications on the macroscopic properties of the continuum limit. Examples are the early growth stages of crystal which can are determined by the Wulff construction, see e.g. [8] and the references therein. Important results in this direction have been obtained by several authors, cf. [1, 19] . Here, we provide mathematical analysis of the surface energy in the case of two-dimensional atomistic energy which is invariant under translations and rotations. We will demonstrate that the surface energy is local, i.e. it can be written in the form of a surface integral. The integrand (surface energy density) is determined by a system of algebraic equation, the discrete Riccati equation. Solving such equations is a standard problem in optimal control theory and we can use numerical approximations to discuss the dependency of the surface energy on the surface normal.
1.2. Description of the model and main result. We restrict our attention to the twodimensional setting where the surface energy turns into a perimeter energy. The main motivation for this assumption is that it simplifies the notation on several occasions. Maps y ∈ A are called admissible. This assumption is natural as it rules out selfinterpenetration. It plays a crucial in section 3 in connection with rigidity estimates. In order to define a thermodynamic limit we fix a continuum domain Ω ⊂ R 2 and consider the family of finite lattices
For an admissible lattice deformation y ∈ A we define the pair energy
where the potentials
The condition involving the first derivatives of the potentials implies that the identity map y(x) = x minimizes the energy per particle among all homogeneous dilatations y(x) = rx in the limit ρ → ∞ where r ∈ (0, ∞) is an arbitrary dilation parameter. The analysis in [10] is concerned with the ground states subject to affine boundary conditions. By the boundary ∂L ⊂ L ⊂ Z 2 we mean those points x ∈ L that have an incomplete neighborhood in the sense that #(B(x, √ 2) ∩ L) < 9, where B(x, r) is the closed disk with radius r centered at x. The strength of the internal stresses is measured
. The key result of [10] is that there exists a constant ε 0 > 0 such that ground states subject to affine boundary conditions are periodic, provided that |ε| < ε 0 . The result is sharp in the sense that it is possible to construct two convex quadratic potentials which satisfy (2, 3, 4) and non-affine deformations y (ρ) ∈ A that satisfy the boundary condition y (ρ) (x) = x for x ∈ ∂L (ρ) such that lim sup ρ→∞
Here, our main objective is to analyze the correction term min y∈A
in the limit as ρ → ∞. As a simplification we consider the case where only a finite number of normal vectors occurs and the internal stresses are small. 
. Note that we do not follow the convention that ν has unit-length. The main result is that the surface energy can be written as a surface integral in the limit ρ → ∞ provided that ε = o(1) as ρ → ∞. Theorem 1.4 (Main result). Let K 1 , K 2 , β 0 ∈ (0, ∞) be three real constants and assume that the pair potentials (2, 3, 4) , and
(The dependency of V λ on the second argument β is not shown). There exists a function W s rel : Z 2 \ {0} → R which is defined later in (24) and can be interpreted as the energy of surface relaxation per unit length of perimeter with normal ν, having the following property. For every open, bounded, simply connected domain Ω ⊂ R 2 such that the boundary ∂Ω is a polygon with rational normals and every sequence β ρ = o(1), ρ → ∞ the following equation holds
where
An explicit estimate how quickly ε converges to 0 as ρ tends to infinity is not required. Ideally one would like to show that lim ρ→∞ σ ρ admits an integral-representation if ε does not depend on ρ, and study the precise properties of the surface energy density in a second step. This approach fails as currently there is no general method available which shows that the surface energies can be localized, i.e. written as a surface integral. In the context of non-convex homogenization theory powerful techniques have been developed which demonstrate that in very general situations the leading order term E bulk can be written as a bulk integral (see eg. [5, Theorem 14.5]) but it is not clear whether a similar method works also for surface energies. To circumvent this problem we do not separate the two steps and assume instead that the interaction potentials V 1 and V √ 2 depend on ρ in such a way that the number ε (defined by (9)) satisfies ε = o(1) as ρ → ∞. The key points are that W s rel is independent of the domain Ω and that the surface energy can be written as an integral. The surface energy density is determined an exponentially decaying discrete boundary layer. This is analog to boundary layers for classical homogenization deriving from periodic oscillations on the scale of the heterogeneities. The boundary layers decay to a constant exponentially from the boundary when that is a and a numerical approximation of
The horizontal axis is the angle α = arctan(ν 2 /ν 1 ) rational plane, and their effect can be described by a suitable formula on functions which are periodic in the tangential directions, see [15] . In the discrete setting we obtain more detailed information by solving an algebraic Riccati equation. The solution characterizes the transfer operator whose powers deliver the boundary layer (Section 2). The function W In particular, it seems that the boundary of the Frank diagram is not differentiable at the (dense) set of those α where ν ∈ Z 2 \ {0}. This effect is observed frequently in lattice-systems, cf. [11, 2] . To the best knowledge of the author continuous dependency on α has not been established, even in the case of boundary layers in continuum homogenization. This shows that the assumption that ∂Ω has rational normals is not just a technical one. The proposed model can be extended in many different ways. Higher dimensional versions can be formulated and analyzed in an analogous fashion. An adaptation of the mathematical proofs involves a slight modification of the notation, but no new concepts. It would be desirable to extend the analysis in the spirit of Gamma-convergence to continuum to deformations φ. This amounts to a generalization of Theorem 1.2 to nontrivial atomistic deformation fields which satisfy the clamping condition only in a weak sense. It is this case where the importance of the admissibility condition y ∈ A becomes most obvious, because without it not even the correct bulk term can be recovered, cf. [10] . More realistic potentials involve long-range and non-pair interactions, cf. [14] . Although some crucial steps have been taken to adapt the existing methods to the variational framework, [22] , additional ideas are required to characterize surface corrections.
1.3.
A one-dimensional example. We illustrate the fact that the W s cl overestimates the true surface energy σ by the following, one-dimensional example. To avoid confusion we will use "end energy" instead of "surface energy" in this section. Let
be uniformly convex such that (2) . For each positive integer ρ > 0 we define the end energy
It is not hard to show that even without the extraction of subsequences the limit lim ρ→∞ σ (ρ) end = σ exists. We focus on models that have only weakly pronounced end layers and consider the potentials V 1 and V 2 that depend not only on the distance between particles but also on a parameter ε = V
The objective is to discuss the behavior of σ as ε → 0. In the one-dimensional case the first correction as ε → 0 can be computed explicitly. Proposition 1.5. A) Let V 1 and V 2 be two uniformly convex interaction potentials, i.e. there exists a number γ > 0 such that min r V ′′ i (r) ≥ γ for i ∈ {1, 2} and assume that V
end exists. B) Assume furthermore that the V 1 and V 2 , but not γ, depend on a small parameter ε
Proof. See appendix.
The leading order term of the end energy σ is precisely the clamped end energy density W s cl (Definition 1.1; in fact there are two factors involved that cancel each other: the one-dimensional model has actually two ends with opposite normals and the formula for W s cl is derived from a model where each pair interaction is counted twice). The correction term quantifies the reduction of the end energy due to the formation of boundary layers. It is not very surprising that only local properties of the potentials V 1 and V 2 enter the formula since the assumption of strict convexity gives us a strong a-priori estimate (62).
1.4. Sketch of the proof of Theorem 1.4. The complete proof is given at the end of Section 3. One of the main achievements of the paper is to overcome several arising technical difficulties. Since the energy corrections are caused by the presence of surfaces we cannot use standard localization results (e.g. [5, Theorem 14.5]) which work only for bulk problems. We prove matching lower and upper bounds. For the upper bound we explicitly construct a sequence of admissible competitors which have the correct boundary layer. This construction will miss corner effects but as these energy contributions are only O(1) and not O(ρ) like the surface energy they do not affect the energy scale we are looking at. The construction is based on the solution of a simpler linear problem, the "cell-problem" in the homogenization literature. This cell problem is stated and solved in Proposition 2.1.
To prove the lower bound we show that as ρ tends to infinity the displacements become so small that the linearization of the energy E (ρ) captures the essential energy contributions. Due to the invariance under rigid body motions the energy is necessarily a nonconvex function of the atomic positions i.e. E (ρ) ({y}) = E (ρ) ({Ry}) for all y : Z 2 → R 2 and 6 all R ∈ SO(2). Therefore is not obvious why energy minimizers should be even roughly periodic in the tangential direction.
To overcome this difficulty we use rigidity estimates, cf. [9] which allow us to replace the non-convex energy by a convex quadratic energy. Rigidity estimates have been successfully applied to justify effective continuum models such as plate and shell theories [9] and more recently to extract linear theories theory from atomistic models, [18, 19, 20, 7] . The novel aspect in systems which are domiated by surfaces is that the limiting theory accounts for an exponentially decaying surface layer which depends on the normal vector. As a consequence we have to work with carfully constructed averages which respect the onedimensional structure of the cell-problem. In particular, only tangential averages can be taken.
Since only integral norms can be controlled it is well possible that there are small patches in the crystal where the strains are big and therefore cannot be captured with a linear theory. In order to control the contribution of those bad patches we employ the standard method of removing the singular parts by multiplication with a suitable cutoff function. The key step consists in proving that resulting tangentially averaged bonds are still differences. Throughout the proof the letter C denotes a generic constant whose value can change from line to line but does not depend on ρ or ε.
The limiting theory
We derive an explicit formula for the function W s rel which is based on an idealized situation where (1) the formerly non-quadratic pair-interaction potentials V |λ| (|λ + z|) are replaced by the quadratic approximation
is replaced by a family of half-spaces
The lattice vectors λ and ν ∈ Z 2 denote the difference between two lattice points (λ = x − x ′ ) and the outward pointing normal vectors associated to the sides of Ω. Both A(λ) and L(λ) depend in a nontrivial way on λ. In many cases this dependency will not be shown explicitly and we write A and L instead of A(λ) and L(λ). The inner product (u, v) of two vectors u, v ∈ R d is denoted by u · v, the multiplication of a matrix A with a vector v is written Av and consequentially u · Av is the same as u T Av in matrix notation.
and the matrix
We define the boundary of Z 2 ν by (14) ∂Z
and the forces
where the weights v ν ∈ {0, 1 2 , 1} are given by
The weights account for cancellation effects, the motivation will become clear in Section 3. Here we only use the fact that the mean force is zero, i.e. This follows immediately from the symmetry of the weights v ν :
which implies (17) . For a τ -periodic displacement function z : Z 2 ν → R 2 we consider the quadratic cost functional
The factor 1 4 enters because we have to compensate for double-counting. The following theorem asserts that the minimum of Q ν can be found by solving a finitedimensional nonlinear matrix equation.
A: There exists a symmetric, positive semi-definite matrix H ν ∈ R 2d×2d , where d = #(∂Z 2 ν mod τ ) = |ν| 1 = |ν 1 | + |ν 2 |, that solves the discrete algebraic Riccatiequation
with the 2d × 2d-matrices M, N and P given by (34, 35, 36). B: The minimum of Q ν (·) is given by − 
ν (0), e 12 = e 1 + e 2 , where e 1 and e 2 are the standard unit-vectors, Λ = −(M + H) −1 (H + N) and
There exists C > 0 and z ∞ ν ∈ R 2 such that z ν satisfies the exponential decay estimate
Remark 2.2. In classical (linear and continuous) homogenization it is known that boundary layers deriving from periodic oscillations on the scale of the heterogeneities decay to a constant exponentially from the boundary when that is a 'rational' plane, and their effect can be described by a suitable formula on functions which are periodic in the tangential directions, see eg. [15, Theorem 1.10.1]. However, since the discrete model differs in several ways from linear continuum problems, a generalization of the result to the discrete problem is not immediate.
The question whether (2.1) admits more than one symmetric nonnegative solution is beyond the scope of this paper, see however [16] . The linearized energy Q ν has inherited the invariance under translations from the original energy E (L) . This implies that the kernel of H contains the two-dimensional vectorspace consisting of all translations
and in particular the classical inverse of H does not exist. 
Proof of Theorem 2.1. We exploit the one-dimensional structure and apply standard ideas from Calculus of Variations. Obviously the infimum of Q ν is smaller or equal to 0 since z(x) ≡ 0 is an element of X ν . We will demonstrate first that Q ν is bounded from below, i.e. there exists a constant C > 0 which depends only on L, A and ν such that
for all z. To obtain this bound it suffices to show that the quadratic part of Q ν is coercive, i.e. there exist a constant C > 0 such that
Indeed,
Thanks to the structure of the matrices A(x − x ′ ) one finds that
and (26) yields that
Hence, Q ν (z) ≥ − 1 4 C, and the a-priory bound (25) has been established. To prove (26) we have to overcome the technical difficulty that we only control certain projections of the differences, namely |(x−x ′ )·(z(x)−z(x ′ ))| 2 but would like to control the full difference |z(x) − z(x ′ )| 2 . For example, the displacement function z (α) (x) = (
)x has the property that for every α ∈ R and every x, x ′ the equality (z
Hence, the proof of (26) involves more than the algebraic properties of the matrices A(x − x ′ ), in addition we have to use the periodic boundary condition. For any open set S ⊂ R 2 and a function u ∈ H 1 (S, R 2 ) the quadratic forms D and E are given by
Define the semi-infinite strip
∪ x∈Z 2 ν
x−e 1 ,x−e 2 ∈Z 2 ν conv({x, x − e 1 , x − e 2 }) mod τ and the bounded domain
As U 0 is a bounded Lipschitz-domain here exists a constant C such that every τ -periodic function u ∈ H 1 (U 0 , R 2 ) satisfies Korn's inequality
see e.g. [12] . Since U can be written as the disjoint union of translated copies of U 0 U = ∪ k∈Z,k≥0 U k with U k = U 0 − kν we find that for every u ∈ H 1 (U)
and thus the Korn-constant of the unbounded domain U is bounded from above by the Korn-constant of U 0 . Define now for each τ -periodic map z : Z 2 ν → R 2 the piecewise affine interpolation u : U → R 2 which is affine on each triangle conv(T ) where T = {x, x + e 1 , x + e 2 } or T = {x, x − e 1 , x − e 2 } for some x ∈ Z universal constant C such that the function u satisfies two simple estimates:
We consider one triangle T ⊂ Z 2 ν and assume first that T = {x, x + e 1 , x + e 2 }.
In the case T = {x, x − e 1 , x − e 2 } we obtain the analgous estimate. Considering the union of the triangles delivers (29) since each bond occurs at most twice. The proof of inequality (30) is similar. The discrete version of Korn's inequality (28) is now a direct consequence of (30), (28) and (29). Thus, we have established that the a-priori estimate (25) indeed holds. Now we will demonstrate that there exists a non-negative solution H ν of the Riccati equation (19) such 
where A = A(x − x ′ ). Let q k (x) := z(x − ke 12 ) where x ∈ ∂Z 2 ν and k ∈ N ∪ {0} and construct matrices M, N, P ∈ R 2d×2d such that
Interactions across the boundary between two neighboring layers are governed by M:
Interactions between one layer and the differences between two neighboring layers:
Interactions within one layer:
Now we are in a position to show that the discrete algebraic Riccati eqation (19) has a solution H which satisfies (31). First we define
Note that due to the non-negativity of A the matrix M N N T P is non-negative and thus J n is convex and non-negative. Moreover, range(N) ⊆ range(M), this implies that for every non-negative symmetric matrix H the matrix (M + H) −1 (H + N) is well defined within the range of M + H. The matrix H n is defined via the iteration
We will show next that H n is non-negative and bounded by establishing that
This result is an direct generalization of Lemma 8.2.1 in [21] . It can be checked using (37) that the following algebraic identity holds
Summation over k together with the initial condition H 0 = 0 yields the identity (38) is correct. As each term in the definition of J n is non-negative H n is non-decreasing with n and since
is admissible H n is bounded. Hence, the limit H = lim n→∞ H n exists, has the property
and solves the discrete algebraic Riccati equation (19) . A minimizer of J ∞ is given by
To see that min g (
b ν · H ν b ν we first recall that the Moore-Penrose inverse H of H is characterized by the equations H HH = H, HH H = H, H H = HH.
g · Hg) > −∞ and therefore b ν ∈ (ker H) ⊥ or equivalently b ν = H Hb ν . Thanks to this formula we have the identity
and the minimum is achieved for g = − Hb. Hence,
Finally, we prove the exponential decay estimate (22) . First note that the dimension of the kernel of H is at least two, since translations leave the values of J n and J ∞ unchanged. It can be checked by inspection that the translations are also contained in the kernels of M and N, this implies that the translations are contained in the kernel of Λ. Let
..m be the eigenvalues and projections on the generalized eigenspaces of Λ so that λ 1 = 0. Since D discr (z ν ) is finite either |1 + λ i | < 1 or π i g = 0 for all i > 1, and thus (22) holds.
Justification of the limiting theory
The basic idea is that if the spring tensions become small, the accuracy of the quadratic approximation (33) improves and by convexity ground states are more or less periodic in the τ -direction. However, spatial oscillations in the normal direction will always be present although the relaxation pattern becomes rapidly small with growing distance from the surface. A visualization of a typical energy minimizer can be seen in fig. 5 . The justification is based on two steps. First we prove a rigidity result for the discrete gradients and justify the linearized theory based on this bound. The second ingredient of Theorem 2.1, the periodicity in the τ -direction, follows from a weak convergence argument and the existence of minimizers within the set of periodic configurations which close to the identity map.
3.1. Rigidity estimates. The main tool is a rigidity estimate for continuous deformations.
Theorem 3.1 ([9]).
Let Ω ⊂ R 2 be a simply connected domain with Lipschitz-boundary. There exists a constant C(Ω) > 0 with the property that for all u ∈ W 1,2 (Ω, R 2 ) there exist R ∈ SO(2) such that the inequality
holds. The constant C is invariant under rescaling, i.e. C(ρΩ) = C(Ω) for all ρ ∈ (0, ∞).
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We say that a function W : R 2×4 → R which is invariant under SO(2) in the sense that W (RF ) = W (F ) for all R ∈ SO(2), F ∈ R 2×n has single-well structure if the set of minima consists of precisely one orbit of SO (2) . The map y :
2 is the two-dimensional unit-square.
Lemma 3.2. Let V 1 and V √ 2 satisfy the assumptions (2, 3, 4) and recall the definition of ε in eqn. (9) . There exist two constants C and ε 0 > 0 that depend only on V 1 and V √ 2 such that for any y :
, y(e 1 + e 2 ), y(e 2 )), (40) where the map u (y) is the interpolation between the values of y which is affine on each triangle conv{0, e 1 , e 2 }, conv{e 1 , e 2 , e 1 + e 2 } and 1, 1, 1) . To remove this degeneracy we introduce the set ), (
), (
and observe that it suffices to prove the lemma for (y 0 , y 1 , y 2 , y 3 ) = F ∈ N ⊥ . Indeed, for general matrices F we can define a translation v i := 
holds.
Proof. Theorem 1.2 implies that that
Thus it suffices to establish
Throughout the proof we assume that
cl = 0. This simplification does not involve a loss of generality as it can be easily checked that
The proof addresses two separate claims. First we show that the functional form of the limiting energy is correct. Then we justify the periodicity condition which is present in the definition of W s rel .
Step 1: Localize the energy by weighting the pair interaction energy. The main difficulty is to construct domains that localize the surface energy and have bounded rigidity constant.
Let Q = [0, 1] 2 be the two-dimensional unit square. A simple calculation shows that there exists a weight distribution κ(x, x ′ ) ∈ {0, 1 2 , 1} such that
and κ(x, x ′ ) = 0 if |x − x ′ | ∈ {1, √ 2}. Since W cell is nonnegative this shows that the relaxation induced surface energy is localized at ∂L (ρ) . We demonstrate that the energy can be localized within parallelogram sets with small are which cover most of the boundary. Recall that ∂Ω is a polygon, the i-th side is denoted by Γ i and ν i ∈ Z 2 is the associated outward pointing normal vector. Assume without loss of generality that 0 ≤ ν 1 ≤ ν 2 and let c i,j ∈ R be chosen in such a way that where τ i is the tangent vector or Γ i . Since the angle between two adjecent edges is strictly bigger than zero there exists a number δ ∈ (0, π 2 ) such that the angle between two neighboring sides is bigger than δ. Hence, for every γ > 0 (which will be sent to 0 later) there exists c 4,i < c 3,i such that the parallelograms
are subsets of Ω and mutually disjoint. Define now the set
see fig. 3 . The localized energy is given by
W cell (y(x), y(x + e 1 ), y(x + e 1 + e 2 ), y(x + e 2 )) (44)
are mutually disjoint. A simple Taylor-expansion of the interaction potentials shows that the conditions V µ (µ) = 0 for µ ∈ {1, √ 2}, (3, 6, 9) imply that
up to an irrelevant ambiguity of the sign in front of the terms of order ε. This representation formula, together with the definition of E (ρ) i and the fact that the sets U (ρ) i are disjoint, implies the localization bound
Note that the restriction y ∈ A enables us to rewrite E (ρ) in terms of W cell , without the determinant constraint the estimate does not hold. As γ > 0 can be made arbitrarily small, this shows that we are done once we are able to prove that lim inf Step 2: Obtain a discrete rigidity estimate.
During the following considerations the index i is fixed and will not be shown in most cases.
Lemma 3.4. The rigidity constant of the set U (ρ) i which is defined in Theorem 3.1 remains bounded as ρ tends to infinity.
Proof. First note that the rigidity constant is unchanged by translations, rotations and dilations. Since the index i is fixed it will not be shown within this proof. The rigidity constant of U (ρ) can be estimated by a combination of two different Poincaré constants which remain bounded under bi-Lipschitz transformations of the domain. We construct a bi-Lipschitz map φ Using the definition of the sets U (ρ) and ω it is a simple exercise to check that there exists a constant C which depends on ν, but not on ρ such that (1) λ ± and ψ ± are Lipschitz-continuous with Lipschitz constants bounded by C.
(2) The bound 1 48) is satsified. The map φ : ρω → U (ρ) is defined by
with the convention that the argument of the function ξ, λ, ψ is τ · η. The gradient of φ (ρ) is given by
The Lipschitz continuity of ψ ± and λ ± together with the bound (48) implies that each term is bounded. The inverse of φ (ρ) can be estimated in an analogous fashion. as ρ → ∞, where the pair (y (ρ) , L (ρ) ) is found by minimizing the energy E (L) ({y}) subject to the constrain that L ⊂ Z 2 and #L ≤ ρ. Conjecture: Let σ be the surface energy density that is obtained by replacing the quadratic potentials in (18) with the original potentials V 1 and V √ 2 . If |ε| is sufficiently small, here exists a number λ ∈ (0, ∞), a translation c ρ ∈ R 2 and a rotation R ρ ∈ SO(2) such that
{(x · ν) ≤ λσ(ν)|ν|}.
The set on the right hand side of the last equation is also known under the name "Wulff shape".
