Microfractures are small, high-aspect-ratio cracks in rock that result from application of differential stresses. Although the term has been used to refer to larger features in the petroleum engineering and geophysics literature, in geologic parlance the term refers to fractures visible only under magnification, having lengths of millimeters or less and widths generally less than 0.1 mm. Nevertheless, populations of these structures typically encompass a wide size range and in some cases they form the small-size fraction of fracture arrays that include much larger factures. In geologic settings, microfractures commonly form as Mode I (opening) fractures where the minimum principal stress exceeds the elastic tensile strength creating a narrow opening displacement; in isotropic rocks such fractures mark the plane perpendicular to the least compressive principal stress during fracture growth. These planar or curviplanar openings provide an opportunity for fluids and/or gases to enter the created cavity. Cement deposits or crack closure may trap fluids or gases, leaving mineral precipitates and a track of enclosed fluids and gases. In transmitted light these precipitates frequently manifest as fluid-inclusion planes (FIPs). Cathodoluminescence (CL) images show that many are cement-filled microveins. Microfractures can be used to assess the paleostress history or fluid movement history of a rock body. Also, because sudden opening produces acoustic emissions, microfractures created in the laboratory can be used to assess the rock-failure process. Here we review recent discoveries made using microfractures, including fracture patterns, strain, fracture growth and size-scaling, evolution of stresses around propagating faults (process zones), far-field tectonic stresses, and insights into the state of stress leading to earthquakes.
Introduction
Microfractures are lens-shaped or tabular opening-mode (Mode I) high-aspect-ratio fractures with dimensions so small that they usually require microscopy to detect. Microfractures can govern physical rock properties such as strength, elastic wave velocities, and permeability. As we describe below, microfractures are useful in providing evidence for temperature of fracturing, fluid conditions, and timing. In sedimentary basins they provide key evidence of the processes of compaction, consolidation, and the patterns of fluid flow. Experimentally produced microfractures (microcracks) provide insight to the process of rock failure and the causes of seismic anisotropy. Studies of microfracture orientations provide critical information on the growth and development of fault zones, the evolution of regional stress fields, and the earthquake cycle.
A microfracture review by Kranz (1983) summarized a decade of intense work, primarily in the laboratory, that revealed how microfractures govern physical rock properties such as strength, elastic wave velocities, and permeability. But major reviews of (macro) fracture growth and attributes from that time (e.g., Hancock, 1985; Pollard and Aydin, 1988) largely or entirely ignore microfractures. Although experimental (and theoretical) work emphasized the role of microfractures (for example, as nucleation sites for larger fractures), microfractures were missing from mainstream accounts of fracture patterns, despite e as we will see e the existence of petrographic tools capable of detecting microfractures and an older (separate) literature that documented the coexistence of microfracture and macrofracture populations. In retrospect, this circumstance may have resulted from the almost complete lack of microfractures associated with large, barren opening-mode fractures formed near the Earth's surface (i.e., joints), the principal focus of macrofracture studies from the 1960s to 1980s. But there is no evidence that such microfractures were sought; and their absence, which is probably significant, was not remarked. This lack of scrutiny suggests a gap in theories of fracture (2014) 1e18 2 growth. By the late 1980s a community of research on natural microfractures existed, but these workers were already separate from the macrofractures/joints community.
Our aim here is to provide the historical context of microfracture research that can help guide future work and to provide commentary and examples that will direct the hitherto disparate communities studying microfractures to problems of common interest. We review recent discoveries made using microfractures, including fracture patterns, strain, fracture growth and size-scaling, evolution of stresses around propagating faults (process zones), farfield tectonic stresses, and insights from microfractures into the state of stress leading to earthquakes.
Historical context
Systematic observation of natural microfractures can be divided into an era dominated by transmitted light (TL) microscopy from ca. 1850 and an era after ca. 1960 when scanning electron microscopy (SEM) became a widespread tool. Another milestone was the application of cold cathode cathodoluminescence (Sipple, 1968) and SEM-based cathodoluminescence (CL) (Pagel et al., 2000) to the study of sealed microfractures.
In the early days of transmitted light microscopy, natural microfractures partly filled with mineral deposits were recognized in quartz-rich rocks (Fig. 1a) . Sorby (1858) correctly inferred that alignments of minute inclusions in quartz-rich rocks are the relicts of small fractures. In a petrographic study of a conglomerate, Hicks (1884, p. 194) noted that "fracture-lines across the pebbles" were identifiable as "well-marked lines…formed in the presence of abundant vapours." He also noted that some "lines of fractures are also traceable from one fragment to another by thin strings of these secondary minerals," the first instance of the use of this basic crosscutting relationship to show that fractures or fluid-inclusion planes postdate the grains that contain them and are not features inherited from the source of the grain (Fig. 1b) .
On scales visible to the unaided eye, inherited fractures are obvious, for example, to anyone observing veins in modern beach cobbles. So Hicks' comment likely reflects an appreciation that fractures in clastic rocks can be inherited. But on the microscale in siliciclastic rocks, relationships like the abrupt termination of vein material at rounded clast margins typically requires CL to detect ( Fig. 1c and d ; Laubach, 1997) . Inherited fractures and inherited structural relations are, in fact, ubiquitous in sand grains and are readily documented with SEM CL (e.g., Boggs and Krinsley, 2006, p. 90) . Particularly if coupled with inherited fluideinclusion assemblage analysis, such microstructural indicators for paleotectonics and provenance have potential that has been largely neglected (Hooker and Laubach, 2007) , probably partly because of early problems with color CL as a provenance indicator. But another reason may be a lack of appreciation within the provenance community of the value of the structural information that can be gleaned from the preserved crosscutting relations and other inherited structural features.
Following up these initial microfracture descriptions, the field of sandstone petrology has made productive use of microfracture observations. Grain fracturing was reproduced in compaction experiments (Borg and Maxwell, 1956; Maxwell, 1960; Borg et al., 1960; Friedman, 1963; 1969) and explained using grain-scale models (Gallegher et al., 1974; Wong et al., 1992; David et al., 1994) . The advent of high-resolution CL (e.g., Fig. 1e and f) revitalized this research direction (Burley et al., 1989) , helping to explain compaction, pressure solution, and the location and controls on cement distribution (Milliken, 1994; Dickenson and Milliken, 1995; Milliken and Laubach, 2000; Mork and Moen, 2007) . CL revealed many more grain-contact microfractures than were visible using TL and showed that some features, such as lamellae and undulatory extinction and indented grains hitherto ascribed to crystal plasticity or pressure solution, were the result of microfracture, particle rotation, and quartz cementation (e.g., Milliken and Laubach, 2000, their Figs. 3e6) . Most of these studies focus on issues of diagenesis rather than of structure. But grainfracture and cementation ideas and imaging techniques developed in the sandstone diagenesis community are being applied to deformation bands where grain fracturing and concurrent cementation can occur (Milliken et al., 2005; Eichhubl et al., 2010) as well as to fault-rock studies (Fisher and Knipe, 1998; Fisher et al., 2003) , as we discuss below.
Another closely related strand that can be traced back to early transmitted-light observations is the work within the fluidinclusion community. Under transmitted light microscopy, some microfractures in quartz-rich rocks are marked by arrays of fluid inclusions (fluid-inclusion planes, FIPs) that can be analyzed as fluid-inclusion assemblages (Goldstein and Reynolds, 1994) . Classified as secondary inclusions because they supposedly postdate the crystallization of the minerals that they crosscut, these features are widely used to recover temperature, pressure, salinity, and other compositional data (Roedder, 1984; Crawford, 1992) . Fluidinclusion-analysis methods have proven useful when adapted to structural analysis needs (Anderson and Bodnar, 1993) . But this community tends to focus on geochemical challenges posed by the use of fluid inclusions, placing less emphasis on structural applications. Nevertheless, there is strong and increasingly active use of fluid-inclusion planes as structures and paleostress-direction indicators and as temperature and geochemical probes for unraveling fluid composition and migration/stagnation patterns in various burial settings in the context of structure and tectonics (Batzle and Simmons, 1976; Pêcher et al., 1985; Hay et al., 1988; Lespinasse and Cathelineau, 1995; Meere, 1995; Evans, 1995; Boullier, 1999; Lespinasse, 1999; Lespinasse et al., 2005; Hilgers et al., 2006; Trav e et al., 2007; Fischer et al., 2009; Laubach and DiazTushman, 2009; Becker et al., 2010; Fall et al., 2012) .
Healed versus sealed microfractures
Hicks (1884, p. 195) concluded that microfractures were "… closed up by a secondary deposition of quartz". In his interpretation, the fluid-inclusion planes are merely small quartz-sealed veins, small versions of a type of structure familiar since the time of Hutton (Lyell and Deshayes, 1830) . The challenge, however, is that under transmitted-light observation, fracture walls typically are invisible in microfractures filled mostly with quartz. In retrospect, this absence of discernibility is the result of the accumulation of quartz deposits exhibiting crystallographic and optical continuity with the quartz substrate e the same process that makes the crosscutting relationships. After Hooker and Laubach (2007) ; see Laubach (1997) for classification criteria. (e) Transgranular fluid-inclusion plane (FIP), plane-polarized transmitted light. (f) Color SEM-CL of same area of (e), microfractures (MF), quartz cement (blue; red), Tulip Creek Sandstone, Ordovician Simpson Group, 4,085.5 m (13,404 ft) core depth, Grady County, Oklahoma. Both (e and f) are cut normal to bedding and the right-hand side is up for both images. Adapted from R. Reed and S. Laubach, 1996, and R. Reed, unpublished imaging 2005 .Fracture walls are sharp; there is no evidence of the local dissolution step. (g) TL image of deformation lamellae from the same location as (a). The lamellae are the faint, thin subparallel features with a preferred up/down orientation. Also, a small number of FIP exist that dip at a low angle to the viewing direction in this photograph. (h) TL image of grain overgrowths from the Cambrian Tapeats Sandstone in southern Nevada. Many of the microfractures stop at the dust lines that define the original grain boundary, indicating they are inherited (from Anders et al., 2013) . boundaries between detrital quartz grains and quartz overgrowth cements difficult to distinguish in many sandstones (Fig. 1h) . Thus the ambiguous appearance of fluid-inclusion planes permitted other interpretations. In granites, there was the possibility that primary crystallization played a role (Dale, 1923) , an explanation for some microfractures borne out by subsequent work (e.g., Bouchez et al., 1992; Mancktelow and Pennacchioni, 2013) . Tuttle (1949) offered another explanation e crack healing e that remains the standard explanation for fluid-inclusion planes (Groshong, 1988 (Groshong, , p. 1333 Passchier and Trouw, 2005 , p. 284), but, as we will see, problems exist with this model. According to Tuttle, the starting point is a liquid-filled fracture. But the next step of the postulated healing process involves local-scale (that is, within the fracture walls) dissolution, diffusive mass transfer, and nearby dendritic precipitation of quartz. The "process of solution and deposition" results in large, thin, sheet like inclusions having an extremely irregular outline: "…continued differential solution and deposition of silica gradually change the shape of the individual inclusions from thin sheets to more nearly equant bodies." Eventually individual inclusions grow, and they may have diameters Anders and Wiltschko (1994). larger than the initial fracture width. The time-dependent process is supposed to result in such distinct sizes and shapes of inclusions that Tuttle postulated that these attributes could be used to assess the age of the structure. Differences in fluid-inclusion shapes and sizes are readily apparent in TL images ( Fig. 1a and b) .
Subsequent creation of fluid-inclusion planes in the laboratory seemed to confirm Tuttle's interpretation, inasmuch as the fluidinclusion planes form readily from fluid-filled microcracks; nevertheless, the experimentalists noted that laboratory microfracture closure could have resulted by deposition of material transported over distances greater than grain scale, in other words, by a process of sealing (Lemmlein and Kliya, 1960; Smith and Evans, 1984; Brantley, 1990; Brantley et al., 1990) . Microfracture sealing can be an extremely rapid process (Lander and Laubach, 2014) , although sealing of wide fractures can be slow (Becker et al., 2010) .
A key marker of the healing process should be textural evidence of dissolution on microfracture walls (Laubach, 1989) . The healing process, as described by Tuttle, involves dissolution of the fracture wall rock (that is, local, within-the-fracture dissolution). This should be evidenced in CL as a pitted (dissolution) texture or a fractureewall mismatch. The healing model predicts that the fracture walls should not be sharp.
SEM CL analysis shows that quartz-filled microfractures in sedimentary and low-grade metamorphic rocks have sharp walls, whether or not fluid inclusions are present. Healing processes cannot be ruled out for all fluid-inclusion planes, particularly those in rocks deformed at high temperature that lack CL contrasts, or where heating subsequent to fracture closure has erased CL contrasts so that fracture walls cannot be distinguished. But SEM CL analysis of fluid-inclusion planes in most granites, most metamorphic rocks, and a wide cross section of sedimentary rocks ( Fig. 1) shows that Hicks was right; fluid-inclusion planes are microveins. A distinction between healed and sealed microfractures on the basis of criteria such as the presence or absence of fluid inclusions (Mizoguchi and Ueta, 2013 ) is probably not fundamental. Cement textures within fractures are typical of those in larger veins; these textures are markers for precipitation in open cavities, and, in some cases, for recracking (crack-seal texture; e.g., Ramsay, 1980) (Laubach, 1997; Laubach et al., 2004a; Fig. 2a) . Fluid inclusions are generally much smaller than those in quartz-filled micro-veins and fit well within the confines of veins defined by fracture walls. Fluid inclusions are commonly trapped along medial lines (showing that they really are primary inclusions after all) and their shapes do not reflect fracture aging except inasmuch as older microfracture arrays tend to be more thoroughly cemented with quartz (Laubach and Diaz-Tushman, 2009 ) as a natural consequence of thermal exposure in sedimentary-basin environments (Walderhaug, 1994; Lander et al., 2008) . Some studies that used transmitted-light images of FIPs to determine the size and shape of fractures, on the premise that the inclusion distribution and widths are adequate proxies for fracture-opening displacement (Onasch, 1990) , are not validated. Nevertheless, for microfractures with apertures in the range of 1 micron or less (Onasch, 1990) , new approaches for discriminating healing and sealing processes should be sought (Onasch and Vennemann, 1995; Onasch et al., 2009) .
The inference, on the basis of early experimental results, that the presence of open microfractures implies relatively low temperatures and recent (young) fractures (Kowallis et al., 1987; Laubach, 1989) has been borne out by more-recent experiments and cement-growth modeling (Lander et al., 2008; Lander and Laubach, 2014) as well as by cement accumulation records tied to burial histories by fluid-inclusion analysis (Becker et al., 2010; Fall et al., 2012) . Fluid-inclusion planes should be referred to as quartzfilled (or quartz-lined) microfractures unless definitive evidence of either healing or sealing can be adduced.
Microfractures in quartz-rich rocks
In the study of quartz-rich rocks there is a tradition, traceable back to Tuttle (1949) and his contemporaries, of continuous research on fluid-inclusion planes (interpreted to be microfractures) (Riley, 1947; Tuttle, 1949; Bonham, 1957; Roberts, 1965; Wise, 1964 Wise, , 2005 Harper, 1966; Friedman, 1969; Engelder, 1974; Simmons and Richter, 1976; Brock and Engelder, 1977; Pêcher et al., 1985; Lespinasse and Pêcher, 1986; Kowallis et al. 1987; Jang et al., 1989; Laubach, 1989; Ren et al., 1989; Anders and Wiltschko, 1994; Lespinasse, 1999) . Many of the early studies, including Tuttle's, addressed or were focused on other microstructures in quartz, such as deformation lamellae (Fig. 1g) . Some of these papers (i.e., Tuttle, 1945; Ingerson and Tuttle, 1948; Tuttle, 1949) are also antecedents to current work on the microstructures of crystal plasticity. It is possible that Tuttle himself (had he known of it) might have objected to the term "Tuttle lamellae" (Groshong, 1988) for fluid-inclusion plane arrays, on the grounds that he recognized fluid-inclusion planes to be quartzfilled fractures formed by a brittle process, in contrast to the other lamellae formed by nonbrittle processes in the same rocks.
Cathodoluminescence of quartz-filled microfractures
The systematic application of cathodoluminescence, and in particular SEM-based CL, marked a fundamental advance over the use of transmitted light observations in the study of quartz-filled microfractures. In addition to resolving how these features form, as discussed above, in many rocks CL reveals the boundaries (or walls and tips) of fractures in sharp detail, in part because of differences in luminescence between host quartz and quartz within the fracture ( Fig. 1d and f) . Typically, CL reveals many more microfractures than are apparent as fluid-inclusion planes, demarcates opening displacements and lengths, reveals crosscutting or abutting relations, and allows more meaningful description of any cavities (open pore spaces) within fractures ( Fig. 2b and c) . In some cases, evidence of multiple stages of fracture opening can be found in cement textures (Laubach, 1997; Laubach et al., 2004a, their Figs. 3 and 14) . Consequently, fluid-inclusion planes can be more confidently identified as fractures and are more useful for structural analysis (Sprunt and Nur, 1979; Kanaori, 1986; Narahara and Wiltschko, 1986; Boiron et al., 1992; Lloyd and Knipe, 1992; Knipe and Lloyd, 1994; Milliken, 1994; Laubach 1997; Laubach and Ward, 2006) . These benefits were not so apparent with early CL devices (Sipple, 1968; Sibley and Blatt, 1976) , but improved resolution, color imaging, and SEM-stage automation enables sharp microstructural definition (Milliken and Laubach, 2000) over wide areas, in some cases encompassing image strips across tens of thin sections (Gomez and Laubach, 2006; Hooker et al., 2009) . A limitation of CL analysis, compared to transmitted light microscopy, is that CL essentially provides a map of the sample surface, so 3D information, such as the dip of fractures, needs to be acquired using either multiple thin sections in different orientations, or else sequential sections. Tuttle (1949) and other early workers used the universal stage to measure microfracture orientations, but features dipping less than 45 degrees are in a blind spot and cannot be measured accurately. This problem can be overcome by using dip information and optical measurements from precisely measured sections (Simmons et al., 1975; Simmons and Richter, 1976; Boullier and Robert, 1992) , using an adaptation of the spindle stage for more accurate measurement of 3D orientation (Anderson and Bodnar, 1993) , or simply using mutually perpendicular-cut thin sections with a universal stage with sweeps down to 45 and combining results (Anders, 1982; Anders and Wiltschko, 1994) . Nevertheless, TL techniques are difficult for large-area analysis, and recent CL-based approaches have used multiple image types, including transmitted light, layered in image-analysis software (Fall et al., 2012) but with some loss of 3D-orientation rigor.
Microfractures in non-quartz-rich rocks
The potential for the use of pervasive fluid-inclusion planesdmicrofracturesdas tracers of past deformation patterns and conditions was appreciated at an early stage (Riley, 1947; Tuttle, 1949) , and these structures are recognized lowtemperature microstructures (Groshong, 1988; Passchier and Trouw, 2005) . But this fluid-inclusion plane/microfracture literature has been almost exclusively focused on quartz-rich rocks: quartzites, granites, and quartz-rich metamorphic rocks. Before tracing this productive research direction, it is informative to consider the presence (or absence) of microfractures in other rock types. Although experimental microfractures are typically created in a wide range of rock types, there is no tradition of systematic study of natural microfractures in dolostones, limestones, or shales (mudrocks). In coal, a wide range of fracture size, including microfractures, has long been recognized, but the microfracture component of coal fractures (cleats) is rarely explicitly described (Laubach et al., 1998) . In dolostones, microfractures are widespread, but until recently notice of these structures was mostly as a component of diagenesis studies (Kupecz and Land, 1991; Montanez and Read, 1992; Marquez and Mountjoy, 1996) , despite the widespread view that dolostones are fracture prone and indeed form fractured reservoirs for petroleum and ore deposits (Nelson, 1985; Davies and Smith, 2006) . The advent of size-scaling studies, discussed later, has brought systematic description of microfractures (with apertures down to 1 mm) and more attention to the full range of fracture sizes in dolostones (Gale et al., 2004; Ortega et al., 2006; Hooker et al., 2012a) and limestones (Gale, 2002; Marrett et al., 1999; Gomez and Laubach, 2006) . Shales or mudstones are surprising because they apparently lack pervasive or disseminated microfracture populations. These rocks are a special case because of their current economic importance. Because some production amounts from low-permeability gasbearing shales have been interpreted to be too large to be explained by gas from the shale matrix, analysts infer an open microfracture network contributing to permeability (Apaydin et al., 2012) . But as Gale et al. (2014) note, the theorized microfractures that these engineering studies posit could be on the centimeter-to decimeter-(or more) length scale, given petroleum engineering (and geophysicist) usage, and thus outside our definition. Microfractures do occur in shales but are uncommon if, by "microfracture," we mean, in the geologic sense, a fracture a few microns wide and a few millimeters in height or length. Examples include bitumenfilled microfractures in Devonian Catskill shales (Lash and Engelder, 2005) and Oligocene Frio Formation shales (Capuano, 1993) . Some of these fractures are barren and could result from core disaggregation or outcrop weathering. Gale et al. (2007) found few fractures <30 mm wide in the Barnett Shale and Austin Chalk (silica-rich and carbonate-rich fine-grained rocks, respectively). In a survey of shale fracture data from many active shale-gas plays, Gale et al. (2014) found most shale-fracture apertures in the size range of between 30 mm and 1 mm, with size ranges for individual formations or core sets mostly narrower. The upper aperture sizes are comparable to those in dolostone and sandstone, but the lower limit for shales is higher, a few tens of microns, and Gale et al. do not see many fractures below this size in shales. The overall patterns resemble size-restricted patterns found in some limestones (Gale, 2002) and dolostones (Hooker et al., 2012a) , as well as in sandstones that lack microfracture populations that have shale-like mechanical properties and composition (Ellis et al., 2012) or fractures that formed under conditions of low temperatures and low cement accumulation volumes (including barren joints) (Hooker et al., 2013) . Gale et al. suggest that microfractures in shales may be more prevalent than these observations suggest, but at such low abundances that they are usually not sampled. The apparent lack of pervasive microfractures in some rocks, including shales, and their prevalence in other rocks (at least for fracture arrays formed under certain conditions) remains to be explained. Some suggestions have been posited (Hooker et al., 2013 ), which we discuss later.
Formation of microfractures in rock

Mechanics of Mode I cracks in rock
The modern theory of brittle fracture was initiated by Griffith (1920) . His theory was in the form of an energy balance, in which he solved for the energetic conditions necessary for the propagation of a crack. During the 1950s, primarily due to the work of Irwin (1958) , a formalism was developed -Linear Elastic Fracture Mechanics e that lends itself to the solution of general crack problems.
In this model, a crack is assumed to be a mathematically sharp slit embedded within an elastic medium. Three modes of cracking are defined. Mode I is the opening mode and Modes II and III are the two shear modes. Here we will be concerned primarily with Mode I cracks, sometimes called tensile cracks, in which the displacements of the crack walls are normal to them. For this mode, the maximum aperture D max between the crack walls is related to crack length L by
where m is rigidity, n is Poisson's ratio, and the effective driving stress Ds ¼ (s n À p) is the difference between the applied stress normal to the crack wall and the pore pressure within the crack.
The minus sign appears because a positive opening corresponds to a negative effective stress (tension). The stresses near the tip of the crack are
where r is the distance from the crack tip, K is the stress-intensity factor, and f ij (q) are functions that describe the dependence of each stress component on the angle q from the plane of the crack.
The stress-intensity factor for an isolated crack is given by
Griffith assumed that the crack would propagate when the energy released in propagating the crack was just sufficient to supply the surface energy to create the new crack increment. This criterion is incorporated in fracture mechanics by assuming that the crack propagates when K reaches a critical value K c defined by when the energy release rate G attains a critical value G c equal to the increment of surface energy necessary to break the bonds at the crack tip,
where a is the specific surface energy, a property of the material.
Thus during propagation, K ¼ K c , a constant, and Eq. (3) shows that the driving stress Ds will decrease as the crack lengthens, i.e. the crack weakens as it lengthens. Such a crack would thus be unstable under constant stress boundary conditions. The Griffith energy balance states that this instability will occur when the crack reaches a critical length L c , given by
where T is the tensile strength of the rock. Under the constant stress boundary conditions assumed by Griffith, when a crack reaches this critical length, it will propagate without limit. Evaluating Eq. (5), assuming m ¼ 20 GPa, T ¼ 5 MPa and a from experimental data is 10e100 Jm -2 (Hoagland et al., 1973) 
which predicts that D max scales as√L. According to this theory, fracture will occur when the longest, most favorably oriented crack becomes critical. This assumes a homogeneous material. Because of the granular nature of rock, stresses in rock are highly heterogeneous at the grain scale. As a result, when rock is loaded in tension in the laboratory, acoustic emissions from the propagation of many microfractures are observed prior to the formation of the macrofracture that leads to the final failure of the specimen. This failure is the result of the coalescence of microfractures (Mogi, 1962; Zeitlow and Labuz, 1998; Tham et al., 2005 ). As will be described later, the same behavior is observed in compression tests (see Horii and Nemat-Nasser, 1985) . This pattern leads to the phenomenon that is the subject of this article: microfractures at a wide range of scale lengths are commonly found in many rocks.
For shear-mode cracks (faults), multiple observers have found that D max f L, in agreement with Eq. (1) and not Eq. (6) (Cowie and Scholz, 1992; Dawers et al., 1993; Schlische et al., 1996) . This implies that K c f √L and thus G c f L, contradicting the assumption of Griffith. The reason for this behavior again lies in the heterogeneity of rock: macrocracks coalesce and propagate within a volume of intense microfracturing, called a process zone (e.g., Atkinson, 1987) . Thus the surface energy required to propagate the macrocrack (fault) involves not only the new surface area of that crack, as Griffith assumed, but all the microcracks in the process zone that are integral to the formation of the macrocrack. Because the size of the process zone is found to grow proportionally to the length of the fault (Vermilye and Scholz, 1998; Faulkner et al., 2011) , the fracture energy, G c f L. Realizing that K c f √L we see from Eq. (3) that faults grow at a constant stress drop, scaling according to Eq.
(1). The finding that G c f L means, from Eq. (5), that there is no longer a Griffith instability or critical length. Cracks are thus stable under constant stress boundary conditions. Subsequent work has shown that the same conclusions may be made for Mode I fractures in rock e joints, veins, and dikes. A study of the scaling law for veins found a linear relationship between D max and L (Vermilye and Scholz, 1995) . It had been long known from laboratory experiments that Mode I crack propagation is associated with a growing process zone (Swanson, 1987; Labuz et al., 1987) . More recent work, discussed in a later section, showed that the process zones grow linearly with fracture size, just as in the case with faults. Hence, Mode I fractures in rock scale linearly with L for the same reason as do faults.
However, there is a school of the study of Mode I fractures in rock that has proceeded along classical linear elastic-fracture mechanics lines in which the Griffith assumption is implicit. Segall (1984) , for example, recognized the existence of sets of joints with greatly varying lengths that evidently grew quasi-statically and must therefore be incompatible with the Griffith instability. He thus proposed that joint sets grow under constant displacementboundary conditions. This idea would preclude the possibility of horizontal joint sets, because the vertical stress, being produced by the weight of the overburden, is a body force and manifestly results in constant stress boundary conditions.
Olson (2003) argued, along the lines of Eqs. (1)e (6), that D max must scale as √L rather than as L, and, while other analyses support this view (Schultz et al., 2008) , other ways exist for handling and interpreting the data (Scholz, 2010; Olson and Schultz, 2011; Scholz, 2011; Schultz et al., 2013) . Because of stress interactions between the segments of en echelon arrays, these arrays may exhibit scaling of the form D max fL 1/n where n is greater than 1 (Pollard et al., 1982; Vermilye and Scholz, 1995; Olson, 2003) so that the scaling of such multisegment arrays often is closer to √L than L.
To advance the discussion of reconstructions of fracture shape histories from inception as microfractures would be a useful direction for future research, and one now feasible in certain rock types (Becker et al., 2010) .
Experimental stress-induced microfractures
Microfractures (microcracks) induced under experimental conditions provide important information about the processes of failure in rock and lead to a better understanding of faulting and the formation of microfractures in nature (Scholz, 2002) . The development of experimentally induced microfractures was first demonstrated where dilatancy was observed in triaxial compression tests (Brace et al., 1966) . The dilatancy is manifest as inelastic expansion normal to the s 1 direction, from which researchers have deduced that the dilatancy was produced by the growth and opening of Mode I microfractures (dilatant microcracks) parallel to s 1 . That this process involved the growth of new cracks was demonstrated by acoustic-emission studies (Scholz, 1968a, b; Lockner et al., 1991; Reches and Lockner, 1994) . True triaxial compression tests show that, when s 3, < s 2 , the dilatant microcracks are oriented preferentially in the s 1 es 2 plane (Mogi, 1971) or somewhat obliquely to them (Healy et al., 2006a; 2006b) . Dilatant microcrack anisotropy may also be caused by anisotropic rock fabric (Scholz and Koczynski, 1979) . Microscopic examination of samples deformed in the laboratory confirmed these conclusions. Note that microfractures can often be inferred to nucleate at grain boundaries (Gallegher et al., 1974; Tapponnier and Brace, 1976; Kranz, 1979 Kranz, , 1983b Wong 1982; Moore and Lockner, 1995; Homand et al., 2000; Katz and Reches, 2004) . Stress cycling results in the opening and closing of dilatant microcracks along hysteresis loops (Scholz and Koczynski, 1979; Scholz and Hickman, 1983) .
Although much has been learned in the laboratory, most experimental work on microfractures does not include concurrent chemical processes (such as cement precipitation) that, as shown by observation of microfracture populations, operate in many settings in the Earth. In subsurface environments, rock and fault properties, for example, may change during deformation as a result of cement precipitation. Cement deposition may affect whether and how microfractures evolve into larger fractures, with consequences for fracture-size scaling (Clark et al., 1995; Hooker et al., 2012a) . A new generation of experimental work may be needed to fully address these and other issues.
Microfracture size distributions
Like macrofractures, microfractures occur in sets, or populations, that exhibit well-defined statistical properties such as their size distribution. This distribution has been observed as exponential (Snow, 1970; Baecher and Lanney, 1978) but more commonly as a power-law distribution (Gudmundsson, 1987; Barton and Zoback, 1992; Clark et al., 1995; Gross and Engelder, 1995; Loriga, 1999; Marrett et al., 1999; Ortega and Marrett, 2000; Gillespie et al., 2001; Laubach and Ward, 2006; Ortega et al., 2006; Davy et al., 2010; Guerriero et al., 2010; Hooker et al., 2009; 2011; Hooker et al., 2014) . However, in many cases, particularly with small data sets, the type of distribution is not clear-cut. The measured quantity in microfractures is usually opening displacement (kinematic aperture), but because aperture may scale linearly with length (Vermilye and Scholz, 1995; cf. Olson, 2003; Schultz et al., 2008) , aperture size distributions could be proxies for length distributions. Why such scaling arises (or fails to arise) in microfracture populations is an area where more work is needed. Observational studies that document microfracture lengths, test models of how microfracture aperture and length relate, and the question of whether and how such patterns evolve across the entire fracture size range constitute another topic where more data is needed. Advanced imaging procedures allow such experiments to probe microfracture growth in ways that were not possible previously (Barnhoorn et al., 2010) .
Power-law distributions are typical of fractal objects that exhibit self-similarity, and such distributions are continuous over a scale range for which no characteristic dimensions exist. In nature, such distributions are truncated at characteristic dimensions of the system, either by a transition to another fractal state, characterized by a change in the exponent in the power-law, or by an upper or lower fractal limit (Scholz, 1995; Marrett, 1996) . Two such characteristic length scales in rock merit discussion: the grain size and, for sedimentary rocks, the mechanical-layer thickness.
Because rock is a polycrystalline aggregate of one or more crystal phases, many of which are anisotropic in their physical properties, stresses within the rock will be heterogeneous at the grain scale, owing, in crystalline igneous and metamorphic rocks, to the mismatch between elastic and thermaleelastic properties of adjacent grains, and in porous clastic rocks, to contact stresses between adjacent grains. Therefore noise exists in the stress field at the grain scale in crystalline rock, and it is at this scale that stress concentrations exist that can nucleate and propagate microfractures, even though the regional stresses are well below the fracture strength of the rock. This pattern implies that the nature of the microfracture population will depend on the fabric of the rock. For polyphase igneous or metamorphic rocks, such as granite, there exists high contrast between grains in physical properties like elasticity and thermal expansion as well as a high degree of grain interlocking. This geometry results in high stress concentrations and hence high densities of grain-boundary and intragranular cracks. For monomineralic, crystalline rocks such as marble or peridotite, where property contrasts are less than in other rocks, microfracture density may be less as well. For clastic rocks such as sandstone, grain-contact stresses are dominant at low levels of diagenesis (low compaction or cement content) and intragranular microfractures emanating from contact points are common (Fig. 2f) . The presence of cement progressively supports transgranular stresses so that stress concentrations at grain boundaries become muted and microfractures become less concentrated at grain boundaries. Rocks such as mudstones and shales, on the other hand, contain phyllitic minerals, especially clay, in their matrices; these phyllitic minerals may act ductily to suppress cracking.
Although smaller microfractures can be detected (Gomez and Laubach, 2006) , studies of microfracture kinematic-aperture size distributions typically have a lower resolution limit of about 10 -3 mm, which, using an aspect ratio of 1000 (Vermilye and Scholz, 1995) , indicates microfracture lengths of about 1 mm. This is close to or larger than the grain size of the rocks studied, typically medium-to very fine-grained sandstones; hence any aperture transition at the grain scale is not readily measurable with current imaging methods. Hooker et al. (2009) , in a study of sandstone, found that most microfractures were intragranular, whereas only transgranular microfractures could be confidently ascribed on textural grounds to the same population as macrofractures. The aperture distribution at the small scale was best fit with a lognormal distribution, suggesting that a lower cut-off was being sensed or that at the grain scale and smaller, populations of differing origins are present but indistinguishable (Laubach, 1997) . In a study of experimentally deformed granite, however, Katz and Reches (2004) observed that microfractures follow a power-law distribution that peaks at the grain scale and shows a rapid cutoff in microfracture abundance below that scale. These observations suggest that a lower fractal limit exists, occurring at the scale of the grain size in many rocks.
For large fractures, mechanical layer thickness can affect fracture height growth, for example where there is a marked contrast of competency or ductility between layers so that fractures are bound within the more brittle layers. Such bedconfined fractures may be of equal height and aperture and regularly spaced, having a spacing that is proportional to the layer thickness (Price, 1966, p. 144) . In this instance, the spacing of these fractures is proportional to layer thickness because it is the latter that controls the width of the stress shadow of a crack of that height (Hu and Evans, 1989; Bai et al., 2000) . Field observations and geomechanical models that simulate fracture propagation suggest that even for stratabound fractures, fracture arrangement can be more complicated than this and references therein). Moreover, complex hierarchies of large fracture heights exist but have yet to be adequately described and classified (Hooker et al., 2013) , and mechanical layering itself commonly evolves through time . How these patterns of large fractures and the enclosing mechanical stratigraphy evolve, and how this evolution relates to the growth of microfractures and the development of size scaling, are areas that could be addressed with new observational, experimental, and modeling work.
Some numerical experiments give promise of convergence between models and observations. Spyropoulos et al. (1999b) studied a numerical model of the spontaneous growth of fractures in an elastic layer. They found three regimes. At low strains, the fractures behave independently and form a power-law distribution. At higher strain, where fracture interactions become important in inhibiting nucleation of new fractures and forming longer fractures by coalescence of smaller fractures, this distribution becomes warped into an exponential distribution. The system finally saturates at high strain into a system of equally spaced system-size cracks. The transition with strain from a power-law to exponential distribution was replicated in a physical model and also observed in field data (for faults) by Gupta and Scholz (2000) . The exponent for the power-law frequency distribution found in the model was about À2. This corresponds to an exponent of À1 in a cumulative distribution, which is similar to the values of about À0.8 to À1.0 observed for microfractures (Marrett et al., 1999; Ortega et al., 2006; Hooker et al., 2014) . Numerical experiments that replicate fracture growth by rules that mimic inhibition of fracture growth by cement accumulation also can produce values in this range (Clark et al., 1995; Hooker et al., 2012a) .
Paleostress
Microfractures formed by unroofing
Igneous and metamorphic rocks have fabrics of closely interlocking crystals. When such rocks are unroofed e taken to pressures and temperatures lower than that at which they crystallized e internal stresses will be induced at the grain scale due to mismatches between grains of their elastic and thermaleelastic properties. These stresses will produce microfractures that occur primarily along grain boundaries (Kanaori et al., 1991; Vollbrecht et al., 1991; Kruhl et al., 2013) . These microcracks, though typically resulting in porosities well below 1%, play an important part in rock properties, forming a continuous crack network and hence playing a leading role in the rock's transport properties, such as electrical conductivity (Brace and Orange, 1968) and permeability Walsh and Brace, 1984) .
Microfractures and tectonic stresses
Early studies of fluid-inclusion planes (sealed microfractures) demonstrated a relationship between their orientation and that of local folds (parallel and perpendicular to some fold hinges; Riley, 1947; Bonham, 1957) and faults, thus establishing the value of these fluid-inclusion planes for the assessment of paleostresses (e.g., Tuttle, 1949) . The orientation of open microfractures is indicative of stress directions at the time of their formation, so fluid-inclusion planes that form rapidly from microfractures are good paleostress indicators. The orientations of fluid-inclusion planes are not necessarily aligned with the present state of stress (as is also the case for some open macrofractures, Laubach et al., 2004b) . Rocks commonly contain several fluid-inclusion plane sets, reflecting differences in stress orientation over geologic history (e.g., Dezayes et al., 2000; Laubach and Diaz-Tushman, 2009; Figs. 1aed, h, 2bee) . The key to unlocking paleostress-trajectory histories and using these structures as paleotectonic indicators is determining the timing of these arrays, which can be accomplished in some cases using crosscutting relations, fluid-inclusion trapping temperatures, evidence of thermal history, and kinematiccompatibility arguments (Laubach and Diaz-Tushman, 2009 ). Few such studies have been published, but the potential exists for refining timing arguments and improving the use of fluid-inclusion plane arrays as a tectonic indicator to augment paleotectonic analysis (Boullier, 1999) . Fluid-inclusion planes may record fracture opening (Laubach, 1988b) , paleoseismic events (Boullier and Robert, 1992) , the character of fluids in deformational settings (Pêcheret al., 1985; Cathelineau et al., 1990; Boullier, 1999; Lespinasse, 1999) , and, assuming inclusion size is a marker for microfracture opening displacement, finite strain (Onasch, 1990) .
Geologic studies of documentable e or fossilized e microfracture arrays shows that their formation in rock is not constant. For example, Laubach and Diaz-Tushman (2009) show that, over a span of about 500 m.y., only five microfracture sets formed in the Cambrian Eriboll sandstone in NW Scotland, despite a complicated loading history. Adjacent Precambrian sandstones are almost devoid of microfractures (Ellis et al., 2012) , despite having gone through the same loading history plus an additional, eventful 400 m.y. Despite the stress cycling experienced by these rocks, the microfracture record, while informative, does not include every shift in tectonic load. Microfractures have been postulated to account for seismic anisotropy (Sayers and Kachanov, 1995) , which may arise from contemporary stress fields (Crampin, 1987 (Crampin, , 1994 Marrett et al., 2007; Rempe et al., 2013) , but the geologic evidence that microfractures form intermittently (and not for every paleostress state) and readily seal (and thus are likely to provide only ephemeral seismic signals) suggests problems with this concept as currently formulated. Fluid-inclusion planes have been used as indicators of paleostress directions in a variety of rock types, including metamorphic rocks (Tuttle, 1949) , deformed sedimentary rocks (Engelder, 1974; Knipe and White, 1979; Dula, 1981; Anders, 1982; Mitra, 1987; Laubach, 1988a,b; Onasch, 1990; Anders and Wiltschko, 1994; Vermilye and Scholz, 1998; Wilson et al., 2003; Iñigo et al., 2012; Anders et al., 2013) , and less deformed or largely undeformed sedimentary rocks in a wide range of settings (Laubach, 1989; 1997; Laubach and Ward, 2006; Laubach and Diaz-Tushman, 2009 ). Building on observations of regional patterns of strength anisotropy in New England granites (Tarr, 1891; Dale, 1908; 1923) , researchers have documented fluid-inclusion plane arrays in igneous rocks in laboratory experiments and inferred the fabric to record regional stress patterns (Nur and Simmons, 1970; Holzhausen, 1977; Plumb et al., 1984; Lespinasse and Pêcher, 1986; Hall, 1987; Kowallis et al., 1987; Ren et al., 1989; Fleischmann, 1990; Vollbrecht et al., 1991; Anders et al., 2001; Nadan and Engelder, 2009 ). The value of such studies is increased where strength and other laboratory tests are combined with microstructural and fluid-inclusion analysis to constrain timing of the microstructural fabrics.
Microfractures and fault zones
Faults (shear cracks) are inherently macroscale features. Faults formed by the coalescence of Mode I microcracks (Scholz, 1968b; Lockner et al., 1991) and propagate via a cloud of microfractures formed in the stress concentration at the fault tip; when crack density reaches a critical value, this cloud of microfractures breaks the rock down into a cataclasite that allows shear displacement to occur (Cowie and Scholz, 1992) . The orientations of microfractures in the process zone reflect the fault-tip stresses rather than the regional stresses ( Fig. 3 ; Scholz et al., 1993; Vermilye and Scholz, 1998; Suzuki, 2012) . In the wake of the process zone, the passage of the fault tip leaves behind a damage zone of microfractures with a width that scales with the length and displacement of the fault (Vermilye and Scholz, 1998; Savage and Brodsky, 2011; Faulkner et al., 2011) .
Faults are not planar features but have irregular traces (waviness) that can be described as fractal topography (Aviles et al., 1987; Power et al., 1987) . As fault slip accrues, geometrical irregularities impinge on one another. Stress concentrations from these interactions produce additional microfractures in the surrounding rock with a different orientation than those formed in the process zone (Chester and Chester, 2000; Wilson et al., 2003; Faulkner et al., 2011) . The total damage zone of the fault consists of microfractures produced by both mechanisms. Brock and Engelder (1977) demonstrated that surrounding the Muddy Mountain thrust in southern Nevada there was in increase in microfracture density in sandstones as the principal fault surface is approached. A similar observation was made around large strikeslip faults (Chester and Logan, 1986) . This, as discussed earlier, was expected based on experimental observations where faults were preceded by coalescence of microcracks about the future failure plane (Scholz, 1968b; Lockner et al., 1991; Moore and Lockner, 1995) . Microfracture-density field studies show that, for some faults, microfractures exhibit an exponential increase as the principal fault plan is approached (Wiltschko and Vermilye and Scholz, 1998; Mitchell and Faulkner, 2009; Faulkner et al., 2011; Mitchell and Faulkner, 2012; Mizoguchi and Ueta, 2013) . Fig. 2d shows a sample from the damage zone of a Tertiary granite sampled 300 m from the principal fault surface of a normal fault with a displacement of 5 km, and Fig. 2e shows a sample from the transition between the damage zone and fault core taken 12 m from the principal fault surface of the same fault. As shown in Fig. 4 , numerous studies have demonstrated an exponential relationship in microfracture density and fault-surface proximity. At a given distance, depending on rock type and ambient stresses, there is a fall-off of this relationship to a background level of density (Anders et al., 2013) .
Microfracture density in the damage zones of faults
Microfracture orientation patterns in fault damage zones
Brittle fracturing in quartz exhibits no strongly preferred orientation (Tuttle, 1949) , making quartz a good medium for assessment of the orientation of applied stresses. However, c-axis indenter studies of quartz indicate that some anisotropy exists (Timms et al., 2010) , although it is unclear how pronounced the anisotropy is under tectonic deviatoric stress conditions. Quartz composes sedimentary rocks such as sandstones, arkoses, and conglomerates, as well as igneous rocks and metamorphic rocks. Because microfractures are, as mentioned above, Mode I fractures, they have been shown by numerous authors to provide important information about the paleostress orientations in many natural settings (Tuttle, 1949; Wise, 1964; Friedman, 1969; Engelder, 1974; Brock and Engelder, 1977; Knipe and White, 1979; Dula, 1981; Anders, 1982; Lespinasse and Pêcher, 1986; Kowallis et al., 1987; Laubach, 1988a Laubach, ,1989 Laubach, ,1997 Fleischmann, 1990; Blenkinsop, 1990; Onasch, 1990; Wang and Sun, 1990; Anders and Wiltschko, 1994; Vermilye and Scholz, 1998; Boullier, 1999; Wilson et al., 2003; Gomez and Laubach, 2006; Laubach and Ward, 2006; Laubach and Diaz-Tushman, 2009; Faulkner, 2009, 2012; Anders et al., 2013; Mizoguchi and Ueta, 2013) . Microfractures also proved useful for testing fold-fracture models (Narahara and Wiltschko, 1986; Laubach, 1988a, Ismat and Mitra 2005; Ismat, 2008; Iñigo et al., 2012) . Moreover, much can be inferred from relatively sparse sampling of regional patterns or local fault-zone patterns from small samples taken from drilling core or cuttings (e.g., Kowallis et al., 1987; Blenkinsop, 1990; Wang and Sun, 1990; Anders and Christie-Blick, 1994; Martin and Bergerat, 1996; Laubach and Gale, 2006; Hooker et al., 2009) .
Sedimentary rocks that are weakly lithified tend to transfer stresses at points of grain contact (e.g., Borg and Maxwell, 1956; Friedman, 1963; Engelder, 1974; Brock and Engelder, 1977; Knipe and White, 1979; Anders, 1982; Anders and Wiltschko, 1994; Shipton and Cowie, 2001) . Microfractures that radiate from a point source (Fig. 2f ) require large numbers of measurements in order to overcome the statistical dispersion created by this pattern. Moreover, sampling large populations of microfracture orientations in siliciclastic sedimentary rocks is also necessary because these rocks commonly have grains that contain inherited microfractures (e.g., Sipple, 1968; Anders et al., 2013; Fig. 1h ). Examples of this include the study by Wilson et al. (2003) , who measured over 8000 microfracture orientations in sandstones in order to assess paleostress orientations surrounding the Punchbowl fault, an inactive branch of the San Andreas fault (Fig. 5a) . Similarly, Anders and Wiltschko (1994) measured a total of over 8000 microfracture orientations in arenites surrounding normal and thrust faults (Fig. 5b) . Both Anders and Wiltschko (1994) and Vermilye and Scholz (1998) used microfracture orientations surrounding a fault to demonstrate that fractures on opposite sides of a fault yield different orientations depending on slip direction (Figs. 5b and 6 ). Orientation data from a small displacement fault (Fig. 6) as well as the larger ones of Anders and Wiltschko (1994) were found to be consistent with a process-zone fracture aureole around a fault tip. As discussed in the last section, all studies of microfracture orientations near fault surfaces present the possibility that some of the microfractures arise as a result of fault waviness or are inherited from older events (Wilson et al., 2003; Faulkner et al., 2011) . However, as we have discussed, CL can be used to mediate this inheritance problem by identifying crosscutting relationships.
Microfractures and macrofractures
In addition to fluid-inclusion planes associated with localized folds and faults, there are commonly strong regionally developed preferred orientations. Many studies demonstrate a parallelism between the orientation of microfractures and larger macrofractures (Tuttle, 1949; Riley, 1947; Bonham, 1957; Wise, 1964; Roberts, 1965; Harper, 1966; Friedman, 1969; Dula, 1981; Laubach, 1989; Vermilye and Scholz, 1998; Laubach and Diaz-Tushman, 2009 ). As discussed in Section 3, microfractures nucleate at stress concentrations that occur at the grain scale. Once microfractures become longer than that length scale, i.e., become transgranular, they may continue to propagate by virtue of the stress concentration at the tip and become macrofractures. Such microfractures share common orientations with macrofractures of the same set (Laubach, 1989) and they may belong to a common, systematic size distribution (e.g., Hooker et al., 2009) microfractures (Swanson, 1987; Labuz et al., 1987) . As the master crack grows, the microfractures in the process zone are left behind and become inactive, forming what is known as the damage zone. The width of the crack-tip stress concentration scales with the length of the master crack, so the process zone width grows in concert with the growth of the master crack. The damage zones surrounding some joints and dikes are often highlighted by mineralized halos, making them readily recognizable (Engvik et al., 2005 (Engvik et al., , 2009 ). Fig. 7 shows approximately linear scaling between damage-zone width and the aperture of joints and dikes. The cracktip stress field of a Mode I crack is dominated by tensile stresses normal to the plane of the crack. Hence microfractures in the process zones of joints and dikes will tend to have orientations parallel to those structures. For example, Delaney et al. (1986) found clusters of subparallel joints surrounding dikes. Some of the clustering of microfractures observed in scan lines may be damage zones surrounding macrofractures. Populations of fractures having a diverse range of fracture sizes may arise from the evolution of some microfractures into macrofractures within an overall disseminated population of fractures, or the correlation could result from microfractures created by cracktip stress concentrations in a process zone near a growing fracture of larger size (Atkinson, 1987) . Although not mutually exclusive, the relative importance of these two processes e growth of select disseminated fractures and byproducts of process zones e has yet to be rigorously explored with observational studies, yet fluid-inclusion analysis may permit such tests in some cases (Hooker et al., 2012b) .
Many early workers on fluid-inclusion planes noticed that these microstructures shared common orientations with arrays of larger fractures. Subsequent work combining CL imaging and fluidinclusion analysis has demonstrated that many quartz-filled microfractures share mineral assemblages, CL textures and colors, crosscutting relations, and other attributes that suggest that the small fractures are merely the small-size fractions of larger fractures (Laubach, 1989;  Fig. 2b and c) . Where microfractures are parts 1.E-01
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of fracture populations that include large fractures, microfractures can be used as proxies for large fractures in cases where more numerous microfractures are readily sampled, for example in subsurface studies where fracture abundance may vary (Fig. 8) .
Combination of CL and fluid-inclusion studies allows this timing relationship to be quantified, and permits reconstruction of the growth of fractures from microfractures (Becker et al., 2010; Fall et al., 2012) . Results of this early work suggest that such assemblages record complex fracture-array growth histories e good news for future fracture studies, which too frequently are beset by end products (fracture geometry and patterns) that might have arisen from several loading paths.
Microstructures that resemble microfractures
Deformation lamellae (Fig. 1g ) and shock lamellae (Fig. 9 ) often can be confused with Mode I microfractures, especially when the lamellae exhibit an optically visible track of fluid inclusions. These kinds of planar deformation features (PDFs), as found in quartz, are features associated with limited displacement along crystallographic planes, unlike Mode I microfractures, the orientations of which are a direct response to local deviatoric stresses. Commonly deformation lamellae are found in metamorphic rocks and associated with features like undulose extinction (e.g., Christie and Raleigh, 1959; McLaren and Hobbs, 1972; Blenkinsop and Drury, 1988) . Although less common, PDFs can also be found in minerals deformed in the brittle field or in igneous bodies where differential cooling can create high intergranular stresses (e.g., Drury, 1993; Anders et al., 2001) . B€ ohm lamellae (B€ ohm, 1883; Groshong, 1988) , in the broadest sense, are deformation lamellae, typically with fluid-inclusion planes that are visible using an optical microscope. Although deformation and shock lamellae both can have fluid inclusions along the lamellae, these inclusions typically cannot be recognized with the magnification of a SEM. Experimental studies have shown that deformation lamellae form by dislocations involving glide and climb-control, occurring most commonly near or along the basal {0001} plane in quartz (Vernooij and Langenhorst, 2005) , similar to Dauphine twins (Wenk et al., 2006) . Deformation lamellae are often manifesting as roughly parallel curviplanar surfaces that are seen, on close inspection, as a series of anastomosing dislocation surfaces (Vernooij and Langenhorst, 2005 ; Fig. 1g ). Shocked quartz, on the other hand, forms as sharp distinct lamellae along crystallographic planes, often exhibiting multiple planar sets ( Fig. 8 ; Leroux et al., 1994; Grieve et al., 1996) . The lamellae in shocked quartz are thin planes of glass formed along crystallographic planes (Gratz et al., 1996) . Annealing can result in precipitation of extremely small water bubbles in the lamellae (Grieve et al., 1996; Langenhorst and Deutsch, 1998 ) not visible optically. For a further discussion of techniques to distinguish between PDFs and Mode I microfractures, see French and Koeberl (2010) .
Practical use of microfractures
Sampling of fractures that may be more widely spaced than dimensions of the accessible rock volume is a challenge for systematic fracture assessment in subsurface rocks (Narr, 1991; Ortega et al., 2006) . The problem is acute in flat-lying to gently dipping sedimentary rocks, where cores cut at high angles to steeply dipping fractures may miss cm-to meter-length fractures that have spacing of tens of centimeters to many meters or more (Gale, 2002; Hooker et al., 2009) . Such widely spaced fractures cannot be sampled systematically by 20-cm-diameter vertical well bores or 10-cm-diameter cores; a consequence is lack of consistent data on fracture orientation and abundance, making it harder to test One strong preferred orientation of lamellae and two weakly expressed lamellae are discernable in this image. Scale bar is 3.42 mm. models that predict subsurface fracture occurrence e to the detriment of efficient fracture assessment in deep, fractured rocks.
If microfractures are part of a population that includes large fractures, microfracture analysis is one way to overcome sparse observations of large fractures. Microfractures are useful because, in many sandstones and in some other rocks, microfractures are more abundant than associated macrofractures (Laubach, 1989; Hooker et al., 2014) . Individual transgranular microfractures can be used to determine fracture strike (Laubach, 1997) and microfracture size populations can be used to assess fracture abundance (Marrett et al., 1999; Ortega and Marrett, 2000; Hooker et al., 2009; Iñigo et al., 2012) . Because they may also be sealed with cement, these structures are inconspicuous unless sought using sensitive imaging methods such as cathodoluminescence (CL). Nevertheless sealed microfractures may provide information about larger fractures that are open because small fractures, with their small volume relative to surface area, seal more readily than wider fractures (Laubach, 2003) . If suitable microfractures are present, they can be used to evaluate the number and orientation of fracture sets and, using inexpensive wire line sampling methods, to estimate fracture abundance and quantify fracture-size distribution, even in small volumes of rock (Laubach and Gale, 2006) (Fig. 8) . Microfracture populations can also be used to distinguish between landslide detachments and detachments that are tectonic in origin (Anders et al., 2010; . This distinction can be further advanced by CL techniques where identification of crosscutting relationships found ina microfracture population can establish a movement history.
Another practical use of microfracture studies is to inform further development of predictive geomechanical and geostatistical models. For example, to simulate the growth of fracture patterns, many current geomechanical models are seeded with microfractures, but these are usually introduced at the outset of experiments, are large and uniform, and do not have attributes that evolve with thermal history (and few geomechanical models account for thermal history; Olson et al., 2009 , describe an exception). These attributes are unlike natural microfractures, which, as we have seen, may be absent or very sparse in some rocks (Gale et al., 2014) and span a size range of several orders of magnitude (Marrett et al., 1999; Hooker et al., 2014) , and may form during protracted deformation (Hooker et al., 2012a) . In many rocks, microfractures are ephemeral mechanical features owing to cement deposition and creep. This pattern is particularly evident in quartz-rich rocks (Laubach, 2003; Laubach and Diaz-Tushman, 2009 ) and dolostones (Gale et al., 2010) in which microfracture pore space is systematically destroyed by exposure to high temperatures. Should microfractures be introduced into geomechanical models in different amounts and patterns depending on rock type and thermal history? Will such changes make a difference in the final fracture pattern? Microfracture closure e the way microfractures either become fossilized by sealing processes or grow to larger sizes e is an area where progress has been impeded by boundaries based on observation technique (TL versus CL), and by a narrow focus on specific rock types. Issues such as the evolution of fracture porosity with thermal history, the mechanical effects of the cement itself (if any) and how size scaling arises (Hooker et al., 2012a; are topics where new experiments and theoretical approaches could be fruitful.
Conclusions and speculation on future research directions
From the first time they were recognized by naturalists using optical microscopes, the importance of microfractures as a geological tool has grown. Advances in the 1960s led to an understanding of the critical function of Mode I microfractures in the initiation of faults. This work showed how, in experimental settings, even the smallest faults in brittle rock are preceded by a cloud of Mode I microfractures just prior to failure (Brace et al., 1966; Scholz, 1968a; Lockner et al., 1991; Reches and Lockner, 1994; Moore and Lockner, 1995) . In the 1960s and 1970s,advances were made using TL technique to assess paleostress orientations (Wise, 1964; Friedman, 1969; Engelder, 1974; Brock and Engelder, 1977) . Later these techniques played a critical role in developing theories about how natural faults grow in a process zone from small faults to larger fault systems Anders and Wiltschko, 1994; Wilson et al., 2003; Mitchell and Faulkner, 2009) . In many rocks, microfractures are filled by cement deposits, a characteristic particularly evident in quartz-rich rocks and some carbonates (Laubach, 2003; Gale et al., 2010) where microfracture pore space is cement in optical continuity with host rock. Recent advances in microscopy such as SEM, TEM, and CL allow identification of microfractures in a greater range of rocks and the ability to define complex history, including: (1) the character of fluids residing in or moving through the rock (Pêcher et al., 1985; Lespinasse, 1999; Fall et al., 2012) ; (2) microfracture porosity as a function of thermal history; (3) relative timing from crosscutting relationships. As we have discussed, advances may come from more interaction between researchers focused on natural microfractures, those studying arrays of larger macrofracture networks, and the fluid-inclusion and geochemistry communities, particularly because a combination of these approaches can help unravel the timing and rates of growth of individual fractures and fracture populations. The tendency for students of microfractures to focus on specific rock types, notably quartz-rich sandstones, quartzites, and granite, may have been an impediment to progress; universal structural and geochemical processes may vary in informative ways among these different host rock types. Microfracture growth in reactive environments is an area where new experiments, theoretical approaches, and field observations could be fruitful.
