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1. INTRODUCTION AND SUMMARY OF PREVIOUS RESULTS 
Basically, the nonlocal calculus of variations considers questions of 
stationarity of functionals and leads to Euler equations that are integro- 
differential in nature. An interesting and important subclass of nonlocal 
variational problems consists of those problems in which the differential 
structure and the integral structure can be separated: the Euler equations 
can be treated as differential equations whose solutions must satisfy a system 
of integral constraints. See references [l-3] for examples of such problems. 
Separability of the differential and integral operations leads to significant 
computational simplifications and affords a clarification of the properties 
of the solutions in terms of whether they arise from the differential or from 
the integral structure. The combined differential and integral structure, 
however, still leads to marked differences between the properties of the 
solutions of nonlocal problems and local ones. We shall give specific examples 
of systems with one independent variable in which the boundary value 
problem either has no solutions or more than one solution. 
A quick summary of the essentials of the nonlocal calculus of variations is 
given below for the convenience of the reader. The details can be found in 
Refs [4-l I]. 
Let D be an open, simply connected, n-dimensional region of n-dimensional 
number space E, referred to a coordinate system (x), and let D* denote the 
closure of D with respect to the Euclidean topology of E,, . The boundary 
of D* is denoted by 3D and is assumed to be a smooth (n - 1)-dimensional 
subspace of E, with the exception of a finite number of edges. Let 
f$A(X”)lA = l,..., N be an N-tuple of Cl functions whose domains of 
* The results presented in this paper were obtained, in part, in the course of 
research sponsored by Department of Defense Project THEMIS under Contract 
No. DAADOS69-C-0053 and monitored by the Ballistics Research Laboratories, 
Aberdeen Proving Ground, Md. 
445 
446 EDELEN 
definition contain D*. It is convenient in what follows to use the notation 
(a$A(x”)}, where OL = 0, l,..., 11 and 
dA = b , dA = a,b 3 a+,ja= (1.1) 
Let g, = g,(xm, am, &A(zm)), Q = l,..., Q be y given functions of class C2 
in their 2n + N(n + 1) arguments. These functions serve to define 4 
functionals by the relations 
d&z) = dzl dz2 --- dz”. 
(1.2) 
Let L = L(x”, ,&A(xR), k,) be a given function of class C2 in its 
n + N(B + 1) + Q arguments. This function serves to define an “action” 
functional by the relation 
where the notation J[+,J(L) . is used to emphasize the dependence of this 
functional on the choice of L. The occurrence of the k’s as arguments of L 
gives rise to the nonlocal variational calculus, for we wish to stationarize 
the value of J relative to the choice of {$A(xnz)} from the subspace of 
Cl functions that assume given values on D*. The norm in use is the 
uniform convergence norm for these functions and their first partial deriva- 
tives. The set S(L), comprised of all elements of the function space that 
render J[qSJ(L) stationary in value is referred to as the stationarization 
set base L. 
A statement of the conditions for stationarization of J in a convenient form 
requires certain additional notation. We first define the functions g,* by the 
relations 
ga * = g&“, fl, ad&% g, = g&“, am9 dl&“>>* (1.4) 
Since the k’s are, in general, functions of xm’s, the assumed functional form 
of L shows that aL/i?k, is a function of xm, UcjA(xn2), and ka(xm; $J, and hence 
is a function of xm for any given {+“(xm)}. The quantity 
is then obtained by replacing X* by am in aL/ak, : 
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The local Euler-Lagrange operators are defined by 
where the cur’s are quantities that are to be held constant during the indicated 
differentiation with respect to {$,I and {8,,$,). The nonlocal Euler-Lagrange 
operators are then defined by 
The summation convention is assumed to apply to all indexed quantities, 
thus, the index m is to be summed from one through n in the right side of 
(1.5) and the index a is to be summed from one through 4 on the right side 
of (1.6). It can then be shown, under fairly weak continuity conditions, 
that if +A(x*) are such that the nonlocal Euler equations, 
{E I -u&m) = 0, A = l,..., N, (1.7) 
are satisfied, then {+a(~nE)} beIongs to S(L). 
2. OPERATION SEPARATION OF THE EULER EQUATIONS 
In the general case, the q functions g, have both the x’s and the z’s as 
explicit arguments, and hence the integrals occurring in the Euler equations 
cannot be simplified. We now restrict our attention to the class of problems 
in which the functions g, do not depend on the x’s explicitly: 
ga = G&“, .+M% (2.1) 
For this class of problems, (1.4) gives us 
ga * = &(Xrn~ a4a(xrn)), (2.2) 
and hence (e / g,*),+,(x”) is independent of the P’S for every iV-tuple of 
functions {#A). In this instance, the nonlocal Euler-Lagrange operators, 
(1.6), become 
(2.3) 
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Now, by (1.2) and (2.1), the 4 quantities k, are constants for any given 
{$A(~nz)}, and the same holds true for the 4 quantities. 
K, = 
f D* 
The Euler equations thus assume the form 
{e I ~aW&“9 + K& I ga*>&“) = 0. (2.5) 
For any given {$a(xm)}, the k,’ s and the Ka’s are given numbers, and hence 
they are given numbers for any {c$,,(P)} that satisfy the Euler equations (2.5). 
We may thus consider the ka’s and the Ka’s as constants in (2.5) provided 
that we append to the system (2.5) the relations that define the k,‘s and the 
Ka’s in terms of {+A(x”)}. If we solve the Euler equations (2.5) with the k,‘s 
and the K,‘s treated as constants (that is, we solve the system of differential 
equations (2.5)), we could obtain a system of functions 
+A = uk”, kz , Ka), (2.6) 
since the values of the k,‘s and the Ka’s would enter into the solution of 
(2.5). The k,‘s and the Ka’s are not arbitrary numbers, however, for they must 
be those numbers that result from substituting (2.6) into the equations 
defining the k,)s and the K,‘s, namely (1.2) and (2.4). We must thus adjoin 
the conditions 
kz = 1 g&“, oi u,&“, ka , KJ) dV4. (2.7) D* 
K, = 
s D* 
What we have done, in effect, is to separate the differential operators 
involved in the Euler equations from the integral operators that are involved 
in these equations. It is clear that this separation is always possible whenever 
the functions g, have the form given by (2.1). We therefore refer to nonlocal 
Euler equations as being operation separable whenever g, = ga(zm, or+A(~m)), 
in which case the nonlocal Euler equations reduce to the system of differential 
equations 
{e I W&,&) + K& I ga*h,(4 = 0, A = l,..., N (2.9) 
whose solutions must satisfy the system of integral constraints 
k, = I ga(Zm , u+/@‘9) W/‘(z), a = I,..., q, (2.10) D* 
a = l,..., q. (2.11) 
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From the standpoint of the nonlocal Euler equations as systems of integro- 
differential equations, operation separation allows significant simplification 
since we can solve the differential equations (2.9) without having to worry 
about the integral structure. The integral structure then appears as the 
system of constraints (2.10) and (2.11). The imposition of the system of 
constraints (2.10) and (2.11) changes the whole complexion of the class of 
problems relative to the similar class of problems based only on the Euler 
equations (2.9) ( i.e., based on equations that can be obtained from the local 
calculus of variations with the Lagrangian function L + K, g,*). In general, 
when initial or boundary data is adjoined to the system (2.9), the constraints 
(2.10) and (2.11) will preclude whole classes of boundary or initial values, 
and will further compound the issue by leading to nonuniqueness of the 
boundary value or the initial value problem. We shall illustrate these 
properties of nonlocal systems in the next Section. 
3. LINEAR, OPERATION SEPARABLE EULER EQUATIONS 
This Section examines the properties of the linear, operation separable 
Euler equations that result under the following prescription: 71 = 1, iV = 1, 
q = 2, #1(x1) = y, xl = x, 
k, = j:g, dx = ,: ~(4 6 k, = f ‘y(z)” dz, (3.2) 0 
L = H Y’12 - fl(kl 9 k2) - f2@1 9 A,) Y(X) - f2@1 > k2) YW29 (3.3) 
where y’ denotes the derivative of y(x) with respect to x. When these quantities 
are substituted into (1.6) (1.7), we obtain the Euler equation 
y” + AY + y = 0, (3.4) 
where X and y are functions of k1 and k, that are given by 
h=2f,+T~+k,$)+k,$ 
2 2 2 
af3 y=fe+Tg+k,E+k,q. 
(35) 
When (3.4) is considered in the operation separable fashion, it is then linear. 
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For h # 0, (3.4) has the general solution 
to which we have to adjoin the conditions 
y(0) = a = - $ + A + B, (3.7) 
y(T) = b = - ; + A$+i + Be-Tdi, (3.8) 
and 
k, = ($ + 2AB) T + 2$ (@h - 1) - -$ (e-2Tdi _ 1) 
- & A(@ - 1) + $ B(&\/” - 1), (3.10) 
where h and y are given in terms of k, and k, by (3.5). Equations (3.9) and 
(3.10) are obtained from substitution of (3.6) into the Eqs. (3.2) that define 
kr and k, . In this particularly simple situation, we obtain the system of four 
equations (3.7)-(3.10) for the determination of the unknowns A, B, k, , and 
k, in terms of the initial and final values a and b. The intrinsic integral 
nonlinearity of this system is what gives rise to the interesting effects. 
As a particular instance, consider the situation in which we have 
fi = 0, fi = dkJ2, fs = 0. (3.11) 
We then have L = +( Y’)~ - pyk12 so that the functional J is given by 
J[r]W) = 1; MY’(x))~ - PY(X) k,21 dx 
- 4 s: (~(4')~ dx - P ~:Y(X) dx /:~(a) dz)'
= $ 
s 
: (Y’)~ dx - pk13. (3.12) 
Since k, does not occur explicitly, we can simply ignore all k, dependence 
in the above formula. The relations (3.5) give us h = 0, y = 3pk12, and 
hence the operation separated Euler equation, (3.4) becomes 
y” = -3pk12. 
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We thus obtain 
y(x) = a + Bx - 3pk12x2/2. (3.13) 
where we have used the condition y(O) = a. The remaining constraints 
(3.8) and (3.9) give 
b = a + BT - 3pk12T2/2 
k, = 
s 
i y(a) dx = aT + BT2/2 - pk12T3/2. 
When (3.14) and (3.15) are solved for B and k, , we obtain 
k, =$/I *,/I -pT”(T)/, 
B =9+--$/l &dl -pT4r+)i2, 
and hence 
y(x) = a + &$f +p$ 11 +2/l -pT4 jq)/‘] x 
--+ 11 *dl -pT4(+)\‘x2. 
Accordingly, a real solution exists only ;f 
a+b 
P-z- ( 1 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
in which case there are two solutions to the given boundary value problem. For p 
positive, we get the definite barrier (3.19) in the space of boundary data which 
depends on the mean value of the initial and final values. Further, when the 
boundary data satisfies (3.19), there are always two solutions. This situation 
is to be compared with the solution of the corresponding local problem whose 
Euler equation is y” = -3pk12, y(0) = a, y(T) = b, where k, is not to be 
identified with the integral of y(x) over (0, T). For the local problem, there 
exists a unique solution for any given pair of finite numbers (a, b). 
What we have shown, in effect, is that the nonlocal calculus of variations 
leads to situations in which there are only restricted values of the boundary 
data for which solutions exist, and satisfaction of the Euler equation and the 
boundary data does not guarantee a unique solution. A wealth of new 
problems is thus presented by the nonlocal variational calculus in even the 
simplest of cases. 
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