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HOLONOMY GROUPS OF STABLE VECTOR BUNDLES
V. BALAJI AND JA´NOS KOLLA´R
Let M be a Riemannian manifold and E a vector bundle with a connection ∇.
Parallel transport along loops gives a representation of the loop group of M with
base point x into the orthogonal group O(Ex) of the fiber at x (see, for instance,
[KN96, Bry00]).
If X is a complex manifold and E a holomorphic vector bundle, then usually
there are no holomorphic connections on E. One can, nonetheless, define a close
analog of the holonomy representation in the complex setting if E is a stable vector
bundle and X is projective algebraic.
Assume for simplicity that c1(E) = 0, a condition that we remove later. By
Mehta–Ramanathan [MR82], if x ∈ C ⊂ X is a sufficiently general complex curve,
then E|C is also stable and so by a result of Narasimhan–Seshadri [NS65] it cor-
responds to a unique unitary representation ρ : π1(C) → U(Ex). We call it the
Narasimhan–Seshadri representation of E|C .
The image of the representation, and even the Hermitian form on Ex implicit
in its definition, depend on the choice of C, but the picture stabilizes if we look
at the Zariski closure of the image in GL(Ex). The resulting group can also be
characterized in different ways.
Theorem 1. Let X be a smooth projective variety, H an ample divisor on X, E
a stable vector bundle with detE ∼= OX and x ∈ X a point. Then there is a unique
reductive subgroup Hx(E) ⊂ SL(Ex), called the holonomy group of E, characterized
by either of the two properties:
(1) Hx(E) ⊂ SL(Ex) is the smallest algebraic subgroup satisfying the following:
For every curve x ∈ C ⊂ X such that E|C is stable, the image of the
Narasimhan–Seshadri representation ρ : π1(C) → U(Ex) is contained in
Hx(E).
(2) If C is sufficiently general, then the image of the Narasimhan–Seshadri
representation is Zariski dense in Hx(E).
Furthermore:
(3) For every m,n, the fiber map F → Fx gives a one–to–one correspondence
between direct summands of E⊗m⊗ (E∗)⊗n and Hx(E)-invariant subspaces
of E⊗mx ⊗ (E
∗
x)
⊗n.
(4) The conjugacy class of Hx(E) is the smallest reductive conjugacy class G
such that the structure group of E can be reduced to G.
Remark 2. (1) The existence of a smallest reductive structure group is established
in [Bog94, Thm.2.1].
(2) We emphasize that the holonomy group is defined as a subgroup of GL(Ex)
and not just as a conjugacy class of subgroups.
(3) It follows from (1.1) that the holonomy group does not depend on H . Thus
the definition of the holonomy group makes sense for any vector bundle that is
stable with respect to some ample divisor H .
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(4) The property (1.3) almost characterizes the holonomy group. The only re-
maining ambiguity comes from the center of GL(Ex). In general, the holonomy
group is determined by knowing, for every m,n ≥ 0, the direct summands of
E⊗m ⊗ (E∗)⊗n and also knowing which rank 1 summands are isomorphic to OX .
(5) The above theorem has immediate generalizations to the case when X is a
normal variety, E a reflexive sheaf with arbitrary detE or a sheaf with parabolic
structure. These are discussed in (20) and (38). The case of Higgs bundles will be
considered elsewhere.
(6) For some closely related ideas and applications to the construction of stable
principal bundles on surfaces, see [Bal].
Our next aim is to study and use holonomy groups by relying on the following:
Principle 3. Let E be a stable vector bundle on a smooth projective variety X.
(1) If E is “general” then the holonomy group Hx(E) is “large”, meaning, for
instance, that Hx(E) ⊃ SL(Ex).
(2) Otherwise there is geometric reason why Hx(E) is small.
Let ρ : π1(X)→ U(V ) be an irreducible representation with finite image G and
Eρ the corresponding flat vector bundle on X . Then Hx(Eρ) = G. Understanding
G in terms of its representations V ⊗m is certainly possible, but it quickly leads to
intricate questions of finite group theory. (See [GTa] for such an example.) There is
a significant case when we can avoid the complications coming from finite subgroups
of GL(V ).
Proposition 4. If X is simply connected then Hx(E) is connected.
The representation theory of connected reductive groups is quite well understood,
and this enables us to get some illustration of the above Principle.
Proposition 5. Let E be a stable vector bundle on a simply connected smooth
projective variety X. Then the following are equivalent:
(1) SmE is stable (that is, indecomposable) for some m ≥ 2.
(2) SmE is stable (that is, indecomposable) for every m ≥ 2.
(3) The holonomy is one of the following:
(a) SL(Ex) or GL(Ex),
(b) Sp(Ex) or GSp(Ex) for a suitable nondegenerate symplectic form on
Ex (and rankE is even).
Note that the statements (5.1) and (5.2) do not involve the holonomy group, but
it is not clear to us how to prove their equivalence without using holonomy.
If X is not simply connected, the results of [GTb] imply the following:
Corollary 6. Let E be a stable vector bundle on a smooth projective variety X of
rank ≥ 7. Then the following are equivalent:
(1) SrE is stable for some r ≥ 4.
(2) SrE is stable for every r ≥ 2.
(3) The commutator of the holonomy group is either SL(Ex) or Sp(Ex).
The rank ≤ 6 cases can, in principle, be enumerated by hand. As Guralnick
communicated to us, there are probably only two examples where (6) fails. One
is the icosahedral group in SL(2,C) and the other is a double cover of the second
Janko group 2J2 acting on C
6.
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Another illustration of the Principle (3) is the following partial description of
low rank bundles.
Proposition 7. Let E be a stable vector bundle on a simply connected smooth
projective variety X. Assume that detE ∼= OX and rankE ≤ 7. Then one of the
following holds.
(1) The holonomy group is SL(Ex).
(2) The holonomy is contained in SO(Ex) or Sp(Ex). In particular, E ∼= E
∗
and the odd Chern classes of E are 2-torsion.
(3) E is obtained from a rank 2 vector bundle F2 and a rank 3 vector bundle
F3. There are 2 such cases which are neither orthogonal nor symplectic:
(a) rankE = 6 and E ∼= S2F3, or
(b) rankE = 6 and E ∼= F2 ⊗ F3.
There are two reasons why a result of this type gets more complicated for higher
rank bundles.
First, already in rank 7, we have vector bundles with G2 holonomy. It is not
on our list separately since G2 ⊂ SO7. It is quite likely that there is some very
nice geometry associated with G2 holonomy, but this remains to be discovered.
Similarly, the other exceptional groups must all appear for the higher rank cases.
Second, and this is more serious, there are many cases where the holonomy
group is not simply connected, for instance PGL. In this case there is a Brauer
obstruction to lift the structure group to GL and to write E in terms of a lower
rank bundle using representation theory. We study this in (44). In the low rank
cases we are saved by the accident that such representations happen to be either
orthogonal or symplectic, but this definitely fails in general.
8 (Comparison with the differential geometric holonomy). For the tangent bundle
of a smooth projective variety X , one gets two notions of holonomy. The classical
differential geometric holonomy and the algebraic holonomy defined earlier. These
are related in some ways, but the precise relationship is still unclear.
First of all, the algebraic holonomy makes sense whenever TX is stable, and
it does not depend on the choice of a metric on X . The differential geometric
holonomy depends on the metric chosen.
If X admits a Ka¨hler–Einstein metric, then its holonomy group, which is a
subgroup of the unitary group U(TxX), is canonically associated to X .
By contrast, the algebraic holonomy is not unitary. For a general curve C ⊂ X ,
the Narasimhan–Seshadri representation gives a subgroup of a unitary group, but
the Hermitian form defining the unitary group in question does depend on C, except
when X is a quotient of an Abelian variety.
Thus the processes that define the holonomy group in algebraic geometry and in
differential geometry are quite different. It is, nonetheless, possible, that the two
holonomy groups are closely related.
Question 9. Let X be a simply connected smooth projective variety which has a
Ka¨hler–Einstein metric. Is the algebraic holonomy group of TX the complexification
of the differential geometric holonomy group?
For non simply connected varieties the differential geometric holonomy group
may have infinitely many connected components, and one may need to take the
complexification of its Zariski closure instead.
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It is possible that (9) holds for the simple reason that the algebraic holonomy
group of a tangent bundle is almost always GLn. The differential geometric holo-
nomy group is almost always Un, with two notable exceptions. In both of them,
the answer to (9) is positive.
Proposition 10 (Calabi–Yau varieties). Let X be a simply connected smooth pro-
jective variety X such that KX = 0 which is not a direct product.
The differential geometric holonomy group is either SUn(C) or Un(H). Corre-
spondingly, the algebraic holonomy group is SLn(C) (resp. Sp2n(C)).
Proposition 11 (Homogeneous spaces). Let X = G/P be a homogeneous space
such that the stabilizer representation of P on TxX is irreducible. Then TX is stable
and the algebraic holonomy is the image of this stabilizer representation.
1. Variation of monodromy groups
12. Let C be a smooth projective curve over C and x ∈ C a point. Every unitary
representation ρ : π1(C, x) → U(C
r) gives a flat vector bundle Eρ of rank r. By
[NS65], this gives a real analytic one–to–one correspondence between conjugacy
classes of unitary representations and polystable vector bundles of rank r and degree
0.
The similar correspondence between representations and polystable vector bun-
dles of rank r and degree d 6= 0 is less natural and it depends on an additional point
of C.
Let C be a smooth projective curve over C and x 6= c ∈ C two points. Let
Γ ⊂ π1(C \ c, x) denote the conjugacy class consisting of counterclockwise lassos
around c.
A unitary representation
ρ : π1(C \ c, x)→ U(C
r) such that ρ(γ) = e2piid/r1
for every γ ∈ Γ is said to have type d/r. (In the original definition this is called
type d. Using type d/r has the advantage that irreducible subrepresentations have
the same type.) Note that the type is well defined only modulo 1.
By [NS65], for every r and d the following hold:
(1) There is a one–to-one correspondence
NS : (C, c, x, E) 7→
[
ρ : π1(C \ c, x)→ U(Ex)
]
between
(a) polystable vector bundles E of rank r and degree d over a smooth
projective curve C with 2 marked points x, c, and
(b) isomorphism classes of unitary representations ρ : π1(C\c, x)→ U(C
r)
of type d/r.
(2) NS depends real analytically on (C, c, x, E).
(3) The fiber map F → Fx gives a one–to–one correspondence between
(a) direct summands of E⊗m ⊗ (E∗)⊗n, and
(b) π1(C \ c, x) invariant subspaces of E
⊗m
x ⊗ (E
∗
x)
⊗n.
(This is stated in [NS65] for 0 ≤ d < r. In the general case, we twist E by a suitable
OC(mc) and then apply [NS65].)
Because of the artificial role of the point c, one has to be careful in taking
determinants. The representation det ρ corresponds to the degree 0 line bundle
OC(−d[c])⊗ detE.
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Definition 13. Let E be a stable vector bundle on a smooth projective curve C and
x, c ∈ C closed points. The Zariski closure of the image of the Narasimhan–Seshadri
representation ρc : π1(C \ c, x)→ GL(Ex) is called the algebraic monodromy group
of E at (C, x, c) and it is denoted byMx(E,C, c). Note thatMx(E,C, c) is reductive
since it is the Zariski closure of a subgroup of a unitary group.
Mx(E,C, c) depends on the point c but only slightly. Choosing a different c
corresponds to tensoring E with a different line bundle, which changes the repre-
sentation by a character π1(C \ c, x)→ C
∗.
As we see in (15), for very general c ∈ C we get the same Mx(E,C, c). We
denote this common group by Mx(E,C).
Lemma 14. If detE is torsion in PicC then the image of det : Mx(E,C) → C
∗
is torsion. Otherwise Mx(E,C) contains the scalars C
∗ ⊂ GL(Ex).
Proof. As we noted above,
Edet ρc
∼= OC(−(degE)[c])⊗ detE.
If degE 6= 0, then Edet ρc is a nonconstant family of degree zero line bundles
on C, hence its general member is not torsion in PicC. Thus in this case det :
Mx(E,C)→ C
∗ is surjective.
If degE = 0 then Edet ρc
∼= detE is constant. Thus det : Mx(E,C) → C
∗ is
surjective iff detE is not torsion in PicC.
Since Mx(E,C) is reductive, we see that det : Mx(E,C) → C
∗ is surjective iff
the center of Mx(E,C) is positive dimensional.
If E is stable then Mx(E,C, c) acts irreducibly on Ex, and so the center consists
of scalars only. Thus we conclude that if detE is not torsion in Pic(X) then the
scalars are contained in Mx(E,C). In general, it is easy to see that Mx(E,C) =
C∗ ·Mx(E,C, c) for any c ∈ C \ x if detE is not torsion in Pic(X). 
The Narasimhan–Seshadri representations ρ vary real analytically with (C, c, x, E)
but the variation is definitely not complex analytic. So it is not even clear that the
groupsMx(E,C) should vary algebraically in any sense. Nonetheless, the situation
turns out to be quite reasonable.
Lemma 15. Let g : U → V be a flat family of smooth projective curves with
sections sx, sc : V → U . Let E → U be a vector bundle of rank r such that E|Uv is
polystable for every v ∈ V . For every v ∈ V let
ρv : π1(Uv \ sc(v), sx(v))→ U(Esx(v))
be the corresponding Narasimhan–Seshadri representation and let Mv ⊂ GL(Esx(v))
be the Zariski closure of its image.
Then there is an open set V 0 ⊂ V and a flat, reductive group scheme G ⊂
GL(s∗xE)→ V
0 such that Mv = Gv for very general v ∈ V
0. (That is, for all v in
the complement of countably many subvarieties of V 0.)
Remark 16. By [Ric72, 3.1], the fibers of a flat, reductive group scheme are
conjugate to each other. The conjugacy class of the fibers Gv ⊂ GL(C
r) is called
the generic monodromy group of E on U/V . Note that while the monodromy
groups Mx(E,C) are subgroups of GL(Ex), the generic monodromy group is only
a conjugacy class of subgroups.
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In most cases Mv = Gv for every v ∈ V
0, but there are many exceptions. The
simplest case is when V = C is an elliptic curve, U = C ×C and E is the universal
degree 0 line bundle.
Then Mc = C
∗ if c ∈ C is not torsion in C but Mc = µn, the groups of nth roots
of unity, if c ∈ C is n-torsion.
17 (Proof of (15)). Let W be a vector space of dimension r. The general orbit of
GL(W ) on
(
W r+det−1W
)∗
is closed, hence the same holds for any closed subgroup
of GL(W ). We can thus recover the stable orbits of G, and hence G itself, as the
general fibers of the rational map
hW :
(
W r + det−1W
)∗
99K Spec
∑
m≥0
(
Smr(W r)⊗ det−mW
)G
.
Correspondingly, if E → C is a rank r vector bundle corresponding to a unitary
representation ρ : π1(C \ c, x)→ U(Ex), then we can recover the Zariski closure of
im ρ from the general fibers of the rational map
hC :
(
Erx + det
−1Ex
)∗
99K Spec
∑
m≥0
(
Smr(Erx)⊗ det
−mEx
)G
↓∼=
Spec
∑
m≥0H
0
(
C, Smr(Er)⊗ det−mE
)
.
Let us now apply this to our family g : U → V . Then we get a rational map
hV :
(
s∗xE
r + det−1s∗xE
)∗
99K
∑
m≥0g∗
(
Smr(Er)⊗ det−mE
)
.
Each of the sheaves
g∗
(
Smr(Er)⊗ det−mE
)
commutes with base change over an open set Vm ⊂ V , but these open sets may
depend on m. By the above remarks, for every point v ∈ ∩m≥1Vm, a general fiber
of hV above v is the Zariski closure of the unitary representation ρv.
Over the generic point vgen ∈ V we get a reductive group scheme Ggen ⊂
GL(Es(vgen)) which extends to a reductive group scheme G ⊂ GL(s
∗E|V 0) → V
0
over a suitable open set V 0.
The very general points in the lemma will be, by definition, the points in the
intersection ∩m≥0Vm. 
By taking the closure of G in GL(s∗E), we obtain an open subset V ∗ ⊂ V such
that
(1) the closure of G in GL(s∗E|V ∗) is a flat group scheme (but possibly not
reductive), and
(2) V \ V ∗ has codimension ≥ 2 in V .
Lemma 18. Notation as above. For every v ∈ V ∗,
(1) Mv ⊂ G
∗
v,
(2) Mv is conjugate to a subgroup of the generic monodromy group, and
(3) if dimMv = dimG
∗
v then in fact Mv = G
∗
v.
Proof. U → V is topologically a product in a Euclidean neighborhood of v ∈
W ⊂ V ∗, thus we can think of the family of representations ρv as a continuous map
ρ :W × π1(Uv \ c(v), x(v))→ GL(C
r).
By (15), for very general w ∈ W , ρ({w} × π1(Uv \ c(v), x(v)) ⊂ G
∗
w, hence, by
continuity, ρ({v} × π1(Uv \ c(v), x(v)) ⊂ G
∗
v, which proves (1).
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Since Mv is reductive, by [Ric72, 3.1], it is conjugate to a subgroup of G
∗
w for w
near v, hence to a subgroup of the generic monodromy group.
Finally, if dimMv = dimG
∗
v, then the connected component of G
∗
v is the same as
the connected component ofMv, hence G
∗
v is reductive and again by [Ric72, 3.1], it
is conjugate to a subgroup of the generic monodromy group. Since ρ({w}×π1(Uv \
c(v), x(v)) has points in every connected component of G∗w, by continuity the same
holds for ρ({v} × π1(Uv \ c(v), x(v)). Thus in fact Mv = G
∗
v. 
2. Holonomy groups
Let X be a normal, projective variety of dimension d with an ample divisor H .
A curve C ⊂ X is called a complete intersection (or CI) curve of type (a1, . . . , ad−1)
if C is a (scheme theoretic) intersection of (d− 1) divisors Di ∈ |aiH |. We say that
C ⊂ X is a general CI curve of type (a1, . . . , ad−1) if the divisors Di ∈ |aiH | are
all general.
If a smooth point x ∈ X is fixed then a general CI curve of type (a1, . . . , ad−1)
through x is an intersection of (d − 1) general divisors Di ∈ |aiH |, each passing
through x.
Let E be a reflexive sheaf on X such that E is µ-stable with respect to H .
By [MR82] this is equivalent to assuming that E|C is a stable vector bundle for a
general CI curve C of type (a1, . . . , ad−1) for ai ≫ 1.
If E is locally free at the points x1, . . . , xs, then this is also equivalent to assuming
that E|C is a stable vector bundle for a general CI curve C of type (a1, . . . , ad−1)
passing through the points x1, . . . , xs for ai ≫ 1. (While this stronger form of
[MR82] is not stated in the literature, it is easy to modify the proofs to cover this
more general case.)
Definition 19. Let X be a normal, projective variety of dimension n with an
ample divisor H and E a reflexive sheaf on X such that E is µ-stable with respect
to H . Assume that E is locally free at x.
Let B ⊂ X be the set of points where either X is singular or E is not locally
free. Then B has codimension at least 2 in X . This implies that all general CI
curves are contained in X \ B and there is a one–to–one correspondence between
saturated subsheaves of the reflexive hull of E⊗m⊗(E∗)⊗n and saturated subsheaves
of E⊗m ⊗ (E∗)⊗n|X\B.
The holonomy group of E at x is the unique smallest subgroup Hx(E) ⊂ GL(Ex)
such that:
For every smooth, pointed, projective curve (D, d, y) and every morphism g :
D → X such that g(y) = x, E is locally free along g(D) and g∗E is polystable,
the image of the Narasimhan–Seshadri representation of π1(D \ d, y) is contained
in Hx(E) ⊂ GL(Ex) = GL((g
∗E)y).
Theorem 20. Notation and assumptions as in (19).
(1) Let C be a very general CI curve of type (a1, . . . , ad−1) through x for ai ≫ 1.
Then the image of the Narasimhan–Seshadri representation of π1(C \ c, x)
is Zariski dense in Hx(E). In particular, Hx(E) is reductive.
(2) For every m,n, the fiber map F → Fx gives a one–to–one correspondence
between direct summands of the reflexive hull of E⊗m⊗ (E∗)⊗n and Hx(E)
invariant subspaces of E⊗mx ⊗ (E
∗
x)
⊗n.
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(3) The conjugacy class of Hx(E) is the smallest reductive conjugacy class G
such that the structure group of E can be reduced to G.
Remark 21. For every curve C, the image of the unitary representation of π1(C \
c, x) is contained in a maximal compact subgroup of Hx(E). While Hx(E) is well
defined as a subgroup of GL(Ex), we do not claim that this maximal compact sub-
group of Hx(E) is independent of C. Most likely the opposite holds: the maximal
compact subgroup is independent of C iff E is a flat vector bundle on X \ SingX .
22 (Proof of (20)). Fix (a1, . . . , ad−1) such that E|C is stable for a general CI curve
C of type (a1, . . . , ad−1). By (15), the conjugacy class of Mx(E,C, c) ⊂ GL(Ex) is
independent of C for very general C of type (a1, . . . , ad−1) and c ∈ C. Denote this
conjugacy class by Mx(a1, . . . , ad−1). First we show that these conjugacy classes
Mx(a1, . . . , ad−1) stabilize.
Lemma 23. There is a conjugacy class Mx of subgroups of GL(Ex) such that if
the ai are sufficiently divisible then Mx(a1, . . . , ad−1) =Mx.
Proof. Fix a very general CI curve C of type (a1, . . . , ad−1) such that E|C is
stable. We compare the monodromy groupMx(E,C, c) with the monodromy group
Mx(E,Ck, ck) where Ck is a very general CI curve of type ka1, a2, . . . , ad−1.
The divisorsD2, . . . , Dd−1 do not need changing, so we may assume that dimX =
2. Then C is defined by a section u ∈ H0(X,OX(a1H)). Choose a general
v ∈ H0(X,OX(ka1H)) vanishing at x and consider the family of curves C
′
t :=
(uk + tkv = 0). The general member is a CI curve C′t of type (ka1, a2, . . . , ad−1)
through x.
Note that SuppC′0 = C but C
′
0 has multiplicity k along C. The family is not
normal along C0 and we can normalize it by introducing the new variable u/t. We
then get a family of curves Ct such that Ct = C
′
t for t 6= 0 and C0 is a smooth
curve, which is a degree k cyclic cover g : C0 → C ramified at the intersection
points (u = v = 0).
Since C0 → C is totally ramified at x, we see that g∗ : π1(C0\c0, x)→ π1(C\c, x)
is surjective where c0 ∈ C0 is any preimage of c. In particular,
Mx(g
∗E,C0, c0) =Mx(E,C, c).
We can apply (18) to the family {Ct} to conclude that
dimMx(a1, . . . , ad−1) ≤ dimMx(ka1, . . . , ad−1),
and if equality holds then Mx(a1, . . . , ad−1) and Mx(ka1, . . . , ad−1) are conjugate.
Thus if we choose (a1, . . . , ad−1) such that dimMx(a1, . . . , ad−1) is maximal,
then Mx(a1, . . . , ad−1) and Mx(b1, . . . , bd−1) are conjugate whenever ai|bi for every
i. 
Choose (a1, . . . , ad−1) and a very general CI curve of type (a1, . . . , ad−1) through
x such that
(1) Mx(a1, . . . , ad−1) =Mx, and
(2) every stable summand of T (E) restricts to a stable bundle on C.
Claim 24. With the above notation, Hx(E) =Mx.
Proof. Mx ⊂ Hx(E) by definition.
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By assumption Mx is the stabilizer of a nonzero vector wx ∈ T (E)x = E
⊗m
x ⊗
(E∗x)
⊗n, thus it corresponds to a direct summand OC ∼= WC →֒ T (E)|C which in
turn gives a direct summand OX ∼=WX →֒ T (E) by the second assumption.
Pick any smooth pointed curve (D, d, y) and a map g : D → X \ B such
that g(y) = x and g∗E is polystable. Then OD ∼= g
∗W ⊂ g∗(T (E)) is a di-
rect summand, hence the Narasimhan–Seshadri representation of π1(D \ d, y) in
g∗(T (Ex)) = T (g
∗Ey) fixes w. The stabilizer of w is exactly Mx, hence the mon-
odromy group of g∗E is contained in Mx. Since this holds for any (D, d, y), we see
that Hx(E) =Mx. 
Claim 25. The stabilizer of W |X\B →֒ T (E|X\B) in GL(E|X\B) is a reductive
subgroup scheme H ⊂ GL(E|X\B) whose fibers are in the conjugacy class Mx.
The structure group of E|X\B can be reduced to a conjugacy class G iff some
group in G contains Mx.
Proof. By construction Hx = Mx is reductive, hence there is a largest open set
X0 ⊂ X such that the fibers Hv are in the conjugacy class Mx for every v ∈ X
0.
Thus the structure group of E|X0 can be reduced to Mx.
Pick a very general CI curve C of type (a1, . . . , ad−1) such that E|C is stable and
Mx(E,C) = Mx. The stabilizer of every point of W |C is conjugate to Mx(E,C),
which shows that X0 contains C. This implies that X \X0 has codimension ≥ 2
in X .
By Hartogs’ theorem, a rational map from a normal variety to an affine variety
which is defined outside a codimension two set is everywhere defined, thus the
structure group of E|X\B also reduces to Mx.
Conversely, if the structure group of E can be reduced to the conjugacy class
G ⊂ GL(E), then the structure group of E|C can also be reduced to G, hence some
group in the conjugacy class G contains Mx. 
It remains to show that (20.1) holds for (a1, . . . , ad−1) sufficiently large. (So far
we have established (20.1) only for (a1, . . . , ad−1) sufficiently divisible.)
Fix now (a1, . . . , ad−1) such that Mx(a1, . . . , ad−1) =Mx. We claim that in fact
Mx(b1, . . . , bd−1) =Mx for every bi ≥ 2ai.
Indeed, assume the contrary. By (18) we know thatMx(b1, . . . , bd−1) is conjugate
to a subgroup of Mx. Thus if they are not equal, then there are m,n and a vector
v ∈ E⊗mx ⊗ (E
∗
x)
⊗n which is stabilized by Mx(b1, . . . , bd−1) but not by Mx.
Correspondingly, if D is a very general CI curve of type b1, . . . , bd−1, then v
corresponds to a direct summandWD ⊂ E
⊗m⊗(E∗)⊗n|D which can not be obtained
as a restriction of a direct summand of E⊗m⊗(E∗)⊗n. Thus there is a stable direct
summand F ⊂ E⊗m such that F |D is not stable. By the already proved case of
(20.1), we know that F |C is stable. Hence by [HL97, Lem.7.2.10], F |D is also stable,
a contradiction. 
3. Parabolic bundles
We briefly recall the correspondence between the category of parabolic bundles
on X and the category of G–bundles on a suitable cover.
Let D be an effective divisor on X . For a coherent sheaf E on X the image of
E ⊗OX OX(−D) in E is denoted by E(−D). The following definition of parabolic
sheaves was introduced in [MY92].
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Definition 26. Let E be a torsion-freeOX–coherent sheaf on X . A quasi–parabolic
structure on E over D is a filtration by OX–coherent subsheaves
E = F1(E) ⊃ F2(E) ⊃ · · · ⊃ Fl(E) ⊃ Fl+1(E) = E(−D)
The integer l is called the length of the filtration. A parabolic structure is a quasi–
parabolic structure, as above, together with a system of weights
0 ≤ α1 < α2 < · · · < αl−1 < αl < 1
where the weight αi corresponds to the subsheaf Fi(E).
We shall denote the parabolic sheaf defined above datum by the triple (E,F∗, α∗).
When there is no confusion it will be denoted by E∗.
For a parabolic sheaf (E,F∗, α∗) define the following filtration {Et}t∈R of coher-
ent sheaves on X parameterized by R:
Et := Fi(E)(−[t]D) (26.1)
where [t] is the integral part of t and αi−1 < t− [t] ≤ αi, with the convention that
α0 = αl − 1 and αl+1 = 1.
A homomorphism from the parabolic sheaf (E,F∗, α∗) to another parabolic sheaf
(E′, F ′∗, α
′
∗) is a homomorphism from E to E
′ which sends any subsheaf Et into E
′
t,
where t ∈ [0, 1] and the filtration are as above.
If the underlying sheaf E is locally free then E∗ will be called a parabolic vector
bundle. In this section, all parabolic sheaves will be assumed to be parabolic vector
bundles.
We have the following equivalent definition:
Definition 27. Let X be a normal, projective variety and D an effective divisor. A
quasi–parabolic filtration on a sheaf E is a filtration by subsheaves of the restriction
E|D of the sheaf E to the parabolic divisor D:
E|D = F
1
D(E) ⊃ F
2
D(E) ⊃ . . . ⊃ F
l
D(E) ⊃ F
l+1
D (E) = 0
together with a system of weights
0 ≤ α1 < α2 < · · · < αl−1 < αl < 1
We assume that the following conditions are satisfied:
(1) X is smooth and D is a divisors with normal crossings. In other words, any
parabolic divisor is assumed to be reduced, its irreducible components are
smooth and the irreducible components intersect transversally.
(2) All the parabolic weights are rational numbers.
(3) On each component of the parabolic divisor the filtration is given by sub-
bundles.
Consider the decomposition
D =
n∑
i=1
Di
Let E be a vector bundle on X . For 1 ≤ i ≤ n, let
E|Di = Fi
1 ⊃ Fi
2 ⊃ . . . ⊃ Fi
li ⊃ Fi
li+1 = 0
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with li ≥ 1, be a filtration of subbundles on Di. Suppose that we are given a string
of numbers αij , with 1 ≤ j ≤ li + 1, satisfying the following:
0 ≤ αi1 < α
i
2 < · · · < α
i
li < α
i
li+1 = 1
Then we can construct a parabolic structure on E as follows: Define the coherent
subsheaves Fi
j
of E, where 1 ≤ j ≤ li by the following short exact sequence:
0→ Fi
j
→ E → (E|Di)/Fi
j → 0
For 1 ≤ i ≤ n and 0 ≤ t < 1, let
l(t, i) := min
[
j| j ∈ {1, . . . , li + 1} & α
i
j ≥ t
]
Define
Et = ∩
n
i=1Fi
l(t,i)
⊂ E
The filtration {Et} defines a parabolic structure on E and any parabolic structure
on E with D as parabolic divisor arises this way.
We denote the entire parabolic datum by (E,F∗, α∗) or simply by E∗ when the
context is clear. If the underlying sheaf E is locally free then E∗ is called a parabolic
vector bundle.
Let PVect(X,D) denote the category whose objects are parabolic vector bundles
over X with parabolic structure over the divisor D satisfying the above three con-
ditions, and the morphisms of the category are homomorphisms of parabolic vector
bundles (cf. for example [Bis97]).
The direct sum of two vector bundles with parabolic structures has an obvious
parabolic structure and PVect(X,D) is closed under the operation of taking direct
sum. We remark that the category PVect(X,D) is an additive tensor category with
the direct sum and the parabolic tensor product operation. It is straight–forward
to check that PVect(X,D) is also closed under the operation of taking the parabolic
dual defined in [Bis97] or [Yok95].
For an integer N ≥ 2, let PVect(X,D,N) ⊆ PVect(X,D) denote the subcat-
egory consisting of all parabolic vector bundles all of whose parabolic weights are
multiples of 1/N . It is straight–forward to check that PVect(X,D,N) is closed
under all the above operations, namely parabolic tensor product, direct sum and
taking the parabolic dual.
28 (The covering construction). Let X be a smooth projective variety and D an ef-
fective simple normal crossing divisor. The Covering Lemma of Kawamata [Kaw81,
Thm.17] says that there is a connected smooth projective variety Y and a Galois
covering morphism
p : Y −→ X
such that the reduced divisor D˜ := (p∗D)red is a normal crossing divisor on Y and
furthermore, p∗Di = kiN · (p
∗Di)red, where the ki are positive integers. Let G
denote the Galois group for the covering map p.
Definition 29 (The category of G–bundles). Let G ⊆ Aut(Y ) be a finite subgroup
of the group of automorphisms of a connected smooth projective variety Y . The
natural action of G on Y is encoded in a morphism
µ : G× Y −→ Y
Let VectG(Y ) denote the category of all G–linearized vector bundles on Y . The
isotropy group of any point y ∈ Y , for the action of G on Y , will be denoted by Gy.
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Let VectDG(Y,N) denote the subcategory of VectG(Y ) consisting of allG–linearized
vector bundles W over Y satisfying the following three conditions:
(1) for a general point y of an irreducible component of (p∗Di)red, the isotropy
subgroup Gy is cyclic of order |Gy| = ny which is a divisor of N ; the action
of the isotropy group Gy on the fiber Wy is of order N , which is equivalent
to the condition that for any g ∈ Gy, the action of g
N on Wy is the trivial
action;
(2) The action is given by a representation ρy of Gy given by a block diagonal
matrix
ρy(ζ) = diag
(
zα1I1, . . . , z
αlIl
)
where ζ is a generator of the group Gy and whose order ny divides N , αi =
mj
N , Ij is the identity matrix of order rj , where rj is the multiplicity of the
weight αj , z is an ny-th root of unity and 0 ≤ m1 < m2 < ... < ml ≤ N−1.
(3) For a general point y of an irreducible component of a ramification divisor
for p not contained in (p∗D)red, the action of Gy onWy is the trivial action.
Following Seshadri [Ses70, p.161] we call the G–bundles E in VectDG(Y,N) bun-
dles of fixed local orbifold type τ .
We remark that this definition of G–bundles of fixed local type easily extends to
G–torsion–free sheaves since the local action is specified only at the generic points
of the parabolic divisor.
We note that VectDG(Y,N) is also an additive tensor category.
30 (Parabolic bundles and G–bundles). In [Bis97] an identification between the
objects of PVect(X,D,N) and the objects of VectDG(Y,N) has been constructed.
Given a G–homomorphism between two G–linearized vector bundles, there is a nat-
urally associated homomorphisms between the corresponding vector bundles, and
this identifies, in a bijective fashion, the space of all G–homomorphisms between
two objects of VectDG(Y,N) and the space of all homomorphisms between the cor-
responding objects of PVect(X,D,N). An equivalence between the two additive
tensor categories, namely PVect(X,D,N) and VectDG(Y,N), is obtained this way.
We observe that an earlier assertion that the parabolic tensor product operation
enjoys all the abstract properties of the usual tensor product operation of vector
bundles, is a consequence of the fact that the above equivalence of categories indeed
preserves the tensor product operation.
The above equivalence of categories has the further property that it takes the
parabolic dual of a parabolic vector bundle to the usual dual of the corresponding
G–linearized vector bundle.
Definition 31 (Stable parabolic bundles). The definition of parabolic semistable
and parabolic polystable vector bundles is given in Maruyama-Yokogawa [MY92]
and Mehta-Seshadri [MS80]. Given an ample divisor H , the parabolic degree of a
parabolic bundle E∗ is defined by
(1) pardeg(E∗) :=
∫ 1
0
deg(Et)dt+ r · deg(D)
where Et comes from the filtration defined in (26.1). There is a natural notion
of parabolic subsheaf and given any subsheaf of E there is a canonical parabolic
structure that can be given to this subsheaf. (cf [MY92] [Bis97] for details)
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A parabolic bundle is called stable (resp. semistable) if for any proper nonzero
coherent parabolic subsheaf V∗ of E∗ with 0 < rank(V∗) < rank(E∗),, with E/V
being torsion free, the following inequality is valid:
pardegV
rankV
<
pardegE
rankE
resp.
pardegV
rankV
≤
pardegE
rankE
.
Remark 32. If we work with the definition given in (27), then we have the following
expression for parabolic degree of E∗ which is along the lines of [MS80]. Define:
weight(E∗) :=
∑
i,j
αij
(
c1(Fi
j(E)) ·Hn−1 − c1(Fi
j+1(E)) ·Hn−1
)
Using the fact that on the divisor D, c1(F ) = rk(F )D, we have the following
expression:
weight(E∗) :=
∑
i,j
αij
[
rank(Fi
j(E))− rank(Fi
j+1(E))
](
Di ·H
n−1
)
Then it is not hard to check that the parabolic degree of E∗ is given by:
pardeg(E∗) = deg(E) + weight(E∗)
Definition 33 (Stable G-bundles). A G-linearized vector bundle V ′ over Y is called
(G,µ)-stable (resp. (G,µ)-semistable) if for any proper nonzero coherent subsheaf
F ′ ⊂ V ′, invariant under the action of G and with V ′/F ′ being torsion free, the
following inequality is valid:
degF ′
rankF ′
<
degV ′
rankV ′
resp.
degF ′
rankF ′
≤
degV ′
rankV ′
.
The G-linearized vector bundle V ′ is called G-polystable if it is a direct sum of
G-stable vector bundles of same slope, where, as usual, slope := degree/rank.
Remark 34. G-invariant subsheaves of V ′ are in one-to-one correspondence with
the subsheaves of the parabolic vector bundle corresponding to V ′, and furthermore,
the degree of a G-invariant subsheaf is simply the order of G-times the parabolic
degree of the corresponding subsheaf with the induced parabolic structure [Bis97].
It is immediate that V ∗ is G-semistable if and only if V is so.
The above equivalence of categories between PVect(X,D,N) and VectDG(Y,N) in
fact identifies the subcategory of parabolic stable bundles with the G–stable bundles.
This result, due to Biswas, generalizes the result of Seshadri for parabolic bundles
over curves (cf [Bis97], [Ses70]).
Proposition 35. Let E be a stable vector bundle on X with rank(E) = n and
deg(E) = q and such that −n < q ≤ 0. Then, for any smooth divisor D ⊂ X
such that D ∈ |H |, one can endow E with a parabolic structure along D such that
pardeg(E) = 0 and E is parabolic stable with this structure.
Proof. Let p : Y → X be a Kawamata cover of X with Galois group G and
ramification index along D to be the integer n. Define D˜ := (p∗(D))red so that
p∗(D) = n · (p∗(D))red. Further, in the notation of (29), the weight α attached to
the action of the isotropy Gy at a general point y ∈ D˜ is given by α =
−q
n .
Since D˜ is invariant under the action ofG, for any k ∈ Z, the line bundle OY (kD˜)
gets a structure of a G–bundle.
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Define L = OY (−q · D˜). Then L also gets a G–bundle structure. Now consider
the G–bundle p∗(E) and let W be the G–bundle (of type τ in the notation of (29)
defined by:
W = p∗(E)⊗OY L
It is easy to see that pG∗ (W ) = E. Further, E realised as the invariant direct image
ofW gets a natural parabolic structure, called the special parabolic structure where
the flag has only two terms
E|D = F
1
D(E) ⊃ F
2
D(E) = 0
with weight α = −qn .
The parabolic degree of E with this structure is given by:
pardeg(E) = deg(E) + n · α = deg(E)− q = 0.
We observe that for any subbundle V ⊂ E with rank(V ) = r, there is a unique
way of defining the induced special parabolic structure on V and pardeg(V ) =
deg(V ) + r · α = deg(V ) + r · −qn . Hence,
pardeg(V )
r
=
deg(V )
r
+
−q
n
<
pardeg(E)
n
= 0
since E is stable. Thus, we conclude that E is parabolic stable with this para-
bolic structure. We also note that by the correspondence between parabolic stable
bundles on X and (G,µ)–stable bundles on Y (Remark 34), the G–bundle W is
(G,µ)–stable. 
Remark 36. This proposition can be seen in the more general context of parabolic
bundles. Let E∗ ∈ V ect(X,D) with pardeg(E∗) 6= 0. Then there exists a parabolic
bundle E′∗ ∈ V ect(X,D
′), where D ⊂ D′ and D′ has more components ∆j meeting
Di with simple normal crossing singularities, such that
pardeg(E′∗) = 0
and further, the forgetful functor
V ect(X,D′)→ V ect(X,D), E′∗ → E∗
is fully faithful and preserves parabolic semistability and parabolic stability.
To see this, we define E′∗ = (E
′, F ′∗, α
′
∗) as follows:
Assume that pardeg(E∗) < 0. This is always possible to achieve by twisting with
a line bundle. Let integers mj > 0 be so chosen, such that for rational numbers
0 ≤ βj < 1, we have the equality
(
∑
(mjβj(∆j ·H
n−1)) =
− pardeg(E∗)
rank(E)
Let D′ =
∑n
i=1Di +
∑m
j=1∆j and E
′ = E. Define the filtration as follows:
E′|∆j = F0
1(E′) ⊃ F0
2(E′) = (0)
with a single weight βj for each 1 ≤ j ≤ m. That is, (α
′
∗) = (α∗) ∪ (β∗). Clearly,
weight(E′∗) = weight(E∗) + rank(E)
[∑
(mjβj(∆j · H
n−1)
]
. Hence, pardeg(E′∗) =
pardeg(E∗) + rank(E)
[∑
(mjβj(∆j ·H
n−1)
]
= 0.
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The above Proposition is used to extend our theory of holonomy to parabolic
stable bundles. Before we do that, we need to prove the Mehta–Ramanathan restric-
tion theorem for G-torsion free sheaves. By the equivalence of categories between
G–bundles and parabolic bundles, we get a Mehta–Ramanathan–type restriction
theorem for parabolic bundles.
Theorem 37 (The G–Mehta-Ramanathan theorem). Let E be a (G,µ)–semistable
(resp. stable) G–torsion free sheaf on a normal projective G–variety. Then the
restriction E|C to a general complete intersection G–curve C of large degree (with
respect to the pull-back line bundle p∗(H) ) is (G,µ)–semistable (resp. stable).
Proof. Since (G,µ)–semistability for G–sheaves is equivalent to the semistability
of the underlying sheaf, the non-trivial case is that of stability. The proof follows
from the following observations:
(1) E is (G,µ)–stable iff E is polystable and Hom(E,E)G is 1–dimensional.
Indeed, we noted that E is semistable. If E is not polystable then it has
a nontrivial socle F ⊂ E with µ(F ) = µ(E) which is invariant under all the
automorphisms of E, in particular invariant under the group G (cf. [HL97,
1.5.5]). This contradicts the G stability of E.
(2) By the orbifold version of the Enriques-Severi theorem, for sufficiently high
degree complete intersection G–curve C, HomX(E,E) = HomC(E|C , E|C)
and so HomX(E,E)
G = HomC(E|C , E|C)
G.
(3) Finally, by the restriction theorem of Bogomolov (cf. [HL97, Sec.7.3]), for
every complete intersection curve C in the linear system |mH | (the number
m being effectively determined), the restriction E|C is polystable. Thus we
can work with general high degree complete intersection G–curves rather
than with general complete intersection curves. 
We can now define the holonomy groups of parabolic stable bundles.
Definition 38 (Holonomy groups of parabolic stable bundles). Let E be a (G,µ)–
stable bundle on Y of degree 0. This corresponds to a parabolic bundle on X of
parabolic degree 0. Let Ck be a general CI curve in Y which is G–invariant.
The quotient Ck/G =: Tk is also a smooth projective curve in X . By choosing
Ck sufficiently general, one can make sure that the action of G on Ck is faithful
and we can realize the group G as a quotient Γ/Γo, where Γo = π1(Ck) and Γ acts
properly discontinuously on the simply connected cover C˜k and Tk = C˜k/Γ. (The
Γ–action on C˜k is not assumed to be free.)
By the restriction theorem above, E|Ck is a (G,µ)–stable bundle on Ck, hence it
comes from an irreducible unitary representation of the group ρ : Γ→ GL(Ey), for
y ∈ Ck ⊂ Y a point away from the ramification locus. We note that an irreducible
unitary representation of Γ descends to a bundle on C˜k/Γo = Ck which comes with
a G–action.
Now by considering the map p : Ck → Tk and taking the invariant direct image
pG∗ (E|Ck) we get a bundle F which is parabolic stable on Tk, with parabolic struc-
ture on Tk ∩D. Hence, as above, the group Γ which acts on the simply connected
curve C˜k with parabolic fixed points such that p
G
∗ (E|Ck) = F arises from a unitary
representation ρ : Γ→ GL(Fx), with p(y) = x.
Let y ∈ Ck ⊂ Y be a point away from the ramification locus. The arguments in
Section 2 now imply that the Zariski closure of im(ρ) = Hy is well-defined and is the
smallest reductive subgroup of GL(Ey) such that the G–bundle E has a reduction
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of structure group to Hy and the reduction is moreover G–invariant. Moreover,
Hy can be identified with the Zariski closure of the image of ρ in GL(Fx) where
p(y) = x.
By the categorical equivalence between G–bundles on Y and parabolic bundles
on X , it follows that the group Hy = Hx is realized as the holonomy group of the
parabolic bundle pG∗ (E) on X . This defines the holonomy group for all parabolic
stable bundles in the category PVect(X,D).
Remark 39. If the bundle arises as an irreducible representation of π1(X \ D)
then the resulting parabolic bundle will have all parabolic Chern classes zero and
this fits into the theme addressed by Deligne in [Del70].
4. Computing the holonomy group
Given a stable vector bundle E, the computation of its holonomy group seems
quite hard in general. The definition (19) is practically impossible to use. The
method of Tannaka duality [Tan38] shows that one can determine the holonomy
once we know the decomposition of E⊗m⊗ (E∗)⊗n into direct summands for every
m,n. The observation of Larsen (which seems to be unpublished) is that one can
frequently characterize a subgroup G ⊂ GL(V ) by knowing the decomposition of
the G-module V ⊗m ⊗ (V ∗)⊗n for only a very few values of m,n.
Our aim is to translate this into geometric form and give several examples illus-
trating the principle (3). Let us start with the general form of (4).
Lemma 40. Notation and assumptions as in (19). There is an e´tale cover π :
U → (X \SingX) with Galois group Hx(E)/Hx(E)
0 such that the holonomy group
of π∗E is Hx(E)
0, hence connected.
Proof. Let B ⊂ X be the set of points where either X is singular or E is not
locally free. To the vector bundle E|X\B we can associate a principal Hx(E)-bundle
P → (X \B). Then U := P/Hx(E)
0 → (X \B) is an e´tale cover with Galois group
Hx(E)/Hx(E)
0. Since π∗P/Hx(E)
0 → U has a section, the structure group of π∗P
can be further reduced to Hx(E)
0. 
The following result relates the holonomy groups to symmetric powers.
Proposition 41. Notation as in (19). Assume that X \ B is simply connected.
Then the following are equivalent:
(1) The reflexive hull of SmE is indecomposable for some m ≥ 2.
(2) The reflexive hull of SmE is indecomposable for every m ≥ 2.
(3) The holonomy is one of the following:
(a) SL(Ex) or GL(Ex),
(b) Sp(Ex) or GSp(Ex) for a suitable nondegenerate symplectic form on
Ex (and rankE is even).
Proof. Let h ⊂ gl(Ex) denote the Lie algebra of Hx(E). A representation of
Hx(E) is indecomposable iff the corresponding representation of h is indecompos-
able. Thus (41) is equivalent to the corresponding statement about Lie algebras.
The latter is a special case of [Sei87, §17,Thm.1] 
The following is a key example in relating the holonomy groups to geometric
structures.
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Example 42. Let E be a rank 3 bundle with holonomy group SO3 over a smooth
projective variety X
We can also think of the standard representation of SO3 ∼= PSL2 as the sym-
metric square of the standard representation of SL2. Does this mean that every
rank 3 bundle with SO3-holonomy can be written as the symmetric square of a
rank 2 bundle with SL2-holonomy?
Principal PSL2-bundles are classified by H
1
et(X,PSL2). The obstruction to
lift to a principal SL2-bundle is in H
2
et(X,µ2), which is never zero. (For a basic
reference, see [Mil80, Sec.IV.2].)
To put it in more concrete terms, observe that for any rank 2 bundle F , the rank
3 bundle S2F ⊗ det−1F has trivial determinant and SO3-holonomy. If detF ∼= L
2
is the square of a line bundle, then
S2F ⊗ det−1F ∼= S2(F ⊗ L−1),
but if detF is not the square of a line bundle, then there does not seem to be any
natural way to write S2F ⊗ det−1F as a symmetric square.
This is the obstruction in Pic(X)/Pic(X)2 ⊂ H2et(X,µ2) that we detected earlier.
This suggests that it is easier to lift a PSL2-bundle to a GL2-bundle tensored
with a line bundle than to an SL2-bundle. This turns out to be a general pattern,
which we study next.
43 (Holonomy groups and representations of classical groups). Here we study vector
bundles E over a projective variety X whose holonomy group is contained in an
irreducible representation of a product
ρ : G = G0 ×
m∏
i=1
Gi ։ H ⊃ Hx(E).
where G0 is a subgroups of the scalars in GL(Ex) and for i ≥ 1, Gi is one of
the classical groups SLni , Spni , SOni . Thus ρ can be obtained from the basic
representations of the Gi by a tensor product of Schur functors Si.
The easy case is when ρ is an isomorphism. In this case E corresponds to a
principal G-bundle and the basic representation of each Gi gives a vector bundle Fi
of rank ni with structure group Gi. Here L ∼= F0 is a line bundle. Thus we obtain
that
E ∼= L⊗
⊗
i≥1
Si(Fi).
The situation is more complicated if ker ρ 6= 1. To E we can associate a principal
H-bundle and the obstruction to lift it to a principal G-bundle lies in H2et(X, ker ρ).
If kerρ is not connected, then this is never zero.
We can improve the situation by replacing the groups
SLni , Spni , SOni by GLni , GSpni , GSOni
and extending G0 to all scalars C
∗. Let us denote these groups by G∗i . Set G
∗ :=∏
i≥0G
∗
i and extend ρ to ρ
∗ = G∗ → C∗ ·H .
Since G0 maps isomorphically onto the scalars, we see that
ker ρ∗ ∼=
∏
i≥1
Z(G∗i )
∼= (C∗)m.
The obstruction to lift a principal C∗ · H-bundle to a principal G∗-bundle is now
in the Brauer group Br(X) := H2et(X,O
∗
X).
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Therefore, if the Brauer group is zero, then we can lift our principal H-bundle
to a principal G∗-bundle. Thus, as before, we obtain the following:
Proposition 44. Let X be a smooth projective variety such that H2(X,OX) = 0
and H3(X,Z) is torsion free.
Let E be a stable vector bundle of rank N on X whose holonomy group is con-
tained in the image of an irreducible representation
ρ : G =
m∏
i=1
Gi → GLN
given by Schur functors Si, where each Gi is one of the groups GLni , GSpni , GSOni .
Then there are vector bundles Fi of rank ni with structure group Gi, and a line
bundle L such that
E ∼= L⊗
⊗
i
Si(Fi). 
Next we illustrate the principle (3) by studying the possible holonomy groups
and the corresponding geometric structures for bundles of small rank.
45 (Holonomy groups of low rank bundles). Let X be a smooth projective variety
and E a vector bundle which is stable with respect to an ample divisor H . Assume
that the holonomy group Hx(E) is connected.
Rank 2 bundles. Here Hx(E) is SL2 or GL2. The first case corresponds to
detE ∼= OX and the second to the case when detE is a line bundle which is not
torsion in PicX .
The case when detE is torsion in PicX would give nonconnected holonomy.
Rank 3 bundles. The general case is when Hx(E) is SL3 or GL3. We can also
have SO3, when E ∼= E
∗ or GSO3 when E ∼= E
∗ ⊗ L for some line bundle L.
The isomorphism SO3 ∼= PSL2 was studied in (42).
Rank 4 bundles. The cases when Hx(E) is SL4, GL4 or SO4, GSO4 are as before.
We can also have Sp4 or GSp4 holonomy, corresponding to the existence of a skew
symmetric pairing E × E∗ → OX or E × E
∗ → L for some line bundle L.
There are 2 more interesting cases when Hx(E) = SL2 or Hx(E) = GL2/µ3
with the 3rd symmetric power representation.
Assume that Hx(E) = SL2 with the 3rd symmetric power representation. Then
Hx(E) ⊂ Sp4. Furthermore, by (43), there is a rank 2 vector bundle F such that
E ∼= S3F .
Finally the last case is when Hx(E) = GL2/µ3. This can be treated as in (44).
Rank 5 bundles. The cases when Hx(E) is SL5, GL5 or SO5, GSO5 are as before.
There are 2 other cases when Hx(E) = PSL2 or Hx(E) = GL2/µ4 with the 4th
symmetric power representation. We see that PSL2 ⊂ SO5 and and GL2/µ4 ⊂
GSO5, so these have orthogonal structures. A more detailed study is given in (44).
Rank 6 bundles. The cases when Hx(E) is SL6, GL6, SO6, GSO6 or Sp6, GSp6
are as before.
The cases when Hx(E) = SL2 or Hx(E) = GL2/µ5 with the 5th symmetric
power representation orHx(E) = SL3 orHx(E) = GL3/µ2 with the 2nd symmetric
power representation work as the rank 4 cases.
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By luck, the cases when Hx(E) = SL4/µ2 or Hx(E) = GL4/µ2 with the 2nd
exterior power representation are contained in SO6 (resp. GSO6).
The last case is when Hx(E) = SL2 × SL3, or Hx(E) = GL2 × GL3/C
∗ with
the tensor product of the standard representations. In the first case, by (43), we
get that E ∼= F2 ⊗ F3 with Hx(F2) = SL2 and Hx(F3) = SL3 while in the second
case we again have a Brauer obstruction to deal with (44).
Every other connected reductive subgroup of GL6 is contained in one of the
above.
Rank 7 bundles. The cases when Hx(E) is SL7, GL7 or SO7, GSO7 are as before.
The cases when Hx(E) = PSL2 or Hx(E) = GL2/µ6 with the 6rd symmetric
power representation are examined in (44).
The first exceptional case also appears, namely we can have monodromy group
G2 ⊂ SO7 or C
∗ · G2 ⊂ GSO7. We can not say anything useful about it beside
noting that the monodromy is a subgroup of C∗ · G2 iff ∧
3E has a line bundle
direct summand. This is a consequence of the corresponding characterization of
G2 ⊂ SL7 as the subgroup that fixes a general skew symmetric trilinear form.
Indeed, one checks that in the SL7, GL7, SO7, GSO7 cases there is no 1–dimensional
invariant subspace in ∧3E. In the PSL2 or GL2/µ6 cases there is such an invariant
subspace, but PSL2 ⊂ G2 and GL2/µ6 ⊂ C
∗ ·G2.
Rank 8 bundles. Here we get the first case of a bundle E with c1(E) = 0 where
the pattern of (7) no longer holds.
This is when the holonomy group is the tensor product of the standard rep-
resentations of SL2 and SL4. Thus Hx(E) ∼= (SL2 × SL4)/µ2 and the Brauer
obstruction is inevitable.
Rank ≤ 16 bundles. By now it should be clear that one can continue in this
manner for low ranks, and either direct constructions or the method of (44) apply.
For rank 16 we run into the first case where the holonomy can be a spinor
group, here Hx(E) ∼= Spin5. Probably it is again a Brauer–type obstruction, whose
vanishing ensures that E is one of the half spin subbundles of the Clifford algebra
of a rank 5 bundle F with orthogonal structure.
5. Tangent bundles
It may be especially interesting to consider the holonomy group of the tangent
bundle TX of a smooth projective variety X . There are only a few cases when we
can compute the algebraic holonomy group.
46 (Calabi–Yau varieties). Let X be a simply connected smooth projective variety
X such that KX = 0 which is not a direct product.
The differential geometric holonomy group is either SUn(C) or Un(H). As ob-
served in [Bea83], the tensor powers of TX decompose according to the representa-
tion theory of SUn (resp. or Un(H)), thus by (2.3) we conclude that the algebraic
holonomy is SLn(C) (resp. Sp2n(C)). This proves (10).
47 (Homogeneous spaces). Let X = G/P be a smooth, projective homogeneous
space under a reductive group G. Let ρ : P → GL(TxX) denote the stabilizer
representation. The stabilizer representation vanishes on the unipotent radical
U ⊂ P and so we can view ρ as a representation of the reductive Levi subgroup
ρ : P/U → GL(TxX).
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The tangent bundle TX is indecomposable iff ρ is irreducible. By [Ram66,
Ume78, Kob86], in this case TX is stable and tensor powers of TX decompose
according to the representation theory of P/U . Thus by (2.3) we conclude that the
algebraic holonomy group is ρ(P/U). This proves (11).
There are very few examples of Fano varieties whose holonomy group we can
compute.
For instance, let S be a Del Pezzo surface which is obtained from P2 by blowing
up at least 3 points. It is easy to see that TS is stable, hence by (4) the holonomy
group is GL2.
Question 48. Let Xn be a smooth projective variety with Picard number 1 and
−KX ample. Assume that the automorphism group of X is finite and TX is stable.
Is the algebraic holonomy group GLn?
49 (Varieties with ample canonical class). Let X be a smooth projective variety X
such that KX is ample.
By the Akizuki–Nakano vanishing theorem (cf. [GH94, p.155]), ∧iΩX contains no
ample line bundle for i < dimX . In particular, ΩX does not contain any subsheaf
of rank < dimX whose determinant is ample and so it is stable with respect to the
ample divisor KX . (This also follows from the much stronger result of Aubin and
Yau about the existence of a Ka¨hler–Einstein metric.)
Furthermore, this also implies that ∧iΩX has no line bundle direct summands
for i < dimX . Thus we conclude:
Proposition 50. Let X be a smooth projective variety X such that KX is ample
and let Hx ⊂ GL(TxX) denote the holonomy group of the tangent bundle TX .
Then ∧iTxX has no 1–dimensional Hx-invariant subspaces for i < dimX. In
particular, Hx acts irreducibly on TxX.
Thus it is natural to study subgroups H ⊂ GL(E) such that ∧iE has no 1–
dimensionalH-invariant subspace for i < dimE. This is a very restrictive condition,
but we have not been able to classify all such representations. In any case, at the
moment we do not even know the answer to the following:
Question 51. Is there a simply connected, smooth projective varietyX with Picard
number 1 and KX ample, whose algebraic holonomy group is different from GLn?
There are smooth projective varieties with Picard number 1 which are quotients
of a direct product, and these have smaller holonomy group.
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