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Abstract
We prove that associated graded rings of complete intersection monomial curves of codimension three
are Cohen–Macaulay if their defining ideals are generated by at most four elements.
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1. Introduction
In this paper, we investigate the Cohen–Macaulayness of associated graded rings of complete
intersection monomial curves. Let (A,m) be a regular local ring and I an ideal of A generated
by an A-regular sequence of length d , and set R = A/I and n=m/I . We denote by inA(I), or
simply I ∗, the kernel of the natural map grm(A) → grn(R) of associated graded rings induced by
the natural surjection A → R, and call it the initial form ideal of I . When R is a space monomial
curve (in this case, d = 2), Robbiano and Valla [10] and Herzog [7] proved independently that
the associated graded ring grn(R) is Cohen–Macaulay if and only if the initial form ideal I ∗ is
generated by at most three elements. Recently Goto, Heinzer and Kim proved in [6] that grn(R) is
Cohen–Macaulay if d = 2 and I ∗ is generated by at most three elements. When d is greater than
two, we cannot expect an analog of the result of Robbiano and Valla and Herzog: the number
μ(I ∗) of minimal generators of I ∗ can be arbitrary large even if grn(R) is Cohen–Macaulay
(Proposition 3.14). It is, however, still natural to ask whether grn(R) is Cohen–Macaulay when
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is a complete intersection. So, it is essential to consider the case where μ(I ∗) = d + 1, namely,
grn(R) is an almost complete intersection. Kunz [8], Buchsbaum and Eisenbud [1] and many
other people studied properties of almost complete intersection rings, but there exist few results
about associated graded rings being almost complete intersections. In this paper, we mainly deal
with the case where R is a monomial curves of codimension three. The main result of this paper
is stated as follows (Theorem 3.1):
Theorem. If R = k[[T n1 , . . . , T n4 ]] = k[[X1, . . . ,X4]]/I is a complete intersection and if
μ(I ∗) 4, then the associated graded ring grn(R) is Cohen–Macaulay.
Suppose n1 = min{n1, n2, n3, n4}. Then it follows that T n1 generates a parameter ideal of R,
so grn(R) is Cohen–Macaulay if and only if X1 is grn(R)-regular, equivalently, I ∗ = (I ∗ : X1).
To prove the above theorem, we first determine the structure of I ∗ under the assumption, and
then we check this equality I ∗ = (I ∗ : X1). To determine the structure of I ∗, we generalize the
notion of standard bases to that associated to modules and develop its theory, which is similar
to the theory of Gröbner bases. This theory itself is interesting, and we can derive some results
in [10] and [11] from this theory. Making use of our theory, we obtain the algorithm to compute
a minimal basis of I ∗ for a given minimal basis of I when μ(I ∗) = μ(I) + 1 (Theorem 2.17).
Since we can easily find a minimal basis of I (Proposition 3.2), this algorithm determines the
structure of I ∗, when μ(I ∗) = μ(I) + 1 = 4. In order to show I ∗ = (I ∗ : X1) and to compute
syzygy modules, we use the theory of Gröbner bases because the associated graded ring grm(A)
is a polynomial ring.
2. Standard bases
2.1. Filtered rings and filtered free modules
In the following, we fix a filtered local ring A = (A,FA) and define filtered free A-modules.
In this paper, a filtration FA = {FpA: p ∈ Z} on A is a family of ideals such that Fp+1A ⊂ FpA
for all p ∈ Z, (FpA)(FqA) ⊂ Fp+qA for all p,q ∈ Z, FpA = A for all non-positive p, and
F1A = A. Additionally, we assume FA is a Noetherian, complete and separated, that is, the Rees
algebra
⊕
p∈Z(FpA)tp ⊂ A[t, t−1] is Noetherian ring, and the liner topology on A induced by
FA is complete and separated. For example, when A is the I -adic completion of a Noetherian
local ring of B where I is a proper ideal of B , the I -adic filtration on A is Noetherian, complete,
and separated. We call grFA(A) =
⊕∞
p=0 FpA/Fp+1A, a Noetherian graded A/F1A-algebra, the
associated graded ring of A. If FA is an I -adic filtration, we denote grFA(A) by grI (A). Note
that grFA(A) has a unique maximal graded ideal, and dim grFA(A) = dimA.
Definition 2.1. Let L =⊕ri=1 Aei be a free A-module of rank r , and v1, . . . , vr be integers. We
define the filtration FL = {FpL: p ∈ Z} on L as follows:
FpL =
r⊕
i=1
Fp+viAei =
{
(a1, . . . , ar ): ai ∈ Fp+viA
}
.
We denote L = (L,FL) by ⊕r A(vi), and call it a filtered free A-module.i=1
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such that vL(ei) = −vi . It is obvious that FL is a complete filtration on L, and grFL(L) =⊕
p∈ZFpL/Fp+1L is isomorphic to a graded free grFA(A)-module
⊕r
i=1 grFA(A)(vi). We
abbreviate the canonical basis (inL(e1), . . . , inL(er)) of grFL(L) to (e1, . . . , er ). Note that
A = (A,FA) is a filtered free module A(0).
Definition 2.2. Let L = (L,FL) be a filtered free module, x a non-zero element of L, and
M a submodule of L. We define vL(x) = max{p: x ∈ FpL} to be the order of x. We denote by
inL(x), or simply x∗, the image of x in FvL(x)L/FvL(x)+1L, and call it the initial form of x. We set
vL(0) = ∞ and inL(0) = 0. We denote by inL(M), or simply M∗, a submodule 〈inL(f ): f ∈ M〉
of grFL(L). If L = A and I is an ideal of A, we call inA(I) = I ∗ the initial form ideal.
For any non-zero element x, inL(x) is a homogeneous element of degree vL(x). We consider
L/M as a filtered module with a filtration F(L/M) = {(FpL+M)/M: p ∈ Z}. It follows that
inL(M) =
∞⊕
p=0
(FpL∩M + Fp+1L)/Fp+1L = Ker
(
grFL(L) → grF(L/M)(L/M)
)
.
If I is a proper ideal of a local ring A, then F(A/I) is also a Noetherian, complete and separated
filtration on A/I . So we have dimA/I = dim grFA(A)/ inA(I).
Definition 2.3 (Standard bases). A subset S = {f1, . . . , fs} of M is called a standard basis of M
if inL(M) = 〈inL(f1), . . . , inL(fs)〉. If any proper subset of S is not a standard basis, we call S
a minimal standard basis.
2.2. Properties of standard bases
We fix a filtered free A-module L = (L,FL) and a subset S = {f1, . . . , fs} of L.
Let (LS ,FLS) =
⊕s
i=1 A(−vL(fi)) =
⊕s
i=1 Aei be a filtered free A-module with a basis
(e1, . . . , es) where vLS (ei) = vL(fi), and let ϕS : LS → L be an A-module homomorphism
such that ϕS(ei) = fi . Then grFLS (LS) is isomorphic to a graded free grFA(A)-module⊕s
i=1 grFA(A)(−vL(fi)) with a basis (e1, . . . , es) where deg(ei) = vL(fi). As ϕS(FpLS) ⊂
FpL for all p, ϕS is a continuous map on the liner topology induced by filtration, and ϕS in-
duces a natural grFA(A)-module homomorphism of degree zero gr(ϕS) : grFLS (LS) → grFL(L)
which sends ei to inL(fi).
Remark 2.4. Let f and g be elements of L. Then
vL(f ± g)min
{
vL(f ), vL(g)
}
, (1)
and the equality holds if vL(f ) = vL(g). Besides, we have
inL(f ) = inL(g) ⇒ vL(f − g) > vL(f ). (2)
If vL(f ) < vL(g) (including the case of g = 0), it is obvious that vL(f ± g) = vL(f ) and
inL(f ± g) = inL(f ). It is clear that vA(a) + vL(f )  vL(af ) for any a ∈ A, and the equal-
ity holds if inA(a) is a regular element.
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vLS (ξ) = min{vA(ξi)+ vL(fi): 1 i  s} vL(ϕS(ξ)). Set inLS (ξ) = t (ξ ′1, . . . , ξ ′r ). Then
ξ ′i =
{
inA(ξi) (vA(ξi)+ vL(fi) = vLS (ξ)),
0 (vA(ξi)+ vL(fi) > vLS (ξ)). (3)
We set v = vLS (ξ). Then the image of ϕS(ξ) =
∑s
i=1 ξifi in FvL/Fv+1L is
∑s
i=1 ξ ′i · inL(fi)
that coincides with gr(ϕS)(inLS (ξ)), so we obtain
ξ ∈ KerϕS ⇒ inLS (ξ) ∈ Ker gr(ϕS). (4)
Furthermore, we have
inLS (ξ) /∈ Ker gr(ϕS) ⇒ vL
(
ϕS(ξ)
)= vLS (ξ), inL(ϕS(ξ))= gr(ϕS)(inLS (ξ)), (5)
and
inLS (ξ) ∈ Ker gr(ϕS) ⇒ vL
(
ϕS(ξ)
)
> vLS (ξ). (6)
Proposition-Definition 2.5 (The Division). For any g ∈ L and a subset S = {f1, . . . , fs} of L,
there are η ∈ LS and r ∈ L satisfying following conditions:
(1) g = ϕS(η)+ r .
(2) r = 0 or inL(r) /∈ 〈inL(f1), . . . , inL(fs)〉.
(3) If η = 0, then inL(g) = inL(ϕS(η)) = gr(ϕS)(inL(η)).
We call η a quotient and r a remainder of g divided by S .
Proof. We can conclude η and r by the following manner: We set gj and ξ (j) inductively.
First, let g0 = g. While inL(gj ) ∈ 〈inL(f1), . . . , inL(fs)〉, take a homogeneous element ε(j) of
grFLS (LS) such that gr(ϕS)(ε
(j)) = inL(gj ), and let ξ (j) be an element of LS whose initial
form inLS (ξ (j)) is ε(j). Then we set gj+1 = gj − ϕS(ξ (j)).
(a) If inL(g) /∈ 〈inL(f1), . . . , inL(fs)〉, we set η = 0 and r = g.
(b) If gj = 0 or inL(gj ) /∈ 〈inL(f1), . . . , inL(fs)〉 for some j > 0, we set η =∑j−1i=0 ξ (i) and
r = gj .
(c) If inL(gj ) ∈ 〈inL(f1), . . . , inL(fs)〉 for all j  0, we set η =∑∞i=0 ξ (i) and r = 0.
We will show that η and r constructed above satisfy the conditions (1)–(3). The condition (2)
follows easily from the constructions of them.
(1) It is trivial in the case of (a) or (b). In the case of (c), since vL(g0) < vL(g1) < vL(g2) < · · ·
and vLS (ξ (i)) = vL(gi), the sequence {
∑j
i=0 ξ (i)}∞j=0 is a Cauchy sequence. Therefore
∑∞
i=0 ξ (i)
is well defined. Since g − ϕS(
∑j
i=0 ξ (i)) = gj+1 and ϕS is a continuous map, we have
g = limj→∞ ϕS(
∑j
i=0 ξ (i)) = ϕS(limj→∞
∑j
i=0 ξ (i)) = ϕS(
∑∞
i=0 ξ (i)).
(3) Since inL (η) = ε(0), it follows from Remark 2.4(5). S
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g divided by S is 0 if and only if g ∈ 〈f : f ∈ S〉.
Theorem 2.6. If S = {f1, . . . , fs} is a standard basis of M , then S generates M .
Proof. Let g be an element of M and r the remainder of g divided by S . Since r lies in M , we
have r = 0 by Proposition-Definition 2.5(2), and thus g ∈ 〈f1, . . . , fr 〉. 
Proposition 2.7. Let M1 and M2 be submodules of L such that M1 ⊂ M2. If inL(M1) = inL(M2),
then M1 = M2.
Proof. Let g be an element of M2, and r the remainder of g divided by a suitable standard basis
of M1. As r is g minus an element of M1, r lies in M2, thus inL(r) ∈ in(M2) = in(M1). This
implies r = 0 by Proposition-Definition 2.5(2), and thus g ∈ M1. 
Lemma 2.8. Let ε be a non-zero homogeneous element of Ker gr(ϕS), ξ an element of LS such
that inLS (ξ) = ε. If there exists a quotient η of ϕS(ξ) divided by S with a remainder zero, then
ξ − η lies in KerϕS and inLS (ξ − η) = ε. In particular, ε ∈ inLS (KerϕS).
Proof. If r = 0, then ϕS(ξ −η) = ϕS(ξ)−ϕS(η) = 0, thus (ξ −η) ∈ KerϕS . Since vL(ϕS(ξ)) >
vLS (ξ) by Remark 2.4(6) and vL(ϕS(ξ)) = vLS (η) by Proposition-Definition 2.5(3), we have
vLS (η) > vLS (ξ). Therefore inLS (ξ − η) = inLS (ξ) = ε. 
The next theorem gives the criteria for standard bases. The equivalence among (1), (4) and (5)
is proved in [10] in the case where L = A.
Theorem 2.9. Let S = {f1, . . . , fs} be a basis of M . Then the following are equivalent to each
other.
(1) S is a standard basis of M .
(2) For any element f ∈ M , one can take zero as a remainder of f divided by S .
(3) Let {ε1, . . . , εt } be generators of Ker gr(ϕS) consisting of homogeneous elements, and ξi an
element of LS such that inLS (ξi) = εi . Then one can take zero as a remainder of ϕS(ξi)
divided by S for all i.
(4) Ker gr(ϕS) = inLS (KerϕS).
(5) FpL∩M = ϕS(FpLS) for all p.
Proof. (1) ⇒ (2) ⇒ (3) is obvious.
(3) ⇒ (4) It is always true that inLS (KerϕS) ⊂ Ker gr(ϕS) by Remark 2.4(4). The converse
inclusion holds by Lemma 2.8.
(4) ⇒ (1) Let g be a non-zero element of M . We denote by m the maximal value of
{vLS (ξ): g = ϕS(ξ), ξ ∈ LS} which exists since vL(g) is an upper bound of this set. Let ξ
be an element of LS such that g = ϕS(ξ) and vLS (ξ) = m. Then we have inLS (ξ) /∈ Ker gr(ϕS).
Otherwise, there exists η ∈ KerϕS such that inLS (η) = inLS (ξ) by the assumption. Then we
have vLS (ξ) < vLS (ξ − η) and ϕS(ξ − η) = ϕS(ξ) − ϕS(η) = g, which contradicts the maxi-
mality of m. Therefore we conclude gr(ϕS)(inLS (ξ)) = inL(ϕS(ξ)) = inL(g) by Remark 2.4(5),
which implies inL(g) ∈ 〈inL(f1), . . . , inL(fs)〉.
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set η a quotient of g divided by S with a remainder zero. Then g = ϕS(η) and η ∈ FpLS by
Proposition-Definition 2.5, thus g ∈ ϕS(FpLS).
(5) ⇒ (4) It holds in general that Ker gr(ϕS) ⊃ inLS (KerϕS) by Remark 2.4(4). For the
converse inclusion, take ε a homogeneous element of Ker gr(ϕS). Let ξ be an element of LS
such that inLS (ξ) = ε, and set v = vL(ϕS(ξ)). Then vLS (ξ) < v by Remark 2.4(6). Since
ϕS(ξ) ∈ FvL ∩ M = ϕS(FvLS), there exists an element η ∈ FvLS such that ϕS(ξ) = ϕS(η).
Then ξ − η is an element of KerϕS such that inLS (ξ − η) = ε since vLS (ξ) < vLS (η). 
Corollary 2.10. (See [11].) Suppose S = {f1, . . . , fs} ⊂ A. If inA(f1), . . . , inA(fs) is a grFA(A)-
regular sequence, then S is a standard basis of 〈f1, . . . , fs〉, and f1, . . . , fs is an A-regular
sequence.
Proof. Since Ker(gr(ϕS)) is generated by inA(fj )ei − inA(fi)ej = inLS (fj ei − fiej ) for 1 
i < j  s, we have Ker gr(ϕS) = inLS (KerϕS), and thus S is a standard basis. On the other
hand, {fj ei − fiej : 1 i < j  s} is a standard basis, especially generators, of KerϕS . 
Theorem 2.9 is an analogue of the criterion of Gröbner bases called Buchberger’s criterion
(Theorem 3.6), so we naturally obtain an analogue of Buchberger’s algorithm.
Theorem 2.11. Let S = {f1, . . . , fs} be a basis of M . Then we conclude a standard basis of M
in the following manner: While Ker gr(ϕS)  inLS (KerϕS), take an element ε ∈ Ker gr(ϕS) \
inLS (KerϕS), and let ξ be an element of LS such that inLS (ξ) = ε. Let r be a remainder of
ϕS(ξ) divided by S , and then replace S by S ∪ {r}. When Ker gr(ϕS) = inLS (KerϕS), S is a
standard basis of M .
Proof. Since ε /∈ inLS (KerϕS), the remainder r is not zero by Lemma 2.8. As all generated〈inL(f ): f ∈ S〉’s form a proper ascending chain in the Noetherian ring grFA(A), this algorithm
stops in finite steps. 
There exists an algorithm to compute standard bases, well known as Mora’s tangent cone algo-
rithm [9]. The reason why we use not Mora’s algorithm but this algorithm is that it gives a mini-
mal standard basis in the following case. Suppose that A/F1A is a field, and let I be an ideal of A
such that μ(inA(I)) = μ(I) + 1. Let S+ = {f1, . . . , fs+1} be a minimal standard basis of I , and
suppose S = {f1, . . . , fs} is a minimal basis of I . Let LS+ =
⊕s+1
i=1 A(−vA(fi)) =
⊕s+1
i=1 Aei be
a filtered free A-module with a basis (e1, . . . , es+1), and LS =
⊕s
i=1 A(−vA(fi)) =
⊕s
i=1 Aei
a filtered free submodule of LS+ . Let ϕS+ : LS+ → A be an A-module homomorphism such that
ϕS+(ei) = fi , and let ϕS = ϕS+|LS . Remark that gr(ϕS+)|gr(LS ) = gr(ϕS).
Theorem 2.12. The situation is as above. Let m be the maximal value of {vLS (ξ): ξ ∈ LS ,
fs+1 = ϕS(ξ)} which exists, and ξ = (ξ1, . . . , ξs) an element of LS such that vLS (ξ) = m. Then:
(1) inLS (ξ) ∈ Ker gr(ϕS) \ inLS (KerϕS).
(2) deg(inLS (ξ)) = min{deg(ε): ε ∈ Ker gr(ϕS) \ inLS (KerϕS), homogeneous}.
(3) Let ε be a homogeneous element of Ker gr(ϕS) \ inLS (KerϕS) whose degree is minimal in
the set of homogeneous elements of Ker gr(ϕS)\ inL (KerϕS), η an element of LS such thatS
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Then {f1, . . . , fs, r} is a minimal standard basis of I .
Proof. Since vA(fs+1) is an upper bound of {vLS (ξ): ξ ∈ LS , fs+1 = ϕS(ξ)}, there exists the
maximal value m.
(1) We have (ξ,−1) = (ξ1, . . . , ξs,−1) ∈ KerϕS+ , and thus
inLS+ (ξ,−1) ∈ inLS+ (KerϕS+) = Ker gr(ϕS+).
Suppose inLS+ (ξ,−1) = (ξ ′1, . . . , ξ ′s , a). Then a = 0 or −1 by Remark 2.4(3). On the other hand,
as {inA(f1), . . . , inA(fs+1)} is a minimal basis of inA(I), we have a = 0. Hence inLS+ (ξ,−1) =
(inLS (ξ),0) ∈ Ker gr(ϕS+), and thus inLS (ξ) ∈ Ker gr(ϕS). Assume, to the contrary, inLS (ξ) ∈
inLS (KerϕS). Then there exists τ ∈ KerϕS such that inLS (τ ) = inLS (ξ). We have ϕS(ξ − τ) =
ϕS(ξ) = fs+1, and vLS (ξ − τ) > vLS (ξ) by Remark 2.4(2). This contradicts the maximality of
m.
(2) Let ε be a homogeneous element of Ker gr(ϕS) \ inLS (KerϕS). Since (ε,0) ∈
Ker gr(ϕS+) = inLS+ (KerϕS+), there exists ζ+ = (ζ1, . . . , ζs, ζs+1) ∈ KerϕS+ such that
inLS+ (ζ+) = (ε,0). We set ζ = (ζ1, . . . , ζs). Then inLS (ζ ) = ε, and
0 = ϕS+(ζ+) =
s+1∑
i=1
ζifi = ϕS(ζ )+ ζs+1ϕS(ξ) = ϕS(ζ + ζs+1ξ).
Thus we obtain ζ + ζs+1ξ ∈ KerϕS . Assume, to the contrary, that deg(inLS (ξ)) > deg(ε). Then
we have vLS (ζs+1ξ) vLS (ξ) = deg(inLS (ξ)) > deg(ε) = vLS (ζ ), and thus inLS (ζ + ζs+1ξ) =
inLS (ζ ) = ε. This implies ε ∈ inLS (KerϕS), which is a contradiction.
(3) The remainder r is not zero by Lemma 2.8. Let π = (π1, . . . , πs+1) be a quotient of
r divided by S+ (the remainder is zero as S+ is a standard basis), and set ζ+ = (η,0) −
(ρ,0) − π . Since (ρ,0) + π is a quotient of g = ϕS+(η,0) divided by S+ with a remain-
der zero, we have ζ+ ∈ KerϕS+ and inLS+ (ζ+) = inLS+ (η,0) = (ε,0) by Lemma 2.8. We
set ζ = η − ρ − (π1, . . . , πs). Then we obtain inLS (ζ ) = ε and (ζ − πs+1ξ) ∈ KerϕS in a
similar way to the proof of (2). Here, we will show that vA(πs+1) = 0. To prove this, as-
sume that vA(πs+1) > 0. As vLS (ζ ) = deg(ε) equals to vLS (ξ) by (2), we have vLS (ζ ) <
vA(πs+1)+vLS (ξ) vLS (πs+1ξ). Thus we obtain inLS (ζ −πs+1ξ) = inLS (ζ ) = ε, which con-
tradicts that ε /∈ inLS (KerϕS). Therefore we have vA(πs+1) = 0. This implies inA(πs+1) is an
invertible element because A/F1A is a field. We set inLS+ (π) = (a1, . . . , as+1). Then inA(r) =
gr(ϕS)(inLS+ (π)) =
∑s+1
i=1 ai inA(fi) by Proposition-Definition 2.5(3). We have as+1 = 0 since
inA(r) /∈ 〈inA(f1), . . . , inA(fs)〉, and thus as+1 = inA(πs+1) by Remark 2.4(3). In conclusion,
we obtain 〈inA(f1), . . . , inA(fs), inA(r)〉 = 〈inA(f1), . . . , inA(fs), inA(fs+1)〉 = inA(I) as as+1
is invertible. 
If (A,m) is a regular local ring with the m-adic filtration, then we can compute Ker gr(ϕS)
using the theory of Gröbner bases, because grFA(A) is a polynomial ring. However, we still
cannot determine the structure of the module inLS (KerϕS). Consider the case when I is gen-
erated by an A-regular sequence S = {f1, . . . , fs}. Then KerϕS = 〈fj ei − fiej : 1  i <
j  s〉, and inLS (fj ei − fiej ) = inA(fj )ei − inA(fi)ej , but inLS (KerϕS) does not equal to〈inA(fj )ei − inA(fi)ej : 1  i < j  s〉 in general. We will see that they coincide with each
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Proposition 2.16).
2.3. Associated graded rings of complete intersection rings
For a sequence f1, . . . , fs in A, we define a filtered Koszul complex as follows (see [5, Ex-
ercise A3.43] or [10]): Let K• = K(f1, . . . , fs;A) = ({Ki}, {ϕi}) be a Koszul complex where
Ki =∧i As is a free A-module of rank (si) with canonical basis Γi = {ej1 ∧ · · · ∧ eji : 1 j1 <
· · · < ji  s}. We set v(e) =∑i=1 v(fj) for e = ej1 ∧ · · · ∧ eji ∈ Γi , and consider Ki as a
filtered free A-module
⊕
e∈Γi Ae =
⊕
e∈Γi A(−v(e)). Since ϕi : Ki → Ki−1 is an A-module
homomorphism such that
ϕi(ej1 ∧ · · · ∧ eji ) =
i∑
=1
(−1)−1fjej1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ eji ,
ϕi : Ki → Ki−1 is in the same situation as ϕS : LS → L in Section 2.2. The complex gr(K)• =
({grFKi (Ki)}, {gr(ϕi)}) is isomorphic to the graded Koszul complex K(inA(f1), . . . , inA(fs);
grFA(A)). For an ideal I in a Noetherian ring R, we denote by grade I the common length of the
maximal R-regular sequences in I called the grade of I .
Proposition 2.13. The situation is as above. If i > s − grade〈inA(f1) . . . , inA(fs)〉, then
(1) inKi−1(Imϕi) = Im gr(ϕi),
(2) Hi(K•) = 0.
Proof. Since Imϕi = 〈ϕi(e): e ∈ Γi〉 and Im gr(ϕi) = 〈inKi−1(ϕi(e)): e ∈ Γi〉, the equation
inKi−1(Imϕi) = Im gr(ϕi) means that {ϕi(e): e ∈ Γi} is a standard basis of Imϕi , and is equiva-
lent to Ker gr(ϕi) = inKi (Kerϕi) by Theorem 2.9. It holds in general that
Im gr(ϕi+1) ⊂ inKi (Imϕi+1) ⊂ inKi (Kerϕi) ⊂ Ker gr(ϕi).
On the other hand, we have Im gr(ϕi+1) = Ker gr(ϕi) by the depth sensitivity of the Koszul
complex, and thus all of the above sets are equal to each other. Therefore, we conclude
Ker gr(ϕi) = inKi (Kerϕi) which implies (1), and Kerϕi = Imϕi+1 by Proposition 2.7 which
implies (2). 
Corollary 2.14. (See [10].) grade〈f1, . . . , fs〉 grade〈inA(f1), . . . , inA(fs)〉.
Corollary 2.15. Let S = {f1, . . . , fs} be an A-regular sequence. If gradeJ = s − 1 where
J = 〈inA(f1), . . . , inA(fs)〉, then inLS (KerϕS) = 〈inA(fj )ei − inA(fi)ej : 1 i < j  s〉.
Proposition 2.16. Suppose that grFA(A) is a Cohen–Macaulay ring. Let I be an ideal of A
generated by an A-regular sequence f1, . . . , fs . If μ(inA(I)) = s+1 and {f1, . . . , fs} is a subset
of a minimal standard basis of I , then gradeJ = s − 1 where J = 〈inA(f1), . . . , inA(fs)〉.
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G is a graded Cohen–Macaulay ring which has the unique maximal graded ideal. As inA(I) and J
are graded ideals of G, we have gradeJ = htJ , ht(inA(I)) = dimG−dimG/ inA(I), and htJ =
dimG − dimG/J . Since inA(I) = J + 〈inA(fs+1)〉, dimG/ inA(I) is equal to either dimG/J
or dimG/J − 1. Assume that dimG/ inA(I) = dimG/J . Then htJ = ht(inA(I)) = s, and thus
inA(f1), . . . , inA(fs) is a G-regular sequence, so {f1, . . . , fs} is a standard basis of I by Corol-
lary 2.10, which contradicts μ(inA(I)) = s+1. Hence we have dimG/ inA(I) = (dimG/J)−1.
In conclusion, we obtain gradeJ = htJ = dimG − (dimG/ inA(I) + 1) = ht(inA(I)) − 1 =
s − 1. 
Notations. Through the rest of this paper, we denote in(-) simply by (-)∗. Suppose that A is
a filtered ring (respectively a graded ring). Let S = {y1, . . . , ys} be a set of elements of A
(respectively homogeneous elements of A), and vi = vA(yi) (respectively di = deg(yi)). Let
LS be a filtered free module
⊕s
i=1 A(−vi) =
⊕s
i=1 Aei (respectively a graded free module⊕s
i=1 A(−di) =
⊕s
i=1 Aei ) with a basis (e1, . . . , es), and ϕS : LS → A an A-module homo-
morphism such that ϕS(ei) = yi . We denote KerϕS by Syz(y1, . . . , ys). We call an element of
Syz(y1, . . . , ys) a syzygy of (y1, . . . , ys), an element of 〈yj ei − yiej : 1  i < j  s〉 a Koszul
syzygy of (y1, . . . , ys), and an element of KerϕS \ 〈yj ei − yiej : 1  i < j  s〉 a non-Koszul
syzygy of (y1, . . . , ys).
We conclude the next theorem by Theorem 2.12(3), Corollary 2.15 and Proposition 2.16.
Theorem 2.17. Let (A,m) be a complete regular local ring with the m-adic filtration, I an
ideal of A generated by an A-regular sequence f1, . . . , fs . Suppose μ(I ∗) = μ(I) + 1 and S =
{f1, . . . , fs} is a minimal basis of I which is a subset of a minimal standard basis. Let ε be
a non-Koszul syzygy of (f ∗1 , . . . , f ∗s ) whose degree is minimal and let η = (η1, . . . , ηs) be an
element of LS such that inLS (η) = ε. Then I ∗ = 〈f ∗1 , . . . , f ∗s , r∗〉 where r is a remainder of
ϕS(η) =
∑s
i=1 ηifi divided by {f1, . . . , fs}.
3. Tangent cones of monomial curves
Let n1, n2, n3, n4 be positive integers such that gcd(n1, n2, n3, n4) = 1. Let R be a numeri-
cal semigroup ring k[[T n1 , T n2 , T n3, T n4]] with the unique maximal ideal n and A a symbolic
power series ring k[[X1,X2,X3,X4]] with the unique maximal ideal m. Let ψ : A → R be a
ring homomorphism such that ψ(Xi) = T ni , and I = Kerψ . Then I is generated by binomials,
R ∼= A/I and grn(R) ∼= grm(A)/I ∗ = k[X1,X2,X3,X4]/I ∗. If n1 = min{n1, n2, n3, n4}, then
T n1 is a superficial element of R. Hence grn(R) is Cohen–Macaulay if and only if I ∗ : X1 = I ∗.
Theorem 3.1. The situation is as above. If R is a complete intersection and μ(I ∗)  4, then
grn(R) is Cohen–Macaulay.
We will give a proof of this theorem in the rest of this paper. First, we determine a basis of I
when R is a complete intersection. See [4] for more details.
Proposition 3.2. We set
ci = min
{
c: cni ∈ 〈nj : j = i 〉
}= min{c: Xc −Xα ∈ I for some α} (1 i  4).i
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{
X
c1
1 −Xc22 , Xc33 −Xc44 , Xs11 Xs22 −Xs33 Xs44
}
or
{
X
c1
1 −Xs122 Xs133 Xs144 , Xc22 −Xs233 Xs244 , Xc33 −Xc44
}
or a set as above with the indices {1,2,3,4} permuted.
Proof. Let {f1, f2, f3} be a basis of I consisting of binomials. The monomial Xcii has to appear
as a term of f1, f2 or f3 for all i.
(i) In the case where only two of f1, f2 and f3 have a term Xcii .
Permuting the indices {1,2,3,4} if necessary, we may assume
f1 = Xc11 −Xc22 , f2 = Xc33 −Xc44 , f3 = Xs11 Xs22 X
s′3
3 X
s′4
4 −X
s′1
1 X
s′2
2 X
s3
3 X
s4
4 .
Since Xn31 − Xn13 ∈ I , we have Xn31 ∈ I + 〈X3,X4〉. Thus s3 = s4 = 0 or s′3 = s′4 = 0. We may
assume s′3 = s′4 = 0. Similarly we have s′1 = s′2 = 0. In conclusion, we have
f1 = Xc11 −Xc22 , f2 = Xc33 −Xc44 , f3 = Xs11 Xs22 −Xs33 Xs44 .
(ii) In the case where all of f1, f2 and f3 have a term Xcii .
Permuting the indices {1,2,3,4} if necessary, we may assume
f1 = Xc11 −Xs122 Xs133 Xs144 , f2 = Xc22 −Xs211 Xs233 Xs244 , f3 = Xc33 −Xc44 .
Since Xn13 − Xn31 ∈ I , we have Xn13 ∈ I + 〈X1,X2〉. Thus s12 = 0 or s21 = 0. We may assume
s21 = 0. In conclusion, we have
f1 = Xc11 −Xs122 Xs133 Xs144 , f2 = Xc22 −Xs233 Xs244 , f3 = Xc33 −Xc44 . 
Here, we recall the theory of Gröbner bases to show I ∗ : X1 = I ∗. See [2,3] and [5] for de-
tails. Let B = k[X] = k[X1, . . . ,Xd ] be a polynomial ring over a field k. We denote by Z0
a set of non-negative integers. A total order ≺ on the set of monomials {Xα: α ∈ Zd0} is called
a monomial order if ≺ is a well-order such that Xα+γ ≺ Xβ+γ if Xα ≺ Xβ for any α, β and γ .
For a non-zero polynomial f = ∑ cαXα , we denote by LM≺(f ) the maximal monomial in
{Xα: cα = 0} and call it the leading monomial of f , and denote by LC≺(f ) the coefficient
of LM≺(f ). We set LT≺(f ) = LC≺(f )LM≺(f ). For α = (α1, . . . , αd) ∈ Zd0, |α| denotes∑d
i=1 αi .
Definition 3.3 (Reverse lexicographic order). A monomial order ≺ is called a reverse lexi-
cographic order with X1 ≺ · · · ≺ Xd if ≺ is defined as follows: For α = (α1, . . . , αd) and
β = (β1, . . . , βd) ∈ Zd0 such that α = β , Xα ≺ Xβ if |α| < |β| or, |α| = |β| and αj > βj where
j = min{i: αi = βi}.
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verse lexicographic order such that X1 is minimal in {X1, . . . ,Xd}. Then J : X1 = J if and only
if 〈LM≺(J )〉 : X1 = 〈LM≺(J )〉.
Definition 3.5. Let f and g be polynomials in B . The S-polynomial, denoted by S(f, g), is
defined as follows:
S(f, g) = lcm(LM≺(f ),LM≺(g))
LT≺(f )
f − lcm(LM≺(f ),LM≺(g))
LT≺(g)
g.
Theorem 3.6 (Buchberger’s criterion). Let G = {g1, . . . , gs} be a basis of an ideal J , and ≺
a monomial order. Then the following are equivalent to each other.
(1) G is a Gröbner basis of J with respect to ≺.
(2) There exist a(ij) ∈ B such that S(gi, gj ) =
∑s
=1 a
(ij)
 g, and LM≺(a
(ij)
 g) 
LM≺(S(gi, gj )) for all i and j if a(ij) is not zero.
If these equivalent conditions hold, then Syz(g1, . . . , gs) = 〈τij : 1 i < j  s〉 where
τij = lcm(LM≺(gi),LM≺(gj ))LT≺(gi) ei −
lcm(LM≺(gi),LM≺(gj ))
LT≺(gj )
ej −
s∑
=1
a
(ij)
 e,
which is induced by the equation S(gi, gj ) =∑s=1 a(ij) g in (2).
We use this theorem to compute syzygies. For given generators of an ideal, first we find a
Gröbner basis of the ideal and compute syzygies of the Gröbner basis. Then we deduce the
syzygies of the original generators.
Example 3.7. Let B = k[X,Y,Z,W ], and g1 = Y 7, g2 = X5, g3 = X3Z2 − Y 2W 3. We will
compute Syz(g1, g2, g3). Let ≺ be a reverse lexicographic order such that W ≺ Z ≺ Y ≺ X.
Since {g1, g2, g3, g4, g5} is a Gröbner basis of 〈g1, g2, g3〉 where g4 = X2Y 2W 3, g5 = Y 4W 6, we
have Syz(g1, . . . , g5) = 〈τij : 1 i < j  5〉 (one can determine τij naturally as in Theorem 3.6).
On the other hand, we have Syz(g2, g3, g4, g5) = 〈τij : 2 i < j  5〉 because {g2, g3, g4, g5} is
a Gröbner basis of 〈g2, g3〉. Since g4 = Z2g2 − X2g3 and g5 = XZ4g2 − (X3Z2 + Y 2W 3)g3,
we obtain two syzygies:
ρ1 = Z2e2 −X2e3 − e4, ρ2 = XZ4e2 −
(
X3Z2 + Y 2W 3)e3 − e5.
Since g2, g3 is a regular sequence, we have Syz(g2, g3) = 〈τ ′23〉 where τ ′23 = g3e2 − g2e3, and
thus Syz(g2, g3, g4, g5) = 〈τ ′23, ρ1, ρ2〉. Hence 〈τij : 2  i < j  5〉 = 〈τ ′23, ρ1, ρ2〉. Therefore
we have Syz(g1, . . . , g5) = 〈τ1i : 1 i  5〉 + 〈τ ′23, ρ1, ρ2〉 where
τ12 = g2e1 − g1e2, τ13 = g3e1 − g1e3, τ14 = X2W 3e1 − Y 5e4, τ15 = W 6e1 − Y 3e5.
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τ ′14 = τ14 − Y 5ρ1 = X2W 3e1 − Y 5Z2e2 +X2Y 5e3,
τ ′15 = τ15 − Y 3ρ2 = W 6e1 −XY 3Z4e2 + Y 3
(
X3Z2 + Y 2W 3)e3.
Then Syz(g2, g3, g4, g5) = 〈τ12, τ13, τ ′14, τ ′15, τ ′23, ρ1, ρ2〉, and thus we conclude that
Syz(g1, g2, g3) = 〈τ12, τ13, τ ′23, τ ′14, τ ′15〉.
We will provide some propositions that are essential parts of the proof of Theorem 3.1.
We set A = k[[X,Y,Z,W ]] with the m-adic filtration where m is the unique maximal ideal
of A. Then grm(A) is a polynomial ring k[X,Y,Z,W ]. For a binomial f = Xα1Yα2Zα3Wα4 −
Xβ1Yβ2Zβ3Zβ4 , we denote |∑4i=1 αi −∑4i=1 βi | by ecart(f ).
Definition 3.8. Let S = {f1, . . . , fs} be a subset of k[[X1, . . . ,Xd ]] and ≺ be a monomial order.
We say S is reduced with respect to ≺ if any term of fi does not lie in 〈LM≺(f ∗j ): j = i〉.
Remark 3.9. For a given defining ideal of a monomial curve and for any monomial order ≺, it
is easy to see that there exists a minimal standard basis consisting of binomials which is reduced
with respect to ≺.
Proposition 3.10. Let ai, bi, ci be non-negative integers such that
a2 + a3 < a1 + a4, b4  b1 + b2 + b3 (b4 < b1 if b2 = b3 = 0), c2 < c3,
and
a4 < b4, a2 < c2, b2 < c2, a2 = 0, a3 = 0.
Suppose that a regular sequence
f1 = Ya2Za3 −Xa1Wa4, f2 = Wb4 −Xb1Yb2Zb3 , f3 = Y c2 −Zc3
is a minimal basis of a binomial ideal I , and a subset of minimal standard basis of I . Then
μ(I ∗) = 4 if and only if ecart(f3)  ecart(f1). If μ(I ∗) = 4, then {f1, f2, f3, f4} is a minimal
standard basis of I where f4 = Za3+c3 − Xa1Y c2−a2Wa4 , and it follows that I ∗ : X = I ∗ and√
I ∗ = 〈Y,Z,W 〉.
Proof. We have, by the assumptions, that
f ∗1 = Ya2Za3 , f ∗2 =
{
Wb4 (b4 < b1 + b2 + b3),
Wb4 −Xb1Yb2Zb3 (b4 = b1 + b2 + b3), f
∗
3 = Y c2 .
We set ≺ is a reverse lexicographic order such that X ≺ Y ≺ Z ≺ W .
In any case, {f ∗1 , f ∗2 , f ∗3 } is a Gröbner basis of 〈f ∗1 , f ∗2 , f ∗3 〉 with respect to ≺. It follows that
the syzygy module Syz(f ∗1 , f ∗2 , f ∗3 ) is generated by Koszul syzygies and ε = t (Y c2−a2 ,0,−Za3).
Thus ε is a non-Koszul syzygy whose degree is minimal. Now, suppose that μ(I ∗) = 4. We set
g = (f1, f2, f3) · ε = Y c2−a2f1 −Za3f3 = Za3+c3 −Xa1Y c2−a2Wa4 .
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g∗ =
⎧⎨
⎩
Za3+c3 (ecart(f3) < ecart(f1)),
Za3+c3 −Xa1Y c2−a2Wa4 (ecart(f3) = ecart(f1)),
−Xa1Y c2−a2Wa4 (ecart(f3) > ecart(f1)).
In any case, a remainder of g divided by {f1, f2, f3} is g itself. Therefore we have I ∗ =
〈f ∗1 , f ∗2 , f ∗3 , g∗〉 by Theorem 2.17. Assume that ecart(f3) > ecart(f1). Then
√
I ∗ =√〈Y,f ∗2 〉,
which contradicts ht(I ∗) = 3. Hence we obtain
ecart(f3) ecart(f1).
In any case, {f ∗1 , f ∗2 , f ∗3 , g∗} is a Gröbner basis of 〈f ∗1 , f ∗2 , f ∗3 , g∗〉 with respect to ≺. Thus we
can compute Syz(f ∗1 , f ∗2 , f ∗3 , g∗).
In the case where g∗ = Za3+c3 , Syz(f ∗1 , f ∗2 , f ∗3 , g∗) is generated by Koszul syzygies and
following two syzygies which are in (Syz(f1, f2, f3, g))∗:
t
(
Y c2−a2,0,−Za3 ,0)= t(Y c2−a2 ,0,−Za3,−1)∗,
t
(−Zc3 ,0,0, Y a2)= t(−Zc3,0,Xa1Wa4, Y a2)∗.
In the case where g∗ = Za3+c3 − Xa1Y c2−a2Wa4 , Syz(f ∗1 , f ∗2 , f ∗3 , g∗) is generated by Koszul
syzygies and following two syzygies which are in (Syz(f1, f2, f3, g))∗:
t
(
Y c2−a2 ,0,−Za3 ,0)= t(Y c2−a2,0,−Za3 ,−1)∗,
t
(−Zc3 ,0,Xa1Wa4 , Y a2)= t(−Zc3,0,Xa1Wa4 , Y a2)∗.
Hence we have Syz(f ∗1 , f ∗2 , f ∗3 , g∗) = (Syz(f1, f2, f3, g))∗, and thus {f1, f2, f3, g} is a stan-
dard basis of I by Theorem 2.9. Since 〈LM≺(I ∗)〉 = 〈Y c2 ,Wb4 , Y a2Za3 ,Za3+c3〉, we have
〈LM≺(I ∗)〉 : X = 〈LM≺(I ∗)〉, and thus I ∗ : X = I ∗. It is obvious that
√
I ∗ = 〈Y,Z,W 〉. 
Proposition 3.11. Let ai, bi, ci be non-negative integers such that
a2 + a3 + a4 < a1, b4 < b2 + b3, c2 < c3, a4 < b4, b2 < c2, a2 < c2,
and two of a2, a3, and a4 are not zero. Suppose that a regular sequence
f1 = Ya2Za3Wa4 −Xa1, f2 = Wb4 − Yb2Zb3 , f3 = Y c2 −Zc3
is a minimal basis of a binomial ideal I , and a subset of minimal standard basis of I . Then
μ(I ∗) = 4 if and only if one of the following conditions holds:
(1) a4 = 0 and ecart(f3) ecart(f1).
(2) a2 = b2 = 0 and ecart(f2) ecart(f1).
(3) b3 = 0, a2 + b2 = c2, and ecart(f2)+ ecart(f3) ecart(f1).
T. Shibuta / Journal of Algebra 319 (2008) 3222–3243 3235In the case where (3) holds, {f1, f2, f3, f4} is a minimal standard basis of I where f4 = Za3+c3 −
Xa1Wb4−a4 . Furthermore, if μ(I ∗) = 4, then I ∗ : X = I ∗ and √I ∗ = 〈Y,Z,W 〉.
Proof. We have, by the assumptions, that f ∗1 = Ya2Za3Wa4 , f ∗2 = Wb4 , f ∗3 = Y c2 . Suppose that
μ(I ∗) = 4. In the case where a4 = 0 or a2 = b2 = 0, the assertion follows from Proposition 3.10.
Thus we consider the case where
a4 = 0, (a2, b2) = (0,0).
Then Syz(f ∗1 , f ∗2 , f ∗3 ) is generated by Koszul syzygies and following two syzygies:
ε1 = t
(
Wb4−a4 ,−Ya2Za3 ,0), ε2 = t(Y c2−a2 ,0,−Za3Wa4).
Remark that ε1 is a non-Koszul syzygy as a4 = 0. On the other hand, ε2 is a non-Koszul syzygy
if and only if a2 = 0. We set
g1 = (f1, f2, f3) · ε1 = Wb4−a4f1 − Ya2Za3f2 = Ya2+b2Za3+b3 −Xa1Wb4−a4 ,
g2 = (f1, f2, f3) · ε2 = Y c2−a2f1 −Za3Wa4f3 = Za3+c3Wa4 −Xa1Y c2−a2 .
Assume that ε2 is a non-Koszul syzygy whose degree is minimal, that is, a2 = 0 and deg(ε1)
deg(ε2). In any case, a remainder of g2 divided by {f1, f2, f3} is g2 itself. By Theorem 2.17,
I ∗ has to coincide with 〈f ∗1 , f ∗2 , f ∗3 , g∗2〉, but we obtain
√〈f ∗1 , f ∗2 , f ∗3 , g∗2〉 = 〈Y,W 〉, which is
a contradiction. Hence ε1 is a non-Koszul syzygy whose degree is minimal, that is, a2 = 0 or
deg(ε1) deg(ε2). It follows that ecart(g1) = |ecart(f2)− ecart(f1)| and
g∗1 =
⎧⎨
⎩
Ya2+b2Za3+b3 (ecart(f2) < ecart(f1)),
Y a2+b2Za3+b3 −Xa1Wb4−a4 (ecart(f2) = ecart(f1)),
−Xa1Wb4−a4 (ecart(f2) > ecart(f1)).
Let r1 be a remainder of g1 divided by {f1, f2, f3}. Then I ∗ = 〈f ∗1 , f ∗2 , f ∗3 , r∗1 〉 by Theorem 2.17.
Assume that ecart(f2)  ecart(f1) or a2 + b2 < c2. Since g∗1 /∈ 〈f ∗1 , f ∗2 , f ∗3 〉, we have r1 = g1.
We obtain
√
I ∗ = 〈Y,W 〉, which is a contradiction. Therefore we have ecart(f2) < ecart(f1) and
a2 + b2  c2. Remark that a2 + b2 − c2 < c2 as b2 < c2 and a2 < c2. We have
r1 = g1 − Ya2+b2−c2Za3+b3f3 = Ya2+b2−c2Za3+b3+c3 −Xa1Wb4−a4 .
It follows that ecart(r1) = |ecart(f2)+ ecart(f3)− ecart(f1)| and
r∗1 =
⎧⎨
⎩
Ya2+b2−c2Za3+b3+c3 (ecart(f2)+ ecart(f3) < ecart(f1)),
Y a2+b2−c2Za3+b3+c3 −Xa1Wb4−a4 (ecart(f2)+ ecart(f3) = ecart(f1)),
−Xa1Wb4−a4 (ecart(f2)+ ecart(f3) > ecart(f1)).
Assume that a2 + b2 − c2 = 0 or ecart(f2) + ecart(f3) > ecart(f1). We obtain
√
I ∗ = 〈Y,W 〉
which is a contradiction. Therefore we conclude
a2 + b2 = c2, ecart(f2)+ ecart(f3) ecart(f1),
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Z ≺ W . In any case, {f ∗1 , f ∗2 , f ∗3 , r∗1 } is a Gröbner basis of I ∗ = 〈f ∗1 , f ∗2 , f ∗3 , r∗1 〉 with respect
to ≺. On the other hand, g∗2 = Za3+c3Wa4 as ecart(f3) < ecart(f1). Since g∗2 lies in I ∗, we have
b3 = 0. In conclusion, we obtain
f1 = Ya2Za3Wa4 −Xa1, f2 = Wb4 − Yb2 , f3 = Y c2 −Zc3,
r1 = Za3+c3 −Xa1Wb4−a4
and
r∗1 =
{
Za3+c3 (ecart(f2)+ ecart(f3) < ecart(f1)),
Za3+c3 −Xa1Wb4−a4 (ecart(f2)+ ecart(f3) = ecart(f1)).
Remark that the condition deg(ε1) < deg(ε2) follows from a2 + b2 = c2 and b3 = 0 since
b4 − a4  b4 < b2 = c2 − a2.
In the case where r∗1 = Za3+c3 , Syz(f ∗1 , f ∗2 , f ∗3 , r∗1 ) is generated by Koszul syzygies and
following three syzygies which are in (Syz(f1, f2, f3, r1))∗:
t
(
Wb4−a4 ,−Ya2Za3 ,0,0)= t(Wb4−a4 ,−Ya2Za3 ,−Za3 ,−1)∗,
t
(
Yb2 ,0,−Za3Wa4 ,0)= t(Yb2 ,−Xa1,−Za3Wa4,−Wa4)∗,
t
(
Zc3,0,0,−Ya2Wa4)= t(Zc3,−Xa1Ya2 ,−Xa1,−Ya2Wa4)∗.
In the case where r∗1 = Za3+c3 − Xa1Wb4−a4 , Syz(f ∗1 , f ∗2 , f ∗3 , r∗1 ) is generated by Koszul syzy-
gies and following three syzygies which are in (Syz(f1, f2, f3, r1))∗:
t
(
Wb4−a4 ,−Ya2Za3 ,0,0)= t(Wb4−a4 ,−Ya2Za3 ,−Za3 ,−1)∗,
t
(
Yb2 ,0,−Za3Wa4 ,0)= t(Yb2 ,−Xa1,−Za3Wa4 ,−Wa4)∗,
t
(
Zc3 ,−Xa1Ya2 ,0,−Ya2Wa4)= t(Zc3 ,−Xa1Ya2 ,−Xa1,−Ya2Wa4)∗.
Hence we have Syz(f ∗1 , f ∗2 , f ∗3 , r∗1 ) = (Syz(f1, f2, f3, r1))∗, and thus {f1, f2, f3, r1} is a
standard basis of I by Theorem 2.9. We have 〈LM≺(I ∗)〉 : X = 〈LM≺(I ∗)〉 as
〈LM≺(I ∗)〉 = 〈Ya2Za3Wa4 ,Wb4, Y c2 ,Za3+c3〉, and thus I ∗ : X = I ∗. It is easy to see that√
I ∗ = 〈Y,Z,W 〉. 
Proposition 3.12. Let ai, bi, ci be non-negative integers such that
a2 + a3 + a4 < a1, b3 = b2 + b4, c4 < c2,
and
a4 < c4, b4 < c4, a3 < b3, b2 = 0, b4 = 0,
and two of a2, a3, and a4 are not zero. Suppose that a regular sequence
f1 = Ya2Za3Wa4 −Xa1, f2 = Zb3 − Yb2Wb4, f3 = Wc4 − Y c2
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μ(I ∗) = 4 if and only if one of the following conditions holds:
(1) a3 = 0 and ecart(f3) ecart(f1).
(2) a4 = 0 and ecart(f3) ecart(f1).
In the case where (2) holds, {f1, f2, f3, f4} is a minimal standard basis of I where f4 =
Ya2+b2+c2 − Xa1Zb3−a3Wc4−b4 . Furthermore, if μ(I ∗) = 4, then I ∗ : X = I ∗ and √I ∗ =
〈Y,Z,W 〉.
Proof. We have, by the assumptions, that
f ∗1 = Ya2Za3Wa4, f ∗2 = Zb3 − Yb2Wb4 , f ∗3 = Wc4 .
We set J = 〈f ∗1 , f ∗2 , f ∗3 〉, and let ≺ be a reverse lexicographic order such that X ≺ Y ≺ Z ≺ W .
Now, suppose that μ(I ∗) = 4. In the case where a3 = 0, the assertion follows from Proposi-
tion 3.10. We consider the case where a3 = 0.
(i) In the case where a4 + b4  c4.
Since b4 < c4, we have a4 = 0. {f ∗1 , f ∗2 , f ∗3 } is a Gröbner basis of J with respect to ≺. It
follows that Syz(f ∗1 , f ∗2 , f ∗3 ) is generated by Koszul syzygies and following two syzygies:
ε1 = t
(
Zb3−a3 ,−Ya2Wa4 ,−Ya2+b2W(a4+b4)−c4),
ε2 = t
(
Wc4−a4 ,0,−Ya2Za3).
Remark that both syzygies are non-Koszul syzygies as a3, a4 = 0. We set
g1 = (f1, f2, f3) · ε1 = Ya2+b2+c2W(a4+b4)−c4 −Xa1Zb3−a3,
g2 = (f1, f2, f3) · ε2 = Ya2+c2Za3 −Xa1Wc4−a4 .
Assume that ε2 is a non-Koszul syzygy whose degree is minimal, that is, deg(ε1) deg(ε2). It
follows that ecart(g2) = |ecart(f3)− ecart(f1)| and
g∗2 =
⎧⎨
⎩
Ya2+c2Za3 (ecart(f3) < ecart(f1)),
Y a2+c2Za3 −Xa1Wc4−a4 (ecart(f3) = ecart(f1)),
−Xa1Wc4−a4 (ecart(f3) > ecart(f1)).
In any case, we have g∗2 /∈ J , and thus a remainder of g2 divided by {f1, f2, f3} is g2 itself.
Therefore we have I ∗ = 〈f ∗1 , f ∗2 , f ∗3 , g∗2〉 by Theorem 2.17. We conclude
√
I ∗ = 〈Z,W 〉, which
is a contradiction.
Hence ε1 is a non-Koszul syzygy whose degree is minimal, that is, deg(ε2)  deg(ε1). It
follows that ecart(g1) = |ecart(f3)− ecart(f1)| and
g∗1 =
⎧⎨
⎩
Ya2+b2+c2W(a4+b4)−c4 (ecart(f3) < ecart(f1)),
Y a2+b2+c2W(a4+b4)−c4 −Xa1Zb3−a3 (ecart(f3) = ecart(f1)),
a1 b3−a3−X Z (ecart(f3) > ecart(f1)).
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Therefore we have I ∗ = 〈f ∗1 , f ∗2 , f ∗3 , g∗1〉 by Theorem 2.17. Assume that ecart(f3) > ecart(f1).
Then we conclude
√
I ∗ = 〈Z,W 〉, which is a contradiction. Assume that ecart(f3) ecart(f1).
Then we have
LM≺
(
g∗2
)= Ya2+c2Za3 /∈ 〈LM≺(I ∗)〉= 〈Ya2Za3Wa4 ,Zb3 ,Wc4, Y a2+b2+c2Wa4+b4−c4 〉,
which is a contradiction.
(ii) In the case where a4 + b4 < c4.
{f ∗1 , f ∗2 , f ∗3 , h} is a Gröbner basis of J with respect to ≺, where
h = S(f ∗1 , f ∗2 )= Ya2+b2Wa4+b4 .
It follows that the syzygy module Syz(f ∗1 , f ∗2 , f ∗3 , h) is
Im
⎛
⎜⎜⎝
Zb3−a3 Wc4−a4 Yb2Wb4 0 0 0
−Ya2Wa4 0 0 f ∗3 h 0
0 −Ya2Za3 0 −f ∗2 0 −Ya2+b2−1 0 −Za3 0 −f ∗2 Wc4−(a4+b4)
⎞
⎟⎟⎠
= Im
⎛
⎜⎜⎝
Zb3−a3 Wc4−a4 f ∗2 0 Zb3−a3Wc4−(a4+b4)−Ya2Wa4 0 −f ∗1 f ∗3 −Ya2Wc4−b4
0 −Ya2Za3 0 −f ∗2 −Ya2+b2−1 0 0 0 0
⎞
⎟⎟⎠ ,
where Imϕ denotes the module generated by columns of a matrix ϕ. Thus the syzygy module
Syz(f ∗1 , f ∗2 , f ∗3 ) is generated by Koszul syzygies and following two syzygies:
ε1 = t
(
Zb3−a3Wc4−(a4+b4),−Ya2Wc4−b4,−Ya2+b2),
ε2 = t
(
Wc4−a4 ,0,−Za3Ya2).
Remark that ε2 is a non-Koszul syzygy if and only if a4 = 0. We set
g1 = (f1, f2, f3) · ε1 = Ya2+b2+c2 −Xa1Zb3−a3Wc4−(a4+b4),
g2 = (f1, f2, f3) · ε2 = Ya2+c2Za3 −Xa1Wc4−a4 .
Assume that ε2 is a non-Koszul syzygy whose degree is minimal, that is, a4 = 0 and deg(ε1)
deg(ε2). In any case, a remainder of g2 divided by {f1, f2, f3} is g2 itself. Therefore we have
I ∗ = 〈f ∗1 , f ∗2 , f ∗3 , g∗2〉 by Theorem 2.17. We obtain
√
I ∗ = 〈Z,W 〉, which is a contradiction.
Thus ε1 is a non-Koszul syzygy whose degree is minimal, equivalently, a4 = 0 or deg(ε1)
deg(ε2). It follows that ecart(g1) = |ecart(f3)− ecart(f1)| and
g∗1 =
⎧⎨
⎩
Ya2+b2+c2 (ecart(f3) < ecart(f1)),
Y a2+b2+c2 −Xa1Zb3−a3Wc4−(a4+b4) (ecart(f3) = ecart(f1)),
−Xa1Zb3−a3Wc4−(a4+b4) (ecart(f3) > ecart(f1)).
Let r1 be a remainder of g1 divided by {f1, f2, f3}. Then I ∗ = 〈f ∗, f ∗, f ∗, r∗〉 by Theorem 2.17.1 2 3 1
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First note that LM≺(g∗1) = Xa1Zb3−a3Wc4−(a4+b4) lies in
〈
LM≺(J )
〉= 〈Ya2Za3Wa4 ,Zb3 ,Wc4, Y a2+b2Wa4+b4 〉
if and only if a2 = 0, a3  b3 − a3 and a4  c4 − (a4 + b4). Assume that LM≺(g∗1) /∈ 〈LM≺(J )〉.
Then we have g∗1 /∈ J , and thus r1 = g1. Then we obtain
√
I ∗ = 〈Z,W 〉, which is a contradiction.
Therefore we have
a2 = 0, a3  b3 − a3, and a4  c4 − (a4 + b4).
Remark that a4 = 0 by the assumption of this proposition and a2 = 0. We set
u = Xa1Zb3−(m+1)a3Wc4−((m+1)a4+b4)
∑
i+j=m−1
(
Za3Wa4
)i(
Xa1
)j
,
where m = max{: (b3 − a3)  a3, c4 − (a4 + b4)  a4}. We claim that r1 = g1 − uf1. It
follows that
g1 − uf1 = Y c2+b2 −X(m+1)a1Zb3−(m+1)a3Wc4−((m+1)a4+b4),
u∗ = Xa1Zb3−2a3Wc4−(a4+2b4), g∗1 = u∗f ∗1 , ecart(g1 − uf1) = |E|,
where E = ecart(f3)− (m+ 1) ecart(f1), and
(g1 − uf1)∗ =
⎧⎨
⎩
Y c2+b2 (E < 0),
Y c2+b2 −X(m+1)a1Zb3−(m+1)a3Wc4−((m+1)a4+b4) (E = 0),
−X(m+1)a1Zb3−(m+1)a3Wc4−((m+1)a4+b4) (E > 0).
In any case, since (g1 − uf1)∗ does not lie in J , we have r1 = g1 − uf1. We define the ideal K to
be
〈
Za3Wa4,Zb3 , Y b2Wb4,Wc4, Y c2+b2 ,X(m+1)a1Zb3−(m+1)a3Wc4−((m+1)a4+b4)
〉
.
Then I ∗ ⊂ K in any case. On the other hand, we obtain g∗2 = −Xa1Wc4−a4 by the assump-
tion ecart(f3) > ecart(f1). Since a4 = 0, we have g∗2 /∈ K . Thus we obtain g∗2 /∈ I ∗, which is a
contradiction.
(ii)(b) In the case where ecart(f3) ecart(f1).
Since g∗1 /∈ J , we have r1 = g1. In any case, {f ∗1 , f ∗2 , f ∗3 , h, g∗1} is a Gröbner basis of I ∗ with
respect to ≺. On the other hand,
g∗2 =
{
Ya2+c2Za3 (ecart(f3) < ecart(f1)),
Y a2+c2Za3 −Xa1Wc4−a4 (ecart(f3) = ecart(f1)).
Since LM≺(g∗) = Za3Ya2+c2 lies in2
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LM≺(I ∗)
〉= 〈Ya2Za3Wa4 ,Zb3 ,Wc4, Y a2+b2Wa4+b4 , Y a2+b2+c2 〉,
we have a4 = 0. Hence g1 = Ya2+b2+c2 −Xa1Zb3−a3Wc4−b4 .
If ecart(f3) < ecart(f1), then Syz(f ∗1 , f ∗2 , f ∗3 , g∗1) is generated by Koszul syzygies and fol-
lowing three syzygies which are in (Syz(f1, f2, f3, g1))∗:
t
(−Zb3−a3Wc4−b4, Y a2Wc4−b4 , Y a2+b2 ,0)= t(−Zb3−a3Wc4−b4 , Y a2Wc4−b4 , Y a2+b2 ,1)∗,
t
(−Y c2+b2 ,0,0,Za3)= t(−Y c2+b2 ,Xa1Wc4−b4 ,Xa1Yb2 ,Za3)∗,
t
(−Y c2Zb3−a3 , Y a2+c2,0,Wb4)= t(−Y c2Zb3−a3 , Y a2+c2,Xa1Zb3−a3,Wb4)∗.
If ecart(f3) = ecart(f1), then Syz(f ∗1 , f ∗2 , f ∗3 , g∗1) is generated by Koszul syzygies and following
three syzygies which are in (Syz(f1, f2, f3, g1))∗:
t
(−Zb3−a3Wc4−b4, Y a2Wc4−b4 , Y a2+b2 ,0)= t(−Zb3−a3Wc4−b4 , Y a2Wc4−b4 , Y a2+b2 ,1)∗,
t
(−Y c2+b2 ,Xa1Wc4−b4 ,Xa1Yb2 ,Za3)= t(−Y c2+b2 ,Xa1Wc4−b4 ,Xa1Yb2 ,Za3)∗,
t
(−Y c2Zb3−a3 , Y a2+c2,Xa1Zb3−a3 ,Wb4)= t(−Y c2Zb3−a3 , Y a2+c2,Xa1Zb3−a3,Wb4)∗.
Hence we have Syz(f ∗1 , f ∗2 , f ∗3 , g∗1) = (Syz(f1, f2, f3, g1))∗, and thus {f1, f2, f3, g1} is a stan-
dard basis of I by Theorem 2.9. Since
〈
LM≺(I ∗)
〉= 〈Za3Ya2 ,Zb3 ,Wc4, Y a2+b2Wb4, Y a2+b2+c2 〉,
we have that 〈LM≺(I ∗)〉 : X = 〈LM≺(I ∗)〉, hence I ∗ : X = I ∗. It is obvious that
√
I ∗ =
〈Y,Z,W 〉. 
Proposition 3.13. Let ai, bi be positive integers such that
a2 < a1, a4 < a3, b1 + b2 = b3 + b4, b2 < a2, b4 < a4.
Suppose that a regular sequence
f1 = Ya2 −Xa1, f2 = Wa4 −Za3 , f3 = Xb1Yb2 −Zb3Wb4
is a minimal basis of a binomial ideal I , and a subset of minimal standard basis of I . Then
μ(I ∗) = 4.
Proof. We have, by the assumptions, that
f ∗1 = Ya2 , f ∗2 = Wa4 , f ∗3 = Xb1Yb2 −Zb3Wb4 .
We set J = 〈f ∗1 , f ∗2 , f ∗3 〉. Let ≺ be a reverse lexicographic order such that W ≺ Y ≺ Z ≺ X.
Let m,n be integers satisfying (m + 1)b2  a2 > mb2, (n + 1)b4  a4 > nb4 and suppose that
m  n  1. Then f ∗1 , f ∗2 , f ∗3 , h1, . . . , hn forms a Gröbner basis for 〈f ∗1 , f ∗2 , f ∗3 〉, where hi =
Ya2−ib2(Zb3Wb4)i for 1 i  n. It follows that Syz(f ∗, f ∗, f ∗) is generated by Koszul syzygies1 2 3
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τi =
(−Xib1Wa4−ib4, Y a2−ib2Zib3, Y a2−ib2Wa4−ib4Ui),
τn+1 =
(−X(n+1)b1, Y a2−(n+1)b2Z(n+1)b3W(n+1)b4−a4 , Y a2−(n+1)b2Un+1),
and
τ ′n+1 =
(−X(n+1)b1Y (n+1)b2−a2 ,Z(n+1)b3W(n+1)b4−a4,Un+1),
where Ui =∑p+q=i−1(Xb1Yb2)p(Zb3Wb4)q . We set
g1 = (f1, f2, f3) · τ1 = Za3+b3Ya2−b2 −Xa1+b1Wa4−b4 ,
gn+1 = (f1, f2, f3) · τn+1 = Xa1+(n+1)b1 − Ya2−(n+1)b2Za3+(n+1)b3W(n+1)b4−a4 ,
g′n+1 = (f1, f2, f3) · τ ′n+1 = Xa1+(n+1)b1Y (n+1)b2−a2 −Za3+(n+1)b3W(n+1)b4−a4 .
Assume that μ(I ∗) = 4.
(i) In the case where τ1 is a non-Koszul syzygy whose degree is minimal.
In any case, a remainder of g1 divided by {f1, f2, f3} is g1 itself. Thus we have I ∗ =
〈f ∗1 , f ∗2 , f ∗3 , g∗1〉 by Theorem 2.17. Then we have
√
I ∗ = 〈Y,W 〉, which is a contradiction.
(ii) In the case where n > m and τn+1 is a non-Koszul syzygy whose degree is minimal.
In any case, remainder of gn+1 divided by {f1, f2, f3} is gn+1 itself. Thus we have I ∗ =
〈f ∗1 , f ∗2 , f ∗3 , g∗n+1〉 by Theorem 2.17. We set
K = 〈Ya2 ,Wa4,Xb1Yb2 ,Zb3Wb4,Xa1+(n+1)b1 , Y a2−(n+1)b2Za3+(n+1)b3W(n+1)b4−a4 〉.
Then I ∗ ⊂ K . We obtain g∗1 /∈ K since neither of g1’s terms lies in K , and thus g∗1 /∈ I ∗. This is
a contradiction.
(iii) In the case where n = m and τ ′n+1 is a non-Koszul syzygy whose degree is minimal, we
conclude a contradiction similarly to (ii). 
Proof of Theorem 3.1. We set, as in Proposition 3.2,
ci = min
{
c: cni ∈ 〈nj : j = i〉
}= min{c: Xci − Xα ∈ I for some α} (1 i  4).
We may assume that n1 < n2 < n3 < n4 without loss of generality. If μ(I ∗) = 3, it is obvious as
grn(R) is a complete intersection. Assume that μ(I ∗) = 4. We can choose a minimal standard
basis {f1, f2, f3, f4} consisting of binomials which is reduced with respect to reverse lexico-
graphic order ≺ such that X1 ≺ X2 ≺ X3 ≺ X4. We may assume {f1, f2, f3} is a minimal basis
of I . As n1 < n2 < n3 < n4, one of f ∗1 , f ∗2 , and f ∗3 is X
c4
4 . Since X
n1
2 − Xn21 , Xn13 − Xn31 , and
X
n1
4 −Xn41 lie in I , we have Xn12 ,Xn13 ,Xn14 ∈ I ∗, and thus
√
I ∗ = 〈X2,X3,X4〉. Therefore some
power of Xi should appear as a term of f ∗1 , f ∗2 , f ∗3 , or f ∗4 for all i = 2,3,4. Since f ∗1 , f ∗2 , f ∗3 do
not form a regular sequence, one of f ∗1 , f ∗2 , and f ∗3 has a term which is some power of a single
indeterminate X2 or X3. It is impossible that more than two of f ∗1 , f ∗2 , and f ∗3 are binomials by
the same reason.
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that contradicts
√
I ∗ = 〈X2,X3,X4〉, by Propositions 3.10 and 3.11. We will see some cases of
those. The other cases follow from a similar argument.
(i) In the case of f1 = Xc33 −Xc11 , f2 = Xc44 −Xc22 , f3 = Xs22 Xs44 −Xs11 Xs33 .
We have c3 < c1 and c4 < c2, as n1 < n2 < n3 < n4.
(a) In the case where s1 + s3 > s2 + s4: We obtain I ∗ : X1 = I ∗ by Proposition 3.10, applying
(X,Y,Z,W) = (X1,X4,X2,X3) and b2 = b3 = 0.
(b) In the case where s1 + s3 < s2 + s4: We obtain
√
I ∗ = 〈X1,X3,X4〉 by Proposition 3.10,
applying (X,Y,Z,W) = (X2,X3,X1,X4) and b2 = b3 = 0, which is a contradiction.
(ii) In the case of f1 = Xs122 Xs133 Xs144 −Xc11 , f2 = Xs233 Xs244 −Xc22 , f3 = Xc44 −Xc33 .
We have s12 + s13 + s14 < c1, s23 + s24 < c2, and c4 < c3 as n1 < n2 < n3 < n4. Besides, we
have s13 = s14 = 0, s12 = s14 = 0, or s24 = 0 by the remark stated in the beginning of the proof.
(a) In the case where s13 = s14 = 0: We obtain I ∗ : X1 = I ∗ by Proposition 3.10, applying
(X,Y,Z,W) = (X1,X4,X3,X2) and a1 = b2 = b3 = 0.
(b) In the case where s12 = s14 = 0: We obtain
√
I ∗ = 〈X1,X3,X4〉 by Proposition 3.11,
applying (X,Y,Z,W) = (X2,X3,X1,X4) and a3 = b3 = 0, which contradicts
√
I ∗ =
〈X2,X3,X4〉.
(c) In the case where s24 = 0: We obtain I ∗ : X1 = I ∗ by Proposition 3.11, applying
(X,Y,Z,W) = (X1,X3,X2,X4) and b3 = 0.
(II) In the case one of f ∗1 , f ∗2 , and f ∗3 is binomial, we obtain I ∗ : X1 = I ∗ or a contradiction,
by applying Propositions 3.10, 3.12, and 3.13 in a similar fashion as above.
In conclusion, grn(R) is Cohen–Macaulay if μ(I ∗) = 4. 
Conversely, μ(I ∗) can be arbitrarily large even if grn(R) is Cohen–Macaulay.
Proposition 3.14. Let m 2 be an integer, and set
n1 = 3m2, n2 = 3m
(
m2 + 1), n3 = (3m+ 1)(m2 + 1), n4 = (6m+ 3)(m2 + 1).
Then {Xm2 −Xm
2+1
1 ,X2X4 −X33,Xm4 −X2(m
2+1)
1 X2} is a minimal basis of I , and
{
X2X4,X
3m
3
}∪ {X3i3 Xm−i2 ,X3i3 Xm−i4 : 0 i m− 1}
is a minimal basis of I ∗. Therefore, μ(I ∗) = 2m+ 2 and grn(R) is Cohen–Macaulay.
Proof. Set J = 〈Xm2 − Xm
2+1
1 ,X2X4 − X33,Xm4 − X2(m
2+1)
1 X2〉. It is obvious that J ⊂ I . The
natural map A/(J + 〈X2〉) → A/(I + 〈X2〉) is an isomorphism since

(
A/
(
J + 〈X2〉
))= (A/〈X2,Xm2+11 ,X33,Xm4 〉)= n2 = (R/〈T n2 〉)= (A/(I + 〈X2〉)),
where (M) is the length of M . As X2 is R-regular, the natural map A/J → A/I is also an
isomorphism by Nakayama’s lemma. Thus we have I = J as desired. We will show that the
union of
{
X2X4 −X3,X3m −Xm2+1
}
3 3 1
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{
X3i3 X
m−i
2 −Xm
2+1
1 X
i
4,X
3i
3 X
m−i
4 −X2(m
2+1)
1 X
i+1
2 : 0 i m− 1
}
is a standard basis of I . By [7, Theorem 1], it is sufficient to show that
{
X2X4 −X33,X3m3
}∪ {X3i3 Xm−i2 ,X3i3 Xm−i4 : 0 i m− 1}
is a standard basis of I/〈X1〉 = 〈Xm2 ,X2X4 − X33,Xm4 〉 ⊂ k[[X2,X3,X4]]. It is an easy routine
work to check the condition of Theorem 2.9(3). 
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