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Eduardo Fernando Costa de Niemeyer
Dissertação de Mestrado apresentada ao
Programa de Pós-graduação em Engenharia
de Sistemas e Computação, COPPE, da
Universidade Federal do Rio de Janeiro, como
parte dos requisitos necessários à obtenção do
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Resumo da Dissertação apresentada à COPPE/UFRJ como parte dos requisitos
necessários para a obtenção do grau de Mestre em Ciências (M.Sc.)
DUAS PROPOSTAS PARA SOLUCIONAR O PROBLEMA REFERENTE A
MÉDIAS MÓVEIS NULAS NA NORMALIZAÇÃO ADAPTATIVA
Eduardo Fernando Costa de Niemeyer
Setembro/2018
Orientador: Geraldo Zimbrão da Silva
Programa: Engenharia de Sistemas e Computação
Apresenta-se, nesta dissertação, duas novas propostas para sanar o problema
das médias móveis nulas para a Normalização Adaptativa, utilizada como parte do
pré-processamento de um método de aprendizagem de máquinas para previsão em
séries temporais. São elas: Normalização Adaptativa Compensada e Normalização
Adaptativa por Subtração.
Compara-se e analisa-se os resultados obtidos com essas duas novas propostas,
aplicadas a 5 diferentes Datasets, com a Normalização Adaptativa Original, as-
sim como com outros métodos de normalização presentes na literatura e o baseline
ARIMA. Conclui-se que, a Normalização Adaptativa por Subtração, proposta nesse
trabalho, supera todos os outros métodos para séries temporais não-estacionárias
e heteroscedásticas, também corrigindo o problema referente às médias móveis nu-
las para a Normalização Adaptativa Original. Para séries temporais com alto grau
de estacionariedade, todos os métodos de Normalização Adaptativa não são satis-
fatórios.
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Abstract of Dissertation presented to COPPE/UFRJ as a partial fulfillment of the
requirements for the degree of Master of Science (M.Sc.)
TWO PROPOSALS TO SOLVE THE PROBLEM CONCERNING NULL
MOVING AVERAGES IN ADAPTIVE NORMALIZATION
Eduardo Fernando Costa de Niemeyer
September/2018
Advisor: Geraldo Zimbrão da Silva
Department: Systems Engineering and Computer Science
This dissertation presents two new proposals to solve the problem of null moving
averages for Adaptive Normalization, used as part of the pre-processing phase of a
machine learning method for time series forecasting. They are: Adaptive Normal-
ization by Compensation and Adaptive Normalization by Subtraction.
It compares and analyzes the results obtained with these two new proposals,
applied to 5 different datasets, with the Original Adaptive Normalization, as well as
with other normalization methods present in the literature and the baseline ARIMA.
It is concluded that, the Adaptive Normalization by Subtraction, proposed in this
work, surpasses all other methods when it is applied to non-stationary heteroscedas-
tic time series, also correcting the problem related to null moving averages of the
Original Adaptive Normalization. For time series with high degree of stationarity,
all the Adaptive Normalization methods are not satisfatory.
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Exponencial para Dataset IV . . . . . . . . . . . . . . . . . . . . . . 58
4.21 Desempenho da Rede Neural por tamanho de janela para Dataset IV 59
4.22 Dataset V, com cortes representando os conjuntos de treino, validação
e teste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.23 Rede Neural com uma camada oculta para Dataset V . . . . . . . . . 62
4.24 Rede Neural com duas camadas ocultas para Dataset V . . . . . . . . 63
4.25 Desempenho da Rede Neural por fator de inércia da Média Móvel
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1.1 Motivação e Contexto
Há tempos, muitos estudiosos, profissionais do ramo financeiro e investidores
buscam encontrar meios de lucrar com investimentos. Se antigamente era posśıvel
lucrar através de comércio, comprando um produto a um preço baixo e o revendendo
a um preço maior, hoje já é posśıvel realizar o mesmo tipo de negociação de forma
mais simples através do mercado financeiro, assim como em outras aplicações como
opções, contratos e minicontratos futuros, derivativos, câmbio, entre outros e, mais
recentemente, criptomoedas também estão sendo utilizadas para realizar trading.
O mercado de capitais fora concebido com a ideia de permitir que se aplique
capital em empresas, obtendo-se papéis que representam um pequeno percentual de
participação nela. Desta forma, a empresa obtém recursos do investidor, que, por sua
vez, ganha parte dos lucros da empresa e com o seu crescimento, devido a valorização
dos papéis. Porém, os preços de ações nem sempre refletem o valor da empresa de
fato e ocorrem flutuações devido a not́ıcias, oferta e demanda, especulação, liquidez,
entre outros fatores. Traders se utilizam dessas flutuações para tentar lucrar em um
curto espaço de tempo.
Segundo a Hipótese do Mercado Eficiente (MALKIEL e FAMA, 1970), não é
posśıvel alcançar retornos consistentes superiores à média do mercado, já que o preço
de um ativo representaria toda a informação histórica dispońıvel até hoje, e qualquer
lucro no curto prazo seria baseado puramente em sorte. Existem três vertentes
dessa hipótese: a Fraca, Semiforte e Forte. A Fraca considera que toda informação
pública está precificada no ativo. A Semiforte agrega à anterior que qualquer nova
informação pública é precificada muito rapidamente, impedindo retornos excessivos.
A Forte afirma que até informações não públicas, ”privilegiadas”, são refletidas
quase instantaneamente nos preços de ativos. Essa teoria inviabilizaria a realização
de trading de forma eficaz, onde se utiliza a análise técnica (análise de gráficos
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com preços e volumes históricos para tentar prever variações futuras). Segundo
a teoria, por simples questão de distribuição e probabilidades, seria posśıvel existir
alguns ”vencedores” apenas por sorte, os quais conseguiriam lucros consistentes com
essa prática, pois os preços de ativos seguiriam um random walk (FAMA, 1965),
imposśıvel de prever.
Segundo a análise fundamentalista, procura-se precificar um ativo baseado na
análise da saúde financeira da empresa e perspectivas futuras, ou seja, os fundamen-
tos da empresa, quantitativamente como lucro ou d́ıvida, e qualitativamente como
eficiência dos gestores, executivos e controladores. Dessa forma, pode-se supor que
um determinado ativo está barato ou caro hoje e, no longo prazo, lucrar. Por ser
uma previsão de longo prazo, evitam-se volatilidades, sendo mais seguro que o in-
vestimento de curto prazo, t́ıpico da análise técnica. Porém, supondo que se consiga
encontrar um método eficiente de obter lucros no curto prazo, eles seriam muito
maiores que os obtidos no longo prazo. Por isso, muitos analistas buscam encontrar
padrões nos gráficos, criam métodos, regras, visando achar soluções que acertem
mais nas previsões. Por que, então, não utilizar computadores para tentar prever?
Hoje em dia, as máquinas realizam cálculos de forma muito mais precisa e rápida
que os seres humanos, e com o desenvolvimento da Inteligência Artificial (IA), as
previsões baseadas em dados históricos podem ser bem melhores do que as de muitos
analistas técnicos experientes.
Não é por acaso, nem fato recente, que muitos pesquisadores da área de IA
tem buscado aplicar seus conhecimentos para tentar prever os rumos do mercado
acionário, pois, caso obtenham sucesso, as possibilidades de lucros são enormes. As
soluções propostas variam da utilização de not́ıcias e análise de sentimentos sobre
elas, dados de fundamentos das empresas e suas concorrentes, até, claro, dados
históricos, que incluem Preço de Abertura, Máximo, Mı́nimo, Fechamento e Volume
para determinado peŕıodo de tempo.
Not́ıcias também são capazes de alterar os rumos do Mercado. Assim que é anun-
ciado algo relevante, como algum desastre ambiental que prejudique uma colheita,
a falência de uma empresa, ou até lucros acima do esperado, as ações das empresas
prejudicadas ou beneficiadas pelo fato publicado sofrem rapidamente uma variação.
Vale ressaltar que quando not́ıcias são publicadas, normalmente os grandes players
do mercado já estão sabendo antes, o que acaba sendo injusto e não retratando
a realidade na variação de preço, já eventos impreviśıveis, como desastres natu-
rais, afetam significativamente os preços. Recentemente, houve o caso da JBS 1, no
Brasil, em que os seus gestores sabiam da delação premiada bombástica que seria
publicada e se prepararam para lucrar com esse evento que o resto do mercado não
1De que JBS e BRF são acusadas? Comer carne é seguro? Entenda a operação da PF. 2017.
URL: https://brasil.elpais.com/brasil/2017/03/20/politica/1490036745_907943.html
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tinha conhecimento ainda. Felizmente, a CVM (Comissão de Valores Mobiliários)
verificou a irregularidade e puniu a empresa. Porém, nem sempre é assim.
Há ind́ıcios de que as not́ıcias influenciam na volatilidade e preço de ativos apenas
em um curto espaço de tempo, por volta de 20 minutos antes e após o surgimento
das mesmas(GIDÓFALVI, 2001), posteriormente estabilizando. Enquanto a teoria
sobre a análise técnica indica que qualquer informação está presente no gráfico, o
que inclui not́ıcias, informações privilegiadas, especulação, entre outras. Portanto,
os dados históricos são reprodutores fiéis do que ocorreu com um ativo, sendo mais
confiáveis para se analisar do que apenas not́ıcias.
Na review (KHADJEH NASSIRTOUSSI et al., 2014) acerca de abordagens para
previsão do mercado com base em textos, pode-se perceber que os casos em que foram
utilizados dados numéricos juntamente com dados textuais obtiveram resultados
melhores do que quando foram utilizados apenas dados textuais. É posśıvel verificar
que casos em que se utilizaram sistemas h́ıbridos funcionaram melhor, enquanto
os que se utilizavam apenas de not́ıcias não conseguiram resultados tão bons. Já
onde foram utilizados somente dados numéricos, os resultados foram os melhores
posśıveis (RACHLIN et al., 2007). Ou seja, os dados numéricos por si só parecem
ser mais seguros para realizarmos estudos, além de serem mais facilmente obtidos.
Por isso, utilizar apenas dados históricos de ação ou criptomoedas parece ser uma
opção melhor, restringindo o estudo apenas à análise de séries temporais, não só de
dados financeiros, como também outros tipos.
1.2 Proposta
À luz dos estudos anteriores, este trabalho foca na análise exclusiva dos dados
numéricos. Portanto, é importante saber qual metodologia e quais métodos com-
putacionais utilizar. Na survey (ATSALAKIS e VALAVANIS, 2009) são descritas
e comparadas dezenas de metodologias aplicadas a dados provenientes de diversos
Mercados de Ações ao redor do mundo, com foco em Redes Neurais e Redes Neuro-
Fuzzy.
Basicamente, a metodologia aplicada na maioria dos artigos é:
• Escolha dos dados e quais variáveis de entrada serão utilizadas.
• Definição do tamanho de treino e teste a partir da subdivisão dos dados ori-
ginais. Atentando-se ao fato de serem séries temporais, portanto a ordem dos
dados importa. Não podem existir dados de teste anteriores aos de treino e sua
ordem inicial deve ser respeitada. Obs.: Muitas vezes utiliza-se uma parte dos
dados de treino para serem usados como dados de validação e poder estimar
como o modelo está se saindo.
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• Pré-processamento: Normalização dos dados e outras técnicas.
• Aplicação de algum método computacional. Exemplos: Redes Neurais Artifici-
ais (ANN), Máquina de Vetores de Suporte (SVM), Algoritmos Genéticos, en-
tre outros. Alguns artigos também comparam seus resultados com estratégias
convencionais (ATSALAKIS e K, 2013) como Modelos Autorregressivos (AR,
ARMA e ARIMA), Regressão Linear e Multilinear (LR e MLR), Estratégia
Buy & Hold, Random Walk, entre outros.
• Obtenção dos resultados e medição de desempenho, o qual pode ser classifi-
cado como estat́ıstico ou não estat́ıstico. Estat́ısticos seriam: Erro Quadrático
Médio (MSE), Raiz do Erro Quadrático Médio (RMSE), Erro Absoluto Médio
(MAE), dentre outros. Os não estat́ısticos seriam aqueles que medem a parte
econômica das previsões, como o retorno de lucro anual ou o método Hit Rate
que mede a porcentagem de acertos na previsão do modelo, por exemplo.
Na revisão é verificado que os métodos computacionais superam os métodos
convencionais na maioria dos casos, retornando resultados melhores para trading e
acurácia maior na previsão. A utilização de alguma Rede Neural Artificial para
realizar as previsões parece uma escolha interessante.
Sabidamente, qualquer aplicação que lida com dados necessita de uma dedicação
de tempo e esforço para garantir que os dados serão de qualidade (o que inclui lim-
peza de dados anômalos, os outliers, integração e transformação, e redução de di-
mensões) para, então, serem introduzidos em algum modelo computacional (PYLE,
1999; TAN et al., 2005; MINING, 2006). O pré-processamento é uma fase muito
importante e que, sendo bem feita, pode melhorar significativamente as previsões,
inclusive em séries temporais complexas do mundo real, como os preços de ações ao
longo do tempo, que normalmente são não-estacionárias e com volatilidade não uni-
forme (heteroscedasticidade) (SHANKER et al., 1996; NAYAK et al., 2012; OGA-
SAWARA et al., 2010; TSAY, 2005).
Neste trabalho, o foco é realizar melhorias e comparações na parte de trans-
formação (especificamente normalização) dessa etapa do processo, para que se ob-
tenha melhores previsões sem a necessidade de utilização de outros tipos de Redes
Neurais, realizar um aumento do número de camadas ou de épocas na fase de trei-
namento. Em uma busca excessiva pela configuração ideal da Rede, resumindo-se
a um procedimento de tentativa e erro (ATSALAKIS e VALAVANIS, 2009), o que
pode ser muito custoso e nem sempre trazer bons resultados.
Os métodos de normalização comumente utilizados são o Min-Max, o Z-score e
o Decimal. O primeiro normaliza os valores de entrada entre 0 e 1 ou -1 e 1. O
segundo normaliza os valores de acordo com sua média e desvio padrão. No último, o
ponto decimal dos valores é movido de acordo com o valor máximo absoluto da série.
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Porém, esses métodos nem sempre podem ser aplicados em séries temporais reais,
pois exigem certas premissas para que funcionem bem. Por exemplo, os métodos
Decimal e Min-Max necessitam que se saiba o valor máximo e mı́nimo em uma
série, o que nem sempre é posśıvel. O que pode ser feito é assumir que os valores
de máximo e mı́nimo estejam nos dados de treino, porém, nos dados de teste para
séries temporais, ou seja, dados futuros, podem existir valores acima ou abaixo
desses limites. Um exemplo seria uma ação variar durante um ano entre R$ 15,00
e R$ 17,00, porém futuramente atingir um valor de R$ 18,00. Para o método Min-
Max existiria um ”corte” na representação real da série ao se desnormalizar, já
que a normalização não previa esse valor fora dos limites. Portanto, ao normalizar
esse valor futuro, ele assumiria um valor de 1, representando o mesmo valor que
os R$ 17,00 do treino, e mal representando a série real. Já o Z-score pode ser
aplicado para séries estacionárias (GUJARATI, 2008; KENDALL, 1976), ou seja,
séries temporais que possuam média, variância e auto-correlação constantes ao longo
do tempo. Porém, estacionariedade não ocorre na maioria das séries temporais
do mundo real do Mercado Financeiro (TSAY, 2005), já que suas propriedades
estat́ısticas variam ao longo do tempo.
Apesar de existirem formas de transformar séries não-estacionárias em esta-
cionárias, através de manipulações matemáticas, como a diferenciação (CRYER e
CHAN, 2008), isso nem sempre é apropriado (NELSON e PLOSSER, 1982; PIERCE,
1977), pois se removem informações de longo prazo dos dados, como tendência
(OGASAWARA et al., 2010).
Uma abordagem tradicionalmente usada para resolver os problemas das técnicas
de normalização citadas anteriormente é o uso do Sliding Windows(SW) ou “janelas
deslizantes”(HAYKIN et al., 2009). Essa técnica divide a série temporal em janelas
de tamanho w, extraindo propriedades estat́ısticas de cada janela w e realizando
normalização para cada uma delas. Essa técnica funciona bem para séries tempo-
rais que possuem volatilidade uniforme ao longo do tempo (homocedásticas), porém
a maioria não a possui (TSAY, 2005), sendo chamadas de heteroscedásticas (GU-
JARATI, 2008). Seu ponto fraco é a sua baixa representatividade da volatilidade
global da série temporal, ao assumir a mesma volatilidade para cada janela w.
Eduardo Ogasawara apresentou uma técnica, a Normalização Adaptativa (AN),
que é uma variação da Sliding Windows, visando resolver o problema da repre-
sentação de volatilidade global (OGASAWARA et al., 2010). Sua principal diferença
é que a AN transforma a série em uma sequência de dados de onde estat́ısticas glo-
bais podem ser retiradas dos dados de treino e consideradas no processo de norma-
lização. Os resultados obtidos no seu artigo demonstraram que essa técnica melhora
a acurácia de uma Rede Neural tanto em curto como em longo prazo.
O Objetivo desse trabalho é apresentar propostas que tragam uma melhoria a
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essa técnica, de forma que se evite uma falha identificada para séries temporais
espećıficas, as quais possuem médias móveis de valor 0, como é o caso da série
f(x) = cosx, e também se possa aumentar a acurácia, portanto evoluindo o estado
da arte. Visa-se também aplicar essa técnica em previsões de curt́ıssimo prazo, por
minuto, enquanto no artigo a técnica é testada em modelos de previsões diárias
ou trimestrais, assim como aplicar em diferentes domı́nios (como ind́ıcio de chuvas
em uma cidade ou volume de vazões em uma hidrelétrica), e comparar com as
outras 4 técnicas de normalização citadas, além da técnica convencional de modelo
auto-regressivo (AR), integrados (I) e de médias móveis(MA), ARIMA, comumente
utilizada como baseline em trabalhos desse tipo (TSAY, 2005; SALLES et al., 2017).
1.3 Contribuições
Esse trabalho possui as seguintes contribuições:
1. Um estudo da aplicação da Normalização Adaptativa para dados por minuto,
ou seja, para aplicação em Day Trade.
2. Duas novas normalizações baseadas na Normalização Adaptativa, de modo a
corrigir sua falha relativa a médias móveis de valor nulo.
3. Estudo comparativo de desempenhos dessas duas novas normalizações com a
Normalização Adaptativa e outras normalizações presentes na literatura.
4. Análise do desempenho das novas normalizações propostas em diferentes tipos
de datasets.
1.4 Organização
Essa dissertação está organizada em 6 caṕıtulos, dos quais o presente é o primeiro
e introduz o trabalho. No caṕıtulo 2, descrevem-se os principais conceitos teóricos
envolvidos, incluindo-se o funcionamento das principais normalizações presentes na
literatura e da Normalização Adaptativa. No caṕıtulo 3 são propostas duas novas
Normalizações baseadas na Normalização Adaptativa, com o objetivo de corrigir o
problema das médias móveis nulas em séries temporais. No caṕıtulo 4, descrevem-se
os objetivos dos experimentos, assim como a metodologia utilizada, descrição dos
Datasets usados, configuração dos experimentos, métricas e tecnologia utilizada,
também exibem-se os resultados obtidos para cada Dataset, e realiza-se uma análise
dos mesmos. Enfim, no caṕıtulo 5, exibem-se as considerações finais, contribuições





Séries Temporais são observações feitas sequencialmente ao longo do tempo, ou
seja, a ordem dos dados observados é essencial, pois observações próximos são de-
pendentes de forma ordenada (WOOLDRIDGE, 2009). Muitas vezes uma série
temporal pode ser definida por uma função matemática em relação ao tempo, como
é o caso da função senoidal, representada na figura 2.1. Nesse caso considera-se que
ela possui apenas componente determińıstico.











Figura 2.1: Função Senoidal ao longo do tempo
Séries temporais do mundo real, como os preços de criptomoedas ao longo
do tempo, normalmente possuem componentes estocásticos, ou seja, componentes
aleatórios gerados por um processo estocástico. Um exemplo de representação de
uma série com componente aleatório εt está na equação 2.1, também possuindo uma
parte determińıstica. O componente estocástico introduz incerteza à série.
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Normalmente as séries temporais são analisadas a partir de seus principais mo-
vimentos como tendência, sazonalidade, variações aleatórias, dentre outras. Uma
forma que se pode classificá-las é em Séries estacionárias e não-estacionárias.
2.1.1 Séries estacionárias
São séries temporais que flutuam em torno de uma mesma média ao longo do
tempo e que suas propriedades estat́ısticas, como variância e auto correlação se
mantenham constantes. Caso ela possua componente estocástico, ou aleatório, ele
deve ser retirado de uma distribuição normal com média zero e variância finita,
dessa forma a estacionariedade continuará sendo respeitada. Um exemplo de série
estacionária é a senoidal referenciada anteriormente 2.1.
2.1.2 Séries não-estacionárias
Basicamente são as séries que não possuem padrão definido, ou seja, suas pro-
priedades estat́ısticas variam ao longo do tempo. Na Figura 2.2 está um exemplo de
série não-estacionária, que representa as cotações de fechamento por minuto dos mini
contratos de dólar Futuro para o primeiro dia do mês de Setembro de 2016. Essa
série também apresenta heteroscedasticidade, ou seja, volatilidade não uniforme ao
longo do tempo (TSAY, 2005), como se pode notar no gráfico que o peŕıodo da
manhã, entre 9:00 e 12:00, há uma volatilidade grande, enquanto no meio da tarde
a volatilidade é bem menor, entre 14:00 e 16:00.
8

















Figura 2.2: Cotação de Fechamento por minuto de Mini Contratos de Dólar Comer-
cial Futuro (WDOU16) para dia 1o de Setembro de 2016
Como a maioria das séries temporais presentes no Mercado Financeiro, ela possui
não-estacionariedade (TSAY, 2005). Obs.: a cotação do Mini contrato de dólar
Futuro é expressa em reais por US$ 1000,00, portanto 3260 representa uma cotação
de R$ 3,26 para cada dólar comercial 1.
Cabe ressaltar que apesar de existir esse conceito de estacionariedade e não-
estacionariedade, podem-se definir graus de estacionariedade. Por exemplo, uma
série pode ser classificada como fracamente estacionária se nem a média nem as
auto-covariâncias dependem do tempo, porém a variância é finita para que ainda
seja estacionária. Existe também a estacionariedade estrita, onde a distribuição
conjunta não depende do tempo (TSAY, 2005).
2.1.3 Volatilidade
Volatilidade, em termos financeiros, é o grau de variação de preço de um ativo
sobre o tempo, como medido pelo desvio padrão dos retornos logaŕıtmicos. Retorno











2.2 Redes Neurais Multicamadas (MLP)
As Redes Neurais Multicamadas ou Multilayer Perceptron (MLP) são parte de
uma classe de Redes Neurais feedforward e estão entre as mais simples das Redes
Neurais (HASTIE et al., 2009), sendo conhecida como um Aproximador Univer-
sal, ou seja, consegue representar qualquer função mensurável a qualquer grau de
acurácia desejada (HORNIK et al., 1989). Na prática, a aplicação ao mundo real
não é simples, exigindo uma busca incessante pelos melhores parâmetros (LECUN
et al., 1998; BLUM e RIVEST, 1988; GLOROT e BENGIO, 2010), dentre eles o
número de camadas, de neurônios por camada, função de ativação, assim como a
aplicação de métodos de normalização (SHANKER et al., 1996). Essa é a Rede
utilizada nesse trabalho, sendo representada a seguir na Figura 2.3 com apenas uma













Figura 2.3: Exemplo de Rede Neural MLP
Nesse trabalho, as 4 entradas representadas na Rede Neural seriam uma
sequência dos valores de fechamento de 4 minutos conhecidos e a sáıda seria o valor
previsto de fechamento no minuto seguinte. Ressaltando que as entradas estariam
devidamente normalizadas antes de serem inseridas na Rede, portanto a sáıda estaria
dentro da mesma escala de normalização.
2.3 Métodos de Normalização




O método Min-Max normaliza os valores de um atributo A de acordo com seus
valores mı́nimo e máximo, convertendo um valor original a do atributo A em a′,
como pode ser visto na equação (2.3).
a′ = (high− low) a−minA
maxA−minA
+ low (2.3)
Seu principal problema é que não se sabe os valores mı́nimo e máximo dos dados
de teste numa série temporal. Então, uma forma simples de se contornar isso é
considerar os valores mı́nimo (minA) e máximo (maxA) dos dados de treino para a
normalização, e mapear os valores nos dados de teste que estejam acima de maxA
como high e abaixo de minA como low. Essa estratégia acaba por permitir uma
perda relevante de informação e uma concentração de valores em determinadas par-
tes do intervalo normalizado (TAN et al., 2005), causando esforço computacional
maior e perda de qualidade nas previsões (OGASAWARA et al., 2010; SHALABI e
SHAABAN, 2006; SOLA e SEVILLA, 1997).











Figura 2.4: Normalização Min-Max a partir da amostra entre 9:00 e 10:30 do dia 1o
de Setembro de 2016
Na Figura 2.4 se apresenta o problema da concentração de valores em high
ou 1 devido ao “corte”causado pela limitação da amostra. A amostra (que seria
usada nos dados de treino para uma aprendizagem de Rede Neural, por exemplo)
representando as cotações de Fechamento por minuto de WDOU16 entre 9:00 e 10:30
da série temporal, visualizada na Figura 2.2, apresenta valor mı́nimo ou low para
toda a série, portanto não havendo “cortes”por baixo e sendo capaz de normalizar
sem perda de informação. Não se pode afirmar o mesmo para o valor máximo ou
high da amostra, já que existem valores superiores a ele após o peŕıodo amostral,
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causando o “corte”após se realizar a normalização Min-Max e a devida perda de
informação da série original. Em resumo, no caso dessa série temporal existem
perdas e concentração de valores em determinados pontos superiores da série, porém
não existem perdas para pontos inferiores, mas isso varia de acordo com o tamanho
da amostragem, tendência da série, entre outros fatores.
2.3.2 Z-score
Na normalização Z-score, os valores de um atributo A são normalizados de acordo
com suas média e desvio padrão, ou seja, não exige conhecimento de valores máximo
e mı́nimo da série, como no caso da normalização Min-Max. Um valor a de A é
normalizado para a′, como pode ser visto na equação (2.4) (onde µ(A) é a média do





Esse método é interessante para séries estacionárias, já que o desvio padrão e a
média se mantêm uniformes ao longo do tempo, mesmo que os valores de máximo
e mı́nimo não sejam conhecidos. Porém, não lida bem com séries não-estacionárias
pois possuem suas propriedades estat́ısticas variantes ao longo do tempo, as quais são
estudadas nesse trabalho. Como pode ser observado na Figura 2.5, ao se considerar
média e desvio padrão de diferentes partes da série amostral, a normalização traz
resultados diferentes. Esse é um problema que não ocorreria caso a série fosse
estacionária ao longo de todo o tempo observado.









Z #1 (μ=3265.34, σ=6.72)
Z #2 (μ=3272.72, σ=7.05)
Figura 2.5: Normalizações por Z-score: Z #1 utilizando média e desvio padrão
para o peŕıodo amostrado entre 9:00 e 10:30 do dia 1o de Setembro de 2016 e Z #2
utilizando média e desvio padrão para todo o peŕıodo do dia 1o de Setembro de 2016
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2.3.3 Decimal
A normalização por escala decimal realiza o reposicionamento do ponto decimal
dos valores de um atributo A de acordo com o seu valor máximo absoluto. Ou seja,
um valor a de A é normalizado para a′ ao ser dividido por 10d, como pode ser visto





Por exemplo, dados os valores 400 e 1200, o cálculo do d seria baseado no valor
máximo, ou seja, no 1200 (a), que, ao se mover o ponto decimal ficaria 0.12 (a′) e
d = 4, enquanto o valor 400 (a) ficaria como 0.04 (a′).
Esse método possui o mesmo problema que o Min-Max, pois se necessita sa-
ber o valor máximo baseado em uma amostra, sendo que existe a possibilidade de
existirem valores superiores a esse em dados de Fechamento posteriores, como está
exemplificado na Figura 2.6.









Figura 2.6: Normalização Decimal a partir da amostra entre 9:00 e 10:30 do dia 1o
de Setembro de 2016
É posśıvel observar que nesse tipo de normalização há um espectro muito pequeno
entre o valor máximo e mı́nimo pós normalizar, sendo o mı́nimo de 0.992 e máximo
de 1 (considerando a amostragem e o corte) no caso da Figura 2.6. Isso ocorre
por que os valores originais são da ordem de milhares, portanto o valor max(|a′|)




O fundamento por trás dessa técnica está em não considerar a série temporal
inteira para a normalização. Ao invés disso, se divide os dados em janelas deslizantes
de tamanho w, ou seja, janelas separadas por peŕıodos unitários, com as janelas
se sobrepondo uma a uma, como em um ato de deslizar sobre a série temporal.
Para cada janela w, apenas suas propriedades estat́ısticas são utilizadas para a
normalização (TAN et al., 2005; LI e LEE, 2009). A ideia por trás dessa abordagem
se justifica por normalmente as decisões serem tomadas baseadas em dados recentes,
no caso do Mercado de Ações, por exemplo.
Essa técnica possui a vantagem de sempre normalizar por Min-Max os dados
dentro do intervalo desejado, entre 0 e 1 ou -1 e 1, porém tem o lado negativo de
assumir que a série temporal possui volatilidade uniforme ao longo do tempo, o que
não é muito comum em séries temporais do mundo real (TSAY, 2005; GUJARATI,
2008; HULL, 2010). Na Figura 2.7, pode-se observar esse fenômeno: duas janelas,
de diferentes volatilidades originalmente, são normalizadas e ficam com a mesma
volatilidade, gerando as janelas deslizantes SW #1 normalizada a partir de um
peŕıodo com baixa volatilidade e SW #2 a partir de um com alta volatilidade, ambas
com uma janela w de 20 peŕıodos de 1 minuto. A janela SW #1 é normalizada a
partir do peŕıodo entre 9:50 e 10:10 e SW #2 a partir do peŕıodo entre 11:00 e 11:20
do dia 1o de Setembro de 2016, para observar a volatilidade de ambos peŕıodos,
basta checar na Figura 2.2.











Figura 2.7: Janelas de tamanho 20 peŕıodos normalizadas por Sliding Window : SW
#1 para o peŕıodo de baixa volatilidade entre 9:50 e 10:10 e SW #2 para o peŕıodo
de alta volatilidade entre 11:00 e 11:20 do dia 1o de Setembro de 2016
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2.4 Normalização Adaptativa
Os métodos discutidos anteriormente são relativamente eficazes em séries tem-
porais estacionárias. O método Sliding Window tenta superar as limitações dos
outros métodos, ao ser capaz de lidar com séries não-estacionárias, porém apenas
com volatilidade uniforme. Como as séries temporais estudadas nesse trabalho são
não-estacionárias com heteroscedasticidade, elas não são capazes de representá-las
corretamente após a respectiva normalização ser utilizada.
A Normalização Adaptativa (AN) apresenta uma abordagem para ser aplicada
a esse tipo de série temporal (OGASAWARA et al., 2010). Seu processo de norma-
lização pode ser subdividido em três estágios:
1. Transformar a série não-estacionária em uma sequência estacionária, criando
uma sequência de janelas deslizantes desconectadas, ou seja, não sobrepostas.
2. Remoção de Outliers.
3. Normalização dos dados.
Os dados resultantes desse processo de normalização podem ser usados para
aplicação em um método de Aprendizagem de Máquinas, como Redes Neurais. E,
obviamente, após as previsões serem feitas deve ocorrer uma desnormalização e
destransformação para que os valores previstos sejam mapeados para valores com-
pat́ıveis com o da série temporal original.
2.4.1 Transformação dos dados
A Normalização Adaptativa se utiliza de médias móveis no processo de trans-
formação, a série, originalmente não-estacionária é transformada em uma sequência
estacionária. Primeiramente, as médias móveis (CRYER e CHAN, 2008) são calcu-
ladas para a série temporal original, depois elas são utilizadas para criar uma nova
sequência estacionária, sendo divididas em janelas deslizantes desconectadas. Na
Tabela 2.1 estão os dados utilizados para exemplificar o processo de normalização.
15
Tabela 2.1: Exemplo representando os 15 minutos iniciais de abertura de mercado
do dia 1o de Setembro de 2016 para o papel WDOU16 e suas respectivas médias
móveis exponenciais de peŕıodo 5



















Médias móveis vem sendo usadas exaustivamente na área de finanças e econo-
metria (TSAY, 2005; CHATFIELD, 2004). Analistas técnicos buscam utilizá-las
para tentar identificar mudanças de tendências e padrões nas séries temporais que
representam fechamento do preço de ações, por exemplo. Também é posśıvel se iden-
tificar mudanças no comportamento da série com mais clareza, devido a redução do
efeito de rúıdo (MOON e KIM, 2007), como pode ser observado na Figura 2.8, em
que, quanto maior o número de peŕıodos utilizados para se calcular a média móvel,
menor será percept́ıvel pequenas variações da série temporal original, ou seja, me-
nor será a influência de rúıdos, porém, pior será representada com fidelidade a série
temporal original. Na 2.8, quando as Médias Móveis são calculadas por 5 peŕıodos,
a sequência EMA5 parece acompanhar mais fielmente a série temporal original, en-
quanto a EMA21 não sofre grandes efeitos dos rúıdos, seguindo a tendência da série
original de forma mais suave.
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Figura 2.8: Médias Móveis Exponenciais de 5 e 21 peŕıodos
Elas também possuem a caracteŕıstica de lidar implicitamente com a inércia
(GUJARATI, 2008). Inércia é um conceito f́ısico e matemático que representa a
resistência que um objeto oferece para mudar seu estado de movimento. Um objeto
que está em repouso tende a permanecer em repouso, ou se estiver em movimento
retiĺıneo uniforme tende a permanecer nesse estado, de acordo com a Primeira Lei de
Newton (NEWTON, 1999). Em séries temporais, a inércia é uma propriedade impor-
tante que permite lidar com o dilema da estabilidade-plasticidade (GROSSBERG,
1988). Esse dilema é uma limitação bem conhecida para redes neurais artificiais
e biológicas. Basicamente, o aprendizado em sistemas paralelamente distribúıdos
requerem plasticidade para a integração de novos conhecimentos, mas também esta-
bilidade para prevenir o esquecimento de conhecimentos anteriores (MERMILLOD
et al., 2013).
Na AN, em uma média móvel (Moving Average ou MA) de ordem k, k cor-
responde ao número de peŕıodos usados para introduzir inércia à nova sequência
estacionária. Mas convertem uma determinada sequência S em uma nova sequência
S(k), a qual representa a média de k valores consecutivos da sequência S, como pode
ser observado na Tabela 2.1. Ou seja, dada uma sequência S = {S[0], S[1], . . . , S[n]}
de tamanho n e MA de ordem k(1 ≤ k ≤ n), i-ésimo valor S(k)[i](k − 1 ≤ i ≤ n)
é definido como uma média dos valores da subsequência S[i − k + 1 : i]. No caso
exposto na Tabela 2.1, os 4 primeiros elementos da MA de ordem k = 5, não são
pasśıveis de serem computados, já que não se sabe os valores por completo da sub-
sequência composta pelos k peŕıodos anteriores da série original S, somente quando
i = (k−1)|k=5 = 4, pois assim é posśıvel realizar o cálculo da média com todos os va-
lores conhecidos da subsequência representada por S = {S[0], S[1], S[2], S[3], S[4]}.
Segundo o artigo (OGASAWARA et al., 2010), dois tipos de médias móveis po-
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dem ser usadas no processo de Normalização Adaptativa: Média Móvel Simples
(Simple Moving Average ou SMA) ou Média Móvel Exponencial (Exponential Mo-
ving Average ou EMA) (JIANG e SZETO, 2003). A SMA representa uma sequência






S[j],∀i/k − 1 ≤ i ≤ n (2.6)
Enquanto a EMA representa um sequência de médias com pesos decrescentes
exponencialmente, ou seja, pesos maiores para observações mais recentes, sendo os
pesos reduzidos por um fator de suavização α(0 ≤ α ≤ 1), normalmente calculado
com base na ordem k da EMA, da seguinte forma: α = 2
(k+1)
. Ela pode ser definida




e [i] = S[i], i = 1
α · S[i] + (1− α) · S(k)e [i− 1], i > 1
(2.7)
Se a ordem k for 5, como visto na Tabela 2.1, o α vai ter um valor aproximado
de 0.333. Como exemplo da aplicação da equação (2.7), considerando i = 5, substi-
tuindo os valores na equação, se pode calcular: S
(k)
e [5] = 0.333·S[5]+0.667·S(k)e [4] =
0.333 · 3252.0 + 0.667 · 3250.89 = 3251.26 ≡ 3251.3. Outra forma de representar a
equação (2.7) é a variante (2.8) supondo uma série infinita. Tal variação foi utilizada
no cálculo das EMAS da Tabela 2.1 e deste trabalho, podendo acarretar valores um
pouco diferentes, já que a série é finita.
S(k)e [i] =
S[i] + (1− α)S[i− 1] + (1− α)2S[i− 2] + ...+ (1− α)iS[0]
1 + (1− α) + (1− α)2 + ...+ (1− α)i
(2.8)
A comprovação de que ambas são equivalentes está na equação (2.9), caso a série
original tenha um histórico infinito. O denominador se torna uma série geométrica
com termo inicial 1 e razão 1− α.
yt =
xt + (1− α)xt−1 + (1− α)2xt−2 + ...
1
1−(1−α)
= [xt + (1− α)xt−1 + (1− α)2xt−2 + ...]α
= αxt + [(1− α)xt−1 + (1− α)2xt−2 + ...]α
= αxt + (1− α)[xt−1 + (1− α)xt−2 + ...]α
= αxt + (1− α)yt−1
(2.9)
Após realizar a criação da sequência de médias móveis, se pode transformar
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a série original não-estacionária em uma sequência estacionária dividida em jane-
las deslizantes desconectadas pela Normalização Adaptativa (OGASAWARA et al.,
2010). Dada uma sequência S de tamanho n, sua referida média móvel de ordem
k, S(k) de tamanho n − k + 1, e um tamanho de janela w, novas subsequências ri
podem ser definidas como na equação (2.10).
r[i] =
S[i, . . . , (i+ w − 1)]
S(k)[i]
,∀i/w ≤ i ≤ (n− w + 1) (2.10)
São geradas, portanto, n − w + 1 janelas deslizantes desconectadas ri. Para
cada janela, todo denominador será o mesmo (S(k)[i]). Esse fator é importante para
preservar a tendência original da série temporal e trazer a mesma inércia para todos
os valores na mesma janela. Cada janela possui w valores de entrada e um valor de
sáıda, na prática, se realiza o cálculo com o mesmo denominador para uma janela de
tamanho w + 1 para normalizar também o valor a ser previsto, quando se objetiva
treinar uma Rede Neural, por exemplo.
Na Tabela 2.2, se encontram duas janelas ri apenas contendo entradas, com ta-
manho w = 20: AN # 1 representando o peŕıodo entre 9:50 e 10:10 e AN #2 para o
peŕıodo entre 11:00 e 11:20 do dia 1o de Setembro de 2016. Janelas também chama-
das de r50 e r120, pois seu ińıcio representa o minuto 50 e 120, respectivamente,











. Nota-se o mesmo denominador para todos os
20 elementos da janela, representando a MA referente ao primeiro elemento de cada
subsequência ou janela ri. Caso se estivesse considerando também a sáıda para o
treinamento de uma Rede Neural, o denominador também seria o mesmo, mas se
consideraria um tamanho de w+1, representando a janela de entradas mais a sáıda,
o que seria tratado como previsão.
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Tabela 2.2: Exemplo de duas janelas deslizantes desconectadas ri





















O tipo de MA utilizada na AN e sua ordem irá variar de acordo com as carac-
teŕısticas de cada série temporal. No artigo, é sugerida uma técnica de ajuste de
ńıvel para todas as combinações de Tipo de MA e ordem k, a que possuir o me-
lhor ajuste para todas as janelas desconectadas é selecionada (OGASAWARA et al.,
2010). Porém, essa técnica se mostrou ineficiente e não é utilizada nesse trabalho.
2.4.2 Remoção de Outliers
A segunda etapa consiste em remover outliers (PYLE, 1999; TAN et al., 2005;
CHOY, 2001). É uma etapa importante na fase de pré-processamento e para análise
de séries temporais. O principal problema que ocorre no processo de normalização
é quando os outliers aparecem nos limites extremos de uma série temporal, levando
a valores incoerentes de máximos e/ou mı́nimos, afetando assim a estat́ıstica global
da série, afetando também a qualidade da normalização, já que alguns dados podem
se concentrar em determinados espaços do intervalo normalizado.
Para evitar esse tipo de problema, um método baseado em Box plots (TUKEY,
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1977) pode ser utilizado para remover esses elementos indesejáveis dos dados. O
método remove qualquer valor menor que o primeiro quartil (Q1) menos uma cons-
tante α multiplicado pelo valor de intervalo interquartil (IQR), e qualquer valor
maior que o terceiro e último quartil (Q3) mais α vezes o valor de intervalo inter-
quartil (IQR). Normalmente o valor adotado para α é 1.5, mas também é usado o
valor de 3.0, caso seja desejada uma remoção de outliers mais branda, removendo
apenas outliers extremos (KVANLI et al., 2006). Ou seja, todos os valores que não
estão no intervalo [Q1− α× IQR,Q3 + α× IQR] são considerados outliers.
Na AN, se qualquer valor considerado outlier estiver presente em alguma janela,
a tal é eliminada do treinamento e do conjunto de testes. A eliminação do conjunto
de testes faz-se necessária já que seria mais dif́ıcil de se prever, então, ao se formar
janelas durante os testes, pode-se decidir por eliminar as que não se encaixam.
2.4.3 Normalização dos dados
A Normalização Adaptativa utiliza o método min-max para normalizar os valores
das janelas ri no intervalo entre -1 e 1, porém de uma forma diferente do usado no
método tradicional Sliding Windows. Todas as janelas geradas ri são exploradas
para que se obtenha estat́ısticas globais, incluindo valores de máximo e mı́nimo
globais, e usar esses valores como entrada pro método de normalização min-max.
Importante ressaltar que os valores obtidos na remoção de outliers por Box plots são
considerados máximo e mı́nimo caso existam valores maiores e menores que esses
presentes em alguma janela, respectivamente. Já no método Sliding Windows, como
discutido anteriormente, são consideradas propriedades estat́ısticas para cada janela
independentemente.
A tabela 2.3 representa exemplo de duas janelas ri após realização da norma-
lização min-max, considerando os valores máximo e mı́nimo apenas do dia 1o de
Setembro de 2016. Na Figura 2.9 é posśıvel visualizar essas janelas normalizadas
por AN com EMA de ordem k = 5 e w = 20 e compará-las com as janelas norma-
lizadas com o método Sliding Windows com w = 20, representado na Figura 2.7.
Ambas estão representando os mesmos peŕıodos e as mesmas janelas a partir da série
temporal original, porém, percebe-se que os problemas observados no método SW
não se repetem no método AN. Originalmente, o peŕıodo da série temporal original
que posteriormente gera SW #1 possui uma volatilidade baixa ao se comparar com
SW #2, a qual é mantida na AN #1 em relação a AN #2. Na SW há também um
“esticamento”dos valores para cada janela para que fiquem no intervalo entre -1 e
1, enquanto na AN isso não ocorre, a volatilidade global obtida da série temporal
original é respeitada.
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Tabela 2.3: Exemplo de duas janelas ri normalizadas com a Normalização Adapta-
tiva com EMA de ordem k = 5 e w = 20 no intervalo entre -1 e 1





























Figura 2.9: Janelas de tamanho 20 peŕıodos e EMA de 5 peŕıodos normalizadas por
Normalização Adaptativa: AN #1 para o peŕıodo de baixa volatilidade entre 9:50 e
10:10 e AN #2 para o peŕıodo de alta volatilidade entre 11:00 e 11:20 do dia 1o de
Setembro de 2016
2.4.4 Desnormalização e Destransformação dos dados
Os dados transformados e normalizados resultantes do processo de Normalização
Adaptativa podem ser utilizados como entrada para um método de Aprendizagem
de Máquinas, como Redes Neurais. Após previsões serem feitas, deve ocorrer uma
desnormalização e destransformação dos dados com o objetivo de mapear as sáıdas
obtidas aos valores originais da série temporal.
Primeiramente deve-se desnormalizar min-max. Dado um atributo A, o processo
de desnormalização min-max converte um valor a′ no intervalo [low, high] a um valor




∗ (maxA−minA) + minA (2.11)
Após a desnormalização ser realizada, é necessário realizar a destransformação,
que irá converter os valores para valores similares a série temporal original. Para
isso, basta multiplicar os valores desnormalizados pelos S(k)[i] corretos, ou seja, os
que foram utilizados como denominador para cada janela agora serão usados para
destransformar a série aos valores originais.
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2.5 Modelo Auto-regressivo Integrado de Médias
Móveis (ARIMA)
ARIMA é derivada de uma composição de processos de modelagem autorre-
gressivos e de médias móveis, com a possibilidade de adição de um processo de
diferenciação preliminar (SALLES et al., 2017; BOX et al., 2013). Modelos Autor-
regressivos (AR) assumem que um valor xi de uma série temporal pode ser descrito
como um função de seus p valores passados, xi−1, xi−2, . . . , xi−p. Um modelo AR de
ordem p, AR(p), é definido na equação (2.12), onde xt é estacionária, φ1, φ2, . . . , φp
são constantes com φp 6= 0, e ωt é uma série Gaussiana de rúıdo branco (white noise)
com média zero e variância σ2ω (BOX et al., 2013).
xt = φ1xt−1 + φ2xt−2 + · · ·+ φpxt−p + ωt (2.12)
Em contrapartida, o modelo de média móvel (MA) supõe que um valor xi de uma
série temporal pode ser descrito como uma função de seus q valores de rúıdo branco
anteriores ωi−1, ωi−2, . . . , ωi−q. O modelo de Média Móvel de ordem q, MA(q), é
definido na equação (2.13), onde q é o número de atrasos das médias móveis e
θ1, θ2, . . . , θq (θq 6= 0) são parâmetros (SHUMWAY e STOFFER, 2011). O modelo
MA se difere do AR também por ser estacionário independente dos valores assumidos
pelos parâmetros θ1, θ2, . . . , θq (SHUMWAY e STOFFER, 2011).
xt = ωt + θ1ωt−1 + θ2ωt−2 + · · ·+ θqωt−q (2.13)
Esses modelos podem ser combinados, gerando o modelo Autorregressivo de
Médias Móveis (ARMA). O modelo ARMA (p, q) é definido pela equação (2.14),
onde φ(B) e θ(B) são os operadores de AR e MA, respectivamente (BOX et al.,
2013).
φ(B)xt = θ(B)ωt
φ(B) = 1− φ1B − φ2B2 − · · · − φpBp
θ(B) = 1 + θ1B + θ2B
2 + · · ·+ θqBq
(2.14)
Por fim, o modelo integrado ARMA, ou modelo ARIMA, pode ser formulado
incluindo um processo de diferenciação anterior, portanto preparado para lidar com
séries temporais não estacionárias. Então, uma série temporal xt é definida como um
modelo autorregressivo integrado de médias móveis de ordem (p, d, q) ou ARIMA
(p, d, q), representado pela equação (2.15) (SHUMWAY e STOFFER, 2011).
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φ(B)(1−B)dxt = θ(B)ωt (2.15)
Muitas vezes uma série temporal pode ter comportamentos completamente
aleatórios ao longo do tempo. Nesses casos, um modelo útil para estimar esse tipo
de série temporal é o ARIMA(0,1,0), considerado um modelo random walk with drift
(SHUMWAY e STOFFER, 2011), onde o valor de uma série temporal no tempo t
é explicado pelo valor da série no tempo t− 1, mais um movimento completamente
aleatório, representado por ωt, mais uma constante δ, chamada de drift.
Muitos artigos utilizam previsões feitas por modelos ARIMA para comparar
resultados de previsões feitas com Redes Neurais. Diversos exemplos podem ser
vistos na literatura, como comparações no mercado de previsão de vendas (YAO e
TAN, 2000), em negócios ou aplicações industriais (HO et al., 2002; GHIASSI et al.,
2005). Existem ainda muitos outros artigos que avaliam a acurácia de Redes Neurais
através do ARIMA na survey acerca do estado da arte sobre previsão com Redes
Neurais Artificiais (ZHANG et al., 1998).
Alguns experimentos foram realizados e relatados em artigos que utilizam mode-
los ARIMA na construção de sistemas de redes neurais h́ıbridos, ao se juntar os dois
conceitos. Geralmente os modelos h́ıbridos superaram ambos os modelos aplicados
separadamente (KHASHEI e BIJARI, 2011). Mesmo que o ARIMA tenha sido parte
do sistema h́ıbrido de previsão de séries temporais, ele também pode ser utilizado
como benchmark em um estudo comparativo para se ter certeza que a abordagem
h́ıbrida é satisfatória ou superior.
Para ajustar um modelo ARIMA geralmente deve-se identificar a ordem autor-
regressiva p, a ordem de diferenciação d e a ordem da média móvel q (BOX et al.,
2013). Escolher os parâmetros corretos para produzir um modelo ARIMA não é ta-
refa trivial, alguns algoritmos foram desenvolvidos para computar esses parâmetros
(HYNDMAN e KHANDAKAR, 2008; HYNDMAN e ATHANASOPOULOS, 2014).
Para este trabalho, é utilizado o pacote para linguagem R TSPred (SALLES
et al., 2017), o qual se utiliza da função auto.arima do pacote para linguagem R
forecast (HYNDMAN e KHANDAKAR, 2008). Essa função tem o objetivo de sele-
cionar um modelo ARIMA otimizado, definido pelos valores dos seus parâmetros p,
d e q, computados através de uma variação do algoritmo de Hyndman e Khandakar
(HYNDMAN e KHANDAKAR, 2008; HYNDMAN e ATHANASOPOULOS, 2014).
Os modelos, criados por esse algoritmo, gerando cada previsão, são utilizados como
baseline de comparação com os resultados das previsões feitas por Rede Neural, com
os diversos tipos de normalização utilizadas nesse trabalho.
Importante ressaltar que as previsões com ARIMA não funcionam da mesma
forma que Redes Neurais e outros métodos de aprendizagem de máquinas. Não se
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pode dividir em treino e teste, nem é preciso normalizar os dados. É necessário
usar toda a sequência de valores anteriores ao que se deseja prever como entrada
do modelo para se retirar a sáıda, a qual será a previsão. Deve-se realizar o mesmo
procedimento para cada elemento no conjunto de testes, para assim se poder com-
parar com a Rede Neural, no caso desse trabalho. Na Tabela 2.4 está exemplificado
uma previsão por ARIMA dos 10 últimos valores da série temporal representada na
Figura 2.2, os quais são considerados como conjunto de testes nesse caso.
Tabela 2.4: Previsão com ARIMA(2,1,1) dos 10 últimos minutos de mercado (17:51
















Neste caṕıtulo é apresentado o problema existente na Normalização Adaptativa
para séries com média móvel nula ao longo do tempo e duas propostas que visam
solucionar o mesmo. A primeira alternativa é realizar uma adição de constante ao
numerador e denominador no cálculo da AN, intitulada Normalização Adaptativa
Compensada. Já a segunda, utiliza a subtração em vez da divisão neste cálculo,
chamada de Normalização Adaptativa por Subtração.
3.1 O problema da AN para séries com média
móvel nula ao longo do tempo
A AN possui uma limitação ao permitir que se ocorra divisão por zero. Isso
acaba gerando valores indefinidos em casos espećıficos cuja média móvel para a
série temporal, a qual seria usada como denominador na divisão da equação (2.10)
para gerar uma janela deslizante desconectada, teria um valor nulo. A fase da AN de
remoção de outliers eliminaria as janelas nessas condições. Portanto, a normalização
ficaria prejudicada, já que determinadas janelas seriam completamente indefinidas
e, caso se desejasse realizar previsões, certas faixas de valores seriam imposśıveis de
prever devido à falta de informação causadas por essas janelas “perdidas”.
Séries que possuam médias móveis nulas somente ocorrem quando a série possui
valores negativos e positivos ao longo do tempo, permitindo assim que ambos se
anulem ao se calcular a média. Em casos espećıficos, como em séries com os valores
de fechamento no mercado de ações ou de criptomoedas, médias móveis nulas nunca
ocorrerão, já que não existem valores negativos capazes de anular os positivos exis-
tentes nessas séries temporais. Desta forma, a média móvel sempre será positiva,
não permitindo que se ocorra divisão por zero. Porém, em séries como a senoidal
e cossenoidal, é posśıvel que ocorra média móvel com valor zero em determinados
pontos da série, demonstrado na Figura 3.1, onde ocorrem os cruzamentos na linha
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pontilhada.












Figura 3.1: Exemplo de função senoidal e sua média móvel exponencial de ordem 5
(EMA5), possuindo valores nulos ao cruzar a linha pontilhada
Um outro exemplo de série pasśıvel de sofrer esse problema seria uma que re-
presentasse as variações percentuais de uma ação ou do câmbio, já que tais podem
ocorrer tanto positivamente quanto negativamente. De forma a ilustrar como ocorre
a aparição de valores nulos nas médias móveis, considera-se a série hipotética S,
representada em (3.1). Nesse caso, utiliza-se a Média Móvel Simples (SMA), com
fator de inércia k = 4 (S
(4)
s ). Portanto, é realizada uma “varredura”pela série em
agrupamentos de tamanho 4, de modo a calcular suas médias móveis.
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S = 2,−5, 6,−2, 3, 0,−1,−4, 6
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É posśıvel verificar que o agrupamento em negrito possui um resultado nulo, ou
seja, irá gerar um valor indefinido durante a realização da AN, pois será o deno-
minador da equação (2.10) para alguma janela. Se for considerada uma janela de
























= [indefinido, indefinido]︸ ︷︷ ︸
eliminada
(3.2)
A janela AN4, em destaque, obtém valores indefinidos e não poderá ser utilizada,
sendo eliminada durante o processo de remoção de outliers da AN original.
Visando solucionar essa questão, são propostas duas alterações à Normalização
Adaptativa. As soluções propostas a seguir: Normalização Adaptativa Compensada
e Normalização Adaptativa por Subtração.
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3.2 Normalização Adaptativa Compensada
A Normalização Adaptativa Compensada (ANC) adiciona uma mesma constante
ao numerador e denominador da equação (2.10), ou seja, é somada essa constante
para cada elemento da subsequência original no numerador, assim como à média
móvel no denominador. Visando simplificar os cálculos, utiliza-se o menor número
inteiro positivo como constante. A equação, então, fica como descrita em (3.3).
r[i] =
S[i, . . . , (i+ w − 1)] + 1
S(k)[i] + 1
,∀i/w ≤ i ≤ (n− w + 1) (3.3)
Ao se considerar a mesma série S, representada em (3.1), pode-se comparar como
























= [(−4 + 1)/(0 + 1), (6 + 1)/(0 + 1)] = [−3, 7]
(3.4)
Observa-se que, a ANC4 em destaque não possui mais valores indefinidos, per-
mitindo, então, que essa janela possa ser utilizada. Também, é posśıvel ver que os
valores obtidos nas normalizações são bem diferentes dos obtidos com a AN ori-
ginal, já que a ordem de grandeza da constante é a mesma dos valores originais,
portanto, influenciando significativamente nos cálculos. Se a ordem de grandeza dos
valores presentes na série original forem próximas da constante de valor 1 - como
acontece nesse caso -, a ANC irá influenciar bastante no resultado da normalização
em relação à AN original. Com a utilização da normalização Min-Max posterior, as
janelas geradas serão bem semelhantes e cumprirão com o objetivo da AN original:
representar a volatilidade em cada janela gerada.
Após a ANC ser normalizada por Min-Max, ou seja, a ANC estar realizada por
completo, vê-se que, na ANC, a normalização fica muito próxima da AN original
quando os valores originais são de ordem de grandeza bem maior que a constante
inserida. Nesse caso, mesmo antes de se realizar a normalização Min-Max, os valores
representados nas janelas já seriam muito próximos, pois a influência de somar um
valor de ordem de grandeza muito pequena a outro com uma ordem de grandeza
muito maior é despreźıvel.
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3.3 Normalização Adaptativa por Subtração
A Normalização Adaptativa por Subtração (ANS) realiza uma subtração entre o
numerador e denominador da equação (2.10). A equação, então, fica como descrita
em (3.5).
r[i] = S[i, . . . , (i+ w − 1)]− S(k)[i],∀i/w ≤ i ≤ (n− w + 1) (3.5)
Ao se considerar a mesma série S, representada em (3.1), pode-se comparar como
a ANS se comporta em (3.6).
ANS1 = [3, 0]− (S(4)s = 1) = [(3− 1), (0− 1)] = [2,−1]
ANS2 = [0,−1]− (S(4)s = 2) = [(0− 2), (−1− 2)] = [−2,−4]
ANS3 = [−1,−4]− (S(4)s = 7) = [(−1− 7), (−4− 7)] = [−8,−11]
ANS4 = [−4, 6]− (S(4)s = 0) = [(−4− 0), (6− 0)] = [−4, 6]
(3.6)
Observa-se que, a ANS4 em destaque também não possui mais valores indefi-
nidos, permitindo, então, que essa janela possa ser utilizada. Também, é posśıvel
ver que os valores obtidos nas normalizações são bem diferentes dos obtidos com
a AN original. É um comportamento esperado, já que se trata de uma operação
matemática diferente, a troca de uma operação de divisão por uma de subtração.
Assim como na ANC, com a utilização da normalização Min-Max posterior, as ja-
nelas geradas serão bem semelhantes e cumprirão com o objetivo da AN original:




Neste caṕıtulo são realizadas experimentações com os diversos tipos de Norma-
lização explicadas no caṕıtulo de Fundamentação Teórica, assim como das duas
novas propostas provenientes de adaptações na Normalização Adaptativa, cuja é
foco principal deste trabalho. Como forma de validar a aplicabilidade das norma-
lizações em diversos tipos de séries temporais, são utilizados diversos datasets de
diferentes áreas (mercado financeiro, cripto-moedas, volume de chuvas, etc.), assim
como periodicidades (por minuto, por ano, por mês, etc.).
Este caṕıtulo se organiza da seguinte forma: Primeiramente descrevem-se os ex-
perimentos a serem realizados; depois, a metodologia utilizada para validar as pro-
postas, descrevendo os datasets utilizados, configurações do experimento e métricas;
tecnologia utilizada; e resultados e análise dos experimentos.
4.1 Objetivos dos experimentos
Os experimentos tem como objetivo incrementar os que já foram realizados no
artigo que introduziu o conceito de Normalização Adaptativa (OGASAWARA et al.,
2010). Lá, foram aplicadas 5 diferentes normalizações (Min-Max, Decimal, Z-score,
Sliding Windows, Normalização Adaptativa) como parte do pré-processamento para
aplicação em uma Rede Neural, sendo todas comparadas com o método AR. Nova-
mente, são testadas as 5 normalizações citadas anteriormente, assim como as duas
novas normalizações propostas neste trabalho, todos comparadas com o baseline
ARIMA.
Importante ressaltar que os resultados obtidos para o ARIMA nesse trabalho
são bem melhores que os obtidos para o AR nos exemplos de (OGASAWARA et al.,
2010), já que nesse trabalho os parâmetros são aplicados ao ARIMA automatica-
mente a partir de uma variação do Algoritmo de Hyndman e Khandakar (SALLES
et al., 2017; HYNDMAN e KHANDAKAR, 2008; HYNDMAN e ATHANASOPOU-
LOS, 2014), enquanto para o trabalho de Ogasawara o parâmetro é fixo. Há também
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o diferencial de se testar a Normalização Adaptativa em séries temporais de peŕıodo
curto, na ordem dos minutos.
Enumeram-se, então, os seguintes experimentos e seus objetivos:
• Experimento I: Comparação entre os métodos de normalização para o dataset
de contratos MINI Dólar por minuto.
• Experimento II: Comparação entre os métodos de normalização para o dataset
de bitcoin por minuto.
• Experimento III: Comparação entre os métodos de normalização para o dataset
de volume de chuvas anuais (em mm) na cidade de Fortaleza, Ceará.
• Experimento IV: Comparação entre os métodos de normalização para o dataset
de vazões médias mensais (em m3/s) da usina hidrelétrica de FURNAS.
• Experimento V: Comparação entre os métodos de normalização para o dataset
de variações percentuais de contratos MINI Dólar por minuto.
4.2 Metodologia
Aqui se descreve a Metodologia utilizada para avaliar as propostas, incluindo
descrição dos datasets usados; configuração dos experimentos, descrição dos algorit-
mos de treinamento, arquitetura da Rede Neural, assim como parâmetros utilizados;
e descrição das métricas aplicadas.
4.2.1 Datasets
Para esse trabalho foram utilizados 5 datasets que representam diferentes séries
temporais de diferentes tamanhos. Todos os dados foram divididos em 80% para
treino e 20% para testes. Uma descrição detalhada dos datasets utilizados se encon-
tra a seguir:
• Dataset I: Representa os valores de fechamento por minuto dos contratos futu-
ros de MINI Dólar para Setembro de 2016 (código na BOVESPA: WDOU16).
Possui 10802 registros no total, os quais são posteriormente divididos entre
treino e teste, respeitando a ordem cronológica por se tratar de uma série
temporal. Os registros são referentes a cada minuto enquanto o mercado está
aberto, ou seja, entre 9:00 e 18:00, durante os dias úteis. Portanto, apenas de
segunda-feira à sexta-feira, excluindo-se feriados na cidade de São Paulo. Os
dados foram extráıdos da BM&FBOVESPA 1.
1BM&FBOVESPA. 2018. URL: http://www.bmfbovespa.com.br/pt_br/
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• Dataset II: Representa os valores de fechamento por minuto da cripto-moeda
Bitcoin para Dezembro de 2017 com valores expressos em dólar. Possui 44354
registros no total, os quais são posteriormente divididos entre treino e teste,
respeitando a ordem cronológica por se tratar de uma série temporal. Os
registros são referentes a cada minuto durante as 24h dos dias no mês inteiro
de dezembro de 2017. Para o Bitcoin não existe abertura e fechamento de
mercado, é como se ele estivesse sempre aberto, mesmo nos feriados e finais
de semana, por isso existem muito mais registros para um mês em relação a
papéis da BOVESPA. Os dados foram extráıdos da API da GDAX 2, uma
empresa que fornece ferramentas para trading de criptomoedas.
• Dataset III: Representa a quantidade de chuvas, medidas em miĺımetros, ocor-
ridas por ano na cidade de Fortaleza, Ceará, entre 1850 e 1979, totalizando 130
registros. Os dados foram retirados de uma coleção de mais de 300 datasets
de séries temporais, chamada Hipel-McLeod Time Series Datasets Collection
(HIPEL e MCLEOD, 1994).
• Dataset IV: Representa o volume de vazões médias mensais, medidas em me-
tros cúbicos por segundo, ocorridas na usina hidrelétrica de FURNAS, entre
janeiro de 1931 e dezembro de 1978, totalizando 576 registros. Esses dados
também foram retirados da coleção Hipel-McLeod Time Series Datasets Col-
lection (HIPEL e MCLEOD, 1994).
• Dataset V: Representa as variações percentuais dos valores de fechamento por
minuto dos contratos futuros de MINI Dólar para Setembro de 2016 (código
na BOVESPA: WDOU16). As variações foram computadas a partir do Da-
taset I. Possui 10801 registros no total, um a menos que o Dataset I, já que
não é posśıvel calcular a variação do primeiro fechamento, os quais são poste-
riormente divididos entre treino e teste, respeitando a ordem cronológica por
se tratar de uma série temporal. Os registros são referentes a cada minuto
enquanto o mercado está aberto, ou seja, entre 9:00 e 18:00, durante os dias
úteis, com exceção do primeiro minuto do primeiro dia, o qual não foi posśıvel
calcular a variação em relação ao dia anterior por falta de dados. Portanto,
apenas de segunda-feira à sexta-feira, excluindo-se feriados na cidade de São
Paulo.
4.2.2 Configuração dos experimentos
Como citado anteriormente, os dados são divididos em 80% para treino e 20%
para teste. Porém, dos 80% dos dados no conjunto de treino, os últimos 10% desses
2GDAX. 2018. URL: https://www.gdax.com/
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dados são utilizados como conjunto de validação, dessa forma cada dataset fica divi-
dido em 70% para treino, 10% para validação e 20% para teste, em um treinamento
com 1000 épocas. O conjunto de validação é utilizado para se verificar melhoras
no erro durante o treinamento da rede após cada época, permitindo assim utilizar
determinadas técnicas durante a fase de treinamento de modo a otimizar a rede.
Afim de se manter uma reprodutibilidade dos experimentos são fixadas 10
sementes responsáveis por gerar números aleatórios (com os seguintes valo-
res: 4395, 3129, 277, 9871, 5183, 6082, 810, 6979, 2654, 5765, todos números entre 1
e 10000 gerados de forma aleatória), além de fixar o programa para utilizar somente
uma thread, segundo as recomendações do Keras (biblioteca contendo algoritmos de
Redes Neurais utilizada) para reprodutibilidade. Essas 10 sementes são utilizadas
em cada vez que é executado algum treinamento de rede para cada experimento,
portanto gerando 10 RMSE diferentes para cada configuração, dessa forma pode-
mos obter uma média dos RMSE obtidos, diminuindo a incerteza dos resultados, ou
até mesmo plotar via boxplot. Assim, pode-se obter um resultado mais seguro de
que a Rede Neural está convergindo para os melhores resultados de acordo com a
sua configuração ou com o método de normalização aplicado, e, enfim, se realizar a
análise comparativa desejada.
Quando se treina um modelo é necessário evitar overfitting, ou seja, um sobre-
ajuste ao conjunto de dados de treino, porém ineficaz na previsão de dados novos
do teste. Existem técnicas que ajudam a evitar isso em Redes Neurais, como o
uso de Dropout (SRIVASTAVA et al., 2014), que remove aleatoriamente neurônios
da Rede para prevenir que eles se coadaptem demais, ou encerrar o treinamento
no momento que o erro no conjunto de dados de validação comece a piorar (early
stopping) (CARUANA et al., 2000; PRECHELT, 1998), assim como métodos que
introduzem penalidades aos pesos como as regularizações L1 e L2 ou soft weight
sharing (NOWLAN e HINTON, 1992). Essas regularizações são úteis para muitos
modelos e é utilizada neste trabalho a fim de melhorar os resultados e evitar over-
fitting, pois adicionam um termo de regularização, prevenindo que os coeficientes se
adéquem perfeitamente. A diferença entre as regularizações L1 e L2 é apenas que a
primeira utiliza a soma dos pesos, enquanto a segunda usa o quadrado da soma dos
pesos como termo de regularização. Nos experimentos realizados nesse trabalho, a
única técnica não utilizada é a early stopping, pois pretende-se oferecer as mesmas
condições de treinamento para todas as normalizações e datasets diferentes, ou seja,
o mesmo número de épocas fixadas para que os modelos sejam treinados.
Como entrada da Rede Neural é utilizada a quantidade de neurônios equivalente
ao tamanho da janela w. Essa janela representa a quantidade de peŕıodos ante-
riores ao que se deseja prever, ou seja, uma janela de tamanho 30, por exemplo,
representaria os 30 peŕıodos anteriores ao que se deseja prever, portanto, nesse caso,
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seriam 30 features sendo representados como 30 neurônios na camada de entrada.
Cabe ressaltar que essa metodologia se difere da aplicada em (OGASAWARA et al.,
2010), onde foi fixada a quantidade de neurônios em 3, independente do tamanho
da janela w.
O tamanho da janela w ideal, ou seja, que terá erros menores, varia de acordo
com o dataset utilizado, assim como a normalização. Já para camada oculta foi
realizada uma pesquisa emṕırica ao se variar a quantidade de camadas ocultas entre
1 e 2 e a quantidade de neurônios em cada camada entre 3, 6, 9 e 12. E a camada
de sáıda, por se tratar de um problema de regressão, possui apenas um neurônio, o
qual irá apresentar o valor previsto pela rede neural.
Utiliza-se a mesma função de ativação tanh (tangente hiperbólica), utilizada em
(OGASAWARA et al., 2010), representada na Figura 4.1, para todas as camadas.
Tal função de ativação possui como uma das caracteŕısticas uma convergência mais
rápida que seu par não-simétrico, a sigmoide loǵıstica, a qual possui um intervalo
entre 0 e 1, ou seja, limitando as sáıdas dos neurônios para essa faixa, introdu-
zindo assim um viés sistemático a esses neurônios (HAYKIN et al., 2009). Para
uma convergência mais rápida é necessário que as médias das sáıdas dos neurônios
estejam próximas de zero, o que ocorre mais facilmente com funções de ativação an-
tissimétricas, como a tanh, que possui intervalo entre -1 e 1. Por fim, quanto maior
a conectividade da Rede Neural, o aprendizado por backpropagation atinge con-
vergência mais rápido com funções antissimétricas do que não-simétricas (LECUN
et al., 1998, 1991).












Figura 4.1: Função de Ativação tanh
A fim de se evitar overfitting, uma camada de Dropout é utilizada entre a camada
de entrada e a camada oculta, com uma taxa de Dropout de 0.25, ou seja, por
exemplo, para cada 4 neurônios da camada de entrada, 1 será eliminado de forma
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aleatória em cada época. Também visando evitar overfitting e uma melhora no
erro, é utilizada a regularização L2 com taxa 0.01, a regularização L1 foi preterida
pois trouxe resultados piores em relação a L2 nos testes realizados. As taxas aqui
utilizadas foram as que obtiveram melhores resultados nos testes com o Dataset I,
as quais foram fixadas e utilizadas nos outros experimentos, de forma a manter o
mesmo padrão.
A rede foi treinada utilizando o algoritmo de otimização Adam (KINGMA e BA,
2014) com batches de tamanho 64. Utiliza-se esse algoritmo pois ele é eficiente, atin-
gindo bons resultados de forma rápida, se tornando bastante popular e recomendado
como padrão a se utilizar dentre outras opções de algoritmos de otimização do tipo
Gradiente Descendente (RUDER, 2016). Além disso, todos os pesos da rede são
inicializados utilizando a regra uniforme de Glorot (GLOROT e BENGIO, 2010),
a qual representa uma distribuição uniforme entre os limites [−limit, limit] repre-
sentados pela equação (4.1), onde fanin é a quantidade de unidades de entrada no







Para todos os experimentos são utilizados o Erro Quadrático Médio (Mean Squa-
red Error ou MSE), exibido na equação (4.2), como função de custo durante o trei-
namento. Porém, nesse trabalho é utilizada a Raiz do Erro Quadrático Médio (Root
Mean Squared Error ou RMSE), que nada mais é que a raiz quadrada do MSE,
demonstrado na equação (4.3), como métrica principal para avaliar a qualidade dos
resultados. O RMSE possui a vantagem de ser mais facilmente interpretado, já que
possui a mesma escala de unidades que os valores originais introduzidos no modelo,
sendo assim uma estat́ıstica mais direta. Ambas as técnicas visam medir a diferença
entre os valores previstos (Ŷi) pelo modelo e os valores reais presentes no conjunto
de testes (Yi). Importante ressaltar que essas métricas são dependentes de escala,
ou seja, dependem da escala dos valores de cada dataset, portanto somente é válido
comparar em valores absolutos os RMSE ou MSE para um mesmo dataset. Para se
comparar o desempenho entre diferentes datasets das técnicas de normalização uti-
lizadas, uma forma seria usar a diferença percentual entre as técnicas para se saber
o quanto uma desempenhou-se melhor que a outra, como aplicado no artigo (OGA-














(Yi − Ŷi)2 (4.3)
Como dito anteriormente, os datasets foram divididos em conjuntos de treino,
validação e teste, portanto, todas as referências aos RMSE calculados são relativos
apenas ao conjunto de testes. O conjunto de validação é utilizado apenas para
otimização do treinamento.
4.2.4 Tecnologia utilizada
Todos os experimentos foram realizados utilizando a linguagem de programação
Python 3.6, utilizando-se de diversas bibliotecas como Numpy, Pandas e Math, assim
como a biblioteca Keras 3 com backend Tensorflow (ABADI et al., 2015). Para a
construção dos gráficos foi utilizada a biblioteca Matplotlib (HUNTER, 2007).
4.3 Resultados e análise
Tendo sido apresentadas as configurações e tecnologias utilizadas para a rea-
lização dos experimentos, a seguir são demonstrados os resultados obtidos e anali-
sados pontos relevantes que foram observados.
4.3.1 Experimento I
Neste experimento utiliza-se o Dataset I - contendo os valores de fechamento por
minuto dos contratos futuros de MINI Dólar para Setembro de 2016, representado na
Figura 4.2 - para treinamento e avaliação dos resultados. Compara-se os RMSE ob-
tidos para cada uma das normalizações utilizadas como parte do pré-processamento
no treinamento da rede, assim como o RMSE obtido com o ARIMA, o qual é usado
como baseline neste trabalho.
3Keras. 2018. URL: https://keras.io/
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Figura 4.2: Dataset I, com cortes representando os conjuntos de treino, validação e
teste
Afim de se encontrar uma boa configuração de Rede Neural foi realizada uma
busca emṕırica. Variou-se ela entre 1 e 2 camadas ocultas e entre 3, 6, 9 e 12
neurônios por camada oculta, utilizando a AN original como método de normalização
durante o pré-processamento, fixando o k em 7 e o w em 8, e utilizando a Média
Móvel Exponencial (EMA), de acordo com o primeiro exemplo demonstrado no
artigo (OGASAWARA et al., 2010). Os gráficos com os boxplots representando os
10 RMSE obtidos em cada configuração estão representados nas Figuras 4.3, para
uma camada oculta, e 4.4, para duas camadas ocultas. A melhor configuração
obtida foi com apenas uma camada oculta e 12 neurônios. Porém, não há uma
grande influência nos resultados com a variação de camadas ou neurônios.
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Figura 4.3: Rede Neural com uma camada oculta para Dataset I












Figura 4.4: Rede Neural com duas camadas ocultas para Dataset I
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Após encontrar a melhor configuração da estrutura da Rede Neural dentre as
opções testadas, varia-se o fator de inércia k da MA entre 3, 8, 13, 18, 23 e 28.
Não faz sentido k menor que 2, pois seria o mesmo que não haver MA nenhuma. O
gráfico contendo as médias dos 10 RMSE obtidos para cada k pode ser visualizado
na Figura 4.5. O melhor fator de inércia k encontrado dentre as opções testadas
foi com o valor de 3. É posśıvel observar que, quanto menor o k, menores os erros
obtidos.












Figura 4.5: Desempenho da Rede Neural por fator de inércia da Média Móvel Ex-
ponencial para Dataset I
No seguinte passo, varia-se o tamanho w das janelas geradas entre 2, 7, 12, 17,
22 e 27. Não faz sentido w menor que 2, pois seria o mesmo que não haver janela
nenhuma. Esse valor representa o número de entradas ou de neurônios na camada
de entrada da Rede Neural. O gráfico contendo as médias dos 10 RMSE obtidos
para cada w pode ser visualizado na Figura 4.6. O melhor tamanho para janela w
encontrado dentre as opções testadas foi com o valor de 2. É posśıvel observar que,
quanto menor o w, menores os erros obtidos.
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Figura 4.6: Desempenho da Rede Neural por tamanho de janela para Dataset I
Tendo sido encontrada a melhor configuração, ou seja, a que obteve o me-
nor RMSE com a utilização da normalização AN original no pré-processamento,
realizam-se experimentos com os mesmos parâmetros para cada normalização des-
crita nesse trabalho, visando comparar os resultados de forma justa. Essa aborda-
gem é mais direta que a dada pela equação (??), pois compara-se logo os resultados
através dos erros obtidos utilizando o conjunto de validação ou mesmo o conjunto
de testes. Os RMSE obtidos para cada normalização, assim como o obtido com a
utilização do ARIMA, estão na Tabela 4.1. Lembrando que os RMSE representados
na tabela são a média dos 10 RMSE obtidos ao rodar os experimentos com as 10
sementes fixas anteriormente, com exceção do ARIMA, cujo resultado é único por
dataset.
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O menor RMSE obtido foi de 1.1713768, com a ANS. Pode-se perceber que
apenas esse método, ao ser aplicado junto à Rede Neural, superou o erro obtido com
o baseline ARIMA. O NN-ANS (Neural Network -ANS) se mostrou 7,46% superior
ao ARIMA, ou seja, obteve um RMSE 7,46% menor que o obtido com o baseline.
Além disso, o método proposto ANS é superior em relação ao AN em 33,91% para
esse Dataset com essas configurações.
Os outros ANs não conseguiram bater o SW em nenhum dos testes realizados
com esse Dataset, diferente do que se pode observar nos exemplos mostrados no
artigo (OGASAWARA et al., 2010), em que o AN original sempre se mostrava su-
perior tanto ao SW quanto ao ARIMA. Isso provavelmente se deve ao fato de que
os peŕıodos estão por minuto, enquanto no artigo são utilizados peŕıodos maiores,
como mensalmente ou trimestralmente, dessa forma a volatilidade é menor, o que
talvez seja mais favorável à AN. Há também o fator de que são utilizados o número
de neurônios como entrada igual ao tamanho da janela w, enquanto no artigo são fi-
xados em três, independente do w. O diferencial do método AN ou ANC para o ANS
é que a divisão de valores pelas médias móveis acaba por muitas vezes trazer resul-
tados muito próximos de 1, normalmente variando entre 0.9 e 1.1, para então serem
normalizados com o método Min-Max, já o ANS, por realizar uma subtração, gera
um intervalo bem maior, podendo até trazer valores negativos, caso a média móvel
seja superior ao primeiro elemento da janela observada. Desta forma, a normalização
Min-Max traz valores razoavelmente diferentes entre a AN e a ANS, mesmo que a
ideia por trás de ambas seja a mesma, mudando-se apenas uma parte da equação,
como visto na Tabela ??. Essas diferenças já são suficientes para melhorarem as
previsões da Rede Neural.
Ressalta-se também a importância da remoção de outliers para esse caso, já
que esse Dataset pode sofrer variações bruscas de um dia para outro, pois existem
momentos em que o mercado não está aberto. Então, não se pode operar, e os valores
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não variam nesse espaço de tempo. Esse tempo sem alteração pode gerar certos
“saltos”de valores entre o fechamento e a abertura do dia seguinte, devido à uma
demanda acumulada por vender ou comprar ativos. Normalmente, os peŕıodos de
abertura e fechamento de mercado são considerados peŕıodos de maior instabilidade
já que ocorre uma maior volatilidade e um volume de operações maior. Portanto, são
peŕıodos dif́ıceis de prever e que acabam sendo eliminados dos conjuntos de treino
e teste, graças a remoção de outliers.
Observa-se que, como no artigo (OGASAWARA et al., 2010), os algoritmos NN-
ANs, NN-SW e ARIMA são os que obtém melhores resultados. Tanto a AN quanto
a ANC, como previsto anteriormente, devido à pequena diferença entre suas nor-
malizações (Tabela ??), obtiveram erros muito semelhantes. Portanto, a solução
ANC promete resolver o problema com médias nulas da AN original, afetando sen-
sivelmente, de forma quase impercept́ıvel, os resultados que se obteriam com a AN.
Dentre os restantes, o método NN-MM se sai melhor, provavelmente por que os da-
dos de teste estão dentro do intervalo de mı́nimo e máximo obtidos do conjunto de
treino, como pode ser visto na Figura 4.2, assim não ocorrendo perda de informações
durante a normalização Min-Max. Como esperado, NN-ZS não consegue lidar bem
com séries não-estacionárias, portanto seu RMSE se destaca negativamente.
Já o NN-DS se mostrou o pior de todos, apesar de que no artigo que apresenta
a AN ele se sair razoavelmente bem nos exemplos, normalmente vindo logo atrás da
NN-SW. Isso se deve ao fato de que a NN-DS não foi capaz de convergir com esses
dados e essa configuração de rede. Isso provavelmente ocorre por que a normalização
DS, ao ser aplicada nesse Dataset espećıfico, gera valores com variações muito baixas,
por exemplo, um valor próximo do mı́nimo 3200 ficaria 0.32, enquanto um valor
próximo do máximo de 3375 ficaria 0.3375, ou seja, mesmo em extremos opostos
nesse Dataset, como pode ser visto na Figura 4.2, essa normalização acaba por não
diferenciar tanto os valores de entrada, dificultando a convergência da Rede Neural.
Concluindo, verifica-se que o método proposto ANS é o melhor método para o
Dataset I, superando tanto o baseline como o AN original. Porém, é importante
testá-lo em outros Datasets para validar a sua eficiência de forma generalizada, o
que é feito nos experimentos seguintes.
4.3.2 Experimento II
Neste experimento utiliza-se o Dataset II - contendo os valores de fechamento
por minuto da criptomoeda Bitcoin para Dezembro de 2017 com valores expressos
em dólar, representado na Figura 4.7 - para treinamento e avaliação dos resultados.
Compara-se os RMSE obtidos para cada uma das normalizações utilizadas como
parte do pré-processamento no treinamento da rede, assim como o RMSE obtido
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com o ARIMA, o qual é usado como baseline neste trabalho.














Figura 4.7: Dataset II, com cortes representando os conjuntos de treino, validação
e teste
Assim como no experimento anterior, foi realizada uma busca emṕırica para
encontrar uma boa configuração de Rede Neural. Variou-se ela entre 1 e 2 camadas
ocultas e entre 3, 6, 9 e 12 neurônios por camada oculta, utilizando a AN original
como método de normalização durante o pré-processamento, com o k = 7 e o w = 8,
e utilizando a Média Móvel Exponencial (EMA), como no experimento anterior. Os
gráficos com os boxplots representando os 10 RMSE obtidos em cada configuração
estão representados nas Figuras 4.8, para uma camada oculta, e 4.9, para duas
camadas ocultas. A melhor configuração obtida foi com apenas uma camada oculta
e 12 neurônios. Porém, não há uma grande influência nos resultados com a variação
de camadas ou neurônios.
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Figura 4.8: Rede Neural com uma camada oculta para Dataset II











Figura 4.9: Rede Neural com duas camadas ocultas para Dataset II
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Após encontrar a melhor configuração da estrutura da Rede Neural dentre as
opções testadas, varia-se o fator de inércia k da MA entre 3, 8, 13, 18, 23 e 28. O
gráfico contendo as médias dos 10 RMSE obtidos para cada k pode ser visualizado
na Figura 4.10. O melhor fator de inércia k encontrado dentre as opções testadas
foi com o valor de 3. É posśıvel observar que, quanto menor o k, menores os erros
obtidos.











Figura 4.10: Desempenho da Rede Neural por fator de inércia da Média Móvel
Exponencial para Dataset II
No seguinte passo, varia-se o tamanho w das janelas geradas entre 2, 7, 12, 17,
22 e 27. Esse valor representa o número de entradas ou de neurônios na camada
de entrada da Rede Neural. O gráfico contendo as médias dos 10 RMSE obtidos
para cada w pode ser visualizado na Figura 4.11. O melhor tamanho para janela w
encontrado dentre as opções testadas foi com o valor de 2. É posśıvel observar que,
quanto menor o w, menores os erros obtidos.
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Figura 4.11: Desempenho da Rede Neural por tamanho de janela para Dataset II
Tendo sido encontrada a melhor configuração, ou seja, a que obteve o me-
nor RMSE com a utilização da normalização AN original no pré-processamento,
realizam-se experimentos com os mesmos parâmetros para cada normalização des-
crita nesse trabalho, visando comparar os resultados de forma justa. Os RMSE
obtidos para cada normalização, assim como o obtido com a utilização do ARIMA,
estão na Tabela 4.2. Lembrando que os RMSE representados na tabela são a média
dos 10 RMSE obtidos ao rodar os experimentos com as 10 sementes fixas anterior-
mente, com exceção do ARIMA, cujo resultado é único por dataset.











O menor RMSE obtido foi de 26.4450855, com a ANS. Pode-se perceber que
apenas esse método, ao ser aplicado junto à Rede Neural, superou o erro obtido com
o baseline ARIMA. O NN-ANS (Neural Network -ANS) se mostrou 13,89% superior
ao ARIMA, ou seja, obteve um RMSE 13,89% menor que o obtido com o baseline.
Além disso, o método proposto ANS é superior em relação ao AN em 19,88% para
esse Dataset com essas configurações.
Os outros ANs não conseguiram bater o SW com esse Dataset, diferente do que
se pode observar nos exemplos mostrados no artigo (OGASAWARA et al., 2010),
em que o AN original sempre se mostrava superior tanto ao SW quanto ao ARIMA.
Isso provavelmente se deve ao fato de que os peŕıodos estão por minuto, assim como
no Experimento I, enquanto no artigo são utilizados peŕıodos maiores, como mensal
ou trimestral, dessa forma a volatilidade é menor, o que talvez seja mais favorável à
AN. Há também o fator de que são utilizados o número de neurônios como entrada
igual ao tamanho da janela w, enquanto no artigo são fixados em três, independente
do w.
Tanto a AN quanto a ANC, como previsto anteriormente, devido à pequena di-
ferença entre suas normalizações (Tabela ??), obtiveram erros muito semelhantes,
estando praticamente idênticos nos gráficos. Portanto, mais uma vez, a solução
ANC promete resolver o problema com médias nulas da AN original, afetando sen-
sivelmente, de forma quase impercept́ıvel, os resultados que se obteriam com a AN.
A remoção de outliers também é de grande importância nesse caso, já que elimina
do conjunto de treino e de teste peŕıodos de alta volatilidade, de dif́ıcil previsão,
bastante comum em criptomoedas como o Bitcoin.
Observa-se que, como no artigo (OGASAWARA et al., 2010), os algoritmos NN-
ANs, NN-SW e ARIMA são os que obtém melhores resultados. Dentre os restan-
tes, o método NN-DS se sai melhor, seguido de perto pelo NN-MM, provavelmente
por que os dados de teste estão dentro do intervalo de mı́nimo e máximo obtidos
do conjunto de treino, como pode ser visto na Figura 4.7, assim não ocorrendo
perda de informações durante a normalização Min-Max. Como esperado, NN-ZS
não consegue lidar bem com séries não-estacionárias, portanto seu RMSE se destaca
negativamente.
Concluindo, verifica-se que o método proposto ANS é, mais uma vez, o melhor
método para o Dataset II, superando tanto o baseline como o AN original. Porém, é
importante testá-lo em mais Datasets, com peŕıodos e aplicações diferentes, para va-
lidar a sua eficiência de forma generalizada, o que é feito nos experimentos seguintes.
Até então, apenas dados financeiros e por minuto foram experimentados.
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4.3.3 Experimento III
Neste experimento utiliza-se o Dataset III - contendo a quantidade de chuvas,
medidas em miĺımetros, ocorridas por ano na cidade de Fortaleza, Ceará, entre 1850
e 1979, representado na Figura 4.12 - para treinamento e avaliação dos resultados.
Compara-se os RMSE obtidos para cada uma das normalizações utilizadas como
parte do pré-processamento no treinamento da rede, assim como o RMSE obtido
com o ARIMA.

























Figura 4.12: Dataset III, com cortes representando os conjuntos de treino, validação
e teste
Assim como nos experimentos anteriores, foi realizada uma busca emṕırica para
encontrar uma boa configuração de Rede Neural. Variou-se ela entre 1 e 2 camadas
ocultas e entre 3, 6, 9 e 12 neurônios por camada oculta, utilizando a AN original
como método de normalização durante o pré-processamento, com o k = 7 e o w = 8,
e utilizando a Média Móvel Exponencial (EMA), como no experimento anterior. Os
gráficos com os boxplots representando os 10 RMSE obtidos em cada configuração
estão representados nas Figuras 4.13, para uma camada oculta, e 4.14, para duas
camadas ocultas. A melhor configuração obtida foi com apenas uma camada oculta
e 9 neurônios. Porém, não há uma grande influência nos resultados com a variação
de camadas ou neurônios.
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Figura 4.13: Rede Neural com uma camada oculta para Dataset III











Figura 4.14: Rede Neural com duas camadas ocultas para Dataset III
51
Após encontrar a melhor configuração da estrutura da Rede Neural dentre as
opções testadas, varia-se o fator de inércia k da MA entre 3, 8, 13, 18, 23 e 28. O
gráfico contendo as médias dos 10 RMSE obtidos para cada k pode ser visualizado
na Figura 4.15. O melhor fator de inércia k encontrado dentre as opções testadas
foi com o valor de 23. Esse experimento se difere dos anteriores por haver uma
diminuição do RMSE com um fator k bem maior. Isso ocorre, provavelmente por
que o dataset possui uma volatilidade enorme, fazendo-se necessária uma média
móvel que englobe uma quantidade de peŕıodos maior, de modo a capturar uma
inércia da série mais longa e mais estável ou menos variável.










Figura 4.15: Desempenho da Rede Neural por fator de inércia da Média Móvel
Exponencial para Dataset III
No seguinte passo, varia-se o tamanho w das janelas geradas entre 2, 7, 12, 17,
22 e 27. Esse valor representa o número de entradas ou de neurônios na camada
de entrada da Rede Neural. O gráfico contendo as médias dos 10 RMSE obtidos
para cada w pode ser visualizado na Figura 4.16. O melhor tamanho para janela w
encontrado dentre as opções testadas foi com o valor de 2. É posśıvel observar que,
quanto menor o w, menores os erros obtidos.
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Figura 4.16: Desempenho da Rede Neural por tamanho de janela para Dataset III
Diferentemente dos experimentos anteriores, esse Dataset tem bem menos regis-
tros, assim como sua periodicidade é outra, por ano em vez de por minuto. Portanto,
é de se esperar um comportamento diferente nos erros. Percebe-se, nas Figuras 4.15
e 4.16, uma tendência menos “comportada”ao se variar k e w. Isso se deve ao fato
de existirem poucos dados para se treinar, assim como a dificuldade de se prever, já
que os dados de chuva são por ano, e não por mês. Se fossem por mês, facilitaria
a previsão, já que existem meses em que se chove mais que os outros e vice-versa.
Enquanto uma medição por ano indica momentos de seca ou mais chuvas num prazo
longo, o que é dif́ıcil de prever mesmo com a meteorologia atual.
Tendo sido encontrada a melhor configuração, ou seja, a que obteve o me-
nor RMSE com a utilização da normalização AN original no pré-processamento,
realizam-se experimentos com os mesmos parâmetros para cada normalização des-
crita nesse trabalho, visando comparar os resultados de forma justa. Os RMSE
obtidos para cada normalização, assim como o obtido com a utilização do ARIMA,
estão na Tabela 4.3. Lembrando que os RMSE representados na tabela são a média
dos 10 RMSE obtidos ao rodar os experimentos com as 10 sementes fixas anterior-
mente, com exceção do ARIMA, cujo resultado é único por dataset.
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Através da Tabela 4.3, pode-se perceber que nenhum método obteve erro inferior
ao obtido com o baseline ARIMA. O NN-AN se mostrou 6,67% inferior ao ARIMA,
enquanto o ANS foi 8,36% pior, para essas configurações. Já o NN-SW superou todos
os outros algoritmos, com exceção do ARIMA, porém ficou a frente do NN-AN e
NN-ANC por uma diferença bem pequena.
Nesse experimento é posśıvel observar uma diferença menor entre os resultados
obtidos para todos os algoritmos. Isso provavelmente se deve ao fato de que esse
dataset possui uma estacionariedade maior que os anteriores, o que permite que
métodos tradicionais como ZS, DS e MM obtenham resultados melhores. Ou seja,
essa série temporal tem sua média ao longo do tempo e variância mais comportadas,
tanto no teste como no treino, como pode ser visto na Figura 4.12
O NN-DS se mostrou o pior de todos, porém, houve convergência da Rede Neural
nesse experimento, trazendo resultados aceitáveis e próximos dos obtidos com os
outros algoritmos. Isso provavelmente ocorre por que a normalização DS, ao ser
aplicada nesse Dataset espećıfico, gera valores com variações um pouco maiores que
no experimento anterior, por exemplo, 2500 ficaria 0.25, enquanto um valor de 500
ficaria 0.05, como pode ser visto na Figura 4.12. Essa normalização acaba por
diferenciar um pouco mais os valores de entrada, sendo suficiente para ocorrer a
convergência da Rede Neural nessas configurações.
Em conclusão, verifica-se que o método ARIMA é o melhor método para o Data-
set III. Observa-se também que os métodos NN-SW, NN-AN e NN-ANC se destacam
entre os restantes e superam até o NN-ANS, o qual havia superado todos os outros
nos experimentos anteriores. Com isso, pode-se criar a hipótese de que os métodos
NN-AN, NN-ANC, NN-ANS e NN-SW se destacam quando a série temporal é não-
estacionária ou possui um grau de estacionariedade bem baixo, como era o caso dos
Datasets I e II. Já quando o grau de estacionariedade é alto, esses métodos acabam
não tendo um desempenho satisfatório. Há também o fator de que são utilizados
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o número de neurônios como entrada igual ao tamanho da janela w, enquanto no
artigo são fixados em três, independente do w. Os datasets dos experimentos se-
guintes também possuem um grau de estacionariedade maior e servirão para validar
ou não essa hipótese.
4.3.4 Experimento IV
Neste experimento utiliza-se o Dataset IV - contendo o volume de vazões médias
mensais, medidas em metros cúbicos por segundo, ocorridas na usina hidrelétrica
de FURNAS, entre janeiro de 1931 e dezembro de 1978, representado na Figura
4.17 - para treinamento e avaliação dos resultados. Compara-se os RMSE obtidos
para cada uma das normalizações utilizadas como parte do pré-processamento no
treinamento da rede, assim como o RMSE obtido com o ARIMA.
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Figura 4.17: Dataset IV, com cortes representando os conjuntos de treino, validação
e teste
Assim como nos experimentos anteriores, foi realizada uma busca emṕırica para
encontrar uma boa configuração de Rede Neural. Variou-se ela entre 1 e 2 camadas
ocultas e entre 3, 6, 9 e 12 neurônios por camada oculta, utilizando a AN original
como método de normalização durante o pré-processamento, com o k = 7 e o w = 8,
e utilizando a Média Móvel Exponencial (EMA), como no experimento anterior. Os
gráficos com os boxplots representando os 10 RMSE obtidos em cada configuração
estão representados nas Figuras 4.18, para uma camada oculta, e 4.19, para duas
camadas ocultas. A melhor configuração obtida foi com apenas uma camada oculta
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e 6 neurônios. Porém, não há uma grande influência nos resultados com a variação
de camadas ou neurônios.











Figura 4.18: Rede Neural com uma camada oculta para Dataset IV
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Figura 4.19: Rede Neural com duas camadas ocultas para Dataset IV
Após encontrar a melhor configuração da estrutura da Rede Neural dentre as
opções testadas, varia-se o fator de inércia k da MA entre 3, 8, 13, 18, 23 e 28. O
gráfico contendo as médias dos 10 RMSE obtidos para cada k pode ser visualizado
na Figura 4.20. O melhor fator de inércia k encontrado dentre as opções testadas
foi com o valor de 28. Esse experimento se difere dos dois primeiros e se iguala ao
anterior por haver uma diminuição do RMSE com um aumento do fator k. Isso
ocorre, provavelmente por que esse dataset também possui uma forte volatilidade,
fazendo-se necessária uma média móvel que englobe uma quantidade de peŕıodos
maior, de modo a capturar uma inércia da série mais longa e mais estável ou menos
variável.
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Figura 4.20: Desempenho da Rede Neural por fator de inércia da Média Móvel
Exponencial para Dataset IV
No seguinte passo, varia-se o tamanho w das janelas geradas entre 2, 7, 12, 17,
22 e 27. Esse valor representa o número de entradas ou de neurônios na camada
de entrada da Rede Neural. O gráfico contendo as médias dos 10 RMSE obtidos
para cada w pode ser visualizado na Figura 4.21. O melhor tamanho para janela w
encontrado dentre as opções testadas foi com o valor de 22. É posśıvel observar uma
certa aleatoriedade nos resultados obtidos ao se variar w, onde apenas o tamanho de
janela w = 22 se destacou. Isso se deve a uma caracteŕıstica intŕınseca deste dataset,
onde apenas janelas com esse tamanho representam bem features necessárias para
realizar previsões melhores.
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Figura 4.21: Desempenho da Rede Neural por tamanho de janela para Dataset IV
Assim como no experimento anterior, esse Dataset tem menos registros, sua
periodicidade também é outra, por mês (no artigo do Ogasawara também há exemplo
por mês) em vez de por minuto ou ano. Percebe-se também uma sazonalidade nos
dados, já que eles são mensais e sabidamente há uma incidência maior de chuvas
durante o verão no Brasil, as quais aumentam a vazão em FURNAS nesse peŕıodo.
Tendo sido encontrada a melhor configuração, ou seja, a que obteve o me-
nor RMSE com a utilização da normalização AN original no pré-processamento,
realizam-se experimentos com os mesmos parâmetros para cada normalização des-
crita nesse trabalho, visando comparar os resultados de forma justa. Os RMSE
obtidos para cada normalização, assim como o obtido com a utilização do ARIMA,
estão na Tabela 4.4. Lembrando que os RMSE representados na tabela são a média
dos 10 RMSE obtidos ao rodar os experimentos com as 10 sementes fixas anterior-
mente, com exceção do ARIMA, cujo resultado é único por dataset.
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Através da Tabela 4.4, pode-se perceber que apenas o método ARIMA superou
todos os outros, mais uma vez.Porém, a diferença foi menor dessa vez. O NN-ANS
se mostrou 1,92% inferior ao ARIMA, enquanto o NN-AN foi 65,29% pior que o
baseline, para essas configurações, sendo o pior algoritmo junto com o NN-ANC.
Nesse experimento é posśıvel observar uma diferença menor entre os resultados
obtidos para todos os algoritmos (devido a série temporal ter um grau de estacionari-
edade maior, assim como no experimento anterior), exceto para NN-AN e NN-ANC,
que acabaram se saindo bem piores. Isso provavelmente se deve ao fato de que há
sazonalidade nos dados, e isso atrapalha o desempenho da NN-AN e da NN-ANC.
Há um exemplo no artigo em que existe a remoção de sazonalidade, justificada por
assim revelar componentes não sazonais e ser mais fácil de realizar previsões na
tendência e ciclos da série (OGASAWARA et al., 2010). Há também o fator de que
são utilizados o número de neurônios como entrada igual ao tamanho da janela w,
enquanto no artigo são fixados em três, independente do w. Já o NN-SW supe-
rou todos os outros algoritmos, com exceção do ARIMA, porém ficou a frente do
NN-ANS por uma diferença bem pequena.
Os métodos NN-MM e NN-DS se sáıram melhores entre os restantes, já que am-
bos precisam do mesmo critério para obterem bons resultados: o máximo e mı́nimo
global estar presente nos dados usados para treinamento da rede. Como se pode
observar na Figura 4.17, esse critério é atendido. O método NN-ZS aparece logo
em seguida, também por que essa série temporal tem sua média ao longo do tempo
e variância mais comportadas, tanto no teste como no treino, possuindo então um
grau de estacionariedade mais forte que nos Datasets I e II.
Em conclusão, verifica-se que o método ARIMA é o melhor método para o Data-
set IV, superando todos os outros métodos. A hipótese de que os métodos NN-AN,
NN-ANC, NN-ANS e NN-SW não se saem bem quando o grau de estacionariedade
da série temporal é alto, citada no experimento anterior, é validada. Outra ob-
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servação interessante nesse experimento é que o método ANS parece lidar bem com
séries que possuem sazonalidade, enquanto o método original AN e o proposto ANC
parecem se sair bem piores.
4.3.5 Experimento V
Neste experimento utiliza-se o Dataset V - contendo as variações percentuais
dos fechamentos por minuto dos contratos futuros de MINI Dólar para Setembro
de 2016, representado na Figura 4.22 - para treinamento e avaliação dos resultados.
Compara-se os RMSE obtidos para cada uma das normalizações utilizadas como
parte do pré-processamento no treinamento da rede, assim como o RMSE obtido
com o ARIMA.




















Figura 4.22: Dataset V, com cortes representando os conjuntos de treino, validação
e teste
Novamente, afim de se encontrar uma boa configuração de Rede Neural, foi re-
alizada uma busca emṕırica ao se variar entre 3, 6, 9 e 12 neurônios e entre 1 e 2
camadas ocultas, utilizando-se a AN original como método de normalização durante
o pré-processamento, fixando o k em 7 e o w em 8, e utilizando a Média Móvel Expo-
nencial, de acordo com o primeiro exemplo demonstrado no artigo (OGASAWARA
et al., 2010). Os gráficos com os boxplots representando os 10 RMSE obtidos em
cada configuração estão representados nas Figuras 4.23, para uma camada oculta,
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e 4.24, para duas camadas ocultas. A melhor configuração obtida foi com duas ca-
madas ocultas e 3 neurônios. Neste experimento, nota-se uma grande influência nos
resultados ao se variar o número de camadas ocultas, havendo uma diminuição de
metade do erro ao se aumentar de uma para duas o número de camadas.











Figura 4.23: Rede Neural com uma camada oculta para Dataset V
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Figura 4.24: Rede Neural com duas camadas ocultas para Dataset V
Após encontrar a melhor configuração da estrutura da Rede Neural dentre as
opções testadas, varia-se o fator de inércia k da MA entre 3, 8, 13, 18, 23 e 28. O
gráfico contendo as médias dos 10 RMSE obtidos para cada k pode ser visualizado
na Figura 4.25. O melhor fator de inércia k encontrado dentre as opções testadas
foi com o valor de 3.
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Figura 4.25: Desempenho da Rede Neural por fator de inércia da Média Móvel
Exponencial para Dataset V
No seguinte passo, varia-se o tamanho w das janelas geradas entre 2, 7, 12, 17,
22 e 27. Esse valor representa o número de entradas ou de neurônios na camada
de entrada da Rede Neural. O gráfico contendo as médias dos 10 RMSE obtidos
para cada w pode ser visualizado na Figura 4.26. O melhor tamanho para janela w
encontrado dentre as opções testadas foi com o valor de 12.
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Figura 4.26: Desempenho da Rede Neural por tamanho de janela para Dataset V
Tendo sido encontrada a melhor configuração, ou seja, a que obteve o me-
nor RMSE com a utilização da normalização AN original no pré-processamento,
realizam-se experimentos com os mesmos parâmetros para cada normalização des-
crita nesse trabalho, visando comparar os resultados de forma justa. Os RMSE
obtidos para cada normalização, assim como o obtido com a utilização do ARIMA,
estão na Tabela 4.5. Lembrando que os RMSE representados na tabela são a média
dos 10 RMSE obtidos ao rodar os experimentos com as 10 sementes fixas anterior-
mente, com exceção do ARIMA, cujo resultado é único por dataset.











Através da Tabela 4.5, pode-se perceber que, diferente de todos os outros experi-
mentos, o método NN-ZS se saiu melhor que os outros, sendo seguido de bem perto
pelos NN-MM e NN-DS, todos superando o erro obtido com o baseline ARIMA.
Os NN-SW e NN-ANS também superaram o ARIMA. O NN-ZS se mostrou 17,83%
superior ao ARIMA, enquanto o NN-ANS foi apenas 10,69% superior ao baseline.
O motivo pelo qual os métodos mais tradicionais NN-MM, NN-ZS e NN-DS
se sáıram melhores se deve ao fato de que essa série temporal é a que possui o
maior grau de estacionariedade dentre as experimentadas nesse caṕıtulo, onde esses
métodos conseguem os melhores resultados. Essa série, que originalmente é não-
estacionária, representada pelo Dataset I, obtém uma estacionariedade elevada ao
ser convertida para variações percentuais por minuto, já que a variância e média da
nova série acaba por se manter quase uniforme.
A solução NN-SW é uma solução para séries não-estacionárias, não sendo des-
taque quando a série é estacionária ou próxima disso. Já os métodos NN-AN,
NN-ANC e NN-ANS prometem resolver um problema da NN-SW, que é a não re-
presentação de volatilidade para cada janela, e também se destacam quando a série
é não-estacionária, principalmente quando ela também possui heteroscedasticidade.
O que não é o caso para essa série.
Os algoritmos NN-AN e NN-ANC são os únicos que obtiveram resultados piores
que o ARIMA, provavelmente por que as médias móveis se aproximam de zero em
diversos pontos. Já que essas normalizações realizam divisão, com as médias móveis
como denominador, podem gerar janelas com valores muito grandes e outras bem
pequenas, gerando uma faixa de valores bem extensa para serem normalizada entre
-1 e 1, o que pode prejudicar as previsões. Há também o fator de que são utilizados
o número de neurônios como entrada igual ao tamanho da janela w, enquanto no
artigo são fixados em três, independente do w
A NN-ANC se saiu extremamente pior que todos os outros pois a constante
definida para esse método foi o menor número inteiro posśıvel: o valor 1. Como
foi destacado no Caṕıtulo 3, para datasets que possuam valores muito baixos, como
é o caso do Dataset V, essa constante influencia fortemente nos cálculos da ANC,
tornando-se quase despreźıveis os valores presentes na série temporal em relação a
essa constante. Uma solução seria utilizar uma constante que possua uma ordem
de grandeza menor que o elemento com menor ordem de grandeza presente na série
temporal. Desse modo a influência da constante seria mı́nima e já resolveria o
problema a que esse método se propõe, não permitir divisões por zero.
Ressalta-se também a importância da remoção de outliers para esse caso, já
que esse Dataset pode sofrer variações bruscas de um dia para outro, pelos mesmos
motivos destacados para o Experimento I.
Concluindo, verifica-se que o método NN-ZS é o melhor método para o Data-
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set V, seguido de perto pelo NN-MM e NN-DS, superando tanto o baseline como
o AN original e os dois métodos propostos. Mais uma vez, valida-se a hipótese
de que os métodos propostos produzem os melhores resultados em séries temporais
não-estacionárias e com heteroscedasticidade, comuns no mercado financeiro. Para
séries temporais com um grau maior de estacionariedade eles possuem bons resul-
tados, porém não se destacam. Isso comprova que o método AN pode ser utilizado,
trazendo resultados relevantes, porém, para obter destaque depende da estacionari-




Neste caṕıtulo são apontadas as conclusões obtidas com esse trabalho, discor-
rendo brevemente sobre o problema encontrado, as propostas apresentadas, resulta-
dos obtidos, contribuições e ideias de trabalhos futuros.
5.1 Considerações
Neste trabalho foi abordado o problema das médias nulas para a Normalização
Adaptativa (AN) proposta por Eduardo Ogasawara (OGASAWARA et al., 2010),
utilizada em séries temporais. Sua proposta consiste em utilizar médias móveis e
janelas deslizantes, para depois realizar uma normalização Min-Max global sobre
todas as janelas deslizantes desassociadas geradas. Porém, quando a série temporal
possuir médias nulas ao longo do tempo, a AN ficaria prejudicada, pois geraria
valores indefinidos durante sua normalização. Duas propostas baseadas na AN foram
sugeridas para solucionar essa questão.
Essas propostas foram comparadas em experimentos diversos com a AN original,
assim como com outros tipos de normalização, ao serem assocadas à uma Rede
Neural para realização de previsões em séries temporais.
5.2 Contribuições
Em vista do problema observado das médias móveis nulas para a Normalização
Adaptativa, esse trabalho sugere duas novas propostas: Normalização Adaptativa
Compensada (ANC) e Normalização Adaptativa por Subtração (ANS). A primeira
sendo praticamente igual à AN original, apenas adicionando uma constante ao nu-
merador e ao denominador, portanto, solucionando o problema das médias móveis
nulas e trazendo resultados muito próximos dos obtidos com a AN original, como
pode ser visto nos experimentos, em exceção do último cuja série possúıa valores
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com ordem de grandeza menor que a constante. Já a segunda altera a forma como
é realizado o cálculo na AN original, utilizando subtração em vez de divisão, dessa
forma os resultados ficam bem diferentes dos obtidos com a AN ou a ANC, sendo
que, em apenas um dos experimentos, a ANS não superou a AN ou ANC.
Entretanto, tanto a AN original, como as ANS e ANC propostas exigem uma
busca de parâmetros ideais: o tamanho de janela w e a ordem da média móvel k,
as quais dependem de cada Dataset utilizado. Apesar de as outras normalizações
associadas a uma NN também sofrerem certa influência devido ao tamanho da janela
w, elas sofrem bem menos que as ANs, e não sofrem influência alguma da ordem
k das médias móveis, simplesmente por que elas não se utilizam de médias móveis.
A única influência da ordem k é no sentido de eliminar alguns poucos registros do
Dataset se eles tiverem que ser calculados e isso, caso o Dataset seja pequeno, pode
influenciar significativamente nos resultados. Se o Dataset já tiver todas as médias
móveis originalmente, portanto, sem que haja a necessidade de cálculo dos mesmos,
não haveria influência alguma nas outras normalizações além das ANs.
Como forma de contribuição também foram aplicados experimentos a Datasets
com peŕıodos menores, na ordem dos minutos, assim como peŕıodos maiores, na or-
dem dos anos. Também foram analisadas os comportamentos das normalizações em
diferentes graus de estacionariedade e heteroscedasticidade. Ou seja, esse trabalho
apresentou uma soma ou continuação dos experimentos realizados por Ogasawara
(OGASAWARA et al., 2010).
5.3 Trabalhos futuros
Dentre possibilidades de pesquisas futuras, uma delas poderia ser utilizar mais
features como entradas da Rede Neural, como valores de abertura, máximo, mı́nimo
e volume para papéis do mercado financeiro (todas devidamente normalizadas com
os diferentes métodos de normalização), além dos valores de fechamento que foram
usados de forma exclusiva nesse trabalho para os Datasets financeiros (Mini contrato
de dólar e Bitcoin).
Aplicações em outros Datasets, de diferentes domı́nios, assim como Datasets
maiores, que exigiriam um poder computacional maior. Também seria interessante
encontrar formas mais rápidas de achar os parâmetros ideais, além da tentativa
e erro, que é uma forma muito custosa e que seria inviável para Datasets muito
grandes.
Seria interessante também realizar uma simulação de compra e venda de papéis
no mercado financeiro se utilizando das previsões realizadas com os métodos de
normalização presentes nesse trabalho, como uma forma de comparação na eficiência
dos métodos, além da já realizada por RMSE.
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Os experimentos realizados nesse trabalho foram todos com as mesmas confi-
gurações de Rede Neural MLP, com apenas uma ou duas camadas intermediárias.
Um trabalho futuro interessante seria aplicar esses métodos para Redes mais pro-
fundas (com maior número de camadas), assim como outros diferentes tipos de Rede
Neural (LSTM, Convolucional, entre outras).
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citation.cfm?id=93025.93033>.
GLOROT, X., BENGIO, Y. “Understanding the difficulty of training deep feed-
forward neural networks”. In: Teh, Y. W., Titterington, M. (Eds.), Proce-
edings of the Thirteenth International Conference on Artificial Intelligence
73
and Statistics, v. 9, Proceedings of Machine Learning Research, pp. 249–
256, Chia Laguna Resort, Sardinia, Italy, 13–15 May 2010. PMLR. Dis-
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