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Abstract 
 
This paper considers the general problem of optimal timing of the exchange of the sum of n Ito-diffusions for 
the sum of m others (e.g., the optimal time to exchange a geometric Brownian motion for a geometric mean 
reverting process). We first contribute to the literature by providing analytical sufficient conditions and 
necessary conditions for optimal stopping (i.e. sub- and super- sets of the stopping region) for some sub-cases 
of the general problem. We then exhibit a connection between the problem of finding sufficient conditions for 
optimal stopping and linear programming. This connection provides a unified approach which does not only 
allow to recover previous analytically determinable subsets of the stopping region, but also allows to 
characterize (more complex) subsets of the stopping region that do not have an analytical expression. In the 
particular case where all assets are geometric Brownian motions, this connection gives us new insights. In 
particular, it simplifies the expression of the subset of the stopping region identified by Nishide and Rogers 
(2011). Our numerical examples finally confirms the good behavior of the candidate investment rule 
introduced by Gahungu and Smeers (2011) for this particular case, which seems to comfort a conjecture that 
their rule might be optimal. 
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1 Introduction
A basic generic problem encountered in quantitative finance is the determination of the
right time to exchange uncertain assets. For example, this problem is encountered in
pricing and optimal exercise of American securities. It is also encountered in the theory
of investment under uncertainty. The related mathematical model is optimal stopping,
and here we consider optimal stopping problems inspired by the following particular
type of exchange: Suppose an investor willing to optimally exchange an asset having
a reverting trend for an asset having an explosive trend. When is the right time to
proceed to such exchange? Thus in the type of exchange we consider there are several
assets and they have different continuous dynamical properties.
1.1 Mathematical setup
The mathematical framework is the following. Let (Ω,F ,P) be a given probability
space and Xx(t, ω) : Ω×<+ → <n+m be a (n+m)-dimensional Ito-diffusion starting at
x ∈ <n+m. We require that each component of X satisfies a one-dimensional stochastic
differential equation (SDE) of the form{
dXi(t, ω) = µi(Xi)dt+ σi(Xi)dBi(t, ω)
Xi(0, ω) = xi a.s. Px
i = 1, . . . , n+m, (1)
where Bi : Ω×<+ → < is a one dimensional Brownian motion on (Ω,F ,P) for each i =
1, . . . , n+m. We note ρij = corr(Bi,Bj) the correlation between two driving Brownian
motions. We often use the following less explicit notationXx(t, ω) = X(t, ω) = Xt(ω) =
Xt when working on the entire vector X (and not on a specific component). If we work
on a specific component, say Xj , of X we write Xxj (t, ω) = Xj(t, ω) = Xj(t) = X
t
j .
Throughout the paper, x, t and τ will always refer to initial position, time and random
time respectively. Let Ex denotes the expectation w.r.t. the probability law Px generated
by the stochastic process Xx(t, ω) since its departure from x, and S the set of stopping
times. This paper aims at characterizing the stopping region of the discounted optimal
stopping problem:
Problem 1 (The (n,m) exchange).
τ?(x, ω) = arg sup
τ∈S
Ex
[
e−rτg(Xτ )
]
, (2)
g(x) ,
n∑
i=1
xi −
n+m∑
j=n+1
xj . (3)
In the terminology of optimal stopping problems, g : <n+m → < is called the reward
function. Given a stopping rule τ the value Ex[e−rτg(Xτ )] is called the performance
of τ and the optimal performance Ex[e−rτ?g (Xτ?)] is called the value function. The
stopping region of Problem 1 is noted Sn,m.
The numbers n andm respectively indicate the numbers of income and cost streams.
In finance, Problem 1 is referred to as the optimal exercise of a perpetual n+m basket
option or as the optimal exchange of m assets for n others (that we abbreviate by
the generic term (n,m) exchange). We use the two terminologies depending on the
circumstances. We define the sets I , {1, . . . , n} (the indices of the income streams)
and J , {n + 1, . . . , n + m} (the indices of the cost streams) in order to use the
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notational shortcut g(x) ,
∑
I xi −
∑
J xj . Abusing notation, we write XI , (Xi, i ∈
I) = (X1, . . . , Xn) and XJ , (Xj , j ∈ J) = (Xn+1, . . . , Xn+m).
Let us stress that Xt(ω) : Ω × <+ → <n+m is a multi-dimensional diffusion thus
a vector of possibly different one-dimensional diffusions. In practice, Problem 1 can
serve as a mathematical model for an investor who exchanges assets having different
continuous dynamical properties. An example is the (1, 2) exchange where the price
X1 follows a geometric Brownian motion while the total cost is the sum of a standard
Brownian motion with drift X2 and a Schwartz process X3. The fact that the consid-
ered problem has heterogeneous stochastic processes makes that Sn,m may have a very
pathological shape. To the best of our knowledge, there is still no literature treating
multi-asset optimal stopping problem with heterogeneous assets. We suspect this is due
to the high intractability of multi-asset optimal stopping problems: even in the homoge-
neous case where all assets are geometric Brownian motions, the stopping region of the
problem is not exactly identifiable, only approximations (subsets and supersets of the
stopping regions) are available (see Section 2.1). In this paper, arguments developed for
this particular case are adapted to more general exchanges, so as to determine similar
approximations.
1.2 Structure of the paper
The paper is structured as follows. Section 2 summarizes what we know on optimal
exchange of geometric Brownian motions and introduce the reward decomposition tech-
nique which is the main ingredient of several of our results. Section 3 gives the class of
Ito diffusions for which our results are valid.
Sections 4 and 5 give analytical sufficient conditions for optimal stopping of Problem
1. Section 4 gives a general result which is a starting point, but we motivate that this
sufficient condition may be too strong in exchange problems involving several geometric
Brownian motions. In Section 5 we give finer results for two particular cases of this
type.
In Section 6 we connect systematically the problem of determining a sufficient condi-
tion for optimal stopping (with respect to a certain reward decomposition) with the one
of determining the emptiness of a polyhedron. In other words, we formulate sufficient
conditions as Px 6= ∅ ⇒ x ∈ Sn,m with Px a polyhedron.
Section 7 gives necessary conditions for optimal stopping and a Table summarizing
the results. Section 8 gives numerical examples and Section 9 concludes.
2 Background
2.1 A particular case: assets are geometric Brownian motions
The aforementioned particular instance of Problem 1 where the process X in (1) is a
n+m dimensional geometric Brownian motion
X0 = x; dXi(t, ω) = µiXi(t)dt+ σiXi(t)dBi(t, ω) (4)
with i = 1, . . . , n + m and µi, σi ∈ <n+m+ is interesting. It remains unsolved so far,
but several authors provided partial results. Since one of these previous works will
provide the main material to work on the general problem and that we will provide
new insight on this particular case, we give a brief overview of properties regarding this
homogeneous configuration.
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I. The value function is linearly homogeneous and convex (see Olsen and Stensland,
1992). Consequently the stopping region Sn,m is a convex set.
II. The problem is solvable in the case n = m = 1 (see McDonald and Siegel, 1986):
if Xi and Xj are two geometric Brownian motions the stopping region of
sup
τ∈S
Exi,xj
[
e−rτ
(
Xτi −Xτj
)]
(5)
is given by
S1,1 =
{
(xi, xj) ∈ <2+ : xi ≥ γijxj
}
where
γij ,
β+ij
β+ij − 1
(6)
β±ij ,
(
1
2
− µij
σ2ij
)
±
√√√√(1
2
− µij
σ2ij
)2
+
2(r − µj)
σ2ij
(7)
σ2ij , σ2i − 2ρijσiσj + σ2j (8)
µij , µi − µj (9)
(recall that ρij , corr(Bi,Bj) = E (dBi · dBj) /dt).
III. For problems of higher dimensions, there is today no exact characterization of
the stopping region: known results either identify (strict) sub- and super- sets
of its optimal stopping region (see Olsen and Stensland, 1992, Hu and Øksendal,
1998 and Nishide and Rogers, 2011) or they provide a candidate stopping rule but
cannot guarantee its optimality (see Gahungu and Smeers, 2011). These results
are precisely the following.
(a) Nishide and Rogers (2011) prove the sufficient condition for optimal stopping:
Sn,m ⊃ S−n,m (10)
with
S−n,m , conv
⋃
i∈I
j∈J
Aij
 (11)
where
Aij ,
{
x ∈ <n+m+ |xi ≥ γijxj , xk = 0 for k 6= i, j
}
, (12)
conv(A) stands for the convex hull1 of the set A and γij is given by (6). This
result extends sufficient conditions derived for (1,m) and (n, 1) exchanges by
1 The convex hull conv(S) of a set S is
conv(S) ,
(
nX
i=1
cixi
˛˛˛˛
˛
nX
i=1
ci = 1 ; xi ∈ S and ci ≥ 0 ∀i = 1, . . . , n, ∀n ∈ N
)
.
Following this definition, (11) is equivalent to
S−n,m =
8><>:
X
i∈I
j∈J
cijxij
˛˛˛˛
˛ X
i∈I
j∈J
cij = 1 ; xij ∈ Aij and cij ≥ 0 ∀i, j ∈ I, J
9>=>; .
3
Olsen and Stensland (1992) to more general (n,m) exchanges. However the
mechanics used to prove the general result or the two particular cases are not
alike.
To obtain sufficient conditions for optimal stopping of the (1,m) and (n, 1)
exchanges, Olsen and Stensland (1992) rely on a reward decomposition ar-
gument that will be exposed in the next section. In contrast, the proof of
(10) relies on the following simple argument: it is clear that Sn,m contains
all the Aij ’s for i ∈ I and j ∈ J , thus it contains
⋃
i∈I,j∈J Aij . Since Sn,m is
convex (see I.) and conv(
⋃
i∈I,j∈J Aij) is the smallest convex set containing⋃
i∈I,j∈J Aij , then (10) holds.
Note finally that it is generally not trivial to characterize convex hulls. There
exist efficient algorithms to find the vertices of the convex hull of a finite
set of points, but the problem here is to characterize the convex hull of a
finite union of polyhedra. The simple use of the definition of convex hull1
does not allow one to merely determine whether a given x ∈ <n+m+ belongs
to S−n,m, except in (1,m) and (n, 1) exchanges for which Sn,m has an easily
computable analytic expression. Nishide and Rogers (2011) do not elaborate
on that caveat. In this paper we will prove (10) by a reward decomposition
argument, thereby providing a tractable method to verify whether a given
point x ∈ <n+m+ belongs to S−n,m or not.
(b) Nishide and Rogers (2011) identify the necessary condition for optimal stop-
ping
Sn,m ⊆ S+n,m(Xu, Xv) (13)
with
S+n,m(Xu, Xv) ,
{
x ∈ <n+m+ :
γv1x1 + . . .+ γvnxn ≥ γvu
(
xn+1
γn+1,u
+ . . .+
xn+m
γn+m,u
)}
(14)
for any geometric Brownian motionXu andXv. This result extends necessary
conditions for optimal stopping derived for (1,m) and (n, 1) exchanges by Hu
and Øksendal (1998) to more general (n,m) exchanges.
(c) Gahungu and Smeers (2011) propose a candidate stopping region
S =
{
x ∈ <n+m+ : x1 ≥ x1(x2, . . . , xn+m)
}
(15)
where x1(·) : <n+m−1+ → <+ is a closed-form determinable function (we
omit to give its expression in the interest of space; see Gahungu and Smeers,
2011, Proposition 3). They prove that x1(·) is linearly homogeneous. Unlike
(11) and (14), x1(x−1) depends on inter-price and inter-cost correlations (ρij
for i, j ≤ n and ρij for i, j > n, respectively). Needless to say the optimal
investment rule should involve these correlations. On the numerical examples
they study, they always find
S−n,m ⊂ Sn,m ⊂ S+n,m(Xu, Xv). (16)
Moreover, the performance associated to Sn,m is never lower than the perfor-
mance associated to S−n,m and S+n,m(Xu, Xv). It provides a higher performance
in exchange problems with strong inter-price or inter-cost correlations. De-
spite these encouraging findings, there is no proof of the optimality of x1(·)
which is left as an open research issue.
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2.2 The reward decomposition technique
In this paper, we mainly exploit an idea used by Olsen and Stensland (1992) to obtain
sufficient conditions for optimal stopping for (1,m) and (n, 1) exchanges of geometric
Brownian motions. This argument is referred to as the reward decomposition technique
throughout the paper. It will be used with a view to determining sufficient conditions
and necessary conditions for optimal stopping of more general problems.
The substance of the reward decomposition technique is as follows. Decompose
additively the reward g(x), i.e. write g(x) =
∑d
i=1 gi(x) for some chosen family of
functions gi, i = 1, . . . , d. Call Si the stopping region of supτ∈S Ex[gi(Xτ )] for i =
1, . . . , d. It follows from the inequality
sup
τ∈S
Ex[g(Xτ )] ≤
d∑
i=1
sup
τ∈S
Ex[gi(Xτ )] (17)
that
x ∈
 ⋂
i=1,...,d
Si
⇒ x ∈ Sn,m.
Of course, the implementation of this mechanism to effectively work out sufficient con-
ditions for optimal stopping is a little more complex and probably easier to expose
through an example. Let us consider the problem originally treated by Olsen and
Stensland (1992), i.e. the (1,m) exchange of geometric Brownian motions.
Example 1 (The (1,m) exchange of GBMs). Consider the (1,m) exchange of geometric
Brownian motions. We have in mind the reward decomposition
g(x) = x1 − x2 − . . .− xm+1 =
m+1∑
i=2
(cix1 − xi) ,
m+1∑
i=2
gi(x) (18)
for any c such that
∑m+1
i=2 ci = 1.
i) Let x ∈ <1+m+ . Suppose there exists (c2, . . . , cm+1) ∈ <m+ such that
m+1∑
i=2
ci = 1, (19)
cix1 ≥ γ1jxj j = 2, · · · ,m+ 1. (20)
Then using the decomposition (18), (17) yields
sup
τ
Ex[g(Xτ )] ≤
d∑
i=1
sup
τ∈S
Ex[gi(Xτ )] = g(x) (21)
thus it is optimal to stop at x.
ii) We now try to construct a condition on x such that there exists a (c2, . . . , cm+1) ∈
<m+ satisfying (19) and (20). Define the candidate
c˜j = γ1jxj/x1, j = 2, . . . ,m
c˜m+1 = 1−
m∑
j=2
c˜j .
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Then if c˜m+1x1 ≥ γ1,m+1xm+1—which turns out to be equivalent to the condition
x1 ≥ γ12x2 + . . .+ γ1,m+1xm+1 (22)
derived by Olsen and Stensland—the candidate c˜ is such a c and it is optimal to
stop.
We see in Example 1 that the obtained sufficient condition corresponds to the chose
decomposition (i.e. to the decomposition of g in the gi’s, i = 1, . . . , d). Moreover the
decomposition has to be done “intelligently”; in a fashion allowing one to compute Si
for all i = 1, . . . , d. In general, the decomposition implies a dimension reduction (in
Example 1, gi(x) = gi(x1, xi) = cix1 − xi only depends on two components of the
basket) so that we loose some interaction information when using (17) (in Example 1,
Eq. (21) we have Ex[gi(Xτ )] = E(x1,xi)[gi(Xτ )]). Thus, in general, sufficient conditions
derived by a decomposition argument do not depend on the entire correlation matrix
of the problem. Therefore they are typically too strong (not necessary).
A critical part of Example 1 is the step ii), i.e. the determination of the analytic
condition on x ensuring that there exists a function gi(x)—in the considered class of
decomposition function given by (18)—such that x ∈ (⋂i=1,...,d Si). We see that for
certain problem configurations and reward decompositions—e.g. the (1,m) and (n, 1)
exchange of geometric Brownian motions—one is able to analytically characterize sub-
sets of the stopping region. A first part of this paper will provide similar analytic
sufficient conditions for optimal stopping for heterogeneous baskets.
In practice however, analytic characterization of the stopping region is not necessary.
Traders observe in real time the current value x of assets of their portfolios, thus an
algorithmic method determining whether immediate stopping (at x) is optimal might
be sufficient. In Example 1, one may not have (22) but simply check if, given a point
x ∈ <1+m+ , there exists a c ∈ <m+ such that (19) and (20) hold. In other words, if the
polyhedron
Px =
{
c ∈ <m+
∣∣∣∣ ∑m+1j=2 cj = 1,cjx1 ≥ γ1jxj j = 2, . . . , 1 +m
}
, (23)
is not empty then it is optimal to stop at x. This expression of the sufficient condition
is referred to as the LP formulation of condition (22). Needless to say the problem of
determining whether a polyhedron is empty or not is easily handled by linear optimiza-
tion solvers. Furthermore, note that this algorithmic approach remains applicable for
more complex exchange configurations or more elaborated reward decomposition, cases
for which one cannot hope finding analytical sufficient conditions.
For instance, the (n,m) exchange of geometric Brownian motion leads to the suffi-
cient condition (10) which requires to characterize a convex hull which has no analytic
expression. One particular contribution of this paper is to show that an alternative
proof of (10) can be obtained via the reward decomposition technique. In other words
there exists an LP formulation of the convex hull S−n,m (see Proposition 6) which turns
out to be the most useful characterization of S−n,m in practice. Finally, regarding exer-
cise of heterogeneous baskets, this algorithmic approach provides sufficient conditions
for optimal stopping which are less strong than their analytic analogs (see e.g. Section
8.4).
Taking stock of this characterization of the reward decomposition technique, the
structure of the paper can be restated more clearly as follows. We thus recall it here.
Section 3 gives the class of Ito diffusions for which our results hold. In Section 4 we
give a general analytic sufficient condition for optimal stopping. This condition can be
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refined for some cases where the basket contains several geometric Brownian motions;
these refined sufficient conditions are given in Section 5. In Section 6 we systematically
formulate sufficient conditions in the form Px 6= ∅ ⇒ x ∈ Sn,m for polyhedras Px
more general than (23). We also come back to optimal exercise of baskets of geometric
Brownian motions and find that the sufficient condition (10) derived by Nishide and
Rogers (2011) can also be obtained via the reward decomposition technique; the latter
being easier to use in practice. Section 7 gives a necessary condition for optimal stopping
and a table summarizing the results, Section 8 gives numerical examples and Section 9
concludes.
3 Call and put class of diffusions
This section gives the class of Ito diffusions for which our results are valid. To each
Xi, i ∈ I (resp. Xj , j ∈ J) is associated the Problem 2 (resp. Problem 3) of optimal
exercise of a perpetual call (resp. put) of exercise price k ∈ <+.
Problem 2 (Perpetual American call option on X, of strike k).
τ?(x, ω) = arg sup
τ∈S
Ex
[
e−rτ (Xτ − k)
]
(24)
Problem 3 (Perpetual American put option on X, of strike k).
τ?(x, ω) = arg sup
τ∈S
Ex
[
e−rτ (k −Xτ )
]
(25)
In the following, Problem 2 (resp. Problem 3) is simply noted [X−k] (resp. [k−X])
and its stopping region S[X−k] (resp. S[k−X]). The results on Problem 1 presented in
Sections 4 and 7 do not rely on analytic arguments (on path properties and stochastic
differential equations of processes XI and XJ) but on geometric comparisons between
Sn,m, S[Xi−k], i ∈ I and S[k−Xj ], j ∈ J . The only sufficient condition for these results
to hold is that for all i ∈ I and for all j ∈ J , Problem 2 on Xi and Problem 3 on Xj
are “well defined” in the following sense.
Definition 1 (C class for Ito diffusions). X belongs to the Call class—and we note
X ∈ C—if and only if there exists a unique invertible function CX(·) : <+ → < such
that, ∀k ∈ <+, S[X − k] = {x ≥ CX(k)}.
Definition 2 (P class for Ito diffusions). X belongs to the Put class—and we note
X ∈ P—if and only if there exists a unique invertible function PX(·) : <+ → < such
that, ∀k ∈ <+, S[k −X] = {x ≤ PX(k)}.
The key notion in the definition of the C and P classes is the invertibility of the
trigger function. If X ∈ C, then CX : <+ → < is such that ∀x ∈ Im(CX), there exists
a unique k ∈ <+ such that CX(k) = x. Thus there exists C−1X : Im(CX) → <+ s.t.
k = C−1X (x). In other words, for any x belonging to Im(CX), one can find a strike k
such that x belongs to the frontier of the stopping region.
The following examples show that the classes C and P are not too restrictive. They
both contain at least the following four processes: the standard Brownian motion, the
geometric Brownian motion, the geometric mean reverting process and the Schwartz
processes.
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Example 2 (X is a Brownian motion with drift). Suppose that
dXxt (ω) = µdt+ σdBt(ω), t ≥ 0 (26)
whose solution is trivially Xt = x + µt + σBt(ω). It is easy to show that S[X − k] =
{x ≥ k + 1/a+} with a+ > 0 (resp. S[k − X] = {x ≤ k + 1/a−} with a− < 0) where
a± = −µ±
√
µ2 + 2σ2r. Thus, X ∈ C and X ∈ P.
Example 3 (X is a geometric Brownian motion.). If Xt(ω) is the (µ, σ) geometric
Brownian motion
dXxt (ω) = µXtdt+ σXtdBt(ω), t, x ≥ 0 (27)
and 0.5σ2 < µ < r, the solution of Problem 2 (resp. Problem 3) is S[X−k] = {x ≥ γ+k}
for γ+ > 1 (resp. S[k −X] = {x ≤ γ−k} for γ− < 1) with
γ± =
β±
β± − 1 (28)
where
β± =
(
1
2
− µ
σ2
)
±
√(
1
2
− µ
σ2
)2
+
2r
σ2
(see McDonald and Siegel, 1986). Thus, X ∈ C and X ∈ P.
For these two examples, the trigger function is linear in k. This is not the case in
general as illustrated in the two following examples.
Example 4 (X is a Schwartz process). If Xt(ω) is the Schwartz process
dXxt (ω) = η
(
X¯ − logXt
)
Xtdt+ σXtdBt(ω), t, x ≥ 0 (29)
then S[X − k] = {x ≥ t+(k)} (resp. S[k − X] = {x ≤ t−(k)}) for a certain t+(k)
(resp. t−(k)) which is not analytically computable. However, it is not hard to show that
t+(k) (resp. t−(k)) is unique and continuous and increasing in k (see Boyarchenko and
Levendorskii, 2007, Chapter 14). Thus, X ∈ C and X ∈ P.
Example 5 (X is a geometric mean reverting process). If Xt(ω) is the geometric mean
reverting process
dXxt (ω) = η
(
X¯ −Xt
)
Xtdt+ σXtdBt(ω), t, x ≥ 0 (30)
then S[X − k] = {x ≥ t+(k)} (resp. S[k −X] = {x ≤ t−(k)}) for a certain t+(k) (resp.
t−(k)) which is not analytically computable. However, there exist values of the param-
eters η, X¯ and σ for which t+(k) (resp. t−(k)) is unique, continuous and increasing
in k (see Metcalf and Hassett, 1995 and Dixit and Pindyck, 1994). Thus, X ∈ C and
X ∈ P.
4 Sufficient conditions for optimal stopping: a general re-
sult
4.1 The general result
The first main result of this paper is a sufficient condition for optimal stopping of
Problem 1.
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Proposition 1 (Sufficient condition for optimal stopping - general case). Assume
1. Xi ∈ C, ∀i ∈ I
2. Xj ∈ P,∀j ∈ J .
Then
Sn,m ⊇ S−−n,m ,
{
x ∈ <n+m :
∑
I
C−1i (xi) ≥
∑
J
P−1j (xj)
}
. (31)
Proof. The proof follows from the equality∑
I
Xi −
∑
J
Xj =
∑
I
(Xi − ci) +
∑
J
(cj −Xj)
for any c ∈ <n+m+ s.t. ∑
I
ci −
∑
J
cj = 0. (32)
Using this decomposition, the proof follows the reward decomposition technique.
i) Let x ∈ <n+m. Suppose there exists c ∈ <n+m+ such that (32) holds and
xi ≥ Ci(ci) ∀i ∈ I, (33)
xj ≤ Pj(cj) ∀j ∈ J. (34)
Then x ∈ Sn,m since (using the decomposition)
sup
τ∈S
Ex
[
e−rτ
(∑
I
Xτi −
∑
J
Xτj
)]
= sup
τ∈S
Ex
[
e−rτ
(∑
I
(Xτi − ci) +
∑
J
(cj −Xτj )
)]
≤
∑
I
sup
τ∈S
Ex
[
e−rτ (Xτi − ci)
]
+
∑
J
sup
τ∈S
Ex
[
e−rτ (cj −Xτj )
]
=
∑
I
(xi − ci) +
∑
J
(cj − xj) = g(x).
ii) It remains to find a condition on x such that one can find a c such that (32), (33)
and (34) hold. Here we need the invertibility of Ci, i ∈ I and Pj , j ∈ J . Define a
candidate c˜ for c by
c˜i , C−1i (xi) i ∈ I \ {1}
c˜j , P−1j (xj) j ∈ J
c˜1 ,
∑
J
c˜j −
∑
I\{1}
c˜i.
If x1 ≥ C1(c˜1) i.e. if x1 ≥ C1
(∑
J P
−1
j (xj)−
∑
I\{1}C
−1
i (xi)
)
which is in fact (31),
then the candidate c˜ is such a c. Consequently, x ∈ Sn,m, which completes the
proof.
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The equation (31) is a sufficient condition for optimal stopping for Problem 1: for
any x ∈ <n+m such that (31) holds, it is optimal to stop immediately and collect the
reward g(x) =
∑
I xi −
∑
J xj . This condition is however not necessary i.e. it could
have been optimal to stop sooner.
The next result explains how the subset S−−n,m of the stopping region Sn,m shifts
under the transformation g(x) =
∑
I xi −
∑
J xj → g˜(x) =
∑
I uixi −
∑
J ujxj , for ui,
uj > 0. This result will turn out to be useful later on.
Corrolary 1. Under the assumptions 1. and 2. of Proposition 1, the stopping region
Sun,m of the problem
τ?(x, ω) = arg sup
τ∈S
Ex
[
e−rτ
(∑
I
uixi −
∑
J
ujxj
)]
with ul > 0 for l ∈ I ∪ J satisfies
Sun,m ⊇ Su−−n,m ,
{
x ∈ <n+m :
∑
I
uiC
−1
i (xi) ≥
∑
J
ujP
−1
j (xj)
}
. (35)
Proof. The proof follows easily from the linear homogeneity of the reward function. For
all i ∈ I, if ui 6= 0, supτ∈S Ex[(uiXτi − k)e−rτ ] = ui supτ∈S Ex[(Xτi − k/ui)e−rτ ]. Thus,
S[uiXi − k] = S[Xi − k/ui] = {xi : xi ≥ Ci(k/ui)}. Define now C˜i(·) , Ci(·/ui) whose
inverse given by C˜−1i (·) = uiC−1i (·) is clearly well defined. Use the same arguments on
supτ∈S Ex[(k − ujXτj )e−rτ ] to define P˜j(·) , Pj(·/uj) with P˜−1j = ujP−1j (·), ∀j ∈ J .
Following the proof of Proposition 1 having replaced Ci by C˜i and Pj by P˜j leads to
(35).
Example 6. For the two assets case
τ?(x, ω) = arg sup
τ∈S
Ex
[
e−rτ (u1Xτ1 − u2Xτ2 )
]
,
Corollary 1 gives the sufficient condition
Su−−1,1 =
{
x ∈ <2 : u1C−11 (x1) ≥ u2P−12 (x2)
}
. (36)
4.2 The basket only contains GBMs - Part 1
Consider baskets exclusively composed of geometric Brownian motions. In this partic-
ular case, Proposition 1 takes the following form.
Corrolary 2 (Sufficient condition for optimal stopping - Basket of GBMs). Assume
that the basket exclusively contains geometric Brownian motions i.e. that Xl satisfies
(27) for all l ∈ I ∪ J . Note γl the γ defined by (28) associated to the GBM Xl. Then
∀i ∈ I, Ci(k) = γ+i k, ∀j ∈ J , Pj(k) = γ−j k and
Sn,m ⊇ S−−n,m ,
{
x ∈ <n+m+ :
∑
I
xi
γ+i
≥
∑
J
xj
γ−j
}
. (37)
Recall that we know from Nishide and Rogers (2011) than in this particular case
the optimal stopping region Sn,m also satisfies
S−n,m ⊂ Sn,m ⊆ S+n,m(Xu, Xv) (38)
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where S−n,m and S+n,m(Xu, Xv) are respectively given by (10) and (14), with Xu and Xv
two arbitrary geometric Brownian motion processes. The following result relates S−−n,m
to S−n,m for particular values of n and m.
Proposition 2. S−−1,m ⊆ S−1,m and S−−n,1 ⊆ S−n,1.
Proof. Since S1,1 = {x ∈ <2+ : x1 ≥ γ12x2} and S−−1,1 ⊆ S1,1 one has γij ≤ γ+i /γ−i .
Defining
Bij ,
{
x ∈ <n+m+ : xi ≥
γ+i
γ−j
xj , xk = 0 for k 6= i, j
}
(39)
one has Bij ⊆ Aij , i ∈ I, j ∈ J . But in the two particular cases where n = 1 or m = 1
one has S−−n,m = conv(
⋃
i∈I,j∈J Bij) which leads to
S−−n,m = conv
⋃
i∈I
j∈J
Bij
 ⊆ conv
⋃
i∈I
j∈J
Aij
 = S−n,m.
It is difficult to work out such result for general values of n andm because the convex
hull of ∪I,JAij is not easy to manipulate algebraically. But we strongly suspect that
S−−n,m ⊆ S−n,m because a reward decomposition by a sum of perpetual call and put options
excessively relaxes the problem when the basket only contains GBMs: it overlooks the
entire correlation matrix of the problem. In contrast, the decomposition of the reward by
a sum of two assets exchange options incorporates the correlations between the prices
and the costs (but excludes inter-price or inter-cost correlations). The next section
precisely presents two particular configurations of the general (heterogeneous) problem
for which one can find an analytic sufficient condition for optimal stopping which is
better than S−−n,m, i.e. for which one can improve upon Proposition 1.
5 Sufficient conditions when the basket contains GBMs -
Two particular cases
Proposition 1 is based on a reward decomposition aimed at comparing the stopping
region of the considered problem with a region constructed from stopping regions of
one-dimensional optimal stopping problems. This decomposition does not use the in-
formation on the interaction between the processes but allows to treat any basket con-
taining several types of stochastic processes. Now, if the basket contains several GBMs,
Proposition 1 can be refined by decomposing the reward function as a sum of call and
put options on assets that are not GBMs and two dimensional exchange options on
assets that are GBMs.
In the following, we assume that the basket contains GBMs as well as other Ito
diffusions of the C and P classes. We write I = I1 ∪ I2, J = J1 ∪ J2 where the index 1
denotes GBM assets, i.e. that Xl is a GBM if and only if l ∈ I1 ∪ J1. We will also note
XI1 and XJ1 the components of XI and XJ that are GBMs, i.e. XI1 = {Xi, i ∈ I1},
XJ1 = {Xj , j ∈ J1}. To harmonize notation, we use the convention that µi0 and σi0
(resp. µ0j and σ0j) are computed using µj = σj = 0 (resp. µi = σi = 0) in the definitions
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(9) and (8) of µij and σij . Using µi0 and σi0 (resp. µ0j and σ0j) we define naturally β±i0
and γi0 (resp. β±0j and γ0j) using (6) and (7). Thus if asset i is a GBM, we have
Ci(k) = γ+i k = γi0k
and (in the following we use the equality β−ij = 1− β+ji, which is simple to show)
Pj(k) = γ−j k =
(
β−j0
β−j0 − 1
)
k =
(
1− β+0j
−β+0j
)
k =
1
γ0j
k.
In other words γ+i = γi0 and γ
−
j = 1/γ0j . We establish accurate sufficient conditions
for optimal stopping for two particular configurations of the problem that are special
cases of the (1,m) and (n, 1) exchange, respectively.
Proposition 3 (Sufficient condition for optimal stopping - (1,m) exchange of a mix
for a GBM). Assume
1. n = 1 and I1 6= ∅, J1 6= ∅ (there is only one income and this income is a GBM);
2. Xj ∈ P, ∀j ∈ J2.
Then S1,m ⊇ S−1,m ⊇ S−−1,m with
S−1,m ,
x ∈ <1+m : x1 ≥∑
J1
γ1jxj + γ10
∑
J2
P−1j (xj)
 . (40)
Recall that we defined the set S−n,m by (11) for basket exclusively composed of GBMs
and arbitrary values of n and m. In Proposition 3 we have I2 = ∅ by assumption while
J2 may or may not be empty. If J2 = ∅ in (40) we recover the sufficient condition for
optimal stopping obtained by Olsen and Stensland (1992) (see Example 1) which is (11)
with n = 1. Thus (40) is an extension to hybrid exchanges of the set S−n,m defined by
(11) for the GBM case.
Proof. Use the decomposition:
X1 −
∑
J
Xj =
∑
J
(pjX1 −Xj) =
∑
J1∪J2
(pjX1 −Xj)
with ∑
J
pj = 1. (41)
i) Fix x ∈ <1+m. Suppose there exists p ∈ <m+ such that (41) holds with
pjx1 ≥ γ1jxj ∀j ∈ J1,
pjC
−1
1 (x1) = pjx1/γ10 ≥ P−1j (xj) ∀j ∈ J2. (42)
where (42) comes from Example 6, Eq. (36). It is easy to see that x belongs to
S1,m.
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ii) It remains to determine under which conditions one can construct such a p ∈ <m+ .
Choose a particular t ∈ J1 and define a candidate p˜ for p by:
p˜j ,
γ1jxj
x1
, ∀j ∈ J1 \ {t}
p˜j ,
P−1j (xj)
(x1/γ10)
, ∀j ∈ J2
p˜t , 1−
∑
J1∪J2\{t}
p˜j .
If p˜tx1 ≥ γ1txt i.e. if1− ∑
J1\{t}
γ1jxj
x1
−
∑
J2
γ10
P−1j (xj)
x1
x1 ≥ γ1txt,
which is equivalent to
x1 ≥
∑
J1
γ1jxj + γ10
∑
J2
P−1j (xj),
then the candidate p˜ is in fact such p, and x ∈ S1,m. We have proved S1,m ⊇ S−1,m.
It follows from γij ≤ γ+i /γ−j = γi0γ0j that S−1,m ⊇ S−−1,m, which completes the proof.
The same argument can be used to prove the following result for (n, 1) exchanges.
Proposition 4 (Sufficient condition for optimal stopping - (n, 1) exchange of a GBM
for a mix). Assume
1. m = 1 and I1 6= ∅, J1 6= ∅ (there is only one cost and this cost is a GBM);
2. Xi ∈ C, ∀i ∈ I2.
Then Sn,1 ⊇ S−n,1 ⊇ S−−n,1 with
S−n,1 ,
x ∈ <n+1 : xn+1 ≤∑
I1
xi
γi,n+1
+
1
γ0,n+1
∑
I2
C−1i (xi)
 .
Propositions 3 and 4 will turn out useful in Section 7 where necessary conditions for
optimal stopping will be derived.
6 Sufficient conditions when the basket contains GBMs -
The general case
6.1 Difficulties
In Section 4 we provided a general sufficient condition for optimal stopping S−−n,m (Sub-
section 4.1, Proposition 1) but claimed that this condition is probably too strong if
the basket only contains GBMs (Subsection 4.2). In Section 5 we gave finer sufficient
conditions S−1,m ⊇ S−−1,m and S−n,1 ⊇ S−−n,1 for particular configurations of (1,m) and (n, 1)
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exchanges of baskets containing GBMs. We now show that such analytical refinement
of Proposition 1 is difficult to provide for general (n,m) exchanges.
Having in view the determination of a weakest sufficient condition for optimal stop-
ping, it is intuitive to consider the decomposition∑
I
Xi −
∑
J
Xj =
∑
I,J
(cijXi − dijXj) (43)
subject to the conditions ∑
J cij = 1 i ∈ I,∑
I dij = 1 j ∈ J,
(44)
and to try to determine a sufficient condition following the reward decomposition tech-
nique. We apply the usual two steps approach.
i) Let x ∈ <n+m. Suppose there exists c, d ≥ 0 s.t.
cijxi ≥ γijdijxj i ∈ I1, j ∈ J1,
cijxi ≥ dijγi0P−1j (xj) i ∈ I1, j ∈ J2,
cijC
−1
i (xi) ≥ dijγ0jxj i ∈ I2, j ∈ J1,
cijC
−1
i (xi) ≥ dijP−1j (xj) i ∈ I2, j ∈ J2.
(45)
Then x ∈ Sn,m since (using the decomposition)
sup
τ∈S
Ex
[
e−rτ
(∑
I
Xτi −
∑
J
Xτj
)]
≤
∑
k,l=1,2
∑
i∈Ik
∑
j∈Jl
sup
τ∈S
Ex
[
e−rτ
(
cijX
τ
i − dijXτj
)]
=
∑
k,l=1,2
∑
i∈Ik
∑
j∈Jl
(cijxi − dijxj)
=
∑
I
xi −
∑
J
xj = g(x).
ii) It remains to find the positive c and d satisfying conditions (44) and (45) for
x ∈ <n+m. Note that it is no longer possible to simply fix n + m− 1 components
of x and deduce a condition on its last component to derive c and d.
We could not complete the step 2 of the reward decomposition technique. Thus we
failed to provide an analytic sufficient condition for optimal stopping. Is it really a
problem? Not from the practical perspective. Given the current value x ∈ <n+m of
assets of its portfolio, the trader only needs an efficient method to determine whether
or not he should stop at x. Adopting this point of view—which does not focus on
determining an analytic representation of the subset of the stopping region—one can
exploit the reward decomposition technique to its maximum effect.
6.2 Linear programming as a remedy
Given some x ∈ <n+m+ , linear programming can be used to determine whether or not
there exists some positive c, d satisfying the conditions (44) and (45). The problem
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boils down to verify whether the polyhedron
Px =

(c, d) ∈
<n×m+ ×<n×m+
∣∣∣∣∣∣∣∣∣∣∣∣
∑
J cij = 1 i ∈ I∑
I dij = 1 j ∈ J
cijxi ≥ γijdijxj i ∈ I1, j ∈ J1
cijxi ≥ γi0dijP−1j (xj) i ∈ I1, j ∈ J2
cijC
−1
i (xi) ≥ dijγ0jxj i ∈ I2, j ∈ J1
cijC
−1
i (xi) ≥ dijP−1j (xj) i ∈ I2, j ∈ J2

(46)
is not empty. Needless to say the problem of determining if a polyhedron is empty or
not is solved by linear optimization algorithms. We are thus able to characterize a new
subset of the stopping region using linear programming.
Proposition 5 (A LP formulation of the sufficient condition for optimal stopping). Let
x ∈ <n+m and Px be the polyhedron defined by (46). Then Px 6= ∅ ⇒ x ∈ Sn,m. In
other words, defining SLP−n,m , {x ∈ <n+m : Px 6= ∅} we have Sn,m ⊇ SLP−n,m .
Proof. See the part i) of the reward decomposition technique, page 14.
Recall that we defined S−n,m
• by (11) for exercise of an (n,m) basket of geometric Brownian motions;
• by Proposition 3 (resp. Proposition 4) for exercise of a particular (1,m) (resp.
(n, 1)) heterogeneous basket.
It is clear from Example 6 that if I2 = J2 = ∅ then SLP−n,m = S−−n,m. We can also make
the following straightforward observation.
Corrolary 3 (SLP−n,m = S−n,m in two particular problem configurations).
1. If I1, J1, J2 6= ∅ and I2 = ∅ then SLP−1,m = S−1,m.
2. If I1, I2, J1 6= ∅ and J2 = ∅ then SLP−n,1 = S−n,1.
Proof. We only prove the first point; the proof of the second being similar. If n = 1,
then the decomposition “(43) subject to (44)” simplifies to
∑
I,J (cijXi − dijXj) =∑
J (c1jX1 − d1jXj) =
∑
J (c1jX1 −Xj) subject to
∑
J c1j = 1 which is the decom-
position used to prove Proposition 3.
6.3 The basket only contains GBMs - Part 2
In particular, if we apply Proposition 5 to a (n,m) basket of GBMs, we have a sufficient
condition for optimal stopping:
Example 7 ((n,m) exchange of GBMs). Assume that the basket only contains geometric
Brownian motions. By putting I2, J2 = ∅ in (46) we have
Px =
 (c, d) ∈ <n×m+ ×<n×m+
∣∣∣∣∣∣
∑
J cij = 1 i ∈ I∑
I dij = 1 j ∈ J
xicij ≥ γijdijxj i ∈ I, j ∈ J
 (47)
and Sn,m ⊇ SLP−n,m where SLP−n,m , {x ∈ <n+m : Px 6= ∅}.
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In fact, it turns out that in this case SLP−n,m = S−n,m. In other words, using the reward
decomposition technique on the decomposition (43), one can prove that the convex
hull S−n,m defined by (11) is a subset of the true stopping region Sn,m. The reward
decomposition technique is thus a unified method to obtain sufficient conditions for
optimal stopping.
Proposition 6 (SLP−n,m = S−n,m for baskets of geometric Brownian motions). Assume
that the basket only contains geometric Brownian motions. Then S−n,m = SLP−n,m . In
other words (47) is a LP representation of S−n,m in the geometric Brownian motion
case.
To prove Proposition 6, we will need an auxiliary result. We made the observation
that it is not easy to determine whether a given point x ∈ <n+m+ belongs to S−n,m =
conv(
⋃
i∈I,j∈J Aij) using simply the definition of the convex hull. In fact, a non trivial
result due to Balas (1998) gives a linear programming representation of the convex hull
of the union
⋃
i Pi of polyhedras of the form Pi , {x : M ix ≥ bi, x ≥ 0} with x and
bi vectors and M i a matrix. In our particular case, this result takes the following very
simple form:
Lemma 1 (Balas LP representation of S−n,m).
S−n,m = conv
⋃
i∈I
j∈J
Aij

=
x ∈ <
n+m
∣∣∣∣∣∣∣∣∣
x =
∑
i∈I
j∈J
ξij , ξij ∈ <n+m
ξiji − γijξijj ≥ 0, i ∈ I, j ∈ J
ξijk = 0, i ∈ I, j ∈ J, k 6= i, j
ξij ≥ 0, i ∈ I, j ∈ J
 .
Proof. See Balas (1998), Theorem 2.1.
Lemma 1 is of considerable use in practice. It becomes very simple to check whether
a given point x ∈ <n+m belongs to S−n,m: it suffices to check whether the polyhedron
Px ,
ξ
ij , i ∈ I, j ∈ J
∣∣∣∣∣∣∣∣∣
x =
∑
i∈I
j∈J
ξij ξij ∈ <n+m
ξiji − γijξijj ≥ 0, i ∈ I, j ∈ J
ξijk = 0, i ∈ I, j ∈ J, k 6= i, j
ξij ≥ 0, i ∈ I, j ∈ J
 (48)
is empty or not, which can be done easily using any optimization solver. If Px 6= ∅
then x ∈ S−n,m. Let us stress that the particular structure of the sets Aij considerably
simplifies the LP representation of the convex hull.2 In Lemma 1 we in fact have
ξij ∈ Aij , i ∈ I, j ∈ J so that one can concisely write
S−n,m =
x ∈ <n+m
∣∣∣∣∣x = ∑
i∈I
j∈J
ξij , ξij ∈ Aij
 = coni
⋃
i∈I
j∈J
Aij

2Only the i-th and j-th components of points of Aij are non zeros. Aij is stable under addition and
stable under multiplication by a positive scalar.
16
where coni(S) denotes the conical hull3 of a set S (to write the last equality, we have
used stability of Aij under addition and multiplication by a positive scalar). Thus we
also have
Corrolary 4.
S−n,m = conv
⋃
i∈I
j∈J
Aij
 = coni
⋃
i∈I
j∈J
Aij
 .
We are now ready to prove Proposition 6.
Proof.
1. We first prove that x ∈ SLP−n,m ⇒ x ∈ S−n,m. Assume x ∈ SLP−n,m . Then Px 6= ∅
with Px defined by (47). Thus taking any (c, d) ∈ Px, we can define the family of
vectors {ξij ∈ <n+m, i ∈ I, j ∈ J} by
ξiji = cijxi
ξijj = dijxj
ξijk = 0 ∀k 6= i, j.
It is simple algebra to prove that the family of vectors {ξij ∈ <n+m, i ∈ I, j ∈ J}
belongs to Px which is therefore not empty. Thus x ∈ S−n,m.
2. We then prove x ∈ S−n,m ⇒ x ∈ SLP−n,m . Assume x ∈ S−n,m. Then Px 6= ∅ with Px
defined by (48). Thus taking any ξ ∈ Px, we can define the two matrices {cij},
{dij} ∈ <n×m by
cij = ξ
ij
i /xi if xi 6= 0,
cij = 0 if xi = 0,
dij = ξ
ij
j /xj if xj 6= 0,
dij = 0 if xj = 0.
It is simple algebra to prove that the defined family c and d belong to Px which
is therefore not empty. Thus x ∈ SLP−n,m .
To sum up, we have proved that the reward decomposition technique is a unified
method to obtain sufficient conditions for optimal stopping:
1. For very general exchange problems, it allows to numerically characterize a subset
of the stopping region through linear programming (e.g. Propositions 5 and 6);
2. When this subset of the stopping region is analytically determinable, it provides
its analytic expression (e.g. Example 1 and Propositions 1, 3, 4).
The next section is devoted to the second type of characterization of the stopping
region: we now want to determine a necessary condition for optimal stopping i.e. a set
containing the stopping region Sn,m.
3The conical hull coni(S) of a set S is defined by
coni(S) ,
(
nX
i=1
cixi
˛˛˛˛
˛xi ∈ S, ci ∈ < and ci > 0 ∀i = 1, . . . , n, ∀n ∈ N
)
.
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7 Necessary conditions for optimal stopping
This section provides necessary conditions for the optimal stopping Problem 1. The
result is inspired by works of Hu and Øksendal (1998) and Nishide and Rogers (2011) and
is obtained from the following reasoning. Suppose that x belongs to the stopping region
of supτ∈S Ex [
∑
I Xi −
∑
J Xj ]. Introduce two arbitrary chosen geometric Brownian
motions Xu and Xv. If it is optimal to simultaneously proceed to the two exchanges
1. exchange of Xv for
∑
J Xj ;
2. exchange of
∑
I Xi for Xu;
then, since it is optimal to exchange
∑
J Xj for
∑
I Xi, it is necessarily optimal to
exchange immediately Xu for Xv.
Proposition 7 (Necessary condition for optimal stopping).
1. Assume that the stochastic vector X(t, ω) ∈ <n+m satisfies the usual conditions:
(a) either I1, J1 6= ∅, or I1, J1 = ∅;
(b) ∀i ∈ I2, Xi ∈ C;
(c) ∀j ∈ J2, Xj ∈ P.
2. In addition, choose two arbitrary geometric Brownian motions Xu and Xv, possibly
correlated.
Then Sn,m ⊆ S+n,m(Xu, Xv) with
S+n,m(Xu, Xv) ,
{
x ∈ <n+m+ :
∑
I1
γuixi + γu0
∑
I2
P−1i (xi)
≥ γuv
∑
J1
xj
γjv
+
1
γ0v
∑
J2
C−1i (xj)
}. (49)
Note that we defined the set S+n,m by (14) for basket exclusively composed of GBMs
and that we recover (14) in Proposition 7 if I2 = J2 = ∅. Thus (49) is an extension to
hybrid exchanges of the set S+n,m defined by (14) for the GBM case.
Proof. Let us recall that the stopping region of a discounted time homogeneous optimal
problem supτ∈S Ex[e−rτg(Xτ )] is noted S[g]. Since Xu and Xv are both GBMs, we have
S [Xu −Xv] = {xu, xv ∈ <+ : xv ≥ γuvxv} . (50)
By Propositions 3 and 4, we also have
S
[∑
J
Xj −Xv
]
⊇ S−m,1 ,
xv ≤∑
J1
xj
γjv
+
1
γ0v
∑
J2
C−1j (xj)
 (51)
S
[
Xu −
∑
I
Xi
]
⊇ S−1,n ,
xu ≥∑
I1
γuixi + γu0
∑
I2
P−1i (xi)
 . (52)
i) Suppose x ∈ Sn,m.
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ii) Choose any geometric Brownian motion Xv. Define
Sv ,
{
(x, xv)
∣∣∣∣x ∈ Sn,m , (x, xv) ∈ S−m,1} .
Using the reward decomposition technique, it is easy to prove that if (x, xv) ∈ Sv,
then (x, xv) ∈ S[
∑
I Xi −Xv]: If (x, xv) ∈ Sv then
sup
τ∈S
Ex,xv
[
e−rτ
(∑
I
Xτi −Xτv
)]
= sup
τ∈S
Ex,xv
[
e−rτ
(∑
I
Xτi −
∑
J
Xτj
)
+ e−rτ
(∑
J
Xτj −Xτv
)]
≤ sup
τ∈S
Ex
[
e−rτ
(∑
I
Xτi −
∑
J
Xτj
)]
+ sup
τ∈S
Ex,xv
[
e−rτ
(∑
J
Xτj −Xτv
)]
≤
(∑
I
xi −
∑
J
xj
)
+
(∑
J
xj − xv
)
=
∑
I
xi − xv.
iii) Now take any geometric Brownian motion Xu. Define
Su,v ,
{
(xu, x, xv)
∣∣∣∣(x, xv) ∈ Sv , (xu, x) ∈ S−1,n} .
It is also easy to prove that if (xu, x, xv) ∈ Su,v, then (xu, x, xv) ∈ S[Xu − Xv]:
Choose (xu, x, xv) ∈ Su,v. We see that
sup
τ∈S
Exu,x,xv
[
e−rτ (Xτu −Xτv )
]
≤ sup
τ∈S
Exu,x
[
e−rτ
(
Xτu −
∑
I
Xτi
)]
+ sup
τ∈S
Ex,xv
[
e−rτ
(∑
I
Xτi −Xτv
)]
≤
(
xu −
∑
I
xi
)
+
(∑
I
xi − xv
)
= xu − xv.
iv) We have thus proved that, for any GBMs Xu and Xv, if x ∈ Sn,m, (x, xv) ∈ Sv and
(xu, x, xv) ∈ Su,v, then (xu, xv) ∈ S[Xu−Xv] i.e. (50) holds. We can thus construct
a necessary condition for optimal stopping, using (51) and (52): for any x ∈ Sn,m,
define
x˜u ,
∑
I1
γuixi + γu0
∑
I2
P−1i (xi),
x˜v ,
∑
J1
xj
γjv
+
1
γ0v
∑
J2
C−1j (xj).
We have by construction x ∈ Sn,m, (x, x˜v) ∈ Sv (by Eq. 51) and (x˜u, x, x˜v) ∈ Suv
(by Eq. 52). We should therefore have x˜u ≥ γuvx˜v (by Eq. 50) which is∑
I1
γuixi + γu0
∑
I2
P−1i (xi)
 ≥ γuv
∑
J1
xj
γjv
+
1
γ0v
∑
J2
C−1j (xj)
 ,
and the proof is complete.
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Table 1 summarizes our results. The next section provides illustrating numerical
examples.
Exchange
configuration References Sufficient Necessary
GBMs
n = m = 1 MDS(89) Solved Solved
n, m given
OS(92)
HØ(98)
NR(11)
this paper
[SLP−n,m = S−n,m] (1) S+n,m
GS(11) S−n,m ⊆ Sn,m ⊆ S+n,m (2)
Mix
n = 1
X1 ∼ GBM
this paper
SLP−1,m = S
−
1,m S
+
1,m
m = 1
Xn+1 ∼ GBM S
LP−
n,1 = S
−
n,1 S
+
n,1
n, m arbitrary
no GBMs S
LP−
n,m = S−−n,m S+n,m
n, m arbitrary [SLP−n,m ]
Table 1: A synthesis of the results. References: MDS(89) = McDonald and Siegel
(1986), OS(92) = Olsen and Stensland (1992), HØ(98) = Hu and Øksendal (1998),
GS(11) = Gahungu and Smeers (2011). Recall that necessary conditions usually depend
on arbitrary chosen GBMs (2 in general, 1 for (1,m) and (n, 1) exchanges). The sets
under brackets can only be characterized numerically. (1)Yields an analytic expression
for n = 1 orm = 1, needs numerical characterization otherwise. (2)On selected examples
(see Gahungu and Smeers, 2011).
8 Numerical examples
8.1 Exchange of a GBM and a GMRP for a Schwartz process
Consider the (1, 2) exchange under the settingX1 ∼ schw(0.03, 0.4),X2 ∼ gbm(0.02, 0.1),
X3 ∼ gmpr(0.05, 0.2, 0.2), r = 0.1. Note that the only sufficient condition for optimal
stopping one can give here—S−−1,2 given by Proposition 1—do not depend on assets
correlations, which is quite symptomatic of its lack of precision. Therefore, we work
without any assumptions on assets correlation. In further examples if no values are
provided for some correlations, this indicates that they do not enter into the rules to
be used.
Figure 1 represents in continuous line the boundary dS−−1,2 of the subset S
−−
1,2 ⊂ S1,2
in the plan x2 = 4 (S−−1,2 is above dS
−−
1,2 ). S
−−
1,2 were determined using Proposition 1. The
dotted line gives the natural net present value (positive reward) condition x1 ≥ x2 +x3.
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Figure 1: Exchange of a geometric Brownian motion plus a geometric mean reverting
process for a Schwartz process. The figure represents the sufficient condition S−−1,2 in the
plan x2 = 4 as a function of the second cost x3.
8.2 Exchange of a GBM and a GMRP for a GBM
Consider the (1, 2) exchange under the settingX1 ∼ gbm(0.05, 0.2),X2 ∼ gbm(0.02, 0.1),
X3 ∼ gmrp(0.05, 0.2, 0.2), ρ12 = 0.2, r = 0.1. Figure 2 represents the boundaries dS−−1,2
and dS−1,2 of the subsets S
−−
1,2 ⊆ S1,2 and S−1,2 ⊆ S1,2, respectively (S−−1,2 and S−1,2
are above dS−−1,2 and dS
−
1,2). S
−−
1,2 were determined using Proposition 1, S
−
1,2 using
Proposition 3. We also plotted the positive reward condition x1 > x2 + x3 and the
strictest necessary condition dS+1,2 one could find using 1000000 randomly generated
geometric Brownian motion Xu in Proposition 7.4 We see that S−−1,2 ⊂ S−1,2 i.e. S−1,2 is
the most precise sufficient condition for optimal stopping. The stopping region S1,2 of
the problem is such that S−−1,2 ⊂ S−1,2 ⊂ S1,2 ⊂ S+1,2 ⊂ {x ∈ <3+ : x1 > x2 + x3}. Note
finally that there is a consequent gap between the sufficient condition S−1,2 and the
necessary condition S+1,2.
4See Gahungu and Smeers (2011), Appendix D for a description of the methodology used to generate
these different geometric Brownian motions.
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Figure 2: Exchange of a geometric Brownian motion plus a geometric mean reverting
process for a geometric Brownian motion. The figure represents the sufficient conditions
S−−1,2 and S
−
1,2 and the necessary condition S
+
1,2 in the plan x2 = 4 as a function of the
second cost x3. Note that S−−1,2 ⊂ S−1,2 ⊂ S+1,2.
8.3 Exchange of two GBMs for two others
Consider the (2, 2) exchange of 4 geometric Brownian motions under the following set-
ting. X1 ∼ gbm(0.1, 0.4), X2 ∼ gbm(0.06, 0.1), X3 ∼ gbm(0.035, 0.15) and X4 ∼
gbm(0.12, 0.3). The correlations between the driving Brownian motions are ρ12 = 0.25,
ρ13 = 0.35, ρ14 = −0.5, ρ23 = −0.25, ρ24 = 0.2 and ρ34 = −0.55. The discount rate is
r = 0.3. Figure 3 gives the boundary of the following sets.
• The subset of the stopping region S−−2,2 ⊆ S2,2 given by Proposition 1.
• The subset of the stopping region
S−2,2 = conv
 ⋃
i=1,2
j=3,4
Aij
 = coni
 ⋃
i=1,2
j=3,4
Aij
 = SLP−2,2 (53)
given by Proposition 5.
• The stopping region S2,2 proposed by Gahungu and Smeers (2011, Proposition 3).
• The smaller superset of the stopping region S+2,2 one found using a large number
(1000000) of randomly generated GBMs Xu and Xv in (14).
Figure 3 shows that S−−2,2 ⊂ S−2,2 = SLP−2,2 ⊂ S2,2 ⊂ S+2,2. We see that the gap between
S−2,2 and S
+
2,2 is big, and that this example do not reject the hypothesis that the stopping
region S2,2 introduced by Gahungu and Smeers (2011) might be the optimal stopping
region.
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Figure 3: Exchange of two geometric Brownian motions for two others. The figure
represents the sufficient conditions S−−2,2 , S
−
2,2 = S
LP−
2,2 , the necessary condition S
+
2,2 and
the investment rule S2,2 = Sdiamond2,2 proposed by Gahungu and Smeers (2011) in the
plan x3 = x4 = 1 as a function of the second price x2.
8.4 A (2,3) exchange
Consider the (2, 3) exchange of 2 geometric Brownian motions for 2 geometric Brownian
motions plus a Schwartz process under the following setting. X1 ∼ gbm(0.1, 0.4),
X2 ∼ gbm(0.06, 0.1), X3 ∼ gbm(0.035, 0.15), X4 ∼ gbm(0.12, 0.3) and X5 ∼
schw(0.05, 0.2, 0.2). The correlations between the driving Brownian motions are
ρ12 = 0.25, ρ13 = 0.35, ρ14 = −0.5, ρ23 = −0.25, ρ24 = 0.2 and ρ34 = −0.55. The
discount rate is r = 0.3. Figure 4 gives the boundary of the following sets.
• The subset of the stopping region S−−2,3 ⊆ S2,3 given by Proposition 1.
• The subset of the stopping region SLP−2,3 given by Proposition 5.
• The smaller superset of the stopping region S+2,3 one found using a large number
(1000000) of randomly generated GBMs Xu and Xv in Proposition 7.
Figure 4 shows that S−−2,3 ⊂ SLP−2,3 ⊂ S+2,3.
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Figure 4: Exchange of two geometric Brownian motions for two others plus a Schwartz
process. The figure represents the sufficient conditions S−−2,3 , S
LP−
2,3 and the necessary
condition S+2,3 in the plan x3 = x4 = x5 = 1 as a function of the second price x2.
9 Conclusion
In this paper, we have considered the problem of optimal exercise of a perpetual basket
option containing several types of Ito-diffusions. When the basket exclusively contains
geometric Brownian motions, the problem is known to be already difficult to solve: for
now the theory only allows to identify subset and superset of the stopping region (i.e.
sufficient conditions and necessary conditions for optimal stopping).
We have provided similar sufficient conditions and necessary conditions for optimal
exercise of a hybrid basket option. More precisely, we use systematically the reward
decomposition argument introduced by Olsen and Stensland (1992) to derive sufficient
conditions for optimal stopping. This technique is a unified method to obtain sufficient
conditions for optimal stopping: (i) for very general exchange problems, it allows to
characterize a subset of the stopping region numerically through linear programming;
(ii) when this subset of the stopping region is analytically determinable, it provides its
analytic expression.
In particular, if the basket exclusively contains geometric Brownian motions, the
reward decomposition technique is easier to use than the known analytic sufficient con-
dition which is a convex hull of an union of polyhedra (see Nishide and Rogers, 2011).
If sufficient conditions are determinable completely as functions of drifts and volatil-
ity rates, they do not depend on all the correlations between assets of the basket. This
is a clear indication that these conditions are too strong. Necessary conditions are
conditional on two auxiliary processes that have to be chosen arbitrarily. Moreover,
they suffer from the same partial correlation invariance, thus are clearly too weak. It is
visible on proposed examples that the gap between sufficient and necessary conditions
for optimal stopping may be large. This indicates that this gap might also be large in
practical cases.
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