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Maŕıa Trinidad Garćıa Fernández
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Comprender el comportamiento electrónico de los materiales a escala
nanométrica es fundamental en el desarrollo de futuras aplicaciones tecno-
lógicas. A esta escala las propiedades de los materiales están fuertemente
determinadas por los efectos cuánticos que tienen lugar en ellos. Por ello,
entre 1 y 100 nm el diseño de experimentos y la posterior interpretación de
los resultados puede resultar una ardua tarea si no se han realizado previa-
mente cálculos teóricos.
En esta tesis se exponen los estudios realizados en sistemas confina-
dos de grafeno formados por bloques básicos de grafeno, anillos cuánticos y
puntos cuánticos de grafeno, aśı como en cristales de puntos cuánticos de
InAs/GaAs. Las magnitudes f́ısicas que han sido calculadas en cada caso
resultan muy útiles en aplicaciones prácticas de los distintos dispositivos,
aśı como en procesos de fabricación e identificación de estos.
El trabajo se ha dividido en tres bloques fundamentales que son el estu-
dio de la dinámica de paquetes de onda en dispositivos de grafeno (puntos
y anillos cuánticos), el estudio de la transmisión de electrones a través de
nanografenos en función del número y de la posición de los átomos enlazan-
tes a contactos metálicos y por último el análisis de la modificación de la
estructura de minibandas de cristales de puntos cuánticos en presencia de
defectos. En este último caso se ha utilizado un ejemplo práctico con puntos
cuánticos de InAs/GaAs. A continuación se muestra un resumen del trabajo
realizado en cada uno de estos bloques.
En el segundo caṕıtulo, la regeneración de paquetes de onda Gaussia-
nos ha sido estudiada en anillos cuánticos de grafeno, tanto monocapa como
bicapa, durante su evolución temporal tanto en presencia de campos magné-
ticos perpendiculares como en ausencia de estos. Para ello se ha utilizado la
función de autocorrelación. A partir de los resultados obtenidos se ha obser-
vado que el tiempo de regeneración TR es un observable capaz de distinguir
entre anillos monocapa y bicapa de grafeno. Asimismo, las regeneraciones de
los paquetes de onda muestran la rotura de la degeneración de los valles K y
K ′. De este modo se destaca el potencial del observable TR para aplicaciones
en qubits.
Por otra parte con el producto de Fisher-Shannon se ha estudiado la
dinámica de paquetes de onda considerando para ello un sistema formado
por un anillo cuántico de grafeno en ausencia de campo magnético. Duran-
te la evolución temporal de los paquetes de onda ha sido posible observar
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que los tiempos de regeneración y las regeneraciones fraccionarias aparecen
como mı́nimos relativos. Por ello, se destaca la capacidad del producto de
Fisher-Shannon en el estudio de la regeneración de paquetes de onda.
La evolución temporal de los paquetes de onda fue estudiada también
en puntos cuánticos de grafeno monocapa en campos magnéticos. Durante
la evolución temporal de los paquetes de onda además del tiempo clásico,
TCl, y TR se ha observado el Zitterbewegung, ZB. Este consiste en un mo-
vimiento ultrarápido del electrón en torno a su trayectoria clásica. Los tres
tipos de periodicidades se han estudiado en función del campo magnético
perpendicular y del radio del punto cuántico. De este modo se ha estableci-
do un radio cŕıtico a partir del cual el sistema se vuelve independiente del
radio y con ello, las periodicidades se aproximan a las de una lámina infinita
de grafeno. Además, se ha constatado que nuevamente TCl y TR muestran
la rotura de la degeneración de valles, a diferencia de lo que ocurre con el ZB.
En el tercer caṕıtulo se han estudiado las caracteŕısticas de la trans-
misión de electrones en otros dispositivos basados en grafeno consistentes
en bloques moleculares de antraceno y benceno conectados a dos electrodos
metálicos semiinfinitos mediante átomos de azufre. La inyección y drenado
de los electrones en el sistema ha sido realizada por los electrodos metálicos,
los cuales, debidos a sus diferentes potenciales electroqúımicos han dejado
al sistema fuera del equilibrio. Para realizar el estudio de la transmisión
se han empleado la Teoŕıa del Funcional de la Densidad, DFT y las Fun-
ciones de Green Fuera del Equilibrio, NEGF. En los distintos dispositivos
moleculares se ha analizado cómo afectan las uniones contacto molécula, en
función de la posición y número de átomos de azufres, sobre la transmisión
y la corriente eléctrica a través de esta. Asimismo se ha estudiado el papel
de la nube π sobre la transmisión. Los resultados obtenidos muestran la
implicación directa de los átomos de azufre sobre la transmisión en disposi-
tivos moleculares de grafeno. Por tanto, éstos constituyen una herramienta
muy útil en el diseño de dispositivos con uniones de nanografenos-electrodos.
Por último, en el cuarto caṕıtulo se ha realizado un estudio con supra-
cristales de puntos cuánticos de InAs/GaAS. En este tipo de estructuras se
ha analizado la influencia de la rotura de la periodicididad en cristales de
puntos cuánticos perfectos sobre la enerǵıa de minibandas de estos. Para
ello se ha considerado que la rotura de la periodicidad estaba causada por la
presencia de defectos en el cristal. Estos defectos se definieron como cambios
en el volumen de un punto cuánticos respecto a un punto cuántico perfecto.
De este modo, han sido considerados dos tipos de defectos extremos: vacan-
tes y puntos amplios. Estos tipos de defectos se han estudiado en cristales
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de puntos cuánticos con tres volúmenes diferentes y tres formas diferentes
en cada volumen. Por su forma los puntos cuánticos analizados se han cla-
sificado como puntos cuánticos planos, cúbicos, y elongados. Mediante este
modelo es posible realizar una aproximación más realista a la estructura de
minibandas de un cristal de puntos cuánticos ya que los defectos de volumen
son habituales en procesos de fabricación de cristales de puntos cuánticos.
Por último, a partir del análisis de las dos primeras minibandas se ha estu-
diado cómo la presencia de defectos influye en el gap del sistema.
Esta tesis se presenta como compendio de art́ıculos, los cuales se encuen-
tran anexados a los distintos caṕıtulos. De este modo cada caṕıtulo consta
de una introducción, una descripción de objetivos, metodoloǵıa y resultados




Comprender el comportamiento de los materiales a escala nanométrica
es fundamental para el desarrollo de futuras aplicaciones tecnológicas. Sin
embargo el diseño de experimentos y la posterior interpretación de los resul-
tados puede resultar especialmente dif́ıcil si no se han realizado previamente
cálculos teóricos. Con el fin de analizar las caracteŕısticas que ciertos siste-
mas poseen a estas escalas, en esta tesis doctoral se ha trabajado con una
serie de modelos teóricos vinculados a sistemas de grafeno y materiales re-
lacionados.
El grafeno es una estructura laminar plana formada por átomos de car-
bono fuertemente unidos mediante enlaces covalentes, ordenados en un pa-
trón hexagonal similar a un panal de abeja y con una separación interatómica
de 1,42 Å. La primera obtención experimental del grafeno fue realizada en
2004 por Andre Geim y Konstantin Novoselov en la Universidad de Man-
chester y supuso un hito en el campo de la f́ısica ya que esta fue la primera
vez que se consiguió un material puramente bidimensional. Geim y Novo-
selov participaron en muchos trabajos de caracterización del grafeno y en
2010 fueron galardonados con el premio Nobel de f́ısica por los experi-
mentos pioneros sobre el material bidimensional grafeno. Este hallazgo fue
especialmente sorprendente porque desde los años 30 del siglo pasado se ha-
b́ıa sostenido que los materiales bidimensionales eran termodinámicamente
inestables y que, por lo tanto, no pod́ıan existir [1, 2]. Esto se deb́ıa a que
dichas estructuras se conceb́ıan como parte intŕınseca de sistemas tridimen-
sionales. En ese caso, las fluctuaciones térmicas produciŕıan desplazamientos
atómicos que acabaŕıan destruyendo el orden cristalográfico. Este argumen-
to estaba fuertemente respaldado por muchas observaciones experimentales
y por tanto el grafeno se convirtió en un material puramente teórico [3]. Sin
embargo, en el año 2007 se demostró que las fluctuaciones térmicas en gra-
feno dan lugar a ondulaciones en el cristal bidimensional que fuera del plano
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producen desplazamientos de hasta 1 nm y que contribuyen a la estabilidad
de la red bidimensional [4].
El grafeno tiene numerosas propiedades que hacen de él un material úni-
co. Estas proceden, en parte, de su naturaleza bidimensional y de su peculiar
relación de dispersión a bajas enerǵıas. Comenzando por su descripción cris-
talográfica, en el grafeno, los átomos de carbono tienen tres orbitales h́ıbridos
sp2 procedentes de la superposición de los orbitales electrónicos 2s (2s2) y
2p (2p2). En el orbital 2p, esta superposición se produce en sus componentes
2px y 2py. Estos orbitales forman ángulos de 120°entre ellos dando lugar de
este modo a la estructura hexagonal plana de la red de grafeno.
Figura 1.1: Estructura de red del grafeno. Los átomos vecinos se conectan
mediante los vectores δ1, δ2, δ3. Los vectores a1 y a1 son los vectores de la










La primera zona de Brillouin del grafeno también es hexagonal y tiene
dos puntos no equivalentes, K y K ′, que poseen un comportamiento que
puede ser diferente ante las distintas excitaciones f́ısicas y se encuentran si-
tuados en las esquinas de la zona de Brillouin. A bajas enerǵıas, parte de las
propiedades del grafeno tienen origen en la peculiar relación de dispersión
cerca de K y K ′.
Por otra parte, en el grafeno, de los cuatro electrones de valencia que
cada átomo de carbono posee, tres se encuentran en los orbitales h́ıbridos sp2
formando enlaces σ. El cuarto electrón se encuentra en el orbital pz orientado
en una dirección perpendicular al plano del grafeno y formando enlaces π.
La estructura electrónica del grafeno se determina a partir de las bandas de
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conducción y de valencia de sus electrones π, y se puede calcular utilizando
la aproximación de tight-binding, siguiendo el procedimiento descrito por el
cient́ıfico canadiense P. R. Wallace en 1947 [5]. Dichas bandas son simétricas
y en caso de que se desprecie el acoplamiento con segundos vecinos son
además convergentes en los puntos K y K ′ de la primera zona de Brillouin.
Teniendo en cuenta que k = K + q, donde q es el momento relativo a los
puntos de Dirac y |q| |K|, se puede demostrar que la relación de dispersión
en el grafeno puede escribirse como
E± ≈ ±~vF |q|+O[(q/K)2], (1.1)
donde el valor de la velocidad de Fermi viene dado por vF = 3ta/2. Esta
es aproximadamente vF = 1 × 106 m/s. Puede observarse en la ecuación
(1.1) que la relación de dispersión del grafeno alrededor de las esquinas de
la zona de Brillouin es cónica.
Figura 1.2: Espectro del grafeno. En la figura se muestran las seis esquinas
de la zona de Brillouin en las cuales se encuentran dos tipos de puntos K y
K ′ llamados puntos de Dirac. Como se puede observar cerca de los puntos
de Dirac la relación de dispersión es cónica. La figura ha sido calculada sin
tener en cuenta segundos vecinos. Las unidades de enerǵıa utilizadas son
unidades de t.
La descripción de los electrones moviéndose alrededor de los átomos de
carbono, con una velocidad constante e independientemente de la masa, es
una peculiaridad de la relación de dispersión en este material. Al no de-
pender esta relación expĺıcitamente de la masa, desde un punto de vista
formal, el grafeno se estudia mediante la ecuación de Dirac en el ĺımite ul-
trarrelativista, al contrario de lo que sucede usualmente en el estudio de las
propiedades mesoscópicas de los semiconductores donde las autoenerǵıas se
obtienen directamente a partir de la resolución de la ecuación de Schrödin-
ger. Asimismo, la linealidad de la relación de dispersión da lugar a que las
cuasipart́ıculas en el grafeno se comporten de manera distinta a los electro-
nes en metales y semiconductores en los cuales esta relación de dispersión es
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parabólica. De este modo las part́ıculas cargadas en el grafeno se consideran
part́ıculas sin masa moviéndose a una velocidad constante y 300 veces infe-
rior a la velocidad de la luz en el vaćıo. A estas se las conoce como Fermiones
de Dirac.
A bajas enerǵıas la densidad electrónica de estados en el grafeno es di-
rectamente proporcional a la enerǵıa, la cual cerca de los puntos de Dirac





De este modo, desde un punto de vista electrónico, el grafeno puede con-
siderarse un semiconductor de gap cero.
En el grafeno la interacción esṕın órbita es débil y la interacción hiper-
fina también. Sin embargo, la función de onda que describe los autoestados
del grafeno consiste en una función de onda espinor que representa los dos
posibles estados de pseudoesṕın que define a los valles K y K ′. Por tanto, un
qubit en grafeno, posee cuatro grados de libertad. Dos pertenecientes a los
valles, y dentro de cada valle, dos relativos a los estados de esṕın. Por ello,
para futuras aplicaciones en qubits es importante considerar las propiedades
electrónicas del grafeno cerca de los puntos K y K ′.
Por otra parte, el confinamiento de cargas tanto en grafeno como en otros
materiales también ha suscitado un gran interés en los últimos años, debido
a los fenómenos cuánticos que se producen en estas estructuras. Un ejemplo
de sistema confinado es el formado por los anillos cuánticos de grafeno. Es-
tos sistemas que pueden obtenerse, por ejemplo, a partir de nanotubos de
carbono, se caracterizan por poseer unas propiedades electrónicas y mag-
néticas que dependen en buena parte del tamaño del anillo [6]. Además,
parte de la importancia de los anillos cuánticos de grafeno reside en el he-
cho de que en estos sistemas ha sido observado el efecto Aharonov−Bohm
[7, 8, 9]. Este consiste en que la propagación de la carga eléctrica en pre-
sencia de un campo magnético se altera incluso cuando esta se propaga en
zonas en las cuales dicho campo no está aplicado. En anillos cuánticos el
efecto Ahanorov−Bohm se muestra como una serie de oscilaciones de la
transmisión o de la conductacia adimensional, T = (h/2e2)G en función del
flujo magnético Φ a través del anillo [7]. Estas fluctuaciones están genera-
das por la diferencia de fase producida entre los electrones que se desplazan
en el anillo. Esta diferecia de fase viene dada por ∆ϕ = 2πΦ/Φ0 donde
Φ0 = h/e [7]. El efecto Ahanorov−Bohm ha sido propuesto como método
de creación de qubits ya que la degeneración puede ser controlada mediante
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el flujo magnético, al igual que se manifiesta en la conductancia del anillo [8].
Estos últimos años también se ha intensificado la investigación en puntos
cuánticos. Los puntos cuánticos son nanoestructuras semiconductoras en la
cuales las part́ıculas cargadas se encuentran confinadas en las tres direccio-
nes del espacio, al igual que ocurre con los electrones en un átomo. Por esta
razón, los puntos cuánticos son también conocidos como átomos artificiales.
Al igual que en otras nanoestructuras, las propiedades f́ısicas de los pun-
tos cuánticos son sensibles a cambios de tamaño de los mismos, a la aplica-
ción de un potencial electrostático y a la variación de otros parámetros. Un
ejemplo de ello es la fotoemisión en puntos cuánticos donde la longitud de
onda de la emisión viene determinada por el tamaño del punto cuántico [10].
Del mismo modo que con anillos cuánticos, se han realizado grandes
avances en el campo de la computación cuántica utilizando puntos cuánti-
cos. De este modo, han sido muy estudiadas las heteroestructuras basadas en
GaAs. Los puntos cuánticos de GaAs tienen la ventaja de producir barreras
electróstaticas con campos débiles consiguiendo aśı un gran confinamiento
de las cargas. Esto ha permitido que en estos últimos años haya sido po-
sible obtener importantes resultados con esta tecnoloǵıa. Por ejemplo, ha
sido posible medir el estado de esṕın de un electrón aislado en el interior
de un punto cuántico de GaAs/InAs [11]. Además se han desarrollado y se
han podido controlar eléctricamente qubits en sistemas de dos electrones en
puntos cuánticos GaAs/AlGaAs [12]. Otro ejemplo es la medida experimen-
tal de la corriente de esṕın entre dos puntos cuánticos GaAs/AlGaAs [13].
Sin embargo esta tecnoloǵıa ha contado con serios problemas derivados de
la falta de coherencia cuántica de esṕın. Los mecanismos que generan esta
decoherencia son fundamentalmente el acoplamiento esṕın-órbita y la inter-
acción hiperfina del esṕın del electrón con los esṕınes nucleares.
Teniendo en cuenta la importancia de todos estos aspectos, la presente
tesis doctoral se ha centrado en el estudio teórico de las propiedades de
anillos de grafeno, puntos cuánticos de grafeno, nanografenos en contacto
con electrodos metálicos y supracristales de puntos cuánticos de InAs/GaAs.
Caṕıtulo 2
Regeneración de paquetes de
onda en dispositivos de
grafeno
2.1. Introducción
El grafeno es un material que ha suscitado un gran interés debido a sus
notables y extraordinarias propiedades, aśı como a su potencial para posi-
bles aplicaciones en nanoelectrónica [14, 15, 16, 17, 18, 19]. Muchas de estas
propiedades se deben a su peculiar estructura de bandas, la cual está consti-
tuida por electrones quasilibres y se describe mediante la ecuación de Dirac
[20]. Entre ellas cabe destacar la transmisión perfecta de electrones a través
de una barrera de potencial (Paradoja de Klein) [21] o el efecto Hall cuántico
no convencional, ya que ambos fenómenos han sido confirmados experimen-
talmente en grafeno [3, 22]. Además, en presencia de un campo magnético,
el grafeno se considera como un sistema prometedor para la observación
experimental del zitterwebegung, un movimiento oscilatorio ultrarápido de
los electrones en torno a su trayectoria clásica [23, 24, 25, 26]. Asimismo,
también en presencia de un campo magnético, se ha predicho teóricamente
la regeneración de la corriente eléctrica en grafeno [27]. Por esta razón, en
los últimos años se han realizado estudios exhaustivos de la regeneración de
paquetes de onda, de la regeneración fraccionaria y de la periodicidad clásica
[27, 28].
Por otra parte, muchos de los estudios realizados en grafeno se asocian a
un tipo de dispositivo particular. Entre los dispositivos de grafeno más estu-
diados recientemente, tanto teórica como experimentalmente, se encuentran
los puntos cuánticos de grafeno. En esta última década han surgido diferentes
6
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aproximaciones teóricas que tienen como objetivo definir puntos cuánticos
electróstaticamente aśı como crearlos a partir de cortes en copos de grafeno
[29, 30, 31, 32, 33, 34, 35, 36]. También se ha realizado un análisis a nivel
estad́ıstico de los puntos cuánticos observados experimentalmente (realizado
en puntos cuánticos inferiores a 100 nm) que ha concluido que estos pueden
describirse correctamente mediante la ecuación de Dirac para neutrinos (en
la que aparecen fenómenos de caos cuántico)[37]. Por otra parte, también se
han diseñado diferentes experimentos con el fin de generar puntos cuánticos
de grafeno mediante técnicas litográficas [37, 38, 39] que incluyen el estu-
dio de los niveles energéticos en presencia de campos magnéticos [40, 38].
Además, se ha señalado que los puntos cuánticos de grafeno pueden ser una
herramienta muy atractiva para la realizacón de qubits de esṕın en procesos
de información cuántica [41].
Por otro lado, los anillos cuánticos de grafeno también han suscitado un
gran interés recientemente. Ello es debido, en parte, a la observación del fe-
nómeno de interferencia cuántica que puede tener lugar en estos sistemas, aśı
como a las posibles aplicaciones en microelectrónica y computación cuántica
[42, 43, 44, 45]. En los trabajos citados, entre otros, la respuesta dinámica
dependiente del esṕın de un anillo cuántico semiconductor, o la evolución
cuántica de los paquetes de onda muestran interesantes fenómenos de rege-
neración. Estos fenómenos han sido estudiados teóricamente en las pasadas
décadas [46, 47, 48] en sistemas cuánticos no lineales, átomos y estructuras
moleculares. Además se han observado experimentalmente en sistemas tales
como átomos, moléculas o condensados de Bose-Einstein [49].
En este caṕıtulo se realizará un estudio de estos dos sistemas en términos
de la regeneración de paquetes de onda. El fenómeno de regeneración de un
paquete de ondas ocurre cuando durante su evolución temporal, este tiene
una forma que es muy similar a su forma inicial. El tiempo en el que esto ocu-
rre se llama tiempo de regeneración (TR). Este tipo de periodicidad depende
del espectro energético. Considerando un paquete de ondas inicialmente de-
finido como la superposición de autoestados distribuidos gaussianamente en
torno a un nivel de enerǵıa central n0, dicho paquete de ondas evoluciona-
rá inicialmente con un periodo semiclásico TCl, para luego deslocalizarse o
colapsar. Más tarde, para tiempos dados por múltiplos de TR/2, el paquete
de ondas recobrará aproximadamente su forma inicial, oscilando semiclási-
camente. Dado que el paquete de ondas inicial se construye considerando
un espectro energético E(n) poblado en torno a un nivel n0, tras realizar
el desarrollo de Taylor del espectro de enerǵıas alrededor de E(n0) surgirán
distintas escalas temporales, las cuales se definen a partir de los coeficientes
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del desarrollo
E(n) ≈ E(n0) + E′(n0)(n− n0) +
E′′(n0)
2
(n− n0)2 + . . . . (2.1)
Por otra parte, la evolución temporal de un estado localizado Ψ definido
a partir de un Hamiltoniano independiente del tiempo, puede escribirse en






donde an = 〈un,Ψ〉. Si se considera que el coeficiente an está localizado en






′(n0)(n− n0) + E
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−iω0t− 2πi(n− n0)t/TCl − 2πi(n− n0)2t/TR + ...
)
(2.3)
con w0 = E(n0)/~. Cada término de esta exponencial (excepto el primero
que es una fase global), define un tiempo caracteŕıstico. De este modo se pue-
den escribir las periodicidades de regeneración y clásicas como TR ≡ 4π~|E′′n0 | y
TCl ≡ 2π~|E′n0 | respectivamente [50].
Un tercer tipo de oscilación surge a partir de los fenómenos de interfe-
rencia que tienen lugar como consecuencia de la superposición de paquetes
de onda con autoestados de enerǵıa positiva y negativa. Dicha interferen-
cia genera un movimiento oscilatorio ultrarápido conocido con el nombre
de zitterbewegung (ZB). El ZB aparece en forma de rápidas oscilaciones de
las part́ıculas libres de Dirac en torno a sus trayectorias medias y ha sido
intensamente investigado de modo anaĺıtico desde que fue postulado. Sin
embargo, su observación directa no ha sido todav́ıa realizada debido a la
enorme frecuencia caracteŕıstica y a la pequeña amplitud de este movimien-
to. Asimismo, el ZB no es un fenómeno restringido a la posición media de las
part́ıculas de Dirac, sino que ejerce influencia sobre otras magnitudes f́ısi-
cas. Un ejemplo de ello es el comportamiento de la conductividad en grafeno
[51] el cual ha hecho de este material un sistema prometedor para la futura
observación experimental del ZB [25].
A partir de estudios previos en los que el ZB de cargas móviles ha si-
do analizado tanto en grafeno monocapa como bicapa y en nanotubos de
carbono durante los últimos años [52], en este caṕıtulo se analizará el ZB
creado en puntos cuánticos de grafeno. Con dicho propósito se considera el
espectro formado por una población de niveles de enerǵıa tanto positivos
como negativos (eligiendo como origen de enerǵıas la enerǵıa de Fermi). Los
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n , respectivamente. Del mismo modo las componentes negativas
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siendo σ la anchura de la gaussiana. Consideremos que los dos niveles cen-
trales, n0 y n
′





y que la evolución temporal del paquete de ondas se describe como la suma
de las evoluciones temporales de los paquetes de ondas correspondientes con














Por otra parte, una herramienta muy útil y usual para evaluar la evolu-
ción temporal de los paquetes de ondas es la función de autocorrelación
A(t) = 〈Ψ(t)|Ψ(0)〉, (2.8)
que se define como la superposición del estado inicial |Ψ(0)〉 con su evolución
temporal |Ψ(t)〉. Teniendo en cuenta las ecuaciones (2.4) y (2.7), es posible












teniendo en cuenta que En0 ≡ E
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n0 ' −E(−)n0 y sustituyendo En por su


















Como En0 es independiente de n, podemos escribir la función de autocorre-








Es posible observar enA(t) que existe un factor global definido por 2 cos (En0t) =
e−iEn0 t + eiEn0 t a partir del cual se obtiene otro tiempo caracteŕıstico, el
tiempo de ZB, TZb ' 2π|En0 | . Por lo tanto, A(t) exhibe tres periodicidades
caracteŕısticas, que son el tiempo de ZB, el periodo clásico y el tiempo de
regeneración (figura 2.1).
Figura 2.1: La figura muestra el ZB (panel superior), el tiempo clásico (panel
central) y de regeneración (panel inferior) calculados mediante un modelo
continuo para un punto cuántico de R = 70 nm, con B = 4 T en el valle iso-
trópico K. Los tres tiempos caracteŕısticos aparecen representados a partir
de la función de autocorrelación. Se puede observar como cada una de las
periodicidades se corresponde con una escala temporal, de este modo el ZB
es del orden de 10 fs, el tiempo clásico es del orden de 0,1 ps y el tiempo de
regeneración de 1 ps.
En el caso de una lámina de grafeno monocapa e infinita, en presencia
de un campo magnético se ha demostrado que el periodo de ZB, el tiempo




















donde B es la intensidad de campo magnético, vF es la velocidad de Fermi
y e es la carga del electrón. Además, la evolución temporal de paquetes de
onda localizados en puntos cuánticos de grafeno bajo la presencia de un
campo magnético perpendicular al plano del grafeno ha sido estudiado en
[53] demostrando que el periodo cuasiclásico y el tiempo de regeneración
aparecen para un valor fijo del radio y distintos valores de la intensidad
de campo magnético y que el tiempo de regeneración es un observable que
muestra la rotura de la degeneración de valles.
2.2. Objetivos
La primera parte de este estudio tiene como finalidad analizar la rege-
neración de paquetes de onda (aśı como las oscilaciones clásicas), de forma
tanto anaĺıtica como computacional, en sistemas de anillos cuánticos de gra-
feno tanto monocapa como bicapa. Los tiempos caracteŕısticos a los cuales
aparece la regeneración de los paquetes de onda se analizan en función del
número de capas que componen el anillo, del campo magnético y del po-
tencial externo U1,2 aplicado a cada capa en el anillo bicapa, ya que dicho
potencial distingue dos situaciones particulares. De este modo el espectro
del anillo pasa de ser el correspondiente a una estructura semiconductora
(U1 = −U2), a una de tipo metálico (U1 = U2) y por tanto el estudio de
la regeneración en ambas situaciones puede ser una fuente de información
útil para la caracterización de estas nanoestructuras. Aśımismo, mediante la
aplicación de un campo magnético perpendicular al plano del anillo se estu-
dia la degeneración de valles K(K ′) en anillos cuánticos. Por otra parte, en el
caso del anillo de grafeno monocapa se examina la regeneración y evolución
temporal de los paquetes de onda mediante el producto de Fisher-Shannon.
De este modo se pretende corroborar que la regeneración del paquete de
ondas ocurre a los mismos tiempos que aquellos indicados por la función de
autocorrelación, y que además se corresponde con una serie de mı́nimos de
esta función. Por otro lado, con el producto Fisher-Shannon se van a anali-
zar las regeneraciones fraccionarias, ya que para este tipo de regeneraciones
la función de autocorrelación puede resultar insufiente.
En segundo lugar, con otro modelo de Hamiltoniano efectivo se va a des-
cribir un punto cuántico de grafeno como un pozo de potencial ciĺındrico e
infinito. En este caso además de estudiar el tiempo clásico y de regeneración
se va a analizar el zitterbewegung en función de parámetros tales como el
radio del punto cuántico y el valor del campo magnético aplicado. Asimis-
mo se va a establecer de forma aproximada el valor del radio que deja de
distinguir a un punto cuántico de grafeno de una lámina de grafeno en śı y
se van a examinar las circunstancias en las cuales se produce la rotura de
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la degeneración de valles (ya que estas serán una herramienta fundamental
para el desarrollo de futuros qubits).
2.3. Metodoloǵıa
2.3.1. Medida de la regeneración en paquetes de ondas
Como se ha indicado en la sección 2.1, el ZB, el periodo clásico y el
tiempo de regeneración son generalmente analizados mediante la función de
autocorrelación A(t), la cual se define como la superposición del paquete de
ondas inicial y su evolución temporal7. Sin embargo, en el caso de ciertas
regeneraciones fraccionarias, esta función puede resultar bastante limitada
ya que el paquete de ondas puede regenerarse dando lugar a una copia a
escala de su forma inicial, pero localizado en una posición diferente a su
posición inicial. Asimismo, recientemente han surgido estudios dirigidos al
análisis de la evolución temporal del paquete de ondas mediante el cálculo
del valor esperado de este [57, 58, 59].
Otra forma de medir la regeneración de paquetes de onda consiste en
la suma de las entroṕıas de información de la densidad de probabilidad del
paquete de ondas, tanto en el espacio de posiciones como en el de momentos.
Uno de los objetivos de este caṕıtulo consiste en demostrar que la entroṕıa
de información constituye una herramienta conceptual capaz de detectar
las regeneraciones fraccionarias. En el espacio de posiciones, la entroṕıa de
información mide la incertidumbre en la localización de una part́ıcula, por
tanto, cuanto menor es la entroṕıa, más concentrada está la función de onda
y menor es la incertidumbre, a la vez que mayor la exactitud en la predicción
de la localización de la part́ıcula. Por tanto, la entroṕıa de información da
una idea del colapso (grandes valores de la entroṕıa) y de la regeneración
(valores pequeños de la entroṕıa) de un paquete de ondas bien localizado
durante su evolución temporal [60].
En esta sección la herramienta matemática que se propone para realizar
el estudio de la regeneración de paquetes de onda es el producto de Fisher-
Shannon, Pρ [61], el cual viene dado por
Pρ = IρNρ. (2.13)
En la expresión (2.13), Iρ es el término de información de Fisher, el
cual define la cantidad de información que posee el observable densidad, ρ,
7En experimentos recientes se han mostrado métodos de factorización numérica basados
en la función de autocorrelación de paquetes de ondas [54, 55, 56]
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La información de Fisher es una medida local, ya que como puede observar-
se en la expresión anterior está dada por un funcional del gradiente de la
densidad. Por otra parte
Nρ = e
2Sρ/(2πe) (2.15)
se conoce como potencia entrópica [62], la cual está definido como la
exponencial de la entroṕıa de Shannon, Sρ
Sρ = −
∫
ρ(x) ln ρ(x)dx. (2.16)
Estas dos medidas de información dan una descripción complementaria
de la deslocalización y la incertidumbre de la densidad electrónica. Iρ y Sρ
son una medida local y global, respectivamente, de la densidad. De hecho,
cuanto más pequeña es la entroṕıa de Shannon, más concentrada está la
función de onda que describe al estado cuántico y cuanto mayor es la in-
formación de Fisher, más localizada está la densidad. Además, el producto
entrópico satisface la relación de incertidumbre Pρ ≥ 1, dándose la igualdad
para la función gaussiana. (Véase [61] para una descripción detallada de Pρ).
Por tanto, una vez definido el producto Fisher-Shannon, mediante este
y la función de autocorrelación se van a analizar las regeneraciones y rege-
neraciones fraccionarias en anillos cuánticos de grafeno. A continuación se
van a presentar tanto los sistemas de anillos cuánticos como el de puntos
cuánticos que se han utilizado para los distintos estudios realizados.
2.3.2. Simulación computacional de dispositivos
Anillo de grafeno monocapa
En presencia de un campo magnético ~B = Bêz, el Hamiltoniano que
describe el comportamiento de un electrón en un anillo de grafeno
puede escribirse como [63, 64]:
H = vF(p+ eA)σ + τ∆σz. (2.17)
En la expresión anterior, τ = ±1 identifica cada uno de los valles,
mientras que ∆ es un término de masa finita inducida por el sustrato
donde se encuentra el anillo, y responsable de la aparición de un gap
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[65], A se define a partir del gauge simétrico A = (0, BR/2, 0) y vF es
la velocidad de Fermi.










φ̂) + vFeA]σ + τ∆σz. (2.18)
Desarrollando la ecuación anterior teniendo en cuenta que el término
σ está definido a partir de las matrices de Pauli σ = σxêx+σy êy+σz êz
se obtiene
(
0 (cosφ− isenφ)ρ̂+ (−senφ− icosφ)φ̂
(cosφ+ isenφ)ρ̂+ (−senφ+ icosφ)φ̂ 0
)
(2.19)








donde A = −iE0(−cos(φ) + isen(φ))− ivFeA y B = −iE0(−cos(φ)−
isenφ) + ivFeA siendo E0 =
~vF
R
A continuación es necesario resolver la ecuación de Dirac, HΦ = EΦ,















+ β)φA = (ε+ δτ)φB (2.23)
donde δ = ∆/E0, ε = E/E0, y β = (vFeA/E0).
A partir de las ecuaciones (2.22) y (2.23) es posible determinar el
espectro de enerǵıa de un anillo monocapa de grafeno ideal, el cual








Figura 2.2: Enerǵıa en función del momento angular m, de dos anillos mo-
nocapa de grafeno con radios de 50 nm (naranja) y 100 nm (azul). Los re-
sultados representados se corresponden con los valores de campo magnético
B = 0 T, 5 T y −5 T. El término de masa finita es ∆ = 50 meV.
La figura 2.2 muestra los resultados de la ecuación (2.24) evaluada
en anillos cuánticos de radio 50 nm y 100 nm con valores de campo
magnético B = −5 T, 0 T y 5 T. Como puede deducirse de la ecuación
2.24, existe una degeneración de la enerǵıa para valores positivos y
negativos de τ . En la figura, se puede apreciar que la presencia de
un campo magnético desplaza al espectro respecto a m = 0 hacia los
valores positivos del momento angular, si el campo es menor que cero
y viceversa. El desplazamiento del espectro es proporcional al radio
del anillo. En ausencia de campo magnético, si el radio del anillo es
pequeño, la enerǵıa diverge como 1/R, mientras que cuando el radio
se incrementa la enerǵıa tiende al valor de la masa finita, volviéndose
prácticamente independiente de m. En este caso la enerǵıa del sistema
viene dada por la siguiente expresión
ε = ±
√
(m+ β + 1)(m+ β) + δ2 + 1/4, (2.25)
con ε = E/E0 = ER/(vF~).
El comportamiento del espectro para grandes valores de campo mag-
nético es prácticamente independiente del momento angular. Además,
una de las caracteŕısticas principales de la figura es la apertura de un
gap. Este gap, que está provocado por el término de masa finita ∆, es
proporcional a ∆.
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En el estudio de la dinámica de paquetes de onda, las propiedades más
interesantes y en función de las cuales se van a analizar los resultados
son la presencia, o no, de degeneración aśı como el tipo de espectro del
sistema. Estas son las caracteŕısticas del anillo que podrán ser analiza-
das a partir de los tiempos de regeneración tal y como se muestra en
[66]. Además, la regeneración de paquetes de onda se va a presentar
como un observable capaz de distinguir grafeno monocapa de bicapa,
por lo tanto es fundamental conocer la estructura de bandas de este
tipo de sistema.
Anillo de grafeno bicapa
Se considera a continuación un anillo bicapa de grafeno siguiendo el
modelo propuesto en [63, 64]. El Hamiltoniano en el modelo continuo
cerca de los puntos K y K ′ viene descrito por la siguiente expresión
matricial [63, 64]:

τU1 π t 0
π† τU1 0 0
t 0 τU2 π
†
0 0 π τU2
 (2.26)
donde τ = ±1 distingue los dos valles K y K ′, t ' 400 meV es un
término de acoplamiento entre las dos capas de grafeno, π = vF[(px +
eAx) + i(py + eAy)] siendo Ax,y componentes del potencial vector y
px,y componentes del momento lineal. Por último U1,2 representa los
potenciales externos aplicados a cada una de las capas de grafeno.













Para obtener las autoenerǵıas del sistema, previamente se escribe el










A continuación, y siguiendo el procedimiento utilizado en el caso mo-
nocapa, se resuelve la ecuación de Dirac HΦ = EΦ. Como resultado
se obtiene el siguiente sistema de ecuaciones





(m+ β − 1
2
)φA(R) + (ε− τu1)φB(R) = 0







)φC(R)− (ε− τu2)φD(R) = 0
(2.29)
donde R se refiere a un valor de r fijo. Las componentes de la función
de onda espinor son
φA(R) = 1
φB(R) = −
m+ β − 12
ε− τu1
φC(R) =
(ε− τu1)2 − (m+ β − 12)2
t′(ε− τu1)
φD(R) =
(m+ β + 12)[(ε− τu1)2 − (m+ β − 12)2]
t′(ε− τu1)(ε− τu2)
(2.30)
Resolviendo el sistema (2.29) se obtiene la siguiente expresión bicua-
drática que da lugar al espectro del anillo bicapa:
(ε− τu1)2[(ε− τu2)2 − (m+ β +
1
2
)2]− (m+ β − 1
2
)2 × (2.31)[





− (ε− τu1)(ε− τu2)t′2 = 0.
Para simplificar la ecuación anterior, se definen s = ε − τu con u =











+ 4sδτ(m+ β) + (2.32)











+ δ4 = 0.
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Cuando el potencial medio u es cero, la ecuación anterior se reduce a
















que en el caso en que t′  (m+ β) quedaŕıa
s2 =
[










por lo que la solución a bajas enerǵıas está dada por
s = ±
[









Figura 2.3: Espectro de un anillo bicapa de grafeno en los valles K (azul)
y K ′ (negro). El radio R = 50 nm y el sistema se encuentra en ausencia de
campo magnético. La enerǵıa de acoplamiento interbanda, t = 400 meV, el
término de masa finita es ∆ = 50 meV y los potenciales aplicados a cada
anillo son U1 = U2 = 100 meV, donde U1,2 se refiere a las distintas capas
del anillo.
En la figura 2.3 se muestran las soluciones de la ecuación bicuadrá-
tica (2.33) con valores del radio R = 50 nm en ausencia del campo
magnético. Cuando el potencial aplicado a ambas capas es el mismo se
cierra el gap y la presencia de un campo magnético positivo o negativo
genera un desplazamiento del espectro hacia derecha e izquierda res-
pectivamente como en el caso monocapa. La rotura de la degeneración
del pseudoesṕın en K (K ′) da lugar a que las bandas se crucen. Como
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Figura 2.4: Espectro de un anillo bicapa de grafeno en los valles K (azul) y
K ′ (negro). El radio R = 50 nm y el sistema se encuentra en ausencia de
campo magnético. La enerǵıa de acoplamiento interbanda, t = 400 meV, el
término de masa finita es ∆ = 50 meV y los potenciales aplicados a cada
anillo son U1 = −U2 = 100 meV, donde U1,2 se refiere a las distintas capas
del anillo.
consecuencia, los valores de enerǵıa correspondientes a τ = 1 se des-
plazan hacia la banda de conducción. Asimismo, la enerǵıa obtenida
en K ′ se desplaza hacia la banda de valencia. En este caso, al igual que
en el anillo monocapa, a mayor radio del anillo se produce una mayor
apertura de los brazos del espectro y un mayor desplazamiento con el
campo magnético.
Si el potencial aplicado es opuesto, se abre un gap en la estructura de
bandas, aproximadamente igual a 4∆. En este caso el comportamiento
del anillo en presencia de campo magético e incremento del radio es
similar al del anillo monocapa y bicapa con U1 = U2. Sin embargo,
la degeneración apenas se rompe, a diferencia del caso anterior y el
espectro se corresponde con el de un semiconductor.
Puntos cuánticos
Para el estudio de la dinámica de paquetes de onda se ha considera-
do un modelo anaĺıtico de punto cuántico de grafeno con un campo
magnético perpendicular [34]. El Hamiltoniano en modelo continuo del
punto cuántico se escribe como [34]:
2.3. METODOLOGÍA 20
H = vF(p+ eA)σ + τV (r)σz. (2.36)
donde τ = ±1 se corresponde con cada punto K y K ′ respectiva-
mente, ~p es el momento relativista y ~A = B/2(−y, x, 0) = B/2(−r −
sinφ, rcosφ, 0), el potencial vector, vF es la velocidad de Fermi y σ =
(σx, σy, σz) cuyas componentes son las matrices de Pauli. El confina-




0 r < R
∞ r ≥ R (2.37)
Aśı pues, dentro del punto la relación de dispersión es lineal mientras
que en el borde del punto V (R)→∞ asegurando el confinamiento de
las cargas en el interior del punto. Las condiciones de contorno de este
sistema son del tipo masa infinita y se escriben como Φ2/Φ1 = τie
iφ
[34].
Los autoestados del punto cuántico se definen mediante la función de
onda espinor






donde el momento angular está definido porm. Resolviendo la ecuación
de Dirac HΦ(r, φ) = EΦ(r, φ), se obtienen las siguientes ecuaciones
diferenciales no acopladas
χ̇1(r)−mχ1(r)/r − rχ1(r)/2l2B − ε2χ2(r) = 0
χ̇2(r) + (m+ 1)χ2(r)/r + rχ2(r)/2l
2
B + ε1χ1(r) = 0.
(2.39)
En la expresión anterior, la longitud magnética está definida como
lB =
√
~/(eB) y εi = τ Ṽ + Ẽ, donde Ẽ(Ṽ ) se corresponde con
E(V )/(−ivF~).
A continuación se van a considerar las soluciones correspondientes a
V (r) = 0. Para ello, utilizando la función de prueba χ1(r) = r
me−r
2/4l2Bχ(r2)
[34] se obtiene la ecuación diferencial acoplada de segundo orden(










2) = 0, (2.40)
donde k = E/~vF. Las soluciones de esta ecuación están dadas por las
funciones hipergeométricas confluentes de segunda especie, U(a, b, z)
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k2l2B/2− (m+ 1),m+ 1, r2/2l2B
)
(2.41)
Para a → ∞ en U(a, b, z), la función anterior tiene un polo, por lo
tanto se escribe como
ξ1(r
2) = cL(k2l2B/2− (m+ 1),m+ 1, r2/2l2B) (2.42)
siendo c la constante de normalización. Las autofunciones se obtienen
Figura 2.5: Espectro de un punto cuántico de grafeno de radio R = 70 nm,
bajo la presencia de un campo magnético de intensidad B = 7 T.
a partir de la resolución del sistema de ecuaciones no acopladas (2.39)





k2l2B/2− (m+ 1),m, r2/2l2B
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L(k2l2B/2− (m+ 2),m+ 1, r2/2l2B)
+ L(k2l2B/2− (m+ 1),m, r2/2l2B)
]
.
Teniendo en cuenta las condiciones de contorno, el espectro de enerǵıa
























Los modelos utilizados en el estudio de la evolución de paquetes de onda
y producto de Fisher-Shannon, que son los descritos en las secciones de pun-
tos cuánticos cuánticos, fueron en primer lugar verificadas anaĺıticamente. El
posterior cálculo numérico fue llevado a cabo desarrollando un código espećı-
fico con el software cient́ıfico MATLAB. Asimismo, los resultados numéricos
y anaĺıticos obtenidos fueron comparados en el caso de la regeneración de
paquetes de onda observando un error menor que un 1 %.
2.4. Resultados
2.4.1. Tiempos de regeneración y tiempo clásico en anillos
cuánticos de grafeno en ausencia de campo magnético
Los tiempos de regeneración y el tiempo clásico fueron calculados en
anillos cuánticos de grafeno tanto monocapa como bicapa. En dichos anillos
fueron tomados en cuenta dos valores de radio, R = 50 nm y R = 70 nm, y
se consideraron campos magnéticos perpendicularmente al plano del anillo
aplicados con valores B = ±5T con el fin de estudiar la influencia del campo
magnético sobre los tiempos de regeneración, aśı como su ausencia. Además
todos los cálculos fueron llevados a cabo tanto anaĺıtica como numéricamente
en ambos valles isotrópicos K y K ′, lo cual permitió realizar un estudio
de la degeneración de valles. Por otra parte, en el caso del anillo bicapa,
los tiempos caracteŕısticos se analizaron en función del potencial de puerta
aplicado. En todo caso, los paquetes de onda iniciales gaussianos fueron
construidos en torno a Em0 ≈ 200 meV con una anchura de la gausiana
σ ≈ 13.
En la tabla 2.1 se recogen los resultados obtenidos en ambos valles iso-
trópicos K y K ′ de los distintos anillos monocapa y bicapa de grafeno.
En ausencia de campo magnético, B = 0 T, el tiempo clásico y de re-
generación medidos para un anillo monocapa de R = 50 nm, ∆ = 50 meV
y Em0 ≈ 200 meV son TCl = 0,325 ps, y TR = 146 ps respectivamente.
Estos resultados fueron comprobados mediante las expresiones anaĺıticas si-












[4ν2 + (1 + 2m)2]3/2. (2.47)
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Anillo Cuántico TCl (ps) TR (ps)
Monocapa 0,325 146
Bicapa (U1 = −U2) (K) 0,781 216
Bicapa (U1 = −U2) (K ′) 0,781 216
Bicapa (U1 = U2) (K) 0,421 32
Bicapa (U1 = U2) (K
′) 0,342 151
Cuadro 2.1: Tiempos clásicos y de regeneración en cada uno de los valles
isotrópicos K y K ′ de anillos monocapa y bicapa de grafeno, con R = 50 nm.
Los paquetes de onda iniciales fueron construidos como una superposición
gausiana de estados distribuidos en torno a una enerǵıa aproximadamente
igual a 200 meV con una anchura σ = 13.
Anillo Cuántico TCl (ps) TR (ps)
Monocapa 0,454 294
Bicapa (U1 = −U2) (K) 1,090 376
Bicapa (U1 = −U2) (K ′) 1,090 376
Bicapa (U1 = U2) (K) 0,588 64
Bicapa (U1 = U2) (K
′) 0,479 296
Cuadro 2.2: Tiempos clásico y de regeneración de los anillos monocapa y
bicapa con radio R = 70 nm. Los paquetes de onda iniciales gausianos están
centrados en torno a E(m0) ≈ 200 meV y la anchura de la gaussiana es
σ = 13.
Por otra parte, los tiempos clásicos y de regeneración en anillos bicapa
fueron calculados considerando dos casos bien definidos. En el primero de
estos casos el potencial externo aplicado a cada una de las capas es el mismo
(U1 = U2 = 100 meV). Por tanto el espectro de esta estructura no presenta
gap. En el punto K el tiempo clásico obtenido fue TCl = 0,421 ps mientras
que el tiempo de regeneración tuvo un valor de TR = 32 ps. El espectro
de esta configuración aparece en la figura 2.4. Del mismo modo también se
calcularon estas periodicidades en el caso descrito por U1 = −U2. Para el
mismo anillo doble de grafeno, en el cual se ha abierto un gap los tiempos
obtenidos fueron TCl = 0,781 ps y TR = 216 ps. Por tanto, como puede ob-
servarse la apertura de un gap influye enormemente en estas periodicidades
cuando se trata de un punto cuántico bicapa en K.
La tabla 2.2 muestra la recopilación de los valores obtenidos para anillos
con radio R = 70 nm de las distintas periodicidades que se están estudiando
en ambos valles K y K ′. Tras realizar el mismo cálculo numérico en el valle
isotrópico K ′ se obtuvieron resultados interesantes. En primer lugar, en el
caso de anillos cuánticos bicapa con U1 = −U2, ambas periodicidades coin-
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cid́ıan con las obtenidas en K. Sin embargo, en el caso U1 = U2, debido a la
rotura de la degeneración, se obtienen valores de tiempo clásico y de regene-
ración distintos. Este resultado fue comparado con el obtenido en el mismo
sistema pero con radio R = 50 nm (tabla 2.1) el cual pońıa de manifiesto
un comportamiento similar aunque en general, como puede observarse en la
tabla 2.2, los tiempos caracteŕısticos son mayores con un radio mayor. En la
siguiente sección se van a exponer los resultados obtenidos en relación con
la evolución de las periodicidades para distintos valores del campo externo
aplicado a los anillos bicapa y considerando distintos valores iniciales de la
enerǵıa en ausencia de campo magnético.
2.4.2. Dependencia con el potencial aplicado y la enerǵıa
central en ausencia de campo magnético
La figura 2.6 muestra los tiempos clásicos y de regeneración de los anillos
bicapa en función de U1. En ella se observa que estas periodicidades en el
caso de un anillo cuántico bicapa con gap son superiores que en el caso con-
trario. También es posible comprobar que las periodicidades son crecientes
con el valor del potencial aplicado, excepto en el caso del tiempo de rege-
neración en un anillo cuántico con gap. En este caso, no hay una tendencia
clara en la ventana de potencial considerada.
Por otra parte, el periodo clásico en anillos cuánticos bicapa expuestos
al mismo potencial muestra una discriminación de los valles. Cuando am-
bas capas están sometidas al mismo potencial aplicado, el tiempo clásico es
mayor en K que en K ′, al contrario de lo que sucede con los tiempos de
regeneración. Por tanto, teniendo en cuenta este comportamiento, el cual se
repite para valores del potencial de entrada comprendidos entre 80 meV y
160 meV, ambas periodicidades pueden ser consideradas como un elemento
clave para para el estudio de la degeneración de valles.
Del mismo modo se han calculado las distintas periodicidades en función
de la enerǵıa central, Em0 . En la figura 2.7 se muestran los resultados en
ausencia de campo magnético para un anillo con R = 50 nm, U1 = 100 meV
y ∆ = 50 meV, al igual que en el caso anterior. Como se puede observar en
la figura, para las enerǵıas más grandes se acentúan los comportamientos de
cada caso. También es posible observar un pico para E ≈ 200 meV en el caso
U1 = −U2. Este pico, se da cuando la enerǵıa de acoplamiento interbanda,
t, es cuatro veces el potencial aplicado (o el doble del gap) (t ' 4U1 ' 2Eg)
ya que cuando se da esta condición el espectro se convierte en lineal y en
ese caso TR ≡ 4π~|E′′m0 | proporciona un valor sustancialmente superior al resto
de los casos. Esto es debido a la divergencia de la derivada segunda de la
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Figura 2.6: Dependencia de los tiempos de clásico y de regeneración con el
potencial aplicado en ausencia de campo magnético. Los datos representados
se corresponden con los resultados en ambos valles K y K ′.
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Figura 2.7: Dependencia de los tiempos de clásico y de regeneración con
Em0 en ausencia de campo. Los datos representados se corresponden con los
resultados en ambos valles K y K ′.
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Anillo cuántico (B = 5 T) TCl (ps) TR (ps)
Monocapa 0,315 141
Bicapa (U1 = −U2) (K) 0,782 68
Bicapa (U1 = −U2) (K ′) 0,801 31
Bicapa (U1 = U2) (K) 0,440 94
Bicapa (U1 = U2) (K
′) 0,343 149
Cuadro 2.3: Tiempos clásicos y de regeneración obtenidos en anillos mono-
capa y bicapa de radio R = 50 nm bajo la influencia de un campo magnético
perpendicular, B = 5 T. Los paquetes de onda gausianos iniciales se cons-
truyeron en torno a Em0 ≈ 200 meV y el valor de la anchura de la gausiana
fue de σ ≈ 10.
Anillo cuántico (B = −5 T) TCl (ps) TR (ps)
Monocapa 0,315 141
Bicapa (U1 = −U2) (K) 0,801 31
Bicapa (U1 = −U2) (K ′) 0,782 68
Bicapa (U1 = U2) (K) 0,412 94
Bicapa (U1 = U2) (K
′) 0,343 149
Cuadro 2.4: Tiempos clásicos y de regeneración obtenidos en anillos mono-
capa y bicapa de radio R = 50 nm bajo la influencia de un campo magnético
perpendicular, B = −5 T. Los paquetes de onda gausianos iniciales se cons-
truyeron en torno a Em0 ≈ 200 meV y el valor de la anchura de la gausiana
fue de σ ≈ 10.
enerǵıa en caso de un espectro lineal.
2.4.3. Tiempos de regeneración y tiempo clásico en anillos
cuánticos de grafeno en presencia de campo magnético
Los tiempos clásicos y de regeneración en presencia de un campo mag-
nético (B = ±5 T) fueron también calculados para un anillo cuántico de
grafeno con un radio de R = 50 nm, en las mismas condiciones que en au-
sencia de campo magnético. Los resultados obtenidos están agrupados en la
tablas 2.3 y 2.4.
En primer lugar se constató que el valor del periodo clásico era aproxima-
damente igual que en ausencia de campo magnético. Sin embargo, el tiempo
de regeneración es similar tan solo en el caso monocapa. Por el contrario, en
el caso de anillos bicapa se observó que el tiempo de regeneración decrece
cuando se introduce un campo magnético si U1 = −U2 aunque el decreci-
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miento no se produce de manera similar en ambos valles isotrópicos. Es más,
el valor del campo magnético en cada uno los valles se intercambia cuando la
orientación del campo es inversa. Por otra parte, en el caso U1 = U2 el tiem-
po de regneración tan solo aumenta en uno de los dos valles, mientras que
el otro valle se ve inalterado. Por tanto, el tiempo de regeneración muestra
la rotura de la degeneración de los valles isotrópicos cuando hay un campo
magnético aplicado. Asimismo, para realizar una correcta identificación del
tipo de espectro que tiene el anillo bicapa tan solo hay que conocer el com-
portamiento de la regeneración con y sin campo magnético aplicado.
2.4.4. Dependencia del potencial aplicado y de la enerǵıa en
presencia del campo magnético.
En esta sección se van a analizar los resultados de los tiempos clásicos
y de regeneración en función del potencial aplicado y de la enerǵıa conside-
rando la presencia de un campo magnético B = 5 T. La figura 2.8 muestra
el comportamiento de ambas periodicidades en función de U1. Las curvas
representadas son muy similares a las obtenidas en ausencia de campo mag-
nético (figura 2.6). La única diferencia reside en el hecho de que el tiempo
de regeneración es mayor en el caso de los anillos bicapa con gap e inferior
en aquellos que no presentan gap. En estos últimos se mantiene la rotura de
la degeneración y los valores obtenidos en K ′ son mayores que en K.
En cuanto a la representación en función de la enerǵıa, al igual que en
ausencia de campo magnético aparecen una serie de picos en los tiempos de
regeneración que se corresponden con el caso de dos anillos expuestos a po-
tenciales opuestos U1 = −U2 (figura 2.9). Como se señaló en la sección 2.3,
el espectro en los anillos sufre un desplazamiento en función del momento
angular cuando se aplica un campo magnético. Del mismo modo, el efecto
del campo magnético provoca un desplazamiento de los picos observados en
la regeneración quedando estos centrados a distintas enerǵıas en cada uno
de los valles isotrópicos.
En resumen, se puede considerar que el tiempo de regeneración es un
observable que da información de la degeneración de los valles, de la ro-
tura de la degeneración y del número de capas presentes en los anillos de
grafeno. Este último punto es muy interesante para posibles aplicaciones
de caracterización de muestras nanométricas de grafeno. Por otra parte un
buen control de los qubits requiere poder controlar la degeneración de los
valles y dado que en la actualidad existen distintos trabajos que proponen
métodos de medición de la regeneración de los paquetes de onda, el tiempo
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Figura 2.8: Dependencia de los tiempos clásico y de regeneración con el
potencial aplicado con B = 5 T. Los datos representados se corresponden
con los resultados en ambos valles K y K ′.
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Figura 2.9: Dependencia de los tiempos clásico y de regeneración con Em0
para B = 5 T. Los datos representados se corresponden con los resultados
en ambos valles K y K ′.
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de regeneración podŕıa ser visto como una magnitud que defina el estado del
qubit de forma precisa.
2.4.5. Estudio de la regeneración de paquetes de onda me-
diante el producto Fisher-Shannon en anillos cuánticos
En esta sección se propone el estudio de la dinámica de paquetes de onda
mediante el producto Fisher-Shannon, Pρ. La forma inicial de los paquetes
de onda se debe corresponder con un mı́nimo del producto de información.
Para ello, Pρ debe satisfacer la desigualdad isoperimétrica [62]
Pρ = IρNρ ≥ 1. (2.48)
La igualdad se alcanza para densidades gausianas. Combinando esta de-





y con esta expresión se obtiene la formulación del principio de incertidumbre
en términos de la potencia entrópica [69]
Nρ ≤ (∆x)2. (2.50)
Los tiempos de regeneración y tiempos de regeneración fraccionarios pue-
den evidenciarse mediante el producto de Fisher−Shannon. La figura 2.10
describe el producto de Fisher−Shannon en un anillo cuántico monocapa de
R = 50 nm, ∆ = 50 meV centrado en torno a Em0 ≈ 200 meV. En ella
se pueden observar distintos mı́nimos relativos de la figura que se corres-
ponden con el tiempo de regeneración TR = 78 ps y valores fraccionarios
de él. Mediante este cálculo los resultados obtenidos a partir de la función
de autocorrelación en anillos monocapa en ausencia de campo magnético se
corroboran.
2.4.6. Zitterbewegung y regeneración de paquetes de onda
en puntos cuánticos de grafeno
En esta sección se van a exponer los resultados del estudio de la evo-
lución de paquetes de ondas en puntos cuánticos de grafeno monocapa en
presencia de un campo magnético perpendicular y en función del radio del
punto cuántico. Los resultados serán comparados con los que se obtienen de
una lámina infinita de grafeno [27]. A diferencia de los análisis realizados
hasta el momento en este caṕıtulo, además del periodo clásico y del tiempo
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Figura 2.10: Dependencia temporal del producto entrópico para un paquete
de ondas gaussiano inicial centrado en Em0 ≈ 200 meV y σ = 13, para un
anillo cuántico de radio R = 50 nm y un término de masa finita ∆ = 50
meV.
de regeneración, el zitterbewegung será también considerado. En este ca-
so, al igual que con los anillos cuánticos monocapa y bicapa las distintas
periodicidades se analizarán en términos de la función de autocorrelación
A(t) = 〈Ψ(t)|Ψ(0)〉, (2.51)
y el valor de momento angular utilizado fue m = 0.
En primer lugar se ha considerado un punto cuántico monocapa de R =
70 nm. Los valores de campo magnético considerados estaban comprendidos
entre 0 T y 15 T. La figura 2.11 muestra los resultados obtenidos en los
puntos K, K ′ y el comportamiento de la lámina infinita de grafeno. En este




















En el panel de la izquierda de la figura 2.11 se puede observar el com-
portamiento del ZB en función de la intensidad de campo magnético. Como
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muestra la figura, el periodo de oscilación del ZB decrece con el aumento del
campo magnético, estando además degenerado independientemente del valor
del campo magnético. En el panel central se representa el tiempo clásico en
función del campo. Es destacable que este adquiere un valor máximo (tanto
en K como en K ′) para campos intermedios. Asimismo la degeneración de
valles solo se mantiene para valores de campo bajos (B ≤ 2 T) y a partir
de 10 T en una región donde además el comportamiento del punto cuántico
se asemeja al de una lámina infinita de grafeno. Por último, los tiempos
de regeneración se encuentran representados en el panel de la derecha. La
regeneración decrece si la intensidad del campo magnético es baja y alta,
y aumenta para valores intermedios del campo. Al igual que sucede con el
tiempo clásico, a partir de aproximadamente 10 T, el tiempo de regeneración
coincide con el de una lámina infinita de grafeno, siendo por tanto imposible
diferenciar los resultados obtenidos con aquellos procedentes de un punto
cuántico. Además, para estos valores superiores de campo magnético la de-
generación se conserva en K y K ′.
Figura 2.11: Regeneración de paquetes de onda en un punto cuántico mono-
capa de radio R = 70 nm en presencia de un campo magnético en función
de la intensidad del campo magnético. El zitterbewegung se muestra en el
panel de la izquierda, el tiempo clásico en el panel central y el tiempo de
regeneración a la derecha.
En la figura 2.12 se han representado nuevamente las distintas periodi-
cidades en función de la intensidad de campo magnético pero para un anillo
cuántico de grafeno de R = 140 nm. El comportamiento es similar al ob-
servado en el caso anterior. Sin embargo, la tendencia en cada una de las
periodicidades se encuentra desplazada hacia la izquierda, siendo los valores
de los distintos máximos relativos alcanzados aproximadamente iguales que
en el caso anterior. Estos resultados fueron también corroborados con anillos
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cuánticos de radio R = 50 nm y R = 270 nm.
Por último se representaron cada uno de los periodos para un valor de
campo magnético fijo B = 10 T y en función del radio del punto cuántico
(figura 2.13). Como puede observarse, para valores pequeños del radio el
tiempo clásico y el ZB crecen a la vez que el tiempo de regeneración se hace
menor con el radio. En el ZB no se observa rotura de la degeneración, mien-
tras que en las dos periodicidades restantes existe degeneración cuando el
anillo de grafeno tiende a comportarse como una lámina infinita de grafeno,
estableciéndose el radio de corte R = 75 nm aproximadamente.
Figura 2.12: Regeneración de paquetes de onda en un punto cuántico mono-
capa de radio R = 140 nm en presencia de un campo magnético en función
de la intensidad del campo magnético. El zitterbewegung se muestra en el
panel de la izquierda, el tiempo clásico en el panel central y el tiempo de
regeneración a la derecha.
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Figura 2.13: Regeneración de paquetes de onda en un punto cuántico mono-
capa en función del radio para un campo magnético B = 10 T. El zitterbe-
wegung se muestra en el panel de la izquierda, el tiempo clásico en el panel
central y el tiempo de regeneración a la derecha.
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Abstract
We have studied the existence of quantum revivals in graphene quantum rings within a
simplified model. The time evolution of a Gaussian-populated wavepacket shows revivals in
monolayer and bilayer graphene rings. We have also studied this behavior for quantum rings in
a perpendicular magnetic field. We have found that revival time is an observable that shows
different values for monolayer and bilayer graphene quantum rings. In addition, the revival
time shows valley degeneracy breaking.
(Some figures may appear in colour only in the online journal)
1. Introduction
Graphene, a single-atom layer of carbon atoms arranged in a
honeycomb lattice, has attracted growing interest due to its
startling properties and to its applications in nanoelectronic
and future quantum computation devices [1, 2]. One important
class of such graphene devices is graphene quantum rings.
Recently, there have been experimental investigations of this
device [3, 4] observing the Aharonov–Bohm effect, and
several theoretical studies have been published (see, for
instance [5–7]).
On the one hand, the observation of quantum interference
phenomena that can appear in quantum rings has attracted
attention in recent years due to fundamental factors and to
the possible applications in microelectronics and quantum
computation [8–11]. In these works, among others, the
spin-dependent dynamical response of a semiconductor
quantum ring or the time evolution of the wavefunction in the
presence of spin–orbit interaction have been studied. On the
other hand, the quantum evolution of wavepackets displays
interesting revival phenomena. They have been studied
over the past decades theoretically [12–14] (in nonlinear
quantum systems, atoms and molecular structures) and
observed experimentally in, for example, atoms, molecules
or Bose–Einstein condensates [15]. Revivals appear when in
its temporal evolution a wavepacket returns to a shape that
is very similar to the initial one, and the time when this
occurs is called the revival time (TR). This type of periodicity
depends on the energy eigenvalue spectrum. Assuming an
initial wavepacket as a superposition of eigenstates sharply
peaked around some level n0, this wavepacket will initially
evolve with a semiclassical periodicity TCl, then it will spread
and delocalize (collapse). At later times (integer multiples
of the time TR/2) it will recover its initial shape, oscillating
semiclassically. As the initial localized wavepacket is excited
with an energy spectrum sharply peaked around n0, we can
consider the different time scales from the coefficients of the
Taylor expansion of the energy spectrum En around the energy
En0
En ≈ En0 + E�n0(n − n0) +
E��n0
2
(n − n0)2 + · · · . (1)
The temporal evolution of the localized bound state � for a
time independent Hamiltonian can be written in terms of the
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with an = �un, ��. If the coefficients an are considered to be
tightly spread around a large n0 � |n − n0| and n0 � 1, and
taking into account (1),
exp (−iEnt/h̄) = exp (−i /h̄(En0 t + E�n0(n − n0)
+ E��n0/2(n − n0)2 + · · ·))
= exp(−iω0t − 2π i(n − n0)t/TCl
− 2π i(n − n0)2t/TR + · · ·), (3)
where each term in this exponential (except the first one which
is a global phase) defines an important characteristic time
scale, that is, TR ≡ 4π h̄|E��n0 | and TCl ≡
2π h̄
|E�n0 |
(see [16] for more
details).
Recently, quantum revivals have been studied theoreti-
cally in low-dimensional quantum structures such as graphene
and graphene quantum dots in perpendicular magnetic
fields [17–26]. In this paper we will study quantum revival
phenomena in single layer and bilayer graphene quantum
rings.
2. Simplified model of graphene quantum rings in a
perpendicular magnetic field
2.1. Monolayer ring
First we will study wavepacket revivals in graphene quantum
rings within a simplified model introduced in [5, 27, 28] in
which the dynamics of carriers in the graphene lattice in a
uniform magnetic field �B = B0�ez, perpendicular to the plane
of the ring, can be described by the following Hamiltonian:
H = vF(�p + e�A)�σ + τ�σz (4)
where τ = ±1 corresponds to each of the two inequivalent
corners K and K� of the first Brillouin zone, �p is the
momentum measured relative to the K (K�) point, �A is the
vector potential, vF � 106 m s−1 is the Fermi velocity,
and �σ = (σx, σy, σz) with components given by the Pauli
matrices. � is a finite mass term that takes into account the
possible opening of a gap in the band spectrum of monolayer
graphene due to the interaction with an underlying substrate,
the presence of defects, doping or the effect of an electric field.
This gap opening changes the structure of the electron density
of states close to the Dirac points and the dispersion relation
stops being conical and becomes parabolic. This is equivalent
to saying that this dispersion relation no longer corresponds to
a massless fermion but to a particle with a small mass [29–32].
The eigenstates of this Hamiltonian are the following







where m is the angular momentum label. Now we will
introduce the approximation of a zero width ring geometry
used in [5, 27, 28, 33] and we will work in the
single-valley Dirac Hamiltonian for the system. The basic
idea is to consider an ideal one-dimensional quantum ring
with spin–orbit interaction and to simplify the Schrödinger
equation by discarding the radial variation of the electron
wavefunction (i.e. the radial part of the angular momentum
must be equal to zero, pρ = −ih̄( ∂∂ρ + 12ρ ) = 0). In the case
of an ideal ring of fixed radius ρ = R, this leads to the
substitution ∂
∂ρ







which are eigenfunctions of the total angular momentum
Jz = Lz + h̄Sz with Sz = 12σz and where h̄(m + 12 ) with
m = −j, . . . , j are the eigenvalues of Jz. Upon introducing
β = (eB0/2h̄)/R2, E0 ≡ h̄ vFR , ν ≡ �E0 and � ≡ EE0 , and
solving H�(R, φ) = E�(R, φ) in the symmetric gauge �A =
(0, B0ρ/2, 0), the eigenfunctions and eigenenergies are given
by [5]
φA(R) = 1, φB(R) =
m + β + 12
� + τν (7)
� = ±
�
(m + β + 1)(m + β) + ν2 + 1/4. (8)
2.2. Bilayer ring
The structure of an undoped bilayer ring is given by two
honeycomb sheets of carbon atoms, so we will describe it in
terms of four sublattices. The single-valley Dirac Hamiltonian
for a bilayer graphene ring (arranged according to Bernal AB
stacking) [34] is given in the continuous approximation by


τU1 π t 0
π† τU1 0 0
t 0 τU2 π†
0 0 π τU2

 , (9)
where τ = ±1 corresponds to K and K� valleys,
t � 400 meV is the interlayer coupling term, π =
vF
�
(px + eAx) + i(py + eAy)
�
and U1 and U2 are the
potentials of the two graphene layers. These potentials take
into account the doping of one of the layers and/or the gating
(the interaction with an electric field) [33] to create a gap.
Following the above zero width ring geometry approach for











which is an eigenfunction of the angular momentum [33, 5]












with I the 2 × 2 identity matrix. The operator τz assigns a
positive (negative) sign to the upper (lower) layer labels. (This
2
2.5. PUBLICACIONES 38
J. Phys.: Condens. Matter 25 (2013) 235301 T Garcı́a et al
operator is a pseudospin analogous to the isospin in nuclear
physics.) The operator Sz corresponds to the pseudospin
defined by the two sublattices in each layer.
Using the symmetric gauge the following coupled
equations are obtained [5]:
− (� − τu1)φA(R) − (m + β − 12 )φB(R) + t�φC(R) = 0,
(12)
(m + β − 12 )φA(R) + (� − τu1)φB(R) = 0, (13)
t�φA(R) − (� − τu2)φC(R) + (m + β + 12 )φD(R) = 0, (14)
(m + β + 12 )φC(R) − (� − τu2)φD(R) = 0, (15)
where we have introduced the same dimensionless quantities
as in [5]: t� = t/E0, ui = Ui/E0 (i = 1, 2). This set of
equations can be reduced to
(� − τu1)2[(� − τu2)2 − (m + β + 12 )2] − (m + β − 12 )2
× [(� − τu2)2 − (m + β + 12 )2]
− (� − τu1)(� − τu2)t�2 = 0. (16)
This polynomial equation can be rewritten in terms of the
average potential u = (u1+u2)/2, half the potential difference
δ = (u1−u2)/2 and the energy shifted by the average potential










+ 4sτδ(m + β)
+
�











+ δ4 = 0. (17)
The four spinor components are
φA(R) = 1 (18)
φB(R) = −m + β − 1/2
�m − τu1 (19)
φC(R) =
(�m − τu1)2 − (m + β − 12 )2
t�(�m − τu1) (20)
φD(R) =
(m + β − 12 )[(�m − τu1)2 − (m + β − 12 )2]
t�(�m − τu1)(�m − τu2) .
(21)
Different potentials U1 and U2 can be created on defect-free
graphene [33]. Later we will consider two situations: U1 =
U2 = 100 meV (the two layers are exposed to the same
external potential) and U1 = −U2 = 100 meV (the bands are
parabolic, satisfying the band structure of a semiconductor
material).
3. Revivals in graphene quantum rings





centered around a given eigenvalue Em0 with Gaussian-






2σ2 , where σ is the
variance of the distribution. The characteristic time scales
depend on the eigenvalues, but we will need to have the
spectrum sharply peaked around m0 (see section 1), so in
this sense the value of σ is important in order to have
an appropriate localized wavepacket and it should not be
very large. Of course we will need a superposition of
eigenfunctions, so the variance σ cannot be very small.
We will choose σ around ten throughout this study.
Experimentally, there are proposals about how to populate
these states (for instance, a discussion of the interaction of
electrons confined in a ring with short light pulses can be
found in [8, 9, 11, 35] and it could be used to excite these






The study of the time-development of the wavepacket is
often done in terms of the autocorrelation function, that is, the
overlap of the initial state ψ0 (equation (22)) and its temporal
evolution ψt (equation (23)):
A(t) = �ψ0|ψt� =
� 2π
0
ψ0(R, φ)ψt(R, φ) dφ. (24)





The occurrence of revivals corresponds to a complete overlap
with the initial state, for which |A(t)|2 returns to its initial
value of unity.
3.1. Without a magnetic field
First we consider the case without an external magnetic field,
that is B = 0. In figures 1 and 2 we plot the time dependence
of |A(t)|2 for monolayer and bilayer graphene rings within a
single valley. The corresponding classical and revival times
are given in table 1. In all cases we choose R = 50 nm, � =
50 meV and Em0 ≈ 200 meV. For the monolayer graphene
ring the initial wavepacket has a fast quasiclassical oscillatory
behavior with a period TCl = 0.325 ps; this quasiclassical
amplitude decreases and later there is a regeneration
of the quasiclassical behavior at half the revival time
TR/2 = 78 ps.
In this case of monolayer rings the classical period
and the revival time can be calculated analytically from
equations (1) and (8): TCl = 2πRvF
�
4ν2
(1+2m)2 + 1, TR =
πR
2vFν2
[4ν2 +(1+2m)2]3/2. We have used these exact results to
test the accuracy of our numerical results and the agreement
is better than 1 in 1000. From the above expressions we can
conclude that TCl and TR are greater when R and/or the gap �
are greater. In fact, TR diverges as ν goes to zero, but, taking
into account that ν = �E0 = R�h̄vF , TR ∝ 1R�2 for small � and it
3
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Figure 1. Time dependence of |A(t)|2 for a monolayer quantum
ring with R = 50 nm for an initial wavepacket with � = 50 meV.
The upper (lower) panel displays the short-time (long-time)
evolution with the classical (revival) time shown by a vertical line.
Table 1. Classical and revival times at the two isotropic valleys K
and K� of monolayer and bilayer graphene quantum rings with
R = 50 nm. The initial wavepackets were built as a superposition of
Gaussian-distributed states around E(m0) ≈ 200 meV and with
width σ = 13.
Quantum ring TCl (ps) TR (ps)
Monolayer 0.325 146
Bilayer (U1 = −U2) (K) 0.781 216
Bilayer (U1 = −U2) (K�) 0.781 216
Bilayer (U1 = U2) (K) 0.421 32
Bilayer (U1 = U2) (K�) 0.342 151
is possible to balance a small value for � with a large enough
value for R to get a reasonable value for TR. We have chosen
a small and realistic value for � (50 meV).
In the top panel of figure 2 we can see the autocorrelation
function for a bilayer graphene ring with U1 = U2 at the K
point. In this case we observe TCl = 0.421 ps and TR/2 =
16 ps. The middle panel of figure 2 shows |A(t)|2 for a bilayer
graphene ring with U1 = −U2. We can see that TCl = 0.781 ps
and TR/2 = 108 ps. In this case there is degeneracy and both
times are the same in the K and K� valleys.
Now, we will consider the second inequivalent point
K� in the opposite corner of the first Brillouin zone. The
Hamiltonians are given by equations (4) and (9) for the
monolayer and bilayer cases respectively, and for τ = −1. For
Figure 2. Time dependence of |A(t)|2 for a bilayer quantum ring
with R = 50 nm and � = 50 meV in three different potentials:
U1 = U2 at the K point (top), U1 = −U2 (middle), and U1 = U2 at
the K� point (bottom). The values of TCl and TR are given in table 1.
The vertical lines mark the revival times.
the monolayer and bilayer quantum rings with U1 = −U2 the
energy spectra in K and K� are the same, so the quasiclassical
and revival times, which are defined in terms of them, are the
same too. By contrast, the energy spectrum is different for H
and H� in the graphene bilayer quantum ring with U1 = U2, so
the valley degeneracy is broken and different classical periods
and revival times are observed. The bottom panel in figure 2
shows these periodicities. We have calculated the classical and
revival times in the case of a monolayer and bilayer quantum
ring with a different value of the radius (R = 70 nm), obtaining
a similar behavior (see table 2) but with classical times 1.4
times bigger and revival times 1.7 times longer for the bilayer
ring in the U1 = −U2 cases and twice as long for the rest.
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Figure 3. Energy Em0 dependence of TCl (top) and TR (bottom) for
monolayer and bilayer (for U1 = U2 and U1 = −U2 at the K and K�
points) quantum rings, with R = 50 nm, B = 0 T and � = 50 meV.
Table 2. Classical and revival times for monolayer and bilayer
graphene quantum rings with R = 70 nm. The initial wavepackets
were built as a superposition of Gaussian-distributed states around
E(m0) ≈ 200 meV and with width σ = 13.
Quantum ring TCl (ps) TR (ps)
Monolayer 0.454 294
Bilayer (U1 = −U2) (K) 1.090 376
Bilayer (U1 = −U2) (K�) 1.090 376
Bilayer (U1 = U2) (K) 0.588 64
Bilayer (U1 = U2) (K�) 0.479 296
Figure 3 depicts TCl (top panel) and TR (bottom panel) in
terms of the energy Em0 for R = 50 nm, B = 0 T, � = 50 meV
and U1 = 100 meV. We have shown TCl (top panel) for
monolayer and bilayer (with U1 = U2 in the K and K� valleys
Figure 4. Potential U1 dependence of TCl (top) and TR (bottom) for
a bilayer (for U1 = U2 and U1 = −U2 at the K and K� points)
quantum ring, with R = 50 nm, B = 0 T and � = 50 meV.
and U1 = −U2) quantum rings. The classical period TCl for
U1 = −U2 is clearly greater than TCl in the U1 = U2 and
monolayer cases. The revival time TR (bottom panel) has an
irregular behavior for Em0 � 230 meV; however, from Em0 �
230 meV, the revival periods are always ordered from smallest
to largest as U1 = −U2, U1 = U2 at the K point, U1 = U2 at
the K� point and monolayer quantum rings. The differences
between them increase when the energy Em0 grows. For the
U1 = −U2 case there is a prominent peak in the revival
time around 200 meV. In order to understand the origin of
this feature we have performed a series of calculations with
different values of U1, Eg and t. Our results show that this
peak only appears when t � 4U1 � 2Eg, the reason being that
for this combination of values the energy spectrum close to
Eg becomes nearly linear and therefore TR ≡ 4π h̄|E��n0 | increases
dramatically.
In figure 4 we have plotted the potential U1 dependence
(from 80 to 180 meV) of TCl (top panel) and TR (bottom
5
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Table 3. Classical and revival times for monolayer and bilayer
graphene quantum rings with R = 50 nm in a perpendicular
magnetic field B = 5 T. The initial wavepackets were built as a
superposition of Gaussian-distributed states around Em0 ≈ 200 meV
and with width σ ≈ 10.
Quantum ring (B = 5 T) TCl (ps) TR (ps)
Monolayer 0.315 141
Bilayer (U1 = −U2) (K) 0.782 68
Bilayer (U1 = −U2) (K�) 0.801 31
Bilayer (U1 = U2) (K) 0.440 94
Bilayer (U1 = U2) (K�) 0.343 149
panel). We can see a regular behavior in all the cases. For
a certain U1, the periods are always greater in the bilayer
U1 = −U2 case and smaller in the U1 = U2 cases. However,
the classical periods for the two layers exposed to the same
external potential in K are greater than in K�, in contrast
to the behavior for the revival period. In the case of the
revival periods we can see that the greater differences between
all the cases (for a fixed value of the potential) are around
U1 = 80 meV. Finally we have seen that both periods are
observables that point out the broken valley degeneracy in the
bilayer U1 = U2 case.
3.2. In a perpendicular magnetic field
We have first studied the revival times in the case of a
ring of radius R = 50 nm with � = 50 meV inside an
external perpendicular magnetic field B = ±5 T for an initial
wavepacket with σ ≈ 10, and Em0 ≈ 200 meV. The results are
presented in tables 3 and 4. We can observe that the classic
period TCl is nearly the same with and without the magnetic
field. The revival time is very similar in the monolayer case
but it is different in the bilayer case. We can see that for
U1 = −U2 the revival time decreases when we introduce a
magnetic field but in different amounts for the K and K�
valleys, breaking the degeneracy found when no magnetic
field is present. Besides, this symmetry breaking is symmetric
with respect to the orientation of the magnetic field. The
values for the two valleys are interchanged when the field is
reversed. When U1 = U2 the revival time increases in one of
the two valleys but remains nearly constant in the other.
Figures 5 and 6 show TCl (top) and TR (bottom) in terms
of Em0 and U1, respectively, for B = 5 T. We can see a
behavior similar to that in the B = 0 T case. However, we
can identify a peculiarity for the B = 5 T case: in figure 6
(bottom panel) for a certain U1 the revival periods are always
greater in the bilayer U1 = −U2 case and smaller for the
U1 = U2 cases (for which the case K� is greater than the
case K). Once again there is a peak in TR when Em0 �
Eg for the U1 = −U2 case. But now the peak is centered
around different energies in the K and K� valleys. The reason
is that the presence of the magnetic field shifts the energy
spectrum in opposite directions in both valleys and therefore
the quasilinear behavior in the spectrum appears slightly
below Eg in the K valley and slightly above this value in the
K� valley.
Figure 5. Energy Em0 dependence of TCl (top) and TR (bottom) for
monolayer and bilayer (for U1 = U2 and U1 = −U2 at the K and K�
points) quantum rings, with R = 50 nm, B = 5 T and � = 50 meV.
In all the cases we can see that the revival time is an
observable which shows valley degeneracy breaking. Here we
should point out that one of the requirements to use graphene
in quantum computing is that the valley degeneracy has to be
broken because it is non-trivial to form two-qubit gates using
Heisenberg exchange coupling for spins in tunnel-coupled
dots due to this valley degeneracy (see [36, 37] and references
therein for a detailed description of this interesting property).
Finally, we should point out that there are some proposals
to measure these types of wavepacket phenomenon in the
literature. Wakker et al [38] discussed measuring the local
magnetic fields produced by circulating orbits. Additionally,
it has been suggested how to measure the electromagnetic
radiation emitted, considering the fact that the wavepacket
exhibits an electric dipole moment [24].
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Figure 6. Potential U1 dependence of TCl (top) and TR (bottom) for
a bilayer (for U1 = U2 and U1 = −U2 at the K and K� points)
quantum ring, with R = 50 nm, B = 5 T and � = 50 meV.
Table 4. Classical and revival times for monolayer and bilayer
graphene quantum rings with R = 50 nm in a perpendicular
magnetic field B = −5 T. The initial wavepackets were built as a
superposition of Gaussian-distributed states around Em0 ≈ 200 meV
and with width σ ≈ 10.
Quantum ring (B = −5 T) TCl (ps) TR (ps)
Monolayer 0.315 141
Bilayer (U1 = −U2) (K) 0.801 31
Bilayer (U1 = −U2) (K�) 0.782 68
Bilayer (U1 = U2) (K) 0.412 94
Bilayer (U1 = U2) (K�) 0.343 149
4. Conclusions
In this paper we have studied quantum revivals in the quantum
evolution of wavepackets in monolayer and bilayer graphene
quantum rings. We have found that the revival time is an
observable that allows us to distinguish between monolayer
and bilayer rings. Additionally in the bilayer ring case, TR
can identify the case of the two layers exposed to opposite
potentials (U1 = −U2) and the case of the two layers exposed
to the same external potential (U1 = U2). In this last case the
revivals show valley degeneracy breaking, which is important
in spin-based quantum computing [36, 37].
In future works we will consider a more realistic
description of quantum rings with finite width using an
atomistic model within the density functional theory (DFT)
framework [39].
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h i g h l i g h t s
• Fisher–Shannon product is used to study dynamics of quantum wave packets.
• The collapse and revival sequences in the dynamics are described.
• We have studied two models: a quantum bouncer and a graphene quantum ring.
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a b s t r a c t
We show the usefulness of the Fisher–Shannon information product in the study of the
sequence of collapses and revivals that take place along the time evolution of quantum
wavepackets. This fact is illustrated in two models, a quantum bouncer and a graphene
quantum ring.
© 2013 Elsevier B.V. All rights reserved.
1. Introduction
Sequences of collapses and revivals inwavepacket temporal evolution are awell knownaspect of quantumdynamics. This
phenomenon has been theoretically understood [1] and to date it has been observed in striking experiments with atoms and
molecules [2,3], Bose–Einstein condensates [4,5] and recently in coherent states in a Kerr medium [6]. Moreover, quantum
revivals have been studied theoretically in low-dimensional quantum structures such as graphene, graphene quantum dots
and rings in perpendicular magnetic fields [7–15].
In this paper we show that the analysis of wavepacket quantum revivals can be carried out using the Fisher–Shannon
product Pρ , defined as [16]:
Pρ = IρNρ (1)
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being the Fisher information,
Sρ = −

ρ(x) ln ρ(x)dx (3)
the Shannon entropy, and Nρ = exp(2Sρ)/(2πe) the so-called entropy power [17]. It is known that these information
measures show complementary descriptions of the spreading or concentration of the probability density, where the Fisher
information gives a localmeasure of the spreading (due to the gradient in the functional form),whereas the Shannon entropy
provides a global one. This entropic product has proved useful in the analysis of different physical situations, i.e., electronic
correlation [16], atomic physics [18–20], chemical reactions [21], quantum phase transitions [22], astrophysics [23] or in the
study of geophysical phenomena [24]. There is a generalization of the Fisher–Shannon product, the so-called Fisher–Rényi
product [25]. Note here the existence of other important complexity measures which have also been used in the description
of a great variety of systems (see Ref. [26] and references therein).
We shall consider the Fisher–Shannon information product as it applies to quantum revival phenomena. In particular,
we shall show the role of this quantity in the dynamics of two model systems that exhibit sequences of quantum collapses
and revivals: a so-called quantum ‘bouncer’ (that is a quantum particle bouncing against a hard surface under the influence
of gravity) and a graphene quantum ring model.
2. Wavepacket dynamic and Fisher–Shannon product
It is well known that the temporal evolution of localized bound states ψ for a time independent Hamiltonian is given in





where cn = ⟨un, ψ⟩ are the Fourier components of the vectorψ , and n is themain quantumnumber of the system (in general
one has to consider the set of quantum numbers corresponding to the system, see Ref. [1], but in this paper we will consider
only systemswith one quantumnumber). Now, awavepacket is constructedwith the coefficients cn tightly centered around
a large value of n0 ≫ |n − n0|, with n0 ≫ 1. The exponential factor in (4) can then be written as a Taylor expansion around
n0 (within this approximation, n is a continuous variable) as












−iω0t − 2π i(n − n0)t/TCl − 2π i(n − n0)2t/TR + · · ·

(5)
where each term in the exponential (except for the first one, which is a global phase) defines a characteristic timescale, that
is, TR ≡ 4π h̄|E′′n0 |
and TCl ≡ 2π h̄|E′n0 |
(see Ref. [1] for more details). The so called fractional revival times can be given in terms of the
quantum revival timescale by t = pTR/q, where p and q are mutually prime.
Next, we study the wavepacket dynamics by means of the so-called entropy product, i.e., the product of the Fisher in-
formation and the Shannon entropy power, Nρ , to conclude that it provides another framework for visualizing fractional
revival phenomena. Again, we expect that the formation of a number of minipackets of the original packet will correspond
to relative minima of the information product. Before proceeding, recall that Pρ satisfies the isoperimetric inequality [17]
Pρ = IρNρ ≥ 1. (6)





and the power entropy inequality [28]
Nρ ≤ (∆x)2, (8)
leads to the usual formulation of the uncertainty principle in terms of the variance in conjugate spaces, ∆p∆x ≥ h̄/2. It is
straightforward to show that the equality limit of these four inequalities is reached for Gaussian densities.
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2.1. Quantum bouncer
Quantum states ofmatter in a gravitational field have been recently realized experimentallywith neutrons [29,30]. These
were allowed to fall towards a horizontal mirror which, together with the Earth’s gravitational field, provided the necessary
confining potential well. From a theoretical point of view, this constitutes an example of the quantum variant of a classical
particle subject to a uniform downward force, above an impermeable flat surface. The revival behavior of quantum bouncers
has been discussed in Refs. [31,32] and an entropy-based approach was carried out in Refs. [33,34]. Here, we shall evaluate
the goodness of the entropy product when applied to a quantum bouncer.
The time dependent solution of the Schrödinger equation for the potential V (z) = mgz if z ≥ 0 and V (z) = 0 otherwise
reads




where the eigenfunctions and eigenvalues are given by Ref. [32]
E ′n = zn; ϕn(z
′) = NnAi(z ′ − zn); n = 1, 2, 3, . . . . (10)




1/3 is a characteristic gravitational length, Ai(z) is the Airy function, −zn denotes its zeros, and Nn
is the ϕn(z ′) normalization factor. zn and Nn were determined numerically by using scientific subroutine libraries for the
Airy function, although accurate analytic approximations for them can be found in Ref. [32]. In the remainder of this paper,
the primes on the energy and position variables will be omitted and we shall assume initial conditions that correspond to
Gaussian wave packets localized at a height z0 above the surface, with a width σ and an initial momentum p0 = 0,






2/σ 2 . (11)





















with Nn = |Ai′(−zn)|. It is now a straightforward calculation to obtain for the classical period and the revival time TCl =
2
√
z0 and TR = 4z20/π , respectively Ref. [32]. The temporal evolution of the wavepacket in momentum-space is obtained
numerically by the fast Fourier transform method.
We have computed the temporal evolution of the entropy product (1) for the initial conditions z0 = 100, p0 = 0, and
σ = 1. Fig. 1 displays Pρ and the location of the main fractional revivals. It can be neatly observed that the entropic product
decreases and reaches aminimum atmost of the fractional revivals, where the quasiclassical behavior and a Gaussian shape
are recovered.
Notice how the initial value of unity for the information product is approximately recovered at the full revival, when the
Gaussian form of the wavepacket is roughly restored.
2.2. Graphene quantum ring
We shall consider the behavior of the Fisher–Shannon information in another physical situation. Let us consider a
graphene quantum ring within a simplified model [36–39] which is described by the Hamiltonian
H = vF p⃗σ⃗ + τ∆σz, (13)
where τ = ±1 corresponds to each of the two inequivalent corners K and K ′ of the first Brillouin zone, p⃗ is the momentum
measured relatively to the K (K ′) point,∆ a finite mass term, vF ≃ 106 m/s is the Fermi velocity, and σ⃗ = (σx, σy, σz)where
the components are the Pauli matrices. We shall work using a geometrical approximation of a zero width ring with radius













(m + 1)m + ν2 + 1/4, (16)
where E0 ≡ h̄vF/R, ν ≡ ∆/E0 and ϵ ≡ E/E0, and with h̄(m + 1/2) with m = −j,−j + 1, . . . , j being the eigenvalue of the
total angular momentum Jz = Lz + h̄Sz .
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Fig. 1. Time dependence of the Fisher–Shannon product for an initial Gaussian wavepacket with z0 = 100, p0 = 0, and σ = 1 in a quantum bouncer. The
main fractional revivals are indicated by vertical dotted lines.
Fig. 2. Time dependence of the entropic product for an initial Gaussian wavepacket with Em0 ≈ 200 meV, σ = 13, for a quantum ring with R = 50 nm,
∆ = 50 meV.
Now we shall construct the initial wavepacket centered around an eigenvalue Em0 . In Fig. 2 the Fisher–Shannon product
for a ring of R = 50 nm, ∆ = 50 meV and Em0 ≈ 200 meV is depicted. We can observe a quasiclassical evolution (with a
period of TR = 0.078 ns) at early times, which corresponds to aminimum in the Fisher–Shannon product.We can see that at
TR/2 (and at multiples of it), where the wavepacket recovers its quasiclassical behavior, we have a relative minimum again.
3. Summary
We have presented an analysis of the quantum wavepacket revival phenomena in a quantum bouncer and a graphene
ring, based on the information product.We have shown that this theoretical tool (which has proved to be useful for the anal-
ysis of different phenomena in atomic physics, molecular reactions, solids, and even in geophysics) appropriately describes
the dynamics of wavepackets. In particular, we have found that the revivals and fractional revivals of wavepackets corre-
spond to relative minima in the entropic product, signaling the recovery of the quasiclassical behavior of the wavepacket.
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Zitterbewegung and quantum revivals in monolayer graphene quantum dots in magnetic fields
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3Departamento de Fı́sica Atómica, Molecular y Nuclear and Instituto Carlos I de Fı́sica Teórica y Computacional,
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The wave-packet evolution in graphene quantum dots in magnetic fields has been theoretically studied. By
analyzing an effective Hamiltonian model we show the wave-packet dynamics exhibits three types of periodicities
(Zitterbewegung, classical, and revival times). The influence of the size of the quantum dot and the strength of
the external magnetic field in these periodicities has been considered. In addition, we have found that valley
degeneracy breaking is shown by both classical and revival times.
DOI: 10.1103/PhysRevB.89.075416 PACS number(s): 03.65.Pm, 78.67.Hc, 81.05.ue
I. INTRODUCTION
In recent years there has been a growing interest in the study
of the phenomenon introduced by Schrödinger in 1930 known
as Zitterbewegung (ZB) [1]. This phenomenon appears in a
Dirac particle as a rapid trembling motion around its rectilinear
average trajectory, and it is a consequence of the interference
between negative and positive energy eigenvalues. ZB has
been studied theoretically, but has yet to be experimentally
observed because its large oscillatory frequency and its small
amplitude are not accessible experimentally at present [2].
Gerritsma et al. [3] have simulated experimentally the electron
ZB by adjusting some parameters of the Dirac equation using
trapped ions and lasers. In 2005 Zawadski [4] studied ZB in a
semiconductor and Schliemann et al. [5] have studied the ZB
in a semiconductor quantum well (QW). After these studies
great interest emerged in the study of ZB in semiconductors
(see Ref. [2] and references therein). Birwas and Ghosh [6]
considered ZB of electrons in semiconductor QWs and quan-
tum dots (QDs) in an in-plane magnetic field. Additionally,
ZB has also been analyzed in detail in monolayer and bilayer
graphene and in carbon nanotubes in recent years [2,7–14].
On the other hand, the quantum evolution of wave packets
shows interesting revival phenomena. They have been studied
over the past decades theoretically [15–17] and observed
experimentally [18] in, for example, atoms, molecules, or
Bose-Einstein condensates. Additionally, quantum revivals
have been studied theoretically in low-dimensional quantum
structures such as graphene, graphene quantum dots, and
graphene quantum rings in perpendicular magnetic fields
[2,12,13,19–25]. Revivals appear when a wave packet returns
to a shape that is approximately the same as the initial one in the
temporal evolution, and the time at which the revivals appear is
called the revival time (TRe). This type of periodicity depends
on the energy eigenvalue spectrum. Assuming an initial wave
packet as a superposition of eigenstates sharply peaked around
some level n0, this wave packet initially will evolve with
a semiclassical periodicity TCl, and then it will spread and
delocalize (collapse). At later times (integer multiples of
the time TRe/2) it will recover its initial shape, oscillating
semiclassically.
In this paper we will analyze the quantum revival and ZB
phenomena in a monolayer graphene quantum dot in terms of
the size of the dot and by considering an external perpendicular
magnetic field.
II. ZITTERBEWEGUNG AND REVIVALS IN GRAPHENE
QUANTUM DOTS
A. Effective Hamiltonian
Let us consider a monolayer graphene quantum dot in a uni-
form perpendicular magnetic field. The effective Hamiltonian
of this system can be written as [26]
H = vF ( p + e A)σ + τV (r)σz, (1)
where τ = ±1 corresponds to the inequivalent corners K and
K ′ of the Brillouin zone (respectively), p is the momentum,
A = B/2(−y,x,0) = B/2(−r sin φ,r cos φ,0) is the vector
potential in Cartesian and polar coordinates (respectively),
vF ≈ 106 m/s is the Fermi velocity, σ the Pauli matrices vector,
and where the potential V (r) is defined as [26]
V (r) =
{
0, r < R,
∞, r  R. (2)
We can solve the Dirac equation H(r,φ) = E(r,φ)







due to the fact that we can construct simultaneously eigen-
spinors for H and Jz ≡ lz + 12σz because [H,Jz] = (m + 1/2),
where m is the eigenvalue of the third component of the angular
momentum lz, with m the angular momentum label. Now,
introducing the spinor into the Dirac equation H(r,φ) =
E(r,φ), the following set of uncoupled differential equations
are straightforwardly obtained:
χ̇1(r) − mχ1(r)/r − rχ1(r)/2l2B − ε2χ2(r) = 0, (4)
χ̇2(r) + (m + 1)χ2(r)/r + rχ2(r)/2l2B + ε1χ1(r) = 0. (5)
In Eqs. (4) and (5) we have introduced the magnetic length
lB = 1/
√
eB (we use  = 1 throughout the paper) and εi =
τ Ṽ + Ẽ, where Ṽ and Ẽ correspond to V/(−ivF ) and
E/(−ivF ), respectively. Using the procedure described in
1098-0121/2014/89(7)/075416(7) 075416-1 ©2014 American Physical Society
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FIG. 1. (Color online) Time dependence of the autocorrelation function |A(t)|2 in a graphene monolayer quantum dot for B = 4 T, n0 = 7,
σ = 1, and R = 70 nm in the K valley. ZB of the electrons with TZb  9.37 fs (top). First classical periods of motion with TCl  0.157 ps
(middle). Long-time dependence with TRe  8.74 ps (bottom). The Zitterbewegung, classical, and main fractional revival periods are indicated
by vertical dotted lines.
Ref. [26], the solutions are given by the confluent hypergeo-
metric function of the second kind, U (a,b,z), and the Laguerre
polynomial L(a,c,z). The eigenfunctions can be written as
1(r,φ) = ceimφrme−r2/4l2B
×L(k2l2B/2 − (m + 1),m,r2/2l2B
)
, (6)
2(r,φ) = ciei(m+1)φrme−r2/4l2B r/kl2B
× [L(k2l2B/2 − (m + 2),m + 1,r2/2l2B)
+L(k2l2B/2 − (m + 1),m,r2/2l2B
)]
, (7)
with the wave vector given by E = vF k. Taking into account
the boundary condition, the characteristic equation is obtained,
and then the energy spectrum:(













k2l2B − 2(m + 2)
2





B. Wave-packet revivals and ZB
The ZB of mobile charge carriers has been study in
graphene during the past years (see the review in Ref. [2]).
It has been studied in monolayer graphene, bilayer graphene,
and carbon nanotubes.
Now, we will consider the wave-packet evolution in a
monolayer graphene quantum dot in an external magnetic
field. For this purpose we will construct an initial wave packet
as a superposition of eigenstates of the Hamiltonian sharply
concentrated around a large central value of the energy. As the
initial localized wave packet is excited with an energy spectrum
sharply peaked around n0, we can consider the different time
scales from the coefficients of the Taylor expansion of the
energy spectrum En around the energy En0 :
En ≈ En0 + E′n0 (n − n0) +
E′′n0
2
(n − n0)2 + · · · . (9)
The temporal evolution of the localized bound state  for a
time independent Hamiltonian can be written in terms of the






with an = 〈un,〉, so taking into account (9),
e−iEnt = e−i(En0 +E′n0 (n−n0)+E′′n0 (n−n0)2/2+···)t
= e−iω0t−2πi(n−n0)t/TCl−2πi(n−n0)2t/TRe+···, (11)
where each term in this exponential (except the first one which
is a global phase) defines an important characteristic time
scale, that is, TRe ≡ 4π|E′′n0 | and TCl ≡
2π
|E′n0 |
(see Ref. [27] for
more details). Besides analyzing revivals and quasiclassical
periodicity, another important property, the ZB, has been
studied. For this purpose we will take the Fermi energy
as the energy origin and consider the population of both
positive and negative energy levels. Let us denote the positive
eigenvalues and the corresponding eigenfunctions as E(+)n and





let us consider an initial wave packet,
ψ = 1√
2
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FIG. 2. (Color online) Time dependence of electric current jφ and jr (in pAm) in a graphene monolayer quantum dot for B = 4 T, n0 = 7,
σ = 1, and R = 70 nm in the K valley. (a), (b) ZB of the electrons with TZb  9.37 fs. (c), (d) First classical periods of motion with TCl  0.157
ps. (e), (f) Long-time dependence with TRe  8.74 ps. The Zitterbewegung, classical, and main fractional revival periods are indicated by
vertical dotted lines.







and where we will take n0 and n′0 such that
E(+)n0  −E(−)n′0 . (14)













−iE(−)n t . (15)
In order to visualize the time evolution of the wave packets we
will use the autocorrelation function
A(t) = 〈(t)|(0)〉, (16)
that is, the overlap of the initial state |(0)〉 and its temporal












n t . (17)









|an|2e−iEn0 t−iE′n0 (n−n0)t−iE′′n0 (n−n0)2t/2+···. (18)
Since En0 is independent of n, A(t) can be written up to order








So, there is a global factor in A(t) given by 2 cos (En0 t) =
e−iEn0 t + eiEn0 t which defines another characteristic time
075416-3
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scale, the ZB time, given by TZb  2π|En0 | . So A(t) exhibits
the three characteristic periodicities, the ZB, the classical, and
the revival times.
In the case of an infinite graphene monolayer in a magnetic
field it has been shown that the ZB period, the classical period,















where B is the strength of the magnetic field, vF is the Fermi
velocity, and e is the electron charge. Additionally, the time
evolution of localized wave packets in graphene quantum
dots in a perpendicular magnetic field has been studied [20],
showing that the quasiclassical and revival periodicities appear
for different values of the magnetic field intensities for a fixed
value of the radius, and that the revival time is an observable
sign of valley degeneracy breaking.
In this section, we will study the physical picture of
wave-packet evolution in monolayer graphene quantum dots
in an external magnetic field B for different values of the
quantum dot radius R, focusing on the influence of this radius
in quasiclassical and revival periodicities. We will also study
ZB periodicity for different values of B and R in this system.
C. Numerical study
We have analyzed the time evolution of the wave packet as
in Eq. (12) by using the autocorrelation function A(t). We
present in Fig. 1 the autocorrelation function for the time
evolution in the K valley of a wave packet with n0 = 7 and
σ = 1 in a graphene monolayer quantum dot with R = 70 nm
in a perpendicular magnetic field B = 4 T. As Jz commutes
with H , we can choose a value m and we will take m = 0 for
all the wave packets. Three different time scales are shown in
the different panels. The top panel depicts the Zitterbewegung
seen in the hundredth-of-a-picosecond scale, the middle panel
shows the classical oscillation in the tenth-of-a-picosecond
scale, while the revival of the wave function in the picosecond
scale can be seen in the lower panel.
The middle panel displays how the regeneration of the wave
packet is not perfect for each multiple of the classical time.
It is necessary to wait for the revival time in order for the
autocorrelation to recover a value close to unity, i.e., for a
nearly perfect regeneration of the wave packet. This implies
that, in particular, the Zitterbewegung amplitude regenerates
at the revival time.
To investigate the behavior of electron currents we have
calculated the r and φ components of them, given by
jφ = evF 〈σφ〉, jr = evF 〈σr〉, (21)







Figure 2 presents jφ and jr for the same initial wave packet
and quantum dot as that in Fig. 1. It is clear from Figs. 2(a) and
2(b) that the electronic current is affected by ZB. At medium
times there are quasiclassical oscillations [Figs. 2(c) and 2(d)].
FIG. 3. (Color online) Time dependence of 〈r〉 in a graphene
monolayer quantum dot for B = 4 T, n0 = 7, σ = 1, and R = 70 nm
in the K valley. (a) ZB of the electrons with TZb  9.37 fs. (b)
First classical periods of motion with TCl  0.157 ps. (c) Long-time
dependence with TRe  8.74 ps. The Zitterbewegung, classical, and
main fractional revival periods are indicated by vertical dotted lines.
Revivals can be identified clearly for jr in Fig. 2(f), but they
are not clear for jφ in Fig. 2(e). We have also calculated the
evolution of 〈r〉 and the results presented in Fig. 3 exhibit
periodicities in the three time scales.
In order to study the effect of the magnetic field on
the Zitterbewegung, classical, and revival times, we have
calculated these three quantities for a graphene monolayer
quantum dot with R = 70 nm in perpendicular magnetic fields
ranging from 0 to 15 T. The results are presented in Fig. 4. The
left panel in this figure shows that TZb is the same for K and
K ′ valleys and decreases monotonically as B increases. The
behavior is different for TCl, as can be seen in the central panel.
First, the behavior is not monotonic. As the field grows, the
semiclassical time first increases for low fields, then reaches
a maximum, and finally decreases for strong fields. Second,
for null or very intense perpendicular magnetic fields, there is
no valley degeneracy breaking but the presence of moderate
magnetic fields (0 T < B  11 T) leads to higher classical
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FIG. 4. (Color online) Wave-packet regeneration times for a graphene monolayer quantum dot with R = 70 nm in a perpendicular magnetic
field as a function of the field intensity. The Zitterbewegung time is shown in the left panel, the classical time in the central panel, and the
revival time in the right panel.
times in the K valley. The maximum for the K valley is located
around 8 T while the maximum for the K ′ valley is around
9 T. Finally, the right panel shows the field dependence of
the revival time. In this case there is first a decrease for low
fields, then a sharp (note the logarithmic scale in the vertical
axis) increase for intermediate fields, and finally a decrease for
intense fields. Again, there is no valley degeneracy breaking for
weak or strong fields, but this breaking appears for moderate
fields (between 2 and 11 T). The maximum for the K valley
is located around 8 T while the maximum for the K ′ valley is
around 9 T.
We have also plotted the results for the three regeneration
times obtained by using Eqs. (20), i.e., with the regeneration
times for monolayer graphene (that can be seen as a quantum
dot with an infinite radius). The agreement is excellent
for strong fields, poor for moderate fields, and disappears
completely for weak fields. This means the behavior of these
three times for a finite quantum dot is very different from that
corresponding to an infinity graphene monolayer for weak
fields, but tends to that of monolayer graphene as the field
grows. This is a consequence of the dominant role played
by the magnetic field in Eq. (1) that makes the size of the
system not so important. This tendency is monotonic for the
Zitterbewegung time but it is not so simple for the other two
regeneration times. Interestingly, the minimum value of B for
which Eqs. (20) are valid for a quantum dot with R = 70
nm is the same one at which the valley degeneracy breaking
disappears.
We have also studied the effect of the magnetic field on
the Zitterbewegung, classical, and revival times for a graphene




















































FIG. 5. (Color online) Same as Fig. 4 but for a graphene monolayer quantum dot with a radius R = 140 nm.
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FIG. 6. (Color online) Wave-packet regeneration times for a graphene monolayer quantum dot in a perpendicular magnetic field B = 10 T
as a function of the dot radius. The Zitterbewegung time is shown in the left panel, the classical time in the central panel, and the revival time
in the right panel.
monolayer quantum dot with R = 140 nm in perpendicular
magnetic fields ranging from 0 to 7 T. The results are presented
in Fig. 5. They are qualitatively similar to those for the R =
70 nm case, but some quantitative differences arise. First, the
peaks in both the classical and the revival times appear at
lower fields (around 2 T for the K valley and around 2.2 T
for the K ′ valley) and the separation between them decreases
with respect to the R = 70 nm case. Second, the range of
magnetic fields for which there is valley degeneracy breaking is
smaller (0 T < B  3 T). Third, the minimum value for which
Eqs. (20) are valid for a quantum dot with R = 140 nm is lower
than for R = 70 nm. This is easy to understand. The bigger
the radius of the quantum dot, the better the approximation of
considering the infinite radius case works. Nevertheless, once
again, the minimum value of B for which Eqs. (20) are valid
for a quantum dot with R = 140 nm is the same one at which
the valley degeneracy breaking disappears.
We have performed similar calculations for other values
of the radius and we have obtained analogous results. The
dependence on the magnetic field is the following. The bigger
the radius, (i) the narrower the peaks, the smaller their central
values, and the smaller the separation between them, (ii) the
smaller the range of magnetic fields for which there is valley
degeneracy breaking, and (iii) as expected, the closer the
results are to those of a graphene monolayer given by Eqs. (20).
In order to test if these general trends are valid for a wide
range of dot sizes, we have calculated the three regeneration
times for monolayer graphene quantum dots with several
radii for different fixed perpendicular magnetic fields. As an
example we present in Fig. 6 these times for quantum dots with
radii between 20 and 90 nm in a perpendicular magnetic field
B = 10 T. For small radii both Zitterbewegung and classical
times grow with increasing radius while the revival time
decreases. There is never valley degeneracy breaking for the
Zitterbewegung time, but this breaking shows for both classical
and revival times up to a certain radius (around 75 nm for the
B = 10 T case). This radius corresponds to the minimum size
for the infinite radius approximation given by Eqs. (20) to
become valid.
III. CONCLUSIONS
We have used an effective Hamiltonian in which a mono-
layer graphene quantum dot is described via an infinite
cylindrical well. It is a simple model that allows to calculate
analytically the wave function and that has been checked
experimentally [26]. We have studied the regeneration of a
wave packet built as a superposition of eigenstates sharply
peaked around some energy level for a graphene monolayer
quantum dot in a perpendicular magnetic field. Three different
regeneration times (Zitterbewegung, classical, and revival)
corresponding to three different time scales have been shown.
We have analyzed quantum dots with different radii and in
different magnetic fields. A common feature in this kind
of system is that the revival time is always bigger than
the classical time and the classical time is bigger than the
Zitterbewegung time. Zitterbewegung time never shows valley
degeneracy breaking while classical and revival times display
this breaking for nonzero magnetic fields up to a radius
that depends on the field but that always coincides with
the minimum dot size for the infinite radius approximation
(i.e., considering a graphene monolayer) to be valid. The
behavior of both classical and revival times as a function
of the field strength exhibits some common features: As the
dot radius grows, the peaks get narrower, their central values
become smaller and the peaks get closer, the valley degeneracy
breaking magnetic field range gets smaller and, evidently, the
times get closer to those for an infinite graphene monolayer
sheet. We plan to make atomistic calculations using density
functional theory methods [28] to test if all these conclusions
hold with a more realistic model.
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La electrónica molecular es la rama de la tecnoloǵıa que tiene como ob-
jetivo desarrollar y controlar dispositivos electrónicos a escala molecular,
aprovechando para ello las caracteŕısticas microscópicas que los materiales
poseen [70]. Pese a los numerosos avances realizados en esta displina, el es-
tablecer con precisión la conductividad de una molécula es una tarea que
conlleva cierta dificultad. En parte, esto se debe a la existencia de ciertas
variaciones incontrolables de la conductividad, las cuales han sido además
observadas experimentalmente [71]. Estos cambios de la conductividad en el
tiempo se conocen con el nombre de blinking o parpadeo. El parpadeo, se
relaciona con desconexiones parciales entre la molécula y el contacto, que
actúa como fuente de electrones y se atribuye a cambios estructurales y fluc-
tuaciones térmicas del sistema [72, 73]. Por tanto, el estudio del contacto
electrónico entre un nanoelectrodo metálico y una molécula es un tema que
ha suscitado un gran interés en los últimos años. En este caṕıtulo se estudia-
rá la transmisión de electrones a través de bloques moleculares en función
del número de átomos enlazantes situados entre la molécula y dos contac-
tos semiinfinitos que actúan como fuente y drenador de electrones. Por su
gran estabilidad, las estructuras moleculares escogidas son bloques básicos
de grafeno, en particular, benceno y antraceno.
Desde un punto de vista qúımico, el grafeno se define como un hidrocar-
buro aromático polićıclico infinitamente alternante, cuya estructura básica,
la cual se repite a lo largo de toda la red bidimensional, es el benceno. El
benceno (C6H6) es una molécula hexagonal regular con un átomo de carbono
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en cada vértice. En el plano perpendicular al grafeno existe una nube elec-
trónica, llamada nube π, consecuencia de cada uno de los enlaces covalentes
producidos entre las distintas moléculas de benceno en el plano de la molé-
cula, dejando de este modo un electrón libre en el plano perpendicular a esta.
Debido a su aromaticidad, el grafeno es altamente estable, al permitir que
los electrones circulen de un enlace a otro ya sea este simple o doble [74]. Una
caracteŕıstica de las moléculas aromáticas, y por lo tanto del grafeno, es que
sus enlaces presentan resonancia. En particular, en el benceno existen tres
enlaces dobles y tres simples alternos. En esta molécula la resonancia tiene
lugar debido a que no se puede conocer con certeza qué átomos enlazan
de manera simple y doble respectivamente. Por tanto, la descripción más
realista del estado de la molécula consiste en una mezcla simultánea de todos
los estados posibles. Esta caracteŕıstica del benceno puede ser extrapolada a
moléculas más complejas, las cuales, por su tamaño pueden ser consideradas
subestructuras básicas del grafeno.
Figura 3.1: Esquema del sistema molécula-contactos semiinfinitos de oro. La
unión entre la molécula y los contactos está realizada mediante átomos de
azufre.
En la siguiente sección se describe el sistema bajo estudio, el cual básica-
mente está formado por una región central en la que se encuentra la molécula
conectada a dos contactos metálicos mediante átomos de azufre enlazantes
(figura 3.1). Una vez definido el sistema se introducirán las herramientas
teóricas utilizadas en el cálculo de la transmisión de electrones a través de
la molécula central.
Definición del sistema
La figura 3.1 muestra una nanotira de grafeno enlazada mediante átomos
de azufre a dos contactos de oro semiinfinitos. A lo largo de todo el estudio
se ha considerado una simetŕıa piramidal en las uniones azufre−oro. Esta
simetŕıa se consigue si cada átomo de azufre interacciona con tres átomos
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de oro. Esta elección ha sido realizada debido a que este tipo de interacción
es más favorable energéticamente [75, 76]. Asimismo, la relajación de la es-
tructura molécula−electrodo presenta un mı́nimo en la enerǵıa cuando la
distancia entre la molécula y el electrodo es de 2,28 Å a 2,30 Å. Bajo estas
condiciones la longitud del enlace Au−S es de 2,82 Å.
Autocanales de transmisión
En esta sección se introducirán las expresiones teóricas utilizadas pa-
ra calcular la transmisión de electrones y la corriente eléctrica a través de
subestructuras de grafeno. Para ello se considera que el contacto de la iz-
quierda actúa como fuente de electrones. Una vez que los electrones entran
en contacto con la molécula son drenados a través del segundo contacto,
también semiinfinito.
Teniendo en cuenta que los contactos son estructuras periódicas, se des-
criben mediante las funciones de Bloch |φl,r〉 [77]. El sub́ındice l indica que
|φl〉 es una onda de Bloch que llega al contacto desde la izquierda con velo-
cidad positiva. Del mismo modo, |φr〉 representa una onda de Bloch que sale
del contacto derecho también con velocidad positiva. Asimismo, los sub́ındi-
ces R,L indican la posición de contacto con respecto a la molécula central.
Considerando un frente de ondas propagándose desde la izquierda, cuan-
do este llega al contacto izquierdo, parte de estas ondas son reflejadas. Asi-
mismo, teniendo en cuenta que las ondas que alcanzan el contacto derecho
tendrán una componente de transmisión y otra de atenuación, los autoesta-










tl,r + a contacto derecho. (3.1)
En la expresión (3.1), r y a representan las componentes de reflexión y
atenuación de |Ψl〉. Asimismo, tr,l es la matriz de amplitud de transmisión
desde el estado Ψl(k) en el contacto izquierdo al estado Ψl(k) en el derecho
[78].
Asimismo, en (3.1) se establece la condición de flujo normalizado. Pa-
ra ello se dividen los estados de Bloch entre las velocidades de grupo [77].
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Teniendo en cuenta que las ondas reflejadas y transmitidas pueden conte-
ner partes evanescentes con velocidad nula, en cuyo caso se realizará una
normalización integral estándar, la normalización de los estados de flujo







= ~δll′δ(E − E′). (3.2)
Los estados de la expresión (3.1), satisfacen la siguientes condiciones de
normalización [77]
〈Ψl|Ψl′〉 = ~δll′δ(E − E′)
〈Ψr|Ψl〉 = 0. (3.3)
La segunda condición de normalización en (3.3), 〈Ψr|Ψl〉 indica que no existe
interacción entre los estados producidos a partir de ondas que se propagan
hacia la izquierda y hacia la derecha [77].
Para calcular la transmisión se consideran las matrices de transformación
unitaria UL,R a partir de las cuales es posible realizar una transformación
(UL, UR) que diagonalice la matriz de transmisión [77]. De este modo, se
definen los autocanales de transmisión como una mezcla de estados de dis-
persión unitarios dados por |Φα〉 =
∑
l′ |Ψl′〉(UL)l′,α y cuya transmisión es
diagonal [77]. Estos estados tienen la particularidad de que son estados que
no se mezlan, es decir, la transmisión producida por dos autocanales es la
suma de cada uno de los flujos de transmisión individuales [77].
A partir de la matriz de amplitud de transmisión, es posible definir la
matriz de transmisión a una enerǵıa dada E, en un punto k determinado.







El coeficiente de transmisión se obtiene mediante la traza de la matriz de
transmisión T (E,k) =
∑
l
Tll(E,k). Por último, el espectro de transmisión






Una vez calculado el espectro de transmisión, T (E), también se puede








T (E)[f(E − µL)− f(E − µR)]dE, (3.6)
donde q es la carga eléctrica, µL,R representa los potenciales electroqúımicos
en cada uno de los contactos, f(E − µL,R) es la función de Fermi en las
regiones que inyectan y drenan electrones y h es la constante de Planck.
Sistema abierto y funciones de Green
Como la ecuación (3.6) muestra, la corriente eléctrica a través del dispo-
sitivo es consecuencia de una diferencia de potencial electroqúımico entre el
contacto que se comporta como fuente, la molécula y el segundo contacto,
que actúa como drenador de electrones. Estando cada uno de los contactos
en un estado de equilibrio local, la fuente env́ıa electrones a la molécula y
el drenador los extrae con el fin de establecer un equilibrio respecto a cada
uno de los niveles de Fermi.
A continuación se considera un ejemplo unidimensional con el cual se
pretende introducir de una manera sencilla las funciones matemáticamente
similares a las que se utilizarán en el formalismo de NEGF. Estas funciones
representan la excitación de la molécula y los cambios en las autoenerǵıas
de la misma. En la figura 3.2 se muestra esquemáticamente el sistema bajo
Figura 3.2: Transmisión y reflexión de la función de ondas en los puntos
frontera.
estudio. La molécula comprende la parte central de la figura 3.2 y separa los
contactos izquierdo, L, y derecho, R. Los puntos frontera entre la molécula y
los contactos son respectivamente i = 1 e i = N . Considerando un frente de
ondas que se aproxima a la molécula desde el contacto izquierdo, cuando este
alcanza la molécula, tienen lugar una serie de fenómenos de dispersión que
se traducen en la aparición de unos potenciales de interacción en las regiones





+ V (x)Ψ = EΨ (3.7)
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donde V (x) es la enerǵıa potencial del sistema. La expresión (3.7) escrita en
diferencias finitas es
EΨi − (−t0Ψi−1 + (2t0 + V )Ψi − t0Ψi+1) = 0, (3.8)
donde t0 =
~2
2m∗a2 . Siendo a la separación entre dos puntos consecutivos
y m∗ la masa efectiva de la heteroestructura.
La ecuación (3.8) representa un sistema tridiagonal, cuyos elementos se
corresponden con los estados (i− 1, i, i+ 1). A partir de los puntos situados
entre i − 1 e i + 1 se obtienen los valores de la función de onda Ψ(x) en
los puntos i = 2, ..., N − 1 de forma relativamente sencilla. Sin embargo,
si se quisiera encontrar la solución de la ecuación de Schrödinger discreta
en los puntos donde se realiza el acoplamiento se obtendŕıan las siguientes
expresiones
EΨ1 − (−t0Ψ0 + (2t0 + V )Ψ1 − t0Ψ2) = 0,
EΨN − (−t0ΨN−1 + (2t0 + V )ΨN − t0ΨN+1) = 0. (3.9)
En las ecuaciones discretas (3.9) existen dos términos problemáticos, Ψ0 y
ΨN+1. Estos puntos representan los extremos de un sistema que en su ori-
gen era infinito. Además, mediante el uso de las condiciones de contorno
Ψ0 = ΨN+1 = 0, la densidad electrónica en estos puntos frontera tendeŕıa a
cero en lugar de aproximarse a un valor constante. Por tanto, este problema
no puede resolverse con potenciales infinitos en los extremos, sino mediante
condiciones de contorno abiertas. De este modo el sistema se trata con condi-
ciones de contorno periódicas donde ambos ĺımites están conectados [80, 79].
A continuación se consideran los estados definidos en los puntos 0, 1,N
y N + 1. Teniendo en cuenta que x1 = 0 se escribe
Ψ0 = 1e
−ik1a + reik1a = Ψ1e
ik1a + 2sen(k1a)




ik2Na = Ψ(x = N)eik2a
(3.10)
A partir de los valores de la función de onda definidos en (3.10), el estado
en el contacto izquierdo se describe mediante la siguiente ecuación
− t0Ψ2 + (E − 2t0 − V + t0eik1a)Ψ1 − 2it0sen(k1a) = 0. (3.11)
En (3.11), se identifica 2t0 +V como el Hamiltoniano que describe al sistema
central mientras que S ≡ 2it0sen(k1a) representa la excitación de la molécula
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y Σ′ ≡ −t0eik1,2a es una componente que define el cambio experimentado
por las autoenerǵıas de la molécula [79].
Funciones de Green fuera del equilibrio
En esta sección se va a derivar la función de onda de un sistema abierto,
como en que se ha considerado en la sección anterior, mediante el uso de
funciones de Green. Para ello, se considera la ecuación de Schrödinger del
sistema antes de que se produzca el acoplamiento








Tras la conexión las ecuaciones de los contactos se escriben
(EI −HL + iη)ΦL = SL
(EI −HR + iη)ΦR = SR (3.13)
(3.14)
donde SR,L representa la excitación de la molécula debido a las ondas pro-
cedentes de los contactos. Como puede observarse en la expresión (3.14), se
han considerado las funciones de onda de cada uno de los contactos en equi-
librio, ΦL,R. Asimismo se ha añadido a los Hamiltonianos de los contactos
una cantidad imaginaria pura infinitesimal con parte imaginaria positiva, iη.
Mediante iη se tiene en cuenta que en los contactos se producen procesos
disipativos [79].
Una de las repercusiones de los procesos disipativos en este tipo de cálcu-
los es la no hermiticidad del sistema la cual conlleva una no conservación
de la probabilidad. Como ejemplo consideramos la ecuación de Schrödinger
dependiente del tiempo de un sistema definido a través del Hamiltoniano H̃
− i ∂
∂t
Ψ(t) = H̃Ψ(t). (3.15)
La evolución temporal de la función de onda del sistema estará dada por
Ψ(t) = Ψ0(t)e
−iH̃t, (3.16)
donde e−iH̃t es el operador de evolución temporal. Cuando el Hamiltoniano
es hermı́tico, el operador es unitario, y como resultado la norma de Ψ(t) es
constante en el tiempo y por tanto la probabilidad será a su vez constante.
Los procesos disipativos, como en los que hay lugar una inyección o drenado
de las part́ıculas de carga en el tiempo, se describen mediante Hamiltonianos
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no hermı́ticos [81]. Para asegurar la no hermicidad de las ecuaciones de Sch-
rödinger tras la conexión se suma a los Hamiltonianos de los contactos una
pequeña parte imaginaria. De este modo, tras la conexión a los contactos y
fuera del equilibrio, el sistema queda definido por las siguientes expresiones
matriciales
 EI −HL + iη −V †L 0−VL EI −HC −VR
0 −V †R EI −HR + iη







donde χL,R son los estados producidos por la dispersión en los contactos y
VL,R son los potenciales de interacción producidos en las regiones de acopla-
miento.
Desarrollando la expresión (3.17) se obtiene el siguiente sistema de ecua-
ciones
(EI −HL + iη)ΦL + (EL −HL + iη)χL − V †L Ψ = S1
−VLΦL + VLχL + (EI −HC)Ψ− VRΦR − VRχR = 0
−V †RΨ + (EI −HR + iη)ΦR + (EI −HR + iη)χR = SR, (3.18)
(3.19)









EI −HR + iη
. (3.21)
Sustituyendo (3.20) y (3.21) en la ecuación central de (3.19) y teniendo en
cuenta las expresiones de la ecuación (3.14) se obtiene
(EI −HC − ΣL − ΣR)Ψ = S (3.22)
donde la excitación total de la molécula, S, es
S = VLΦL + VRΦR, (3.23)
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EI −HL + iη





EI −HR + iη
= V †RGRVRΨ,
(3.25)
donde GL,R son las funciones de Green del contacto izquierdo y derecho res-
pectivamente.
Mediante este procedimiento se llega a una función de Green que descri-
be el sistema (3.22), y que tiene en cuenta los cambios producidos en las
autoenerǵıas de la molécula al conectarle los contactos:
G = (EI −HC − ΣL − ΣR)−1 , (3.26)
y por tanto
Ψ = GS. (3.27)
El formalismo de las funciones NEGF permite modelar dispositivos mesoscó-
picos con condiciones de contorno abiertas incluyendo los efectos disipativos
producidos en las regiones de acoplamiento con los contactos. Asimismo, en
estos sistemas es posible calcular la transmisión de electrones a través de
la subestructura, teniendo en cuenta que esta puede escribirse mediante las
funciones de Green retardadas [78]
T (E) = G(E)ΓL(E)G(E)†ΓR(E). (3.28)
Teoŕıa del funcional de densidad
En esta sección se va a describir el otro pilar fundamental en el estudio
numérico del sistema molécula−contactos. Este viene dado por la teoŕıa del
fucional de la densidad (DFT). DFT es un procedimiento basado en la opti-
mización del funcional que relaciona la densidad de part́ıculas de un sistema
con la enerǵıa de este. Las tres coordenadas espaciales que describen la posi-
ción de los electrones son sustituidas por la densidad electrónica, y el sistema
se resuelve como un funcional de la densidad. Asimismo, al definir la función
de onda como un funcional de la densidad, el sistema puede tratarse como
un sistema de part́ıcula única donde toda la información útil se encuentra
contenida en la densidad de part́ıculas y no en la función de onda. Además
en el sistema, la “part́ıcula única“ se encuentra moviéndose bajo un poten-
cial efectivo. Sin embargo, es importante tener en cuenta que hay casos en
los que esta teoŕıa no es suficiente para describir todos los fenómenos f́ısicos
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como ocurre en los problemas de dispersión inelástica [82].
A continuación se va a realizar un breve resumen de los cimientos teóri-
cos del funcional de la densidad, con el fin de dar un poco de luz al proceso
de cálculo de simulación presentado en este caṕıtulo de la tesis. Las bases
teóricas de DFT se deben principalmente a los cient́ıficos Kohn, Hohenberg
y Sham, y la idea central de esta teoŕıa consiste en que la función de onda
en el estado fundamental y la densidad de part́ıculas en dicho estado contie-
nen la misma información y la enerǵıa del sistema se describe mediante un
funcional de la densidad, es decir, como una función de n(~r).
Uno de los principios de DFT, viene establecido por el teorema de Hohenberg-
Kohn, que para sistemas finitos indica que:
Dada la densidad del estado fundamental, n0(~r) es posible calcular
la función de onda correspondiente al estado fundamental Ψ0(~r1, .., ~rn)
y por lo tanto Ψ0 es un funcional de n0.
A esto hay que añadir que la densidad electrónica en el estado fundamen-
tal minimiza la enerǵıa del sistema, lo cual implica que para una densidad




〈Ψ[n]|T̂ + Û + V̂ |Ψ[n]〉, (3.29)
donde T̂ es el operador de enerǵıa cinética, Û el de interacción con los
núcleos y V̂ la interacción electrón−electrón.
Por tanto, el teorema de Hohenberg-Kohn establece que es posible ac-
ceder a la información del sistema a partir de densidad de part́ıculas del
sistema y no a partir de las coordenadas de cada una de ellas. Este teorema
a su vez puede descomponerse en dos partes [83]:
El potencial externo y la enerǵıa total del sistema es un funcional
único de la densidad electrónica n(~r).
La densidad electrónica que minimiza la enerǵıa total es la densi-
dad electrónica del estado fundamental.
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Por tanto, la función de onda en el estado fundamental, Ψ0, no solo mi-
nimiza a la enerǵıa, sino que además debe reproducir la densidad del estado
fundamental.
En la expresión (3.29) aparece un término de interacción coulombiana
que es responsable de la existencia de una cierta correlación entre las part́ı-
culas. Además, en el caso de los fermiones, se debe cumplir el principio de
exclusión de Pauli y como consecuencia, la función de onda que sea solu-
ción de un sistema con muchos electrones será antisimétrica [83]. Por tanto,
es conveniente descomponer la ecuación (3.29) como en la suma de un tér-
mino de intercambio, otro de enerǵıa de Hartree (procedente del potencial
coulombiano) y otro de interacción con los núcleos. Estos términos aparecen
de forma natural al proponer una función de onda antisimétrica obtenida a
partir del determinante de Slater (Apéndices (A) y ( C))
〈Ψ|Ĥ|Ψ〉 = E[n] = E0[n] + EH[n] + Ex[n], (3.30)
donde E0[n] es la suma de los funcionales procedentes de la enerǵıa cinética e
interacción debida a los núcleos, es decir, E0[n] se corresponde con la enerǵıa
de part́ıculas que no tienen interacción entre ellas. Por otra parte, EH[n] es
el término de Hartree, de interacción coulombiana sin intercambio y Ex[n]
se corresponde con un término de intercambio de electrones en condiciones
de interacción coulombiana.
La función de onda obtenida a partir del determinante de Slater no tie-
ne en cuenta los efectos producidos por la correlación entre las part́ıculas
del sistema. Estos se introducen a partir de la enerǵıa de correlación, que
se define como la diferencia entre la enerǵıa no relativista del sistema y la
enerǵıa obtenida con la función de onda de Slater. Por tanto la enerǵıa de
correlación será menor que cero.
Una vez introducidos todos los términos, la enerǵıa del sistema es
E[n] = Ts[Φi[n]] + U [n] + EH[n] + Exc[n] (3.31)
con
Exc[n] = Ex[n] + Ec[n] (3.32)
y donde U [n] representa la interacción con los núcleos, la cual se considera
que procede de un potencial externo y EH[n] es la enerǵıa de Hartree. Como
puede observarse en la expresión (3.31), la enerǵıa cinética se expresa en
función de los orbitales electrónicos.
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Ecuaciones de Kohn-Sham
A continuación se van a derivar las ecuaciones de Kohn−Sham. Estas
son un conjunto de expresiones que se obtienen al realizar la minimización
de la enerǵıa y que proporcionarán un método autoconsistente definido a
partir del cálculo de la densidad electrónica, el potencial externo del sistema
y por último la función de onda.
Partimos de la ecuación (3.31). Dado que el término Ts es un funcional
orbital este no podrá ser minimizado directamente respecto a n, por lo tanto,


















+ uH(~r) + uxc(~~r) + u(~r) = 0. (3.33)
A continuación se define un sistema ficticio equivalente formado por elec-
trones moviéndose bajo la influencia de un potencial vs. De este modo la






+ vs(~r) = 0. (3.34)
Como puede apreciarse en la expresión anterior, en ausencia de interacción
no se aprecian los términos de Hartree ni de intercambio−correlación. Estos
están incluidos en vs
vs(~r) = uH + uxc + u(~r), (3.35)
además, es importante tener en cuenta que la la densidad electrónica corres-
pondiente a (3.34) es ns.
A partir de las ecuaciones (3.34) y (3.35) se describe el problema de mu-
chas part́ıculas con interacción como uno de part́ıculas sin interacción sin
obviar los efectos de muchos part́ıculas.






Φα(~r) = EαΦα(~r), (3.36)
donde los orbitales Φα son los mismos que los empleados en la enerǵıa ciné-
tica. A partir de la función orbital se comprueba que esta reproduce nueva-
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mente la densidad original




con fα es la ocupación del α-ésimo orbital, que sigue la estad́ısitica de Fermi-
Dirac.
Las ecuaciones (3.35), (3.36) y (3.37) son las ecuaciones de Kohn-Sham,
y el modo usado normalmente para resolverlas consiste en tomar un n(~r)
inicial, a continuación calcular vs(~r) y resolver la ecuación de Schrödinger
para vs(~r). Una vez obtenida la función de onda orbital, Φ(~r), se calcula una
nueva n(~r) y el proceso se repite hasta que converge. Una vez alcanzada la
convergencia en n0(~r), se calcula la enerǵıa total del sistema. Para ello se











En la ecuación anterior los términos sin interacción dan lugar a una enerǵıa




entonces en la ecuación (3.31), se identifica T [Φ(n)] + U [n] como
∑N
α Eα,
y reescribiendo la expresión (3.31) se obtiene que el funcional de densidad

















Las ecuaciones de Kohn-Sham son exactas, sin embargo no se conoce
la forma del funcional de intercambio y correlación. Por tanto, es necesario
hacer aproximaciones al mismo. A partir de la ecuación (3.40) se tienen en
cuenta tres consideraciones en DFT. La primera es la que concierne a Eα,
que son autovalores auxiliares, que han sido obtenidos a partir de la con-
versión de un problema de part́ıculas interactuantes en otro de part́ıculas
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independientes. La segunda es que es muy importante elegir correctamen-
te un buen método iterativo que resuelva la ecuación diferencial (3.36). La
tercera es encontrar una expresión de Exc[n] adecuada en el sentido de no
dejar apartado ningún aspecto del problema de muchas part́ıculas. Estos
tres puntos dan lugar a multitud de aproximaciones y métodos DFT.
Aproximación de los pseudopotenciales
En esta sección se va exponer un método comúnmente utilizado en la re-
solución de las ecuaciones de Kohn-Sham. Este se basa en la idea de que en
los sólidos y en las moléculas los enlaces qúımicos son llevados a cabo por los
electrones más externos de los orbitales de valencia. Por este motivo, con la
aproximación de los pseudopotenciales se toma como densidad eléctronica,
en las ecuaciones de Kohn-Sham, la densidad de electrones de valencia [83].
Como se indicó en la sección anterior, en las ecuaciones originales de
Kohn-Sham el potencial efectivo vs[n] estaba definido como
vs[n] = uext + uH[n] + uxc[n]. (3.41)
Este se determinaba a partir de la densidad electrónica ns(~r) y las solu-
ciones autoconsistentes eran las funciones orbitales de part́ıcula única que
reprodućıan la densidad electrónica del sistema. Con la aproximación de los
pseudopotenciales, los términos de Hartree e intercambio-correlación en el
potencial vs se evalúan tan solo para la densidad de electrones de valencia,
nval, mientras que los electrones del core se evalúan reemplazando el po-
tencial externo por un pseudopotencial uPPext, de tal modo que vs se escribe
[83]
vPPs (nval) = vH(nval) + uxc(nval) + u
PP
ext. (3.42)
El problema ahora consiste en calcular uPPext. Para ello existen diferentes
aproximaciones. En el trabajo presentado en este caṕıtulo se utilizaron los
pseudopotenciales conservadores de la norma. La función de onda del pseu-
dopotencial debe satisfacer los siguientes puntos:
Las función de onda generada a partir del pseudopotencial debe ser
suave.
Si se considera la función de onda orbital de una configuración electró-
nica de referencia, esta debe ser igual a la de los orbitales de valencia




l r > rc. (3.43)
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donde el sub́ındice l indica el momento angular (esto es debido a que
para el uso de los pseudopotenciales se asume una simetŕıa esférica en
las ecuaciones de Kohn-Sham).
La carga que encierra rc para las dos funciones de onda anteriores debe
ser la misma.
Los autovalores de enerǵıa para los electrones de valencia y los elec-




Si la función de onda cumple los cuatro puntos anteriores, el pseudopotencial
será conservador de la norma.
Aunque existen distintos esquemas para el cálculo de los pseudopoten-
ciales, uno de los más utilizados es el de Troullier-Martins [84]. Con este
método la función de onda se define como
ΦPPl (~r) =
{
Φtodosl (~r) si r ≥ rc
rlexp[p(r)] si r < rc
(3.45)







Para obtener Φl se calculan los coeficientes cn teniendo en cuenta para
ello las cuatro condiciones de conservación de la norma y además imponiendo

















Una vez obtenida la función de onda, el pseudopotencial se calcula a partir
de la inversión de la ecuación de Schrödinger radial.
Los pseudopotenciales cuentan con la ventaja de que reducen conside-
rablemente el número de electrones y hacen que el problema numérico sea
más eficiente.
Aproximación de Gradiente Generalizado
Otro tipo de aproximaciones que deben tenerse en cuenta son las que
conciernen al funcional de intercambio−correlación, ya que este es desco-
nocido. En el trabajo que se ha desarrollado para esta tesis el funcional de
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inercambio−correlación fue obtenido mediante la Aproximación de Gradien-
te Generalizado GGA. Esta es una aproximación semilocal muy utilizada en
geometŕıas moleculares y enerǵıas del estado fundamental. Con esta aproxi-




este depende de la elección de una función de la densidad de part́ıculas y
su gradiente f(n,∇n), dando lugar a un comportamiento semilocal. Existe
una gran colección de funciones f(n,∇n) dependiendo del problema que se
quiera tratar y de las ligaduras f́ısicas del sistema [83].
Matriz densidad
El proceso de modelización del dispositivo comienza con el cálculo de
las propiedades de los electrodos metálicos. Dado que estos son periódicos
para ello se utiliza DFT. Por otra parte, el parámetro más importante del
cálculo autoconsistente es la densidad electrónica [85]. En sistemas abiertos,
esta se obtiene mediante las NEGF [85]. En esta sección se va a calcular la
matriz densidad utilizando el formalismo de las NEGF. Posteriormente se
introducirá brevemente el proceso del cálculo autoconsistente.







Φα(~r) = EαΦα(~r), (3.49)
donde vs se defińıa como un potencial efectivo bajo cuya influencia se mov́ıan
los electrones y que inclúıa las interacciones coulombianas y de intercambio
y correlación.






A partir de los coeficientes cα,i, la ecuación (3.49) puede escribirse en la
forma matricial [85]
H · cα = εαScα, (3.51)
donde H y S son respectivamente la matriz del Hamiltoniano y de la su-


















Tanto H como S son matrices diagonales que tienen en cuenta las tres
regiones del dispositivo.
Para realizar el cálculo de la densidad de estados de la región central, se
define la función de Green retardada [85]
GC = [(ε− iη)SC −HC − ΣL − ΣR]−1 . (3.54)
Como se ha mencionado, el sistema molécula−contactos se encuentra en















Una vez calculada la matriz densidad del sistema abierto, la densidad






A partir del cálculo de la densidad electrónica, se obtiene el potencial
vs(~r), que es de tipo Poisson. En un segundo paso, el potencial efectivo se
introduce en el Hamiltoniano de Kohn-Sham, con el cual se obtiene la matriz
de densidad D. Nuevamente a partir de D se obtiene la densidad electrónica,
y de este modo se cierra el ciclo [85].
3.2. Objetivos
En este caṕıtulo se analiza la influencia que ejerce el número de átomos
enlazantes sobre la transmisión de electrones a través de subestructuras de
grafeno. Mediante distintas posiciones y número de átomos enlazantes se
generan dispositivos en los que la parte central, comprendida por la mo-
lécula, es la misma. Puesto que los grupos de átomos enlazantes actúan
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conjuntamente, la transmisión y las curvas I-V en estos dispositivos permi-
tirá analizar la existencia de direcciones de transmisión privilegiadas.
Por otra parte, se estudiará cualitativamente los cambios que tienen lu-
gar en la transmisión debida a la existencia o no de electrones π en todos los
bencenos que componen la molécula de antraceno. Estos resultados arroja-
rán algo de luz al papel de la nube π en la conductividad y en el número de
autocanales de transmisión operativos.
Las moléculas utilizadas en este estudio son el antraceno (tres bencenos)
y el benceno. En la figura 3.3 se encuentran todos los dispositivos utilizados.
Por último, la totalidad de los resultados están contenidos en la publicación
cient́ıfica presentada en la sección final del caṕıtulo. Estos incluyen además
el caso del petanceno.
Figura 3.3: Anillo de benceno y distintas configuraciones de las conexiones
del antraceno. Los contactos de oro se encuentran acoplados a las moléculas
mediante átomos de azufre.
3.3. Metodoloǵıa.
Para estudiar la transmisión electrónica a través de subestructuras de
grafeno fue realizado un trabajo de simulación mediante los programas es-
pećıficos SIESTA (Spanish Initiative for Electronic Simulations with Thou-
sands Atoms) y Atomistix. Con SIESTA, se llevó a cabo el cálculo de las
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posiciones en equilibrio de cada átomo en los distintos dispositivos. Para ello,
la geometŕıa del sistema fue optimizada mediante DFT teniendo en cuen-
ta una aproximación GGA−PBE (Perdew-Burke-Ernzerhof) con una base
doble ζ. Mientras que los electrones del core fueron sustituidos por un pseu-
dopotencial con el modelo Troullier-Martins. La distancia entre los átomos
de oro fue constante e igual a 2,88 Å durante el proceso de cálculo.
Con Atomistix se realizó el cálculo de la transmisión y de la intensi-
dad de corriente eléctrica. El uso de Atomistix se debe básicamente a su
gran capacidad de cálculo, que es un elemento indispensable en el estudio
del transporte cuántico en sistemas moleculares. Este está basado en la teo-
ŕıa de funcional de la densidad (DFT) y en el formalismo de las funciones
de Green fuera del equilibrio (NEGF). Con Atomistix se han realizado los
cálculos de transmisión y de la corriente eléctrica a través de los distintos
dispositivos. Para ello, en primer lugar realiza la diagonalización de la ma-
triz de transmisión, y a continuación calcula la transmisión total en función
de la enerǵıa siguiendo aśı el formalismo de los autocanales de transmisión
[77].
Se definió un conjunto de superceldas que conteńıan los distintos siste-
mas bajo estudio, y a cada lado de la región de dispersión se consideró un
número de átomos de oro suficientemente grande como para asegurar que no
hubiese interacción entre las distintas superceldas. Del mismo modo que pa-
ra la relajación estructural de las moléculas se utilizó una aproximación del
funcional de intercambio correlación GGA. Las bases utilizadas fueron nue-
vamente doble ζ para la molécula orgánica mientras que para los electrodos
fue la base ζ.
3.4. Influencia de la posición y del número de con-
tactos en las figuras de transmisión
En esta sección se va a analizar al transmisión de electrones en una serie
de dispositivos moleculares donde el sistema central está ocupado por una
molécula de antraceno. La figura 3.4 muestra una molécula de antraceno
que se encuentra conectada a los dos contactos semiinfinitos mediante sen-
dos átomos de azufre. Dado que estos dos átomos enlazantes se encuentran
situados a la izquierda de la molécula, esta se denomina Antraceno2SL.
El análisis de la transmisión a través del Antraceno2SL se realiza consi-
derando los valores de tensión de entrada 0,0 V, 0,4 V y −0,4 V. Las figuras
de transmisión muestran la transmisión total en función de la enerǵıa y la
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Figura 3.4: Molécula de Antraceno con dos átomos enlazantes situados en el
anillo bencénico izquierdo.
transmisión por autocanales. De este modo, se proporciona no solo una vi-
sión de la conducción de electrones a través de la molécula, sino que además
se muestra el número de autocanales activos en cada configuración.
La figura 3.5 está organizada de la siguiente manera: en las subfiguras
3.5a, 3.5b y 3.5c se representa la transmisión total a través de la molécu-
la para distintos valores fijos de enerǵıa. De este modo a la figura 3.5a le
corresponde una enerǵıa fija de 0,0 eV, mientras que en las subfiguras 3.5b
y 3.5c la enerǵıa fija es 0,2 eV y −0,2 eV respectivamente. La tensión de
puerta es nula en todos los casos.
En las figuras (3.5a), (3.5b) y (3.5c) se observa a la izquierda la transmi-
sión total T (E, k). Las cuatro figuras de la derecha muestran la transmisión
obtenida en cada uno de los autocanales de transmisión. Con este tipo de
representación se comprueba el número de autocanales operativos, que en
este caso es uno para las tres enerǵıas consideradas. En la subfigura 3.5d
se muestra la transmisión total integrada en k, es decir, la transmisión en
función de la enerǵıa. En la ventana de enerǵıas considerada, al existir sola-
mente un autocanal, la transmisión está acotada por la unidad.
En las figuras 3.6 y 3.7 realiza la misma representación que el en caso
anterior pero considerando los potenciales aplicados 0,4 V y −0,4 V res-
pectivamente. En ellas se observa como el cambio del potencial aplicado no
implica cambios sustanciales en la transmisión total para las tensiones de
entrada consideradas. Además la transmisión está realizada casi ı́ntegramen-
te por el primer autocanal en este caso. Como se verá a continuación este
hecho tiene lugar en todas las configuraciones con menos de cuatro puntos
de unión con los contactos.
En la figura 3.8 se representa la transmisión total en función de la enerǵıa
de la molécula Antraceno2SL (figura 3.4) con distintos valores de tensión de
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(a) E=0.0 meV (b) E=0.2 meV
(c) E=-0.2 meV (d) T(E)
Figura 3.5: Transmisión por autocanales y transmisión total de la molécula
Antraceno2SL a 0.0 V. (a) E=0.0 eV, (b) E=0.2 eV, (c) E=-0.2 eV, (d)
T(E).
entrada considerados. Como puede observarse, un cambio en la tensión de
entrada apenas modifica la transmisión.
Con el fin de estudiar el efecto de la de la simetŕıa en la posición de
los átomos enlazantes sobre la transmisión, consideramos ahora la configu-
ración Antraceno2SD. En ella, los átomos de azufre que siven como puntos
de unión con los electrodos ocupan posiciones diagonales (figura 3.9). La
figura 3.10 muestra la transmisión en función de la enerǵıa de la molécula
Antraceno2SD considerando las mismas tensiones de entrada que en el caso
anterior. Se puede observar que la transmisión es considerablemente menor
que en el caso del Antraceno2SL en la región definida por E < 0. Sin embar-
go, en general cuando la enerǵıa es mayor que cero, la transmisión es muy
similar a la obtenida en el caso anterior.
En principio en esta configuración no se producen cambios acentuados
en la transmisión total en función de la tensión de entrada. Las pequeñas di-
ferencias que se observan respecto a la curva correspondiente a 0.0 V pueden
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(a) E=0.0 meV (b) E=0.2 meV
(c) E=-0.2 meV (d) T(E)
Figura 3.6: Transmisión por autocanales y transmisión total de la molécula
Antraceno2SL a 0.4 V. (a) E=0.0 eV, (b) E=0.2 eV, (c) E=-0.2 eV, (d)
T(E).
ser debidas a que los contactos estén ligeramente desviados de sus posiciones.
Se añade un punto de contacto a los casos anteriores, definiendo aśı la
estructura Antraceno3S, (figura 3.11). Esta configuración no es simétrica, y
puede ser vista como una mezcla de Antraceno2SL y Antraceno2SD.
Tras calcular la transmisión por autocanales, la total, y la total en función
de la enerǵıa, se ha comprobado que esta molécula se aproxima mejor al
Antraceno2SL que al Antraceno2SD, es decir, la transmisión alcanza valores
más próximos a la configuración en la cual los contactos están situados en
posiciones simétricas, y no
En la transmisión en función de la enerǵıa de la molécula Antraceno3S,
se puede comprobar como, a diferencia de los casos anteriores, las curvas
de transmisión realizadas con distintos potenciales aplicados se separan más
que en los casos anteriores. Estos son los efectos de la falta de simetŕıa en los
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(a) E=0.0 meV (b) E=0.2 meV
(c) E=-0.2 meV (d) T(E)
Figura 3.7: Transmisión por autocanales y transmisión total de la molécula
Antraceno2SL a -0.4 V. (a) E=0.0 eV, (b) E=0.2 eV, (c) E=-0.2 eV, (d)
T(E).
puntos de unión y se acentúan conforme la enerǵıa adquiere valores lejanos
de cero.
3.4.1. Influencia de la nube π central en la transmisión
Consideremos los dispositivos Antraceno4S y Antraceno4SH (figuras 3.13
y 3.14 respectivamente). Estos sistemas son idénticos en cuanto a la forma
en la que están dispuestos los átomos enlazantes, sin embargo, en el Antra-
ceno4SH se ha anulado la nube π del benceno central. Esto ha sido realizado
enlazando los electrones libres con átomos de hidrógeno. Las moléculas An-
traceno4SH y Antraceno4S forman un sistema π-conjugado.
Para estudiar la consecuencia de la anulación de la nube π central se
representa nuevamente la transmisión total en función de la enerǵıa (figuras
3.15 y 3.16). En la ventana de voltaje que se ha considerado hasta ahora la
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Figura 3.8: Transmisión total en función de la enerǵıa del Antraceno2SL.
Figura 3.9: Molécula de Antraceno con dos átomos enlazantes situados en
posiciones diagonales.
tensión se puede observar que la tensión no ejerce una gran influencia sobre
la transmisión. Además, cuando se produce la anulación de la nube π cen-
tral, se obtienen valores de la transmisión mayores que en el caso contrario.
Asimismo, el hecho de que la transmisión por los dos primeros autocanales
en el Antraceno4SH sea aproximadamente la misma al contrario de lo que
ocurre en el Antraceno4S (figuras3.17 y 3.18), hace pensar que la transmi-
sión es similar a la que se obtendŕıa a partir de dos dispositivos de benceno
independientes.
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Figura 3.10: Transmisión total en función de la enerǵıa del Antraceno2SD.
Figura 3.11: Molécula de Antraceno con tres átomos enlazantes.
Para finalizar el estudio de la transmisión en este conjunto de moléculas,
se expone el espectro de transmisión de los diferentes dispositivos (figura
3.19), inclúıdo el benceno. Se puede comprobar que, de todas las configu-
raciones que se han considerado, aquella que alcanza transmisión máxima
es el Antraceno4SH, seguido por el Antraceno4S. Es decir, la transmisión
aumenta al abrirse otro autocanal, y es mayor si no existe nube π central. El
resto de curvas, en las que se incluye el benceno, todas tienen como máximo
transmisión uno, en distintos rangos de enerǵıa.
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Figura 3.12: Transmisión total en función de la enerǵıa del Antraceno3S.
Figura 3.13: Molécula de Antraceno con cuatro átomos enlazantes distribúı-
dos en los dos anillos bencénicos exteriores.
3.4.2. Estudio de las curvas I-V de los dispositivos molecu-
lares
Por último, las curvas I−V están representadas en la figura 3.20 . Un
dato interesante que se puede extraer de ella es la pérdida de linealidad
cuando se aumenta el número de azufres al realizar la conexión. Sin embar-
go, a pesar de esta pérdida de linealidad en la corriente, también se puede
comprobar cómo a mayor número de dichos puntos, la intensidad llega a
valores superiores. Por otra parte, la configuración 3S, que no es simétrica,
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Figura 3.14: Molécula de Antraceno con cuatro átomos enlazantes distri-
búıdos en los dos anillos bencénicos exteriores y cuya nube π del benceno
central se encuentra pasivada debido a la presencia de hidrógenos.
Figura 3.15: Transmisión total en función de la enerǵıa del Antraceno4S.
es en la cual la curva I−V pierde también más simetŕıa.
Hasta ahora se ha expuesto el resultado de una serie de simulaciones en
un rango de valores en los cuales la transmisión apenas cambiaba con el vol-
taje aplicado. Sin embargo para ver qué sucede cuando la tensión de entrada
aumenta considerablemente se han realizado los cálculos representados en la
figura 3.21.
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Figura 3.16: Transmisión total en función de la enerǵıa del Antraceno4SH.
En ella se muestra que para un valor de tensión de entrada bastante
superior a los hasta ahora utilizados, la transmisión total en función de la
enerǵıa cambia considerablemente respecto a los valores alcanzados en en
entorno de 0.0 V. Este hecho se refleja en la intensidad de corriente que
circula por la molécula, como se puede observar en la figura 3.20.
3.4.3. Dispositivos basados en Pentanceno.
En las secciones anteriores se han expuesto los resultados obtenidos a par-
tir de estructuras basadas en benceno y antraceno. En la siguiente sección
se presenta un art́ıculo publicado y que forma parte de esta tesis doctoral.
En él se muestra este estudio, ampliado, considerando dispositivos de penta-
ceno y comparando la estabilidad de cada uno de los dispositivos. Para ello
se parte de la hipótesis de que un mayor número de puntos de unión con los
contactos da lugar a menores oscilaciones incontroladas en la conductividad,
y se estudia además la transmisión y las curvas I-V que genera esta molécula.
En el pentaceno, como es de esperar a la vista de los resultados, el in-
cremento de la transmisión estará directamente relacionada con el número
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Figura 3.17: Transmisión por autocanales del Antraceno4S






















Figura 3.18: Transmisión por autocanales del Antraceno4SH
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Figura 3.19: Espectro de transmisión de los distintos dispositivos.
Figura 3.20: Curvas I−V de los dispositivos moleculares realizados a partir
de las subestructuras Benceno y Antraceno.
de uniones en los contactos, corroborando los efectos observados como con-
secuencia del aumento de uniones en el antraceno. En estas estructuras el
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Figura 3.21: T(E) del Antraceno3S a 0.4, -0.4, 2.0 V
número de autocanales operativos es tres y además los perfiles de la trans-
misión son casi independientes de la nube π.
Sin embargo, partir de los resultados del Antraceno3S se esperaba que
las curvas I − V de una molécula de pentaceno conectada a cinco contactos
resultase más asimétrica, mostrando direcciones privilegiadas de la corrien-
te. Sin embargo, esto no es aśı, como resultado de un mayor número de
transmisiones realizadas de modo directo, frente a contactos distribuidos
diagonalmente.
Estos resultados, al igual que los de la estabilidad de los dispositivos, se
muestran a continuación.
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1. Introduction
Molecular electronics (ME) is a branch of nanotechnology
which deals with the study and application of molecular build-
ing blocks in the fabrication of electronic devices.[1–3] Neverthe-
less, before using molecular components in real nanometer-
scale electronics devices, some intrinsic problems must be
solved. For example, uncontrollable variations of the conduc-
tivity could harshly affect the reliability of a molecular system.
Indeed, some authors have observed this undesirable phenom-
enon while measuring a small collection of molecules by scan-
ning tunneling microscope (STM) break-junction and mechani-
cally controllable break-junction (MCBJ) methods.[4] Conse-
quently, we have paid attention to the stability of the connec-
tion between the organic subunits and the electron sources in
a simple molecular device. This change in conductivity over
time, also referred as blinking, has been related to partial dis-
connection between the molecule and the electrode due to
conformational changes and thermal motion of the molecule
over the electrode surface. Therefore, the nature and strength
of the electrode–molecule contact are key points for the future
development of efficient and reliable organic-based electronic
nanodevices. Conspicuous works have focused on understand-
ing the role of connecting atoms and their influence on the
conductivity, charge-transport mechanism, and mechanical sta-
bility.[5, 6] However, experimental and theoretical approaches
have been generally limited to molecules with only one con-
nection per metal electrode.
Intuitively, if a molecule were bound to a metallic electrode
through more than one linking group, both an increase in the
conductivity and better mechanical stability would be expect-
ed. Several linkers could act collectively to reduce possible
molecule–electrode disconnections due to thermal or mechani-
cal stress, and thus improve system reliability. In this sense,
molecules with rigid frameworks are excellent candidates as
organic subunits. Despite the simplicity of this approach, avail-
able data about the conductivity or the electronic properties
of molecules with more than one connection per metallic elec-
trode are scarce.[7]
We have used DFT and nonequilibrium Green function
(NEGF) calculations to gain some information about the molec-
ular conductivity in these interesting multilinked systems.[8]
One of the central issues of molecular electronics (ME) is the
study of the molecule–metal electrode contacts, and their im-
plications for the conductivity, charge-transport mechanism,
and mechanical stability. In fact, stochastic on/off switching
(blinking) reported in STM experiments is a major problem of
single-molecule devices, and challenges the stability and relia-
bility of these systems. Surprisingly, the ambiguous STM results
all originate from devices that bind to the metallic electrode
through a one-atom connection. In the present work, DFT is
employed to study and compare the properties of a set of
simple acenes that bind to metallic electrodes with an increas-
ing number of connections, in order to determine whether the
increasing numbers of anchoring groups have a direct reper-
cussion on the stability of these systems. The conductivities of
the three polycyclic aromatic hydrocarbons are calculated, as
well as their transmission spectra and current profiles. The
thermal and mechanical stability of these systems is studied by
pulling and pushing the metal–molecule connection. The re-
sults show that molecules with more than one connection per
electrode exhibit greater electrical efficiency and current stabil-
ity.
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Nevertheless, the inherent approximations of these methods
present some limitations for electron-transport calculations.
Thus, for example, DFT is unable to predict accurately the posi-
tion of the LUMO level and the HOMO–LUMO gap. Therefore,
DFT calculations can provide qualitative conductance values,
especially when conduction is HOMO-controlled, but the con-
ductance values are less reliable when conduction is LUMO-
controlled. These limitations, as well as the influence of the
use of different functionals and how to solve them, have been
extensively covered in the literature.[9–17] Geometric fluctuations
in molecule–electrode interfaces, structurally nonideal elec-
trode surface interactions, fast modifications of the internal ge-
ometry of the molecule, and solvent effects also meddle in the
reliability of the theoretical results.[18–24] Despite these daunting
drawbacks, actual codes make the complete description of the
device possible, including the electronic structure of all of the
atoms in the molecule and a large number of atoms to de-
scribe the metallic electrodes. Thus, the simulation can be car-
ried out with the most realistic assumptions possible, which
allows the experimental validation of predictions in the future.
Herein we report on the results of comparing structures
with different numbers of anchoring groups, assuming that
the retention of the same computational parameters in all the
calculations (functional, basis set, energy shift, Monkhorst–Pack
grid, contact geometry, and pseudopotentials) will yield com-
parable theoretical results. The current profiles and the analysis
of the transmission data and current stability are presented in
the following sections.
2. Results and Discussion
We have simulated simple polycyclic aromatic hydrocarbons
(PAHs) multilinked to a pair of metallic electrodes to survey
their potentially beneficial effects on the electronic and me-
chanical behavior of a single-molecule device compared with
mono-anchored substrates. We focused our study on a simple
device based on benzene (B) as mono-anchored model com-
pound, and structures based on anthracene (A) and pentacene
(P) as more complex molecules belonging to the acene family
(Figure 1).[25] These structures can be considered as the small-
est members of the family of graphene-like p-extended nano-
ribbons (graphene nanoribbons, GNRs). Customized GNRs can
be now synthesized as potential components for electronic
nanodevices by a bottom-up approach,[26] which ensures ho-
mogeneity of the size and shape of such molecules, and con-
sequently their electronic properties. Owing to their HOMO–
LUMO gap and the number of available energy levels, the con-
ductivity of these structures is expected to be high.
Unlike organic structures with only one anchoring group,
multilinked PAHs must fulfill some geometric requirements to
match up with the metal surface used as electrode, that is, the
anchoring groups of the organic molecule must be placed in
suitable positions to match the connecting sites on the metal
surface. Careful inspection of the distance between equivalent
positions on the commonly used Au(111) surface revealed that
a good candidate must have a separation of 2.88 or 4.99  be-
tween anchoring groups. Interestingly, the distance between
hydrogen atoms in the 1- and 8-positions of anthracene is
4.92 ,[27] optimal for matching up with connecting sites on an
Au(111) surface (Figure 2). In fact, we have not considered the
simplest example of a PAH, naphthalene (an arene with two
fused aromatic rings), because the distance between its hydro-
gen atoms in the 1- and 8-positions is 2.52 , which represents
an undesirable deviation of 0.36  from the ideal required dis-
tance.
We propose a new conceptual device in which molecules
are bound to the metallic electrodes by means of a sandwich-
type junction. This configuration is analogous to that of a scan-
ning probe microscopy tip used to measure molecular conduc-
tivity. Hence, abundant literature can be found about such sys-
tems from both theoretical and experimental points of view.
Among them, the thiolate/gold junction has been extensively
studied and its stability has been proven to be several orders
of magnitude higher than the stability of other anchoring
groups. For example, in single-molecule devices Au–thiol con-
tacts are 100 000 times more stable than Au–amine ones.[28]
Thus, we selected sulfur atoms as linkers in our study.
We designed the five anthracene-based structures of type A
(Figure 3) because they could display some potential advan-
tages over the prototypical benzene-type structure B2S. The
presence of a higher number of anchoring groups provokes a
stronger interaction with the metal surface and an increase in
the stability of the device. The assembly of these structures on
the surface is controlled by the geometrical restrictions im-
posed by the metallic surface, which make the formation of
highly ordered monolayers probable. Moreover, owing to steric
interactions between the hydrogen atoms, two B2S molecules
occupy more volume than one A4S molecule. Therefore, aFigure 1. Graphene and structures studied in this work.
Figure 2. Gold electrode and anthracene geometries.
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monolayer of anthracene derivatives of type A on an Au(111)
surface would be denser than a benzene-based one.
Several geometries and arrangements are possible for thio-
late/gold junctions involving a simple B2S molecule, and elec-
tron transport through such a molecule is highly sensitive to
the above mentioned geometrical parameters.[19, 29–32] There-
fore, selection of the contact geometry is a key parameter for
the modeling of our systems. Although the nature of the
gold–sulfur bond is not clear, some recent advances have been
achieved.[33, 34] Many theoretical studies on B2S predict that “tri-
angle” (interaction with two Au atoms) and “pyramid” (interac-
tion with three Au atoms) interactions are the most favorable
in energy, but small differences in binding energies are usually
obtained.[35, 36] We selected the pyramid configuration for all
compounds, since our main purpose was to determine the in-
fluence of the number of anchoring groups on the electronic
and mechanical properties of acene derivatives, and not the
actual nature of the Au–S interaction. Tilted structures are also
possible, but only those placed perpendicular to the electrode
surface above a threefold FCC hollow side were considered.
Once we had placed A4S between the metallic electrodes,
we tried to find its optimal SAu distance in the pyramidal
configuration using the Spanish Initiative for Electronic Simula-
tions with Thousands of Atoms (SIESTA) DFT code.[37] Thus, we
gradually increased the molecule–electrode distance and re-
laxed the positions of the atoms in the molecule. These struc-
tural relaxations show an energy minimum when the mole-
cule–electrode surface distance is 2.28–2.30 , corresponding
to an SAu bond length of 2.82 . This value is close to those
described in similar AuS arrangements.[17, 38–40] Sulfur atoms
showed a slight deviation from the ideal centered FCC hollow
site structure and a distance of 5.13  between them. To
ensure a simple comparison, the following devices were built
while keeping the global geometry obtained for A4S. When
structures of type A were fully relaxed no significant deviations
were observed. We also determined binding energies Eads for
B2S and A4S of 1.97 and 4.47 eV, respectively, which result in
0.98–1.12 eV per sulfur atom. This is in agreement with the ex-
pected improved mechanical stability of multilinked com-
pounds of type A.
2.1. Analysis of the Current
The current through structures B2S and A was calculated by
an approach combining DFT and nonequilibrium Green’s func-
tion scattering provided by a Quantum Wise software pack-
age.[41, 42] A voltage window of 2.0 V was selected based on the
restrictions of the theoretical approach and taking into ac-
count that electronic devices based on organic molecules will
work with lower voltages. The calculated I–V curves for opti-
mized B2S and type-A devices are shown in Figure 4. The I–V
curves are almost symmetric, reflecting the symmetry of the
system. The exception is device A3S, which is asymmetrically
bound to the electrodes. These results reveal that the number
and location of the anchoring groups are essential to describe
the conductivity of these devices.
Anther interesting result is that fully conjugated A4S shows
the same currents as structure A4S2H with two isolated p sys-
tems, and both nearly fit in with the value calculated for two
B2S devices. This agreement suggests that it is possible to get
similar electric current by using less bulky anthracene-based
devices such as A4S and A4S2H rather than two monomeric
structures of type B2S. On the whole, from Figure 4 we can
conclude that, although the anthracene core has latent capa-
bilities for electron transport, the electronic behavior is strong-
ly controlled by the number and location of the anchoring
groups. Hence, molecular conductivity is related to the
number and transparency of the open eigenchannels. These ei-
genchannels, together with the probability of electron flow,
are highly dependent on the connection between the mole-
cule and the metallic electrodes.
Comparison of the transmission spectra of devices B2S and
type A (Figure 5) reveals differences between tetralinked (A4S
and A4S2H) and bilinked (B2S, A2SL and A2SD) devices. In the
former group, transmission coefficients higher than one are
Figure 3. Simulated systems and nomenclature used throughout the paper.
Figure 4. Current–voltage characteristic for benzene- and anthracene-based
structures.
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observed in the voltage window studied. This reveals the exis-
tence of more than one orthogonal eigenchannel in these de-
vices, and thus more than one electron with similar energy can
pass through the device with consequent increase in current.
To obtain a deeper insight, we carried out the corresponding
decomposition of the transmission spectra of devices A4S and
A4S2H (Figure 6), and found that two eigenchannels are oper-
ative. The maxima of such channels at low energies corre-
spond with the self-energies of the molecular projected self-
consistent Hamiltonian (MPSH) of the anthracene-based organ-
ic conductor (Figure 7). Interestingly, the shape of the transmis-
sion spectra of either eigenchannel of device A4S2H is very
similar to the transmission spectrum of device B2S, and this
suggests that the disconnection of the two B2S subunits of
A4SH2 is highly efficient. It is also noteworthy that our calcu-
lated transmission spectrum and I–V characteristics for device
B2S are quite similar to those described by DFT-NEGF approxi-
mations.[17, 19, 29–32, 43–46]
In bilinked devices such as A2SL and A2SD, only one eigen-
channel is operative in the voltage window. Their transmission
maxima are related to the presence of the corresponding
MPSHs, as in the case of device B2S. In fact, device A2SD is
even less efficient than B2S, probably due to an interference
phenomenon.[47, 48] These results show that the efficiency of the
molecular conduction depends on the position of the HOMO
level and not on the HOMO–LUMO gap (B2S : 3.32 eV, A2SL :
1.77 eV, A2SD : 1.85 eV) or the polyaromatic nature of the or-
ganic conductor. Additionally, the transmission spectrum of
the asymmetric device A3S is very similar to that of the doubly
linked devices. This underlines that the presence of multiple ei-
genchannels is related to the number of pairs of anchoring
atoms bound to both electrodes, and not to their total
number. Despite its asymmetry, the rectification character of
A3S is poor.
The reported features do not seem to be exclusive to an-
thracene-based devices, and they can be extended to penta-
cene (P)-based devices. The 1-, 11-, and 13- positions in penta-
cene are again 5.02 ,[49] which corresponds to a perfect match
up with an Au(111) surface. The calculated binding energy Eads
Figure 5. Transmission spectra for benzene- and anthracene-based struc-
tures at 0 V.
Figure 6. Decomposition of transmission spectrum into eigenchannel spec-
tra for a) A4S and b) A4S2H at 0 V
Figure 7. Isosurface plots of the MPSH wave functions for devices A and B
at low bias (V = 0) at different energies. a) HOMO level of device B2S at
0.42 eV. b) HOMO level of device A4S at 0.11 eV. c) HOMO1 level of
device A4S at 0.55 eV. d) HOMO level of device A4S2H at 0.37 eV.
e) HOMO1 level of device A4S2H at 0.39 eV. f) HOMO level of device A3S
at 0.15 eV. g) HOMO level of device A2SL at 0.20 eV. h) HOMO level of
device A2SD at 0.41 eV.
ChemPhysChem 2012, 13, 860 – 868  2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chemphyschem.org 863
Properties of Benzene-, Anthracene- and Pentacene-Based Molecular Devices
3.5. PUBLICACIONES 94
of 5.25 eV for P6S corresponds to 0.88 eV per sulfur atom.
Type-P devices were then built and studied, as depicted in
Figure 8.
The transmission spectra of P devices (Figure 9 a) share sig-
nificant similarities with those of A devices. Indeed, P6S4H
shows again its maximum transmission values for energies
below 0 eV (Fermi level), and the transmission is higher than
2.5. Although P6S shows lower transmission values than ex-
pected, the range of transmission is notably wider. Moreover,
the maximum values of the transmission are related to the
presence of the corresponding MPSH levels (HOMO1:
0.61858 eV, HOMO: 0.41253 eV, LUMO: 0.13178 eV). In this
case, the conductance values must be interpreted with caution
given the limitations of our approximation mentioned in the
introduction. However, the LUMO level in our P6S4H device is
closely related to the HOMO level of the isolated molecule, be-
cause it is higher in energy than the Fermi level of gold.
Hence, it can formally behave as the LUMO level of the com-
plete device. This is the reason why we expect a strongly simi-
lar bias towards the behavior of anthracene- and benzene-
based devices. The same caution must be taken in considering
closely related P5S and P4S transmission spectra, which show
a similar shape to that of P6S. The decrease in the number of
linkers is correlated with a reduction of the transmission
values. We performed the decomposition of the transmission
spectra of P6S and P64SH devices (Figure 9 b, c). The data sug-
gest that there are mainly three operative eigenchannels at
low voltages. Figure 9 b also confirms the conclusions inferred
from A4S2H. In P6S4H the profile of the three first channels is
quite similar to those of A4S2H and B2S. These transmission
profiles strongly suggest quasi-independence of the channels
from the lack of p conjugation between the aromatic rings.
The I–V curves for optimized type-P devices are shown in
Figure 10. The I–V curves for B2S and A4S devices are also in-
cluded for comparison. All I–V curves show slight asymmetries
for type-P molecules, but surprisingly no asymmetric response
similar to that of A3S is noticed either for P5S or for P4S. The
currents are congruent with expectations. The current for P6S
is similar to the current for P6S4H and three times the current
for B2S. There is only a 12 % difference between the calculated
currents for P5S and A4S, whereas this difference reaches the
40 % when a second sulfur atom is removed (P4S vs. B2S).
These changes can be related to the remaining pairs of face-
to-face sulfur atoms. Results for pentacene-based devices also
indicate that the number and location of the anchoring groups
are significant factors affecting the conductivity of a single-
molecule device.
Figure 8. Pentacene-based structures.
Figure 9. a) Transmission spectra for pentacene-based structures and de-
composition of transmission spectrum into eigenchannels spectrum for
b) P6S and c) P6S4H at 0 V.
Figure 10. Current–voltage characteristic for pentacene-based structures.
Currents of A4S and B2S are included for comparison.
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2.2. Current Stability: Influence of Temperature
We now demonstrate the validity of our initial hypothesis of
improved current stability in structures A and P compared
with B2S. One of the key points for the implementation of
these single-molecule systems in real devices is mechanical
and thermal stability of the molecule–electrode contact, which
is essential for system reliability. If the molecule–electrode
system is subjected to expansions or contractions due to a
fluctuation of the temperature or to any mechanical stress, the
current flow over time will depend on the stability of the
metal–molecule junction. Moreover, in our calculations we also
took into account changes in the shape of the molecule due
to molecular vibrations. We subjected these molecules to a
molecular dynamics simulation over time, and we calculated
the effect of mechanical stress on the current flow, while keep-
ing the temperature constant. The sandwich-type junction
models of compounds B2S, A4S, and P6S were subjected to
molecular dynamics (MD) with a constant temperature of
300 K, and the corresponding currents at four different voltag-
es (1.0, 0.5, 0.5 and 1 V) were calculated by using the ATK
code. We recorded data in the reverse and the forward direc-
tions in order to discriminate between the decrease in the con-
ductivity stemming from partial disconnection of the anchor-
ing groups and that related to the structure of the whole
system. The results are summarized in Figure 11 and Tables 1–
3.
For device B2S the conductivity changes drastically when it
is calculated under ideal conditions at 0 K, compared with cal-
culation at 300 K by MD. At 0.5 and 1 V the conductivity is
almost reduced to half. This can be related to two phenomena
observed during the simulation. First, the sulfur atoms move
around the energy minimum, and these geometrical changes
in the position of the anchoring groups correlate with varia-
tions in the conductivity of the system. Moreover, such move-
ments distort the electronic coupling between the atomic orbi-
tals of the sulfur atom and the p system of the device, with a
corresponding decrease in conductivity. The greater the fluctu-
ations are, the further the sulfur atoms move from the energy
minimum. As the movement of both anchoring sulfur atoms is
not symmetric, nonequivalent values for forward and reverse
Figure 11. Current versus time for compounds B2S, A4S, and 6PS. For more
details see Tables 1–3.
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[a] Variation of the conductivity is defined as the percentage difference
between the corresponding value and the mean value obtained from the
maximum and minimum of the conductivity.
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[a] Variation of the conductivity is defined as the percentage difference
between the corresponding value and the mean value obtained from the
maximum and minimum of the conductivity.
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electron flow through the molecule are observed. The de-
crease in conductivity can be also related, in this relatively flex-
ible molecule, to the thermal fluctuations of the carbon-based
backbone. In this case, the p system, which is ultimately re-
sponsible for transmission, is also distorted. If we compare
these results with the values obtained for more rigid A4S, we
observe that the conductivity is practically doubled under
ideal conditions (0 K). In any case, when the system is subject-
ed to MD simulation at 300 K, the conductivity of A4S is three
times higher than the conductivity of B2S, at 0.5 and 1 V.
Moreover, the variations of conductivity over time are of 22 %
for A4S (Table 2) compared to 40 % for B2S (Table 1). The
asymmetries between the forward and reverse directions are
also less pronounced, because double disconnection of the an-
choring groups is unlikely. A similar study showed that hexa-
linked rigid structure P6S has an impressive stability over time
at 300 K, with variations in the range of only 8 % (Table 3).
Noteworthily, the calculated values are very close to those cal-
culated at 0 K by using an optimized structure. Therefore, pen-
tacene-based device P6S has an excellent electronic profile
and reliability over time.
2.3. Current Stability: Influence of Mechanical Stress
To study the stability of these systems to mechanical stress, we
also pulled and pushed successively one of the electrodes to a
distance of 0.3  away from the optimal position. We limited
the mechanical stress to around 1  to avoid distortions in the
structure (push) and/or disconnection of the anchoring groups
(pull). These new positions were submitted to MD simulation
at 300 K for 200 fs and the new geometry was again used to
evaluate the current at four different voltages (1.0, 0.5, 0.5,
and 1 V) by using the ATK code. The results are summarized in
Figure 12 and Tables 4–6.
For device B2S we observe large current fluctuations (up to
55 %, Table 4). They can be mainly attributed to thermal distor-
tions in the molecular backbone, and not to mechanical stress.
For device A4S, fluctuations of 50 % are again observed
(Table 5). Similarly to other theoretical and experimental stud-
ies, we observed an increase in conductivity when the sulfur–
electrode distance is increased.[50] This reflects that the energy
minimum is not always coincident with the maximum in con-
ductivity. Indeed, an elongation of 0.9  gave values only 10 %
lower than the corresponding to a perfect structure at 0 K.
Structure A4S is therefore much more efficient than B2S in
conducting the electrical current when it is subjected to me-
chanical stress. Nevertheless, we are mainly interested in the
fluctuation of the current with respect to the mechanical
stress. In this sense, there are similarities between structures
B2S and A4S. Device P6S again showed the better profile
when subjected to mechanical stress. In this case, fluctuations
are greater but lie within a range of only 30 % (Table 6).
All of these results indicate an influence of the molecule–
metal contact on the conductivity of the system, and they
reveal that molecules with more than one connection per elec-
trode can exhibit much better electrical efficiencies and current
stabilities. For these reasons, these molecules can be consid-
ered as improved candidates for the development of real
nanoelectronics devices to the detriment of the usually studied
mono-anchored ones.
3. Conclusions
We have shown that the conductivity properties of acenes
depend critically on the number and relative positions of the
pairs of anchoring atoms which bind the molecule with the
electrodes. Interestingly, similar conductivities can be achieved
by linking covalently conductive molecules through insulating
side chains. The HOMO–LUMO gaps of these two types of sys-
tems are different, and therefore different optical and electro-
chemical responses could be expected. For example, penta-
cene-based device P6S is not chemically stable, whereas
P6S4H is. The mechanical and thermal stability of the current
Figure 12. Current at different elongations for compounds B2S, A4S, and
6PS. For more details see Tables 4–6.
Table 4. Current [mA] and variation of conductivity [%][a] for different
elongations of compound B2S.
T [K] Elongation [] Voltage [V]
0.5 1.0 0.5 1.0

























































[a] Variation of the conductivity is defined as the percentage difference
between the corresponding value and the mean value obtained from the
maximum and minimum of the conductivity.
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of pentacene-derived devices is also remarkable. The experi-
mental validation of our assumptions and the study of larger
systems and graphyne-based devices are underway.
Computational Methods
Structural Relaxations: We optimized the junction geometries
using Spanish Initiative for Electronic Simulations with Thousands
of Atoms (SIESTA) DFT code[37] within the generalized gradient ap-
proximation (GGA). The interface model was constructed by using
a supercell (A- and B-type devices, 14.41  7.49  in the x and y
axes respectively; P-type devices, 20.18  7.49  in the x and y axes
respectively) with five slab layers for each Au electrode (A- and B-
type devices, 5  3; P-type devices, 7  3) and the organic molecule.
In the z direction, we increased the computational unit cell by 20 
to avoid significant interference between the periodic images. The
geometry of the supercell was optimized at the DFT level with the
Perdew–Burke–Ernzerhof generalized-gradient approximation
(GGA-PBE) functional with double-zeta plus polarization basis set
for the organic molecule and gold atoms, a 5 mRy energy-shift pa-
rameter, and a 5  5  1 Monkhorst–Pack grid for the electronic-
structure calculations. Two force convergence criteria of 0.04 and
0.01 eV 1 were employed in geometry relaxation and gave essen-
tially the same results. During these calculations core electrons and
nuclei were replaced by Troullier–Martins norm-conservative pseu-
dopotentials.[51] We selected an initial AuAu intralayer distance of
2.88  as in bulk Au and kept it fixed during the optimization pro-
cess, which is a reasonable assumption owing to the low Au–elec-
trode distortion expected.[46, 52, 53] The binding energies Eads were
calculated as Eads = (Es + Em)ES + M, where ES + M, ES, and EM are the
total energies for the electrode slabs plus molecule, for only the
electrode slabs, and for the isolated molecule respectively. The
energy of the isolated molecules was calculated without the H
atoms of the SH bonds. When necessary, we performed spin-po-
larized calculations, and binding energies were also BSSE-correct-
ed.
Transport Calculations
The current through structures B2S, A and P is given by Landauer’s
expression as a function of the applied voltage by integration of





T Eð Þ f E  mLð Þ  f E  mRð Þ½ dE ð1Þ
where T(E) is the transmission through the system as a function of
the energy, f the Fermi–Dirac distribution function, q the absolute
value of the charge of the electron, h the Planck constant, and mL(R)
the Fermi level at the applied voltage at the left (right) contact.
When an external voltage V is applied, the right voltage is V/2 and
the left contact voltage is set to V/2. The molecules were placed
between Au(111) electrodes in a sandwich-type arrangement. In-
stead of simulating the Au electrodes with thousands of atoms, we
simulated the Au electrode surfaces by using a 5  3 (type-A and
B2S devices) or 7  3 (type-P devices) cell with periodic boundary
conditions. From this, we defined a supercell consisting of two–
three layers of 30–42 and 45–63 atoms, respectively, on both sides
of the scattering region. The size of the supercell ensures that
there is no significant interaction between the molecules of the
next-neighbor supercells. We used the GGA-PBE functional with
the double-z plus polarization basis set for the organic molecule
and the single-z plus polarization basis set for the Au electrodes. A
3  3 Monkhorst–Pack grid for electronic structure calculations and
a 20  20 k sampling in the transmission spectra with a 5 mRy
energy-shift parameter were selected based on convergence crite-
ria and computational cost.
MD Simulations
The sandwich-type junction models of compounds B2S, A4S, and
P6S were submitted to molecular dynamics (MD) with a constant
temperature of 300 K and with time steps of 1 fs using SIESTA
code. After an initial equilibration phase of 100 fs, the geometry
Table 5. Current [mA] and variation of conductivity [%][a] for different
elongations of compound A4S.
T [K] Elongation [] Voltage [V]
0.5 1.0 0.5 1.0

























































[a] Variation of the conductivity is defined as the percentage difference
between the corresponding value and the mean value obtained from the
maximum and minimum of the conductivity.
Table 6. Current [mA] and variation of conductivity [%][a] for different
elongations of compound P6S.
T [K] Elongation [] Voltage [V]
0.5 1.0 0.5 1.0

























































[a] Variation of the conductivity is defined as the percentage difference
between the corresponding value and the mean value obtained from the
maximum and minimum of the conductivity.
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obtained each 100 fs was used to calculate the current at four dif-
ferent voltages (1.0, 0.5, 0.5 and 1 V) using ATK code.
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Los cristales de puntos cuánticos consisten en distribuciones ordenadas
de estas nanoestructuras. En ellos, la forma, el tamaño y la manera en la
que están distribuidos influye enormemente en las caracteŕısticas del cristal,
y por tanto en sus posibles aplicaciones. Por otra parte, una distancia sufi-
cientemente pequeña entre puntos consecutivos da lugar a un acoplamiento
entre los niveles energéticos de los distintos puntos cuánticos generando aśı
minibandas de enerǵıa [86]. A partir del análisis de las minibandas de e-
nerǵıa es posible establecer las propiedades optoeléctronicas de los cristales
de puntos cuánticos. Sin embargo, desde un punto de vista experimental uno
de los retos más importantes a los cuales se enfrenta esta tecnoloǵıa es la
creación de cristales de puntos cuánticos ordenados, como muestran algunos
trabajos experimentales [87].
En este caṕıtulo se analiza la influencia que ejerce sobre la estructura de
minibandas de los cristales de puntos cuánticos ordenados la presencia de
una concentración de defectos. Estos defectos consisten en puntos cuánticos
cuyo volumen es distinto al de los puntos que componen el cristal ordenado.
Teniendo en cuenta que la primera consecuencia de la aparición de estos
defectos es una rotura en la periodicidad del cristal ordenado, estos serán
estudiados mediante la teoŕıa de perturbaciones.
Antes de analizar los cambios producidos en la estructura de minibandas
como consecuencia de la rotura de la periodicidad, se recapitularán las prin-
cipales caracteŕısticas de las minibandas de los puntos cuánticos perfectos.
100
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Posteriormente se realizará un estudio teórico que proporcionará informa-
ción sobre cómo cambian las estructuras de minibandas, y por tanto el gap
óptico, en procesos de fabricación donde la aparición de defectos en el volu-
men de los puntos cuánticos es frecuente.
Cristales de puntos cuánticos perfectos
Conocer el comportamiento optoelectrónico de los cristales de puntos
cuánticos perfectos es fundamental para poder caracterizar estas estructu-
ras y para plantear posibles aplicaciones. Además en este caso conocer la
estructura de minibandas del sistema periódico es fundamental para estu-
diar la influencia de la concentración de defectos. Por ello, en esta sección
se presentan los sistemas de puntos cuánticos utilizados en este estudio.
Se considera un cristal compuesto de puntos cuánticos ordenados de
InAs/GaAs. Estos consisten en puntos cuánticos de InAs situados en el inte-
rior de una matriz de GaAs con la que comparten origen de coordenadas. A
la matriz que contiene el punto cuántico se le denomina supercelda (figura
4.1). En este estudio se han considerado los cristales de puntos cuánticos
ordenados propuestos en las referencias [88] y [89]. En ellos se define una se-
paración entre puntos cuánticos consecutivos de 3 nm en las tres direcciones
del espacio [88, 89]. Los volúmenes de la supercelda y del punto cuántico
están determinados a partir de sus dimensiones. Estas, en el caso de la su-
percelda son Lx,sc, Ly,sc y Lz,sc, mientras que en el caso del punto cuántico
sus dimensiones son Lx, Ly, Lz (figura 4.1). Dependiendo de los valores que
adquieran, las distintas estructuras pueden originar puntos cuánticos cúbicos
(Lx = Ly = Lz), planos (Lx = Ly = 4Lz) y elongados (Lx = Ly = Lz/2) (
figura 4.1).
La elección de esta clase de puntos cuánticos fue originariamente rea-
lizada en [88] y [89] con el objetivo de estudiar la dependencia de la forma
y el tamaño de los puntos cuánticos sobre las propiedades optoelectrónicas
del sistema. En estos trabajos se calcularon las minibandas de enerǵıa de
los distintos sistemas considerados y observaron que el umbral de absorción
depend́ıa tanto de la forma del punto cuántico como de la dirección de pola-
rización de la luz. Dichos umbrales eran 200 meV para el caso de los puntos
cuánticos regulares y 250 meV en puntos cuánticos elongados. Asimismo,
en el caso de los puntos cuánticos planos encontraron que estos poséıan una
absorción inferior que los puntos cuánticos regulares y elongados. Además se
constató que en todos los casos la absorción era independiente del volumen
del punto cuántico [89].
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Figura 4.1: En el panel superior y esquina inferior izquierda de la figura
se observan puntos cuánticos cúbicos (superior izquierda), planos (superior
derecha) y elongados (inferior izquierda) situados en el interior de una su-
percelda con la que comparte origen de coordenadas. En el extremo inferior
derecho de la figura se observa el espacio rećıproco Q, cuyos puntos carac-
teŕısticos son Γ, M, X, R, A y Z
En general, las caracteŕısticas del sistema pueden ser extráıdas del aná-
lisis de la estructura de minibandas. Con el fin de calcularla, se define







En la expresión (4.1), n etiqueta las distintas minibandas, ηq̃,n(~r) es una
función con la periodicidad de la supercelda, y ~q es un vector de onda en el
espacio rećıproco Q, similar a los vectores ~k en el espacio K de los cristales.








Ψq̃,n(~r) + V (~r)Ψq̃,n(~r) = εn(~q)Ψq̃,n(~r). (4.2)
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En la ecuación (4.2), m(~r) es la masa efectiva y V (~r) la enerǵıa potencial
electrostática, la cual tiene en cuenta los efectos de la tensión mecánica. Los
parámetros que definen a m(~r) y V (~r) fueron obtenidos por [90, 88] a partir
de la resolución del Hamiltoniano k ·p de 8×8 según el modelo de Pikus-Bir.
Con estas consideraciones, las masas efectivas utilizadas en este estudio son
mInAs = 0,023 ·m0 y mInAs = 0,063 ·m0, donde m0 es la masa del electrón
en reposo. Del mismo modo, el valor de la enerǵıa potencial electrostática
en la ecuación (4.2) es V0 = 0,5007 eV. Para las geometŕıas estudiadas, el
Hamiltoniano del cristal de puntos cuánticos puede resolverse anaĺıticamente














donde nx,y,z = −6, . . . , 6. En la expresión (4.3) se han utilizado unidades
de volumen. Para un ~q dado, las minibandas de enerǵıa se definen como los
autovalores del Hamiltoniano del sistema y se definen a partir de εn(~q).
Con el objetivo de estudiar en las siguientes secciones cómo se modifican
las minibandas de enerǵıa de los sistemas periódicos, se han representado
las figuras 4.2, 4.3 y 4.4. En ellas se observa la enerǵıa de las seis primeras
minibandas de los distintos tipos de cristales de puntos cuánticos ordena-
dos [88, 89]. Esto se debe a que estas constituyen un número suficiente de
minibandas con enerǵıa menor que la de la barrera de potencial. Como se
puede observar en las figuras, conforme aumenta el número de minibandas






Figura 4.2: Estructura de minibandas de un cristal de puntos cuánticos,
compuesto por puntos cuánticos (a) elongados, (b) planos y (c) cúbicos de





Figura 4.3: Estructura de minibandas de un cristal de puntos cuánticos,
compuesto por puntos cuánticos (a) elongados, (b) planos y (c) cúbicos de





Figura 4.4: Estructura de minibandas de un cristal de puntos cuánticos,
compuesto por puntos cuánticos (a) elongados, (b) planos y (c) cúbicos de
V = 432 nm3
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En la primera de ellas, (figura 4.2) se muestran las minibandas de e-
nerǵıa de un cristal de puntos cuánticos de volumen 128 nm3. Asimismo, en
las figuras 4.3 y 4.4 se representan las minibandas de los cristales de puntos
cuánticos de volumen 250 nm3 y 432 nm3 respectivamente. En cada una
de estas tres figuras hay representadas tres gráficas. En el panel superior se
encuentra la enerǵıa de minibandas en puntos cuánticos elongados, mientras
que en el panel central se representa el caso definido por puntos cuánticos
planos y finalmente, en el panel inferior se sitúan los puntos cuánticos cú-
bicos. A partir de la estructuras de minibandas representadas en las figuras
4.2, 4.3 y 4.4 es posible establecer una serie de conclusiones previas al estudio
que se va a realizar a continuación:
En primer lugar se observa que los distintos tipos de puntos cuánti-
cos comparten un perfil energético similar en los distintos puntos del
espacio Q.
Mayores enerǵıas de minibandas se obtienen en los puntos con volumen
V = 128 nm3, mientras que los cristales de puntos cuánticos con vo-
lumen V = 250 nm3 y V = 432 nm3 respectivamente, se caracterizan
por una enerǵıa de minibandas aproximadamente similar entre ellos.
El comportamiento del gap difiere en los distintos caminos del espacio
Q (figura 4.1).
En el caso de los puntos cuánticos elongados, el valor del gap es aproxi-
madamente constante en todo el espacio Q, salvo en el plano horizontal
donde el gap es inferior que en el resto de los planos.
En los puntos cuánticos planos y cúbicos el valor del gap es aproxi-
madamente constante solamente en los caminos X → M y A → M
(figura 4.1).
Defectos en puntos cuánticos
En esta sección se va a introducir el modelo teórico que hemos desa-
rrollado [92] para el estudio de la modificación de enerǵıas de minibandas
causada por la presencia de defectos.
Para ello, se toma como punto de partida nuevamente la función de ondas






siendo ηq̃,n(~r) una función con la periodicidad de la supercelda, como se
mencionó en la sección anterior y siendo V el volumen total del sistema. De
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este modo, las autoenerǵıas del sistema son εn(~q).
Se considera la rotura de la periodicidad del cristal perfecto. Esta conlle-
va una modificación en los operadores de enerǵıa potencial y enerǵıa cinética.
Por tanto, para estudiar cómo estas modificaciones afectan a las autoenerǵıas
del cristal periódico, estas serán tratadas mediante la teoŕıa de perturbacio-
nes de primer orden, tal como se mencionó en la introducción. Para ello,
en primer lugar se considera la ecuación de Schrödinger del Hamiltoniano








Ψq̃,n(~r) + Vp(~r)Ψq̃,n(~r) = εn(~q)Ψq̃,n(~r). (4.5)
donde se ha añadido el sub́ındice p, el cual indica que el sistema es pe-
riódico.
Se considera el Hamiltoniano del sistema perturbado debido a la presen-
cia de defectos en la red. Este se escribe
H = Hp +H
′ (4.6)
donde H ′ representa el Hamiltoniano de la perturbación y H es el Hamilto-
niano total. De este modo la enerǵıa resultante tras la perturbación es
En(~q) = εn(~q) + 〈Ψn,q̃|H ′|Ψn,q̃〉 ≡ εn(~q) + δE. (4.7)
A partir de H ′ = H −Hp, la ecuación de Schrödinger de la perturbación















Φ = E′Φ, (4.8)











∇+ [V (~r)− Vp(~r)]
)
Φ = E′Φ. (4.9)
Para resolver la expresión (4.9) se han tenido en cuenta dos defectos extre-
mos. Estos son la supresión de un punto cuántico o vacante y la ocupación
de toda una supercelda por un punto cuántico. Este último se denomina
punto cuántico amplio.
Perturbación generada por vacantes
Considerando la presencia de una vacante en el cristal, se analiza el
cambio de potencial electrostático creado por esta. Este es cero en todo
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el espacio salvo donde estaba definido el punto cuántico. En ese caso, el
potencial electrostático se corresponde con una barrera de potencial cuyo
módulo coincide con el potencial creado por el punto cuántico, es decir, Vp.
Por tanto, en la expresión 4.8, se define
V (~r)− Vp(~r) =
{
0 Si no exist́ıa punto cuántico
V0(~r) en caso contrario
(4.10)
Asimismo, las masas efectivas en el operador de enerǵıa cinética se dis-
tribuyen de acuerdo a que la diferencia 1m(~r) − 1mp(~r) es cero en todos los
puntos del espacio salvo en los puntos que ocupa la vacante. En ellos, la
masa efectiva se corresponde con la diferencia de masas efectivas entre la
barrera de potencial y el pozo que defińıa previamente al punto cuántico.
A continuación se procede con el cálculo de los cambios generados en
la enerǵıa de minibandas del sistema periódico mediante la teoŕıa de per-
turbaciones de primer orden 8. Para ello se calcula el valor esperado de la
perturbación utilizando la función de onda del sistema periódico (ecuación





y que, por tanto, dependen del tamaño de la supercelda. Con estas consi-
deraciones el valor esperado de la perturbación es

























El potencial de la vacante se puede escribir en términos de la siguiente
integral




donde ~χ representa a todos los puntos del espacio rećıproco. Esto se debe
a que este potencial, que es resultado de la diferencia entre el perturbado
8En los puntos del espacio Q donde hay degeneración se realizó el cálculo median-
te la teoŕıa de perturbaciones considerando la degeneración. Sin embargo, los términos
procedentes de la degeneración eran insignificantes y la aproximación pudo ser realizada
mediante la teoŕıa de perturbaciones sin degeneración sin pérdida de precisión.
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y el periódico, no tiene una periodicidad definida. De este modo el valor
esperado de la enerǵıa potencial electrostática de la perturbación es










Dado que las funciones periódicas se desarrollaron en ondas planas, y te-
niendo en cuenta que estas vienen dadas a partir de km,(x,y,z), la expresión
(4.14) se escribe

















o lo que es lo mismo








gl(~q)A(~χ)gm(~q)δ(~km − ~kl + ~χ)d~χ (4.16)
En el desarrollo solo contribuyen los términos que cumplen que ~χ = ~kl−~km.


















Se define la función ς(~r) = 1m(~r) − 1mp(~r) cuyos valores son cero en todos los
puntos salvo en la posición donde se encuentra la vacante. En ella adquiere
un valor constante e igual a la diferencia de las masas efectivas entre la ba-
rrera y el pozo.
La función ς(~r) puede expresarse como un producto de tres funciones
ventana
χ(x0, x, x1) = θ(x− x0)− θ(x− x1) x0 < x1
χ(y0, y, y1) = θ(y − y0)− θ(y − y1) y0 < y1
χ(z0, z, z1) = θ(z − z0)− θ(z − z1) z0 < z1,
y su función derivada se escribe, cuya componente horizontal se escribe
∆(x0, x, x1) = δ(x− x0)− δ(x− x1) x0 < x1. (4.18)
4.1. INTRODUCCIÓN 111
Los valores de ∆ son cero en todos los puntos salvo en el intervalo [x0, x1]
donde ∆(x0, x, x1) vale uno. Con estas consideraciones, ς(~r) se escribe como









× χ(−Lx/2, x,−Lx/2)χ(−Ly/2, y, Ly/2)χ(−Lz/2, y, Lz/2).





























































y por tanto, el Hamiltoniano de la perturbación puede escribirse de la
siguiente forma


























S(kx, ky, kz) (4.22)
Con la expresión (4.22) se calcula la variación de enerǵıa por unidad de
volumen. Como puede observarse, para un volumen muy grande la modi-
ficación de la enerǵıa tenderá a cero. Por tanto, en lugar de considerar un
defecto aislado, a continuación se van a tratar concentraciones de defectos
dadas por un número de defectos por unidad de volumen.
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Perturbación generada por puntos amplios
Hasta ahora se ha detallado el proceso de obtención de la modificación
de enerǵıas en puntos cuánticos debido a la presencia de una vacante con
un modelo anaĺıtico. Dicho modelo contemplaba dos tipos de defectos, las
vacantes y los puntos amplios. En esta sección se va a desglosar el proce-
dimiento que permite obtener los cambios en las autoenerǵıas debido a la
presencia de un punto amplio.
Se define la perturbación generada por un punto amplio. Esta se puede
expresar a partir de la perturbación generada por la vacante haciendo uso
de un perturbación auxiliar. De este modo la enerǵıa potencial auxiliar es




− 1mpozo en toda la supercelda unidad. El Hamiltoniano
de la vacante puede escribirse como la suma del Hamiltoniano auxiliar y del
punto amplio
Hamplio = Hvacante −Hauxiliar. (4.23)
Por tanto, una vez obtenida la modificación de la enerǵıa de minibandas








































donde Vsc es el volumen de la supercelda. Una vez calculadas las autoenerǵıas
de la pertubación auxiliar, la variación de la enerǵıa de minibandas debida
a un punto amplio se escribe
〈Ψ|Hamplio|Ψ〉 = 〈Ψ|Hvacante|Ψ〉 − 〈Ψ|Hauxiliar|Ψ〉. (4.26)
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Figura 4.5: Represenentación esquemática de un cristal periódico, una vacan-
te y un punto amplio (ĺıneas continuas). Las ĺıneas intermitentes muestran
la perturbación realizada sobre el cristal perfecto para obtener una vacante
en un sitio previamente ocupado por un punto cuántico y la perturbación
auxiliar aplicada a la vacante para obtener un punto amplio.
Aproximación de primeros vecinos
Hasta aqúı se ha introducido el modelo teórico para el cálculo de los cam-
bios de autoenerǵıas en un cristal de puntos cuánticos debido a la presencia
de una concentración de vacantes o de puntos amplios. En esta sección se
va a establecer el ĺımite de concentración de defectos a partir de una apro-
ximación de primeros vecinos.
A partir de un punto cuántico tetragonal en una supercelda se define la
probabilidad de que el punto cuántico vecino no sea a su vez un defecto.
Esta viene dada por la expresión
(1− r)6 (4.27)
A partir de (4.27) es posible calcular la probabilidad de que los vecinos
cercanos sean también defectos. Esta viene dada por
P (r) = r[1− (1− r)6]. (4.28)
Mediante la función P (r) se establece que para r = 0,1, la probabilidad de
defectos vecinos es inferior a 5 %. De este modo, se propone como ĺımite de
concentración de defectos en los puntos cuánticos en un 10 %, que desde un
punto de vista experimental es un valor en concordancia con los resultados
observados en [87, 93].
4.2. OBJETIVOS. 114
Una vez elegido el valor de r, la enerǵıa de las minibandas tras la pertu-
bación se escribe como
En(~q) = εn(~q) + r∆En(~q) (4.29)
donde
∆En(~q) = 〈ηq̃,n(~r)ei~q·~r|H ′defect|ηq̃,n(~r)ei~q·~r〉 (4.30)
4.2. Objetivos.
El objetivo principal de este caṕıtulo es realizar una aproximación teóri-
ca de los efectos que tiene la rotura de la periodicidad en un punto cuántico.
Esta rotura de la periodicidad es un elemento muy común en los procesos de
fabricación de puntos cuánticos. En ellos, a menudo es posible enfrentarse a
la situación de un cambio en el tamaño del punto cuántico. Por tanto, este
estudio se realiza con el fin de poder establecer una conexión teórica con
las observaciones experimentales de la estructura de minibandas de estos
sistemas más realistas.
En particular se van a analizar dos casos extremos que consisten en la
ausencia de un punto cuántico, vacante y su caso opuesto, un punto cuántico
que ocupa todo el volumen de la supercelda. A este último se le va a denomi-
nar punto cuántico amplio. Las consecuencias de la rotura de la periodicidad
van a ser analizadas en función de la variación de la enerǵıa de minibandas
y del gap óptico.
La importancia de los dos casos que serán estudiados radica en el he-
cho de que cualquier otro cambio en volumen de un punto cuántico en un
cristal periódico estará acotado por los resultados que se expondrán en este
caṕıtulo. Además, los resultados vendrán expresados en función de la con-
centración de defectos, de modo que será más factible la extrapolación a
casos realistas de fabricación.
Los cálculos han sido realizados considerando cristales de puntos cuán-
ticos de volumen 128 nm3, 250 nm3 y 432 nm3. En cada uno de estos, tres
tipos distintos de puntos cuánticos fueron analizados, por tanto en total se
examinaron nueve casos. De este el análisis de la influencia de defectos en
puntos cuánticos elongados, cúbicos y planos dio lugar a un estudio compa-
rativo de la influencia del tamaño y la forma de los puntos cuánticos sobre
la presencia de discontinuidades en la periodicidad del cristal.
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4.3. Metodoloǵıa
En la sección 4.1 se han derivado las expresiones teóricas de la la va-
riación de enerǵıa producida en las minibandas de un cristal periódico de
puntos cuánticos como consecuencia de la presencia de defectos en el cristal.
Para realizar la simulación de los distintos cristales de puntos cuánticos se
utilizaron los valores de enerǵıa de minibandas de estos sistemas calcula-
das en [89]. Las simulaciones fueron realizadas con el programa de cálculo
MATLAB.
4.4. Resultados
En esta sección se estudia el cambio de enerǵıas producido en las mini-
bandas como consecuencia de la aparición de una concentración de defectos,
los cuales, como se ha mencionado previamente son vacantes y puntos cuán-
ticos amplios. Este cambio se analiza en función de la forma y del tamaño
de los puntos cuánticos, por tanto, aplicando el procedimiento teórico expli-
cado en la sección 4.1, se estudia el comportamiento de las minibandas en
tres tipos de puntos cuánticos, estos pueden ser catalogados como cúbicos,
elongados y planos. Los volúmenes considerados en cada uno eran 432 nm3,
250 nm3 y 128 nm3.
Vacantes en cristales de puntos cuánticos
En esta sección se exponen los resultados de la variación de la enerǵıa
de minibandas de los cristales de puntos cuánticos cuando existe una con-
centración de vacantes en el cristal.
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Figura 4.6: ∆E de la primera (cuadrados), segunda (estrellas) y tercera
(puntos) minibandas calculados en cristales de puntos cuánticos cúbicos con
volúmenes 432 nm3 (azul), 250 nm3 (rojo) y 128 nm3(negro).
Figura 4.7: ∆E de la primera (cuadrados), segunda (estrellas) y tercera
(puntos) minibandas calculados en cristales de puntos cuánticos planos con
volúmenes 432 nm3 (azul), 250 nm3 (rojo) y 128 nm3(negro).
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Figura 4.8: ∆E de la primera (cuadrados), segunda (estrellas) y tercera
(puntos) minibandas calculados en cristales de puntos cuánticos elongados
con volúmenes 432 nm3 (azul), 250 nm3 (rojo) y 128 nm3(negro).
Se evalúa la ecuación 4.30 con n = 1, 2, 3 para una concentración de
vacantes considerando puntos cuánticos cúbicos, planos y elongados. Los
resultados se muestran en las figuras (4.6), (4.7) y (4.8). En ellas, se mues-
tra ∆E considerando la primera (cuadrados), segunda (estrellas) y tercera
(puntos) minibanda. Asimismo, en cada una de las figuras se muestran los
resultados obtenidos en puntos cuánticos con volúmenes 432 nm3 (azul),
250 nm3 (rojo) y 128 nm3 (negro) respectivamente.
Este estudio se ha centrado en las tres primeras minibandas, debido a
que estos sistemas poseen un gap entre la primera minibanda y minibandas
superiores [89]. Además, los autores de [89] demostraron que dicho gap jue-
ga un papel relevante en la absorción de fonones y por tanto se centra la
atención en el estudio de este.
En un primer análisis de ∆E se observa como para el caso de las va-
cantes, el valor de ∆E correspondiente a la primera minibanda es siempre
superior que ∆E de la segunda minibanda, la cual a su vez es mayor que el
valor de ∆E obtenido para la tercera minibanda. Por otra parte se obser-
va que la caracteŕıstica en común de todas estas estructuras es que tienen
el mismo comportamiento independientemente del volumen. Asimismo, las
estructuras con volumen 128 nm3 son las que generan un menor ∆E. Sin
embargo, se puede encontrar una excepción a este comportamiento en los
puntos cuánticos elongados de 128 nm3 (figura 4.8) en los cuales tienen lugar
una serie de efectos debido a la mezcla de las bandas. Esta mezcla de bandas
tiene lugar en forma de saltos abruptos en la segunda y tercera minibandas y
se deben a que en algunos puntos del espacio Q, las simetŕıas de las funciones
de onda en estados excitados se intercambian entre las distintas minibandas.
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Por otra parte, en relación a la forma del punto cuántico se han obtenido
valores superiores de ∆E en estructuras cúbicas. Asimismo aquellos puntos
cuánticos donde los cambios sufridos por la enerǵıa de minibandas es menor
son los puntos cuánticos elongados.
A continuación nos centramos en el gap entre la primera y segunda mi-
nibandas. Teniendo en cuenta que ∆E es mayor en la primera minibanda
que en la segunda en todos los casos estudiados, se puede concluir que el gap
reduce su valor cuando una concentración de vacantes se encuentra presente.
Asimismo, se aprecia que aunque ∆E sea superior en los puntos cuánticos
de mayor volumen, las correcciones del gap en este caso son menores ya que
el cambio en la enerǵıa de las distintas minibandas es similar.
Puntos Amplios en cristales de puntos cuánticos
Figura 4.9: ∆E de la primera (cuadrados), segunda (estrellas) y tercera
(puntos) minibandas calculados en cristales de puntos cuánticos cúbicos con
volúmenes 432 nm3 (azul), 250 nm3 (rojo) y 128 nm3(negro) debido a la
presencia de puntos cuánticos amplios.
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Figura 4.10: ∆E de la primera (cuadrados), segunda (estrellas) y tercera
(puntos) minibandas calculados en cristales de puntos cuánticos planos con
volúmenes 432 nm3 (azul), 250 nm3 (rojo) y 128 nm3(negro) debido a la
presencia de puntos cuánticos amplios.
Figura 4.11: ∆E de la primera (cuadrados), segunda (estrellas) y tercera
(puntos) minibandas calculados en cristales de puntos cuánticos elongados
con volúmenes 432 nm3 (azul), 250 nm3 (rojo) y 128 nm3(negro) debido a
la presencia de puntos cuánticos amplios.
En esta sección se analiza el cambio de la enerǵıa de minibandas genera-
da por la presencia de puntos cuánticos amplios en el cristal. Los resultados
obtenidos en cristales de puntos cuánticos cúbicos, planos y elongados se
encuentran representados en las figuras 4.9, 4.10 y 4.11 respectivamente. En
este caso también ∆E presenta un comportamiento similar independiente-
mente del volumen.
Sin embargo, al contrario de lo que suced́ıa en el caso de las vacantes, el
valor medio de ∆E es mayor en puntos cuánticos pequeños. Asimismo, ∆E
no presenta un patrón en su comportamiento, ya que puede variar aumen-
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tando o disminuyendo a lo largo del espacio Q.
Por otra parte, las minibandas conservan la degeneración de los cristales
perfectos. Este hecho es debido a poseer un valor similar de ∆E en los
puntos del espacio Q donde exist́ıa originariamente degeneración. Además,
se aprecia como el cambio de las enerǵıas de minibandas en puntos cuánticos
en menor que en el caso de las vacantes.
4.5. Modificación del gap de minibandas
A continuación se presentan los resultados de la variación del gap entre
la primera y segunda minibandas. Como se ha mencionado previamente, la
presencia de vacantes reduce el gap. En cuanto a los puntos cuánticos am-
plios se destaca que no existe una tendencia definida en el comportamiento
del gap, sino que este aumenta y disminuye a lo largo del espacio Q.
Caso X M A
Cubos Regulares 432 nm3 0,194 eV 0,208 eV 0,223 eV
Correction rV = 10 % −0,021 eV −0,021 eV −0,022 eV
Correction rW = 10 % −0,023 eV −0,022 eV −0,020 eV
Cubos Regulares 250 nm3 0,207 eV 0,2304 eV 0,256 eV
Correction rV = 10 % −0,023 eV −0,025 eV −0,026 eV
Correction rW = 10 % −0,028 eV −0,027 eV −0,026 eV
Cubos Regulares 128 nm3 0,205 eV 0,240 eV 0,282 eV
Correction rV = 10 % −0,023 eV −0,027 eV −0,029 eV
Correction rW = 10 % −0,030 eV −0,032 eV −0,033 eV
Cuadro 4.1: Valores de las correcciones del gap causadas por la presencia
una concentración de un 10 % de vacantes o puntos cuánticos amplios en un
cristal de puntos cuánticos cúbicos.
Las tablas 4.1, 4.2 y 4.3 muestran la modificación del gap debido a una
concentración de un 10 % de vacantes, rV, o puntos anplios, rW. Los puntos
escogidos para el análisis son X, M y A, ya que estos en los cristales perfectos
presentan un comportamiento similar en las dos primeras minibandas, por
ello se consideran altamente simétricos [89]
En la tabla 4.1 se encuentran los resultados de las correcciones del gap
en cristales de puntos cuánticos cúbicos. En el caso de puntos cuánticos de
volúmen 432 nm3, la corrección del gap estimada es 0,194 eV en el punto X.
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Caso X M A
Cuboides Planos 432 nm3 0,092 eV 0,095 eV 0,112 eV
Correction rV = 10 % −0,009 eV −0,009 eV −0,010 eV
Correction rW = 10 % −0,010 eV −0,009 eV −0,007 eV
Cuboides Planos 250 nm3 0,101 eV 0,107 eV 0,132 eV
Correction rV = 10 % −0,011 eV −0,011 eV −0,012 eV
Correction rW = 10 % −0,013 eV −0,012 eV −0,010 eV
Cuboides Planos 128 nm3 0,106 eV 0,115 eV 0,155 eV
Correction rV = 10 % −0,012 eV −0,012 eV −0,015 eV
Correction rW = 10 % −0,015 eV −0,014 eV −0,015 eV
Cuadro 4.2: Valores de las correcciones del gap causadas por la presencia
una concentración de un 10 % de vacantes o puntos cuánticos amplios en un
cristal de puntos cuánticos planos.
Caso X M A
Cuboides Elongados 432 nm3 0,167 eV 0,174 eV 0,112 eV
Correction rV = 10 % −0,008 eV −0,008 eV −0,010 eV
Correction rW = 10 % −0,009 eV −0,010 eV −0,007 eV
Cuboides Elongados 250 nm3 0,212 eV 0,224 eV 0,142 eV
Correction rV = 10 % −0,009 eV −0,010 eV −0,013 eV
Correction rW = 10 % 0,013 eV 0,014 eV −0,011 eV
Cuboides Elongados 128 nm3 0,236 eV 0,282 eV 0,170 eV
Correction rV = 10 % −0,026 eV −0,030 eV −0,016 eV
Correction rW = 10 % 0,032 eV −0,035 eV −0,015 eV
Cuadro 4.3: Valores de las correcciones del gap causadas por la presencia
una concentración de un 10 % de vacantes o puntos cuánticos amplios en un
cristal de puntos cuánticos elongados.
Asimismo, la modificación del gap considerando una concentración del 10 %
de vacantes es −0,021 eV. Cuando esta concentración consiste en puntos
amplios la modificación del gap pasa a ser −0,023 eV. En el caso de puntos
cuánticos de volúmenes más pequeños (250 nm3 y 128 nm3) las correcciones
son iguales y de valor −0,023 eV, mientras que si la corrección se realiza
por medio de puntos amplios, los valores obtenidos son −0,028 eV para un
volumen de 250 nm3 y −0,030 eV en caso contrario (128 nm3). Estos resul-
tados se comparan con los obtenidos en cristales de puntos cuánticos planos
y elongados (tablas 4.2 y 4.3). En estos casos se aprecia un comportamiento
similar aunque ligeramente inferior que los resultados obtenidos en los cris-
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tales de puntos cúbicos.
Por tanto, si tenemos en cuenta una concentración de defectos del 10 %,
que es el valor superior permitido por este modelo, se puede comprobar a
partir de los resultados tabulados que el gap óptico no se suprime.
Estos resultados se encuentran recogidos en la publicación cient́ıfica [92],
la cual forma parte de esta tesis doctoral como se muestra en la próxima
sección.
4.6. PUBLICACIONES 123
4.6. Trabajos cient́ıficos publicados
4.6.1. Influence on miniband structure of size variations in
regimented InAs/GaAs quantum dots arrays
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 Categoŕıa: Physics, Applied.
 Posición en el listado del JCR (ISI Web of Knowledge): 32/128.
Influence on miniband structure of size variations in regimented InAs/GaAs
quantum dots arrays
Trinidad Garcıa,1 Francisco Manuel Gomez-Campos,1,2,a)
and Salvador Rodrıguez-Bolıvar1,2
1Departamento de Electronica y Tecnologıa de Computadores, Universidad de Granada, Spain
2CITIC-UGR, Universidad de Granada, Spain
(Received 16 June 2013; accepted 25 July 2013; published online 14 August 2013)
The influence of breaks in the periodicity of a InAs/GaAs quantum dot supracrystal is theoretically
investigated in this work. With this aim, we infer the order of magnitude of the change in the
eigenenergies due to the spread in sizes of quantum dots in these systems. From it, it would be
possible to ascertain whether effects derived from the miniband structure of a manufactured
supracrystal would be detected experimentally or if they would be masked by non-periodic defects.
Thus, we have a first estimate of the differences between the behaviour of experimental samples
and their ideal counterparts.VC 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4817893]
I. INTRODUCTION
The fabrication of regimented semiconductor nanostruc-
tures is a topic of great interest nowadays. It is a challenge of
the contemporary science and engineering to obtain artificial
supracrystals, i.e., systems consisting in an ordered arrange-
ment of nanostructures such as quantum dots. In these sys-
tems, the quantum dot plays the same role that regular atoms
in regular crystals, and the coupling between quantum dots
gives rise to delocalized states with energies gathered into
minibands. Therefore, not only the chemical species, but
also the geometry of the quantum dots and the particular
arrangement would influence crucially the physical behav-
iour of the structures.
Many ways of approaching the fabrication of supracrys-
tals have been reported in the last years. As a recent exam-
ple, high quality quantum dot array films have been achieved
starting from colloidal quantum dots.1 Other efforts have
pursued the order by increasing the quantum dot density
using Stranski-Krastanov methods.2 Examples of different
techniques to obtain periodic nanostructures could be found
elsewhere,3–7 and some works show that theoretical and ex-
perimental results on this topic are converging.8 As a result
of these efforts, two– and three–dimensional arrangements
have been obtained experimentally nowadays with a decent
degree of accuracy. AFM images have been reported from
many researches, revealing ordered structures of quantum
dots closely packed in the space.2,7,8 Further, evidences of
miniband formation have been reported.7–9
From the theoretical point of view, several investiga-
tions have reported some physical features of such systems.
Studies on thermal conduction,10 charge transport,11 and op-
tical absorption12,13 in these systems have been carried out in
the last years.
One of the future applications of these structures is
related to the improvement of the efficiency of solar cells.14
It has been suggested that their minibands might lead the
way to obtain the predicted intermediate band solar cell.15
Most of the theoretical frameworks used to calculate
miniband formation in these structures start by considering
the electron state described by Bloch–like wave functions,
and solve the Schr€odinger equation for a perfectly periodic
potential due to a uniform quantum dot distribution. As far
as authors know, no calculations on the effect of quantum
dot size variations have been carried out to now. Therefore,
there is a gap between experimental and theoretical results,
since the theory predicting miniband formation is based on
ideal perfectly ordered systems, and experimental evidences
of miniband formation are observed in real systems, where
periodicity is not perfectly achieved as microscope images
show.
We consider that it would be worth to carry out a study
connecting both fields in such a way that the influence of
imperfections or defects in the quantum dot array might be
quantified. From it, experimental researches might be tackled
knowing in advance how good the periodicity should be in
order to observe evidences of miniband formation. Since our
interest is the breaks in the periodicity of the sample, we
restrict ourselves to studies where quantum dots that should
be placed in a certain region of the space do not have the vol-
ume of the rest of the array. Some experimental works quan-
tify these size variations for samples, reporting standard
deviations about 10% in one of the lengths of the dot.7 Even
when this standard deviation may seem low, measurements
show the existence of quantum dots in that sample having
lengths from 5.5 nm to 11 nm. This range of variation would
be great enough to break the periodic potential. Nonetheless,
evidences of miniband formation are reported in this
research. This gives raise to the question of which are the
limits to observe miniband formation in a supracrystal.
Extreme cases of variation in size would be when the
quantum dot is not present in the right place (a vacant) and
when the quantum dot has a volume occupying the full pe-
riod of the array (a wide quantum dot).16 These two cases
are the extreme situations, and published AFM images show
cases that are always midway between them, where some
volume dispersion is noticed at some places of the sample.
Thus, we consider that understanding the extreme cases maya)Electronic mail: fmgomez@ugr.es
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help to comprehend the behaviour of real samples, and could
shed light on the tolerance in manufacturing regimented
nanostructures.
In this work, we study the effects of breaks in the pe-
riodicity of supracrystals of InAs quantum dots embedded
in a GaAs matrix. Since miniband formation is mainly an
intraband phenomenon, we focus our investigation on the
states of the conduction band. The interest in the conduc-
tion band is justified primarily because it is more likely to
have miniband gaps in this band, especially useful for
optoelectronic applications, than in the valence band states
due to the degeneracy of the bulk bands. In particular, this
system has been explored in detail in previous works,12,17
revealing the importance of quantum dot size or shape and
interdot distances in the miniband formation. To extend
these studies, and in order to approach the above physical
phenomena due to breaks in the periodicity, we investigate
how vacant quantum dots and wide quantum dots would
influence in the miniband structures that we reported in
previous researches. In our opinion, the results obtained in
this study might be extrapolated to other regimented arrays
on the grounds that recent papers6 have reported similar-
ities between InAs/GaAs supracrystals and other arrange-
ments such as Ge islands on pit-patterned Si(100)
substrates.
II. THEORETICAL APPROACH
In this section, we present an approach to obtain the
energy shifts of regimented InAs/GaAs QD arrays, when
there are breaks in the periodicity. This study has been car-
ried out using the effective mass approach (EMA) in connec-
tion to previous works, where the influence of interdot
distances, dot sizes, and shapes were investigated.12,17 The
influence of strain in conduction band offsets and effective
masses were considered using the Pikus–Bir approach.12 We
have assumed uniform defect distributions within the sam-
ples, and calculated energy shifts using the first order pertur-
bation theory.
The period of the regimented InAs/GaAs QD array is
called supercell. In our study, it is a cuboid with lengths Lxsc ,
Lysc , and Lzsc (see Figure 1 for more details). In accordance
with previous works,17 three different kinds of InAs/GaAs
QD arrays were considered. As a function of their shape, the
QDs were classified as: regular cubes (Lx ¼ Ly ¼ Lz), flat-
tened cuboids (Lx ¼ Ly ¼ 4Lz), and elongated cuboids
(Lx ¼ Ly ¼ Lz=2). We kept 3 nm interdot distances for all the
arrangements with the aim of limiting the effects due to
changing this parameter.
Throughout this work, we considered three different
quantum dot volumes, 432 nm3, 250 nm3, and 128 nm3.
This work may help to understand qualitatively the
behavior of other arrays with different quantum dot shapes.
For instance, our study on flattened cuboids might be helpful
to shed light on how lens–shaped quantum dot arrays behave,
and the conclusions for elongated cuboids might be of use to
approach the effects on quantum rod arrays. Another supra-
crystals having other quantum dot shapes, such as pyramidal
quantum dots, would be more difficult to relate with our
results, and therefore, future works will deal with these par-
ticular cases.
For the perfectly ordered three dimensional QDs array,






rW~q;nð~rÞ þ Vpð~rÞW~q;nð~rÞ ¼ nð~qÞW~q;nð~rÞ:
(1)
The subscript p in Eq. (1) stands for the periodicity of
the structure and n is the miniband label.





p gn;~qð~rÞei~qÁ~r : (2)
V being the volume of the whole array, gn;~q is a function
having the periodicity of the system, and ~q is a vector of the
reciprocal space of the periodical structure, which gives rise
to the Q space, equivalent to the K space of regular crystals.
A defect in a QD position involves changes in the eige-
nenergy of the system as a consequence of a break of perio-
dicity in the structure defined above. The Hamiltonian for
the non–periodic system can be written as
H ¼ Hp þ H0; (3)
where H0 is the perturbation to the periodic Hamiltonian.
The energy of the regimented InAs/GaAs with defects,
En;qð~qÞ, is obtained as the expected value of the non–periodic
system Hamiltonian
Enð~qÞ ¼ nð~qÞ þ hWn;~q jH0jWn;~qi  nð~qÞ þ dE: (4)
In this manner, it is possible to obtain the energy shift, dE,
caused by the perturbation.
FIG. 1. (a) Regular cube, (b) flattened cuboid, and (c) elongated cuboid em-
bedded in a supercell structure. (d) Representation of the supracrystal
Brillouin zone considering the most relevant points.
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For a set of N defects, each one introducing a perturba-
tion H
0
j, Eq. (3) can be expressed as




And thus, the perturbed eigenenergies are






In the above approach, we implicitly considered that the
distance between defects is long enough to admit there is no
interaction between them. In order to determine the limits of
application of this framework, before proceeding with the
discussion of results, we evaluated the probability of having
neighbouring defects, P(r), r being the defect rate (i.e., the
number of defects over the total number of quantum dots).
Taking into account that a QD in a tetragonal superlat-
tice has six nearest neighbours, then ð1À rÞ6 is the probabil-
ity of not having a defect in any of the neighbouring
positions, then 1À ð1À rÞ6 is the probability of having at
least a neighbouring defect. Thus, the probability of having
neighbouring defects is
PðrÞ ¼ r½1À ð1À rÞ6 ¼ r À rð1À rÞ6: (7)
For r ¼ 0:05, the above function provides Pð0:05Þ
’ 0:0132; for r ¼ 0:1, the function gives Pð0:1Þ ’ 0:047.
These calculations show that for a defect rate lower than or
equal to 10%, the events of neighboring defects are under
5%. r ¼ 0:1 will be the highest defect rate considered in this
paper. This value agrees well with the observed AFM images
reported elsewhere.2,7 These researches showed ordered sys-
tems having quantum dot size variations but no substantial
defect clustering.
Once a value of r is chosen, the miniband energy is
Enð~qÞ ¼ nð~qÞ þ rDEnð~qÞ; (8)
where
DEnð~qÞ ¼ hgn;~qð~rÞei~qÁ~r jH0def ectjgn;~qð~rÞei~qÁ~r i: (9)
III. RESULTS
The miniband shift caused by a defect depend on the
shape and size of the QDs. We applied the procedure
described in Sec. II to different kinds of QDs: regular cubes,
elongated and flattened cuboids, with volumes 432 nm3,
250 nm3, and 128 nm3 in each.
A. Vacancies in QD arrays
We evaluate Eq. (9) with n ¼ 1; 2; 3 considering cubic
(Fig. 2), flattened (Fig. 3), and elongated (Fig. 4) QDs when
having vacancies in the sample. Figures 2–4 depict DE of the
first (squares), second (stars), and third (dots) minibands. In
each figure, three QDs volumes are shown: 432 nm3 (blue),
250 nm3 (red), and 128 nm3 (black).
The interest of studying the lowest energy minibands
(i.e., the first, second, and third energy minibands) relies on
the fact that these systems have a miniband gap between the
first and upper minibands (see Ref. 17 for more details). This
previous work showed that these miniband gaps play a cru-
cial role in photon absorption. This miniband gap (calculated
for perfectly periodic arrangements) would be observed in
experimental setups only if disruptions in periodicity are not
going to imply large modifications in the eigenenergies of
the states. It is the purpose of this paper to quantify these
energy shifts.
According to a first analysis of DE for vacancies, it is
noticeable that DE in the first miniband is always the highest,
followed by DE in the second miniband. Another feature is
that all the structures have the same profile regardless of the
volume, being the 128 nm3 QDs the ones with lowest DE val-
ues. However, an exception to this rule is found in elongated
128 nm3 QDs (Figure 4) in which the effects of the band
mixing take place. This band mixing is noticeable in the ab-
rupt steps in the curves of the second and third minibands,
switching its behaviour along the curve. Analyzing in depth,
these results we concluded that at some points of the Q
space, the symmetries of the wave functions of excited states
(second and upper minibands) are switched, thus, physical
quantities such as the energy shifts are affected. This is a
well known effect observed, for example, in other systems
such as the quantization of energies in the valence band of
FIG. 2. (Vacancies) DE of the first (squares), second (stars), and third (dots)
minibands of cubic QD arrays with volumes 432 nm3 (blue), 250 nm3 (red),
and 128 nm3 (black).
FIG. 3. (Vacancies) DE of the first (squares), second (stars), and third (dots)
minibands of flattened QD arrays with volumes 432 nm3 (blue), 250 nm3
(red), and 128 nm3 (black).
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silicon in nanostructures, where heavy and light holes mix
themselves along the K space switching their
symmetries.18,19
Focusing on the QD shape, we have observed that for
the same volume, the highest values of DE are given for the
cubic structures, followed by the flattened.
From the first and second miniband energy shifts, we
were able to quantify the optical miniband gap variation.
Taking into consideration that DE is greater for the first
miniband than for the second miniband, the gap is reduced in
all the cases. It is noticeable that even though the highest DE
for all the minibands are reached in greater QDs, the gap cor-
rections are smaller for these QDs due to the fact that the
minibands show similar upward shifts.
B. Wide dots in QD arrays
We also analyze DE generated by wide QDs. The results
obtained for cubic, flattened, and elongated QD are shown in
Figures 5–7, respectively. It is remarkable that the three vol-
umes considered have the same DE profile.
On the contrary to the previous case, the average value
of DE is higher for smaller QD volumes. DE does not show a
defined behavior and it shows shifts upwards or downwards
along the Q space.
The minibands maintain the initial degeneration due to
symmetries in the quantum dots as a consequence of having
obtained similar DE at the points of the Q space, where the
perfectly periodic array was degenerated. Comparing with
the results showed in Sec. III A, it can be observed that in all
the cases studied, the results show lower DE for wide QDs
than for vacancies.
IV. MINIBAND GAP VARIATION
The miniband gap variations are only related to the dif-
ferences between the first and second miniband shifts. As
reported above, vacancies reduce the width of the miniband
gap because DE is greater for the first than for the second
miniband. Regarding wide QDs, there is no a well defined
trend for DE since the first and second miniband shifts oscil-
late along the Q space.
Tables I, II, and III illustrate specific cases of structures
in which the gap has been modified by a 10% rate of vacan-
cies, rV, or by a 10% rate of wide QDs, rW. We have chosen
the high symmetry points X, M, and A.17
In Table I, the results for the gap corrections in cubic
QD arrays are shown. 432 nm3 cubic QD array has a gap
correction of 0.194 eV at the X point. The value of the gap
modification, considering a 10% vacancy rate, is
À0.021 eV. A 10% rate of wide QDs gives a gap modifica-
tion of À0.023 eV. In the case of 250 nm3 and 128 nm3
cubic QD arrays, the corrections caused by a 10% vacancy
rate is À0.023 eV in both volumes. A 10% of wide QDs
generates a gap modification of À0.028 eV in 250 nm3 QDs,
and À0.030 eV in 128 nm3 QDs. Comparing the results
obtained in flattened and elongated QD arrays (Tables II
and III), we observe that they show similar gap variations
FIG. 4. (Vacancies) DE of the first (squares), second (stars), and third (dots)
minibands of elongated QD arrays with volumes 432 nm3 (blue), 250 nm3
(red), and 128 nm3 (black).
FIG. 5. (Wide quantum dots) DE of the first (squares), second (stars), and
third (dots) minibands of cubic QD arrays with volumes 432 nm3 (blue), 250
nm3 (red), and 128 nm3 (black).
FIG. 6. (Wide quantum dots) DE of the first (squares), second (stars), and
third (dots) minibands of flattened QD arrays with volumes 432 nm3 (blue),
250 nm3 (red), and 128 nm3 (black).
FIG. 7. (Wide quantum dots) DE of the first (squares), second (stars), and
third (dots) minibands of elongated QD arrays with volumes 432 nm3 (blue),
250 nm3 (red), and 128 nm3 (black).
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between them, being slightly smaller than those of cubic
QDs arrays.
Therefore, it is worth to mention than even taking into
account the highest defect rates considered in this paper
(r ¼ 10%), the tabulated values show that the optical gap
will not be suppressed. These results are useful to understand
why experimental samples show evidences of miniband for-
mation despite its intrinsic quantum dot size variations.
V. SIMPLIFIED MODEL
Taking into account, the above numerical results we
developed a simple framework that may help to understand
the observe trends and may be helpful to generalize the
obtained results for other structures as a “rule of thumb.” Let
us model the wave functions of the lowest miniband as a rec-
tangular window function with the width of the quantum dot.
Outside of it the wave function is set to be zero. Regarding
the excited states, we will consider them as plane waves. The
first is a rough modelling for localized states in the quantum
dot volume, and the second is a rough modelling for
extended states along the supracrystal. This model does not
take into account the variations of the wave functions along
the Q space. Simple calculations also show that the values
given by this model are shape independent.
This simplified model gives rise to the following results:
A. Vacancies
Being DElm the energy modification of the lowest mini-
band, this value is volume independent and equal to the











where the subscripts QD and sc stand for Quantum Dot and
supercell, respectively (see Figure 1).
B. Wide quantum dots






DEhm ¼ 0: (14)
Regarding vacancies, DE for the lowest miniband are
roughly the same for all the studied cases. The higher the
quantum dot volume, the better predictions from this simpli-
fied model. The smaller the dot, the lesser the confinement,
and thus, the worse agreement with the model. The ratio DElmDEhm
should be higher for the smallest quantum dot volume, as
observed.
Regarding wide quantum dots, this simplified model
predicts negligible energy modifications. This is not exactly
what it is observed in the results, but DElm roughly varies
about zero in most of the cases. Regarding DEhm, the simpli-
fied model predicts higher modifications in the miniband
energies for smaller quantum dots. This is roughly what have
been obtained in the calculations. Moreover, the independ-
ence of the volume may be related to the similarities in the
curves for a certain volume along the Q space for all the
studied cases. Finally, this simplified model may help to
interpolate the DE values for a general size variation. DElm is
zero for size variations increasing the original quantum dot
size, and grows linearly with the reduction of the volume of
TABLE I. Gap values and corrections created by a concentration of vacan-
cies and wide QDs in regular cubes.
Case X M A
Regular cubes 432 nm3 0.194 eV 0.208 eV 0.223 eV
Correction rV ¼ 10% À0.021 eV À0.021 eV À0.022 eV
Correction rW ¼ 10% À0.023 eV À0.022 eV À0.020 eV
Regular cubes 250 nm3 0.207 eV 0.2304 eV 0.256 eV
Correction rV ¼ 10% À0.023 eV À0.025 eV À0.026 eV
Correction rW ¼ 10% À0.028 eV À0.027 eV À0.026 eV
Regular cubes 128 nm3 0.205 eV 0.240 eV 0.282 eV
Correction rV ¼ 10% À0.023 eV À0.027 eV À0.029 eV
Correction rW ¼ 10% À0.030 eV À0.032 eV À0.033 eV
TABLE II. Gap values and corrections created by a concentration of vacan-
cies and wide QDs in flattened cuboids.
Case X M A
Flattened cuboids 432 nm3 0.092 eV 0.095 eV 0.112 eV
Correction rV ¼ 10% À0.009 eV À0.009 eV À0.010 eV
Correction rW ¼ 10% À0.010 eV À0.009 eV À0.007 eV
Flattened cuboids 250 nm3 0.101 eV 0.107 eV 0.132 eV
Correction rV ¼ 10% À0.011 eV À0.011 eV À0.012 eV
Correction rW ¼ 10% À0.013 eV À0.012 eV À0.010 eV
Flattened cuboids 128 nm3 0.106 eV 0.115 eV 0.155 eV
Correction rV ¼ 10% À0.012 eV À0.012 eV À0.015 eV
Correction rW ¼ 10% À0.015 eV À0.014 eV À0.015 eV
TABLE III. Gap values and corrections created by a concentration of vacan-
cies and wide QDs in elongated cuboids.
Case X M A
Elongated cuboids 432 nm3 0.167 eV 0.174 eV 0.112 eV
Correction rV ¼ 10% À0.008 eV À0.008 eV À0.010 eV
Correction rW ¼ 10% À0.009 eV À0.010 eV À0.007 eV
Elongated cuboids 250 nm3 0.212 eV 0.224 eV 0.142 eV
Correction rV ¼ 10% À0.009 eV À0.010 eV À0.013 eV
Correction rW ¼ 10% 0.013 eV 0.014 eV À0.011 eV
Elongated cuboids 128 nm3 0.236 eV 0.282 eV 0.170 eV
Correction rV ¼ 10% À0.026 eV À0.030 eV À0.016 eV
Correction rW ¼ 10% 0.032 eV À0.035 eV À0.015 eV
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the quantum dots under the original one. DEhm increases lin-
early when the quantum dot volume is decreased, and its
absolute value increases linearly when the quantum dot vol-
ume is increased, although this variation is predicted nega-
tive with this model. Variations are proportional to volume
variations. Interestingly, higher minibands would change its
eigenenergies at the same rate for reductions or increases of
the quantum dot volumes (dDEhm ¼ dVQD).
VI. CONCLUSIONS
We have studied the miniband corrections of arranged
InAs/GaAs QD arrays caused by the presence of two kind of
defect: vacancies and wide QDs. In order to analyze the de-
pendence on the shape and size of the corrections, we have
worked on three kinds of QD: regular cubes, flattened
cuboids, and elongated cuboids, and three volumes—
128 nm3, 250 nm3, and 432 nm3.
When a vacancy rate is present, DE is always positive
for each kind of QD, and its highest values lie within the
range [0.25 eV, 0.325 eV]. In the case of 250 nm3 and
128 nm3 QD arrays, only the first miniband is shifted signifi-
catively, while for 432 nm3 QD arrays, the second miniband
also has a perceptible miniband shift (as a consequence,
smaller gap corrections take place in larger volumes).
Another interesting point is that the energy degeneration is
kept due to a similar DE in the second and third minibands.
Comparing QD arrays of similar volume, we have also
noticed that the regular cubes hold higher minibands shifts
than the flattened and elongated QD arrays.
When wide QDs are introduced into the system, we
have noticed that each kind of QD has the same DE profile,
independently of the volume. It is worth mentioning that
jDEj tends to be smaller, when it is carried out by wide QDs.
In this case, for higher volumes, the first miniband correc-
tions are smaller. However, we have found no well defined
trend in the gap corrections except for the elongated QD
arrays in the qz ¼ 0 plane, where the gap increases.
According to these results, a 10% defect rate can be
achieved without significant changes in the behavior of the
perfect system. The results are consistent with previous ex-
perimental works, where perfect periodicity is not achieved
but miniband formation is observed.2
Finally, we have developed a simplified model to predict
how DE would change if the QD volume vary.
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En este trabajo se ha realizado un estudio de las propiedades electrónicas
en sistemas de grafeno y materiales relacionados con el grafeno desde distin-
tos puntos de vista. Para ello han sido necesarias distintas aproximaciones
y formas de abordar el problema computacional que se planteaba en cada
caso.
En el caṕıtulo 2 se realizó un estudio de la dinámica de paquetes de
onda en puntos cuánticos y anillos cuánticos de grafeno. Respecto a
los anillos cuánticos, se constató que el tiempo de regeneración, TR es
un observable que muestra la degeneración entre valles K y K ′ en el
grafeno. Además, se comprobó que los tiempos de regeneración pueden
señalar la polarización del campo magnético y la presencia de una o
dos capas de grafeno. Asimismo, estos adquieren valores distintos en el
caso de anillos bicapa y monocapa. Esto se debe a que tanto el tiempo
de regeneración como el periodo clásico dependen del espectro. Ade-
más los resultados indican que mediante estas periodicidades es posible
distinguir anillos con un comportamiento semiconductor (U1 = −U2)
de anillos con un comportamiento metálico (U1 = U2).
Además se comprobó que los resultados obtenidos mediante la función
de autocorrelación en el caso de un anillo monocapa de grafeno coin-
cid́ıan con los que se calcularon a partir del producto de información
Fisher-Shannon. Mediante esta función fue posible identificar además
las regeneraciones fraccionarias, las cuales aparećıan como mı́nimos re-
lativos del producto Fisher-Shannon. Por tanto se concluyó que esta
función representa una importante herramienta para el estudio de las
degeneraciones y degeneraciones fraccionarias.
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Por otro lado se ha analizado el zitterbewegung y la regeneración en
puntos cuánticos de grafeno monocapa en función del campo magnéti-
co y del radio del punto cuántico. Estos puntos cuánticos hab́ıan sido
previamente definidos electrostáticamente mediante un pozo ciĺındrico
con paredes de alturas infinitas.
Se observó que cada una de las periodicidades teńıa un comporta-
miento bien definido en función del campo magnético considerando
puntos con distinto radio. Además, el estudio de los valles isotrópicos
en los puntos cuánticos de grafeno concluyó con que el periodo clási-
co y de regeneración eran observables que mostraban la rotura de la
degeneración de los valles, al contrario del zitterbewegung, cuyo com-
portamiento era independiente de los puntos K y K ′. Por último, fue
posible establecer un valor de radio cŕıtico R ' 75 nm a partir del cual
las tres periodicidades en el punto cuántico eran independientes del
radio y el sistema se comportaba como una lámina de grafeno infinita.
Se ha estudiado la transmisión a través de subestructuras de grafeno.
Comparando las moléculas Antraceno2SL y Antraceno2SD se compro-
bó que la transmisión en el caso de la segunda era sustancialmente
inferior que el caso del Antraceno2SL. Realizando una combinación
de ambas configuraciones, añadiendo un punto de contacto más, se
obtuvo el Antraceno3S. Esta molécula presentó un comportamiento
similar al Antraceno2SL. Por tanto se comprobó que en el caso de que
tan solo existiera un autocanal operativo el parámetro que prevalećıa
sobre la transmisión era la posición de los átomos enlazantes en detri-
mento del número de estos. Además, en el Antraceno3S, que no era
una configuración simétrica, se observaron mayores fluctuaciones en
la transmisión en función de la tensión de entrada, indicando de este
modo una mayor inestabilidad en la conductancia de la molécula.
Por otra parte, tan solo se apreció más de un autocanal operativo en
las moléculas con cuatro puntos de contacto, como el Antraceno4SH y
Antraceno4S. En estos sistemas π−conjugados se constató que cuan-
do la nube π no estaba presente en la molécula de benceno central,
Antraceno4SH, la transmisión a través de los dos principales autoca-
nales alcanzaba aproximadamente el mismo valor, aproximándose de
este modo a la transmisión que se obtendŕıa a partir de dos disposi-
tivos de benceno independientes. En el caso del Antranceno4S, donde
la nube π conectaba ambas partes de la molécula, la transmisión fue
significantemente inferior.
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A partir de las curvas I−V de cada uno de los dispositivos se observó
que la pérdida de linealidad en las curvas I−V aumentaba conforme se
incrementaban los puntos de unión de la molécula con los contactos.
Sin embargo, si bien hab́ıa una pérdida de linealidad, la intensidad
alcanzaba valores máximos cuando se incrementaba el número de áto-
mos enlazantes. Este hecho se relacionó con el número de autocanales
operativos, el cual pasó de uno a dos autocanales a partir de tres pun-
tos de unión. En cuanto a la influencia de la nube π sobre las curvas
I−V, se obtuvo que los sistemas π− conjugados presentaban caracte-
ŕısticas I−V similares.
En el caṕıtulo 4 se estudiaron supracristales de puntos cuánticos de
InAs/GaAs y más espećıficamente se analizó cómo la presencia de de-
fectos influye en la enerǵıa de minibandas de los puntos cuánticos. En
particular se consideraron dos tipos de defectos, vacantes y puntos am-
plios, ya que ambos constitúıan los dos casos extremos en la variación
del volumen de un punto cuántico.
Se estudió la dependencia de las correcciones con el tamaño y la for-
ma del punto cuántico. Para ello, se consideraron tres tipos de puntos
cuánticos: puntos cuánticos cúbicos, planos y elongados. En cada uno
de los cristales de puntos cuánticos se tuvieron en cuenta tres volúme-
nes distintos: 128 nm3, 250 nm3 y 432 nm3.
Los resultados del cálculo de la corrección de la enerǵıa de minibandas
mostraron que cuando la rotura de la periodicidad del cristal estaba
generada por una concentración de vacantes, la corrección de la enerǵıa
era siempre positiva, independientemente del tipo de punto cuántico.
En los cristales de puntos cuánticos con menor tamaño (250 nm3 y
128 nm3), se observó que tan solo la primera minibanda se modificaba
significativamente. Sin embargo, en caso de puntos cuánticos de 432
nm3 de volumen, también la enerǵıa de la segunda minibanda mostra-
ba correcciones significativas. Por este motivo, las correcciones del gap
fueron menores cuando el volumen era más grande.
También se analizó la degeneración en estos sistemas, y se observó que
esta se conservaba debido a que los cambios de la enerǵıa de miniban-
das en bandas degeneradas eran similares. Por otra parte, tras una
comparación entre cristales de puntos cuánticos con el mismo volúmen
se observó que en los puntos cuánticos cúbicos se produćıan mayores
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correcciones que mayores correcciones.
En el caso de los puntos cuánticos amplios se obtuvo que el com-
portamiento de la corrección de las minibandas era independiente del
volumen del punto cuántico. Además, los puntos amplios generaron
correcciones de la enerǵıa de minibandas ligeramente inferiores que las
vacantes.
En cuanto a la modificación del gap, no se encontró una tendencia cla-
ra en los casos de puntos cúbicos y planos. Sin embargo, en los cristales
de puntos cuánticos elongados se observó un incremento del gap en el
plano qz = 0.
Mediante un cálculo probabiĺıstico se propuso una concentración má-
xima de defectos de un 10 %. Con esta concentración, la probabilidad
de defectos vecinos obtenida fue insignificante. Por ello, considerando
un 10 % de defectos se calculó el cambio producido en el gap en los
puntos teniendo en cuenta los puntos del espacio Q de alta simetŕıa,
concluyendo que el gap no se supimiŕıa con esta concentración de de-
fectos.
Los resultados obtenidos fueron consistentes con resultados experimen-
tales en los cuales a partir de sistemas no periódicos se pod́ıan observar
la formación de las minibandas de enerǵıa. Además con el modelo teó-
rico desarrollado, a partir de una concentración de defectos conocida
es posible calcular con mayor exactitud la estructura de minibandas
de un cristal.
Apéndice A
Determinante de Slater y
antisimetrización.
Se considera un sistema con N electrones, en el cual la posición de cada
electrón se define a partir del vector de tres coordenadas ~ri. Mediante el
producto de Hartree se puede generar la función de onda de este sistema de
N part́ıculas
Ψ(~r1, ...~rN) = Ψ1(~r1)Ψ2(~r2)...ΨN(~rN). (A.1)
La función de onda de la ecuación (A.1) no es antisimétrica y dado que
los electrones son fermiones es necesario que la función de onda satisfaga la
condición de antisimetŕıa siguiente
Ψ(~r1, ~r2) = −Ψ(~r2, ~r1). (A.2)
El determinante de Slater es una herramienta matemática utilizada para
obtener la función de onda que satisfaga el principio de exclusión de Pauli.
Para ello es necesario tener en cuenta todas las posibles permutaciones que
pueden realizar los electrones [94]. Por este motivo se define el determinante
de Slater de la siguiente forma:




Ψ1(~r1) · · · Ψ1(~rN )




ΨN(~r1) ... ΨN (~rN )
∣∣∣∣∣∣∣∣∣ . (A.3)
La expresión (A.3) puede ser obtenida fácilmente. Para ello, se considera el
operador P̂ , el cual conmuta con el Hamiltoniano H, que satisface
P̂Ψ = (−1)PΨ, (A.4)
donde (−1)P = 1 es para las permutaciones pares y (−1)P = −1 para per-
mutaciones impares. Para un número total de permutaciones, N , el operador
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(−1)P P̂ . (A.5)
Cuando este operador se aplica a la función de onda definida a partir del

















Se conoce como estado puro al estado de un sistema f́ısico que tiene una
información máxima del sistema. Por tanto, el sistema se describe completa-
mente por |Ψ〉. Por el contrario, en un estado mezcla solo existe información
parcial del sistema. De este modo, la información que se tiene de los es-
tados mezcla es que el sistema se encuentra en una serie de estados puros
|Ψ1〉, · · · , |Ψn〉 con probabilidad P1, · · · , Pn [95].
El estado mezcla se describe a partir de la matriz densidad, la cual tiene
en cuenta la superposición de todos los estados puros que pueden describir
un cierto fenómeno, de forma similar a cómo en la mecánica estad́ıstica des-
cribe una cierta propiedad f́ısica. Cada uno de los estados puros se define
por un peso wk [95, 96].






el valor esperado del operador Â en el estado |Ψk〉 está dado por
〈Â〉 = 〈Ψk|Â|Ψk〉 =
∑
i,j
〈Φi|Â|Φj〉ckj ck∗i , (B.2)
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La sumatoria en la ecuación (B.3) puede escribirse
〈Â〉mezcla = Tr(Âρ̂). (B.5)
Apéndice C
Potenciales de Hartree y de
Intercambio.
En este apéndice se van a calcular los potenciales de Hartree y de in-
tercambio. Para ello se va a considerar un sistema de dos electrones cu-
yos operadores de enerǵıa cinética, interacción con los núcleos e interacción












El Hamiltoniano del sistema se describe como la suma del Hamiltoniano sin
interacción y el término coulombiano
H = H0 + V1,2 (C.4)
Debido a la existencia de una interacción electrón-electrón, matemáticamen-
te solucionar la ecuación de Schrödinger de este sistema de dos electrones es
inviable, ya que el método de separación de variables no desacopla la función
de onda. Esto se debe a la presencia del potencial coulombiano, es decir
Ĥ = Ĥ01 + Ĥ02 + Ĥ1,2. (C.5)
donde Ĥ01 y Ĥ02 son los Hamiltonianos monoelectrónicos y Ĥ1,2 representa
el Hamiloniano de la interacción. Debido a que los electrones son fermiones,
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donde ΨA y ΨB son las funciones de onda monoelectrónicas. La función de
onda de la ecuación anterior representa que la part́ıcula 1, puede encontrarse
en A o B siempre que la part́ıcula 2 se encuentre en B o A, de modo que no
ocupen el mismo estado simultáneamente.
A continuación se calcula el valor esperado del Hamiltoniano










+ 〈Ψ| −Zq|r1 −R|
|Ψ〉
+ 〈Ψ| −Zq|r2 −R|
|Ψ〉 (C.8)
Se resuelve la ecuación anterior término a término comenzando por la enerǵıa
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El resultado anterior indica que, por ejemplo, para la part́ıcula 1, el valor
esperado en el estado mezcla viene dado por un 50 % en el estado A y un
50 % en el estado B (sucede esto igualmente para la part́ıcula 2). Haciendo
el cambio de variable r2 = r1 en el segundo término de la ecuación (C.11)
y r1 = r2 en el correspondiente de la ecuación (C.12) y calculando el valor
esperado de la enerǵıa cinética total del sistema se obtiene que este es igual
a la suma de los valores esperados de las part́ıculas 1 y 2.










Se repite el mismo cálculo para los operadores Û y V̂1,2















Es un resultado similar al de las ecuaciones (C.11) y (C.12) Sin embargo no
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En resumen, se ha obtenido que el valor esperado del Hamiltoniano total del
sistema es la suma de los valores esperados de los Hamiltonianos de las dos

























〈r2|ρBĤ02|r2〉dr2 = Tr(ρBĤ02). (C.17)





























Continuando las operaciones se podrá obtener una expresión que ofrezca una
dependencia expĺıcita de ρ con r1 y r2 en el caso de potencial de interac-
ción, el cual, como se ha comentado anteriormente, es el único término del
Hamiltoniano total que no puede ser separado en estados independientes.






〈r′1r′2|Ψ〉〈Ψ|r1r2〉V1,2(r1, r2; r′1, r′2)dr1dr2dr′1dr′2
=
∫
ρ(r1, r2; r1, r2)V1,2(r1, r2)dr1dr2
)
(C.20)
En las expresiones anteriores fueron utilizadas las siguientes igualdades:




δ(r1 − r′1)δ(r2 − r′2) (C.22)
Antes de continuar, se calcula ρ(r1, r2; r1, r2) a partir del determinante de






















− Ψ∗A(r1)Ψ∗B(r2)ΨA(r2)ΨB(r1)) . (C.24)
























′, r2) = ρ
∗(r, r′) (C.26)
En resumen ρ(r1, r2) puede adoptar las configuraciones siguientes:
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ρ(r′, r) = Ψ∗A(r)ΨA(r
′) + Ψ∗B(r)ΨB(r
′) (C.28)





ρ(r, r) = Ψ∗A(r)ΨA(r) + Ψ
∗
B(r)ΨB(r) (C.30)
Para realizar la siguiente expresión se han sustituido los términos de la ecua-
ción (C.24) con las cuatro expresiones anteriores, realizando previamente los
cambios de variable r1 = r, r2 = r
′ El resultado es el siguiente:
ρ(r1, r2; r1, r2) =ρ(r, r
′; r, r′)
=ρ(r, r)ρ(r′, r′)− ρ(r, r′)ρ(r′, r) (C.31)
















′)(ρ(r, r)ρ(r′, r′)− ρ(r, r′)ρ(r′, r)).
(C.32)
Como se ha demostrado, a partir la expresión (C.31), el potencial V1,2(r, r
′)
puede ser separado en la suma de dos términos formados por el producto de






|r−r′| se puede comprobar que es






Por lo tanto se puede establecer que n(r′) = ρ(r′, r′), y del mismo modo
n(r) = ρ(r, r). Además, el segundo miembro de la ecuación (C.31) corres-
ponde al de intercambio de part́ıculas. Con estas consideraciones, el potencial





y el de intercambio de Pauli
vx(r, r
′) = −q2V1,2ρ(r, r′). (C.35)
El potencial de intercambio, tal como ha sido calculado no tiene en cuenta
las correlaciones, y considera los procesos de intercambio de las dos part́ıcu-
las como independientes entre śı.
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de este modo pueden ser expresados vx y vH como funcionales de la densidad




vH(r))ρ(r, r)dr = E0[n] + EH[n] (C.37)
Además dado que la matriz de densidad es hermı́tica, se puede escribir∫
vx(r, r
′))ρ(r′, r)drdr′ = −
∫














La igualdad anterior se obtiene a partir del teorema de Hohenberg-Kohn,
que establece, entre otras cosas, que la enerǵıa del estado fundamental de
un sistema finito es un funcional de la densidad. Por tanto,
〈Ψ|Ĥ|Ψ〉 = E[n] = E0[n] + EH[n] + Ex[n] (C.39)
donde E0[n] es el funcional de la enerǵıa sin interacción, EH[n] es el funcio-
nal de la enerǵıa de Hartree, que es de tipo coulombiano, y por último Ex[n]
es el funcional de la enerǵıa de intercambio, debido al principio de exclusión
de Pauli.
En la expresión anterior los efectos de la correlación entre las part́ıculas
no se tuvieron en cuenta. Por ello se introduce la enerǵıa de correlación,
Ec, la cual es la diferencia entre la enerǵıa no relativista del sistema y la
enerǵıa que se ha obtenido con el determinante de Slater. Además, la enerǵıa
de correlación tiene en cuenta la enerǵıa cinética de correlación (la enerǵıa
cinética imṕıcita en E0[n] se calculaba como la suma de las enerǵıas cinéticas
de cada part́ıcula aislada). Por otra parte, esta enerǵıa cinética de part́ıculas
aisladas se hab́ıa expresado como un funcional de la densidad, sin embargo
esta es funcional de las funciones orbitales, las cuales a su vez son funcionales
de la densidad. Por lo tanto, teniendo en cuenta estas consideraciones la
enerǵıa total del sistema se escribe como
E[n] = Ts[Φi[n]] + U [n] + EH[n] + Exc[n]. (C.40)
En (C.40) se ha introducido el término de enerǵıa de intercambio-correlación,
Exc[n] = Ex[n] + Ec[n].
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2.5. Espectro de un punto cuántico de grafeno de radio R = 70 nm. 21
2.6. Dependencia de los tiempos de clásico y de regeneración con
el potencial aplicado en ausencia de campo magnético. . . . . 25
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tos cuánticos elongados debido a la presencia de vacantes. . . 117
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[13] F. H. L. Koppens, C. Buizert, K. J. Tielrooij, I. T. Vink, K. C. Nowack, T. Meunier,
L. Kouwenhoven, and L. M. K. Vandersypen ‘Driven coherent oscillations of a single
electron spin in a quantum dot’, Nature 442, 766 (2006).
[14] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, and A. K. Geim ‘The
electronic properties of graphene’, Rev. Mod. Phys. 81, 109 (2009).
[15] Changgu Lee, Xiaoding Wei, Jeffrey W Kysar, and James Hone ‘Measurement of
the elastic properties and intrinsic strength of monolayer graphene’, Science 321, 385
(2008).
[16] Alexander A. Balandin, Suchismita Ghosh, Wenzhong Bao, Irene Calizo, Desalegne
Teweldebrhan, Feng Miao, and Chun Ning Lau ‘Superior thermal conductivity of single-
layer graphene’, Nano Lett. 8, 902 (2008).
[17] Jian-Hao Chen, Chaun Jang, Shudong Xiao, Masa Ishigami, and Michael S. Fuhrer
‘Intrinsic and extrinsic performance limits of graphene devices on SiO2’, Nat. Nanote-
chnol. 3, 206 (2008).
[18] A. K. Geim ‘Graphene: Status and prospects’, Science 324, 1530 (2009).
[19] K. Novoselov ‘Beyond the wonder material’, Phys. World 22, 27 (2009).
[20] K. S. Novoselov, A. K Geim, S. V. Morozov, D Jiang, M. I Katsnelson, I. V. Grigorie-
va, S. V. Dubonos, and A. A. Firsov ‘Two-dimensional gas of massless Dirac fermions
in graphene’, Nature 438, 197 (2005).
[21] N. Stander, B. Huard, and D. Goldhaber-Gordon ‘Evidence for Klein tunneling in
graphene PN junctions’, Phys. Rev. Lett. 102, 026807 (2009).
[22] F. Guinea, M. I. Katsnelson, and A.K. Geim ‘Energy gaps and a zero-field quantum
Hall effect in graphene by strain engineering’, Nat. Phys. 6, 30 (2009).
[23] G. M. Maksimova, V. Ya. Demikhovskii, and E. V. Frolova ‘Wave packet dynamics
in a monolayer graphene’, Phys. Rev. B 78, 235321 (2008).
[24] Tomasz M. Rusin and Wlodek Zawadzki ‘Transient zitterbewegung of charge carriers
in mono-and bilayer graphene, and carbon nanotubes’, Phys. Rev. B. 76, 195439 (2007).
[25] Tomasz M. Rusin and Wlodek Zawadzki ‘Zitterbewegung of electrons in graphene in
a magnetic field’, Phys. Rev. B 78, 125419 (2008).
[26] Tomasz M. Rusin and Wlodek Zawadzki ‘Theory of electron zitterbewegung in grap-
hene probed by femtosecond laser pulses’, Phys. Rev. B 80, 045416 (2009).
[27] Elvira Romera and F. de Los Santos ‘Revivals, classical periodicity, and zitterbewe-
gung of electron currents in monolayer graphene’, Phys. Rev. B 80, 165416 (2009).
[28] Viktor Krueckl and Tobias Kramer ‘Revivals of quantum wave packets in graphene’,
New J. Phys. 11, 093010 (2009).
[29] J. H. Bardarson, M. Titov, and P. W. Brouwer ‘Electrostatic confinement of electrons
in an integrable graphene quantum dot’, Phys. Rev. Lett. 102, 226803 (2009).
[30] Hong-Yi Chen, Vadim Apalkov, and Tapash Chakraborty ‘Fock-darwin states of Dirac
electrons in graphene-based artificial atoms’, Phys. Rev. Lett. 98, 186803 (2007).
BIBLIOGRAFÍA 151
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