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Kapitel 1
Einleitung
Viele Vorga¨nge in der Natur sind wegen der Gro¨ße der Systeme und der komplexen Wechselwirkun-
gen nur sehr schwer zu verstehen, und eine ada¨quate Modellierung natu¨rlicher Pha¨nomene fu¨hrt oft
zu komplexen Modellen. Eine große Anzahl davon liefert in der mathematischen Beschreibung par-
tielle Differentialgleichungen. Darin auftretende Parameter beinhalten die Komplexita¨t und Gro¨ße
der relevanten Eigenschaften fu¨r den Prozeß in der Natur. Eine Folge dessen ist, daß in die Modelle
sehr viele Daten eingehen. Die Modelle sind aber auch dadurch gekennzeichnet, daß sich die physi-
kalischen Prozesse oft auf sehr unterschiedlichen Gro¨ßenskalen abspielen. Die Gro¨ßenunterschiede
der in der Natur auftretenden Erscheinungen sind eine der wichtigsten Eigenschaften und in vie-
len Fa¨llen lassen sich die skalenabha¨ngigen Vorga¨nge nicht unabha¨ngig voneinander behandeln. In
solchen Fa¨llen spricht man von einem Mehrskalenproblem.
Sehr oft treten in den Materialwissenschaften Mehrskalenprobleme auf, da eine makroskopische Be-
schreibung des Mediums ohne die Effekte, die von der atomistischen Skala stammen, nicht sinnvoll
ist. Schon in sehr einfachen Systemen wie z.B. in der Dynamik eines an einen Atomkern gebunde-
nen Elektrons liegt ein Mehrskalenproblem vor. Es resultiert aus der unterschiedlichen Masse des
Elektrons und des Atomkerns von drei Gro¨ßenordnungen. Dies setzt sich bei komplexeren Systemen
wie einfache Moleku¨le oder Makromoleku¨le fort. Entsprechend schwer und aufwendig sind Berech-
nungen, um die Dynamik solcher Systeme ohne Vereinfachungen bezu¨glich der Skalenabha¨ngigkeit
zu erhalten.
Ein interessantes Beispiel fu¨r ein Mehrskalensystem sind sehr lange Polymerketten. Diese besit-
zen Eigenschaften und ein Verhalten sehr a¨hnlich zu denen von biomolekularen Systemen. Eine
Beschreibung muß hier sukzessive die Effekte von der Mikroskala (Atome) u¨ber die Mesoskala (Mo-
leku¨lgruppen) zur Makroskala (ganze Kette) hin involvieren. Ein weiteres Mehrskalenproblem ist
das bekannte Pha¨nomen der Supraleitung bestimmter Materialien. Hier bestimmen die Elektro-
nen, die auf der Nanometer-Skala (10−9m) durch die direkte Wechselwirkung mit den Atomkernen
lokalisiert sind, gebunden in sogenannten Cooper-Paaren das Verhalten des Systems auf Gro¨ßen-
ordnungen von 102-103nm. Dieser Effekt tra¨gt zur supraleitenden Eigenschaft der Materialien bei.
Auch in der Stro¨mungsmechanik liegen ha¨ufig Mehrskalenprobleme vor. Zum Beispiel in nahe-
zu inkompressiblen Stro¨mungen, die aber bereits von kleinen Kompressibilita¨tseffekten beeinflußt
werden. Solche Stro¨mungen sind von schnellen Druckwellen gekennzeichnet, die sich mit Schallge-
schwindigkeit ausbreiten. Durch die Gro¨ßenunterschiede von Stro¨mungs- und Schallgeschwindigkeit
ergibt sich hier ein Mehrskalenproblem.
Fu¨r alle Mehrskalenprobleme ist charakteristisch, daß es nicht ausreicht, sich zur genauen Be-
schreibung des Problems auf eine einzige Gro¨ßenskala zu beschra¨nken. In der Regel muß man
zum Versta¨ndnis des Pha¨nomens alle Skalen im Modell beru¨cksichtigen. Ein weiterer, wichtiger
Aspekt ist, daß auch experimentelle Meßergebnisse von der gewa¨hlten Auflo¨sung des Experiments
abha¨ngen. Dies erschwert das Verwenden von Daten in einem Modell, wenn die Skala des Modells
der experimentellen Skala nicht entspricht.
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Weitere Mehrskalenprobleme sind das Verhalten von Flu¨ssigkeiten in der Na¨he des kritischen Tem-
peraturpunktes oder die Stro¨mung von Flu¨ssigkeiten durch poro¨se Materialien. Darunter fa¨llt auch
die Stro¨mung von Grundwasser im Erdboden, der als poro¨ses Medium modelliert wird. Auf die-
ses Mehrskalenproblem konzentrieren wir uns in dieser Arbeit. Die skalenabha¨ngigen Effekte auf
die Stro¨mung im Aquifer werden durch die Durchla¨ssigkeit (Permeabilita¨t) wiedergegeben. Dies
resultiert im Stro¨mungsmodell in einer stark variierenden Permeabilita¨t.
Poro¨se Medien und Skalen im Aquifer
Allgemein versteht man unter einem poro¨sen Medium ein heterogenes Material, bestehend aus Fest-
stoffskelett oder -matrix und dem durch darin befindliche Hohlra¨ume gebildeten Porenraum. Der
Porenraum des poro¨sen Mediums wird als zusammenha¨ngend betrachtet, da andernfalls der Trans-
port von Fluiden im Porenraum nicht mo¨glich wa¨re. Poro¨se Medien treten in einem weiten Bereich
von Problemstellungen der Natur- und Ingenieurwissenschaften auf. Bo¨den oder Grundwasserlei-
ter (Aquifer) sind nur ein Beispiel aus der Geologie, poro¨se Katalysatoren, Chromatographiesa¨ulen
oder keramische Scha¨ume spielen in wichtigen Prozessen der chemischen Verfahrenstechnik eine
Rolle. Auch die menschliche Haut kann als poro¨ses Medium angesehen werden.
Die Stro¨mung des Grundwassers in einem Grundwasserleiter wird vor allem durch die ra¨umlich
stark variierende Durchla¨ssigkeit des Bodens bestimmt. Man unterscheidet dafu¨r drei relevante
La¨ngenskalen: Auf der Porenskala (10−3m) ist die molekulare Diffusion entscheidend. Auf der
Mesoskala (1m) kommt durch die Heterogenita¨t des Porenraums und dem damit nicht mehr auf-
gelo¨sten Geschwindigkeitsfeldes der Effekt der Dispersion zum Tragen, der die lokale Diffusion
dominiert. Er hat seine Ursache in der zusa¨tzlichen Vermischung der Moleku¨le aufgrund der Po-
renstruktur. Auf der Makroskala (102m) spielen makroskopische Vera¨nderungen des Aquifers eine
Rolle, die sich durch großra¨umige Variabilita¨ten der Permeabilita¨t auswirken.
Aufgrund dieses Mehrskalenproblems modelliert man einen Grundwasserleiter als poro¨ses Medium
mit sehr heterogener Permeabilita¨t, die man im Rahmen einer stochastischen Modellierung als
Realisierung eines Ensembles von Feldern ansieht. Experimentell gewonnene Daten ko¨nnen in die
Realisierungen miteinfließen. Weiter sind Grundwasserleiter dadurch gekennzeichnet, daß ihr ge-
samter Porenraum vom Wasser eingenommen wird. Man betrachtet daher eine Stro¨mung in einem
gesa¨ttigten poro¨sen Medium.
Lo¨sungs- und Upscalingsmo¨glichkeit
Analytische Lo¨sungen von Mehrskalenprobleme sind in vielen Fa¨llen nicht bekannt. Um sehr pra¨zise
numerische Lo¨sungen zu erhalten, ist es erforderlich, daß alle im Problem auftretenden La¨ngenska-
len durch die in der Simulation verwendeten diskreten Gro¨ßen aufgelo¨st werden. Dies ist aber selbst
bei der hohen Leistung von heutigen Computern nicht immer mo¨glich. Die Gro¨ße des Speicherbe-
reichs setzt hier die Grenzen.
Fu¨r eine Grundwasser-Simulation mit einer Million Gitterelementen ist es beispielsweise u¨blich, daß
jedes Element eine Ausdehnung in der Gro¨ßenordnung von zehn Metern hat. Die Durchla¨ssigkeit,
die man an Proben mißt, ist jedoch auf einer Skala von einigen Zentimetern gegeben. Das bedeutet,
daß man mehr als 105 Freiheitsgrade pro Raumdimension hat. Der Speicher- und Rechenaufwand
dafu¨r u¨bersteigt die Leistungsfa¨higkeit moderner Computer. Die Situation kann erleichert werden,
indem man auf Parallelrechner ausweicht. Aber die Gro¨ße des diskreten Problems wird dadurch
nicht reduziert.
Ein mo¨glicher Ausweg ist, das Charakteristikum eines Mehrskalenproblems zu umgehen. Fu¨r ein
Mehrskalenproblem reicht es nicht aus, sich bei der Beschreibung des Problems auf eine einzige
Gro¨ßenskala zu beschra¨nken. Dies wird aber mo¨glich, wenn man den Einfluß anderer Skalen durch
geeignete Methoden auf eine gegebene Skala transferiert und diese in die Beschreibung einfließen
la¨ßt.
Dieses Vorgehen wird durch folgenden Sachverhalt unterstu¨tzt: Wenn es mo¨glich ist, alle Skalen
eines Systems in einer numerischen Simulation aufzulo¨sen, dann liefert die entsprechende Berech-
nung quantitativ bestmo¨gliche Informationen u¨ber das Systemverhalten. Fu¨r die meisten prakti-
schen Anwendungen sind die feinen Details einer Lo¨sung des Problems jedoch nicht von Interesse.
3Oftmals reicht es aus, makroskopische Eigenschaften des Mehrskalensystems zu bestimmen, wie
z.B. Elastizita¨tsmodule oder effektive Leitfa¨higkeiten. Dies motiviert ebenfalls die Entwicklung
von Verfahren, die die feinskaligen Effekte auf gro¨bere Skalen u¨bertragen, um damit das System-
verhalten auf einer gro¨beren Skala exakter ermitteln zu ko¨nnen.
Solche Verfahren werden in vielen Bereichen benutzt. Bei deren Entwicklung ko¨nen vo¨llig unter-
schiedliche Kriterien fu¨r das Hochskalieren (Upscaling) die Grundlage sein, z.B. die Erhaltung
physikalischer Gro¨ßen wie etwa Fluß oder dissipative Energie [Dur91, SVGC95, RdM97, KYL02].
Einige Verfahren leiten durch eine Mittelung aus den fundamentalen Differentialgleichungen neue
skalenabha¨ngige Gleichungen her [Dur91, DK92a, DK92b, NT98]. Diese beschreiben direkt die
skalenabha¨ngige Lo¨sung. Einen U¨berblick u¨ber eine Vielzahl von Upscalingsverfahren liefern die
Arbeiten [SVGC95, RdM97, WGH00]. Ein erster Schritt in Richtung einer numerischen Behandlung
eines Mehrskalenproblems ist also das Ableiten von Modellgleichungen, die durch ein Upscaling das
grobskalige Systemverhalten zusammen mit dem Einfluß der feinen Skalen beschreiben.
Berechnung der Grundwasserstro¨mung und Upscaling
Eine direkte numerische Simulation der Stro¨mung in einem Grundwasserleiter ist aufgrund der
feinskaligen Heterogenita¨ten im Medium oft sehr schwer. Fu¨r die Entwicklung eines Upscalings-
verfahrens muß man die Permeabilita¨t des heterogenen Mediums hochskalieren. Die Permeabilita¨t
beschreibt fu¨r eine Einphasenstro¨mung das Medium allein.
Im Bereich der Upscalingsverfahren gibt es nun unterschiedliche Arten der Vorgehensweise:
Einfache Upscalingsmethoden sind heuristische Verfahren, die aus physikalisch motivierten Volu-
menmittelungsprozeduren bestehen [Kit90, Dur92]. Sie versuchen, den Einfluß der Heterogenita¨ten
zu erfassen, indem die Heterogenita¨ten lokal fu¨r kleine Volumen geeignet gemittelt werden und dar-
aus entstehende glatte Gro¨ßen fu¨r die gro¨beren Skalen berechnet werden. Oft werden diese noch
erweitert, um die Erhaltung von physikalischen Gro¨ßen, die das makroskopische System beschrei-
ben, zu gewa¨hrleisten.
Eine zweite Art von Upscalingmethoden versucht, den U¨bergang von der Mikroskala zur Makro-
skala zu bewerkstelligen, indem die Lo¨sung auf der Makroskala durch lokale Lo¨sungen des Systems
auf den feinen Skalen aufgebaut wird. Dies geschieht numerisch, indem lokale Lo¨sungen auf der
Feinskala ermittelt werden. Diese beinhalten den Einfluß der feinskaligen Heterogenita¨ten und aus
ihnen wird die grobskalige Lo¨sung zusammengesetzt. Damit erha¨lt man implizit ein Upscalingsver-
fahren.
Die Mathematik stellt außerdem die rigorose, aber nur eingeschra¨nkt einsetzbare Vorgehensweise
der Homogenisierung zur Verfu¨gung [Koz77, ZKON79, Koz79, JKO94]. Effektive Werte aus dem
Hochskalieren sind hier nur in Spezialfa¨llen explizit anzugeben, na¨mlich im Fall von Medien mit pe-
riodischen Heterogenita¨ten. Fu¨r den Fall, daß die Heterogenita¨ten stochastisch verteilt sind, kann
man effektive Werte im allgemeinen nur formal angeben [Yur81, Yur86, PY90]. In einer aktuellen
Arbeit von Piatnitski und Bourgeat [BP02] wird aber gezeigt, wie man effektive Werte in solchen
Fa¨llen numerisch approximieren kann.
Alle einfachen Mittelungsroutinen geho¨ren bis auf Renormierungsverfahren zu den genannten
volumenbasierten Verfahren. Darunter fallen die Verfahren von Kitanidis, Durlofsky und weite-
ren [Kit90, RGH90, Dur92, DK92a, NO93, PNT96, RSMB99]. Die Renormierungsverfahren leiten
aus analogen elektrischen Widerstandsschaltungen lokale effektive Werte her [Kin89, HM01]. Die
einfachen Mittelungsroutinen haben den Vorteil, daß sie sehr leicht zu berechnen sind.
Unter die zweite Art des Upscalings fallen sogenannte Multiskalen-Finite-Elemente Methoden, die
in den letzten Jahren insbesondere von Hou et al. und Schwab et al. erarbeitet wurden [HW97,
HWC99, MS99, MS01]. Sie basieren auf theoretischen Arbeiten und liefern auch Abscha¨tzungen
fu¨r den Fehler durch das Upscaling, die die volumenbasierten Methoden nicht liefern. Die theore-
tischen Vorhersagen sind nur im Fall periodischer Medien gu¨ltig. Die Verfahren lassen sich aber
auch im nicht-periodischen Fall anwenden.
Der Vorteil der volumenbasierten Verfahren gegenu¨ber den letztgennanten ist, daß sie sich in allen
Fa¨llen mit geringerem Aufwand einsetzen lassen. Die Verfahren, die das feinskalige Verhalten durch
einen Mehrskalenansatz direkt in die grobskalige Lo¨sung integrieren, sind aufwendig zu implemen-
tieren und auch in ihrer Ausfu¨hrung aufwendiger.
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Wir schlagen in dieser Arbeit ein neues Verfahren zum Hochskalieren vor, die sogenannte Coarse
Graining Methode. Sie wurde in den Grundzu¨gen in den Arbeiten [Att02, AEN02] fu¨r die Stro¨mungs-
gleichung und fu¨r den Fall stochastischer Medien entwickelt. Die Coarse Graining Methode geho¨rt
zu den beiden genannten Arten des Upscalings, da sie auf einer Volumenmittelung basiert, die sich
aber a¨hnlich wie in den Multiskalen-Finite-Elemente Methoden durch das Lo¨sen von kleineren,
lokalen Problemen darstellen la¨ßt. Mit ihr erha¨lt man im allgemeinen einen Tensor fu¨r die effektive
Permeabilita¨t. In speziellen Fa¨llen liefert sie zudem effektive Werte, die denen aus der Homogeni-
sierungstheorie entsprechen. In einem eingeschra¨nkten Sinn erweitert die Coarse Graining Methode
die Methode der Homogenisierung auf stochastische Medien.
Mehrgitterverfahren
Verfahren, die ausgehend von Modellgleichungen auf der feinsten Skala eines Problems das Verhal-
ten abha¨ngig von der Skala oder Modellgleichungen auf gro¨beren Skalen bestimmen, werden auch
in speziellen Lo¨sungsverfahren in der numerischen Mathematik beno¨tigt. Diese bezeichnet man als
Mehrgitterverfahren. In ihrer einfachsten Form gehen sie von einer Diskretisierung einer partiel-
len Differentialgleichung aus und lo¨sen das dazugeho¨rige lineare Gleichungssystem (geometrisches
Mehrgitterverfahren). Um dies effizient zu tun, nutzen die Mehrgitterverfahren eine Hierarchie von
immer gro¨beren Gittern aus, auf denen eine diskrete Version des zugrundeliegenden feinskaligen
Problems vorliegt (Grobgitteroperator). Auf diesen Gittern werden Korrekturen zur Lo¨sung be-
rechnet. Damit die Verfahren effektiv arbeiten, ist es no¨tig, die diskrete Darstellung des Problems
auf den gro¨beren Gittern mo¨glichst dem skalenabha¨ngigen Verhalten des ausgehenden Problems
anzupassen. Dies kann durch die Verwendung von Upscalingsmethoden gewa¨hrleistet werden, um
effiziente, angepaßte Mehrgitterverfahren zu erhalten.
Am Anfang der Entwicklung solcher Mehrgitterverfahren stand die Verwendung matrixabha¨ngi-
ger Prolongationen [ABDP81, Den82a]. Die Weiterfu¨hrung dieser Idee unter Beru¨cksichtigung der
Verfahrensweise von Mehrgitterverfahren fu¨hrte auf die sogenannten algebraischen Mehrgitterver-
fahren [RS85, BCF+00]. Wir gehen darauf im Detail in Kapitel 3 ein.
Bei diesen Mehrgitterverfahren arbeitet man gezielt auf ein effizientes Zwischenspiel der Bestand-
teile des Verfahrens hin, na¨mlich zwischen Gla¨tter und Grobgitteroperator. Damit erreicht man eine
Beschleunigung der Konvergenz und in vielen Fa¨llen eine Verbesserung des Verfahrens hinsicht-
lich seiner Robustheit. Dazu wird der Grobgitteroperator durch geschickte Wahl der Grobgitter
passend gewa¨hlt. Diese Informationen ko¨nnen allein aus der Matrixdarstellung des Problems ex-
trahiert werden, so daß man einen
”
Black-Box“-Lo¨ser vorliegen hat. Das bekannteste und erste
Verfahren dieser Art ist das von Ruge und Stu¨ben [RS87].
Wir benutzen die Coarse Graining Methode als Upscalingsmethode fu¨r Mehrgitterverfahren im
oben beschriebenen Sinn. Wir entwickeln damit ein algebraisch definiertes Mehrgitterverfahren,
das sowohl Eigenschaften der geometrischen als auch der algebraischen Mehrgitterverfahren bein-
haltet. In der Arbeit [Neu95] wird a¨hnlich vorgegangen und die Homogenisierungsmethode benutzt,
um ein effizientes Mehrgitterverfahren fu¨r die Stro¨mung in periodischen Medien zu entwickeln.
In der vorliegenden Arbeit konzentrieren wir uns auf die Stro¨mung in heterogenen Medien in zwei
Raumdimensionen. Wir betrachten den stationa¨ren Fall, bei dem das System im Gleichgewichts-
zustand ist und sich die Lo¨sung zeitlich nicht a¨ndert. Die Modellgleichung ist in diesem Fall eine
elliptische partielle Differentialgleichung analog zu einer zeitunabha¨ngigen Diffusionsgleichung. Das
Permeabilita¨tsfeld modellieren wir zuna¨chst durch Realisierungen eines Gaußschen Zufallsfeldes
mit einer logarithmischen Normalverteilung. Auch periodische Permeabilita¨tsfelder kommen zum
Einsatz, da sich diese eignen, das neu entwickelte Mehrgitterverfahren mit ga¨ngigen Verfahren zu
vergleichen. Reale Daten fu¨r das Permeabilita¨tsfeld betrachten wir nicht.
Diese Arbeit ist wie folgt gegliedert.
Im na¨chsten Kapitel stellen wir die mathematischen Grundlagen fu¨r die Herleitung der Coarse
5Graining Methode und die numerische Berechnung der Stro¨mung in einem poro¨sen Medium zu-
sammen. Insbesondere gehen wir auf die stochastische Modellierung des Mehrskalenproblems ein
und stellen kurz die Theorie der Homogenisierung und einfache Mittelungsmethoden zum Upscaling
dar. In Kapitel 3 fu¨hren wir das geometrische Mehrgitterverfahren, unterschiedliche Transferab-
bildungen und die Erweiterung zu zwei algebraischen Verfahren ein. Die Entwicklung der Coarse
Graining Methode und ihre Resultate befinden sich im Kapitel 4. Daran schließt sich die nume-
rische Behandlung des Coarse Grainings und die Entwicklung eines Mehrgitterverfahrens an, das
den Grobgitteroperator mithilfe des numerischen Coarse Grainings bestimmt. Im letzten Kapitel
untersuchen wir anhand eines Modellproblems fu¨r die Stro¨mung in heterogenen Medien verschiede-
ne Mehrgitterverfahren. Wir untersuchen dazu auch Verfahren, die einfache Upscalingsmethoden
verwenden. Das Kapitel entha¨lt die numerischen Konvergenzraten fu¨r die Mehrgitterverfahren und
geht auf einen Zusammenhang zwischen dem Konvergenzverhalten und der Modellgu¨te ein.
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Kapitel 2
Grundlagen
In diesem Kapitel gehen wir auf die Grundlagen ein, die man beno¨tigt, um ein Mehrskalenproblem
zuna¨chst kontinuierlich und dann diskret zu behandeln. Neben einigen mathematischen Grundla-
gen leiten wir die Stro¨mungsgleichung her, die die Grundlage fu¨r die theoretischen als auch fu¨r die
numerischen Berechnungen in dieser Arbeit ist. Wir gehen auf die stochastische Modellierung ein
und stellen kurz die Theorie und Generierung eines Gaußschen Zufallsfeldes fu¨r das Permeabilita¨ts-
feld vor. Weiter beschreiben wir die Theorie der Homogenisierung und einige Mittelungsroutinen
und fu¨hren dann die Finite-Element-Methode ein. Diese liefert eine mo¨gliche Diskretisierung der
Stro¨mungsgleichung fu¨r die numerischen Simulationen und bildet die Grundlage zur numerischen
Behandlung des Mehrskalenproblems mit dem numerischen Coarse Graining.
2.1 Mathematische Grundlagen
Dieser Abschnitt wiederholt kurz Grundlagen aus der linearen Algebra und fu¨hrt die Sobolev-
Ra¨ume ein. Die Beweise der Aussagen findet man zum Beispiel in [Hac86].
Seien V,W endlich-dimensionale Vektorra¨ume u¨ber R. Mit Lin(V,W ) bezeichnen wir die linearen
Abbildungen von V nach W .
Definition 2.1. Sei V ein endlich-dimensionaler Vektorraum u¨ber R und A ∈ Lin(V, V ). Ein Vek-
tor v ∈ V heißt Eigenvektor zu A, wenn Av = λ v fu¨r ein λ ∈ R ist. Ein solches λ heißt Eigenwert
von A. Die Menge aller Eigenwerte bezeichnet man als Spektrum σ(A) und ihr Betragsmaximum
als Spektralradius ρ(A).
Wenn auf V und W Vektornormen || · ||V und || · ||W gegeben sind, wird durch
||A||W←V := sup
v∈V,v 6=0
||Av||W
||v||V
(2.1)
eine Operatornorm fu¨r A ∈ Lin(V,W ) induziert.
Definition 2.2. Als Dualraum V ′ von V bezeichnet man die Menge aller stetigen, linearen Funk-
tionale f : V → R mit der kanonischen Vektorraum-Struktur.
Definition 2.3. Ein Skalarprodukt auf V ist eine Abbildung (·, ·) : V × V → R mit folgenden
Eigenschaften:
1. (·, ·) ist eine Bilinearform, das heißt
(u, αv1 + βv2) = α(u, v1) + β(u, v2) fu¨r alle u, v1, v2 ∈ V, α, β ∈ R , (2.2)
und die analoge Aussage fu¨r das erste Argument gilt,
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2. (·, ·) ist symmetrisch, das heißt (u, v) = (v, u) fu¨r alle u, v ∈ V ,
3. (·, ·) ist positiv, das heißt (u, u) ≥ 0 fu¨r alle u ∈ V ,
4. (·, ·) ist definit, das heißt (u, u) = 0⇔ u = 0.
Ein Skalarprodukt definiert eine Vektornorm auf V durch
||v|| :=
√
(v, v) . (2.3)
Insbesondere wird die l2-Norm bzw. euklidische Norm || · ||2 im Rn durch das euklidische Skalar-
produkt
(x, y) 7→ x · y :=
n∑
ν=1
xνyν fu¨r alle x, y ∈ Rn (2.4)
erzeugt.
Durch die Abbildung v 7→ (v, ·) induziert jedes Skalarprodukt auch einen Isomorphismus zwischen
V und seinem Dualraum V ′.
Definition 2.4. Seinen V,W versehen mit den Skalarprodukten (·, ·)V und (·, ·)W und sei A ∈
Lin(V,W ). Durch die Skalarprodukte
(v,A∗w)V = (Av,w)W fu¨r alle v ∈ V, w ∈W (2.5)
wird der Operator A∗ ∈ Lin(W,V ) definiert, den wir zu A bezu¨glich (·, ·) adjungiert nennen. Fu¨r
V = W und (·, ·)V = (·, ·)W heißt A ∈ Lin(V, V ) symmetrisch, falls A∗ = A.
Definition 2.5. Der Operator A ∈ Lin(V, V ) heißt positiv definit, wenn er eine Basis aus Eigen-
vektoren zu positiven Eigenwerten besitzt.
Satz 2.1. Sei (·, ·) ein Skalarprodukt auf V . Jede (bezu¨glich (·, ·) symmetrische, positiv definite)
Bilinearform a(·, ·) : V × V → R kann durch einen linearen (bezu¨glich (·, ·) symmetrischen, positiv
definiten) Operator A ∈ Lin(V, V ) durch
a(u, v) = (Au, v) (2.6)
dargestellt werden.
Die Wahl einer Basis in V fu¨hrt zu einer Identifizierung mit dem Vektorraum Rn, auf dem das
euklidische Skalarprodukt ausgezeichnet ist. Lineare Abbildungen ko¨nnen dann durch Matrizen
A ∈ Rn×n dargestellt werden, und dem Adjungieren bezu¨glich (·, ·) entspricht das Transponieren
der Matrix. Symmetrischen Operatoren bezu¨glich (·, ·) entsprechen symmetrische Matrizen.
Sobolev-Ra¨ume
Sei Ω eine offene Teilmenge des Rn. Die Sobolev-Ra¨ume, die wir beno¨tigen, werden auf dem Funk-
tionenraum L2(Ω) bzw. L∞(Ω) aufgebaut. L2(Ω) besteht aus allen Funktionen, deren Quadrat
u¨ber Ω Lebesgue-integrierbar ist. Dabei werden zwei Funktionen u und v miteinander identifiziert,
wenn u(x) = v(x) fu¨r x ∈ Ω abgesehen von einer Nullmenge gilt. Durch das Skalarprodukt
(u, v)L2(Ω) :=
∫
Ω
u(x)v(x) dnx (2.7)
wird L2(Ω) zu einem Hilbert-Raum.
Definition 2.6. u ∈ L2(Ω) besitzt eine (schwache) Ableitung v := Dαu ∈ L2(Ω), falls fu¨r v gilt:
(w, v)L2(Ω) = (−1)|α|(Dαw, u)L2(Ω) fu¨r alle w ∈ C∞c (Ω) . (2.8)
Dabei gilt fu¨r den Multiindex α ∈ Nn, Dα := Dα11 · . . . ·Dαnn und Di := ∂∂xi .
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Der Begriff der schwachen Ableitung wird auf andere Differentialoperatoren entsprechend u¨bertra-
gen. Sei zum Beispiel u ∈ L2(Ω)n ein Vektorfeld. Dann ist v ∈ L2(Ω) die Divergenz im schwachen
Sinne, kurz v = div u, wenn (w, v)L2(Ω) = −(gradw, u)L2(Ω) fu¨r alle w ∈ C∞c (Ω) gilt.
L∞(Ω) bezeichnet die Menge der auf Ω beschra¨nkten und lokal integrierbaren Funktionen. Dabei
wird nicht zwischen Funktionen unterschieden, die fast u¨berall u¨bereinstimmen. Die Norm lautet:
||u||L∞(Ω) := inf
{
sup
x∈Ω\A
|u(x)| , A ist eine Nullmenge
}
.
Definition 2.7 (Sobolev-Raum). Fu¨r ganzzahliges m ≥ 0 bezeichne Hm(Ω) die Menge aller
Funktionen u in L2(Ω), die schwache Ableitungen Dαu ∈ L2(Ω) fu¨r alle |α| ≤ m besitzen:
Hm(Ω) :=
{
u ∈ L2(Ω)| Dαu ∈ L2(Ω) fu¨r |α| ≤ m} . (2.9)
Hm(Ω) bildet einen Hilbert-Raum mit dem Skalarprodukt
(u, v)Hm(Ω) :=
∑
|α|≤m
(Dαu,Dαv)L2(Ω) (2.10)
und der Norm
||u||Hm(Ω) :=
√ ∑
|α|≤m
||Dαu||2L2(Ω) . (2.11)
Mit |u|Hm(Ω) bezeichnet man die Seminorm |u|Hm(Ω) :=
√∑
|α|=m ||Dαu||2L2(Ω). Weiter definieren
wir den Raum
W 1,∞(Ω) :=
{
u ∈ L∞(Ω)| Dαu ∈ L∞(Ω) fu¨r |α| ≤ 1} .
Definition 2.8. Die Vervollsta¨ndigung von C∞c (Ω) in L
2(Ω) bezu¨glich der Norm (2.11) wird mit
Hm0 (Ω) bezeichnet.
Satz 2.2. 1. Die Ra¨ume C∞(Ω) ∩ L2(Ω) und C∞c (Ω) liegen dicht in L2(Ω).
2. C∞(Ω) ∩Hm(Ω) liegt dicht in Hm(Ω).
3. Der Hilbert-Raum Hm0 (Ω) ist ein Unterraum von H
m(Ω) mit dem gleichen Skalarprodukt und
gleicher Norm. C∞c (Ω) liegt dicht in H
m
0 (Ω).
Den Dualraum von Hm0 (Ω) bezeichnet man mit H
−m(Ω):
H−m(Ω) :=
(
Hm0 (Ω)
)′
(m ≥ 0) (2.12)
mit der Norm:
||u||H−m(Ω) := sup
06=v∈Hm0 (Ω)
|u(v)|
||v||Hm(Ω)
. (2.13)
Wir betrachten die Fortsetzung von Funktionen u ∈ Hm(Ω) auf den Rand ∂Ω.
Lemma 2.1. Es besitze Ω einen Lipschitz-stetigen Rand ∂Ω. Dann gibt es eine Konstante C > 0
derart, daß
||u||L2(∂Ω) ≤ C ||u||H1(Ω) fu¨r alle u ∈ C1
(
Ω
)
gilt.
Auf dieser Grundlage erha¨lt man durch Abschließung in dem Raum L2(∂Ω) bzw. H1(Ω) die Exi-
stenz einer linearen, stetigen Spurabbildung
γ : H1(Ω)→ L2(∂Ω) .
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Diese Spurabbildung γ generiert mit Hilfe der zugrundegelegten Funktionenra¨ume u¨ber Ω neue
Ra¨ume u¨ber dem Rand ∂Ω. Von Bedeutung ist vor allem
H1/2(∂Ω) :=
{
u ∈ L2(∂Ω)| es existiert ein v ∈ H1(Ω) mit u = γ(v)} . (2.14)
Die Norm zu H1/2(∂Ω) lautet
||u||H1/2(∂Ω) := inf
{||v||H1(Ω)| v ∈ H1(Ω) , u = γ(v)} , (2.15)
und den Dualraum bezeichnet man mit H−1/2(∂Ω).
Im folgenden sei V ein Hilbert-Raum.
Definition 2.9. 1. Eine Bilinearform a(·, ·) : V × V → R heißt stetig, wenn mit einem Cs > 0
|a(u, v)| ≤ Cs||u|| ||v|| fu¨r alle u, v ∈ V (2.16)
gilt.
2. Eine Bilinearform heißt V -elliptisch, falls sie auf V × V stetig ist und
a(v, v) ≥ Ce||v||2 fu¨r alle v ∈ V mit einem Ce > 0 (2.17)
erfu¨llt.
Mithilfe der Bilinearform a(·, ·) und eines Funktionals f ∈ V ′ la¨ßt sich folgendes Problem formu-
lieren:
Suche u ∈ V mit a(u, v) = f(v) fu¨r alle v ∈ V . (2.18)
Lemma 2.2 (Lax-Milgram). Es sei a(·, ·) : V ×V → R eine stetige, V -elliptische (mit Konstante
Ce) Bilinearform. Dann besitzt fu¨r jedes f ∈ V ′ die Variationsgleichung
a(u, v) = f(v) fu¨r alle v ∈ V (2.19)
eine eindeutige Lo¨sung u ∈ V . Ferner gilt die Abscha¨tzung
||u||V ≤
1
Ce
||f ||V ′ . (2.20)
Mithilfe der Fortsetzungssa¨tze aus der Sobolev-Theorie erha¨lt man fu¨r die Aufgabe:
Suche u ∈ H1(Ω) mit a(u, v) = f(v) fu¨r alle v ∈ H10 (Ω)
und u|∂Ω = uD ∈ L2(∂Ω) die folgenden Sa¨tze.
Satz 2.3. Falls die Variationsaufgabe im Fall homogener Randwerte fu¨r alle f ∈ H−1(Ω) eindeutig
lo¨sbar ist, dann ist die Bedingung
es existiert ein u0 ∈ H1(Ω) mit u0|∂Ω = uD (2.21)
hinreichend und notwendig fu¨r die eindeutige Lo¨sbarkeit der Variationsaufgabe mit inhomogenen
Randwerten. Ist Ω ein beschra¨nktes Lipschitz-Gebiet, dann ist die Bedingung a¨quivalent zu uD ∈
H1/2(∂Ω).
Beweis. Siehe [Hac86].
Satz 2.4. Sei Ω ein beschra¨nktes Lipschitz-Gebiet und im Fall homogener Randwerte sei fu¨r die
Bilinearform Existenz und Eindeutigkeit einer Lo¨sung gema¨ß Lemma 2.2 garantiert. Die Bilinear-
form sei auf H1(Ω)×H10 (Ω) beschra¨nkt, dann existiert zu jedem f ∈ H−1(Ω) und uD ∈ H1/2(∂Ω)
genau eine Lo¨sung u ∈ H1(Ω) der Variationsformulierung mit inhomogenen Randdaten mit
||u||H1(Ω) ≤ C
(
||f ||H−1(Ω) + ||uD||H1/2(∂Ω)
)
. (2.22)
Beweis. Siehe [Hac86].
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2.2 Fourier-Analysis und Distributionen
2.2.1 Fourier-Analysis
In diesem Abschnitt fassen wir die wichtigsten Ergebnisse aus der Theorie der Fourier-Integrale
zusammen. Im Kapitel zur Coarse Graining Methode werden sie im Zusammenhang mit der
Stro¨mungsgleichung benutzt. Wir fu¨hren die Fourier-Transformation allgemein fu¨r integrierbare
Funktionen ein und konzentrieren uns auf die Aussagen fu¨r Funktionen aus L2(Rn). Fu¨r die Be-
weise der Sa¨tze und die verwendeten Sa¨tze aus der Integrationstheorie verweisen wir auf Forster,
Hackbusch und fu¨r Verallgemeinerungen auf Brigola, Werner [For84, Hac86, Bri97, Wer02].
Im allgemeinen haben wir es hier mit komplex-wertigen Funktionen zu tun. Wir schreiben aber
anstelle von Ck(Rn,C) und L2(Rn,C) nur Ck(Rn) und L2(Rn).
Definition der Fourier-Transformation
Fu¨r jede integrierbare Funktion f : Rn → C und jedes k ∈ Rn ist die Funktion
x 7→ f(x) e−ix·k, x · k :=
n∑
ν=1
xνkν , (2.23)
wieder integrierbar. Also existiert das Integral
fˆ(k) :=
(
F f
)
(k) :=
∫
Rn
f(x) e−ix·k dnx . (2.24)
Die dadurch definierte Funktion
fˆ : Rn → C (2.25)
heißt Fourier-Transformierte von f . Aus der Integrationstheorie folgt, daß fˆ stetig ist. Außerdem
ist fˆ beschra¨nkt mit
|fˆ(k)| ≤
∫
Rn
|f(x)| dnx fu¨r alle k ∈ Rn .
Beispiele fu¨r Fourier-Transformierte, die im folgenden beno¨tigt werden.
Beispiel 2.1. Die Fourier-Transformierte der Funktion f(x) := (2pi)−n/2 e−|x|
2/2. Es ist
fˆ(k) =
1
(2pi)n/2
∫
Rn
e−|x|
2/2 e−ix·k dnx =
n∏
ν=1
(
1√
2pi
∫
R
e−x
2
ν/2 e−ixνkν dxν
)
(2.26)
=
n∏
ν=1
e−k
2
ν/2 = e−|k|
2/2 . (2.27)
Beispiel 2.2. Fu¨r die Fourier-Transformierte der charakteristischen Funktion χBn(1) der n-dimen-
sionalen Einheitskugel findet man unter Ausnutzen der Rotationsinvarianz des Integrals
fˆ(k) =
(2pi)n/2
|k|n/2
Jn/2(|k|) . (2.28)
Die Funktion Jm(x) bezeichnet die Besselfunktion der Ordnung m [Abr72]. Fu¨r n = 1 erha¨lt man
damit fu¨r die Fourier-Transformierte der charakteristischen Funktion des Intervalls [−1, 1]
fˆ(k) = 2
sin k
k
. (2.29)
Lemma 2.3. 1. Fu¨r alle f ∈ C∞c (Rn) ist fˆ ∈ L2(Rn).
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2. Die inverse Fourier-Transformation F−1fˆ = f ist fu¨r f ∈ C∞c (Rn) definiert durch:(
F−1fˆ
)
(x) :=
1
(2pi)n
∫
Rn
fˆ(k) eix·k dnk . (2.30)
Die wichtige Eigenschaft, daß fu¨r f ∈ L2(Rn) insbesondere auch fˆ ∈ L2(Rn) gilt, folgt daraus, daß
C∞c (Rn) dicht in L2(Rn) liegt.
Satz 2.5. Es gibt einen eindeutig bestimmten Isomorphismus F mit:
1. F, F−1 : L2(Rn)→ L2(Rn)
2. ||F f ||L2 = ||f ||L2 fu¨r alle f ∈ L2(Rn)
3. Fu¨r f ∈ L2(Rn) gilt nach eventueller Aba¨nderung auf einer Nullmenge f ∈ C0(Rn) und
f(x) =
(
F−1fˆ
)
(x) =
1
(2pi)n
∫
Rn
fˆ(k) eix·k dnk fu¨r alle x ∈ Rn .
Dabei bezeichnet C0(Rn) den Vektorraum aller stetigen Funktionen f : Rn → C mit
lim|x|→∞ f(x) = 0.
Die Fourier-Transformation ist also bijektiv, normerhaltend und stetig umkehrbar auf dem Vek-
torraum L2(Rn). Zu den weiteren Eigenschaften geho¨ren:
Satz 2.6. Seien f, g ∈ L2(Rn) und fˆ , gˆ ihre Fourier-Transformierten.
1. Sei a ∈ Rn und (τaf)(x) := f(x− a) die um a translatierte Funktion. Dann gilt(
F τaf
)
(k) = fˆ(k) e−ia·k . (2.31)
2. Es gilt
(
F (f ∗ g)) = fˆ gˆ und (F fg) = (fˆ ∗ gˆ).
3. Ist f ∈ C1c (Rn), so gilt (
F Dνf
)
(k) = ikν fˆ(k) .
Insbesondere gibt es das Analogon fu¨r schwache Ableitungen. Sei f ∈ Hm(Rn), dann gilt fu¨r
|α| ≤ m (
F Dαf
)
= i|α|kα fˆ . (2.32)
4. Ist die Funktion x 7→ xνf integrierbar, so ist fˆ nach kν stetig partiell differenzierbar und es
gilt (
F xνf
)
= iDν fˆ . (2.33)
Die Faltung zweier integrierbarer Funktionen f, g : Rn → C ist dazu durch
(f ∗ g)(y) :=
∫
Rn
f(x) g(y − x) dnx
definiert.
Bemerkung 2.1. Fu¨r f ∈ L∞(Rn) kann die Fourier-Transformierte (Ff) im allgemeinen nicht mehr
als Funktion dargestellt werden, sondern nur noch als Distribution (siehe na¨chster Abschnitt).
Der Vollsta¨ndigkeit halber sei noch das wichtige Lemma,
Lemma 2.4. Fu¨r jede integrierbare Funktion f : Rn → C gilt
lim
|k|→∞
fˆ(k) = 0 ,
erwa¨hnt.
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2.2.2 Distributionen
Distributionen spielen eine wichtige Rolle in der Theorie der partiellen Differentialgleichungen.
Wir fu¨hren hier kurz den Begriff der Distribution ein [For84] und konzentrieren uns auf die no¨ti-
gen Aussagen, die in der Theorie des Coarse Grainings verwendet werden. Dort beno¨tigen wir die
Diracsche Delta-Distribution. Mit ihr definieren wir den Begriff der Fundamental-Lo¨sung, die auch
als Greensche Funktion bezeichnet wird. Die Beweise sind alle in [For84, Wer02] enthalten.
Wir fu¨hren folgende Bezeichnung ein: D sei der Vektorraum aller beliebig oft differenzierbaren
Funktionen f : Rn 7→ R mit kompaktem Tra¨ger:
D(Rn) := C∞c (Rn) . (2.34)
Wir fu¨hren in D folgenden Konvergenzbegriff ein: Eine Folge (fν)ν∈N von Funktionen aus D kon-
vergiere gegen eine Funktion f ∈ D,
fν −→D f ,
falls gilt:
1. Es gibt ein Kompaktum K ⊂ Rn, so daß supp(fν) ⊂ K fu¨r alle ν ∈ N und supp(f) ⊂ K.
2. Fu¨r jeden Multiindex α ∈ Nn konvergiert die Folge der Ableitungen Dαfν fu¨r ν → ∞
gleichma¨ßig auf K gegen Dαf .
Der Tra¨ger einer Funktion wird mit supp(·) bezeichnet.
Definition 2.10. Eine Distribution im Rn ist eine stetige lineare Abbildung
T : D(Rn)→ R , f 7→ T (f) . (2.35)
Dabei bedeutet die Stetigkeit von T , daß aus fν −→D f stets T (fν)→ T (f) folgt.
Die Menge aller Distributionen im Rn bildet einen Vektorraum, der mit D′(Rn) bezeichnet wird.
Beispiel 2.3. Sei g : Rn → R eine lokal-integrierbare Funktion. Dann wird durch
Tg(f) :=
∫
Rn
g(x) f(x) dnx fu¨r f ∈ D(Rn) (2.36)
eine Distribution definiert.
Beispiel 2.4 (Diracsche Delta-Distribution). Sei a ∈ Rn. Fu¨r f ∈ D(Rn) setzt man
Tδa(f) ≡
∫
Rn
δ(x− a) f(x) dnx := f(a) . (2.37)
Dadurch wird eine Distribution Tδa ∈ D′(Rn) definiert, die Diracsche Delta-Distribution zum
Punkt a.
Bemerkung 2.2. Die Delta-Distribution kann nicht durch eine Funktion dargestellt werden. Man
kann sie jedoch mithilfe eines geeigneten Konvergenzbegriffs fu¨r Distributionen als Limes von
Funktionen darstellen.
Dafu¨r gibt es den folgenden
Satz 2.7. Sei g eine Lebesgue-integrierbare Funktion auf Rn mit
∫
Rn g(x) d
nx = 1. Fu¨r  > 0 sei
g(x) :=
1
n
g
(x

)
, (2.38)
dann gilt fu¨r jede Funktion f ∈ D(Rn)
lim
→0
∫
Rn
g(x)f(x) d
nx = f(0) , (2.39)
d.h. die Distribution Tg von g konvergiert im Distributionssinn gegen die Diracsche Delta-Distri-
bution.
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Definition 2.11 (Fundamental-Lo¨sung). Sei L ein linearer Differentialoperator im Rn. Unter
einer Fundamental-Lo¨sung (oder Greenschen Funktion) von L bezu¨glich eines Punktes a versteht
man eine Distribution Ga ∈ D′(Rn), so daß
LGa = Tδa . (2.40)
Bemerkung 2.3. Wir schreiben in den folgenden Kapiteln die Gleichung fu¨r die Greensche Funktion
von L bezu¨glich a als
Lg(a, x) = δ(x− a) . (2.41)
Diese Gleichung ist als LTga = Tδa zu interpretieren, wobei die Distribution Tga bezu¨glich der
Funktion g(a, x) durch
Tga(f) :=
∫
Rn
g(a, x) f(x) dnx fu¨r f ∈ D(Rn) (2.42)
wie in Beispiel 2.3 definiert ist.
Bemerkung 2.4. Fu¨r die Stro¨mungsgleichung mit einem ra¨umlich konstanten Permeabilita¨tsten-
sor K (siehe Gl. (2.62)), d.h. L = −divK∇, existiert die Greensche Funktion und kann expli-
zit angegeben werden [LLJ01] (siehe Anhang A.1). Falls der Tensor K ortsabha¨ngig ist, kann
man deren Existenz fu¨r ein beschra¨nktes Gebiet Ω ∈ Rn nachweisen, falls Kij(x) beschra¨nkt und∑n
i,j=1 Kij(x)ξiξj ≥ λ|ξ|2 fu¨r alle ξ ∈ Rn und x ∈ Ω, λ > 0, ist ([GT83] Kapitel 8.2, Theorem 8.6).
Definition 2.12 (Faltung von Distributionen und Funktionen). Sei T ∈ D′(Rn) und f ∈
D(Rn). Dann wird die Faltung
T ∗ f : Rn → R (2.43)
definiert durch
(T ∗ f)(x) := T (τ˜xf) fu¨r x ∈ Rn , (2.44)
wobei (τ˜xf)(y) := f(x− y).
Beispiel 2.5. Fu¨r die Delta-Distribution bezu¨glich des Nullpunkts gilt:
Tδ0 ∗ f = f fu¨r jedes f ∈ D(Rn) , (2.45)
da
(Tδ0 ∗ f)(x) = Tδ0(τ˜xf) = (τ˜xf)(0) = f(x) . (2.46)
Die Delta-Distribution wirkt also bezu¨glich der Faltung als Identita¨t.
Satz 2.8. Fu¨r T ∈ D′(Rn) und f ∈ D(Rn) ist die Funktion T ∗ f beliebig oft stetig differenzierbar,
d.h. T ∗ f ∈ C∞(Rn). Fu¨r den Differentialoperator Di = ∂/∂xi gilt
Di(T ∗ f) = (DiT ) ∗ f = T ∗ (Dif) . (2.47)
Korollar 2.1. Im Rn sei L =
∑
|α|≤k cαD
α ein linearer Differentialoperator mit konstanten Ko-
effizienten cα ∈ R. Es sei G0 ∈ D′(Rn) eine Fundamental-Lo¨sung von L, d.h.
LG0 = Tδ0 . (2.48)
Ist dann ρ ∈ D(Rn) beliebig, so ist die Funktion
u := G0 ∗ ρ ∈ C∞(Rn) (2.49)
eine Lo¨sung der inhomogenen Differentialgleichung Lu = ρ.
Definition 2.13 (Fourier-Transformation fu¨r Distributionen). Die Fourier-Transformierte
Tˆ einer Distribution T ∈ D′ ist fu¨r f ∈ D definiert durch(
F T
)
(f) ≡ Tˆ (f) := T (fˆ) . (2.50)
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Satz 2.9. Ist T ∈ D′(Rn), so gilt fu¨r α ∈ Nn(
F (DαT )
)
= i|α|xαF (T ) .
Beispiel 2.6 (Diracsche Delta-Distribution). Aus der Gleichung
Tδ0
(
fˆ
)
= fˆ(0) =
∫
Rn
f(x) dnx = Tˆδ0(f) (2.51)
ergibt sich als Fourier-Transformierte der Delta-Distribution
Tˆδ0 = T1 :=
∫
Rn
· dnx (vgl. (2.36)), (2.52)
die zur L∞-Funktion x 7→ 1 geho¨rige Distribution. Damit ergibt sich fu¨r f ∈ D(Rn) durch Vertau-
schung der Integrationsreihenfolge
Tˆδ0(f) = T1(f) =
∫
Rn
(
1
(2pi)n
∫
Rn
fˆ(k) eix·k dnk
)
dnx
=
(
F
1
(2pi)n
)∫
Rn
fˆ(k) dnk = T(
F 1
(2pi)n
)(fˆ) = Tˆ(
F 1
(2pi)n
)(f) ,
woraus (2pi)nδ0 = (F 1) als Fourier-Transformierte der konstanten Funktion 1 resultiert. Dies wird
ha¨ufig in der Form
δ(k) =
1
(2pi)n
∫
Rn
e−ix·k dnx (2.53)
notiert. Die rechte Seite von (2.53) ist aber im herko¨mmlichen Sinn nicht definiert und kann nur
als Distribution verstanden werden.
Beispiel 2.7. Fu¨r eine integrierbare Funktion g : Rn → R ergibt sich fu¨r die Distribution Tg mit
f ∈ D(Rn) leicht:
Tˆg(f) = Tg
(
fˆ
)
= Tgˆ(f)
und fu¨r g ∈ L∞(Rn): Tˆg(f) = Tg
(
fˆ
)
.
Definition 2.14 (Umkehrung der Fourier-Transformation auf D′). Man erha¨lt, daß die
Fourier-Transformation F auf D′ stetig, linear und umkehrbar ist. Die Umkehrtransformation F−1
ist fu¨r T ∈ D′ und f ∈ D gegeben durch(
F−1 T
)
(f) = T
(
F−1f
)
. (2.54)
Bemerkung 2.5. Die Umkehrformeln F−1(F T ) = T und F (F−1T ) = T sind Gleichungen in
D′ und in der Regel nicht punktweise Beziehungen wie die Umkehrformeln fu¨r Funktionen, weil
Distributionen im allgemeinen an einzelnen Stellen keine Werte besitzen.
Bemerkung 2.6. Analog wie in Bemerkung 2.3 schreiben wir die Gleichung fu¨r die Fourier-Trans-
formierte der Greenschen Funktion bezu¨glich des Nullpunkts als
Lˆ gˆ(0, k) = 1(2pi)n (2.55)
mit Lˆ := F LF−1. Diese Gleichung ist als Lˆ Tgˆ0 = T 1
(2pi)n
zu interpretieren.
2.3 Fluidtransport in einem poro¨sen Medium
Wir betrachten den Transport einer fluiden Phase auf der Mikroskala. Es bezeichne ρ˜ [kg/m3]
die mikroskopische Dichte, q˜ := ρ˜v˜ [m/s] die Massengeschwindigkeit auf der Basis der Par-
tikelgeschwindigkeit v˜ der fluiden Phase. Das Reynoldsche Transport-Theorem (siehe zum Bei-
spiel [CM93]) liefert die Massenerhaltungsgleichung
∂tρ˜+∇ · (ρ˜q˜) = f˜ (2.56)
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mit der mikroskopischen Massenquelldichte f˜ . Daraus entsteht durch Volumenmittelung die Mas-
senerhaltungsgleichung
∂t(φSρ) +∇ · (ρq) = f (2.57)
mit der Dichte ρ der Phase und der volumetrischen Fluidgeschwindigkeit oder Darcy-Geschwin-
digkeit q der Phase. f ist die gemittelte Massenquelldichte, φ die zeitunabha¨ngige Porosita¨t und S
die Sa¨ttigung der Phase1. Die Volumenmittelung ist als lokale Mittelung u¨ber ein repra¨sentatives
Elementarvolumen zu verstehen. Fu¨r die gesa¨ttigte Stro¨mung im Grundwasserleiter ist die Sa¨tti-
gung S = 1, wovon wir im folgenden ausgehen.
Wird die Dichte von Wasser als konstant angenommen, weil die Masse eventuell gelo¨ster Kompo-
nenten und die Kompressibilita¨t von Wasser vernachla¨ssigbar sind, vereinfacht sich (2.57) weiter
zur stationa¨ren Gleichung
∇ · q = f , (2.58)
wobei f durch die Volumenquelldichte f/ρ ersetzt worden ist. Diese Gleichung wird durch eine
Beziehung geschlossen, die als das makroskopische Analogon der Impulserhaltung aufgefaßt werden
kann und im Jahre 1850 von Darcy als experimentelles Gesetz gefunden worden ist2. Das Gesetz
von Darcy hat die Form
q = −K(∇p+ ρge3) (2.59)
und kann im Bereich des laminaren Fließens verwendet werden3. Dabei ist p [N/m2] das Mittel
des Wasserdrucks, g [m/s2] die Gravitationskonstante, e3 der Einheitsvektor der x3-Koordinate
(entgegen der Gravitation) und
K = k/µ (2.60)
eine Gro¨ße, die sich aus der durch die feste Phase bestimmten Permeabilita¨t k und der durch
das Fluid bestimmten Viskosita¨t µ ergibt. Fu¨r ein sich anisotrop verhaltendes Feststoffskelett ist
k = k(x) eine symmetrische, positiv definite Matrix.
Einsetzten von (2.59) in (2.57) ergibt eine lineare Gleichung fu¨r
h(x, t) :=
1
ρg
p(x, t) + x3 , (2.61)
die Piezometerho¨he h, bei Ersatz von K durch Kρg – in der Literatur als hydraulische Leitfa¨higkeit
bekannt – und bei gleicher Bezeichnung:
−∇ · (K∇h) = f . (2.62)
Die entstehende Gleichung ist stationa¨r und linear.
Verha¨lt sich das Feststoffskelett isotrop, ist K = KI mit der Einheitsmatrix I und einer skalarwer-
tigen Funktion K(x) [m/s]. Fu¨r ein homogenes, isotropes Feststoffskelett, d.h. K = const., erha¨lt
man aus (2.62) schließlich die Poisson-Gleichung.
Wir bezeichnen im folgenden die hydraulische Leitfa¨higkeit auch als Durchla¨ssigkeit oder als Per-
meabilita¨t.
Bemerkung 2.7. Gleichung (2.62) ist ein typisches Beispiel fu¨r eine Diffusionsgleichung, wie sie
auch bei der Beschreibung des Wa¨rmetransports oder in der Elektrodynamik und im Magnetismus
auftreten. Der Diffusionstensor K entspricht demzufolge der Wa¨rmeleitfa¨higkeit, der dielektrischen
Konstante oder der magnetischen Permeabilita¨t.
Im allgemeinen ist der Diffusionskoeffizient K unstetig, anisotrop, aber symmetrisch und positiv
definit und variiert u¨ber viele Gro¨ßenordnungen.
1Fu¨r den Ort x mit repra¨sentativen Elementarvolumen V um x gilt: φ(x) := |V \ Vfest|/|V | und S(x) :=
|Vfluid|/|V \ Vfest|.
2Das Gesetz von Darcy kann auch mathematisch rigoros durch den U¨bergang von der Mikroskala zur Makroskala
(Homogenisierung) aus den fundamentalen Gleichungen der Stro¨mungsmechanik, den Navier-Stokes Gleichungen,
hergeleitet werden (siehe [SP80, Tar80]).
3Fu¨r die Grundwasserstro¨mung ist die Geschwindigkeit in der Gro¨ßenordnung Meter/Tag.
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Beispiel eines Grundwasserleiters
Die Abbildung 2.1 zeigt beispielhaft einen Teil eines Grundwasserleiters mit stark ausgepra¨gter
horizontaler Schichtung (Linsen). Er stammt aus einem Aquifer in einer Kiesgrube in Hu¨ntwangen,
Schweiz [JSD94a, JSD94b, SR98]. In Abb. 2.2 ist er im La¨ngsschnitt schematisch dargestellt. Die
gemessenen mittleren Permeabilita¨tswerte fu¨r den Aquifer in Hu¨ntwangen liegen zwischen 0.005
und 100mm/s. Die Varianz der Werte innerhalb eines Sedimenttyps betra¨gt maximal 0.8, und die
mittlere Linsenla¨nge der Sedimente variiert zwischen 2.6− 50m.
Abbildung 2.1: Bild des La¨ngsschnitts eines Grundwasserleiters in der Kiesgrube von Hu¨ntwangen,
Schweiz. Das Bild zeigt die dritte Sektion der schematischen Skizze des Aquifers in Abbildung 2.2.
Mit freundlicher Genehmigung von Stauffer [JSD94a].
0 10m GG Sand OW/BM OW
Abbildung 2.2: Schematische Darstellung des La¨ngsschnitts eines Grundwasserleiters in der Kies-
grube von Hu¨ntwangen, Schweiz. Eine verschieden starke horizontale Schichtung wird darin sehr
deutlich. Dies zeigt eine anisotrope Korrelation der Permeabilita¨t. Die dritte Sektion ist in Abb. 2.1
als Lichtbild gezeigt. Die gemessenen Permeabilita¨tswerte der ha¨ufigsten Bestandteile sind (in
mm/s): Grauer Kies (GG) 0.15, brauner Kies 0.02, Sand 0.26, Mischung aus grauem, braunen und
bimodalem Kies (OW/BM, weiß) 0.08, Schlick < 0.005, grobporig geschichteter, loser Kies (OW)
> 100. Mit freundlicher Genehmigung von Stauffer [SR98].
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2.4 Mehrskalenproblem und stochastische Modellierung
2.4.1 Skalen, Modellierung und Zufallsfeld
Wie in der Einleitung erwa¨hnt, unterscheidet man in Grundwasserleitern drei relevante ra¨umliche
Skalen:
Auf der Porenskala mit einer typischen La¨ngenskala von weniger als 10−3m sind die Eigenschaften
des Mediums durch die variierende Porengro¨ßen und -orientierungen gegeben. Auf der gro¨ßeren
Mesoskala mit einer Gro¨ßenordnung von 1m erscheint das poro¨se Medium homogen. Auf der ma-
kroskopischen Skala (10 − 103m) treten großskalige Inhomogenita¨ten auf, die ebenfalls zu einer
ra¨umlichen Variation der Permeabilita¨t des Mediums fu¨hren (siehe Abb. 2.1 und 2.2).
Auf der praktisch relevanten Makroskala dominieren die großskaligen ra¨umlichen Fluktuationen
des Mediums die Fluidstro¨mung. Allerdings induzieren ra¨umliche Variationen der Permeabilita¨t
des Mediums aller Skalen Fluktuationen im lokalen Stro¨mungsfeld.
Da es im allgemeinen unmo¨glich ist, die komplizierte Struktur des Mediums auf allen Skalen de-
tailliert zu kennen, liefert die stochastische Modellierung einen wertvollen Zugang, bei der man
annimmt, daß die Heterogenita¨ten des Mediums statistisch verteilt sind.
Wir identifizieren im folgenden das ra¨umlich inhomogene Permeabilita¨tsfeld eines gegebenen Aqui-
fers mit einer einzigen Realisierung eines ra¨umlich stochastischen Prozesses oder Zufallsfeldes. Der
stochastische Prozeß ist durch das Ensemble aller mo¨glichen Realisierungen definiert. Das betrach-
tete Medium stellt damit eine Realisierung des Ensembles dar, dessen statistische Eigenschaften
vorgegeben sind.
Die Theorie der Zufallsfelder ist z.B. im Buch von Vanmarcke [Van84] enthalten. Wir konzentrieren
uns ohne mathematische Details auf die no¨tigen Eigenschaften, die wir im Kapitel 4 und fu¨r die
Felderzeugung brauchen.
Wir betrachten ein homogenes, ergodisches Zufallsfeld f(x), x ∈ Rd, das skalar und zeitunabha¨ngig
sei. Die Ergodizita¨t impliziert, daß Momente des Zufallsfeldes nicht davon abha¨ngen, ob man
Ensemble- oder Volumenmittelwerte bildet, d.h. es gilt:
f(x) = lim
R→∞
1∫
Bd(R)
ddx
∫
Bd(R)
f(x) ddx (2.63)
mit der d-dimensionalen Kugel Bd(R) mit Radius R. Dabei bezeichnet (·) das Mittel u¨ber alle Rea-
lisierungen des Ensembles. Die Homogenita¨t des Zufallsfeldes impliziert die Translationsinvarianz
der n-Punktfunktionen im Raum.4
Aus der Translationsinvarianz des Zufallsfeldes folgt somit:
1. Der Mittelwert ist ortsunabha¨ngig, f(x) =: f = const., so daß f(x) in seinen Mittelwert und
die zufa¨lligen Fluktuationen um diesen aufgespalten werden kann:
f(x) = f + f˜(x) mit f˜(x) ≡ 0 . (2.64)
2. Die Kovarianz bzw. Korrelationsfunktion
cov
(
f(x), f(x′)
)
:=
(
f(x)− f(x))(f(x′)− f(x′)) (2.65)
ha¨ngt nur vom Abstandsvektor der beiden Argumente ab:
f˜(x) f˜(x′) =: w(x − x′) fu¨r x, x′ ∈ Rd . (2.66)
Sie gibt die Korrelation der Fluktuationen f˜(x) an.
4Die n-Punktfunktion ist definiert durch:
Fn
`
f(x), f(x′), . . . , f(x(n))
´
:=
`
f(x)− f(x)´`f(x′)− f(x′)´ · · · `f(x(n)) − f(x(n))´ .
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3. Das zweite zentrierte Moment, die Varianz σ2f , ist ortsunabha¨ngig:
σ2f :=
(
f(x)− f)2 = f(x)2 − f 2 (2.67)
= f˜(x) f˜ (x) = w(0) . (2.68)
Sie ist ein Maß fu¨r die Unordnungssta¨rke des Feldes.
Um den stochastischen Zugang wohldefiniert zu machen, muß die Korrelationsfunktion aus (2.66)
positiv und differenzierbar sein [Gel93]: w : Rd → C1.
Definition 2.15. Falls die Fourier-Transformierte von w existiert, definiert man die Korrelations-
funktion der Fourier-Transformierten von f durch
F f˜(k)F f˜(k′) := (Fw)(k, k′) = (2pi)d δ(k + k′)ω(k) . (2.69)
Die Delta-Distribution ist eine Folge der Translationsinvarianz im Raum. Die Struktur der Korre-
lationsfunktion w(x) bzw. ω(k) spezifiziert das Medium.
Experimentelle statistische Untersuchungen
Experimentell findet man, daß die Verteilung der Permeabilita¨t sehr asymmetrisch ist: Es gibt
keine negativen Permeabilita¨tswerte, und es treten sehr viele kleine Werte K . 1 und wenig sehr
große Werte auf, vgl. Abb. 2.3. Modellieren kann man diesen Sachverhalt durch eine logarith-
mische Normalverteilung fu¨r K [Sta03]. Auch aufwendige geostatistische Untersuchungen legen
nahe [Fre75, Sud86], daß das ra¨umlich heterogene Permeabilita¨tsfeld in einem Aquifer in sehr gu-
ter Na¨herung logarithmisch normalverteilt ist. Damit wird der Logarithmus der Permeabilita¨t,
lnK(x), stochastisch als Gaußsches Zufallsfeld angesehen.
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Abbildung 2.3: Experimentell ermittelte Wahrscheinlichkeitsdichtefunktion der Permeabilita¨t K
im Vergleich mit einer unnormierten Wahrscheinlichkeitsdichtefunktion einer logarithmischen Nor-
malverteilung aus (2.70) mit Parametern m = 1.1 und σ = 3/2. Die experimentellen Daten wurden
durch Messungen im Aquifer in Hu¨ntwangen, Schweiz, gefunden (siehe Abb. 2.1 und 2.2). f(K)
ist bezu¨glich dem Volumenanteil der Sedimenttypen gewichtet. Mit freundlicher Genehmigung von
Stauffer [JSD94a].
Die Wahrscheinlichkeitsdichtefunktion der Lognormalverteilung in Abb. 2.3 lautet:
f(K) =
1
2
√
2pi σK
exp
(
−1
2
(
lnK − lnm
σ
)2)
(2.70)
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mit den Parametern m = 1.1 und σ = 3/2.
Die Abha¨ngigkeit der Varianz von lnK von der Beobachtungsskala ist in Abbildung 2.4 fu¨r 25
verschiedene Feldversuche dargestellt [Gel93]. Varianzen σ2f > 5 kommen demnach in der Natur
sehr selten vor.
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Abbildung 2.4: Experimentell ermittelte Varianzen vom Logarithmus der Permeabilita¨t in
Abha¨ngigkeit von der Beobachtungsskala, aus [Gel93]. Die Meßdaten stammen aus 25 unterschied-
lichen Feldversuchen aus den Jahren 1976–1990.
2.4.2 Gaußsches Zufallsfeld und Korrelation
Fu¨r die n-Punktfunktion eines Gaußschen Zufallsfeldes gilt fu¨r n > 2: Ist n ungerade, so ist die
Funktion identisch null. Ist n gerade, so zerfa¨llt die Funktion in Produkte der Zweipunktfunktion.
Wir nehmen an, daß das Permeabilita¨tsfeld K(x) durch ein logarithmisch normalverteiltes Zufalls-
feld, gema¨ß
ln
K(x)
KD
:= f(x) (2.71)
mit einem Gaußschen Zufallsfeld f(x), erzeugt wird. f(x) hat die im vorherigen Abschnitt erla¨uter-
ten Eigenschaften. KD sei eins mit der gleichen Einheit [La¨nge/Zeit] wie K(x).
lnK(x)/KD spaltet man wie in (2.64) in seinen Mittelwert und die Abweichungen um diesen Wert
auf:
f(x) = f + f˜(x) . (2.72)
Um die Situation in einem heterogenen Medium wiederzugeben, mu¨ssen die Korrelationen von
f˜(x) sehr schnell auf La¨ngenskalen verschwinden, die gro¨ßer als die intrinsischen Korrelationsla¨ngen
sind. Aus Feldexperimenten findet man, daß die Korrelationsla¨ngen typischerweise im Meterbereich
liegen [Gel93]. Unter den im letzten Abschnitt genannten Voraussetzungen bleibt damit eine gewisse
Freiheit bei der Wahl der genauen Form der Korrelationsfunktion. In der Literatur findet man
dafu¨r exponentiell abfallende Funktionen als auch gaußfo¨rmige Funktionen vor. Wir wa¨hlen eine
Gaußfo¨rmige, da diese analytisch besser handhabbar ist:
f˜(x) f˜(x′) = w(x − x′) := σ2f exp
(
−
d∑
i=1
(xi − x′i)2
2l2i
)
, (2.73)
mit der Korrelationsla¨nge li, i = 1, . . . , d, in die Richtung xi und der Varianz σ
2
f von f(x); li, σ
2
f > 0.
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Die fouriertransformierte Korrelationsfunktion ergibt sich nach (2.69) durch (vgl. Beispiel 2.1)
ω(k) = σ2f (2pi)
d/2
d∏
i=1
li exp
(
− (kili)
2
2
)
. (2.74)
Man nennt das Feld anisotrop korreliert, wenn zwei oder mehr Korrelationsla¨ngen li ungleich sind.
Im Fall eines isotrop korrelierten Feldes, fu¨r das die Korrelationsla¨ngen alle gleich sind, bezeichnen
wir fu¨r alle i die Korrelationsla¨nge mit l0. Die Korrelationsfunktion ha¨ngt dann nur vom Abstand
|x− x′| ab.
Analog zu (2.64) zerlegt man das Permeabilita¨tsfeld K(x) in seinen Mittelwert und die zufa¨lligen
Fluktuationen um diesen Wert:
K(x) = K + k(x) mit k(x) ≡ 0 . (2.75)
Benutzt man die statistischen Eigenschaften von lnK(x)/KD erha¨lt man fu¨r den Mittelwert und
die Varianz σ2K von K(x):
K(x) = K = Kg exp
(
σ2f/2
)
(2.76)
und
σ2K := k(x) k(x) = K
2
g
(
exp(2σ2f )− exp(σ2f )
)
, (2.77)
mit dem geometrischen Mittel Kg := KD exp
(
ln
(
K(x)/KD
))
= KD exp
(
f
)
. Fu¨r die Korrelations-
funktion ergibt sich (siehe auch [NO93]):
k(x) k(x′) = K
2
(
exp
(
f˜(x) f˜(x′)
)
− 1
)
(2.78)
= K2g f˜(x) f˜(x
′) +O(σ4f ) . (2.79)
Bemerkung 2.8. Betrachtet man entsprechend ein TensorfeldKij(x), i, j = 1, . . . , d, mit unabha¨ngi-
gen Komponenten, gilt fu¨r die Korrelationsfunktion:
kij(x) klm(x′) = δilδjmk(x) k(x′) (2.80)
mit dem Kronecker-Symbol δij = 1 falls i = j und δij = 0 sonst.
2.4.3 Generierung eines Gaußschen Zufallsfeldes
Das Gaußsche Zufallsfeld f(x) kann durch eine Superposition von einer großen Anzahl zufa¨llig
gewa¨hlter Kosinus-Moden na¨herungsweise erzeugt werden. Der Algorithmus folgt der Methode,
die von Kraichnan in [Kra70, Kra76] eingefu¨hrt wurde.
Gema¨ß [Kra70, Kra76] wird f(x) numerisch durch
fN(x) := f +
√
2σ2f
N
N∑
j=1
cos
(
q(j) · x+ α(j)) (2.81)
erzeugt. Die Vektoren q(j) und die Phasen α(j) sind unabha¨ngige Zufallsvariablen. Die Kompo-
nenten q
(j)
i sind gaußverteilt mit Mittelwert null und Standardabweichung l
−1
i , i = 1, . . . , d.
5 Die
Phasen α(j) sind im Intervall [0, 2pi] gleichverteilt.
Wie in [Den00, Ebe00] gezeigt wird, erha¨lt man nach dem Zentralen Grenzwertsatz im Limes unend-
licher Modenanzahl, N →∞, daß das Feld fN(x) die statistischen Eigenschaften eines Gaußschen
5Die normierte Verteilungsfunktion lautet: Pq(q) = (2pi)−d/2
Qd
i=1 li exp
`−(qili)2/2´.
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Zufallsfeldes annimmt.
Die Korrelationsfunktion f˜N(x) f˜N (x′) ist N -unabha¨ngig und durch
f˜N (x) f˜N (x′) =
2σ2f
N
N∑
i,j=1
cos(q(j) · x+ α(j)) cos(q(i) · x′ + α(i))
=
2σ2f
N
N∑
j=1
cos(q(j) · x+ α(j)) cos(q(j) · x′ + α(j)) = 2σ2f cos(q · x+ α) cos(q · x′ + α)
= σ2f cos
(
q · (x − x′)) = σ2f
(2pi)d/2
∫
Rd
cos
(
q · (x − x′))( d∏
i=1
li exp
(
− (qili)
2
2
))
ddq
= σ2f exp
(
−
d∑
i=1
(xi − x′i)2
2l2i
)
(2.82)
wie in (2.73) gegeben. Durch Exponenzierung erha¨lt man aus fN (x) (N → ∞) ein logarithmisch
normalverteiltes Zufallsfeld K(x) = KD exp
(
fN (x)
)
fu¨r das Permeabilita¨tsfeld.
Bemerkung 2.9. Die Vektoren q(j) und die Zahlen α(j) werden numerisch mit Routinen aus [PTVF92]
generiert. Ein Permeabilita¨tsfeld K(x) als eine Einzelrealisierung wird somit numerisch durch die
Parameter ({q(j)}, {α(j)}, N) nach Gl. (2.81) erzeugt.
Da in der Implementierung die Modenanzahl N endlich ist, werden der Mittelwert und die Varianz
des Gaußschen Zufallsfeldes f(x) auf die vorgegebenen Werte nachkorrigiert. Wir verwenden in
den numerischen Experimenten stets N = 104, f = 0 und KD = 1.
Auf eine Untersuchung der die Stro¨mung charakterisierenden Parameter fu¨r zunehmende Moden-
anzahl N gehen wir nicht ein. Diese findet man z.B. in den Arbeiten [Den00, Ebe00].
Bemerkung 2.10. Fu¨r die Simulationen in Kapitel 5 und 6 nehmen wir an, daß K(x) in jedem
Element einer feinsten Zerlegung des betrachteten Gebiets konstant ist und zwar gleich dem Wert
von K(x) am Elementmittelpunkt. Damit erhalten wir eine deterministische, partielle Differen-
tialgleichung nach Gl. (2.62) fu¨r die Stro¨mung.
Bemerkung 2.11. Die beschriebene Methode zur Erzeugung eines Zufallsfeldes ist in der Lite-
ratur eher unbekannt. Ha¨ufig wird in der Literatur die sogennannte
”
Turning Bands“-Methode
(Bandgenerator-Methode) benutzt [MW82, AMGT89] oder die Methode der schnellen Fourier-
Transformation (FFT) der Covarianzmatrix [RGSW93, Cir03]. Diese sind zwar weniger rechenauf-
wendig, haben aber den Nachteil, daß die Erzeugung eines anisotrop korrelierten Zufallsfeldes in
zwei Dimensionen komplizierter ist.
2.4.4 Periodische und andere Felder
Die in den na¨chsten Kapiteln entwickelte Theorie des Upscalings und das resultierende Mehrgit-
terverfahren beruhen zuna¨chst darauf, daß das Permeabilita¨tsfeld logarithmisch normalverteilt ist.
Um zu testen, wie gut das Verfahren auch fu¨r Medien ist, fu¨r die diese Annahme nicht erfu¨llt
ist, betrachten wir außer den Realisierungen des logarithmisch normalverteilten Zufallsfeldes auch
determistische Konfigurationen fu¨r das Medium. Wir untersuchen vor allem periodische Medien
fu¨r das Permeabilita¨tsfeld wie etwa periodisch geschichtete Medien (Laminat) und schachbrettar-
tige Medien. Diese sind sehr interessant, da man hier theoretische Vorhersagen fu¨r die Werte der
hochskalierten Permeabilita¨tsfelder hat (siehe auch Abschnitt 2.5).
Uns interessiert auch das Verhalten fu¨r zufa¨llige Medien, die Realisierungen des logarithmisch
normalverteilten Feldes sind, aber in vorgegebenen Bereichen auf konstante Permeabilita¨tswerte
gesetzt werden. Diese Bereiche ko¨nnen z.B. Blo¨cke oder Kana¨le sein (siehe Abb. 6.9).
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2.5 Homogenisierungstheorie
Die mathematische Theorie der Homogenisierung wurde eingefu¨hrt, um das Verhalten von zusam-
mengesetzten Materialien (Verbundwerkstoffe) zu beschreiben. Der Ausgangspunkt dafu¨r ist: In
einem zusammengesetzten Material sind die Heterogenita¨ten im Vergleich zur Ausdehnung des
Materials sehr klein. Das heißt, zwei Skalen charakterisieren das Material, die mikroskopische mit
den Heterogenita¨ten und die makroskopische, die das globale Verhalten des Materials wiedergibt.
Auf der makroskopischen Ebene wirkt das Material homogen.
Das Ziel der Homogenisierungstheorie ist, die makroskopischen Eigenschaften des Materials anzu-
geben, indem sie die Eigenschaften der Mikrostruktur in Betracht zieht. Dazu nimmt man an, daß
die Heterogenita¨ten im Material gleichverteilt sind. Dies kann man durch ein periodisch zusammen-
gesetztes Medium modellieren, mit einer durch die Heterogenita¨ten vorgegebenen Periodizita¨tszelle
als kleinster Einheit. Die Periode dieser Zellen la¨ßt man dann gegen null gehen.
Wir beschra¨nken uns auf den Modellfall eines elliptischen Differentialoperators zweiter Ordnung
mit periodisch oszillierenden Koeffizienten. Die Beweise der Sa¨tze sind zum Beispiel in den Bu¨chern
von Jikov et al. und Cioranescu und Donato enthalten [JKO94, CD99].
Gegeben sei eine symmetrische, 1-periodische Matrixfunktion A : Rn → Rn×n mit Konstanten
λ,Λ > 0, so daß
λ|ξ|2 ≤
n∑
i,j=1
Aij(y) ξiξj ≤ Λ|ξ|2 fu¨r alle ξ ∈ Rn und y ∈ Rn . (2.83)
Wir definieren A(x) := A(x ) und betrachten das Problem:
Problem 2.1. Suche u : Ω→ R mit
−div A(x)∇u(x) = f(x) fu¨r x ∈ Ω , (2.84)
u(x) = 0 fu¨r x ∈ ∂Ω , (2.85)
wobei Ω ⊂ Rn ein beschra¨nktes Gebiet sei.
Der makroskopischen Skala entspricht hier x, der mikroskopischen Skala x/. Der U¨bergang → 0
entspricht der mathematischen Homogenisierung des Problems. Dabei stellen sich folgende Fragen:
1. Konvergiert die Folge u gegen eine Grenzfunktion u0?
2. Falls ja, lo¨st u0 wieder ein Randwertproblem und sind die Koeffizienten dieses Problems
konstant?
3. Ist u0 eine gute Approximation fu¨r u bzw. kann man mit u0 eine gute Approximation fu¨r
u konstruieren?
Die Antworten auf diese Fragen sind nicht nur im Hinblick auf praxistaugliche Materialkoeffizienten
relevant, sondern auch, weil die Substitution des Problems 2.1 durch ein Grenzproblem numerische
Berechnungen wesentlich erleichtert.
Resultate aus der Homogenisierungstheorie
Es ist bekannt, daß fu¨r kleine  die Lo¨sung u durch die Lo¨sung u0 : Ω → R des homogenisierten
Problems approximiert werden kann:
Satz 2.10. Die Lo¨sungen u zu Problem 2.1 konvergieren fu¨r  → 0 stark in L2(Ω) gegen eine
Funktion u0 ∈ H10 (Ω), die die eindeutige Lo¨sung des Problems
suche u0 ∈ H10 (Ω) : −div A0∇u0(x) = f(x) fu¨r x ∈ Ω (2.86)
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ist. Die homogenisierte Matrix (homogenisierter Koeffizient) A0 ≡ Ahom ist konstant und wird auf
dem Einheitswu¨rfel Y := [0, 1]n durch
Ahomik :=
∫
Y
n∑
j=1
Aij(y)
(
δjk +
∂wk
∂yj
(y)
)
dny (2.87)
berechnet, wobei w die vektorwertige Lo¨sung des sogenannten Zellproblems ist:
Suche w : Y → Rn, 1-periodisch, mit
−div A(y)∇wk(y) = div
(
A(y) ek
)
fu¨r y ∈ Y, k = 1, . . . , n . (2.88)
Bemerkung 2.12. 1. Falls A symmetrisch ist, ist Ahom ebenfalls symmetrisch.
2. Im eindimensionalen Fall ist der homogenisierte Koeffizient das harmonische Mittel:
Ahom =
(∫ 1
0
1
A(y)
dy
)−1
.
3. Im zweidimensionalen Fall ergibt sich fu¨r ein periodisch geschichtetes Medium in y1-Richtung,
d.h. A(y) = A(y1):
Ahom =
(∫ 10 1A(y1) dy1)−1 0
0
∫ 1
0
A(y1) dy1
 . (2.89)
Fu¨r die Approximationseigenschaft gilt folgendes:
Theorem 2.1. 1. Es gilt u → u0 in L2(Ω) und u ⇀ u0 schwach in H1(Ω) fu¨r → 0.
2. Falls A ∈ (W 1,∞(Rn))n×n gilt ||u − u0||L2(Ω) . ||u0||H2(Ω)
und mit w(x) := w(x ) gilt weiter:
||u − u0 − (∇u0) · w − θ||H1(Ω) . ||u0||H2(Ω) . (2.90)
Dabei erfu¨llt θ auf dem Rand ∂Ω θ= 
∑
k
∂u0
∂xk
wk und fu¨r x ∈ Ω
−div A∇θ = 0 . (2.91)
Die Lo¨sung u0 des Grenzproblems zusammen mit dem Korrekturterm erster Ordnung ∇u0 · w
ergibt also eine gute Na¨herung fu¨r u fu¨r kleine .
2.6 Einfache Mittelungsroutinen
Einfache Mittelungsroutinen zur Berechnung eines effektiven Permeabilita¨tskoeffizienten findet
man in der Literatur bereits in Arbeiten aus den siebziger Jahren [Mat67, GGBM78]. Sie wur-
den vor allem in Simulationen fu¨r die O¨lindustrie verwendet. In vielen Fa¨llen bestimmte man
einfach durch Volumenmittelung effektive Werte, die im Fall isotroper Medien sinnvoll sind.
Wir erwa¨hnen einige ha¨ufig zitierte Mittelungsverfahren, um einen effektiven Koeffizienten fu¨r ein
Gebiet Ω mit einem skalaren Permeabilita¨tsfeld K(x) zu bestimmen. Das Volumen von Ω sei eins:
1. Zur Potenz p ∈ Z gemittelter Koeffizient(∫
Ω
(
K(x)
)p
dnx
)1/p
(2.92)
mit dem arithmetisch gemittelten Koeffizienten fu¨r p = 1 und dem harmonisch gemittelten
Koeffizienten fu¨r p = −1.
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2. Der geometrisch gemittelte Koeffizient
exp
(∫
Ω
lnK(x) dnx
)
. (2.93)
Dieser wird sehr ha¨ufig in zwei Dimensionen als effektiver Wert herangezogen, da er fu¨r ein
logarithmisch normalverteiltes Zufallsmedium mit isotroper Korrelationsfunktion exakt ist.
Dies wird in der Arbeit [Koz80] von Kozlov und in [Gel93] gezeigt.
3. In zwei Raumdimensionen geben King bzw. Migdal-Kadanoff [Kin89, CFCPP92] fu¨r ein
stu¨ckweise konstantes Permeabilita¨tsfeld auf einem quadratischen Vierecksgitter einen ef-
fektiven Koeffizienten fu¨r je vier benachbarte Werte Ki, i = 1, . . . , 4, wie folgt an:
4(K1 +K3)(K2 +K4)Kc
3(K1 +K2)(K3 +K4)(K1 +K3)(K2 +K4) +KcKs ”
King-Wert“ (2.94)
mit Kc = K2K4(K1 +K3) +K1K3(K2 +K4) und Ks =
∑4
i=1Ki,(
1
K1 +K2
+
1
K3 +K4
)−1
”
Migdal-Kadanoff-Wert“. (2.95)
Diese sogenannten renormierten Blockkoeffizienten erha¨lt man durch ein a¨quivalentes elektri-
sches Widerstandsnetzwerk bzw. durch ein Variationsprinzip fu¨r ein System von magnetischen
Permeabilita¨ten.
In einem isotrop lognormalverteilten Medium wird als effektiver Koeffizient
Kg
(
1 + σ2f
(
1
2
− 1
n
))
(2.96)
mit dem geometrischen Mittel Kg = KD exp
(
f
)
sehr oft benutzt [DK92a, NO93]. Gutjahr et
al. [GGBM78] zeigen, daß dieser Wert in Ordnung O(σ2f ) exakt ist.
Matheron [Mat67] stellte die Vermutung auf, daß der effektive Koeffizient in n Dimensionen ein
gewichtetes Mittel von arithmetischen und harmonischen Mittel ist:
lnKeff =
(
1− 1
n
)
lnKa +
1
n
lnKh (2.97)
oder
Keff = Kg exp
(
σ2f
(
1
2
− 1
n
))
, (2.98)
mit Ka := K = Kg exp
(
σ2f/2
)
und Kh := Kg exp
(−σ2f/2).
Bemerkung 2.13. Im Fall eines Tensorfeldes Kij(x), i, j = 1, . . . , n, definiert man die Mittelung
nach einer der oben genannten Mittelungsroutinen durch die Anwendung auf die Komponenten
Kij(x) des Tensors.
Fu¨r ein anisotrop korreliertes, skalares Permeabilita¨tsfeld wird so in keinem Fall eine Richtungs-
anisotropie im effektiven Koeffizienten wiedergeben.
Die einfachen Mittelungsroutinen benutzen wir in Kapitel 5 und 6 zum iterativen Hochskalieren
von Permeabilita¨tsfeldern, fu¨r die wir Vergleichsberechnungen durchfu¨hren und die wir in Mehrgit-
terverfahren einsetzen. Wenn wir dort von einfachen Upscalingsmethoden sprechen, beziehen wir
uns immer auf eine der oben genannten.
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2.7 Finite Elemente
2.7.1 Galerkin-Verfahren
In diesem Abschnitt betrachten wir ein Verfahren zur Diskretisierung der partiellen Differential-
gleichung
−div K(x)∇u(x) = f(x) + div g(x) fu¨r x ∈ Ω , (2.99)
mit den Randbedingungen
u(x) = uD(x) fu¨r x ∈ ∂ΩD ,
n(x) · (K(x)∇u(x)) = 0 fu¨r x ∈ ∂ΩN .
Dabei sei Ω ∈ R2 ein offenes Quadrat, ∂ΩD∪∂ΩN = ∂Ω und n(x) das a¨ußere Einheits-Normalenfeld
auf ∂Ω. K(x) ∈ (W 1,∞(Ω))2×2 sei eine symmetrische, positiv definite, matrixwertige Funktion.
Beim Galerkin-Verfahren geht man von der folgenden Variationsformulierung des Problems (2.99)
aus:
Problem 2.2. Fu¨r f ∈ L2(Ω), g ∈ (L2(Ω))2 und uD ∈ H1(Ω) suche u ∈ H1(Ω) mit
a(u,w) = l(w) fu¨r alle w ∈ H1D(Ω) , (2.100)
u|∂ΩD = uD|∂ΩD , (2.101)
mit H1D(Ω) := {w ∈ H1(Ω)| w = 0 auf ∂ΩD}.
Dabei bezeichnet
a(u,w) :=
∫
Ω
∇w · (K∇u) d2x und (2.102)
l(w) :=
∫
Ω
f w d2x−
∫
Ω
g · ∇w d2x+
∫
∂ΩN
g · nw dx . (2.103)
Definiert man v := u−uD ∈ H1D(Ω) und ersetzt l(w)← l(w)+a(uD, w), ergibt sich die Variations-
gleichung, bei der die Dirichlet-Randbedingung eliminiert ist:
Problem 2.3. Suche v ∈ H1D(Ω) mit
a(v, w) = l(w) fu¨r alle w ∈ H1D(Ω) . (2.104)
Mit den Annahmen an K(x) erha¨lt man, daß a(·, ·) H1D-elliptisch ist. Da l ∈
(
H1D(Ω)
)′
ist, folgert
man fu¨r das Variationsproblem bzw. Problem 2.2 nach dem Lemma von Lax-Milgram bzw. Satz 2.3
die Existenz und Eindeutigkeit der Lo¨sung.
Die Idee des Galerkin-Verfahrens ist nun, die Lo¨sung v ∈ V := H1D(Ω) von (2.104) durch Lo¨sungen
vk aus endlich-dimensionalen Teilra¨umen Vk ⊂ V zu approximieren. Die vk ∈ Vk sind dabei
Lo¨sungen der endlich-dimensionalen Probleme
a(vk, wk) = l(wk) fu¨r alle wk ∈ Vk . (2.105)
Die Finite-Element-Methode ist eine flexible Methode, um solche Vk zu konstruieren. Diese An-
satzra¨ume Vk basieren danach auf Unterteilungen des Gebiets Ω in sogenannte Elemente.
2.7.2 Gebietszerlegungen
Definition 2.16. Eine Zerlegung τh := {Ti}1≤i≤M des Gebiets Ω ist eine Menge von Elementen
Ti ⊂ Ω mit der Eigenschaft:
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1. Ti ∈ τh ist abgeschlossen,
2.
⋃
i Ti = Ω,
3. Fu¨r Ti 6= Tj gilt (Ti \ ∂Ti) ∩ Tj = ∅.
Da wir in den numerischen Experimenten ausschließlich mit struktuierten Vierecksgittern arbeiten,
konzentrieren wir uns im folgenden auf diesen einfachen Fall einer Zerlegung des Gebiets.
Dazu u¨berziehen wir das Quadrat Ω mit einem gleichma¨ßigen, quadratischen Vierecknetz der Ma-
schenweite h, wie in Abb. 2.5 gezeigt. Dies stellt eine zula¨ssige Zerlegung von Ω dar6. Wir definieren
die Menge der Gitterpunkte Ωh =
{
p(i)
}
1≤i≤(√M+1)2 durch
Ωh :=
{
(p1, p2) ∈ Ω| p1 = ih, p2 = jh, i, j ∈ Z
}
, (2.106)
und den Mittelpunkt eines Elements Ti bezeichnen wir mit x˜(Ti). Die Gitterpunkte p
(i) ordnen wir
lexikographisch an.
r r r
r r r
r r r
r r
r r r r r
r r
r r r r r
r r
Abbildung 2.5: Quadratisches Vierecksgitter
Bemerkung 2.14. Man beginnt oft mit einer sehr groben Zerlegung, die dann nach der folgenden
Regel sukzessive verfeinert wird: Ein Element Ti ∈ τh wird stets in vier gleichfo¨rmige Vierecke als
Unterelemente regula¨r verfeinert, siehe Abb. 2.6. Einer Verfeinerung von τh, bei dem jedes Element
Ti ∈ τh genau einmal lokal verfeinert wird, entspricht somit einer Zerlegung τh′ des Gebiets Ω durch
ein gleichma¨ßiges Vierecknetz mit der Maschenweite h′ = h/2.
Abbildung 2.6: Verfeinerung eines Elements
Wir nehmen im folgenden an, daß ∂ΩD von Elementen Ti von τh aufgelo¨st wird. Das heißt ∂ΩD =⋃
I
(
Ti ∩ ∂Ω
)
mit einer geeigneten Indexmenge I .
2.7.3 Bilineare Finite Elemente
Auf den eingefu¨hrten Zerlegungen τh ko¨nnen wir folgende endlich-dimensionale Funktionenra¨ume
definieren:
6Eine Zerlegung τ = {Ti} von Ω heißt zula¨ssig, falls folgende Bedingungen erfu¨llt sind:
1. Ω =
S
i Ti
2. Besteht Ti ∩ Tj aus genau einem Punkt, so ist dieser ein Eckpunkt sowohl von Ti als auch von Tj .
3. Besteht Ti ∩ Tj fu¨r i 6= j aus mehr als einem Punkt, so ist Ti ∩ Tj eine Kante sowohl von Ti als auch von Tj .
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Definition 2.17. Sei τh eine Zerlegung des Gebiets Ω. Dann bezeichne Vh den Raum der bilinearen
Finite Elemente, der die Menge aller Funktionen vh ∈ Vh ist mit
Vh :=
{
v ∈ C(Ω)| v|Ti ∈ Q(1) ∀i, v|∂ΩD = 0} . (2.107)
Q(t) bezeichnet die Polynommenge zu Viereckelementen, die aus Tensorprodukten besteht:
Q(t) :=
{
u(x1, x2) =
∑
0≤i,k≤t
cik x
i
1x
k
2
}
, (2.108)
mit den bilinearen als den einfachsten nicht-konstanten Elementen.
Offensichtlich sind die so definierten Funktionenra¨ume Teilmengen von H1D(Ω), enthalten also
zula¨ssige Ansatz- und Testfunktionen fu¨r das Problem 2.3. Daher kann man sie als Grundlage
eines Galerkin-Verfahrens benutzen. Die approximierende Folge fu¨r (2.105) bezeichnet man ent-
sprechend mit vh.
Der Ansatz fu¨r Vh liefert stu¨ckweise Polynome, bei dem zwar vh innerhalb eines Elements ein Poly-
nom zweiten Grades ist, die Restriktion auf jede Kante jedoch eine lineare Funktion. Wegen dieser
Reduktion des Grades ist der stetige Anschluß durch die Vorgabe der Knotenwerte gewa¨hrleistet.
In jedem Viereck ist vh ∈ Vh durch die Werte an den vier Gitterpunkten des Elements eindeutig
bestimmt. Deshalb ist dimVh = N := Anzahl der Gitterpunkte p
(j), die nicht auf ∂ΩD liegen. vh
ist aber auch global durch diese Gitterpunkte gegeben.
Fu¨r die Implementierung ist die Wahl einer Basis von Q(1) notwendig. Als Basis von Vh wa¨hlen wir
die sogenannte Standard-Knotenbasis {ψi}1≤i≤N , die einfach durch Punktauswertungen auf dem
regelma¨ßigen Punktgitter Ωh definiert ist:
ψi
(
p(j)
)
= δij . (2.109)
Fu¨r den Gitterpunkt p(i) mit den Koordinaten
(
p
(i)
1 , p
(i)
2
)
ergibt sich fu¨r die Ansatzfunktion ψi(x)
damit
ψi(x1, x2) =

1
h2
(
h− |x1 − p(i)1 |
)×(
h− |x2 − p(i)2 |
)
, falls max
{|x1 − p(i)1 |, |x2 − p(i)2 |} ≤ h
0 , sonst
(2.110)
als bekannte
”
Hut-Funktion“ (vgl. Abb. 2.7).
Abbildung 2.7: Hut-Funktion fu¨r zwei Dimensionen.
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Definition 2.18. Fu¨r Berechnungen in Kapitel 5 fu¨hren wir noch die Interpolierende Πh
(
v(x)
)
im Finite-Element-Raum Vh einer beliebigen Funktion v(x) auf dem Gitter mit Maschenweite h
ein:
Πh
(
v(x)
)
:=
N∑
j=1
v(p(j))ψ
(h)
j (x) , (2.111)
mit der Standard-Knotenbasis
{
ψ
(h)
i
}
fu¨r eine Zerlegung τh.
2.7.4 Assemblierung (Erzeugung der Steifigkeitsmatrix)
Mit der definierten Knotenbasis {ψi}1≤i≤N fu¨r Vh ist das lineare Problem fu¨r (2.105) a¨quivalent
zu einem linearen Gleichungssystem
Av = b (2.112)
mit A :=
(
a(ψj , ψi)
)N
i,j=1
und b :=
(
l(ψi)
)N
i=1
zur Bestimmung der Koeffizienten v = (vi)
N
i=1 der
Darstellung
vh(x) =
N∑
i=1
vi ψi(x) . (2.113)
Die sogenannte Steifigkeitsmatrix bzw. Diskretisierungsmatrix A und die rechte Seite (Lastvektor)
b ergeben sich explizit zu
Aij := a(ψj , ψi) =
∫
Ω
∇ψi · (K∇ψj) d2x , (2.114)
bi := l(ψi) =
∫
Ω
f ψi d
2x−
∫
Ω
g · ∇ψi d2x+
∫
∂ΩN
g · nψi dx
+ a(uD, ψi) . (2.115)
Bemerkung 2.15. Da die Berechnung der Elementgeometrie fu¨r unstrukturierte Gitter und die Aus-
wertung der Koeffizientenfunktion K auf den Elementen im allgemeinen aufwendig ist, berechnet
man die Steifigkeitsmatrix und den Lastvektor, indem man diese u¨ber den Teilelementen Ti der
Zerlegung getrennt ermittelt und anschließend aufaddiert. Von Vorteil dafu¨r ist, daß die Basisfunk-
tionen ψi einen relativ kleinen Tra¨ger besitzen.
Fu¨r regelma¨ßige Gitterstrukturen, wie wir sie verwenden, wird aber auch eine Assemblierung der
Steifigkeitsmatrix u¨ber die Gitterpunkte angewandt. Die dazu erforderlichen Informationen u¨ber
indizierende Teilelemente und benachbarte Gitterpunkte ist in diesem Fall leicht verfu¨gbar.
Bei der Berechnung der lokalen Beitra¨ge fu¨r die Steifigkeitsmatrix und den Lastvektor benutzt man
geeignete, numerische Quadraturformeln. Die numerischen Experimente der folgenden Kapitel ge-
hen allerdings immer von einem elementweise-konstanten, matrixwertigen Koeffizienten K(x) aus,
so daß man hier Aij und bi fu¨r die bilinearen Finite Elemente explizit angeben kann.
Der U¨bersichtlichkeit halber benutzen wir dazu die sogenannte Stern-Darstellung, die in den in-
neren Gitterpunkten die Eintra¨ge in einer Zeile der Steifigkeitsmatrix angibt. Diese ordnet man
gema¨ß ihrer geometrischen Lage an.
Fu¨r einen elementweise-konstanten, matrixwertigen KoeffizientenK(x) ergibt sich fu¨r einen inneren
Gitterknoten p(i) und den folgenden Bezeichnungen fu¨r K(x) um p(i):
K(i,1) K(i,0)
K(i,2) K(i,3)
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A∗ =
1
12

K(i,1) · (−2 33 −2 ) K(i,0) · ( 2 −33 −4 )+
K(i,1) · ( 2 3−3 −4 ) K(i,0) ·
(−2 −3
−3 −2
)
K(i,1) · (−4 −33 2 )+
K(i,2) · (−4 3−3 2 )
(K(i,0) +K(i,2)) · ( 4 33 4 )+
(K(i,1) +K(i,3)) · ( 4 −3−3 4 )
K(i,0) · (−4 3−3 2 )+
K(i,3) · (−4 −33 2 )
K(i,2) · (−2 −3−3 −2 ) K(i,2) · ( 2 −33 −4 )+
K(i,3) · ( 2 3−3 −4 ) K(i,3) ·
(−2 3
3 −2
)

. (2.116)
Dabei wird das Skalarprodukt fu¨r quadratische Matrizen verwendet:(
K11 K12
K21 K22
)
·
(
a b
c d
)
:= K11a+K12b+K21c+K22d . (2.117)
Bemerkung 2.16. Fu¨r den Diskretisierungsstern A∗ gilt, daß die Summe seiner Eintra¨ge identisch
gleich null ist und im skalaren Fall, K(x) > 0 skalar, er sich reduziert zu:
A∗ =
1
6
 −2K(i,1) −K(i,0) −K(i,1) −2K(i,0)−K(i,1) −K(i,2) 4∑3j=0 K(i,j) −K(i,0) −K(i,3)
−2K(i,2) −K(i,2) −K(i,3) −2K(i,3)
 . (2.118)
Fu¨r den Lastvektor bi erha¨lt man
bi = l(ψi) =
h
2
(
K
(i,0)
1j +K
(i,0)
2j
)− h2 (K(i,1)1j −K(i,1)2j )
− h2
(
K
(i,2)
1j +K
(i,2)
2j
)
+ h2
(
K
(i,3)
1j −K(i,3)2j
)
,
(2.119)
mit der speziellen Wahl f ≡ 0, uD ≡ 0 und g := K(x) ej und dem Einheitsvektor ej in xj-Richtung.
Zur Berechnung der Zellprobleme in Kapitel 5 und 6 benutzen wir diese Wahl.
Bemerkung 2.17. Fu¨r Gitterpunkte auf dem Dirichlet-Rand sind die Werte der Lo¨sung explizit vor-
gegeben. Damit ko¨nnen diese Unbekannten im vorhinein eliminiert werden. Am Neumann-Rand
∂ΩN hingegen wird der Differenzenstern (2.116) nur durch die Koeffizienten K
(i,j) der Randele-
mente bestimmt und der Lastvektor (2.119) zusa¨tzlich durch das Randintegral
∫
∂ΩN
g · nψi dx
modifiziert.
2.7.5 Approximationssa¨tze
Die Approximationsaussagen aus der Theorie der Finiten Elemente fu¨r den Fall bilinearer Viereck-
elemente lauten (siehe z.B. [Bra97]):
Satz 2.11. Sei τh eine Zerlegung von Ω in Parallelogramme.
1. Dann gilt mit einer Konstanten C, die von Ω unabha¨ngig ist, fu¨r die Interpolation durch
bilineare Elemente:
||u− uh||Hm(Ω) ≤ C h2−m|u|H2(Ω) fu¨r u ∈ H2(Ω) (0 ≤ m ≤ 2) . (2.120)
2. Wenn das Variationsproblem H2-regula¨r ist (||u||H2 ≤ c||f ||L2), dann gilt fu¨r die Finite-
Element-Na¨herung uh durch bilineare Viereckelemente in Vh:
||u− uh||H1(Ω) ≤ c h||f ||L2(Ω) . (2.121)
Mithilfe eines Dualita¨tsarguments erha¨lt man schließlich:
Satz 2.12. Sei u ∈ H1(Ω) die Lo¨sung des Variationsproblems. Unter den Voraussetzungen von
Satz 2.11 mit f ∈ L2(Ω) und damit u ∈ H2(Ω) gilt
||u− uh||L2(Ω) . h2||f ||L2(Ω) . (2.122)
Kapitel 3
Mehrgitterverfahren
Neben direkten Lo¨sungsverfahren fu¨r Systeme von linearen Gleichungen, wie z.B. das Gaußsche
Eliminationsverfahren, gibt es iterative Lo¨sungsverfahren, die schrittweise eine exaktere Na¨herung
fu¨r die Lo¨sung berechnen. In numerischen Anwendungen dominieren sie gegenu¨ber den direkten
Lo¨sern.
Da die Effektivita¨t von einfachen Iterationsverfahren bei ansteigender Problemgro¨ße dramatisch
abnimmt, wurden mit den Mehrgitterverfahren neuartige Methoden zur Lo¨sung linearer Glei-
chungssysteme entwickelt. Das erste Mehrgitterverfahren wurde im Jahr 1961 von Fedorenko vorge-
stellt [Fed61]. Der große Vorteil der Mehrgitterverfahren ist ihre von der Anzahl der Unbekannten
unabha¨ngige Konvergenzrate.
Zuna¨chst betrachten wir einfache Lo¨sungsverfahren, da sie auch ein wesentlicher Bestandteil der
Mehrgitterverfahren sind.
3.1 Iterative Lo¨sungsverfahren
Wir betrachten lineare Lo¨sungsverfahren fu¨r ein lineares Gleichungssystem
Ax = b mit x, b ∈ Rn (3.1)
und regula¨rer Matrix A ∈ Rn×n.
Definition 3.1. Ein Iterationsverfahren Φ = Φ(b, x0) : Rn × Rn → Rn ist eine Vorschrift, die
zu allen rechten Seiten b und Startwerten x0 eine Folge (x(m))m∈N mit x(0) = x0 erzeugt. Φ
heißt konsistent mit (3.1), wenn die Wahl x(0) = x zur konstanten Folge x(m) ≡ x fu¨hrt. Φ heißt
konvergent, wenn fu¨r alle rechten Seiten und Startwerte die Folge (x(m))m∈N gegen die Lo¨sung x
von (3.1) konvergiert.
Fu¨r lineare Iterationsverfahren Φ gilt fu¨r die Folgenglieder
x(m+1) = M x(m) +N b mit M,N ∈ Rn×n , (3.2)
wobei die Matrizen M und N von A abha¨ngen. A¨quivalent zur Konsistenz ist die folgende Bedin-
gung:
Lemma 3.1. Die lineare Iteration (3.2) ist genau dann konsistent, wenn M + N A = I mit der
Einheitsmatrix I ∈ Rn×n ist.
Beweis. Siehe z.B. [Hac91].
Dies fu¨hrt auf das Iterationsverfahren
x(m+1) = x(m) −N(Ax(m) − b) , (3.3)
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fu¨r das die Matrix N offensichtlich eine Approximation von A−1 sein sollte. N wird dazu u¨ber eine
leicht zu invertierende Approximation W von A konstruiert, was sich als
x(m+1) = x(m) −W−1(Ax(m) − b) ⇔ W (x(m+1) − x(m)) = b−Ax(m) (3.4)
schreiben la¨ßt.
Die Matrix M = I − N A = I −W−1A heißt Iterationsmatrix oder Fehlerfortpflanzungsmatrix,
weil fu¨r den Fehler e(m) := x(m) − x mit b = Ax gilt:
e(m+1) = e(m) −W−1Ae(m) = M e(m) . (3.5)
Ihr Spektralradius bestimmt die asymptotische Konvergenzrate der Iteration. Die Gro¨ße d(m) :=
Ax(m) − b nennt man Defekt, r(m) := b−Ax(m) das Residuum.
Skaliert man die Korrektur des Iterationsverfahrens mit einem Faktor ω ∈ R, so spricht man von
einem geda¨mpften Verfahren:
x(m+1) = x(m) − ωW−1(Ax(m) − b) . (3.6)
Ein notwendiges und hinreichendes Kriterium fu¨r die Konvergenz ist das folgende.
Theorem 3.1. Ein lineares, konsistentes Iterationsverfahren ist genau dann konvergent, wenn fu¨r
die Iterationsmatrix M gilt:
ρ(M) < 1 . (3.7)
ρ(M) heißt die Konvergenzrate der Iteration.
Beweis. Siehe z.B. [Hac91].
3.2 Einfache lineare Iterationsverfahren
Wir zerlegen die Matrix A wie folgt:
A = E +D + F . (3.8)
Dabei sei D die Diagonalmatrix der Diagonaleintra¨ge von A und E bzw. F die strikte untere bzw.
obere Dreiecksmatrix von A.
1. Das geda¨mpfte Richardson-Verfahren. Hier wa¨hlt man W = 1ω I mit sehr kleinem ω > 0.
2. Das Jacobi-Verfahren mit W = D. Komponentenweise bedeutet dies:
x
(m+1)
i = x
(m)
i −A−1ii
 n∑
j=1
Aijx
(m)
j − bi
 fu¨r i = 1, . . . , n . (3.9)
3. Das geda¨mpfte Jacobi-Verfahren. Hier ist W = 1ωD.
4. Das Gauß-Seidel-Verfahren. Hier lautet die Iterationsvorschrift
x
(m+1)
i = x
(m)
i −A−1ii
∑
j<i
Aijx
(m+1)
j +
∑
j≥i
Aijx
(m)
j − bi
 fu¨r i = 1, . . . , n , (3.10)
mit W = D +E. Fu¨r untere Dreiecksmatrixen A ist dies ein exakter Lo¨ser.
5. Das SOR-Verfahren. Hier fu¨hrt man einen Relaxationsparameter ω in (3.10) ein. Dies fu¨hrt zu
W = 1ω (D+ωE). Fu¨r ω < 1 spricht man von Unterrelaxation, fu¨r ω > 1 von U¨berrelaxation.
6. Das ILU-Verfahren mit W = LU , wobei L und U aus einer LU-Zerlegung entstehen, bei der
Nichtnullelemente außerhalb eines vorgegebenen Besetzungsmusters vernachla¨ssigt werden.
Die Zerlegung erfu¨llt dann A = LU −R mit einer Restmatrix R.
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7. Das symmetrische Gauß-Seidel-Verfahren. Dieses erha¨lt man durch Kombination eines Ite-
rationsschrittes des Gauß-Seidel-Verfahrens und eines Iterationsschrittes des Gauß-Seidel-
Ru¨ckwa¨rtsverfahrens, fu¨r das W = D + F ist. Insgesamt ergibt sich dann: W = (D +
E)D−1(D + F ).
Bemerkung 3.1. Die Konvergenz dieser Verfahren ist nur fu¨r bestimmte Klassen von Matrizen
garantiert. Einige Resultate befinden sich im na¨chsten Abschnitt.
3.2.1 Konvergenz der einfachen Iterationsverfahren
Die Konvergenzbeweise ko¨nnen alle in [Hac91] oder [QSS02] gefunden werden. Zuna¨chst fu¨hren wir
noch folgende Definitionen ein:
Definition 3.2. Eine nichtsingula¨re Matrix A ∈ Rn×n heißt M-Matrix, falls gilt:
Aii > 0 fu¨r i = 1, . . . , n , (3.11)
Aij ≤ 0 fu¨r i, j = 1, . . . , n , i 6= j , (3.12)(
A−1
)
ij
≥ 0 fu¨r alle i, j = 1, . . . , n .
Definition 3.3. Eine Matrix A ∈ Rn×n heißt diagonaldominant, wenn
|Aii| ≥
n∑
j=1, j 6=i
|Aij | mit i = 1, . . . , n . (3.13)
Wenn die Ungleichung im strengen Sinne gilt, heißt A streng diagonaldominant.
Bemerkung 3.2. Eine streng diagonaldominante Matrix, die symmetrisch mit positiven Diagonal-
elementen ist, ist auch positiv definit. M-Matrizen sind mit streng diagonaldominanten Matrizen
und positiv definiten Matrizen durch folgende Eigenschaft verwandt:
Satz 3.1. Sei A ∈ Rn×n.
1. Wenn A streng diagonaldominant ist und die Vorzeichenbedingungen (3.11) und (3.12) erfu¨llt,
dann ist A eine M-Matrix.
2. Ist A eine symmetrische M-Matrix, dann ist A positiv definit.
Konvergenzresultate fu¨r die einfachen Iterationsverfahren:
Satz 3.2. Ist A eine streng diagonaldominante Matrix, so sind das Jacobi- und das Gauß-Seidel-
Verfahren konvergent.
Satz 3.3. Ist A symmetrisch und positiv definit, so ist das geda¨mpfte Jacobi-Verfahren fu¨r 0 <
ω < 2/ρ(D−1A) konvergent.
Satz 3.4. Fu¨r eine symmetrische, positiv definite Matrix A konvergiert das Gauß-Seidel-Verfahren
und das symmetrische Gauß-Seidel-Verfahren.
Satz 3.5 (Ostrowski). Das SOR-Verfahren konvergiert nicht fu¨r ω ≤ 0 oder ω ≥ 2. Ist A
symmetrisch und positiv definit, so ist das SOR-Verfahren genau dann konvergent, wenn 0 < ω < 2
gilt.
Die Existenz der Zerlegung fu¨r das ILU-Verfahren ist nur in speziellen Fa¨llen gesichert. Fu¨r M-
Matrizen gilt:
Satz 3.6. Sei A eine M-Matrix und das Besetzungsmuster der ILU-Zerlegung das Muster dieser
Matrix. Dann existiert die ILU-Zerlegung, und das ILU-Verfahren konvergiert:
ρ(M) < 1 mit M = I − U−1L−1A . (3.14)
Beweis. Siehe [Hac91].
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3.3 Klassische Mehrgitterverfahren
Da die Effektivita¨t der einfachen Iterationsverfahren bei ansteigender Problemgro¨ße deutlich ab-
nimmt, benutzt man ha¨ufig Mehrgitterverfahren zur Lo¨sung großer und du¨nnbesetzter linearer
Gleichungssysteme. Mehrgitterverfahren za¨hlen zu den schnellsten Gleichungslo¨sern bei Proble-
men mit sehr vielen Unbekannten, da ihre Konvergenzrate in vielen Fa¨llen nicht von der Anzahl
der Unbekannten N abha¨ngt. Fedorenko [Fed61, Fed64] formulierte als erster Zweigitter- bzw.
Mehrgitter-Algorithmen und zeigte, daß der Rechenaufwand nur wie O(N) ansteigt.
Der Ausgangspunkt des Mehrgitterverfahrens ist die Beobachtung, daß beim Lo¨sen eines Glei-
chungssystems fu¨r die Behandlung der langwelligen und der kurzwelligen Anteile unterschiedliche
Vorgehensweisen sinnvoll sind. Durch die Kombination zweier verschiedener Methoden kommt man
zu einem Algorithmus, der auf dem gesamten Spektrum wirkungsvoll arbeitet.
Die Effizienz dieses Ansatzes wurde aber erst in den siebziger Jahren von Brandt [Bra73] und
Hackbusch [Hac76] erkannt und ausgenutzt. Eine detaillierte Einfu¨hrung klassischer Mehrgitter-
verfahren befindet sich z.B. in [Hac85, Wes91].
Wa¨hrend der stetigen Weiterentwicklung der Mehrgitterverfahren schenkte man zunehmend einer
mehr algebraischen Sichtweise der Mehrgittermethoden und einem allgemeineren Rahmen bis hin
zu Multilevel-Verfahren Aufmerksamkeit [RS85, WKW97].
3.3.1 Gla¨tter
Die Entwicklung der Mehrgitterverfahren beginnt mit einer genauen Analyse der einfachen Itera-
tionsverfahren zur Lo¨sung eines linearen Gleichungssystems
Ax = b (3.15)
wie dem Jacobi- oder dem Gauß-Seidel-Verfahren. Bei diesen Verfahren konvergiert der Spektral-
radius der Iterationsmatrix ρ(M) bei steigender Anzahl von Unbekannten gegen eins.
Fu¨r die Steifigkeitsmatrix des zweidimensionalen Laplace-Modellproblems findet man z.B., daß fu¨r
das Jacobi-Verfahren asymptotisch gilt:
ρJac = 1− CJach2 +O(h4) . (3.16)
Die Konvergenzrate wird also mit kleinerer Gitterweite h ∝ 1√
N
schnell schlechter. Das Gauß-
Seidel-Verfahren verha¨lt sich a¨hnlich, ist aber etwa doppelt so effizient wie das Jacobi-Verfahren.
Es gilt ρGS = 1− 2CJach2.
Man erkennt leicht, daß die schlechte Konvergenz von den glatten (niederfrequenten) Fehleranteilen
verursacht wird. Wa¨hrend die hochfrequenten Fehlerkomponenten stark geda¨mpft werden, bleiben
die langwelligen Anteile beinahe unvera¨ndert. Die einfachen Iterationsverfahren gla¨tten somit den
Fehler, statt ihn zu reduzieren. Sie werden daher oft als Gla¨tter bezeichnet.
3.3.2 Die Mehrgitter-Idee
Wir betrachten ein lineares Gleichungssystem, das aus der Diskretisierung einer elliptischen Dif-
ferentialgleichung auf einem Gitter entsteht. Fu¨r ein Lo¨sungsverfahren, das die Eigenschaft der
einfachen Iterationsverfahren ausnutzt, erweist sich nun das folgende Vorgehen als sinnvoll:
Man fu¨hrt zuna¨chst einige Gla¨ttungsschritte aus, um alle stark oszillierende Bestandteile des Feh-
lers kra¨ftig zu da¨mpfen. Dann geht man zu einem gro¨beren Gitter u¨ber und ermittelt dort na¨he-
rungsweise den verbleibenden glatten Anteil. Das ist mo¨glich, weil glatte Funktionen bereits auf
gro¨beren Gittern gut approximiert werden ko¨nnen. Die Gla¨ttungsschritte auf dem feinen Gitter
und die Grobgitterkorrekturen werden abwechselnd wiederholt. Es entsteht ein Iterationsverfahren.
Das Gleichungssystem zu dem Problem auf dem gro¨beren Gitter ist einfacher zu lo¨sen als das ge-
gebene. Wenn man in einem ebenen Gitter z.B. von der Maschenweite h zu 2h u¨bergeht, sinkt die
Zahl der Unbekannten auf etwa ein Viertel. Außerdem ist die Bandbreite der Steifigkeitsmatrix fu¨r
das gro¨bere Gitter nur ungefa¨hr halb so groß. Der Rechenaufwand fu¨r das Gaußsche Eliminations-
verfahren geht ungefa¨hr um den Faktor 16 zuru¨ck. Wenn dann nur zwei bis drei Iterationsschritte
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gebraucht werden, erreicht man schon eine Ersparnis.
In der Regel wird aber der Aufwand zur Lo¨sung des Gleichungssystems fu¨r die Maschenweite 2h
immer noch als zu groß angesehen, und man wiederholt die Prozedur im Sinne einer Rekursion.
Man vergro¨bert das Gitter so lange, bis ein kleines und damit einfach lo¨sbares Gleichungssystem
vorliegt.
Der Mehrgitter-Algorithmus
Abstrakt la¨ßt sich diese Situation wie folgt darstellen1: Wir nehmen an, daß wir endlich-dimensionale
Ra¨ume Vk, k = 0, . . . , J sowie einen Operator A0 : V0 → V ′0 und ein lineares Funktional f0 ∈ V ′0
haben. Gelo¨st werden soll das Problem
A0 u0 = f0 , (3.17)
das sich bei der Darstellung von u0 bezu¨glich einer Basis
{
ψ
(0)
i
}
von V0 und Darstellung der
Funktionale durch die Werte auf dieser Basis
{
ψ
(0)
i
}
als lineares Gleichungssystem
Aij uj = fi , mit Aij =
(
A0 ψ
(0)
j
)(
ψ
(0)
i
)
und fi = f0
(
ψ
(0)
i
)
, (3.18)
schreiben la¨ßt (vgl. Kapitel 2).
Es gebe nun
1. Prolongationsoperatoren pk−1k : Vk → Vk−1 fu¨r k = 1, . . . , J .
2. Restriktionsoperatoren rkk−1 : V
′
k−1 → V ′k fu¨r k = 1, . . . , J .
3. Grobgitteroperatoren Ak : Vk → V ′k fu¨r k = 1, . . . , J .
4. Gla¨ttungsiterationen Sk : Vk × V ′k → Vk fu¨r k = 0, . . . , J .
Mit Sνk (uk, fk) bezeichnen wir das Ergebnis von ν Gla¨ttungsschritten bei rechter Seite fk und
Startwert uk, Sk(uk, fk) := uk −W−1(Ak uk − fk).
Ein Schritt eines Mehrgitterverfahrens, um eine Approximation fu¨r u0 zu verbessern, ist folgender-
maßen definiert:
Algorithmus 3.1 (Mehrgitterverfahren).
Mehrgitterzyklus MGC(k, uk, fk) :=
Wenn k = J
Gib uJ := A
−1
J fJ zuru¨ck.
Sonst
Vorgla¨ttung: uk := S
ν1
k (uk, fk).
Defektberechnung: dk := Ak uk − fk.
Restriktion: dk+1 := r
k+1
k dk.
ek+1 := 0.
Grobgitterkorrektur: Schleife 1, . . . , γ:
ek+1 := MGC(k + 1, ek+1, dk+1).
Prolongation: uk := uk − pkk+1ek+1.
Nachgla¨ttung: uk := S
ν2
k (uk, fk).
Gib uk zuru¨ck.
Bemerkung 3.3. Die Konstanten γ, ν1 und ν2 sind ha¨ufig unabha¨ngig vom Level k. Fu¨r γ = 1
heißt die Iteration V-Zyklus, fu¨r γ = 2 W-Zyklus, siehe Abb. 3.1. Den Fall J = 1 bezeichnet man
als Zweigitterverfahren. Gewo¨hnlich setzt man ν1 = ν2 =: ν und benutzt ν = 1 oder ν = 2.
Alternativ zu obigen Algorithmus kann man auch innerhalb der Schleife fu¨r die Grobgitterkorrektur
stets uk auf den neuesten Stand bringen und erha¨lt damit fu¨r den resultierenden Algorithmus einen
neuen Defekt (siehe Anhang A.2).
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Level:
0
1
2
3
Abbildung 3.1: V-Zyklus und W-Zyklus fu¨r J = 3.
Die Mehrgitterverfahren ko¨nnen in verschiedene Klassen eingeteilt werden:
Geometrische Mehrgitterverfahren Bei diesen entstehen die endlich-dimensionalen Ra¨ume Vk
sowie die Operatoren Ak und die rechten Seiten fk durch Diskretisieren eines kontinuierlichen
Problems auf gro¨beren Gittern. Die Grobgitter ergeben sich aufgrund fester Vergro¨berungs-
regeln. Die Transferoperatoren erha¨lt man durch einfache Interpolation. Als Gla¨tter setzt
man ha¨ufig angepaßte einfache Iterationsverfahren ein.
Die geometrischen Mehrgitterverfahren bezeichnen wir auch als klassische Verfahren.
Algebraische Mehrgitterverfahren (AMG) Bei diesen Mehrgitterverfahren geht man von ei-
ner Matrixdarstellung des Problems aus. Die Grobgitterra¨ume zusammen mit den Trans-
feroperatoren und den Grobgitteroperatoren werden rekursiv konstruiert. D.h. die Grobgit-
terra¨ume werden abha¨ngig von der Matrix A0 durch algebraische Auswahlregeln oder Aggre-
gation bestimmt. Auch die Transferoperatoren wa¨hlt man matrixabha¨ngig.
Die Operatoren Ak, k > 0, definiert man u¨ber das sogenannte Galerkinprodukt:
Ak+1 := r
k+1
k Akp
k
k+1 . (3.19)
Als Gla¨tter verwendet man unvera¨ndert die einfachen Iterationsverfahren.
Mischformen Hierunter fallen sogenannte algebraisch definierte Mehrgitterverfahren, element-
basierte AMG-Verfahren wie auch andere Kombinationen, die die Eigenschaften der obigen
Mehrgitterverfahren mischen. Auch das Mehrgitterverfahren, das wir auf der Basis der Coarse
Graining Methode entwickeln, za¨hlt dazu.
Im Fall konformer Finite Elemente, d.h. im Fall von ineinander geschachtelten Finite-Element-
Ra¨umen, ergeben sich die Prolongation p und die Restriktion r auf kanonische Weise. Die natu¨rli-
che Wahl fu¨r die Prolongation ist in diesem Fall die Inklusion, fu¨r die Restriktion die Adjungier-
te der Prolongation und fu¨r den Grobgitteroperator das Galerkinprodukt. Dies nennt man den
Galerkin-Fall. Die Prolongations- bzw. Restriktionsmatrix erha¨lt man aus der Matrixdarstellung
der Injektion j : Vk ↪→ Vk−1 bzw. aus der des adjungierten Operators j∗ : V ′k−1 ↪→ V ′k .
Wir betrachten die Komponenten des Mehrgitterverfahrens fu¨r konforme Finite Elemente mit
ineinander geschachtelten Gittern im Detail.
3.3.3 Transferoperatoren
Wir gehen von den in Abschnitt 2.7.2 definierten geschachtelten Zerlegungen
τ0, τ1, . . . , τJ , τk := τhk , hk =
hk+1
2
, (3.20)
1Die Funktionalsformulierung u¨bertra¨gt sich bei Basiswahl in eine Matrixformulierung.
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des Gebiets Ω aus. Im Kontext der Finite Elemente wa¨hlen wir fu¨r jede Zerlegung τk , 0 ≤ k ≤ J ,
analog zu (2.107), einen endlich-dimensionalen Ansatzraum Vk := Vhk . Wir wa¨hlen mit (2.109)
Vk := span
{
ψ
(k)
1 , ψ
(k)
2 , . . . , ψ
(k)
Nk
}
(3.21)
mit der Knotenbasis
{
ψ
(k)
i
}
von τk.
Damit sind die Finite-Element-Ra¨ume der stu¨ckweisen bilinearen Funktionen in τk ebenfalls ge-
schachtelt:
V0 ⊂ V1 ⊂ · · · ⊂ VJ ⊂ H1(Ω) . (3.22)
Die diskreten Probleme, analog zur Formulierung aus Abschnitt 2.7.1, auf dem Level k lauten:
Suche uk ∈ Vk mit a(uk, vk) = f(vk) fu¨r alle vk ∈ Vk . (3.23)
Durch die Basiswahl hat man eine Identifizierung mit dem RNk , d.h. es existiert ein Isomorphismus
Pk : RNk → Vk (3.24)
definiert durch
Vk 3 vk =
Nk∑
i=1
v
(k)
i ψ
(k)
i 7−→
(
v
(k)
i
)
1≤i≤Nk :=

v
(k)
1
...
v
(k)
Nk
 ∈ RNk . (3.25)
Die Adjungierte von Pk bezeichnen wir Rk = P
∗
k : V
′
k → RNk .
Damit kann man das folgende kommutative Diagramm konstruieren,
Vk
Inklusion−−−−−−→ Vk−1
Pk
x xPk−1
RNk
pk−1k−−−−→ RNk−1
(3.26)
woraus man eine Definition fu¨r die Darstellung der Prolongation ableiten kann:
Definition 3.4. Die kanonische Prolongation pk−1k : RNk → RNk−1 lautet
pk−1k =
(
Pk−1
)−1
Pk . (3.27)
Die kanonische Restriktion ist die Adjungierte: rkk−1 =
(
pk−1k
)∗
.
Die Restriktion rkk−1 : V
′
k−1 → V ′k als Adjungierte der Prolongation ist dann definiert durch(
rkk−1fk−1
)
(ψ(k)) = fk−1
(
pk−1k ψ
(k)
)
fu¨r alle ψ(k) ∈ Vk . (3.28)
Durch die Basiswahl und die Identifizierung mit dem RNk bedeutet das fu¨r die Matrizen: rkk−1 =(
pk−1k
)t
. Die Matrixdarstellung der Transferoperatoren fu¨r zwei aufeinanderfolgende Gitter erha¨lt
man aus der Darstellung der Grobgitter-Basisvektoren
{
ψ
(k)
i
}
1≤i≤Nk durch die Feingitter-Basis-
vektoren
{
ψ
(k−1)
i
}
1≤i≤Nk−1 :
ψ
(k)
i =
Nk−1∑
j=1
(rkk−1)ij ψ
(k−1)
j =
Nk−1∑
j=1
(pk−1k )ji ψ
(k−1)
j . (3.29)
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Die bilinearen Finite Elemente, wie wir sie in Kapitel 2 eingefu¨hrt haben, liefern fu¨r die Prolonga-
tions- und Restriktionsmatrizen eine einfache Interpolationsvorschrift. In Sternschreibweise lautet
die Prolongationsmatrix dafu¨r:
pk−1k :=
1/4 1/2 1/41/2 1 1/2
1/4 1/2 1/4
 . (3.30)
Der Stern gibt die Werte der Feingitterfunktion an, die durch Prolongation einer Grobgitterfunk-
tion entstehen, die den Wert eins an einem Gitterpunkt und sonst null hat. Die Prolongation (3.30)
entspricht der Interpolation mit einem bilinearen Polynom. Wir bezeichnen sie als Standard-
Prolongation.
Bemerkung 3.4. Die einfachste Restriktion ist die Injektion rk, injk−1 . Dabei werden an den Knoten
des groben Gitters einfach die Werte der entsprechenden Knoten des feineren Gitters u¨bernommen.
Normalerweise wird aber als Restriktion der zur Prolongation adjungierte Operator verwendet.
Bemerkung 3.5. Es finden auch andere, problemangepaßte Prolongationen und Restriktionen Ver-
wendung. Fu¨r eine elliptische partielle Differentialgleichung mit unstetigen Koeffizienten wird
in [ABDP81, Den82a] eine Modifikation der Transferoperatoren angegeben. Eine Verallgemeine-
rung, die auch auf die Konvektions-Diffusions-Gleichung angewandt werden kann, gab de Zeeuw
in [Zee90] an. Wir diskutieren diese Mo¨glichkeiten im Abschnitt 3.4.
3.3.4 Grobgitteroperator und Gitterhierarchie
Prinzipiell stehen zwei Mo¨glichkeiten zur Wahl, den Grobgitteroperator Ak zu bestimmen:
1. Berechnung durch das Galerkinprodukt (3.19) mithilfe der Transferoperatoren. Hier ist nach
wenigen Vergro¨berungsschritten der Grobgitteroperator entscheidend von den Transferope-
ratoren mitbestimmt.
2. Berechnung des Grobgitteroperators durch einen kontinuierlichen Operator. Das bedeutet:
Diskretisierung eines kontinuierlichen Problems auf den gewa¨hlten gro¨beren Zerlegungen des
Gebiets.
Die erste Mo¨glichkeit benutzen wir bei den algebraischen Mehrgitterverfahren, die wir in den
na¨chsten Abschnitten vorstellen. Auf die zweite Mo¨glichkeit greifen wir bei den Mehrgitterverfahren
zuru¨ck, bei denen wir mithilfe der Coarse Graining Methode oder anderen Upscalingsprozeduren
den Grobgitteroperator bestimmen.
Gitterhierarchie durch Vergro¨berung
Der klassische Mehrgitteransatz setzt eine Hierarchie von Gittern voraus. Gewo¨hnlich erha¨lt man
durch sukzessive Verfeinerung aus einer groben Zerlegung des Gebiets eine solche Hierarchie von
zunehmend feineren Gittern.
Wir beschra¨nken uns mit Ω ∈ R2, das stets ein rechtwinkliges Gebiet sei, auf uniforme Gitter
u¨ber Ω, bei denen die Maschenweiten in die zwei Koordinatenrichtungen gleich seien. Anstelle
der sukzessiven Verfeinerung erzeugen wir eine Gitterhierarchie durch sukzessive Vergro¨berung:
Wir wa¨hlen zuerst eine sehr feine Zerlegung des Gebiets Ω als Gitter aus Viereckelementen wie in
Abschnitt 2.7.2 eingefu¨hrt. Daraus generieren wir durch geometrisches Vergro¨bern geschachtelte
gro¨bere Gitter. Dazu werden vier benachbarte Elemente zu einem Element der na¨chst gro¨beren
Zerlegung vereinigt. Die Abbildung 3.2 zeigt die geometrische Vergro¨berung.
Damit erha¨lt man die Zerlegungen
τh0 , τh1 , . . . , τhJ mit hk = 2hk−1 , (3.31)
denen die die Finite-Element-Ra¨ume Vk := Vhk zugeordnet sind:
V0 ⊂ V1 ⊂ · · · ⊂ VJ . (3.32)
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Abbildung 3.2: Geometrische Vergro¨berung
Die Ra¨ume Vk zu den gro¨beren Gittern treten nur in den Hilfsproblemen im Mehrgitter-Algorithmus
auf. Die Gitterhierarchie ist damit durch
Ωk :=
{
(x1, x2) ∈ Ω |x1 = ihk, x2 = jhk, i, j ∈ Z
}
fu¨r k = 0, . . . , J (3.33)
mit der Maschenweite
hk = hk+1/2 , k = 0, . . . , J − 1
und der Maschenweite hJ des gro¨bsten Gitters definiert.
3.3.5 Mehrgitter-Konvergenz
Dieser Abschnitt ist eine kurze Zusammenfassung aus [Hac85, Hac02]. Die Beweise findet man in
jedem Buch u¨ber Konvergenztheorie fu¨r Mehrgitterverfahren.
Die klassische Mehrgitter-Konvergenztheorie basiert auf der Zerlegung der Iterationsmatrix fu¨r das
Zweigitterverfahren mit J = 1:
MZGMk (ν1, ν2) := S
ν2
k (I − pkk+1A−1k+1rk+1k Ak)Sν1k . (3.34)
Fu¨r den Fall ν2 = 0, ν1 = ν, ist die Norm von M
ZGM
k beschra¨nkt durch
||MZGMk || ≤ ||A−1k − pkk+1A−1k+1rk+1k || ||AkSνk || . (3.35)
Als Matrixnorm kann die der euklidischen Vektornorm zugeordnete Matrixnorm, d.h. die Spek-
tralnorm, verwendet werden. Die Gla¨ttungseigenschaft, definiert durch
||AkSνk || ≤ Csη(ν)h−2mk fu¨r alle ν ≥ 1 , Cs > 0 , (3.36)
wobei η : N→ R mit limν→∞ η(ν) = 0, und die Approximationseigenschaft, definiert durch
||A−1k − pkk+1A−1k+1rk+1k || ≤ Cah2mk , Ca > 0 , (3.37)
fu¨hren dann zu
||MZGMk || ≤ CaCsη(ν) fu¨r ν ≥ 1 . (3.38)
Daraus folgt die Konvergenz fu¨r das Zweigitterverfahren fu¨r eine genu¨gend große Anzahl von
Gla¨ttungsschritten ν.
Die Gla¨ttungseigenschaft (3.36) ist von algebraischer Natur. Man weist sie z.B. durch das Spektral-
Lemma oder Reuskens Lemma nach [Hac02]. Die Approximationseigenschaft beschreibt, wie gut
die Grobgittermatrix Ak+1 als Na¨herung fu¨r den diskreten Differentialoperator ist. Fu¨r den Fall
konformer Finite Elemente (Galerkin-Fall) fu¨r partielle Differentialgleichungen zweiter Ordnung
basiert der Beweis fu¨r die Approximationseigenschaft auf den Standard-Fehlerabscha¨tzungen fu¨r
die Finite-Element-Na¨herungen. Wichtig dafu¨r ist, daß die Fehlerordnungen mp und mr der Pro-
longation und Restriktion, d.h. der gro¨ßte Grad plus eins von Polynomen, die exakt interpoliert
werden,
mp +mr > 2m (3.39)
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erfu¨llen. 2m ist die Ordnung des betrachteten Differentialoperators.
Um die Konvergenz im Mehrgitter-Fall fu¨r den W-Zyklus nachzuweisen, betrachtet man das Ver-
fahren als gesto¨rtes Zweigitterverfahren. Aus der Zweigitter-Konvergenz schließt man dann auf die
Mehrgitter-Konvergenz.
Satz 3.7. Die Gla¨ttungs- und Approximationseigenschaft, sowie
||Sνk || ≤ Cs , 0 < ν < ν , k ≤ J , (3.40)
und
C−1p ||uk+1|| ≤ ||pkk+1 uk+1|| ≤ Cp||uk+1|| fu¨r alle uk+1 ∈ RNk+1 , k ≤ J , Cp > 0 ,
seien gu¨ltig. Dann gibt es fu¨r γ ≥ 2 ein genu¨gend großes ν, so daß
||MMGMk (ν, 0)|| ≤ ζ < 1 , mit ζ ∈ (0, 1) , (3.41)
unabha¨ngig von k ≤ J gilt.
Bemerkung 3.6. Unter der Annahme eines symmetrischen Mehrgitterverfahrens mit A0 symme-
trisch, positiv definit, rkk−1 =
(
pk−1k
)t
, Ak+1 = r
k+1
k Akp
k
k+1, ν1 = ν2 und mit einem symmetrischen
Gla¨tter, erha¨lt man auch die Konvergenz des V-Zyklus.
Bemerkung 3.7. Die Theorie wie auch die Praxis zeigen, daß das klassische Mehrgitterverfahren
mit bilinearer Prolongation sehr schnell und unabha¨ngig von der Gitterweite im Fall glatter Ko-
effizientenfunktionen konvergiert. Es ist aber oftmals fu¨r kompliziertere Probleme, bei denen etwa
springende Koeffizienten oder Anisotropie vorliegen, nicht robust. Nur in Spezialfa¨llen kann man
hier die Konvergenz mit modifizierten Gla¨ttern verbessern. Ein vielversprechender Ansatz, um
auch solche Probleme effizient lo¨sen zu ko¨nnen, sind die algebraischen Mehrgitterverfahren.
3.3.6 Aufwand eines Mehrgitterzyklus
Ein Mehrgitterzyklus fu¨r N Unbekannte hat folgenden Rechenaufwand:
1. Ein Schritt eines V-Zyklus hat den Aufwand O(N) unabha¨ngig von der Raumdimension.
2. Ein Schritt des W-Zyklus hat den Aufwand O(N logN) in einer Raumdimension, O(N) in
mehr als einer Raumdimension.
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3.4 Verfahren mit matrixabha¨ngiger Prolongation und
algebraische Mehrgitterverfahren
3.4.1 Einfu¨hrung
Die Wahl der geeigneten Verfahrenskomponenten ist fu¨r viele Probleme entscheidend fu¨r ein gutes
Konvergenzverhalten des Mehrgitterverfahrens. Insbesondere ist im Fall der Diskretisierung auf
den verschiedenen groben Gittern die Wahl des kontinuierlichen Problems, also der Grobgitterope-
ratoren, ein zentrales Problem. Werden die Verfahrenskomponenten schlecht gewa¨hlt, fu¨hrt dies
zur Verlangsamung der Konvergenz oder sogar zum Zusammenbruch des Verfahrens. Zur Verbes-
serung der Verfahren gibt es fu¨r die Wahl der Verfahrenskomponenten verschiedene Ansa¨tze:
Einerseits die Ansa¨tze aus [ABDP81, Den82a] zu operatorabha¨ngigen Transferabbildungen und
andererseits die algebraische Mehrgittermethode (AMG) [RS85, RS87], bei der auf geometrische
Informationen verzichtet wird und die Information zur Wahl der Grobgitteroperatoren allein aus
der Matrix des diskreten Operators gewonnen wird. Zwischen diesen beiden Ansa¨tzen bewegen sich
die algebraisch definierten Mehrgitterverfahren [BCF+00, JV01, HV01]. Diese gewinnen, a¨hnlich
wie die algebraischen Mehrgittermethoden, die Information zur Bildung der Grobgitteroperatoren
und der Transferabbildungen allein aus dem diskreten Feingitteroperator. Im Gegensatz zu AMG-
Verfahren sind jedoch die groben Gitter bereits vorgegeben und werden nicht ebenfalls aus der
Feingittermatrix bestimmt.
Probleme des klassischen Mehrgitterverfahrens
Eine essentielle Eigenschaft der Mehrgittermethode ist, daß der Gla¨ttungsschritt und die Grobgit-
terkorrektur eine Reduktion der Fehlerkomponenten auf dem gesamten Frequenzspektrum liefern.
Dazu mu¨ssen der Gla¨tter und die Grobgitterkorrektur aufeinander abgestimmt sein. Benutzt man
ein einfaches Iterationsverfahren aus Abschnitt 3.2 als Gla¨tter im Mehrgitterverfahren, so muß der
Grobgitteroperator alle niederfrequenten Fehleranteile in einem Mehrgitterzyklus verkleinern, so
daß insgesamt alle Fehlerkomponenten reduziert werden.
Die Mo¨glichkeit, daß man angepaßte Gla¨ttungsverfahren benutzt, um ein effizientes Mehrgitter-
verfahren zu gewinnen, ist in der Literatur ebenfalls diskutiert worden [Wit89a, Wit89b], z.B.
durch Einsetzung robuster Iterationsverfahren wie ILUβ als Gla¨tter. Oft tendiert man aber zu
dem Ansatz, der insbesondere in den algebraischen Mehrgitterverfahren verwendet wird, mit ei-
nem einfachen Gla¨tter zu arbeiten, dafu¨r aber den Grobgitteroperator geeignet zu wa¨hlen.
Damit der Grobgitteroperator problemangepaßt ist, mu¨ssen bei Verwenden des Galerkinprodukts
und geometrischen Vergro¨berns die Transferoperatoren richtig gewa¨hlt werden. Dies muß beson-
ders bei stark variierenden Koeffizienten Beru¨cksichtigung finden. In solchen Fa¨llen mu¨ssen durch
die Abbildungen zwischen den Gittern physikalisch relevante Gro¨ßen erhalten werden.
Betrachtet man die Stro¨mung in einem Medium, ist der Fluß solch eine Gro¨ße. Die Standard-
Prolongation erfu¨llt obige Forderung im Fall einer stu¨ckweise stetigen Koeffizientenfunktion, die
stark variiert, nicht. Damit hat das entsprechende Mehrgitterverfahren eine schlechte Konvergenz-
rate, siehe z.B. [Bra77, ABDP81]. Die Standard-Prolongation bzw. der Grobgitteroperator liefert
hier an den Unstetigkeitsstellen die Stetigkeit von ∇u. Hier ist aber nur der Fluß K∇u stetig.
Eine geeignete Prolongation sollte in diesem Fall auf der Stetigkeit des Flusses basieren. Dies ist
der Ansatz der operator- oder matrixabha¨ngigen Transferabbildungen. Sie benutzen Informationen
aus den Operatoren Ak, um die Erhaltung des Flusses zu gewa¨hrleisten. Dies resultiert in lokalen
Transferoperatoren, die gewichteten Interpolationen entsprechen. Wir erla¨utern dieses Vorgehen
zuna¨chst im Fall eines eindimensionalen Problems.
3.4.2 Operatorabha¨ngige Prolongation im eindimensionalen Fall
Betrachten wir die eindimensionale, homogene Differentialgleichung
d
dx
(
K(x)
d
dx
u(x)
)
= 0 (3.42)
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auf einem Intervall [xa, xe] ∈ R mit den Randdaten u(xa) = α und u(xe) = β, α 6= β, und K(x) > 0
fu¨r x ∈ [xa, xe]. Die allgemeine Lo¨sung lautet damit:
u(x) =
β − α∫ xe
xa
1
K(x) dx
∫ x
xa
1
K(y)
dy + α . (3.43)
Sie la¨ßt sich folgendermaßen zur Definition der Prolongation benutzen: Seien xa und xe Punkte
auf einem groben Gitter, so wird fu¨r sie die Prolongation als Identita¨t definiert. Fu¨r den Feingit-
terpunkt xf := (xa + xe)/2, dem Mittelpunkt des Intervalls, kann man die Lo¨sung (3.43) fu¨r eine
Prolongation heranziehen. Wir betrachten den Wert u(xf ) als den Wert der Prolongation fu¨r xf
aus den Grobgitterpunkten xa und xe, d.h.
u(xf ) = p1α+ p2β (3.44)
mit den Gewichten
p2 =
(∫ xe
xa
1
K(x)
dx
)−1 ∫ xf
xa
1
K(x)
dx und p1 = 1− p2 . (3.45)
Damit erha¨lt man den Prolongationsstern[
p1 1 p2
]
, (3.46)
der von der Koeffizientenfunktion K(x) abha¨ngt und sich von der Standard-Prolongation[
1/2 1 1/2
]
(3.47)
in einer Raumdimension fu¨r nicht-konstantes K unterscheidet. Die Prolongation wird damit direkt
durch die Lo¨sung des lokalen homogenen Problems (3.42) bestimmt und gibt dadurch die Stetigkeit
des Flusses K ddxu bzw. eine eventuelle Unstetigkeit von
d
dxu diskret wieder: Aus (3.47) erha¨lt man
u(xf )− u(xa) = u(xe)− u(xf ) , (3.48)
was der diskreten Stetigkeitsbedingung von ddxu in xf entspricht. Aus (3.46) erha¨lt man mit der
Trapezregel hingegen
K
(xa+xf
2
)(
u(xf )− u(xa)
)
= K
(xf+xe
2
)(
u(xe)− u(xf )
)
, (3.49)
was der diskreten Stetigkeitsbedingung von K ddxu in xf entspricht. Die Interpolation (3.46) ist
außerdem exakt, falls die Lo¨sung in den Grobgitterpunkten bereits bestimmt ist.
Beispiel 3.1. Ist K(x) auf dem Intervall durch
K(x) =
{
K1 fu¨r x ∈ [xa, xf ]
K2 fu¨r x ∈ ]xf , xe]
(3.50)
gegeben, erha¨lt man den Prolongationsstern fu¨r den Punkt xf (vgl. [ABDP81])[
p1 1 p2
]
=
[
K1
K1+K2
1 K2K1+K2
]
. (3.51)
Das geschilderte Vorgehen la¨ßt sich auf diskrete Operatoren u¨bertragen. Die Forderung, daß das
Ergebnis der Prolongation in den Feingitterpunkten durch die Lo¨sung des lokalen homogenen
Problems bestimmt ist, schreibt sich als(
Akp
k
k+1uk+1
)
(xi) = 0 fu¨r xi ∈ Ωk \ Ωk+1 . (3.52)
Daraus erha¨lt man mittels der Steifigkeitsmatrix eine matrixabha¨ngige Prolongation.
Den Ansatz aus Gl. (3.52), daß die Prolongationsgewichte fu¨r die Feingitterpunkte durch lokales
Invertieren der homogenen Differentialgleichung mit den, bereits durch die Identita¨t als Prolonga-
tion, bestimmten Werten in den Grobgitterpunkten als Randdaten, entstehen, kann man auch fu¨r
den mehrdimensionalen Fall fordern. Darauf gehen wir in Abschnitt 3.4.5 ein.
3.4. ALGEBRAISCHE MEHRGITTERVERFAHREN 43
3.4.3 Basisfunktionen im eindimensionalen Fall
Die lokale homogene Differentialgleichung kann ebenso genutzt werden, um lokal angepaßte Basis-
funktionen zu ermitteln. Diese lo¨sen die homogene Differentialgleichung
d
dx
(
K(x)
d
dx
u(x)
)
= 0 (3.53)
mit geeigneten Randdaten und enthalten so – im Gegensatz zu den Standard-Knotenbasisfunk-
tionen – bereits Informationen u¨ber die Koeffizientenfunktion, wodurch sie lokal an die Struktur
des Mediums angepaßt sind.
Fu¨r das homogene Dirichlet-Problem (3.53) mit den Randwerten u(xa) = α, u(xe) = β und einer
a¨quidistanten Zerlegung des Intervalls [xa, xe] in Teilintervalle [xi, xi+1] mit xa = x1 < x2 < · · · <
xNk = xe erha¨lt man fu¨r die Basisfunktion des Finite-Element-Raumes Vk zum Punkt xi:
φ
(k)
i (x) =

(∫ xi
xi−1
1
K(x) dx
)−1 ∫ x
xi−1
1
K(y) dy fu¨r x ∈ [xi−1, xi]
1−
(∫ xi+1
xi
1
K(x) dx
)−1 ∫ x
xi
1
K(y) dy fu¨r x ∈ ]xi, xi+1]
0 sonst.
(3.54)
Bemerkung 3.8. φ
(k)
i (x) geht aus der Lo¨sung (3.43) des homogenen Problems u¨ber den Intervallen
[xi−1, xi] bzw. [xi, xi+1] mit den Randbedingungen α = 0, β = 1 bzw. α = 1, β = 0 hervor.
Die Gewichte der Prolongationen lassen sich nun direkt als Werte der operatorabha¨ngigen Basis-
funktionen an den Mittelpunkten der Teilintervalle interpretieren.
Beispiel 3.2. Sei K(x) gegeben durch:
K(x) =
{
K1 fu¨r xi ≤ x < (xi+1 + xi)/2 , i = 1, . . . , Nk − 1
K2 fu¨r (xi+1 + xi)/2 ≤ x < xi+1, i = 1, . . . , Nk − 1 .
(3.55)
Dann erha¨lt man fu¨r die angepaßte Basisfunktion φ
(k)
i (x) im Vergleich zur Knotenbasisfunktion
den in Abbildung 3.3 gezeigten Verlauf.
x
i−1 xi xi+1
K
K + K
K + K
K
2
1
2
21
1
Abbildung 3.3: Angepaßte Basisfunktion und Knotenbasisfunktion (K1 = 1/5, K2 = 4/5).
Bemerkung 3.9. Die Idee der angepaßten Basisfunktionen ist auch der Ansatz, der der Mehrskalen-
Element-Theorie von Hou et al. zugrundeliegt [HW97, HWC99, CH00, EHW00, EW02a, EW02b].
Die Mehrskalen-Methode erzeugt adaptiv angepaßte Basisfunktionen durch lokales Lo¨sen der homo-
genen Differentialgleichung. Die Basisfunktionen beinhalten damit die mikroskaligen Eigenschaften
der Koeffizientenfunktion. In dem Raum der so gewonnenen Basisfunktionen wird dann das globale
Problem auf einer groben Zerlegung des Gebiets berechnet. Wir gehen darauf genauer in Kapitel 5
ein.
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3.4.4 Bemerkungen zum zweidimensionalen Fall
Im zweidimensionalen Fall ist es nicht mehr mo¨glich, die Prolongation in den Feingitterpunkten
als lokale Inverse der Steifigkeitsmatrix direkt aus der Beziehung (3.52) zu bestimmen. Dies liegt
daran, daß im Mehrdimensionalen ein gegebener Feingitterpunkt nicht nur mit Grobgitterpunkten
u¨ber die Steifigkeitsmatrix, sondern auch mit benachbarten Feingitterpunkten gekoppelt ist.
Hier lassen sich nur durch na¨herungsweises Erfu¨llen von Gl. (3.52) matrixabha¨ngige Prolongationen
definieren. Diese geben die Stetigkeit des Flusses approximativ wieder, was von der Standard-
Prolongation (3.30) keineswegs getan wird.
Bemerkung 3.10. Aus der kontinuierlichen homogenen Differentialgleichung
−∇ ·K(x)∇u(x) = 0 (3.56)
la¨ßt sich auch nicht direkt eine operatorabha¨ngige Basis im mehrdimensionalen Fall herleiten. For-
dert man, daß eine Basisfunktion die Differentialgleichung lokal lo¨st, steht man vor dem Problem
der Wahl der richtigen Randbedingungen.
Eine Mo¨glichkeit, dieses Problem zu u¨berwinden, ist in zwei Raumdimensionen, die Randbedin-
gungen aus der Lo¨sung des eindimensionalen Problems entlang des Randes
− d
dx2
(
K(xi, x2)
d
dx2
u(xi, x2)
)
= 0 (3.57)
mit den Randbedingungen u(xi, x2j−1) = 0, u(xi, x2j) = 1 zu bestimmen. Diese Vorgehensweise
wird auch in der erwa¨hnten Mehrskalen-Finite-Element-Methode benutzt [HW97].
3.4.5 Matrixabha¨ngige Transferoperatoren
Mehrgitterverfahren mit matrixabha¨ngigen Transferoperatoren sind die Vorla¨ufer der rein algebra-
ischen Mehrgitterverfahren. Zum iterativen Lo¨sen benutzt man den Mehrgitter-Algorithmus 3.1.
Der Unterschied reiner AMG-Verfahren zu klassischen Mehrgitterverfahren liegt in den Grob-
gittermatrizen Ak und den Transferoperatoren p
k−1
k , r
k
k−1. Bei Galerkin-Verfahren mit matrix-
abha¨ngigen Transferoperatoren wird nur die Berechnung der Prolongations- und Restriktionsma-
trix vera¨ndert. Man benutzt aber weiterhin die Gitterhierarchie wie beim klassischen Mehrgit-
terverfahren (Abschnitt 3.3.4). Beschreibungen typischer Vertreter dieser Verfahren findet man
in [ABDP81, Den82a, Hac85, Zee90, Fuh93, Reu94, Kna95].
Matrixabha¨ngige Prolongation
Wir leiten matrixabha¨ngige Prolongationen pk−1k aus der na¨herungsweisen Erfu¨llung der Bezie-
hung (3.52) her. Dazu beno¨tigt man eine Transformation, die die Fein- und Grobgitterunbekannten
entkoppelt. Die Grobgittergleichungen ko¨nnen damit gelo¨st werden, und die Feingitterunbekannten
ko¨nnen aus der Lo¨sung mittels der Transformation prolongiert werden. Da solche Transformationen
i.a. nicht lokal sind, benutzt man Approximationen dafu¨r und erfu¨llt Gl. (3.52) nur angena¨hert.
Wir formulieren die Transformation, indem man folgenden Ansatz benutzt: Die Prolongations-
abbildung kann als Transformation interpretiert werden, um eine Block-Gauß-Zerlegung fu¨r den
Operator Ak durchzufu¨hren. Dazu betrachten wir die diskreten Probleme
Ak uk = bk (3.58)
auf den Gittern Ωk. Wir unterdru¨cken im folgenden den Index k, wenn wir nur Gleichungen auf
einem Level betrachten oder aus dem Zusammenhang klar ist, auf welchen Gitterlevel sich die
Gro¨ßen beziehen.
Benutzt man eine Fein-Grobgitterpunkt-Numerierung, kann man die Steifigkeitsmatrix Ak durch
seine
”
Fein-ohne-grob-Anteile“ und seine
”
Grob-Anteile“ darstellen:(
A11 A12
A21 A22
)(
u1
u2
)
=
(
b1
b2
)
, (3.59)
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wobei u1 die Unbekannten in Ωk \Ωk+1 und u2 die Unbekannten des na¨chst gro¨beren Gitters Ωk+1
bezeichnen. Im folgenden nehmen wir an, daß Ak durch einen 9-Punkte-Stern darstellbar ist. In
diesem Fall ist A22 eine Diagonalmatrix.
Die optimale matrixabha¨ngige Prolongation resultiert nun aus einer exakten Block-Gauß-Elimina-
tion der Außerdiagonalblo¨cke A12 und A21. Man transformiert Ak also nach(
I −A−111 A12
0 I
)t(
A11 A12
A21 A22
)(
I −A−111 A12
0 I
)
=
(
A11 0
0 AS
)
, (3.60)
mit der Schurkomplement-Matrix AS := A22−A21A−111 A12 von Ak. Die damit verbundene matrix-
abha¨ngige Prolongation und Restriktion zwischen dem Gitterlevel k + 1 und k lautet
pkk+1 =
(−A−1k,11Ak,12
I
)
, rk+1k =
(
pkk+1
)t
=
(−Ak,21A−1k,11 I) (3.61)
und der Grobgitteroperator auf dem Level k + 1 aufgrund des Galerkinprodukts ist:
Ak+1 = r
k+1
k Akp
k
k+1 = AS . (3.62)
Durch diese Block-Gauß-Zerlegung wird der zugrundegelegte Finite-Element-Raum implizit in den
Unterraum, der von den Basisfunktionen zu den Gitterpunkten Ωk \ Ωk+1 aufgespannt wird, und
sein orthogonales Komplement bezu¨glich der Bilinearform a(·, ·) aus (2.102) zerlegt.
Bemerkung 3.11. Im allgemeinen ist die Inverse des Feingitterblocks, A−111 , kein lokaler Operator
2.
Die Grobgittermatrix Ak+1 ist daher nicht mehr du¨nnbesetzt.
Bemerkung 3.12. Im eindimensionalen Fall allerdings ist A−111 eine Diagonalmatrix, falls Ak durch
einen 3-Punkte-Stern
Ak(xi) =
[
a−1(xi) a0(xi) a1(xi)
]
(3.63)
auf dem Gitter Gk := Ghk := {x ∈ R |x = ihk, i ∈ Z} gegeben ist. Damit sind die Prolongation
pkk+1 und die Grobgittermatrix lokale Gro¨ßen. Fu¨r die matrixabha¨ngige Prolongation erha¨lt man
pkk+1(xi+1) =
[
−a1(xi)a0(xi) 1 −
a−1(xi+2)
a0(xi+2)
]
. (3.64)
Das Galerkinprodukt liefert
Ak+1(xi+1) =
[
−a−1(xi)a−1(xi+1)a0(xi)
a−1(xi)a−1(xi+1)
a0(xi)
+ a1(xi+1)a1(xi+2)a0(xi+2) −
a1(xi+1)a1(xi+2)
a0(xi+2)
]
(3.65)
mit xi+1 ∈ Gk+1.
Beispiel 3.3. Betrachtet man den Spezialfall von Gl. (3.53) mit stu¨ckweise konstantem K(x) auf
dem eindimensionalen Gitter Gk, wobei K(x) nur Spru¨nge an den Gitterpunkten aufweist,
K(x) = const. fu¨r x ∈ [xi, xi+1[ , i = 1, . . . , Nk − 1 , (3.66)
dann erha¨lt man mit Finiten Elementen auf Gk den Stern
Ak(xi+1) =
1
hk
[−K(xi) K(xi) +K(xi+1) −K(xi+1)] . (3.67)
Mit der entsprechenden Prolongation (3.64)
pkk+1(xi+1) =
[
K(xi)
K(xi)+K(xi−1) 1
K(xi+1)
K(xi+1)+K(xi+2)
]
fu¨r xi+1 ∈ Gk+1 (3.68)
erha¨lt man den Stern
Ak+1(xi+1) =
2
hk+1
[
− K(xi−1)K(xi)K(xi−1)+K(xi)
K(xi−1)K(xi)
K(xi−1)+K(xi) +
K(xi+1)K(xi+2)
K(xi+1)+K(xi+2)
− K(xi+1)K(xi+2)K(xi+1)+K(xi+2)
]
.
(3.69)
2Wir bezeichnen einen Operator lokal, wenn er durch einen 9-Punkte-Stern darstellbar ist.
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Der Prolongationsstern aus (3.68) stimmt mit der exakten Prolongation (3.51) aus der Lo¨sung des
eindimensionalen Falls u¨berein.
Bemerkung 3.13. Vergleicht man den Stern aus (3.69) mit dem aus (3.3) ergibt sich fu¨r den Koeffi-
zienten eines Intervalles auf dem groben Gitter das harmonische Mittel der entsprechenden Feingit-
terwerte. D.h. eine direkte Diskretisierung auf dem gro¨beren Gitter Gk+1 mit den lokal harmonisch
gemittelten Koeffizienten des Feingitters fu¨hrt auf den gleichen Grobgitteroperator. Wendet man
die entsprechende matrixabha¨ngige Prolongation mit dem Galerkinprodukt auf jedem gro¨beren
Gitter an, so erha¨lt man auf GJ das globale harmonische Mittel als einen effektiven Koeffizienten
aus dem Mehrgitterverfahren. Damit erha¨lt man das gleiche Resultat wie fu¨r den homogenisierten
Koeffizienten aus der Homogenisierungstheorie in einer Raumdimension (vgl. Abschnitt 2.5).
Bemerkung 3.14. Mit der Standard-Prolongation
pkk+1 =
[
1/2 1 1/2
]
, (3.70)
die linear interpoliert, ergibt sich mithilfe des Galerkinproduktes das lokale arithmetische Mittel
fu¨r den Koeffizienten auf dem gro¨beren Gitter. Im Vergleich zum obigen exakten Resultat zeigt
dies ebenfalls, daß (3.70) keine gute Wahl fu¨r die Prolongation ist.
Definition der matrixabha¨ngigen Prolongation
Wie erwa¨hnt, bestimmen wir die matrixabha¨ngige Prolongation in den Punkten Ωk \ Ωk+1 als
approximative Invertierung des diskreten Feingitteroperators Ak. In den Grobgitterpunkten defi-
nieren wir die Prolongation als Identita¨t:
(
0 I
)
pkk+1 = I . So ist(
I 0
)
Akp
k
k+1 = 0 (3.71)
aus Gl. (3.52) a¨quivalent zu
pkk+1 =
(−A−1k,11Ak,12
I
)
, (3.72)
mit der Prolongation (3.61) aus der Block-Gauß-Elimination von (3.60). Da im allgemeinen A−111
eine vollbesetzte Matrix ist, ist die Idee bei der Konstruktion von pkk+1, eine Approximation fu¨r
die Matrixen A11 und A12 aus Ak zu benutzen. Dies bedeutet, man ersetzt in Ak die Kopplungen
der Feingitterpunkte Ωk \ Ωk+1 durch eine geeignete Wahl,(
A11 A12
) → (A˜11 A˜12) , (3.73)
so daß man meistens eine reduzierte Kopplungsstruktur hat. Die Ersetzung sollte folgenden An-
forderungen genu¨gen:
1. A˜11 ist leicht zu invertieren.
2. A˜−111 A˜12 ist eine gute Na¨herung fu¨r A
−1
11 A12.
3.
(−A˜−111 A˜12
I
)
ist ein lokaler Operator.
Definition 3.5. Damit definieren wir den matrixabha¨ngigen Prolongationsoperator durch
p˜kk+1 =
(−A˜−111 A˜12
I
)
. (3.74)
Die matrixabha¨ngige Restriktion lautet: r˜k+1k =
(−A21A˜−111 I).3
3Es gilt damit wie in (3.60):„
I 0
−A21A˜−111 I
«„
A˜11 A˜12
A21 A22
«„
I −A˜−111 A˜12
0 I
«
=
„
A˜11 0
0 A22 −A21A˜−111 A˜12
«
.
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Fu¨r A21 6= (A˜12)t gilt somit nicht mehr r˜k+1k =
(
p˜kk+1
)t
. Damit ist das Mehrgitterverfahren
bezu¨glich der Transferoperatoren nicht mehr symmetrisch, wenn man die Matrix A12 zu A˜12
aba¨ndert.
Bemerkung 3.15. Zur numerischen Berechnung der matrixabha¨ngigen Prolongation ist folgende
Sehensweise nu¨tzlich: Die Prolongation p˜kk+1 stellt eine Prolongation aus einer exakten Block-
Gauß-Zerlegung der fiktiven Steifigkeitsmatrix
A˜k =
(
A˜11 A˜12
A21 A22
)
(3.75)
dar. Gegenu¨ber Ak stammt A˜k aus einer fehlerhaften Diskretisierung, die vera¨nderte Gleichungen
fu¨r die Feingitterpunkte besitzt. Man berechnet also zuerst A˜k und daraus p˜
k
k+1 und r˜
k+1
k .
Um A˜11 und A˜12 zu konstruieren, verwenden wir folgende Notationen: Wir zerlegen das Gitter Ωk
aus (3.33) in vier disjunkte Teilgitter (k ≥ 0):
Ω00k := {(x1, x2) ∈ Ωk|x1 = 2ihk, x2 = 2jhk, i, j ∈ Z} = Ωk+1
Ω10k := {(x1, x2) ∈ Ωk|x1 = (2i+ 1)hk, x2 = 2jhk, i, j ∈ Z}
Ω01k := {(x1, x2) ∈ Ωk|x1 = 2ihk, x2 = (2j + 1)hk, i, j ∈ Z}
Ω11k := {(x1, x2) ∈ Ωk|x1 = (2i+ 1)hk, x2 = (2j + 1)hk, i, j ∈ Z} .
Daraus entsteht die Matrixpartitionierung
Ak =
(
A11 A12
A21 A22
)
=
 a11 a12 a13a21 a22 a23
a31 a32 a33
 , (3.76)
wobei
(
a11 a12 a13
)
die Gleichungen bezu¨glich der Gitterpunkte in Ω11k entha¨lt.
(
a21 a22 a23
)
entha¨lt die zu Ω10k ∪Ω01k und
(
a31 a32 a33
)
die zu den Grobgitterpunkten Ωk+1 geho¨rigen Glei-
chungen. Da Ak durch einen 9-Punkte-Stern gegeben ist, sind a11 und a33 diagonal.
3.4.6 Explizite Prolongationen im zweidimensionalen Fall
Prolongationen mit diagonaler Matrix A˜11
Die einfachste Na¨herung A˜k fu¨r Ak, die die genannten Forderungen aus dem vorherigen Abschnitt
erfu¨llt, ist durch
A˜11 = diag(A11) und A˜12 =
(
a˜13
a˜23
)
. (3.77)
mit geeigneten Matrizen a˜13 und a˜23 gegeben. Diese Variante fu¨r A˜k la¨ßt sich z.B. dadurch errei-
chen, daß man Kopplungen zwischen den Unbekannten in Ωk \ Ωk+1 mittels lineare Interpolation
durch Kopplungen mit Grobgitterpunkten ersetzt. Diese Idee geht auf Reusken zuru¨ck [Reu94].
Betrachten wir z.B. einen Gitterpunkt aus Ω11. Die Elimination von Kopplungen mit Unbekannten
aus Ωk \ Ωk+1 erreicht man, indem man den Stern A−1,1 A0,1 A1,1A−1,0 A0,0 A1,0
A−1,−1 A0,−1 A1,−1
 (3.78)
von Ak durch den Stern A−1,1 + 12 (A0,1 +A−1,0) 0 A1,1 + 12 (A0,1 +A1,0)0 A0,0 0
A−1,−1 + 12 (A0,−1 +A−1,0) 0 A1,−1 +
1
2 (A0,−1 + A1,0)
 (3.79)
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ersetzt. In diesem sind zusa¨tzlich die annulierten Verbindungen durch Interpolationen von Grobgit-
terkopplungen ersetzt. Dies fu¨hrt man analog fu¨r die Feingitterpunkte aus Ω11 ∪Ω11 aus. Reusken
bezeichnet diese Methode als
”
Lumping“. Der Algorithmus hierzu lautet:
Algorithmus 3.2 (Lumping). Gegeben sei das lineare Gleichungssystem
Ak uk = bk ⇔
Nk∑
j=1
aij uj = bi fu¨r i = 1, . . . , Nk (3.80)
auf dem Gitter Ωk. Sei F bzw. C die Indexmenge der Gitterpunkte xi aus Ωk \ Ωk+1 bzw. Ωk+1.
Die neuen Matrixeintra¨ge a˜ij berechnen sich wie folgt:
Schleife: Fu¨r i ∈ F ersetze in der Gleichung ∑Nkj=1 aij uj = bi
alle Unbekannten uj mit j 6= i und j ∈ F durch
uj → 1
n
∑
l∈C
djl ul . (3.81)
Die Koeffizienten djl sind durch
djl :=
{
1 fu¨r ajl 6= 0
0 sonst
(3.82)
definiert. Die Summe in (3.81) la¨uft somit u¨ber alle Nachbarn xl von xj mit l /∈ F . n :=
∑
l∈C djl
ist die Anzahl solcher Nachbarn.
Schreibe die neue Gleichung in der Form
∑Nk
j=1 a˜ij uj = bi.
Ein modifizierter Algorithmus, der zusa¨tzlich die Kopplungssta¨rke der zu elimierenden Feingitter-
punkte zu den Grobgitterpunkten beru¨cksichtigt, kann bei Wagner gefunden werden [Wag93]:
Algorithmus 3.3 (Matrixgewichtetes Lumping). Gegeben sei das lineare Gleichungssystem
Ak uk = bk ⇔
Nk∑
j=1
aij uj = bi fu¨r i = 1, . . . , Nk (3.83)
auf dem Gitter Ωk. Sei F bzw. C die Indexmenge der Gitterpunkte xi aus Ωk \ Ωk+1 bzw. Ωk+1.
Die neuen Matrixeintra¨ge a˜ij berechnen sich wie folgt:
Schleife: Fu¨r i ∈ F ersetze in der Gleichung ∑Nkj=1 aij uj = bi
alle uj mit j 6= i und j ∈ F
• fu¨r ∣∣∑l∈C ajl djl∣∣ > aii durch
uj →
∑
l∈C ajl djl ul∑
l∈C ajl djl
. (3.84)
• fu¨r ∣∣∑l∈C ajl djl∣∣ ≤  aii durch
uj →
∑
l∈C djl ul∑
l∈C djl
. (3.85)
Schreibe die neue Gleichung in der Form
∑Nk
j=1 a˜ij uj = bi.
Die Koeffizienten djl sind wie im Algorithmus 3.2 definiert. Falls  nicht spezifiziert wird, setzen
wir  = 10−3.
Bemerkung 3.16. Fu¨r die nach Definition 3.5 aus den Algorithmen 3.2 und 3.3 resultierenden
Transferoperatoren gilt nicht r˜k+1k =
(
p˜kk+1
)t
.
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Bemerkung 3.17. Aus der Darstellbarkeit von Ak durch einen 9-Punkte-Stern folgt, daß Ak+1 =
r˜k+1k Akp˜
k
k+1 mit den matrixabha¨ngigen Transferoperatoren nach Algorithmus 3.2 oder Algorith-
mus 3.3 wieder durch einen 9-Punkte-Stern gegeben ist [Wag93].
Betrachtet man die oben definierte Prolongation unter dem Gesichtspunkt, die Gitterpunkte Ω00∪
Ω10 ∪ Ω01 durch die lokale Inverse der Feingittermatrix zu prolongieren, findet man:(
I 0
)
Akp˜
k
k+1 =
(
a13 − a11a˜−111 a˜12 − a12a˜−122 a˜23
a23 − a21a˜−111 a˜13 − a22a˜−122 a˜23
)
6= 0 . (3.86)
Dies zeigt, daß i.a. diese Prolongationen nicht optimal sind, insbesondere dann nicht, wenn A11
aus Ak nicht diagonal ist
4.
Bemerkung 3.18. Die Transferarten nach Algorithmus 3.2 und 3.3 benutzt das sogenannte Schur-
komplement-Mehrgitterverfahren [Reu94, Wag93, WKW97], das wir im Abschnitt 3.4.9 vorstellen.
Prolongationen mit Dreiecksmatrix A˜11
Eine andere Mo¨glichkeit, eine Na¨herung A˜k fu¨r Ak anzugeben, bietet der Ansatz einer Dreiecks-
matrix fu¨r A˜11. Wir wa¨hlen im folgenden
A˜11 =
(
a11 a12
0 a˜22
)
(3.87)
mit einer geeigneten Diagonalmatrix a˜22. Dann ergibt sich
A˜−111 =
(
a−111 −a−111 a12a˜−122
0 a˜−122
)
, (3.88)
und man kann die Prolongation
p˜kk+1 =
−A˜−111 (a13a˜23
)
I
 (3.89)
als matrixabha¨ngige Prolongation der defektbehafteten Diskretisierung
A˜k =
a11 a12 a130 a˜22 a˜23
a31 a32 a33
 (3.90)
definieren. Wir setzen in A˜k zusa¨tzlich a32 = (a˜23)
t und erhalten damit fu¨r die matrixabha¨ngige
Restriktion aus Definition 3.5: r˜k+1k =
(
p˜kk+1
)t
.
Bezu¨glich der Forderung, die Prolongation aus der lokalen Inversen zu konstruieren, erhalten wir:(
I 0
)
Akp˜
k
k+1 =
(
0
−a21a−111 (a13 − a12a˜−122 a˜23) + (I − a˜−122 a22)a23
)
. (3.91)
In den Punkten von Ω11 wird die Prolongation also als Inverse von Ak gewa¨hlt, ein Fehler wird
nur in den Punkten von Ω10 ∪ Ω01 induziert.
In der Literatur findet man verschiedene Mo¨glichkeiten fu¨r eine Prolongation nach Gl. (3.89). Wir
geben drei an. Den Stern von Ak bezeichnen wir dabei stets wie in (3.78).
Einfache Prolongation nach Alcouffe et al. [ABDP81]: Hier gilt a˜23 = a23 und a˜22 =
diag(a22). Dies entspricht folgenden vera¨nderten Sternen von A˜k fu¨r die Gitterpunkte aus Ω
10
und Ω01:
fu¨r Ω10 :
 0 0 0A−1,0 A0,0 A1,0
0 0 0
 , fu¨r Ω01 :
0 A0,1 00 A0,0 0
0 A0,−1 0
 . (3.92)
4Bei einer Schachbrett-Numerierung der Gitterpunkte und einem 5-Punkte-Stern wa¨re z.B. A11 diagonal.
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Blockweise Prolongation nach Alcouffe et al. [ABDP81, Den82a, Den82b]: Die modifizierten
Matrizen a˜22 und a˜23 erha¨lt man durch folgende Substitutionen der Sterne von A˜k:
fu¨r Ω10 :
 0 0 0∑′
i A−1,i
∑′
iA0,i
∑′
iA1,i
0 0 0
 , fu¨r Ω01 :
0 ∑′i Ai,1 00 ∑′i Ai,0 0
0
∑′
i Ai,−1 0
 (3.93)
mit
∑′
i :=
∑1
i=−1.
Prolongation nach de Zeeuw [Zee90]: Definiert man
dn := max
(
|
∑′
i
Ai,1|, |A−1,1|, |A1,1|
)
,
ds := max
(
|
∑′
i
Ai,−1|, |A−1,−1|, |A1,−1|
)
,
do := max
(
|
∑′
i
A−1,i|, |A−1,1|, |A−1,−1|
)
,
dw := max
(
|
∑′
i
A1,i|, |A1,−1|, |A1,1|
)
und ersetzt die Sterne in Ω10 und Ω01 mit den folgenden Substitutionen
fu¨r Ω10 :
 0 0 0dw dw + do do
0 0 0
 , fu¨r Ω01 :
0 dn 00 dn + ds 0
0 ds 0
 , (3.94)
so erha¨lt man den in [Zee90] beschriebenen Prolongationsoperator, der in einem allgemeineren
Rahmen fu¨r Konvektions-Diffusions-Probleme eingefu¨hrt wird.
Bemerkung 3.19. Fu¨r (3.93) und (3.94) werden die Prolongationen in den Punkten aus Ω10 ∪ Ω01
durch geeignetes Aufsummieren der Spalten bzw. Zeilen des 9-Punkte-Sterns auf die Prolongation
im eindimensionalen Fall, Gl. (3.64), fu¨r einen 3-Punkte-Stern zuru¨ckgefu¨hrt. Die Prolongations-
gewichte entstehen damit durch arithmetisches und harmonisches Mitteln des 9-Punkte-Sterns. In
Gitterpunkten aus Ω00 ist die Prolongation immer als Identita¨t definiert.
Bemerkung 3.20. Durch das Galerkinprodukt, Ak+1 = r˜
k+1
k Akp˜
k
k+1, mit den beschriebenen ma-
trixabha¨ngigen Transferabbildungen bleibt die Eigenschaft, daß Ak durch einen 9-Punkte-Stern
gegeben ist, fu¨r Ak+1 erhalten. Die Transferabbildungen ko¨nnen daher rekursiv fu¨r Ak+1 gebildet
werden.
Bemerkung 3.21. Im allgemeinen kann die Gu¨ltigkeit der Approximationseigenschaft (3.37) unter
Verwendung matrixabha¨ngiger Prolongationen nicht mehr gezeigt werden, so daß man fu¨r solche
Mehrgitterverfahren keinen theoretischen Konvergenznachweis hat.
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3.4.7 Algebraische Verfahren (AMG)
Wir betrachten in dieser Arbeit verschiedene algebraische Mehrgitterverfahren bzw. Mischfor-
men: das Ruge-Stu¨ben-Verfahren (RS), das Schurkomplement-Verfahren (SC) und das Coarsening-
Verfahren (CN). Außerdem benutzen wir in Kapitel 6 Mehrgitterverfahren, bei denen zur Berech-
nung des Grobgitteroperators einfache Upscalingsmethoden verwendet werden.
Das Ruge-Stu¨ben- und Schurkomplement-Verfahren greifen auf das Galerkinprodukt zuru¨ck, um
die Grobgitteroperatoren zu bilden. Der Grobgitteroperator beim Coarsening-Verfahren hingegen
beruht auf einer Diskretisierung auf gro¨beren Gittern. Das Ruge-Stu¨ben- und Coarsening-Verfahren
wa¨hlen den Grobgitteroperator so, daß er im Zusammenspiel mit dem Gla¨tter effizient arbeitet.
Das heißt, der Grobgitteroperator wird so konstruiert, daß er das vom Gla¨tter nicht reduzierte
Fehlerspektrum approximiert. Das Coarsening-Verfahren bewerkstelligt dies durch das Verwen-
den der Coarse Graining Methode fu¨r die kontinuierlichen Probleme auf den Grobgittern. Das
Ruge-Stu¨ben-Verfahren erreicht dies, indem es die gro¨beren Gitter problemangepaßt konstruiert.
Beim Schurkomplement-Verfahren wird der Grobgitteroperator nur durch das Verwenden matrix-
abha¨ngiger Transferoperatoren problemangepaßt bestimmt. Insofern geho¨rt es nicht zu den reinen
AMG-Verfahren. Durch seine Anlehnung an eine Block-Gauß-Elimination ist sein Algorithmus aber
modifiziert, so daß das Verfahren auch kein klassisches Mehrgitterverfahren darstellt.
Das Coarsening- und Schurkomplement-Verfahren benutzen ein geometrisches Vergro¨bern der Git-
ter. Beim Ruge-Stu¨ben-Verfahren werden die gro¨beren Gitter unabha¨ngig von der Geometrie des
Problems allein aus Informationen aus der Matrix erzeugt. Dies liefert nur in speziellen Fa¨llen eine
geometrische Vergro¨berung. Auf das Coarsening-Mehrgitterverfahren gehen wir im Kapitel 5 ein.
3.4.8 Das Ruge-Stu¨ben-Verfahren
Fu¨r Probleme wie etwa anisotrope Medien ist die Gitterhierarchie, die im klassischen Mehrgit-
terverfahren angewandt wird, nicht optimal. Das Ruge-Stu¨ben-Verfahren besitzt dagegen die Ei-
genschaft, die gro¨beren Gitter mit einer Vergro¨berungsstrategie problemangepaßt zu wa¨hlen. Da
geometrische Informationen u¨ber die gro¨beren Gitter fehlen, benutzt es auch matrixabha¨ngige
Transferoperatoren.
Die Untersuchung anisotroper Probleme zeigt, daß von einfachen Iterationsverfahren, wie Jacobi-
oder Gauß-Seidel-Verfahren, stark oszillierende Fehleranteile in Richtung großer Kopplungen sehr
gut und in Richtung sehr kleiner Kopplungen der Unbekannten kaum gegla¨ttet werden. Aus die-
sem Grund ist eine Interpolation in Richtung der schwachen Kopplung nicht sinnvoll und muß
vermieden werden, wenn man einfache Iterationsverfahren benutzt. Deshalb vergro¨bert das Ruge-
Stu¨ben-Verfahren die Gitter vorzugsweise in Richtung der starken Kopplung und nicht in Richtung
der schwachen.
Bemerkung 3.22. Fu¨r ein strukturiertes Gitter und einer Anisotropie in einer Richtung bezeichnet
man dies als
”
Semi-Coarsening“.
Bemerkung 3.23. Jedes algebraische Mehrgitterverfahren durchla¨uft vor der Mehrgitteriteration
eine Vorbereitungs- oder sogenannte
”
Setup“-Phase, um die Mehrgitter-Komponenten bereitzu-
stellen. Das Ruge-Stu¨ben-Verfahren konstruiert darin die Gitterhierarchie durch Vergro¨berung und
berechnet die Transferoperatoren und die Grobgitteroperatoren durch das Galerkinprodukt.
Der Mehrgitter-Algorithmus des Ruge-Stu¨ben-Verfahrens lautet dann unter der Voraussetzung,
daß man eine Gitterhierarchie Ωk+1 ⊂ Ωk, k = 0, . . . , J − 1, Transferoperatoren pkk+1, rk+1k , Grob-
gittermatrizen Ak und Gla¨tter Sk auf Ωk hat, analog zum klassischen Mehrgitter-Algorithmus 3.1.
Wir orientieren uns im weiteren an der Originalarbeit von Ruge und Stu¨ben [RS87], um die Ideen
darzustellen.
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Algebraische Glattheit
Sei A ∈ Rn×n symmetrisch, positiv definit, D := diag(A), S ein Gla¨tter und seien die diskreten
Normen
||u||2hi := (u, u)hi , fu¨r u ∈ Rn , i = 1, 2 , (3.95)
durch die Skalarprodukte (u, v)h1 := (Au, v) und (u, v)h2 := (D
−1Au,A v) definiert. (·, ·) sei das
euklidische Skalarprodukt.
Einen Fehler e ∈ Rn bezeichnet man nun im algebraischen Sinn glatt, falls er sich durch Anwenden
des Gla¨tters S nicht mehr vera¨ndert:
||S e||h1 ≈ ||e||h1 . (3.96)
Abha¨ngig von der Matrix A kann ein algebraisch glatter Fehler noch sehr stark auf einem geome-
trischen Gitter oszillieren. Fu¨r einfache Iterationsverfahren, wie z.B. das Gauß-Seidel-Verfahren,
findet man
||S e||2h1 ≤ ||e||2h1 − α||e||2h2 (3.97)
mit α > 0, z.B. α = 1/4 fu¨r das Gauß-Seidel-Verfahren. Damit muß ein glatter Fehler ||e||h2 
||e||h1 genu¨gen. Mit der Cauchy-Schwarz-Ungleichung ergibt sich
||e||2h1 = (Ae, e) =
(
D−1/2Ae,D1/2e
)
≤ ||D−1/2Ae|| ||D1/2e|| = ||e||h2(De, e)1/2 ,
so daß ||e||h2  ||e||h1 die Bedingung ||e||2h1  (De, e) impliziert:
(Ae, e) = −1
2
n∑
i,j=1
aij(ei − ej)2 + 1
2
n∑
i,j=1
aij e
2
i +
1
2
n∑
i,j=1
aij e
2
j (3.98)
= −1
2
n∑
i,j=1
aij(ei − ej)2 +
n∑
i=1
e2i
n∑
j=1
aij 
n∑
i=1
aii e
2
i . (3.99)
Fu¨r den Fall, daß
∑
i6=j |aij | ≈ aii ist, bedeutet das fu¨r eine feste Fehlerkomponente ei:
1
2
∑
j 6=i
(−aij)(ei − ej)2  aii e2i , (3.100)
∑
j 6=i
(−aij)
aii
(ei − ej)2
e2i
 2 . (3.101)
Ein algebraisch glatter Fehler variiert also wenig in der Richtung von starken Kopplungen, d.h. von
ei zu ej , wenn
|aij |
aii
sehr groß ist. Dies gibt ein Kriterium, um starke und schwache Verbindungen
im Kontext von algebraischen Mehrgitterverfahren zu definieren und damit eine Vergro¨berungs-
strategie zu entwickeln.
Definition 3.6. Die Menge V (k) := {v1, . . . , vnk} sei im folgenden die Menge der Unbekannten,
wobei vi die Unbekannte am Gitterpunkt xi ∈ Ωk sei. Wir zerlegen V (k) in die disjunkten Mengen
C(k) der C-Unbekannten und F (k) der F-Unbekannten: V (k) = C(k) ∪ F (k). Die C-Unbekannten
bilden das gro¨bere Gitter Ωk+1. Beziehen wir uns auf ein Level, vernachla¨ssigen wir wieder den
Index k. Wir fu¨hren die Notation ein:∑
vj∈C
oder
∑
vi∈F
anstelle von
∑
j mit vj∈C
oder
∑
i mit vi∈F
.
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Vergro¨berungsstrategie
Fu¨r die Vergro¨berungsstrategie ist die Idee der starken Verbindung wichtig.
Definition 3.7. Eine Unbekannte vi ∈ V ist stark verbunden mit einer Unbekannten vj ∈ V
bezu¨glich der Matrix A, wenn
−aij ≥ θmax
l6=i
(−ail) . (3.102)
Der Wert von θ ∈ ]0, 1] ist dabei ein fester Parameter.
Ni bzw N
s
i bezeichnet die Menge aller Nachbarn bzw. die Menge aller stark verbundenen Nachbarn
von vi,
Ni := {vj ∈ V | j 6= i, aij 6= 0} , (3.103)
Nsi :=
{
vj ∈ Ni| − aij ≥ θmax
l6=i
(−ail)
}
. (3.104)
Die Menge von Unbekannten, die mit vi stark verbunden sind, bezeichnen wir (N
s
i )
t := {vj ∈
V | vi ∈ Nsj }. Die Interpolationsunbekannten Ci sind die starken C-Unbekannten in der Nachbar-
schaft von vi:
Ci := N
s
i ∩ C . (3.105)
Die Menge der Nicht-Interpolationsunbekannten Di := Ni \ Ci wird in die starken Unbekannten
Dsi und die schwachen D
w
i aufgeteilt:
Dsi := Di ∩Nsi , Dwi := Di \Dsi . (3.106)
Bemerkung 3.24. Wenn θ aus der Bedingung (3.102) nicht weiter spezifiziert ist, wa¨hlen wir θ =
1/4.
Der Vergro¨berungsalgorithmus orientiert sich an den folgenden Kriterien, um eine mo¨glichst gute
Interpolation, aber auch eine vernu¨nftige numerische Komplexita¨t zu gewa¨hrleisten:
1. Fu¨r jede Unbekannte vi ∈ F sollte entweder vj ∈ Nsi in C sein, oder vj sollte wenigstens mit
einer Unbekannten aus Ci stark verbunden sein.
2. C sollte eine mo¨glichst große Menge von Unbekannten sein, die die Eigenschaft hat, daß keine
zwei C-Unbekannten stark miteinander verbunden sind.
Der Vergro¨berungsalgorithmus, um die Unbekannten in C- und F-Unbekannten aufzuteilen, be-
steht aus zwei Schritten. Im ersten Schritt erfolgt eine Aufteilung der Unbekannten, so daß die
C-Unbekannten gleichfo¨rmig u¨ber das Gitter verteilt sind. Damit wird dem zweiten Kriterium
Rechnung getragen.
Im zweiten Schritt werden die versuchsweisen F-Unbekannten dann getestet, ob sie das erste Kri-
terium erfu¨llen, das strikt eingehalten werden soll. F-Unbekannte, die es nicht erfu¨llen, werden zu
C-Unbekannten.
Algorithmus 3.4 (RS-Vergro¨berung 1). Die Matrix A und die Menge der Unbekannten V =
{v1, . . . , vn} sei bekannt:
Setze C = F = ∅, U = V .
Schleife: Fu¨r i = 1, . . . , n:
zi = |(Nsi )t|.
Schleife: Solange U 6= ∅:
Hole vi ∈ U mit zi maximal.
Setze C = C ∪ {vi}, U = U \ {vi}.
Schleife: Fu¨r alle vj ∈ (Nsi )t ∩ U :
Setze F = F ∪ {vj}, U = U \ {vj}.
Schleife: Fu¨r alle vk ∈ Nsj ∩ U :
zk = zk + 1.
Schleife: Fu¨r alle vj ∈ Nsi ∩ U :
zj = zj − 1.
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In Algorithmus 3.4 werden anfa¨nglich solche Unbekannte zu C-Unbekannten, fu¨r die es viele, mit ih-
nen stark verbundene, Unbekannte gibt. Danach wa¨hlt man solche Unbekannte als C-Unbekannten,
von denen viele F-Unbekannte abha¨ngen. Algorithmus 3.4 garantiert, daß jede F-Unbekannte we-
nigstens eine starke Verbindung zu einer C-Unbekannten hat.
Algorithmus 3.5 (RS-Vergro¨berung 2). Eine versuchsweise Aufteilung in C- und F-Unbekannte
nach Algorithmus 3.4 sei gegeben, dann erha¨lt man die endgu¨ltige Aufteilung wie folgt:
Setze T = ∅.
Schleife: Solange F \ T 6= ∅:
Hole vi ∈ F \ T .
Setze T = T ∪ {vi}, ende = 0.
Setze Ci = N
s
i ∩ C, Dsi = Nsi \ Ci, Dwi = Ni \Nsi , C i = ∅.
Schleife 1: Solange ende = 0:
Schleife 2: Fu¨r alle vk ∈ Dsi :
Wenn Nsk ∩ Ci = ∅
Wenn Ci 6= ∅
Setze C = C ∪ {vi}, F = F \ {vi}.
ende = 1.
Gehe zu Schleife 1.
Sonst
Setze C i = {vk}, Ci = Ci ∪ {vk}, Dsi = Dsi \ {vk}.
Gehe zu Schleife 1.
ende = 1.
Wenn vi ∈ F
Setze C = C ∪ Ci, F = F \ Ci.
In Algorithmus 3.5 wird sukzessive jede F-Unbekannte hinsichtlich des ersten Kriteriums gepru¨ft.
Wenn eine Unbekannte vk ∈ Dsi gefunden wird, die nicht stark mit einer C-Unbekannten in Ci
verbunden ist, wird vk probeweise in den Mengen Ci und Ci aufgenommen und vi neu getestet. Falls
das erste Kriterium jetzt erfu¨llt ist, wird vk zu einer C-Unbekannten. Falls dies nicht der Fall ist,
wird vi als C-Unbekannte markiert und die na¨chste F-Unbekannte wird gepru¨ft. Der Algorithmus
endet, wenn alle F-Unbekannte in der Menge T der gepru¨ften Unbekannten sind.
Interpolation
Da die Gitter beim Ruge-Stu¨ben-Verfahren nicht auf geometrisch vergro¨berten Gittern beruhen,
kann die Prolongation nicht durch einen Stern angegeben werden. Die lokale Interpolation ha¨ngt
außerdem sehr davon ab, wie die Gitter levelabha¨ngig vom Vergro¨berungsalgorithmus erzeugt
werden. Man definiert die Interpolation pkk+1 von ek+1 ∈ Rnk+1 vom groben zum feinen Gitter
durch:
(pkk+1ek+1)i :=
∑
vj∈C(k+1)
wij (ek+1)j mit vi ∈ V (k) . (3.107)
In den C-Unbekannten ist die Prolongation stets als Identita¨t definiert, und die Restriktion ist(
pkk+1
)t
.
Die Interpolationsgewichte, die im Ruge-Stu¨ben-Verfahren benutzt werden und fu¨r die in einer
etwas vereinfachten Form die Eigenschaft (3.114) gezeigt werden kann (Theorem 5.5 in [RS87]),
lauten:
wij = δij fu¨r vi ∈ C(k), vj ∈ C(k+1) , (3.108)
wij = 0 fu¨r vi ∈ F (k), vj ∈ C(k+1) \ C(k)i , (3.109)
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und
wij = − 1
a˜ii
aij + ∑
vl∈Dsi
ail alj∑
vm∈Ci alm
 , (3.110)
a˜ii := aii +
∑
vl∈Dwi
ail , fu¨r vi ∈ F (k), vj ∈ C(k)i . (3.111)
Bemerkung 3.25. Die Prolongation kann im Rahmen der Darstellung aus Abschnitt 3.4.5 aus einer
Diskretisierungsmatrix
A˜k =
(
A˜11 A˜12
A˜21 A22
)
(3.112)
mit diagonalem A˜11 6= diag(A11) und A˜21 = A˜t12 berechnet werden.
Konvergenz des Ruge-Stu¨ben-Verfahrens
Wir beschra¨nken uns auf ein Konvergenzresultat fu¨r den Zweilevel-Fall mit einem Nachgla¨ttungs-
schritt. Um das Verhalten im allgemeineren Multilevel-Fall zu untersuchen, beno¨tigt man sta¨rkere
Voraussetzungen an die Prolongation [Wag99].
Unter der Annahme, daß die Gla¨ttungseigenschaft (3.97) gu¨ltig ist, ergibt sich eine allgemeine
Bedingung (3.114) an die Prolongation pk−1k , k = J = 1, die eine Abscha¨tzung des Zweilevel-
Operators ||M2(0, 1)|| erlaubt.
Theorem 3.2. Sei A symmetrisch, positiv definit,
M0(0, 1) := S
(
I − p01(r10Ap01)−1r10A
)
, (3.113)
r10 = (p
0
1)
t und S erfu¨lle die Gla¨ttungseigenschaft (3.97). Die Interpolation habe vollen Rang und
fu¨r jedes e ∈ Rn0 gelte
min
η∈Rn1
(
D(e− p01η), e− p01η
) ≤ β||e||2h1 (3.114)
mit einem β > 0 unabha¨ngig von e. Dann gilt mit einem 0 < α ≤ β
||M0(0, 1)||h1 ≤
√
1− α
β
. (3.115)
Beweis. Da das Bild von T := I − p01(r10Ap01)−1r10A orthogonal zum Bild von p01 bezu¨glich des
Skalarproduktes (·, ·)h1 ist,
(
T e, p01η
)
h1
= 0 fu¨r alle e ∈ Rn0 , gilt:
||e||2h1 =
(
Ae, e− p01η
)
fu¨r alle e ∈ Bild(T ) .
Damit erha¨lt man
||e||2h1 = (D−1/2Ae,D1/2(e− p01η))
≤ ||D−1/2Ae|| ||D1/2(e− p01η)||
= ||e||h2 ||D1/2(e− p01η)|| .
Aufgrund (3.114) ergibt sich damit ||e||2h1 ≤ β||e||2h2 fu¨r alle e ∈ Bild(T ). Damit gilt
||T e||2h1 ≤ β||T e||2h2 fu¨r alle e ∈ Rn0
und schließlich mit (3.97)
0 ≤ ||S T e||2h1 ≤ ||T e||2h1 − α||T e||2h2
≤ ||T e||2h1 − αβ ||T e||2h1
=
(
1− αβ
)||T e||2h1 ≤ (1− αβ )||e||2h1 .
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3.4.9 Das Schurkomplement-Mehrgitterverfahren
Die Idee des Schurkomplement-Mehrgitterverfahrens leitet sich aus der Block-Gauß-Elimination
eines linearen Gleichungssystems ab, a¨hnlich wie in Abschnitt 3.4.5 diskutiert. Fu¨r
Au = b , mit A ∈ Rn×n , u, b ∈ Rn , (3.116)
mit der Blockdarstellung (
A11 A12
A21 A22
)(
u1
u2
)
=
(
b1
b2
)
(3.117)
ergibt sich die Lo¨sung aus:
Asu2 = b2 −A21A−111 b1 , (3.118)
A11u1 = b1 −A12u2 , (3.119)
mit dem Schurkomplement As = A22 −A21A−111 A12. Wa¨re A11 leicht zu invertieren und As du¨nn-
besetzt, wa¨re das Problem leicht zu lo¨sen. Aus diesem Grund ersetzt man im Schurkomplement-
Verfahren die Matrix A durch eine Matrix A˜, die eine gute Na¨herung fu¨r A ist und die genannten
Forderungen erfu¨llt. Entsprechen die Unbekannten in u2 den Unbekannten auf einem gro¨beren Git-
ter, wird Gleichung (3.118) auf diesem Gitter gelo¨st. Dazu kann das Verfahren rekursiv aufgerufen
werden. Die Unbekannten in u1 werden dann nach Gleichung (3.119) aus u2 berechnet.
Um eine Matrix A˜ mit den Eigenschaften
• A˜−1 ist eine gute Na¨herung von A−1,
• A˜11 ist leicht zu invertieren,
• A˜s = A˜22 − A˜21A˜−111 A˜12 ist du¨nnbesetzt,
zu konstruieren, werden die Algorithmen 3.2 und 3.3 aus Abschnitt 3.4.6 benutzt. Die Algorithmen
werden dort zur Berechnung von matrixabha¨ngigen Transferabbildungen verwendet, die auch im
Schurkomplement-Verfahren Anwendung finden.
Die Idee des Schurkomplement-Mehrgitterverfahrens geht auf Reusken zuru¨ck und wurde von Wag-
ner ausgebaut [Reu94, WKW97].
Block-Gauß-Elimination
Wir legen im folgenden die Notationen aus Abschnitt 3.4.8 zugrunde. Insbesondere nehmen wir
an, daß die Menge der Unbekannten V (k) = {v1, . . . , vnk} wieder in die Mengen F (k) und C(k) der
F- und C-Unbekannten zerlegt sei.
Die Matrix Ak sei entsprechend den F- und C-Unbekannten in vier Blo¨cke zerlegt, bei der die
Blockmatrix A11 bzw. A12 den Kopplungen zwischen den F-Unbekannten untereinander bzw. den
Kopplungen der F-Unbekannten zu den C-Unbekannten entspricht. Fu¨r die Blockmatrix A22 bzw.
A21 gilt entsprechendes fu¨r die C-Unbekannten.
Aus der Blockdarstellung wird eine modifizierte Matrix A˜k,
Ak =
(
A11 A12
A21 A22
)
→
(
A˜11 A˜12
A21 A22
)
= A˜k , (3.120)
gewonnen, indem man einen der Lumping-Algorithmen 3.2 oder 3.3 aus Abschnitt 3.4.6 verwendet.
Die Blockmatrizen A˜11 und A˜12 sind fu¨r den Algorithmus 3.3 z.B. durch
A˜11 = diag(A11) , (3.121)(
A˜12
)
ij
= aij +
∑
vl∈Di
ail alj∑
vm∈Ci ajm
, ( = 0) , (3.122)
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gegeben.
Fu¨r das Zweigitterverfahren wird A˜k durch die Block-Elimination exakt invertiert:
A˜−1k =
(
I −A˜−111 A˜12
0 I
)(
A˜−111 0
0 A−1s
)(
I 0
−A21A˜−111 I
)
(3.123)
mit As = A22 − A21A˜−111 A˜12. Mit der Definition 3.5 fu¨r die matrixabha¨ngigen Transferoperatoren
und dem Galerkinprodukt fu¨r den Grobgitteroperator,
p˜kk+1 =
(−A˜−1k,11A˜k,12
I
)
, r˜k+1k =
(
−Ak,21A˜−1k,11 I
)
, (3.124)
Ak+1 = r˜
k+1
k A˜kp˜
k
k+1 = Ak,22 −Ak,21A˜−1k,11A˜k,12 , k = 0 (J = 1) , (3.125)
erha¨lt man dann fu¨r die Inverse:
A˜−1k =
(
A˜−1k,11 0
0 0
)
+ p˜kk+1A
−1
k+1r˜
k+1
k , k = 0 . (3.126)
Das Gleichungssystem
A˜k uk = bk ⇔ uk = A˜−1k bk =
(
A˜−1k,11bk,1
0
)
+ p˜kk+1A
−1
k+1r˜
k+1
k bk (3.127)
kann dann in zwei Schritten gelo¨st werden: Zuna¨chst berechnet man auf dem Level k + 1 durch
A−1k+1r˜
k+1
k bk (3.128)
die Grobgitterunbekannten uk,2 und dann mit
A˜−1k,11bk,1 +
(
p˜kk+1uk,2
)
1
(3.129)
die Feingitterunbekannten in uk,1. Auf Level k + 1 kann die Methodik wieder angewandt werden.
Fu¨r das Mehrgitterverfahren, J > 1, werden die Matrizen Ak fu¨r die gro¨beren Gitter rekursiv
berechnet. Es setzt also voraus, daß eine Gitterhierarchie Ωk+1 ⊂ Ωk, k = 0, . . . , J − 1, gegeben
sei, auf allen Gittern eine Grob-Fein-Numerierung, d.h. eine Zerlegung in F- und C-Unbekannte,
vorhanden sei und Ak eine entsprechende Blockstruktur wie in (3.120) habe.
Der Mehrgitter-Algorithmus
Algorithmus 3.6 (Schurkomplement-Vorbereitung). Die Matrix A0 mit einer Blockstruktur
wie in (3.120) sei gegeben, und A˜k sei definiert durch (3.121) und (3.122) bzw. Algorithmus 3.2
oder 3.3. Dann lautet die Setup-Phase fu¨r das Schurkomplement-Mehrgitterverfahren:
Schleife k = 0, . . . , J :
Berechne A˜k aus Ak.
Berechne p˜kk+1 =
(−A˜−1k,11A˜k,12
I
)
, r˜k+1k =
(
−Ak,21A˜−1k,11 I
)
.
Berechne Ak+1 = A˜k,22 − A˜k,21A˜−1k,11A˜k,12.
Bemerkung 3.26. Die Grobgittermatrix Ak+1 ist das Schurkomplement von A˜k und kann auch
durch das Galerkinprodukt Ak+1 = r˜
k+1
k A˜kp˜
k
k+1 berechnet werden (siehe auch Gl. (3.62)). Fu¨r eine
symmetrische Matrix A0 sind die Grobgittermatrizen nicht notwendigerweise wieder symmetrisch.
Das korrespondierende Mehrgitterverfahren kann nun als algebraische Mehrgitteriteration mit dem
zusa¨tzlichen Schritt
uk,1 = uk,1 − A˜−1k,11dk,1 (3.130)
geschrieben werden.
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Algorithmus 3.7 (Schurkomplement-Verfahren). Seien p˜kk+1, r˜
k+1
k und Ak gema¨ß Algorith-
mus 3.6 berechnet und Gla¨tter Sk auf Ωk und ein Startvektor uk gegeben.
Mehrgitterzyklus MGC-SC(k, uk, bk) :=
Wenn k = J
Gib uJ := A
−1
J bJ zuru¨ck.
Sonst
Vorgla¨ttung: uk := S
ν1
k (uk, bk).
Defektberechnung: dk := Ak uk − bk.
uk,1 = uk,1 − A˜−1k,11dk,1.
Restriktion: dk+1 := r˜
k+1
k dk.
ek+1 := 0.
Grobgitterkorrektur: Schleife 1, . . . , γ:
ek+1 := MGC-SC(k + 1, ek+1, dk+1).
Prolongation: uk := uk − p˜kk+1ek+1.
Nachgla¨ttung: uk := S
ν2
k (uk, bk).
Gib uk zuru¨ck.
Interpolation
Das Schurkomplement-Mehrgitterverfahren benutzt die in Abschnitt 3.4.6 vorgestellten matrix-
abha¨ngigen Transferoperatoren, die man mit Algorithmus 3.2 oder Algorithmus 3.3 in der Setup-
Phase konstruiert.
Gitterhierarchie
Die gro¨beren Gitter Ωk, k > 0, fu¨r das Schurkomplement-Mehrgitterverfahren ko¨nnen entweder
durch geometrisches Vergro¨bern wie im klassischen Verfahren oder durch eine Vergro¨berungsstra-
tegie wie im Ruge-Stu¨ben-Verfahren konstruiert werden. Darauf kommen wir in den numerischen
Experimenten nicht zuru¨ck. Die no¨tige Zerlegung in F- und C-Unbekannte der Gitter ergibt sich
im ersten Fall durch die Unbekannten von Ωk \ Ωk+1 bzw. Ωk+1 als F- bzw. C-Unbekannte.
Kapitel 4
Die Coarse Graining Methode
Der Einfluß eines stark variierenden Permeabilita¨tsfeldes auf die Lo¨sung der Stro¨mungsgleichung
ha¨ngt sehr von der Auflo¨sung des betrachteten Feldes ab. Um den Einfluß aller beteiligten Skalen
zu erfassen, muß man die Stro¨mungsgleichung auf der feinsten Skala lo¨sen. Da dies aus rechentech-
nischer Sicht oftmals unmo¨glich ist und man in der Praxis selten an den feinaufgelo¨sten Gro¨ßen,
sondern oft nur an gemittelten Gro¨ßen interessiert ist, betrachtet man die Stro¨mungsgleichung auf
einer gro¨ßeren La¨ngenskala, die die feinskaligen Fluktuationen des Permeabilita¨tsfeldes nicht mehr
auflo¨st. Die Lo¨sung der Stro¨mungsgleichung auf der gro¨ßeren Skala soll aber die Eigenschaften, die
von Interesse sind, korrekt wiedergeben.
Die Methode des Coarse Grainings liefert fu¨r dieses Vorgehen eine Modellierung der Stro¨mungs-
gleichung auf gro¨ßeren La¨ngenskalen, die den Einfluß der nicht aufgelo¨sten Skalen beru¨cksichtigt.
Dazu wird in der Theorie des Coarse Grainings die feinskalige Stro¨mungsgleichung auf eine be-
liebig gewa¨hlte La¨ngenskala hochskaliert. Dieses als Upscaling bezeichnete Verfahren beruht auf
der Gla¨ttung kleinskaliger Fluktuationen durch eine partielle Mittelungsprozedur. Die Mittelungs-
prozedur wird im Fourier-Raum mithilfe einer Abschneidefunktion fu¨r die hochfrequenten Anteile
durchgefu¨hrt.
Das Konzept der Coarse Graining Methode wurde urspru¨nglich fu¨r den Bereich der
”
Large-Eddy“-
Simulationen in der Stro¨mungsmechanik und fu¨r die Turbulenztheorie entwickelt [Mac94]. Eine
kurze Beschreibung ist in dem Leitartikel [BG90] enthalten. In den neueren Arbeiten [Att02]
und [AEN02] ist die Coarse Graining Methode auf die Stro¨mung in poro¨sen Medien angewendet
worden. In der vorliegenden Arbeit wird sie davon ausgehend weiterentwickelt und ausformuliert.
Wir leiten in diesem Kapitel die hochskalierte Stro¨mungsgleichung ab, in der der Einfluß der
subskaligen Fluktuationen des Permeabilita¨tsfeldes durch einen skalenabha¨ngigen effektiven Per-
meabilita¨tstensor Keff modelliert wird.
Der gewonnene effektive Permeabilita¨tstensor kann sto¨rungstheoretisch berechnet werden. Durch
ein Aufsummieren von Beitra¨gen aus der Sto¨rungstheorie kann das Resultat auch mittels einer
Renormierungsgruppen-Analysis erweitert werden. Zusa¨tzlich ko¨nnen Resultate fu¨r die Abwei-
chung der hochskalierten Lo¨sung der Stro¨mungsgleichung wie auch des hochskalierten Permea-
bilita¨tstensors in niedrigster Ordnung Sto¨rungstheorie angegeben werden. Da explizite Resultate
im allgemeinen nur im Fall eines isotropen Mediums angegeben werden ko¨nnen, beschra¨nken wir
uns oft auf diesen Fall.
In der Theorie des Coarse Grainings wird das feinskalige Permeabilita¨tsfeldK(x) als Gaußsches Zu-
fallsfeld modelliert, das logarithmisch normalverteilt ist. Die Korrelationsfunktion fu¨r ein skalares
Feld K(x) sei in d Raumdimensionen durch die Fourier-Transformierte kˆ(q) kˆ(q′) = K2g wˆ(q, q
′) +
O(σ4f ) mit
wˆ(q, q′) = (2pi)d δ(q + q′)ω(q) = σ2f δ(q + q
′)
d∏
i=1
(2pi)3/2li exp
(
−q
2
i l
2
i
2
)
(4.1)
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wie in Abschnitt 2.4 gegeben. Sie ist im allgemeinen anisotrop.
Bemerkung 4.1. Die Coarse Graining Methode ist im Vergleich zu bestehenden Theorien, wie der
Homogenisierungstheorie, weitaus weniger rigoros und stellt nur eine approximative Theorie dar.
Sie hat aber den Vorteil, daß sie einen skalenabha¨ngigen Operator bzw. skalenabha¨ngigen effektiven
Permeabilita¨tskoeffizienten liefert und im Grenzfall eines Upscalings zu sehr großen Skalen unter
bestimmten Voraussetzungen den effektiven Koeffizienten aus der Homogenisierungstheorie liefert.
Darauf gehen wir insbesondere im na¨chsten Kapitel ein.
Im folgenden schreiben wir fu¨r die Raumintegration kurz
∫
. . . ≡ ∫Rd . . ..
4.1 Coarse Graining der Stro¨mungsgleichung
Anschaulich ist das Ziel der Coarse Graining Methode, eine Funktion u¨ber lokale Volumen von
der Gro¨ße λd zu mitteln, um die Funktion auf einer La¨ngenskala zu erhalten, die einer gro¨beren
Auflo¨sung entspricht. Im folgenden sei die gro¨bere La¨ngenskala stets durch die La¨nge λ charakte-
risiert. Strukturen mit einer charakteristischen La¨nge kleiner als λ werden auf dieser Skala nicht
mehr aufgelo¨st.
Motiviert wird die Methode des Coarse Grainings durch folgenden einfachen Zusammenhang: Das
Gla¨tten einer Funktion u(x), d.h. das Ausmitteln von Fluktuationen von u(x) u¨ber ein typisches
Volumen λd um x im Ortsraum, ist etwa durch
u(x)|λ = 1∫
Wλ(x, x′)ddx′
∫
Wλ(x, x
′)u(x+ x′) ddx′ (4.2)
mit einer geeigneten Gla¨ttungsfunktion Wλ(x, x
′) gegeben. Dabei werden Anteile von u, deren
Wellenla¨nge kleiner als λ sind, ausgemittelt. Diese Mittelungsprozedur entspricht dem Eliminieren
der hochfrequenten Moden von u, d.h. dem Eliminieren der Funktionswerte von uˆ zu großen Wel-
lenvektoren im Fourier-Raum.
Der Ausgangspunkt der Coarse Graining Theorie ist die Stro¨mungsgleichung (2.62)
−div K(x)∇u(x) = f(x) (4.3)
mit einer Realisierung eines logarithmisch normalverteilten Zufallsfeldes als skalares Permeabi-
lita¨tsfeld K(x), x ∈ Rd. Als Randbedingungen nehmen wir Nullrandbedingungen im Unendlichen
und im folgenden stets K(x) ∈ W 1,∞(Rd), u(x) ∈ H20 (Rd) an. Wir spalten K(x), wie in Ab-
schnitt 2.4.2 geschildert, in seinen Mittelwert K ≡ K(x) und die Fluktuationen k(x) um diesen
Mittelwert auf und betrachten die Stro¨mungsgleichung in ihrer Darstellung im Fourier-Raum. Da-
zu benutzen wir in diesem Kapitel die Aussagen aus dem Paragraphen 2.2 u¨ber Fourier-Integrale.
Aus (4.3) erha¨lt man durch Fourier-Transformation:
Kq2uˆ(q)− iqj
∫
kˆ(q − q′) iq′j uˆ(q′) ddq′ = fˆ(q) . (4.4)
Bemerkung 4.2. Als Fourier-Variablen verwenden wir hier stets q, q′ ∈ Rd, um eine Verwechslung
mit der Bezeichnung fu¨r die Permeabilita¨t auszuschließen, und benutzen Einsteins Summenkon-
vention: u¨ber mehrfach auftretende Indizes wird von 1 bis d summiert.
Um die Coarse Graining Theorie auch im Rahmen von anisotrop korrelierten Permeabilita¨tsfeldern
verwenden zu ko¨nnen, betrachten wir allgemeiner fu¨r K(x) ein Tensorfeld
K : Rd → Rd×d , x 7→ Kij(x) = Kij + kij(x) , i, j = 1, . . . , d . (4.5)
Dabei sei Kij(x) ∈W 1,∞(Rd) eine Realisierung eines skalaren, lognormalverteilten Zufallsfeldes
mit Mittelwert Kij und Fluktuationen kij(x), und Kij erfu¨lle die Elliptizita¨tsbedingung
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∑d
i,j=1 Kij(x)ξiξj ≥ Λ|ξ|2 fu¨r alle ξ ∈ Rd, x ∈ Rd, mit Λ > 0. Die fouriertransformierte Stro¨mungs-
gleichung lautet damit:
−iqiKijiqj uˆ(q)− iqi
∫
kˆij(q − q′) iq′j uˆ(q′) ddq′ = fˆ(q) . (4.6)
Definition 4.1. Motiviert durch die Wirkungsweise des Ausmittelns von hochfrequenten Moden
im Fourier-Raum, fu¨hren wir nun Projektoren ein:
P+λ,q
(
uˆ(q)
)
:=
{
uˆ(q) falls |qi| > as/λ fu¨r ein i ∈ {1, . . . , d}
0 sonst
(4.7)
und
P−λ,q
(
uˆ(q)
)
:=
{
uˆ(q) falls |qi| ≤ as/λ fu¨r alle i ∈ {1, . . . , d}
0 sonst,
(4.8)
mit P+λ,q
(
P+λ,q(uˆ(q))
)
= P+λ,q
(
uˆ(q)
)
und analog fu¨r P−λ,q . Der Parameter as ≥ 1 ist eine Konstante.
Bemerkung 4.3. Wenn es mo¨glich ist, unterdru¨cken wir der U¨bersichtlichkeit halber den Index λ
bzw. q und schreiben oft P+λ,q,q′
(
uˆ(q, q′)
)
anstelle von P+λ,q
(
P+λ,q′(uˆ(q, q
′))
)
.
Die Fourier-Transformierte von u kann damit in seine Projektion auf die Funktionswerte fu¨r kleine
und große Wellenvektoren zerlegt werden:
uˆ(q) = P−λ
(
uˆ(q)
)
+ P+λ
(
uˆ(q)
)
. (4.9)
Wir nehmen an, daß die Greensche Funktion Gˆ(q, q′) der Stro¨mungsgleichung im Fourier-Raum
existiert, und fu¨hren sie wie im Abschnitt 2.2.2 ein. Gˆ(q, q′) lo¨se
qiKijqjGˆ(q, q
′)− iqi
∫
kˆij(q − q′′) iq′′j Gˆ(q′′, q′) ddq′′ = δ(q + q′) (4.10)
⇔
∫ (
q′′i Kijq
′′
j δ(q − q′′)− iqi kˆij(q − q′′) iq′′j
)
Gˆ(q′′, q′) ddq′′ = δ(q + q′) . (4.11)
Im Fall, daß die Fluktuationen kˆ identisch null sind, lo¨st Gˆ(q, q′) die Gleichung
qiKijqjGˆ(q, q
′) = δ(q + q′) , (4.12)
woraus man Gˆ(q, q′) = g(q)δ(q + q′) fu¨r kˆ ≡ 0 mit der
Definition 4.2.
g(q) =
(
d∑
i,j=1
qiKijqj
)−1
(4.13)
erha¨lt.
Formal kann man mit Gl. (4.10) Gˆ(q, q′) in eine Reihe in g durch Wiedereinsetzen entwickeln:
Gˆ(q, q′) = g(q)δ(q + q′) + g(q) iqi
∫
kˆij(q − q′′) iq′′j g(q′′)δ(q′′ + q′) ddq′′
+ g(q) iqi
∫
kˆij(q − q′′) iq′′j g(q′′)iq′′l ×∫
kˆlm(q
′′ − q′′′) iq′′′m g(q′′′)δ(q′′′ + q′) ddq′′′ddq′′ + . . . .
(4.14)
Mit g(q) schreibt sich die Lo¨sung uˆ(q) mithilfe (4.6) nun als:
uˆ(q) = g(q)fˆ(q) + g(q) iqi
∫
kˆij(q − q′) iq′j uˆ(q′) ddq′ . (4.15)
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Mit den definierten Projektoren erhalten wir
P+λ,q
(
uˆ(q)
)
= P+λ,q
(
g(q)fˆ(q)
)
+ P+λ,q
(
g(q) iqi
∫
kˆij(q − q′) iq′j uˆ(q′) ddq′
)
(4.16)
und den entsprechenden Ausdruck fu¨r P−λ,q
(
uˆ(q)
)
.
Bemerkung 4.4. P−λ
(
uˆ(q)
)
und P+λ
(
uˆ(q)
)
sind durch das enthaltene Faltungsintegral u¨ber uˆ(q′) =
P−λ
(
uˆ(q′)
)
+P+λ
(
uˆ(q′)
)
miteinander gekoppelt. Die Idee der Coarse Graining Methode ist, einen ge-
schlossenen Ausdruck fu¨r P−λ
(
uˆ(q)
)
zu erhalten, das nur noch niederfrequente Komponenten erha¨lt
und damit im Ortsraum einer Gro¨ße entspricht, die keine Oszillationen mit Periodenla¨ngen kleiner
als λ entha¨lt. Die Strategie ist daher, die Lo¨sung fu¨r P+λ
(
uˆ(q)
)
in die Gleichung fu¨r P−λ
(
uˆ(q)
)
einzusetzen, um einen geschlossenen Ausdruck fu¨r P−λ
(
uˆ(q)
)
zu erhalten.
Definition 4.3. Wir fu¨hren dazu die Operatoren L und R ein:
L uˆ :=
∫
L(q, q′)uˆ(q′) ddq′
:=
∫ (
q′iKijq
′
jδ(q − q′)− iqi kˆij(q − q′) iq′j
)
uˆ(q′) ddq′ , (4.17)
R uˆ :=
∫
R(q, q′)uˆ(q′) ddq′ := iqi
∫
kˆij(q − q′) iq′juˆ(q′) ddq′ . (4.18)
Fu¨r L(q, q′′) ergibt sich mit Gl. (4.11) die Beziehung∫
L(q, q′′)Gˆ(q′′, q′) ddq′′ = δ(q + q′) . (4.19)
Als Inverse von L, die (4.19) mit 1(2pi)2d δ(q − q′) erfu¨llt, erhalten wir damit:
L−1(q, q′) := (2pi)−2d Gˆ(q,−q′) .
Die Greensche Funktion, P+λ,q′
(
Gˆ(q, q′)
)
, der Stro¨mungsgleichung im Fourier-Raum projeziert auf
die hochfrequenten Anteile lo¨st wegen (4.11):∫
P+λ,q
(
q′′i Kijq
′′
j δ(q − q′′)− iqi kˆij(q − q′′) iq′′j
)
P+λ,q′
(
Gˆ(q′′, q′)
)
ddq′′ = P+λ,q,q′
(
δ(q + q′)
)
. (4.20)
Damit ergibt sich mit der Definition von L∫
P+λ,q
(
L(q, q′′)
)
P+λ,q′
(
Gˆ(q′′, q′)
)
ddq′′ = P+λ,q,q′
(
δ(q + q′)
)
. (4.21)
Das heißt, die Inverse von P+λ,q
(
L(q, q′′)
)
lautet:(
P+λ,q′
(
L(q′′, q′)
))−1
:= (2pi)−2d P+λ,q′
(
Gˆ(q′′,−q′)) . (4.22)
Sie definiert den Operator:(
P+L)−1uˆ := ∫ (P+λ,q′(L(q, q′)))−1 uˆ(q′) ddq′ = ∫ P+λ,q′(Gˆ(q,−q′))uˆ(q′) ddq′ . (4.23)
Aus Gl. (4.6) folgt nun mit den Operatoren L und R:
L uˆ = fˆ ⇔ uˆ = gfˆ + gR uˆ (4.24)
⇒ L uˆ = g−1uˆ−R uˆ bzw. g−1uˆ = fˆ +R uˆ . (4.25)
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Damit erha¨lt man fu¨r P−(uˆ) und analog fu¨r P+(uˆ):
P−(uˆ) = P−
(
gfˆ + gR uˆ) = P−(gfˆ + gR (P−(uˆ) + P+(uˆ))) , (4.26)
P+(uˆ) = P+
(
gfˆ + gR uˆ) = P+(gfˆ + gR (P−(uˆ) + P+(uˆ))) . (4.27)
Daraus folgt
P+
(
g−1uˆ
)
= P+
(
fˆ
)
+ P+
(RP−(uˆ) +RP+(uˆ)) (4.28)
und
P+
(LP+(uˆ)) = P+(g−1P+(uˆ)−RP+(uˆ)) (4.29)
(4.28)
= P+
(
fˆ
)
+ P+
(RP−(uˆ)) = P+(fˆ +RP−(uˆ)) . (4.30)
Das Verwenden des inversen Operators (P+L)−1 ermo¨glicht nun, die Lo¨sung der Stro¨mungsglei-
chung P+(uˆ) in einer kompakten Form zu schreiben:
P+(uˆ) = P+
((
P+L)−1P+(fˆ)+ (P+L)−1P+(RP−(uˆ))) . (4.31)
Damit ist es gelungen, die Lo¨sung P+(uˆ) als Ausdruck in der auf kleine Wellenvektoren projezierte
Lo¨sung P−(uˆ) darzustellen. P+(uˆ) kann nun in Gl. (4.26) eingesetzt werden, um einen geschlosse-
nen Ausdruck fu¨r P−(uˆ) zu gewinnen:
P−(uˆ) = P−
(
gfˆ
)
+ P−
(
gRP−(uˆ))+ P−(gRP+(uˆ)) (4.32)
= P−
(
gfˆ
)
+ P−
(
gRP−(uˆ))
+ P−
(
gRP+((P+L)−1P+(fˆ) + (P+L)−1P+(RP−(uˆ)))) (4.33)
= P−
(
gfˆ + gRP−(uˆ))+ P−(gRP+((P+L)−1P+(fˆ)))
+ P−
(
gRP+((P+L)−1P+(RP−(uˆ)))) . (4.34)
Die auf Werte zu kleinen Wellenvektoren projezierte Lo¨sung P−(uˆ) la¨ßt sich mit (4.34) in zwei
Anteile zerlegen:
P−q
(
g(q)−1uˆ(q)
)
= S(q) +Q(q) (4.35)
mit
S(q) := P−q
(
fˆ(q) +
∫
R(q, q′)P−q′
(
uˆ(q′)
)
ddq′
)
(4.36)
und Q(q) = Q1(q) +Q2(q), wobei
Q1(q) := P
−
q
(∫
R(q, q′)P+q′
(∫ (
P+q′′ (L(q
′, q′′))
)−1
P+q′′
(
fˆ(q′′)
)
ddq′′
)
ddq′
)
=
1
(2pi)2d
P−q
(∫
R(q, q′)P+q′
(∫
P+q′′
(
Gˆ(q′,−q′′))fˆ(q′′) ddq′′)ddq′) (4.37)
und
Q2(q) :=
P−q
(∫
R(q, q′)P+q′
(∫ (
P+q′′(L(q
′, q′′))
)−1
P+q′′
(∫
R(q′′, q′′′)P−q′′′
(
uˆ(q′′′)
)
ddq′′′
)
ddq′′
)
ddq′
)
=
1
(2pi)2d
P−q
(∫
R(q, q′)P+q′
(∫
P+q′′
(
Gˆ(q′,−q′′)) ∫ R(q′′, q′′′)P−q′′′(uˆ(q′′′)) ddq′′′ddq′′)ddq′) .
(4.38)
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In der Aufspaltung von P−q
(
g(q)−1uˆ(q)
)
resultiert der Term S(q) vom Einfluß kleiner Wellenvek-
toren, da in S(q) nur P−q
(
fˆ(q)
)
und P−q′
(
uˆ(q′)
)
eingehen. Q(q) beinhaltet hingegen den Einfluß auf
die hochskalierte Lo¨sung, der von den Wellenvektoren verursacht wird, die zu den hochfrequenten
Anteilen mit |qi| > as/λ geho¨ren.
Q(q) beschreibt also den Einfluß der kleinskaligen Fluktuationen auf die hochskalierte Gro¨ße
P−q
(
g(q)−1uˆ(q)
)
, die ihrerseits einer lokal volumengemittelten Gro¨ße im Ortsraum entspricht. Man
kann daher annehmen, daß der Einfluß der subskaligen Fluktuationen durch den Mittelwert gut
approximiert wird und die Fluktuationen um diesen klein sind.
Wir spalten daher formal Q(q) in seinen Ensemblemittelwert und die Fluktuationen
Q(q) = Q1(q) +Q2(q) = Q1(q) + δQ1(q) +Q2(q) + δQ2(q) (4.39)
auf.
Bemerkung 4.5. Der Term Q1(q) verschwindet, wenn der Quellterm fˆ(q) ≡ 0 ist. Er verschwindet
aber auch fu¨r den Fall, daß der Quellterm f(x) keine kurzwelligen Anteile entha¨lt.
Da f von außen vorgegeben wird, entha¨lt es sehr ha¨ufig nur Komponenten, die auf La¨ngenskalen
gro¨ßer als λ variieren, d.h. keine Fourier-Komponenten zu großen Wellenvektoren q. Damit ist die
Forderung
fˆ(q) := P−λ,q
(
F (q)
)
(4.40)
mit einer geeigneten Funktion F (q) im Fourier-Raum in vielen Anwendungen physikalisch sinnvoll.
Wir nehmen im folgenden an, daß fˆ stets die Bedingung (4.40) erfu¨llt. Damit gilt in (4.37) dann:
P+q′′
(
fˆ(q′′)
) ≡ 0, woraus sich Q1(q) ≡ 0 ergibt.
Wir erhalten unter dieser Voraussetzung insgesamt
P−q
(
g(q)−1uˆ(q)
)
= S(q) +Q2(q) + δQ2(q) (4.41)
mit
Q2(q) =
1
(2pi)2d
P−q
(
iqi
∫
kˆil(q − q′)iq′l P+q′
(
P+q′′
(
Gˆ(q′,−q′′))iq′′mkˆmj(q′′ − q)iqjP−q (uˆ(q)) ddq′′)ddq′)
=
1
(2pi)2d
P−q
(
iqi
∫
kˆil(q − q′)iq′l P+q′
(
P+q′′
(
Gˆ(q′,−q′′))iq′′mkˆmj(q′′ − q)) ddq′′ddq′ iqj uˆ(q))
=: P−q
(
iqi δK
eff
ij (q, λ) iqj uˆ(q)
)
, (4.42)
wobei wir R(q, q′) = iqi kˆij(q − q′)iq′j und die Translationsinvarianz durch die Ensemblemittelung
im Fourier-Raum, q − q′′′ = 0, ausgenutzt haben.
Das definierte δKeff(q, λ) kann als skalenabha¨ngiger, (partieller) effektiver Permeabilita¨tstensor
verstanden werden. Er wird von den kleinskaligen Heterogenita¨ten induziert, die auf La¨ngenskalen
kleiner als λ variieren. Damit erha¨lt man aus Gl. (4.41) und (4.36):
P−q
(
g(q)−1uˆ(q)
)
= P−q
(
fˆ(q)
)
+ P−q
(
iqi
∫
kˆij(q − q′)iq′j P−q′
(
uˆ(q′)
)
ddq′
)
+ P−q
(
iqi δK
eff
ij (q, λ) iqj uˆ(q)
)
+ δQ2(q) . (4.43)
Bemerkung 4.6. Einer Fourier-Transformation zufolge entspricht δKeff(q) in (4.43) einem nicht-
lokalen Term im Ortsraum, wie er auch in [NO93] gefunden wird. Um δKeff(q) zu lokalisieren, kann
man δKeff(q) fu¨r q = 0 auswerten. Physikalisch sinnvoll ist dies, da in P−q
(
iqi δK
eff
ij (q, λ) iqj uˆ(q)
)
nur die Funktionswerte von δKeff fu¨r kleine Wellenzahlvektoren relevant sind. Aus diesem Grund
kann man δKeff(q) darin na¨herungsweise durch δKeff(q = 0) ersetzen. Die Approximation
δKeff(q) ≈ δKeff(q = 0) (4.44)
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wird wegen der Projektion P−λ,q in (4.43) auch fu¨r zunehmendes λ immer besser, und fu¨r ein glo-
bales Hochskalieren mit λ→∞ ist die Lokalisierung exakt (siehe auch [HC99]).
Motiviert durch diesen Zusammenhang entwickeln wir δKeff(q, λ) in P−q
(
iqi δK
eff
ij (q, λ) iqj uˆ(q)
)
in
eine Taylorreihe um q = 0:
δKeffij (q, λ) = δK
eff
ij (0, λ) + rij(q, λ) , (4.45)
mit
rij(q, λ) =
∑
0<|α|≤n
1
α!
qα
(
Dα(ξ) δK
eff
ij (ξ, λ)
)
ξ=0
+
∑
|α|=n+1
1
α!
qα
(
Dα(ξ) δK
eff
ij (ξ, λ)
)
ξ=θq
mit θ ∈ [0, 1] , α ∈ Nd ,
(4.46)
α! := α1! · . . . · αd! , qα := qα11 · . . . · qαdd ,
fu¨r δKeffij ∈ Cn+1(Rd). Damit ko¨nnen wir nun fu¨r P−λ,q
(
uˆ(q)
)
mit Gl. (4.43)
− iqi
(
Kij + δK
eff
ij (0, λ)
)
iqj P
−
λ,q
(
uˆ(q)
) − P−λ,q(iqi ∫ kˆij(q − q′)iq′jP−λ,q′(uˆ(q′)) ddq′)
− iqi rij(q, λ)iqj P−λ,q
(
uˆ(q)
)− δQ2(q) = P−λ,q(fˆ(q)) (4.47)
schreiben. Vernachla¨ssigt man die Korrekturterme
iqi rij(q, λ) iqj P
−
λ,q
(
uˆ(q)
)
+ δQ2(q) ,
entspricht Gl. (4.47) einer auf die Skala λ hochskalierten Stro¨mungsgleichung im Fourier-Raum,
P−λ,q
(
qi
(
Kij + δK
eff
ij (0, λ)
)
qj uˆ(q)− iqi
∫
kˆij(q − q′)iq′jP−λ,q′
(
uˆ(q′)
)
ddq′
)
= P−λ,q
(
fˆ(q)
)
, (4.48)
in die ein effektiver Permeabilita¨tstensor
Keffij (λ) := Kij + δK
eff
ij (0, λ)
= Kij +
1
(2pi)2d
∫
kˆil(−q′)iq′l P+λ,q′
(
P+λ,q′′
(
Gˆ(q′,−q′′))iq′′mkˆmj(q′′)) ddq′′ddq′ (4.49)
eingeht. Aufgrund (4.48) lautet damit das auf die Skala λ hochskalierte Permeabilita¨tsfeld im
Fourier-Raum
P−λ,q
(
Keffij (λ)δ(q − q′) + kˆij(q − q′)
)
(4.50)
und die hochskalierte Stro¨mungsgleichung im Ortsraum:
−div (Keff(λ) + k(x)|λ)∇uλ(x) = f(x)|λ (4.51)
mit den auf die Skala λ skalierten Gro¨ßen k(x)|λ und f(x)|λ und der Lo¨sung uλ(x).
Satz 4.1. Der partielle effektive Permeabilta¨tstensor δKeff(0, λ) ist fu¨r die Korrelationsfunktion wˆ
aus (4.1) symmetrisch und negativ definit, falls K diagonal ist und die Fluktuation kˆ eine skalare
Gro¨ße ist.
Beweis. Fu¨r ein lognormalverteiltes Zufallsfeld ist g(q) aus Gl. (4.13) stets positiv. Setzt man die
Sto¨rungsreihe fu¨r Gˆ(q, q′) aus (4.14) in δKeff ein und benutzt, daß gerade n-Punktkorrelationsfunk-
tionen eines Gaußschen Zufallsfeldes in Produkte der Zweipunktfunktion zerfallen bzw. ungerade
n-Punktfunktionen nicht beitragen, findet man leicht, daß die Diagonalterme von δKeff negativ
sind. Fu¨r i 6= j verschwindet δKeff aufgrund der Symmetrie von g(q) und wˆ(q) bezu¨glich qi.
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Bemerkung 4.7. Fu¨r λ = 0 erha¨lt man aus (4.47) die urspru¨ngliche Stro¨mungsgleichung im Fourier-
Raum (4.6). In diesem Fall gilt:
Q(q) ≡ 0 , (4.52)
wegen der Projektoren P+ in Q(q), und damit: P−q
(
g(q)−1uˆ(q)
)
= S(q). Fu¨r den effektiven Per-
meabilita¨tstensor gilt damit: Keff(λ = 0) = K.
Bemerkung 4.8. Falls der Quellterm f(x) nicht langwellig ist, sondern etwa Konzentrationen im
Ortsraum aufweist, erfu¨llt fˆ(q) i.a. nicht mehr die Bedingung (4.40). Wenn fˆ nicht (4.40) genu¨gt,
entha¨lt fˆ in Q1(q) Beitra¨ge zu großen Wellenvektoren. In diesem Fall gilt aber wenigstens Q1(q) ≡
0. Aufgrund der Ensemblemittelung muß Q1(q) im Ortsraum na¨mlich translationsinvariant sein.
Daher spielen in Q1 nur Beitra¨ge eine Rolle, fu¨r die q− q′′ = 0 gilt. Wegen P−q und P+q′′ in Q1 gibt
es aber keine Beitra¨ge, und man hat Q1(q) ≡ 0.
4.2 Sto¨rungstheoretische Berechnung von Keff(λ)
Wir gehen in allen theoretischen Berechnungen von einem skalaren Permeabilita¨tsfeld Kij(x) =
K(x) δij aus. Damit liefert (4.49) fu¨r den effektiven Permeabilita¨tskoeffizienten die
Definition 4.4.
Keffij (λ) = Kij +
1
(2pi)2d
∫
kˆ(−q′)iq′i P+λ,q′
(
P+λ,q′′ (Gˆ(q
′,−q′′))iq′′j kˆ(q′′)
)
ddq′′ddq′ . (4.53)
Fu¨r ein schwach heterogenes Permeabilita¨tsfeld, d.h. fu¨r Varianzen σ2f  1 in (4.1), ergibt sich
fu¨r Keff(λ) ein explizites Resultat einschließlich der Ordnung O(σ2f ) in der sto¨rungstheoretischen
Na¨herung. In dieser Na¨herung reduziert man die Greensche Funktion Gˆ(q, q′) auf die Greensche
Funktion der homogenen Stro¨mungsgleichung:
Gˆ(q, q′) = g(q)δ(q + q′) . (4.54)
Isotrope Korrelation
Im isotropen Medium vereinfacht sich der effektive Permeabilita¨tstensor wegen der isotropen Kor-
relationsfunktion aus (4.1) in O(σ2f ),
ω(q) = σ2f (2pi)
d/2ld0 exp
(−l20q2/2) ,
und g(q) =
(
Kq2)−1 mit K = Kg
(
1 +
σ2f
2 +O(σ
4
f )
)
zu einer skalaren Gro¨ße
Keffij (λ) = K
eff(λ) δij (4.55)
mit
Keff(λ) = Kg
(
1 +
σ2f
2
)
−
∫
P+λ,q
(
ω(q)
Kg q
2
1
(2pi)d q2
)
ddq . (4.56)
Es gilt nun:
Keff(λ) = Kg
(
1 +
σ2f
2
)
− σ2fKg
(2pil20)
d/2
(2pi)d
∫
P+λ,q
(
exp
(−l20q2/2)q21q2
)
ddq
= Kg
(
1 +
σ2f
2
)
−Kg C
(∫
exp
(−l20q2/2)q21q2 ddq +
∫
P−λ,q
(
exp
(−l20q2/2)q21q2
)
ddq
)
= Kg
(
1 +
σ2f
2
)
− KgC
d
(∫
exp
(−l20q2/2)ddq + ∫ P−λ,q(exp(−l20q2/2))ddq)
= Kg
(
1 +
σ2f
2
)
− KgC
d
((∫
exp
(−l20q2/2)dq)d +(∫ P−λ,q(exp(−l20q2/2))dq)d
)
,
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mit C := σ2f (2pil
2
0)
d/2/(2pi)d.
Damit erha¨lt man fu¨r d = 1, 2, 3:
Keff(λ) = Kg
(
1 +
σ2f
2
)
+ δKeff(λ)
= Kg + σ
2
f
Kg
d
(
d
2
− 1 +
(
erf
(
l0 as√
2λ
))d) (4.57)
in der Ordnung O(σ2f ). Die Fehlerfunktion erf(x) ist wie folgt definiert:
erf(x) =
2√
pi
∫ x
0
e−t
2
dt . (4.58)
Fu¨r den Fall, daß λ = 0 ist, werden in der Coarse Graining Methode alle Fluktuationen der
Permeabilita¨t exakt modelliert. Keff ist durch den arithmetischen Mittelwert Ka = K bzw. Kg(1+
σ2f/2) in O(σ
2
f ) gegeben.
Im Fall λ/l0  1 findet man aus (4.57) fu¨r den effektiven Permeabilita¨tskoeffizienten:
Keff(λ)→ Kg(1− σ2f/2) fu¨r d = 1 , (4.59)
Keff(λ)→ Kg fu¨r d = 2 , (4.60)
Keff(λ)→ Kg(1 + σ2f/6) fu¨r d = 3 , (4.61)
fu¨r λ/l0 → ∞. Fu¨r die Skalen dazwischen fa¨llt der effektive Wert Keff(λ) vom arithmetischen
Mittel zum Grenzwert fu¨r λ→∞ monoton ab, wie in Abb. 4.1 dargestellt.
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Abbildung 4.1: Keff(λ) in der Ordnung O(σ2f ) aus der Sto¨rungstheorie fu¨r d Raumdimensionen mit
σ2f = 0.1 (as = 1).
Anisotrope Korrelation
Wir gehen von einem skalaren Permeabilita¨tsfeld mit anisotroper Korrelationsfunktion aus. Fu¨r
das anisotrop korrelierte Medium betrachten wir ausschließlich den Fall mit l1 6= l2 in d = 2
Raumdimensionen. Mit g(q) wie im isotropen Fall und
ω(q) = σ2f
2∏
i=1
(
2pil2i
)1/2
exp
(−l2i q2i /2)
68 KAPITEL 4. DIE COARSE GRAINING METHODE
erha¨lt man in niedrigster Ordnung Sto¨rungstheorie:
δKeffij (λ) = −Kgσ2f
∫
P+λ,q
(
qiqj
q2
√
2pil21
√
2pil22
(2pi)2
exp
(
−q
2
1l
2
1
2
− q
2
2 l
2
2
2
))
d2q
= C
∫ ∞
0
dΛ
∫
P+λ,q
(
qiqj exp
(
−q21
(
l21/2 + Λ
)− q22(l22/2 + Λ))) d2q
= C
∫ ∞
0
dΛ
∫
qiqj exp
(
−q21
(
l21/2 + Λ
)− q22(l22/2 + Λ)) d2q
− C
∫ ∞
0
dΛ
∫
P−λ,q
(
qiqj exp
(
−q21
(
l21/2 + Λ
)− q22(l22/2 + Λ))) d2q
(4.62)
mit C := −Kgσ2f l1l2/(2pi). Fu¨r die Außerdiagonalterme findet man sofort:
δKeffij (λ) ≡ 0 fu¨r i 6= j . (4.63)
Die detaillierte Berechnung von (4.62) fu¨r i = j befindet sich im Anhang A.3. Man findet
δKeff11 (λ) = −Kgσ2f l1l2
(
1
l1(l1 + l2)
+
1
2
∫ ∞
0
f
(
λ/as,Λ, l1, l2
)
dΛ
)
, (4.64)
δKeff22 (λ) = −Kgσ2f l1l2
(
1
l2(l1 + l2)
+
1
2
∫ ∞
0
f
(
λ/as,Λ, l2, l1
)
dΛ
)
, (4.65)
mit
f(x,Λ, l1, l2) :=
−erf
(√
l21+Λ√
2x
)
√
l21 + Λ
3 +
√
2
pi
exp
(
− l21+Λ2x2
)
x(l21 + Λ)
 erf
(√
l22+Λ√
2x
)
√
l22 + Λ
.
Wir erhalten damit einen richtungsabha¨ngigen effektiven Permeabilita¨tskoeffizienten
Keffij (λ) = Kg
(
1 + σ2f/2
)
δij + δK
eff
ij (λ) (4.66)
in Form eines diagonalen Tensors. Der Verlauf von Keffii (λ) ist in Abb. 4.2 fu¨r zwei Paare von
Korrelationsla¨ngen fu¨r die Varianz σ2f = 0.1 dargestellt. Zum einen fu¨r (l1, l2) = (l0, l0/4) und
zum anderen fu¨r (l1, l2) = (4l0, l0/4) mit festem l0. Als numerisches Integrationsverfahren fu¨r die
Integration in δKeffii benutzen wir eine angepaßte, stu¨ckweise Romberg-Integration aus [PTVF92].
Man erkennt, daß die effektive Permeabilita¨t in Richtung der gro¨ßeren Korrelationsla¨nge jeweils
ho¨her als in die Richtung der kleineren Korrelationsla¨nge ist. Außerdem wird die Differenz zwischen
Keff11 und K
eff
22 fu¨r zunehmende Anisotropie gro¨ßer.
Bemerkung 4.9. Fu¨r l1 = l2 = l0 vereinfacht sich f zu
f(x,Λ, l0, l0) =
d
dΛ
(
erf
(√
l20+Λ√
2x
))2
l20 + Λ
,
und man erha¨lt fu¨r Keff(λ) das Resultat aus dem isotropen Fall fu¨r d = 2.
4.2.1 Berechnung mit einer weichen Abschneidefunktion
Die Projektoren P+λ,q′ und P
+
λ,q′′ in δK
eff(λ) entsprechen einer scharfen Abschneidefunktion im
Fourier-Raum. In der bestehenden Literatur u¨ber das Hochskalieren der Permeabilita¨t wird oft
eine weiche Abschneidefunktion benutzt, wie z.B. in [Att02, AEN02], um hochfrequente Moden
herauszufiltern und damit einen effektiven Permeabilita¨tswert zu berechnen.
Wir geben die Resultate fu¨r Keff(λ) in niedrigster, nicht-trivialer Ordnung Sto¨rungstheorie auch fu¨r
eine weiche Abschneidefunktion an. Der Vorteil dieser weichen Abschneidefunktion ist, daß Keff(λ)
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Abbildung 4.2: Keffii (λ) fu¨r Korrelationsla¨ngen l2 = l1/4 und l2 = l1/16 in der Ordnung O(σ
2
f ) fu¨r
d = 2 und σ2f = 0.1 (as = 1).
leichter berechnet werden kann und man im anisotropen Fall einen expliziten Ausdruck erha¨lt. Den
weichen Abschneider werden wir auch in den kommenden Abschnitten bei einigen Berechnungen
verwenden. Wir ersetzen dazu die Integration u¨ber den Projektor∫
P+λ,q
(
f(q)
)
ddq durch
∫ (
1− exp
(
− q2λ22a2w
))
f(q) ddq (4.67)
mit einer Konstante aw ≥ 1. Im isotropen Fall erhalten wir so aus Gl. (4.56) Keffij (λ) = Keff(λ)δij
mit:
Keff(λ) = Kg
(
1 +
σ2f
2
)
− Kgσ
2
f
d
(
1−
(
l20
l20 + λ
2/a2w
)d/2)
. (4.68)
Dieses Ergebnis findet auch Attinger in [Att02].
Im anisotrop korrelierten Fall fu¨r d = 2 ergibt sich:
Keff11 (λ) = Kg
(
1 +
σ2f
2
)
−Kgσ2f F (λ/aw, l1, l2) ,
Keff22 (λ) = Kg
(
1 +
σ2f
2
)
−Kgσ2f F (λ/aw, l2, l1) , (4.69)
Keffij (λ) = 0 fu¨r i 6= j ,
mit
F (x, l1, l2) :=
l2
l1 + l2
− l1l2
l21 + x
2 +
√
(l21 + x
2)(l22 + x
2)
.
Die Berechnungen sind im Anhang A.3. Aus dem Resultat (4.69) fu¨r Keff(λ) im anisotropen Fall
ergibt sich, daß
Keffij (λ) = Kg
(
1 + σ2f/2
)
δij fu¨r λ = 0 (4.70)
und auch
Keff11 (λ) = Kg
(
1 + σ2f/2
)
fu¨r l1 →∞ (4.71)
ist.
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Bemerkung 4.10. Im Grenzfall eines geschichteten Mediums (l1 → ∞) erha¨lt man somit fu¨r die
effektive Permeabilita¨t in Richtung der Schichten das arithmetische Mittel Kg(1 + σ
2
f/2) in der
betrachteten Ordnung O(σ2f ) unabha¨ngig von λ. Fu¨r l2 →∞ findet man hingegen fu¨r die Permea-
bilita¨t in 1-Richtung:
Keff11 (λ) = Kg
(
1 +
σ2f
2
)
−Kgσ2f
(
1− l1√
l21 + λ
2/a2w
)
. (4.72)
Dies stimmt mit dem Ergebnis im isotropen Fall (4.68) fu¨r d = 1 und l0 = l1 u¨berein.
Bemerkung 4.11. Diese Ergebnisse entsprechen den Resultaten aus der Homogenisierungstheorie
fu¨r ein geschichtetes Medium in zwei Dimensionen. Darin erha¨lt man ebenfalls das arithmetische
Mittel bzw. das eindimensionale Ergebnis in Richtung der Schichten bzw. senkrecht zu den Schich-
ten (vgl. Abschnitt 2.5, Gl. (2.89)).
Der Vergleich der Ergebnisse fu¨r Keff(λ) aus der Sto¨rungstheorie fu¨r den Fall einer scharfen bzw.
weichen Abschneidefunktion im Fourier-Raum, gekennzeichnet durch S bzw. W, ist in Abb. 4.3
gezeigt. Der Vergleich zeigt, daß in zwei und drei Dimensionen die Berechnungen mit der weichen
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Abbildung 4.3: Im isotropen Fall Keff(λ) in Ordnung O(σ2f ) Sto¨rungstheorie berechnet mit einer
scharfen (S) bzw. weichen (W) Abschneidefunktion fu¨r σ2f = 0.1 und as = aw = 1.
Abschneidefunktion aus (4.67) die effektive Permeabilita¨t sehr gut approximieren.
4.3 Statistische Eigenschaften
Wir gehen in diesem Abschnitt kurz auf die statistischen Eigenschaften des Permeabilita¨tsfeldes
ein, das aus der hochskalierten Stro¨mungsgleichung auf einer gro¨beren Skala, charakterisiert durch
die La¨nge λ, resultiert.
4.3.1 Varianz des hochskalierten Permeabilita¨tsfeldes K(x)|λ
Aus dem hochskalierten Permeabilita¨tsfeld (4.50) im Fourier-Raum ergibt sich entsprechend das
Permeabilita¨tsfeld auf der La¨ngenskala λ im Ortsraum zu
K(x)|λ := Keff(λ) + k(x)|λ (4.73)
mit dem Ensemblemittelwert K(x)|λ = Keff(λ) und den Fluktuationen k(x)|λ. Die Fluktuationen
k(x)|λ ergeben sich aus P−λ,q
(
kˆ(q − q′)) im Fourier-Raum. Damit ergibt sich fu¨r die Autokorrela-
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tionsfunktion von K(x)|λ:
k(x)|λ k(x′)|λ = 1
(2pi)2d
∫
eiq·x+iq
′·x′P−λ,q
(
kˆ(q)
)
P−λ,q′
(
kˆ(q′)
)
ddq′ddq
=
K2g
(2pi)2d
∫
eiq·x+iq
′·x′P−λ,q,q′ (wˆ(q, q
′)) ddq′ddq .
(4.74)
Fu¨r die Varianz des hochskalierten Permeabilita¨tsfeldes K(x)|λ erha¨lt man so mit wˆ(q, q′) aus (4.1)
in der Ordnung O(σ2f ):
σ2K(λ) = k(x)|λ k(x)|λ
= K2gσ
2
f
∫
P−λ,q
(
d∏
i=1
√
2pil2i
2pi
exp
(
−q2i l2i /2
))
ddq
= K2gσ
2
f
d∏
i=1
erf
(
li as√
2λ
)
.
(4.75)
Bemerkung 4.12. Die skalenabha¨ngige Varianz σ2K(λ) geht fu¨r λ = 0, wenn alle Fluktuationen auf-
gelo¨st werden, in die Varianz des feinskaligen Feldes in der Ordnung O(σ2f ) u¨ber. Werden alle Fluk-
tuationen ausgemittelt und vollsta¨ndig durch den effektiven Permeabilita¨tstensor ersetzt (λ→∞),
so geht σ2K gegen null. Dieses Resultat stimmt mit statistischen Auswertungen von Feldexperimen-
ten z.B. in [Gel93] u¨berein.
4.3.2 Fluktuationen der hochskalierten Permeabilita¨t von Realisierung
zu Realisierung
Mit der Varianz des hochskalierten Permeabilita¨tsfeldes K(x)|λ betrachtet man, wie sehr die Per-
meabilita¨t des hochskalierten Feldes um den Mittelwert, d.h. den effektiven Permeabilita¨tskoeffizi-
enten, schwankt.
Wir untersuchen in diesem Abschnitt nun, wie sehr die hochskalierten Permeabilita¨tskoeffizienten
der Felder, die im Mittel den effektiven Permeabilita¨tskoeffizienten bilden, um diesen schwanken.
Dazu berechnen wir die mittlere quadratische Abweichung des hochskalierten Permeabilita¨tsko-
effizienten fu¨r eine Realisierung vom effektiven Permeabilita¨tskoeffizienten Keff(λ), der das En-
semblemittel der hochskalierten Werte ist. Die Abweichung ist ein Maß fu¨r die Fluktuation des
hochskalierten Wertes von Realisierung zu Realisierung.
Den hochskalierten Permeabilita¨tskoeffizienten fu¨r eine Realisierung Kij(x) mit skalaren Fluktua-
tionen k(x) definieren wir aus Q2(q) von Gl. (4.38) bzw. (4.42) durch:
Krealij (q, λ) := Kij + δK
real
ij (q, λ) (4.76)
mit
δKrealij (q, λ) :=
1
(2pi)2d
∫
P−λ,q
(
kˆ(q − q′))iq′i P+λ,q′(P+λ,q′′ (Gˆ(q′,−q′′))iq′′j kˆ(q′′ − q′′′)) ddq′′′ddq′′ddq′ ,
wobei man die Lokalisierung q = 0 wie in δKeff(q, λ) noch nicht vornimmt. Fu¨r die mittlere
quadratische Abweichung erha¨lt man:
(
Krealij (λ)−Keffij (λ)
)2
(q) =
∫
δKrealij (q
′, λ) δKrealij (q − q′, λ) ddq′ −
(
δKeffij (λ)
)2
, (4.77)
wobei die Indizes i, j fest sind und q = 0 erst nach der Ensemblemittelung zu setzen ist. Insgesamt
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erha¨lt man dann mit dem ersten Term g(q)δ(q+q′) aus der Reihenentwicklung von Gˆ(q, q′) in (4.14):
(
Krealij (λ) −Keffij (λ)
)2
:=
(
Krealij (λ) −Keffij (λ)
)2
(q = 0) =
K4g
(2pi)2d
∫
P−λ,q′
(
P+λ,q′′
(
q′′i g(q
′′)q′′j q
′′
i g(−q′′)q′′j ω(q′′)ω(q′ − q′′)
))
ddq′′ddq′ +
K4g
(2pi)2d
∫
P−λ,q′
(
P+λ,q′′ ,q′′−q′
(
q′′i g(q
′′)q′′j (q
′′
i − q′i) g(q′′ − q′)(q′′j − q′j)ω(q′ − q′′)ω(q′′)
))
ddq′′ddq′
(4.78)
in niedrigster Ordnung O(σ4f ), wie im Anhang A.3.3 gezeigt wird.
Wir betrachten nur die Diagonalterme von
(
Krealij (λ) −Keffij (λ)
)2
. Diese sind aus Symmetrie-
gru¨nden fu¨r i = j = 1, . . . , d gleich. Fu¨r den ersten Term in (4.78) erha¨lt man fu¨r die isotrope
Korrelationsfunktion mit g(q) =
(
Kq2
)−1
K2g
(2pi)2d
∫
P−λ,q′
(
P+λ,q′′
(
q′′2i q
′′2
j
q′′2q′′2
ω(q′′)ω(q′ − q′′)
))
ddq′′ddq′
= K2gσ
4
f S(d)
(
F
(
λ/(l0aw), 2, 0
)− F (λ/(l0aw), 3, 1)) (4.79)
mit der weichen Abschneidefunktion aus (4.67). Dabei lauten die Funktionen
F (x, a, b) :=
1(
1 + ax2 + bx4
)d/2
und
S(d) :=

1/2 fu¨r d = 1
3/8 fu¨r d = 2
1/5 fu¨r d = 3 .
Fu¨r den zweiten Term in (4.78) erha¨lt man
K4g
(2pi)2d
∫
P−λ,q′+q′′
(
P+λ,q′ ,q′′
(
q′′i g(q
′′)q′′j q
′
ig(−q′)q′jω(q′)ω(q′′)
))
ddq′′ddq′
=
K2gσ
4
f
d2
(
F
(
λ/(l0aw), 2, 0
)− 2F (λ/(l0aw), 3, 1)+ F (λ/(l0aw), 4, 3)) (4.80)
fu¨r i = j. Die detaillierten Berechnungen befinden sich ebenfalls im Anhang A.3.3. Aus (4.79)
und (4.80) erha¨lt man fu¨r die mittlere quadratische Abweichung
(
Krealii (λ)−Keffii (λ)
)2
in d Raum-
dimensionen:(
Krealii (λ) −Keffii (λ)
)2
= K2gσ
4
f
(
S(d) + 1/d2
)
F
(
λ/(l0aw), 2, 0
)−
K2gσ
4
f
(
S(d) + 2/d2
)
F
(
λ/(l0aw), 3, 1
)
+
K2gσ
4
f
d2
F
(
λ/(l0aw), 4, 3
)
,
(4.81)
das fu¨r σ2f = 0.1 in Abb. 4.4 dargestellt ist. Die Gro¨ße in der Abbildung ist konsistent durch
den nullten Ordnungsterm von Keff(λ) normiert. Im Bereich λ/l0 ≈ 1 ist die Abweichung des
hochskalierten Permeabilita¨tswertes vom effektiven Wert am gro¨ßten. Sowohl fu¨r λ/l0  1 als
auch λ/l0  1 ist sie jedoch sehr klein.
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Abbildung 4.4: Die mittlere quadratische Abweichnung des hochskalierten Permeabilita¨tskoeffizi-
enten vom effektiven Permeabilita¨tswert
(
Krealii (λ)−Keffii (λ)
)2
/K2g im isotropen Fall in Ordnung
O(σ4f ) fu¨r σ
2
f = 0.1 (aw = 1).
4.4 Fehlerberechnung fu¨r die hochskalierte Lo¨sung
Zur Definition einer Fehlergro¨ße fu¨r die Lo¨sung uλ(x) der hochskalierten Stro¨mungsgleichung be-
trachten wir die Differenz
δu(x)|λ := u(x)− uλ(x) (4.82)
im Ortsraum, die nur Anteile entha¨lt, die auf La¨ngenskalen kleiner als λ variieren. u(x) ist die
Lo¨sung der Stro¨mungsgleichung auf der feinsten Skala. Im Fourier-Raum entspricht δu(x)|λ der
Lo¨sung projeziert auf große Wellenvektoren q, d.h. den Werten der Lo¨sung fu¨r große Vektoren
|qi| > as/λ: P+λ,q
(
uˆ(q)
)
.
Bemerkung 4.13. Die Gro¨ße
(
δu(x)|λ
)2
gibt an, wie groß die mittlere quadratische Abweichung
der Lo¨sung der hochskalierten Stro¨mungsgleichung von der feinskaligen Lo¨sung ist. Wegen der
Ergodizita¨t des Zufallsfeldes gilt außerdem:
(
u(x)− uλ(x)
)2
=
∫ (
u(x)− uλ(x)
)2
ddx = ||u(x)− uλ(x)||2L2 . (4.83)
In niedrigster Ordnung Sto¨rungstheorie ergibt sich aus Gl. (4.27) mit einer isotropen Korrelations-
funktion (
δu(x)|λ
)2
=
1
(2pi)2d
∫
eiq·x
∫
P+λ,q−q′,q′
(
uˆ(q − q′) uˆ(q′)) ddq′ddq (4.84)
mit
P+λ,q,q′
(
uˆ(q) uˆ(q′)
)
= P+λ,q,q′
(
g(q)qi g(q
′)q′j
∫
kˆ(q − q′′) kˆ(q′ − q′′′)×
P−λ,q′′,q′′′
(
q′′i g(q
′′)fˆ(q′′) q′′′j g(q
′′′)fˆ(q′′′)
)
ddq′′′ddq′′
)
. (4.85)
Unter der Annahme, daß ein makroskopisch uniformes Stro¨mungsfeld in 1-Richtung, v = v0 e1,
vorliegt, findet man:
P−λ,q
(
iqig(q)fˆ(q)
)
= − v0
Kg
δ1i δ(q) , (4.86)
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da im Fourier-Raum uˆ(q) = g(q)fˆ(q) und iqiuˆ(q) = −v0δ1i δ(q)/Kg fu¨r den homogenen Fall gilt.
Die folgende Herleitung von
(
δu(x)|λ
)2
ist fu¨r diese Annahme gu¨ltig. Es ergibt sich damit:
P+λ,q,q′
(
uˆ(q) uˆ(q′)
)
= −P+λ,q,q′
(
g(q)q1 g(q
′)q′1v
2
0 wˆ(q, q
′)
)
. (4.87)
⇒
∫
P+λ,q−q′ ,q′
(
uˆ(q − q′) uˆ(q′)) ddq′
= −v20
∫
P+λ,q−q′ ,q′
(
g(q − q′)(q1 − q′1) g(q′)q′1wˆ(q − q′, q′)
)
ddq′ . (4.88)
Mit wˆ(q, q′) aus (4.1) erha¨lt man damit:
(
δu(x)|λ
)2
=
1
(2pi)2d
∫
eiq·x
∫
P+λ,q−q′ ,q′
(
uˆ(q − q′) uˆ(q′)) ddq′ddq
= v20σ
2
f
(2pil20)
d/2
(2pi)d
∫
P+λ,q′
(
g(−q′)q′1 g(q′)q′1 exp(−q′2l20/2)
)
ddq′
=
v20σ
2
f
K2g
(2pil20)
d/2
(2pi)d
∫
P+λ,q
(
q21
q4
exp(−q2l20/2)
)
ddq
=
v20σ
2
f
dK2g
(2pil20)
d/2
(2pi)d
∫
P+λ,q
(
1
q2
exp(−q2l20/2)
)
ddq .
(4.89)
Fu¨r d = 3 ergibt sich daraus
(
δu(x)|λ
)2
=
v20σ
2
f l
2
0
3K2g
(
1− 1√
1 + λ2/(l20a
2
w)
)
(4.90)
und fu¨r d = 2:
(
δu(x)|λ
)2
=
v20σ
2
f l
2
0
4K2g
∞∑
ν=1
(−1)ν+1
ν
(
λ2
l20a
2
w
)ν
=
v20σ
2
f l
2
0
4K2g
ln
(
1 +
λ2
l20a
2
w
)
fu¨r λ/l0 ≤ aw .
(4.91)
Wie im Anhang A.3.4 gezeigt, ergibt sich insgesamt fu¨r den relativen Fehler fu¨r λ/l0 < 1 in d
Dimensionen, wenn man Ll0 als makroskopische Skala annimmt:(
δu(x)|λ
)2(
u(x)
)2 = σ2f2dL2a2w
(
λ
l0
)2
+O
(
(λ/l0)
4
)
. (4.92)
Umso kleiner das Verha¨ltnis λ/l0 ist, umso besser ist im Mittel die Approximation uλ(x) auf der
Skala λ fu¨r die feinskaligen Lo¨sung u(x). Umgekehrt erha¨lt man auch fu¨r l0  λ in drei Dimensionen
mit makroskopischer La¨ngenskala Ll0:(
δu(x)|λ
)2(
u(x)
)2 = σ2f3 1L2 +O(l0/λ) . (4.93)
In d ≤ 2 Raumdimensionen divergiert (δu(x)|λ)2 fu¨r λ/l0 →∞.
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4.5 Renormierungsgruppen-Analysis
Einleitung
Die Resultate, die wir fu¨r den effektiven Permeabilita¨tstensor mithilfe der sto¨rungstheoretischen
Berechnung im Abschnitt 4.2 gewonnen haben, sind nur fu¨r kleine Varianzen σ2f des Logarithmus
der Permeabilita¨t gu¨ltig. Durch eine Renormierungsgruppen-Analysis erweitern wir die Gu¨ltigkeit
von Keff zu ho¨heren Ordnungen in der Varianz, indem wir die Coarse Graining Methode sukzessive
u¨ber kleine Wellenvektorba¨nder iterieren.
Allgemein beschreibt eine Renormierungsgruppen-Analysis die Entwicklung der Wahrscheinlich-
keitsdichtefunktion einer lokalen Gro¨ße, wie z.B. der Permeabilita¨t, unter einer Folge von Trans-
formationen, die sukzessive die heterogenen Fluktuationen eliminiert. Dabei startet sie bei sehr
kleinen Skalen und schreitet zu immer gro¨ßeren Skalen fort. Zur gleichen Zeit werden die Eigen-
schaften des resultierenden, hochskalierten Mediums renormiert bzw. reskaliert und die Beitra¨ge,
die durch die Elimination der subskaligen Fluktuationen entstanden sind, summiert. Dazu benutzt
man gewo¨hnlich eine Na¨herung in der sogenannten fu¨hrenden Ordnung, um die inkrementellen
Beitra¨ge zu berechnen. Betrachtet man die Renormierungsgruppen-Analysis im Fourier-Raum, so
wird bei jedem Schritt die Auflo¨sung der Fluktuationen reduziert, indem die hochfrequenten Mo-
den eliminiert werden.
Ein a¨hnliches Vorgehen zur hier geschilderten Herleitung findet man in den Arbeiten [BG90,
DDH94, DDH95, JV97].
Bemerkung 4.14. Aus Abschnitt 2.6 kennen wir das exakte Resultat fu¨r den effektiven Permeabi-
lita¨tswert im Grenzfall eines globalen Hochskalierens, d.h. fu¨r ein Upscaling zu sehr großen La¨ngen-
skalen λ → ∞, fu¨r zwei Dimensionen. Dieses Ergebnis ko¨nnen wir benutzen, um das Resultat fu¨r
Keff(λ) aus der Renormierungsgruppen-Analysis zu u¨berpru¨fen.
Berechnung von Keff(λ)
Ausgehend von der Stro¨mungsgleichung fu¨r das feinskalige Permeabilita¨tsfeld fu¨hrt ein Schritt der
Coarse Graining Methode auf den effektiven Permeabilita¨tstensor (4.49) auf der La¨ngenskala λ:
Keffij (λ) = Kij +
1
(2pi)2d
∫
P+λ,q,q′
(
kˆil(−q)iql Gˆ(q,−q′)iq′mkˆmj(q′)
)
ddq′ddq . (4.94)
Wiederholt man dieses Vorgehen ausgehend von der Skala λ u¨ber ein kleines Wellenzahlvektorband,
erha¨lt man:
Keffij
(
λ(1 + δλ)
)
= Keffij (λ) +
1
(2pi)2d
∫ [
P+λ(1+δλ),q,q′ − P+λ,q,q′
](
kˆil(−q, λ)iql Gˆ(q,−q′, λ)iq′mkˆmj(q′, λ)
)
ddq′ddq , (4.95)
mit δλ > 0. Die Projektion in (4.95) ist definiert zu
[
P+Λ,q,q′ − P+λ,q,q′
](
u(q, q′)
)
= u(q, q′), falls q
und q′ in der d-dimensionalen Wu¨rfelschale um den Ursprung mit der a¨ußeren bzw. inneren Kan-
tenla¨nge 2/λ bzw. 2/Λ liegen, und sonst zu null.
Die Funktion Gˆ(q, q′, λ) ist die Greensche Funktion der fouriertransformierten Stro¨mungsglei-
chung (4.48) auf der Skala λ, die aus dem vorherigen Coarse Graining Schritt resultiert. kˆ(q, λ)
bezeichnet die Fluktuationen bezu¨glich der Skala λ. Gleichung (4.95) stellt einen impliziten Aus-
druck fu¨r Keff(λ) dar, der zur analytischen Untersuchung mithilfe von Vereinfachungen in einen
geschlossenen Ausdruck umgewandelt werden muß. Die Vorgehensweise wie in der sto¨rungstheore-
tischen Berechnung von Keff(λ) stellt eine Mo¨glichkeit dafu¨r dar.
Analog zur sto¨rungstheoretischen Berechnung von Keff(λ) approximieren wir die Greensche Funk-
tion Gˆ(q, q′, λ) durch die Greensche Funktion des entsprechenden homogenen Problems auf der
Skala λ mit verschwindenden Fluktuationen kˆ(q, λ) ≡ 0, was fu¨r kleines δλ < 1 sinnvoll ist:
Gˆ(q, q′, λ) = g(q, λ)δ(q + q′) (4.96)
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mit
g(q, λ) :=
(
d∑
i,j=1
qiK
eff
ij (λ)qj
)−1
. (4.97)
Dies stellt die einfachste Mo¨glichkeit einer Ersetzung von Gˆ(q, q′, λ) dar und wird in der Lite-
ratur als Renormierung der Greenschen Funktion bezeichnet [DDH94]. Man erha¨lt damit eine
skalenabha¨ngige Greensche Funktion.
Bemerkung 4.15. Die Na¨herung der kompletten Sto¨rungsreihe von Gˆ(q, q′, λ) in (4.95) durch nied-
rige Ordnungsterme ist geeigneter als in der rein sto¨rungstheoretischen Berechnung von Keff(λ).
Die Na¨herung durch niedrige Ordnungsterme liefert sehr gute Approximationen der kleinen in-
krementellen A¨nderung in (4.95), weil das Integral u¨ber die hochfrequenten Moden nur u¨ber ein
sehr kleines, nahes Wellenvektorband berechnet wird. Daher ist die Na¨herung von Gˆ(q, q′, λ) durch
die fu¨hrende Ordnung in der Renormierungsgruppen-Analysis wesentlich exakter als eine direkte
Entwicklung in den fu¨hrenden Ordnungsterm.
Um den Ausdruck (4.95) in einen geschlossenen Ausdruck zu u¨berfu¨hren, beno¨tigen wir auch die
skalenabha¨ngigen Fluktuationen kˆ(q, λ) im Fourier-Raum, insbesondere die skalenabha¨ngige Korre-
lationsfunktion. Wir fu¨hren dazu neben der Renormierung der Greenschen Funktion eine sogenann-
te Vertex-Renormierung durch, wie sie in [DDH94, DDH95] beschrieben ist. In dieser Na¨herung
werden die Fluktuationen des Permeabilita¨tsfeldes in niedrigster Ordnung ebenfalls mittels des
effektiven Permeabilita¨tstensors renormiert:
K f˜ → sp
(
Keff(λ)
)
sp
(
K
) f˜ in Ordnung O(σ2f ) , (4.98)
wobei f˜ die Fluktuationen des Logarithmus von K sind und sp(·) die Spur bezeichnet. Dies hat
zur Folge, daß fu¨r die Korrelationsfunktion der Permeabilita¨t in Ordnung O(σ2f )
kˆil(q, λ) kˆmj(q′, λ) =
(
sp
(
Keff(λ)
)
sp
(
K
) )2 kˆil(q) kˆmj(q′) (4.99)
mit Keff(λ) und K in Ordnung O(σ2f ) gilt.
Bemerkung 4.16. Durch Gl. (4.98) bzw. (4.99) werden die langskaligen Fluktuationen reskaliert.
Ein analoges Vorgehen ist auch in [HC99] zu finden. Die physikalische Bedeutung von (4.99) ist,
daß sich beim Iterieren der Coarse Graining Methode die Korrelationsfunktion nur in der Skala,
nicht aber in der Form a¨ndert.
Aus der Vertex-Renormierung folgt fu¨r die Varianz des hochskalierten Permeabilita¨tsfeldes nicht
das Ergebnis fu¨r σ2K aus (4.75). Sie darf nur im Rahmen der Renormierungsgruppen-Analysis fu¨r
kleine δλ < 1 benutzt werden.
Fu¨hrt man beide Renormierungsapproximationen an der effektiven Permeabilita¨t (4.95) aus, erha¨lt
man:
Keffij
(
λ(1 + δλ)
)
= Keffij (λ) +
1
(2pi)2d
∫ [
P+λ(1+δλ),q − P+λ,q
]( kˆil(−q)iql iqmkˆmj(q)∑d
n,p=1 qnK
eff
np(λ)qp
)(
sp
(
Keff(λ)
)
sp
(
K
) )2ddq +O(δλ2σ4f ) . (4.100)
Fu¨r skalare feinskalige Fluktuationen kˆ(q) erha¨lt man damit
Keffij
(
λ(1 + δλ)
)
= Keffij (λ) −
K2g
(2pi)d
∫ [
P+λ(1+δλ),q − P+λ,q
]( ω(q)qiqj∑d
l,m=1 qlK
eff
lm(λ)qm
)(
sp
(
Keff(λ)
)
sp
(
K
) )2ddq +O(δλ2σ4f ) . (4.101)
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Mit der Taylorentwicklung
Keffij
(
λ(1 + δλ)
)
= Keffij (λ) + λ δλ
d
dλ
Keffij (λ) +O(δλ
2) (4.102)
kann Gl. (4.101) im Limes δλ→ 0 als Differentialgleichung wiedergegeben werden:
− d
dλ
Keffij (λ) =
lim
δλ→0
K2g
(2pi)dλ δλ
∫ [
P+λ(1+δλ),q − P+λ,q
]( ω(q)qiqj∑d
l,m=1 qlK
eff
lm(λ)qm
)(
sp
(
Keff(λ)
)
sp
(
K
) )2ddq . (4.103)
Dies bezeichnet man als Renormierungsgruppen-Gleichung.
Bemerkung 4.17. Im allgemeinen, d.h. im anisotrop korrelierten Fall, ist Keff(λ) ein Tensor,
und man erha¨lt aus der Renormierungsgruppen-Gleichung ein System von gekoppelten Integro-
Differential-Gleichungen. Diese wurden in vereinfachter Form auch schon in [DDH95] hergeleitet.
Wir beschra¨nken uns hier auf ein isotropes Medium.
Im isotrop korrelierten Fall reduziert sich der effektive Permeabilita¨tstensor auf einen skalaren
Wert, Keffij (λ) = K
eff(λ)δij , fu¨r den aus (4.103)
− d
dλ
Keff(λ) = lim
δλ→0
K2g
(2pi)dλ δλ
∫ [
P+λ(1+δλ),q − P+λ,q
]( ω(q)q21
q2Keff(λ)
)(
Keff(λ)
Kg
)2
ddq (4.104)
folgt. Mit∫
P+Λ,q
(
ω(q)
)
ddq =
σ2f (2pil
2
0)
d/2
(∫
exp(−q2l20/2) ddq −
∫
P−Λ,q
(
exp(−q2l20/2)
)
ddq
)
= σ2f (2pi)
d
(
1−
(
erf
(
l0 as√
2 Λ
))d)
(4.105)
ergibt sich fu¨r den Integralterm in (4.104)
K2g
(2pi)d
∫ [
P+λ(1+δλ),q − P+λ,q
]( ω(q)q21
q2Keff(λ)
)(
Keff(λ)
Kg
)2
ddq
=
σ2f
d
Keff(λ)
(
1−
(
erf
(
l0 as√
2λ(1 + δλ)
))d)
− σ
2
f
d
Keff(λ)
(
1−
(
erf
(
l0 as√
2λ
))d)
=
σ2f
d
Keff(λ)λ
d
dλ
(
1−
(
erf
(
l0 as√
2λ
))d)
δλ+O(δλ2) . (4.106)
Damit erha¨lt man fu¨r Keff(λ) die Differentialgleichung:
d
dλ
Keff(λ) = −σ
2
f
d
Keff(λ)
d
dλ
(
1−
(
erf
(
l0 as√
2λ
))d)
(4.107)
bzw.
d
dλ
lnKeff(λ) = −σ
2
f
d
d
dλ
(
1−
(
erf
(
l0 as√
2λ
))d)
, (4.108)
woraus man mit der Bedingung Keff(λ = 0) = K sofort die Lo¨sung
Keff(λ) = K exp
(
−σ
2
f
d
(
1−
(
erf
(
l0 as√
2λ
))d))
(4.109)
erha¨lt.
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Bemerkung 4.18. Entwickelt man das Resultat (4.109) in der Varianz σ2f , so ist das Ergebnis
einschließlich der Ordnung O(σ2f ) a¨quivalent mit dem Resultat aus der sto¨rungstheoretischen Be-
rechnung fu¨r Keff(λ) in Abschnitt 4.2.
Bemerkung 4.19. Fu¨r zwei Raumdimensionen liefert das Resultat aus der Renormierungsgruppen-
Analysis fu¨r λ → ∞ das geometrische Mittel. Dies ist der exakte effektive Permeabilita¨tswert fu¨r
ein isotropes Medium. Diese U¨bereinstimmung kann als Rechtfertigung fu¨r die benutzten Verein-
fachungen in der Renormierungsgruppen-Analysis, um Keff(λ) herzuleiten, angesehen werden.
In der sto¨rungstheoretischen Berechnung von Keff(λ) in Abschnitt 4.2 ergibt sich die U¨bereinstim-
mung bereits bis zur betrachteten Ordnung.
Bemerkung 4.20. Im isotropen Fall ist die Approximation durch den fu¨hrenden Ordnungsterm
in der Renormierungsgruppen-Analysis fu¨r λ→∞ nicht nur fu¨r zwei, sondern fu¨r d Dimensionen
exakt. Der Grund ist, daß alle Beitra¨ge ho¨herer Ordnung der Sto¨rungsreihe von Gˆ in der A¨nderung
von Keff, die in O
(
δλ2σ4f
)
enthalten sind (Gl. (4.101)), in (4.103) aufgrund des Limes δλ→ 0 nicht
beitragen (siehe auch [HC99]).
Bemerkung 4.21. Fu¨r die weiche Abschneidefunktion aus (4.67) erha¨lt man:∫
P+Λ,q
(
ω(q)
)
= (2pi)dσ2f
(
1−
(
1
1 + Λ2/(l20a
2
w)
)d/2)
(4.110)
und damit die Differentialgleichung
d
dλ
Keff(λ) = −σ
2
f
d
Keff(λ)
d
dλ
(
1−
(
1
1 + λ2/(l20a
2
w)
)d/2)
(4.111)
mit der Lo¨sung
Keff(λ) = K exp
(
−σ
2
f
d
(
1−
(
1
1 + λ2/(l20a
2
w)
)d/2))
(4.112)
im isotropen Fall (vgl. [Att02, AEN02]). Die Entwicklung von Keff(λ) in σ2f ergibt wieder eine
U¨bereinstimmung mit dem sto¨rungstheoretischen Resultat (4.68), das mit der weichen Abschnei-
defunktion berechnet wird.
Das Resultat fu¨r Keff(λ) aus der Renormierungsgruppen-Analysis
In zwei Raumdimensionen lautet der effektive Permeablita¨tswert fu¨r ein isotropes Medium aus (4.109):
Keff(λ) = Kg exp
(
σ2f
2
(
erf
(
l0 as√
2λ
))2)
. (4.113)
Keff(λ) modelliert den skalenabha¨ngigen U¨bergang vom arithmetischen Mittelwert Ka = K =
Kg exp(σ
2
f/2) im Fall λ = 0, das heißt ohne Hochskalierung, zum geometrischen Mittel Kg fu¨r ein
globales Upscaling.
In drei Dimensionen erha¨lt man:
Keff(λ) = Kg exp
(
σ2f
6
+
σ2f
3
(
erf
(
l0 as√
2λ
))3)
, (4.114)
was den skalenabha¨ngigen U¨bergang vom arithmetischen Mittel zu Kg exp(σ
2
f/6) fu¨r das globale
Upscaling beschreibt. In Abb. 4.5 sind die Ergebnissen fu¨r zwei und drei Dimensionen fu¨r die Va-
rianzen σ2f = 1/2 und σ
2
f = 1 dargestellt.
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Abbildung 4.5: Keff(λ) aus Gl. (4.109) fu¨r d Raumdimensionen mit σ2f = 1/2 und σ
2
f = 1 (as = 1).
Vergleich mit Ergebnissen aus der Literatur
Die theoretischen Resultate aus der Renormierungsgruppen-Analysis sind mit den Ergebnissen
vergleichbar, die Dykaar und Kitanidis numerisch gefunden haben [DK92a, DK92b]. Sie leiten den
effektiven Permeabilita¨tswert mithilfe eines numerischen Spektralansatzes her. Darin werden die
effektiven Werte durch ein Volumenmittel von Hilfsgleichungen bestimmt, die als Lo¨sungen von
zusa¨tzlichen Differentialgleichungen wie in der Homogenisierungstheorie definiert sind. Ihr Resultat
entspricht im Fourier-Raum Gl. (4.42). Dykaar und Kitanidis berechnen aber den effektiven Per-
meabilita¨tswert nur numerisch. Ihre Resultate fu¨r eine gaußfo¨rmige Korrelationsfunktion ko¨nnen
mit den von uns theoretisch hergeleiteten Ergebnissen verglichen werden, was in der Abb. 4.6 fu¨r
σ2f = 0.75 und σ
2
f = 0.8 geschehen ist.
Dykaar und Kitanidis haben fu¨r den asymptotischen effektiven Permeabilita¨tswert in drei Raum-
dimensionen ebenfalls numerisch Kg exp(σ
2
f/6) fu¨r ein isotropes Medium gefunden.
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Abbildung 4.6: Keff(λ)/Keff(λ → ∞) aus der Renormierungsgruppen-Analysis fu¨r zwei bzw. drei
Dimensionen im Vergleich mit den numerischen Ergebnissen (DK) aus [DK92a, DK92b] fu¨r σ2f =
0.8 (d = 2) bzw. σ2f = 0.75 (d = 3) (as = 2).
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Kapitel 5
Numerisches Coarse Graining und
Mehrgitter
Das hochskalierte Permeabilita¨tsfeld und die hochskalierte Stro¨mungsgleichung aus der Methode
des Coarse Grainings stellen die Grundlage fu¨r ein numerisches Upscaling eines gegebenen feinskali-
gen Permeabilita¨tsfeldes und die Berechnung der Lo¨sung auf einer gegebenen La¨ngenskala dar. Das
Upscaling aus dem Coarse Graining ist, wie wir sehen werden, in vielen Fa¨llen einem einfachen
Hochskalieren des Permeabilita¨tsfeldes, etwa durch lokale Mittelung mithilfe des geometrischen
oder arithmetischen Mittelwertes, u¨berlegen.
Wir stellen in diesem Kapitel zusammen, wie die im Fourier-Raum vorgestellte Methode des Coarse
Grainings numerisch benutzt werden kann, um den effektiven Permeabilita¨tstensor zu berechnen.
Dazu legen wir unser Augenmerk besonders auf die Konstruktion des hochskalierten Feldes, indem
wir lokal effektive Koeffizienten bestimmen. Dadurch erhalten wir ein ortsabha¨ngiges effektives
Permeabilita¨tsfeld, wie es auch in [AEN02] vorgeschlagen wird.
Wir unterscheiden deswegen zwischen dem effektiven Permeabilita¨tskoeffizienten, einem fu¨r eine
Realisierung hochskalierten, ortsunabha¨ngigen Koeffizienten Kreal(λ) und einem numerisch hoch-
skalierten, ortsabha¨ngigen Koeffizienten Knum(x, λ).
Die numerische Berechnung des effektiven Permeabilita¨tstensors erlaubt uns, die theoretischen Vor-
hersagen aus der Theorie des Coarse Grainings nachzupru¨fen. Außerdem sind wir imstande, aus
einem gegebenen feinskaligen Feld durch Iteration des Coarse Grainings eine Hierarchie von Per-
meabilita¨tsfeldern zu erzeugen, die sukzessive gro¨ßeren La¨ngenskalen entsprechen. Wir betrachten
den Fluß und den Fehler aus Berechnungen fu¨r diese Felder und vergleichen die Ergebnisse mit
Resultaten fu¨r einfache Upscalingsverfahren.
Die Hierarchie von sukzessiv gro¨beren Feldern verwenden wir dann im Rahmen einer Mehrgitter-
methode, um ein algebraisches Mehrgitterverfahren zu definieren. Darauf gehen wir am Ende des
Kapitels ein.
Wir verwenden im folgenden wieder die Einsteinsche Summenkonvention und
∫
. . . ≡ ∫Rd . . ..
5.1 Numerisches Coarse Graining
Aus der Methode des Coarse Grainings erha¨lt man fu¨r λ → ∞, wenn also alle Fluktuationen
eliminiert werden,
lim
λ→∞
Keffij (λ) = Kij +
1
(2pi)2d
∫
kˆil(−q)iqlGˆ(q,−q′)iq′mkˆmj(q′) ddq′ddq (5.1)
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als effektiven Permeabilita¨tswert, Gl. (4.49). Durch Substitution der fouriertransformierten Gro¨ßen
ergibt sich daraus
lim
λ→∞
Keffij (λ) = Kij −
1
(2pi)2d
∫
kil(x) ∂x′l∂x′′mG(x
′, x′′)kmj(x′′′)×
exp
(
iq · (x− x′) + iq′ · (x′′ − x′′′)) ddq′ddqddx′′′ · . . . · ddx
= Kij −
∫
kil(x) ∂x′
l
∂x′′mG(x
′, x′′)kmj(x′′′)δ(x− x′)δ(x′′ − x′′′) ddx′′′ · . . . · ddx
= Kij −
∫
kil(x) ∂xl∂x′′mG(x, x
′′)kmj(x′′) ddx′′ddx
= Kij +
∫
kil(x) ∂xlG(x, x
′) ∂x′mkmj(x
′) ddx′ddx
(5.2)
mit den entsprechenden Funktionen im Ortsraum. Damit erha¨lt man:
lim
λ→∞
Keffij (λ) = Kij +
∫
kil(x) ∂xlG(x, x
′) ∂x′mkmj(x
′) ddx′ddx (5.3)
mit der Greenschen Funktion, die die Stro¨mungsgleichung
−div (K + k(x))∇G(x, x′) = δ(x− x′) (5.4)
fu¨r das feinskalige Permeabilita¨tsfeld K(x) wie unter Definition 2.11 erfu¨llt. Ausdruck (5.3) stellt
einen konstanten, effektiven Permeabilita¨tstensor fu¨r das Feld K(x) dar.
Bemerkung 5.1. Zur Berechnung von Keff muß die Ensemblemittelung u¨ber alle Feldrealisierun-
gen durchgefu¨hrt werden. Aufgrund der Ergodizita¨t des Gaußschen Zufallsfeldes kann sie aber in
Keff(λ→∞) vernachla¨ssigt werden: die Volumenintegration u¨ber Rd entspricht der Ensemblemit-
telung. Dies gilt allerdings nur im global hochskalierten Fall λ→∞.
Effektiver Permeabilita¨tstensor fu¨r λ <∞
Fu¨r eine endliche La¨ngenskala λ ergibt sich aufgrund der Darstellung der Projektoren im Ortsraum
ein komplizierterer Ausdruck fu¨r die effektive Permeabilita¨t als fu¨r λ → ∞. Der Projektion P+λ,q ,
die Keff(λ) aus Gl. (4.49) entha¨lt, entspricht im Ortsraum die Distribution
S(x, λ) :=
1
(2pi)d
∫
exp(iq · x)P+λ,q ddq
= δ(x) −
d∏
i=1
sin(xias/λ)
pi xi
(5.5)
als Fourier-Transformierte einer scharfen Abschneidefunktion (vgl. Beispiel 2.2). Damit leitet sich
der effektive Permeabilita¨tstensor Keffij (λ) aus (4.49) analog zu (5.2) aus den fouriertransformierten
Gro¨ßen exakt zu
Keffij (λ) = Kij −
∫
kil(x)S(x − x′, λ) ∂x′
l
···×(∫
S(x′′ − x′′′, λ) ∂x′′mG(x′, x′′)kmj(x′′′) ddx′′′ddx′′
)
ddx′ddx
(5.6)
ab. Im Limes λ→ 0 konvergiert∏di=1 sin(xias/λ)pi xi im Distributionssinn gegen die Delta-Distribution,
so daß man S(x, 0) ≡ 0 erha¨lt. Fu¨r λ→∞ hingegen gilt:
lim
λ→∞
S(x, λ) = δ(x) . (5.7)
Fu¨r λ→ 0 geht (5.6) damit gegen den Mittelwert K ij . Der Ausdruck (5.6) fu¨r Keff(λ) ergibt sich
als exakte Herleitung.
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Da wir diesen Ausdruck numerisch nicht handhaben ko¨nnen, geben wir im folgenden eine Appro-
ximation fu¨r Keffij (λ) aus (5.6) an, die numerisch leicht berechenbar ist und zugleich eine Definition
von ortsabha¨ngigen Koeffizienten zula¨ßt. Fu¨r diesen Zweck bedarf es einer geeigneten Na¨herung
von S in Keff(λ), die wir im folgenden motivieren.
Formal gesehen hat S(x−x′, λ) in Keff(λ) offensichtlich zwei Funktionsweisen: S(x−x′, λ) verknu¨pft
durch die Delta-Funktion die Argumente x und x′. Durch die Faltung
(
S ∗ f(·, x′′))(x) = f(x, x′′)− ∫ f(x+ x′, x′′) d∏
i=1
sin(x′ias/λ)
pi x′i
ddx′ =: Wλ(x, x′′) (5.8)
mit einer Funktion f(x, x′) mit kompaktem Tra¨ger wirkt S außerdem a¨hnlich einer lokalen Gla¨t-
tungsfunktion Wλ, wie sie am Anfang des Kapitels 4.1 erwa¨hnt wird.
Aufgrund der Feststellung (5.7) dominiert fu¨r sehr große La¨ngenskalen λ in S die Delta-Distribution,
und wir ko¨nnen als Na¨herung∫
S(x− x′, λ) f(x′, x′′) ddx′′ddx′ddx ≈
∫
f(x, x′) ddx′ddx (5.9)
setzen. Fu¨r kleiner werdendes λ > 0 hingegen kann man die Wirkung von S zusammen mit der
Integration durch eine einfache Mittelung approximieren: Betrachtet man in einer Raumdimension,
wie in der Abb. 5.1 gezeigt, |Wλ(x, x′)| fu¨r abnehmendes λ und beispielsweise
f(x, x′) =
{
Θ(x− x′)−Θ(x′ − x) fu¨r |x− x′| ≤ C
0 sonst,
fu¨r x′ = 0, erkennt man, daß sich die Funktionswerte, die deutlich von null verschieden sind, um
den Ursprung konzentrieren. Die Heaviside-Funktion ist definiert durch
Θ(x) :=
{
1 fu¨r x ≥ 0
0 sonst.
Im Fall kleiner La¨ngenskalen λ entspricht die Wirkung von
(
S ∗ f(·, x′)) damit na¨herungsweise
einer lokalen Gla¨ttung am Ort x′.
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Abbildung 5.1: |Wλ(x, x′)| in einer Dimension fu¨r f(x, x′) = Θ(x−x′)−Θ(x′−x) mit |x− x′| ≤ 10
und f(x, x′) = 0 sonst, x′ = 0, und verschiedene Werte von λ (as = 1).
Damit ko¨nnen wir fu¨r kleines λ∫
S(x− x′, λ) f(x′, x′′) ddx′′ddx′ddx ≈
∫ ∫
E
(x)
λ
f(x, x′) ddx′ddx (5.10)
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approximieren. E
(x)
λ definiert den d-dimensionalen Wu¨rfel E
(x)
λ :=
∏d
i=1[xi − λ/as, xi + λ/as] um
den Punkt x. Mit der Na¨herung (5.9) und (5.10) approximieren wir nun fu¨r beliebiges λ ≥ 0:∫
S(x− x′, λ) f(x′, x′′) ddx′′ddx′ddx ≈
∫ ∫
E
(x)
λ
f(x, x′) ddx′ddx . (5.11)
Mit dieser Approximation erha¨lt man fu¨r den effektiven Permeabilita¨tskoeffizienten aus (5.6)
Keffij (λ) ≈ Kij +
∫
kil(x) ∂xl
(∫
E
(x)
λ
G(x, x′) ∂x′mkmj(x
′) ddx′
)
ddx , (5.12)
wobei wir den zweiten Ausdruck von S in (5.6) zum Zweck der numerisch leichteren Handhabung
allein durch die Delta-Funktion gena¨hert haben.
Bemerkung 5.2. Oben eingefu¨hrte Na¨herungen sind offensichtlich eine sehr rudimenta¨re Appro-
ximation fu¨r die exakten Ausdru¨cke in Keff(λ). Fu¨r λ = 0 bzw. fu¨r ein Hochskalieren zu sehr
großen La¨ngenskalen λ geht Keff(λ) aus (5.12) aber in den exakten Koeffizienten K bzw. Gl. (5.3)
u¨ber. Und durch die Approximationen ist eine numerische Behandlung mo¨glich, die ein effizientes
Berechnen von Keff(λ) und auch die Definition von ortsabha¨ngigen Koeffizienten erlaubt.
Hochskalierter Permeabilita¨tstensor fu¨r eine Realisierung
Bisher haben wir die effektive Permeabilita¨t, die ein Ensemblemittel entha¨lt, betrachtet. Wir sind
insbesondere auch am hochskalierten Permeabilita¨tskoeffizienten einer Realisierung fu¨r λ→∞ und
endliches λ interessiert, der sich allein aus der Kenntnis dieser Realisierung ableiten la¨ßt.
Wir definieren formal fu¨r λ→∞
Krealij (λ→∞) := Kij +
∫
kil(x) ∂xlG(x, x
′) ∂x′mkmj(x
′) ddx′ddx , (5.13)
da Kreal(λ→∞) = limλ→∞Keff(λ). Den hochskalierten Permeabilita¨tskoeffizienten fu¨r eine Reali-
sierung fu¨r eine endliche La¨ngenskala λ definieren wir analog zu (5.12) ohne die Ensemblemittelung.
Definition 5.1.
Krealij (λ) := Kij + δK
real
ij (λ) := Kij +
∫
δKrealij (x, λ) d
dx (5.14)
mit
δKrealij (x, λ) := kil(x) ∂xl
∫
E
(x)
λ
G(x, x′) ∂x′mkmj(x
′) ddx′ . (5.15)
Damit gilt: Keff(λ) = Kreal(λ). In Abschnitt 5.4.4 werden wir numerisch zeigen, wie gut die durch
die Verna¨chla¨ssigung der Ensemblemittelung gemachte Approximation fu¨r Kreal im Vergleich zum
effektiven Wert ist.
Bemerkung 5.3. Aus dem theoretischen Resultat fu¨r die mittlere quadratische Abweichung des
hochskalierten Koeffizienten zum effektiven Wert
(
Kreal(λ) −Keff(λ))2, das wir in sto¨rungstheo-
retischer Na¨herung im Abschnitt 4.3.2 hergeleitet haben, entnimmt man, daß fu¨r kleine Varianzen
σ2f < 1 die Vernachla¨ssigung der Mittelung nur einen sehr kleinen Fehler macht.
Die Funktion δKrealij (λ) ist numerisch zuga¨nglich, wenn man G(x, x
′) kennt. Um aus ihr eine lokale,
ortsabha¨ngige Gro¨ße zu erhalten, ist es naheliegend, die Greensche Funktion G in δK real, die die
Stro¨mungsgleichung (5.4) erfu¨llt, lokal durch die Greensche Funktion G(x) fu¨r E
(x)
λ zu approximie-
ren.1 Analog wird auch in [AEN02] ein ortsabha¨ngiger Permeabilita¨tskoeffizient definiert.
1Das hochgestellte x in G(x) ist als Index zu verstehen.
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Bemerkung 5.4. Die Ersetzung von G durch G(x) in Gl. (5.15) vereinfacht die numerische Berech-
nung und ist durch folgendes motiviert: Keff(λ) bzw. Kreal(λ) modelliert den Einfluß kleinskaliger
Fluktuationen auf einer gro¨beren La¨ngenskala, die diese Fluktuationen nicht mehr auflo¨st. Grob-
skalige Fluktuationen werden in der hochskalierten Stro¨mungsgleichung weiterhin aufgelo¨st und
direkt modelliert. Die Greensche Funktion muß daher die Beitra¨ge enthalten, die von den subska-
ligen Heterogenita¨ten stammen. Grobskalige Beitra¨ge ko¨nnen in ihr vernachla¨ssigt werden. Dieses
Kriterium wird durch die Reduktion des betrachteten Raumes auf ein Volumen proportional zu λd
wie in E
(x)
λ weiterhin erfu¨llt.
Definition 5.2. Wir definieren die Greensche Funktion G(x) durch: G(x)(x′, x′′) erfu¨lle die Stro¨-
mungsgleichung2
−div (K + k(x′))∇G(x)(x′, x′′) = δ(x′ − x′′) (5.16)
in E
(x)
λ , x ∈ Rd fest, mit noch zu spezifizierenden Randbedingungen.
Mit
δKnumij (x
′, λ) := kil(x′) ∂x′
l
∫
E
(x)
λ
G(x)(x′, x′′) ∂x′′mkmj(x
′′) ddx′′ fu¨r x′ ∈ E(x)λ (5.17)
ko¨nnen wir einen lokalen hochskalierten Permeabilita¨tskoeffizienten am Ort x durch
Kij +
∫
E
(x)
λ
δKnumij (x
′, λ) ddx′ (5.18)
bestimmen. Die Funktion
χ
(x)
j (x
′) :=
∫
E
(x)
λ
G(x)(x′, x′′) ∂x′′mkmj(x
′′) ddx′′ mit x′ ∈ E(x)λ (5.19)
erfu¨llt dann fu¨r festes x die Differentialgleichung2
−divK(x′)∇χ(x)j (x′) = ∂x′mkmj(x′) (5.20)
= div
(
K(x′) ej
)
fu¨r x′ ∈ E(x)λ , x fest,
⇔ −divK(x′)∇(χ(x)j (x′) + x′j) = 0 fu¨r x′ ∈ E(x)λ , x fest, (5.21)
mit geeigneten Randbedingungen und dem Einheitsvektor ej in xj-Richtung. χ
(x)
j (x
′) variiert in
x′ ∈ E(x)λ , x fest.
Den ortsabha¨ngigen, numerisch hochskalierten Permeabilita¨tskoeffizienten am Ort x von E
(x)
λ de-
finieren wir nun durch:
Definition 5.3 (Numerisch hochskalierter Permeabilita¨tstensor).
Knumij (x, λ) := Kij +
∫
E
(x)
λ
δKnumij (x
′, λ) ddx′
= Kij +
∫
E
(x)
λ
kil(x
′) ∂x′lχ
(x)
j (x
′) ddx′ .
(5.22)
Bemerkung 5.5. Aus der Gro¨ße von Eλ ergibt sich fu¨r die Konstante as aus der Definition 4.1 fu¨r
den Vergleich der Ergebnisse aus dem numerischen und theoretischen Coarse Graining as = 2. Die
Konstante aw aus Definition (4.67) setzen wir ebenfalls auf aw = 2.
2div und ∇ wirken auf x′.
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Satz 5.1. Das Permeabilita¨tsfeld Kij(x) sei diagonal und positiv definit. Dann ist im Grenzfall
λ→∞ Knumij symmetrisch und positiv definit. Mit der Ersetzung
Kij →
∫
E
(x)
λ
Kij(x
′) ddx′
erha¨lt man auch fu¨r eine endliche La¨ngenskala λ, daß∫
E
(x)
λ
Kij(x
′) ddx′ +
∫
E
(x)
λ
kil(x
′) ∂x′
l
χ
(x)
j (x
′) ddx′ (5.23)
symmetrisch, positiv definit ist, falls χ
(x)
j eine der folgenden Randbedingungen auf ∂E
(x)
λ erfu¨llt:
• Dirichlet-Nullrandbedingungen,
• periodische Randbedingungen, falls K periodisch ist in jede Richtung mit Periode 2λ/as,
• unten definierte NZF-Randbedingungen und ∫
E
(x)
λ
Kil∂x′lχ
(x)
j (x
′)ddx′ = 0.
Beweis. Fu¨r jede der drei genannten Bedingungen gilt∫
E
(x)
λ
Kil ∂x′
l
χ
(x)
j (x
′) ddx′ = 0
und somit ∫
E
(x)
λ
Kij(x
′) ddx′ +
∫
E
(x)
λ
kil(x
′) ∂x′lχ
(x)
j (x
′) ddx′
=
∫
E
(x)
λ
Kil(x
′) ∂x′l
(
x′j + χ
(x)
j (x
′)
)
ddx′ .
(5.24)
Fu¨r λ→∞ geht dieser Ausdruck in Knumij (λ→∞) u¨ber. Mit der Variationsformulierung fu¨r (5.21)
und den Randbedingungen von χ
(x)
j (x
′) erha¨lt man
−
∫
E
(x)
λ
div
(
K(x)∇(x′j + χ(x)j (x′))
)
χ
(x)
i (x
′) ddx′ =∫
E
(x)
λ
(
K(x)∇(x′j + χ(x)j (x′))
) · ∇χ(x)i (x′) ddx′ = 0 ,
da das Integral u¨ber den Rand verschwindet. Damit gilt:∫
E
(x)
λ
Kil(x
′) ∂x′
l
(
x′j + χ
(x)
j (x
′)
)
ddx′ =
∫
E
(x)
λ
Kml(x
′) ∂x′
l
(
x′j + χ
(x)
j (x
′)
)
∂x′mx
′
i d
dx′
=
∫
E
(x)
λ
Kml(x
′) ∂x′
l
(
x′j + χ
(x)
j (x
′)
)
∂x′m
(
x′i + χ
(x)
i (x
′)
)
ddx′ , (5.25)
woraus die Behauptung folgt.
Definition 5.4 (NZF-Randbedingungen). Die NZF-Randbedingungen sind eine spezielle Wahl
von gemischten Randbedingungen an χ
(x)
j auf ∂E
(x)
λ wie in Abschnitt 2.7.1. Sie lauten fu¨r festes x
und j = 1, . . . , d fest:
χ
(x)
j (x
′) = 0 falls x′j = xj − λ/as oder x′j = xj + λ/as ,
n(x′) · (K(x′)∇χ(x)j (x′)) = 0 sonst, (5.26)
mit x′ ∈ ∂E(x)λ . n(x′) ∈ Rd ist der a¨ußere Einheits-Normalenvektor von E(x)λ in x′.
Bemerkung 5.6. Die NZF-Randbedingung stellt physikalisch gesehen die Bedingungen abzu¨glich
von Druckwerten dar, die in einem lokalen Pumpversuch vorherrschen. Wir werden in dieser Arbeit
fast ausschließlich diese Randbedingung bei der Lo¨sung der Differentialgleichung (5.21) verwenden.
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5.1.1 Analogie zur Theorie der Homogenisierung
Die Hilfsgleichung (5.20) bzw. (5.21) entspricht in der Homogenisierungstheorie dem eingefu¨hrten
Zellproblem mit der Lo¨sung w als Zello¨sung. Ist das Permeabilita¨tsfeld K(x) periodisch, so daß fu¨r
eine Zerlegung in Periodizita¨tszellen der Permeabilita¨tstensor in jeder Zelle Y die gleiche Gestalt
hat, ergibt sich mit periodischen Randbedingungen fu¨r das Zellproblem (5.21) und der Gleichheit
von Kij mit ∫
E
(x)
λ
Kij(x
′) ddx′ ,
wobei E
(x)
λ identisch mit einer Periodizita¨tszelle Y sei, fu¨r den numerisch hochskalierten Permea-
bilita¨tstensor Knumij (x, λ) exakt der homogenisierte Koeffizient A
hom
ij aus der Theorie der Homoge-
nisierung:
Knumij (x, λ) =
∫
E
(x)
λ
Kij(x
′) ddx′ +
∫
E
(x)
λ
kil(x
′) ∂x′
l
χ
(x)
j (x
′) ddx′
=
∫
E
(x)
λ
Kil(x
′) ∂x′
l
(
x′j + χ
(x)
j (x
′)
)
ddx′ .
(5.27)
Wir verwenden daher o¨fters fu¨r Gl. (5.21) und χ(x) die Bezeichnungen Zellproblem und Zello¨sung.
5.2 Vergleich von Mehrskalen-Theorie und numerischem
Coarse Graining
Wir gehen im folgenden kurz auf die Multiskalen-Finite-Element-Methode (MS-FEM) von Hou
et al. ein und zeigen, daß man aus der MS-FEM einen Permeabilita¨tskoeffizienten herleiten kann,
der der Definition 5.3 fu¨r den numerischen Koeffizienten entspricht. Dazu erla¨utern wir kurz das
Vorgehen in der MS-FEM (siehe z.B. [HW97, HWC99, CH00, EHW00]).
Die Mehrskalen-Finite-Element-Methode geht von der elliptischen Gleichung
−div K(x)∇u(x) = f(x) (5.28)
in einem Gebiet Ω aus. K(x) sei ein Tensor und variiere auf mehreren La¨ngenskalen.
Um die Darstellung der Finite-Elemente Formulierung zu vereinfachen, nimmt man u = 0 auf dem
Rand ∂Ω und Ω = [0, 1]2 an. Die Variationsformulierung von (5.28) lautet analog zu Problem 2.2:
Suche u ∈ H10 (Ω), so daß
a(u, v) :=
∫
Ω
Kij(x) ∂xiv(x) ∂xju(x) d
2x =
∫
Ω
f(x)v(x) d2x =: f(v) (5.29)
fu¨r alle v ∈ H10 (Ω).
Die Idee der MS-FEM ist, von den Standardbasisvektoren ψ(i)(x) zu angepaßten Basisvektoren
φ
(i)
Tj
(x), mit i = 1, . . . , 4 fu¨r zwei Dimensionen, u¨berzugehen. Wesentlich dafu¨r ist eine Zerlegung
τ = {T1, . . . , TN} von Ω, wie in Abschnitt 2.7.2 eingefu¨hrt.
Die Basisvektoren φ
(i)
Tj
(x) sind an die Mikrostruktur des Mediums angepaßt, indem sie die klein-
skaligen Informationen innerhalb jedes Elements enthalten: Zu einem Element Tj erfu¨llen die Ba-
sisvektoren
div K(x)∇φ(i)Tj (x) = 0 fu¨r x ∈ Tj , i = 1, . . . , 4 , (5.30)
und geeignete Randbedingungen abha¨ngig vom Index i. Insbesondere gelte
φ
(i)
Tj
(
p(k)
)
= δik (5.31)
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mit den Eckpunkten p(k) von Tj . Unter der Annahme, daß die so gewonnenen Basisfunktionen an
den Elementra¨ndern stetig sind, lo¨sen Hou et al. dann das mikroskalige Variationsproblem (5.29)
in dem endlich-dimensionalen Ansatzraum
V := span
{
φ
(i)
Tj
(x), i = 1, . . . , 4 , Tj ∈ τ
} ⊂ H10 (Ω) . (5.32)
Bemerkung 5.7. Im einfachsten Fall sind die Randbedingungen fu¨r φ
(i)
Tj
in [HW97] durch Dirichlet-
Randbedingungen mit linearen Funktionen gegeben, die die Bedingung (5.31) wie die Standard-
Knotenbasisfunktionen erfu¨llen. Auf eine differenziertere Wahl der Randbedingungen fu¨r φ
(i)
Tj
auf
∂Tj gehen wir nicht ein. Wir verweisen dazu auf die Bemerkung 3.10 und auf die genannten Ar-
beiten.
Fu¨r die lokale Steifigkeitsmatrix Alok, die die Matrixeintra¨ge in der Assemblierung fu¨r ein Element
Tl angibt, erha¨lt man damit in der MS-FEM:
Alokij =
2∑
m,n=1
∫
Tl
Kmn(x) ∂xmφ
(i)
Tl
(x) ∂xnφ
(j)
Tl
(x) d2x . (5.33)
Um die Verbindung zum hochskalierten Permeabilita¨tstensor aus der Coarse Graining Methode
herzustellen, dient nun folgende Fragestellung als Ansatz:
Wie lautet ein modifizierter Tensor K˜, der konstant anstelle des variablen K(x) im Element Tl sei,
um mittels der Standard-Knotenbasis aus (2.109) gema¨ß
A˜lokij =
2∑
m,n=1
∫
Tl
K˜mn ∂xmψi(x) ∂xnψj(x) d
2x (5.34)
eine lokale Steifigkeitsmatrix zu erhalten, so daß die Teilsummen von Matrixeintra¨gen A˜lokij , die
einen Eintrag von K˜ ergeben, mit denen aus Alok in (5.33) gleich sind? Eine Antwort darauf gibt
die folgende Herleitung.
Fu¨r zwei Raumdimensionen fu¨hrt Gl. (5.34) mit der Standard-Knotenbasis {ψi} zuna¨chst auf die
Beziehungen:
K˜11 = A˜
lok
11 + A˜
lok
14 + A˜
lok
41 + A˜
lok
44 (5.35)
K˜12 = A˜
lok
11 + A˜
lok
12 + A˜
lok
41 + A˜
lok
42 (5.36)
K˜21 = A˜
lok
11 + A˜
lok
14 + A˜
lok
21 + A˜
lok
24 (5.37)
K˜22 = A˜
lok
11 + A˜
lok
12 + A˜
lok
21 + A˜
lok
22 . (5.38)
Aus der geforderten Gleichheit der Summen ergibt sich damit z.B. fu¨r i = j = 1 und Alok aus (5.33):
K˜11 =
2∑
m,n=1
∫
Tl
Kmn(x) ∂xm
(
φ
(1)
Tl
(x) + φ
(4)
Tl
(x)
)
∂xn
(
φ
(1)
Tl
(x) + φ
(4)
Tl
(x)
)
d2x . (5.39)
Die u¨brigen Komponenten von K˜ ergeben sich aus (5.36-5.38) analog. Unter Ausnutzung der Defi-
nition der Funktion χ
(x)
j (x
′) aus (5.20) folgert man mit (5.30) fu¨r die angepaßten Basisfunktionen
die A¨quivalenz
1− χ
(x)
1 (x
′) + x′1
h
= φ
(1)
Tl
(x′) + φ(4)Tl (x
′) (5.40)
mit der Identifizierung Tl = E
(x)
λ , x = (λ/as, λ/as), und χ
(x)
1 (x
′) = 0 auf ∂Tl. Die La¨nge des
Elements Tl sei h = 2λ/as, und die Numerierung der Eckpunkte p
(k) sei gegen den Uhrzeigersinn
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beginnend mit p(0) = (0, 0). So erha¨lt man
K˜11 =
1
h2
2∑
m,n=1
∫
Tl
Kmn(x
′) ∂x′m
(
h− χ(x)1 (x′)− x′1
)
∂x′n
(
h− χ(x)1 (x′)− x′1
)
d2x′
=
1
h2
2∑
m,n=1
∫
Tl
Kmn(x
′) ∂x′n
(
χ
(x)
1 (x
′) + x′1
)
δ1m d
2x′ ,
(5.41)
wobei wir die schwache Formulierung von Gl. (5.21),∫
E
(x)
λ
(
K(x′)∇(χ(x)j (x′) + x′j)) · ∇v(x′) d2x′ = 0 fu¨r alle v ∈ H10(E(x)λ ) , (5.42)
mit v = χ
(x)
1 ausgenutzt haben. Damit erhalten wir fu¨r den hochskalierten Permeabilita¨tskoeffizi-
enten K˜11 fu¨r E
(x)
λ aus der MS-FEM:
K˜11 =
1
h2
∫
Tl
K11(x
′) d2x′ +
1
h2
∫
Tl
k1n(x
′) ∂x′nχ
(x)
1 (x
′) d2x′ . (5.43)
Ersetzen wir den Ensemblemittelwert K11 in K
num
11 aus der Definition 5.3 durch das ra¨umliche
Mittel h−2
∫
Tl
K11(x)d
2x, entspricht K˜11 aus der MS-FEM dem numerisch hochskalierten Permea-
bilita¨tskoeffizienten aus der Coarse Graining Methode. Die Entsprechung erha¨lt man ebenso fu¨r
die weiteren Komponenten von K˜:
K˜ij =
1
h2
∫
Tl
Kij(x
′) d2x′ +
1
h2
∫
Tl
kin(x
′) ∂x′nχ
(x)
j (x
′) d2x′ . (5.44)
Das implizite Hochskalieren in der Mehrskalen-Finite-Element-Methode, indem angepaßte Basis-
vektoren fu¨r die Berechnung der (lokalen) Steifigkeitsmatrix verwendet werden, ist damit analog
zum numerischen Coarse Graining, wenn man allein den hochskalierten Permeabilita¨tskoeffizienten
heranzieht.
Bemerkung 5.8. Prinzipiell stellt ein Upscaling, das auf der lokalen Steifigkeitsmatrix basiert, auf-
grund der Anzahl ihrer Eintra¨ge mehr Informationen als ein hochskalierter Permeabilita¨tstensor
zur Verfu¨gung. Allerdings muß man zur Bestimmung von Alok 2d Hilfsgleichungen der Art (5.30)
lo¨sen, fu¨r die Berechnung des physikalich relevanteren Permeabilita¨tstensors hingegen nur d Hilfs-
gleichungen.
5.3 Numerische Berechnung des hochskalierten Permeabi-
lita¨tsfeldes
In den numerischen Berechnungen gehen wir stets vom Einheitsquadrat in zwei Raumdimensio-
nen aus. Fu¨r Ω := [0, 1]2 sei, wie in Abschnitt 2.7.2 erla¨utert, eine zula¨ssige feinste Zerlegung
τ0 := τh0 =
{
T
(0)
j
}
1≤j≤N gegeben. Das Permeabilita¨tsfeld wird zuna¨chst durch das beschriebene
Verfahren in Abschnitt 2.4.3 als eine Realisierung eines logarithmisch normalverteilten Zufallsfeldes
auf Ω vorgegeben. Fu¨r die numerischen Simulationen setzen wir immer den Wert der Permeabilita¨t
innerhalb eines Elements T
(0)
j konstant auf den Wert des Elementmittelpunktes x˜
(
T
(0)
j
)
. Auf dem
uniformen Gitter von Vierecksgittern fu¨r Ω gilt damit fu¨r das Permeabilita¨tsfeld K(x)
K(x) := K
(
x˜(T
(0)
j )
)
fu¨r alle x ∈ T (0)j . (5.45)
Durch geometrische Vergro¨berung erhalten wir aus τ0 eine Hierarchie τi =
{
T
(i)
j
}
, i > 0, von
uniformen Vierecksgittern auf Ω, deren Maschenweite hi = 2
ih0 ist.
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Um den numerisch hochskalierten Permeabilita¨tstensor fu¨r ein Element T
(i)
j ∈ τi, i > 0, zu berech-
nen, setzen wir
E
(x)
λ = T
(i)
j mit x = x˜
(
T
(i)
j
)
. (5.46)
Damit ergibt sich fu¨r Knumij aus Definition 5.3:
Knumlm (x, λ) = Klm +
∫
T
(i)
j
kln(x
′) ∂x′nχ
(x)
m (x
′) d2x′ (5.47)
fu¨r x = x˜(T
(i)
j ), λ = hi und Klm =
∫
Ω
Klm(x)d
2x. Diesen Koeffizienten definieren wir wieder als
hochskalierte Permeabilita¨t fu¨r alle x ∈ T (i)j :
Knum(x, λ) := Knum
(
x˜(T
(i)
j ), λ
)
fu¨r alle x ∈ T (i)j , λ = hi . (5.48)
Fu¨r das numerisch hochskalierte Permeabilita¨tsfeld auf der Skala λ = hi gilt dann:
K(x)|λ := Knum
(
x˜(T
(i)
j ), λ
)
+ k
(
x)
∣∣
λ
(5.49)
fu¨r alle x ∈ T (i)j , wobei die hochskalierten Fluktuationen k(x)|λ durch
klm(x)|λ := 1∫
T
(i)
j
d2x′
∫
T
(i)
j
klm(x
′) d2x′ (5.50)
fu¨r x ∈ T (i)j berechnet werden.
Die Lo¨sung fu¨r χ
(x)
m (x′) erhalten wir, indem wir die partielle Differentialgleichung (5.21) in E
(x)
λ =
T
(i)
j mithilfe der Methoden aus Kapitel 2.7 diskretisieren und mit einem iterativen Lo¨sungsver-
fahren oder einem geometrischen Mehrgitterverfahren berechnen. Als Abbruchkriterien fu¨r die
Iterationsverfahren setzen wir die gleichen wie fu¨r das Modellproblem in Kapitel 6.2 ein.
Wir wa¨hlen dazu das Gitter τT fu¨r die Diskretisierung von Gl. (5.21) auf T
(i)
j fu¨r alle j und
i ≥ 0 stets so fein, daß auf jedem der Gitterelemente von τT die Permeabilita¨t wieder konstant ist.
Die Integration in Knum(x, λ) wird dann mithilfe der Mittelpunktsregel numerisch exakt berechnet.
Definition 5.5 (Numerisch hochskalierte Permeabilita¨t fu¨r eine Realisierung). Fu¨r eine
gegebene Zerlegung τi =
{
T
(i)
j
}
1≤j≤N des Gebiets Ω approximieren wir in der Simulation K
real
lm (λ),
λ = hi, aus Definition 5.1 mithilfe von K
num
lm (x, λ) durch:
Kreallm (λ) :=
∫
T
(i)
j
d2x∑N
j=1
∫
T
(i)
j
d2x
N∑
j=1
Knumlm
(
x˜(T
(i)
j ), λ
)
=
1
N
N∑
j=1
Knumlm
(
x˜(T
(i)
j ), λ
)
(5.51)
und Kefflm(λ) = K
real
lm (λ) durch:
Kefflm(λ) :=
1
N
N∑
j=1
Knumlm
(
x˜(T
(i)
j ), λ
)
. (5.52)
Dazu wird in Knumlm E
(x˜(T
(i)
j ))
λ mit T
(i)
j identifiziert.
Gitterkonvergenz von Knum(λ)
Das Ergebnis fu¨r χ
(x)
m (x′) und damit fu¨r Knum fu¨r ein Element T ha¨ngt von der Feinheit der
Diskretisierung, d.h. von der Gitterweite hT des gewa¨hlten Gitters τT fu¨r T , und von den gewa¨hlten
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Randbedingungen fu¨r χ
(x)
m (x′) ab.
In den Diagrammen zu Abb. 5.2 ist die Abha¨ngigkeit von Knum11 und K
num
11 von der Gitterweite
hT /h0 fu¨r verschiedene Werte von λ gezeigt. Die Permeabilita¨tskoeffizienten sind darin durch ihren
asymptotischen Wert fu¨r minimales hT dividiert. Die La¨nge h0 der Elemente T , fu¨r die K
num
berechnet wird, ist konstant. Den Berechnungen liegen isotrop korrelierte Permeabilita¨tsfelder mit
unterschiedlichen Varianzen σ2f = 1, 2, 3 und Korrelationsla¨nge l0 zugrunde, und die eingefu¨hrten
NZF-Randbedingungen werden benutzt. Fu¨r die Ensemblemittelung haben wir jeweils u¨ber 20
Realisierungen gemittelt.
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Abbildung 5.2:
Knum11
Knum11,asymp
bzw.
Knum11
Knum11,asymp
(Mittel) fu¨r verschiedene Werte von λ/l0 abha¨ngig von der
Feinheit hT des Diskretisierungsgitters. Die Ergebnisse fu¨r hT /h0 ≤ 1/32 sind nicht exakt eins.
Dies ist aufgrund des Wertebereichs der Diagramme nicht sichtbar.
Fu¨r zunehmendes λ erha¨lt man einen hochskalierten Permeabilita¨tswert, der den Einfluß der sub-
skaligen Fluktuationen fu¨r einen immer gro¨ßeren Skalenbereich entha¨lt. Daher muß auf dem Ele-
ment fu¨r zunehmendes λ immer feiner diskretisiert werden. Fu¨r hT /h0 < 1/8 konvergiert K
num
11
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und der Ensemblewert sehr schnell gegen den asymptotischen Wert.
Fu¨r die weiteren Komponenten des Tensors Knum erha¨lt man ein genauso gutes Konvergenzver-
halten.
Bemerkung 5.9. Die Diskretisierungsweite fu¨r die Elemente zur Berechnung von Knum wa¨hlen wir
auf Grund dieser Ergebnisse λ-abha¨ngig. Wenn nicht anders erwa¨hnt, wa¨hlen wir hT /h0 ≤ 132 l0λ .
Iteratives Upscaling des Permeabilita¨tsfeldes
Bisher gehen wir zur Berechnung des hochskalierten Permeabilita¨tskoeffizienten stets vom fein-
skaligen Permeabilita¨tsfeld K(x) aus. Da wir eine geschachtelte Hierarchie von Zerlegungen τi
betrachten, kann das Upscaling des Permeabilita¨tsfeldes auch iterativ geschehen, indem man stets
vom hochskalierten Feld des vorherigen Coarse Graining Schritts ausgeht. Dies hat den Vorteil,
daß man das Diskretisierungsgitter zur Berechnung von Knum bzw. χ(x) fu¨r λ/l0 ≥ 1/8 nicht so
fein zu wa¨hlen braucht.
Wir setzen K(x)|λ0 := K(x), und es seien die Skalen λ0 < λ1 < . . . < λJ mit λi = hi gegeben.
Angenommen das Permeabilita¨tsfeld K(x)|λi auf der Skala λi, i ≥ 0, existiere, dann berechnen wir
das Feld K(x)|λi+1 analog wie oben gezeigt durch
K(x)|λi+1 := Knum
(
x˜(T
(i+1)
j ), λi+1
)
+ k(x, λi)|λi+1 , (5.53)
fu¨r x ∈ T (i+1)j und λi+1 = hi+1 = 2λi, mit
Knumlm
(
x˜(T
(i+1)
j ), λi+1
)
= Klm(x)|λi +
∫
T
(i+1)
j
kln(x
′)|λi ∂x′nχ(x)m (x′) d2x′ (5.54)
und
k(x, λi) := K(x)|λi −K(x)|λi . (5.55)
χ
(x)
m (x′) ist die Lo¨sung von
−divK(x′)|λi∇
(
χ(x)m (x
′) + x′m
)
= 0 fu¨r x′ ∈ E(x˜(T
(i+1)
j ))
λi+1
.
Zur Illustration des iterativen Hochskalierens eines Permeabilita¨tsfeldes sind in der Abb. 5.3 exem-
plarisch die resultierenden longitudinalen Komponenten K11(x)|λ/Kg fu¨r ein iteratives Upscaling
eines isotropen feinskaligen Feldes mit 64 Elementen in beiden Koordinatenrichtungen dargestellt.
5.4 Vergleich von Theorie und Simulation
Nach der Beschreibung des numerischen Coarse Grainings wollen wir damit den skalenabha¨ngigen
effektiven Permeabilita¨tskoeffizienten wie auch die weiteren in Kapitel 4 theoretisch hergeleiteten
Gro¨ßen berechnen. Neben dem Vergleich der theoretischen und numerischen Gro¨ßen ko¨nnen wir
das numerische Coarse Graining auch zur Berechnung der Gro¨ßen fu¨r den Fall hoher Varianzen σ2f
benutzen. Die in Kapitel 4 sto¨rungstheoretisch hergeleiteten Gro¨ßen sind nur fu¨r kleine Varianzen
gu¨ltig.
Außerdem u¨berpru¨fen wir die Qualita¨t der Coarse Graining Methode, indem wir die Stro¨mungs-
gleichung auf den hochskalierten Permeabilita¨tsfeldern lo¨sen und daraus die Lo¨sung selbst wie auch
den Fluß mit den entsprechenden Observablen vergleichen, die sich fu¨r das feinskalige Feld ergeben.
Bemerkung 5.10. Alle numerischen Ergebnisse sind mit den eingefu¨hrten NZF-Randbedingungen
fu¨r die Berechnung des Permeabilita¨tskoeffizienten ausgefu¨hrt. Fu¨r die Berechnungen mit Dirichlet-
Nullrandbedingungen ergeben sich numerische Resultate, die mit den theoretischen schlechter u¨ber-
einstimmen. Dies illustrieren wir im Anhang A.4.
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(a) 4096 Elemente und 1024 Elemente
(b) 256 Elemente und 64 Elemente
(c) 16 Elemente und 4 Elemente
Abbildung 5.3: Darstellung der hochskalierten Felder K11(x)|λ/Kg aus dem iterativen Hochska-
lieren. Die Varianz des feinsten Feldes betra¨gt σ2f = 1/2 und die Korrelationsla¨nge l0 betra¨gt 8
Elemente, l0 = 8h0. Die Farben sind jeweils auf das Maximum und Minimum reskaliert.
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5.4.1 Effektiver Permeabilita¨tstensor
Isotrope Korrelation
Wir berechnen numerisch den effektiven Permeabilita¨tstensor, wie im vorherigen Abschnitt be-
schrieben, zuna¨chst fu¨r ein isotrop korreliertes Medium. Aus der Renormierungsgruppen-Analysis
ergibt sich theoretisch dafu¨r ein skalarer Permeabilita¨tswert (4.109),
Keff(λ) = K exp
(
−σ
2
f
2
+
σ2f
2
(
erf
(
as l0√
2λ
))2)
fu¨r d = 2 . (5.56)
In Abb. 5.4 ist Keff(λ) numerisch durch Mittelung u¨ber 100 Realisierungen berechnet und im Ver-
gleich zum theoretischen Ergebnis dargestellt. Es ergibt sich daraus eine gute U¨bereinstimmung
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Abbildung 5.4: Die skalenabha¨ngige effektive Permeabilita¨t Keff(λ)/Kg fu¨r ein isotropes Medium
aus der Renormierungsgruppen-Analysis und dem numerischen Coarse Graining fu¨r verschiedene
Varianzen σ2f (as = 2).
zwischen der simulierten und der theoretischen Gro¨ße auch fu¨r hohe Varianzen σ2f . Man erkennt
allerdings eine systematische Abweichung zwischen beiden Gro¨ßen im Bereich λ/l0 ≈ 1.
Eine deutlich bessere U¨bereinstimmung mit dem numerisch ermittelten effektiven Permeabilita¨ts-
wert findet man fu¨r das Resultat fu¨r Keff(λ), das mithilfe der weichen Abschneidefunktion in
Abschnitt 5.5 berechnet wird. In Abb. 5.5 ist der Vergleich der beiden Gro¨ßen fu¨r unterschiedliche
Werte der Varianz dargestellt. Dies zeigt, daß das numerische Coarse Graining mit den verwende-
ten Approximationen im Ortsraum eher einem weichen Ausmitteln als dem exakten Wirken der
Projektoren im Fourier-Raum entspricht.
Bemerkung 5.11. Die Ergebnisse zeigen, daß fu¨r große Varianzen die Methode der Renormierungs-
gruppen-Analysis fu¨r die Herleitung der effektiven Permeabilita¨t sehr gut ist.
Anisotrope Korrelation
In Abb. 5.6 ist der effektive Permeabilita¨tskoeffizient fu¨r ein anisotrop korreliertes Medium in
Abha¨ngigkeit von der La¨ngenskala dargestellt. Gemittelt wurde dafu¨r wieder u¨ber 100 Realisie-
rungen und die Korrelationsla¨ngen lauten (l1, l2) = (2l0, l0/2) bzw. (l1, l2) = (8l0, l0/2) mit festem
l0. In Diagramm 5.6 (rechts) ist das numerische K
eff
ii (λ) fu¨r die Varianz σ
2
f = 1 und σ
2
f = 2 gezeigt.
Fu¨r σ2f = 0.1 stimmen die numerischen Werte mit den theoretischen Gro¨ßen aus der Sto¨rungstheo-
rie gut u¨berein. Fu¨r die ho¨heren Varianzen ist das sto¨rungstheoretisch errechnete Resultat (4.66)
fu¨r Keff(λ) nicht mehr brauchbar, vgl. Abb. 5.6 (rechts).
5.4. VERGLEICH VON THEORIE UND SIMULATION 95
0.5
1
1.5
2
2.5
3
3.5
4
4.5
0.0625 0.125 0.25 0.5 1 2 4 8 16
λ/l0
Ke
ff /K
g
σf
2
 = 3
σf
2
 = 3
σf
2
 = 2
σf
2
 = 2
σf
2
 = 1
σf
2
 = 1
Abbildung 5.5: Vergleich der effektiven Permeabilita¨tKeff(λ)/Kg und der Gro¨ße aus der Simulation
fu¨r ein isotropes Medium mit verschiedenen Varianzen σ2f . K
eff(λ) ist mit der weichen Abschnei-
defunktion (4.67) aus der Renormierungsgruppen-Analysis berechnet (aw = 2).
Man entnimmt aus den Abbildungen, daß fu¨r zunehmendes σ2f die Differenz von K
eff
11 und K
eff
22
gro¨ßer wird und damit die Richtungsanisotropie im hochskalierten Medium immer deutlicher auf-
tritt.
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Abbildung 5.6: Die Werte des skalenabha¨ngigen effektiven Permeabilita¨tskoeffizienten Keffii (λ)/Kg
fu¨r ein anisotrop korreliertes Medium aus dem numerischen Coarse Graining fu¨r verschiedene Vari-
anzen σ2f (as = 2). Fu¨r σ
2
f = 0.1 (links) und σ
2
f = 1 ist auch die sto¨rungstheoretische Gro¨ße (4.66),
mit ST gekennzeichnet, dargestellt. Die Korrelationsla¨ngen sind links (l1, l2) = (2l0, l0/2) bzw.
(l1, l2) = (8l0, l0/2) und rechts (l1, l2) = (2l0, l0/2).
5.4.2 Berechnung der statistischen Eigenschaften
Wir berechnen in Abschnitt 5.4.3–5.4.4 numerisch die statistischen Eigenschaften des hochskalier-
ten Permeabilita¨tsfeldes. Diese vergleichen wir mit den theoretisch hergeleiteten Resultaten aus
der Coarse Graining Methode. Da wir in der theoretischen Herleitung die statistischen Gro¨ßen nur
in niedrigster Ordnung Sto¨rungstheorie, das heißt in Ordnung O(σ2f ), berechnet haben, du¨rfen wir
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eine U¨bereinstimmung zwischen Theorie und Simulation nur fu¨r kleine Varianzen σ2f < 1 erwarten.
5.4.3 Varianz des hochskalierten Permeabilita¨tsfeldes
Die skalenabha¨ngige Varianz σ2K(λ) des hochskalierten Permeabilita¨tsfeldes berechnen wir, indem
wir die Permeabilita¨tsfelder stets vom feinskaligen Feld K(x) ausgehend hochskalieren. Vom Feld
K(x) errechnen wir zuna¨chst numerisch das Permeabilita¨tsfeld fu¨r verschiedene La¨ngenskalen λ
K(x)|λ = Knum(x, λ) + k(x)|λ (5.57)
und erhalten daraus durch Mittelung die Varianz
σ2K(λ) = K(x)|λK(x)|λ . (5.58)
Diese vergleichen wir mit dem theoretischen Ergebnis aus Abschnitt 4.3.1,
σ2K(λ) = K
2
gσ
2
f
(
erf
(
as l0√
2λ
))2
, (5.59)
fu¨r eine isotrope Korrelationsfunktion. Die Diskretisierung zur Berechnung vonKnum(x, λ) in (5.57)
wa¨hlen wir, entsprechend den Ergebnissen zur Gitterkonvergenz fu¨r Knum aus Abb. 5.2, λ-abha¨ngig
mit hT /h0 ≤ 132 l0λ . Die Mittelung in (5.58) fu¨hren wir u¨ber 1000 Realisierungen aus.
In Abb. 5.7 ist das numerische Ergebnis fu¨r σ2K im Vergleich zum theoretischen fu¨r unterschiedliche
Varianzen σ2f dargestellt. Fu¨r kleine Varianzen σ
2
f ≤ 0.2 ergibt sich eine befriedigende U¨bereinstim-
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Abbildung 5.7: Varianz σ2K(λ)/K
2
g fu¨r das hochskalierte Permeabilita¨tsfeld mit isotroper Korrela-
tion und verschiedenen Varianzen σ2f (as = 2). ST bezeichnet das sto¨rungstheoretische Ergebnis.
mung der beiden Gro¨ßen. Fu¨r ho¨here Varianzen unterscha¨tzt hingegen das theoretische Resultat
aus der ersten Ordnung Sto¨rungstheorie die Varianz des Feldes sehr. Qualitativ hat das numerische
σ2K(λ) aber fu¨r die betrachteten Varianzen 1/2 und 1 den gleichen Verlauf wie die sto¨rungstheore-
tische Gro¨ße.
5.4.4 Abweichung der hochskalierten Permeabilita¨t
Wir u¨berpru¨fen das Resultat fu¨r die mittlere quadratische Abweichung des hochskalierten Permea-
bilita¨tskoeffizienten zum effektiven Koeffizienten durch den Vergleich mit der numerisch errechne-
ten Abweichung. Wir betrachten dazu wieder isotrop korrelierte, feinskalige Permeabilita¨tsfelder
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und skalieren sie zu vorgegebenen La¨ngenskalen λ hoch. Aus den numerisch errechneten Gro¨ßen
erhalten wir insbesondere auch die Abweichung fu¨r ho¨here Varianzen σ2f , fu¨r die das sto¨rungstheo-
retische Resultat aus Gl. (4.81) nicht mehr gu¨ltig ist.
Die mittlere quadratische Abweichung
(
Krealij (λ)−Keffij (λ)
)2
(5.60)
gibt an, wie sehr der hochskalierte Wert von Realisierung zu Realisierung fluktuiert. Sie ist, wie in
Abschnitt 4.3.2 gezeigt, fu¨r i = j = 1 oder 2 gleich.
Den hochskalierten Permeabilita¨tswert fu¨r eine Realisierung in (5.60) berechnen wir, wie in der
Definition 5.5 erwa¨hnt, durch:
Kreal(λ) =
1
N
N∑
j=1
Knum
(
x˜(T
(i)
j ), λ
)
mit T
(i)
j = E
(x˜(T
(i)
j ))
λi
fu¨r eine Zerlegung
{
T
(i)
j
}
. In Abb. 5.8 ist das numerische Ergebnis fu¨r die
mittlere quadratische Abweichung gemittelt u¨ber 100 Realisierungen fu¨r verschiedene Varianzen
gezeigt.
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Abbildung 5.8: Die mittlere quadratische Abweichung des hochskalierten Permeabilita¨tskoeffizien-
ten
(
Kreal(λ)−Keff(λ))2 fu¨r zunehmende Varianzen σ2f im Vergleich zum sto¨rungstheoretischen
Ergebnis (ST) aus Abschnitt 4.3.2 (aw = 2).
Wir erhalten fu¨r
(
Kreal(λ)−Keff(λ))2 auch fu¨r kleine Varianzen σ2f keine U¨bereinstimmung mit
dem sto¨rungstheoretischen Ergebnis (4.81). Der Grund dafu¨r ist nicht offensichtlich. Die numeri-
schen Resultate zeigen aber deutlich, daß die Abweichung des hochskalierten Permeabilita¨tskoeffi-
zienten zum effektiven Permeabilita¨tskoeffizienten fu¨r λ/l0 < 1 sehr klein ist und in diesem Bereich
fu¨r zunehmendes λ sogar fu¨r σ2f ≥ 1/2 abfa¨llt.
Den numerischen Ergebnissen zufolge ist der Fehler, der entsteht, indem man den effektiven Per-
meabilita¨tstensor fu¨r eine Realisierung durch den hochskalierten Tensor Kreal(λ) der entsprechen-
den Realisierung ersetzt, damit auch fu¨r große Varianzen klein (siehe Bemerkung 5.3).
Bemerkung 5.12. Die numerischen Resultate sind aus der Komponente K real11 errechnet. Fu¨r eine
Berechnung mittels Kreal22 ergeben sich bis auf eine A¨nderung von weniger als einem Prozent die
gleichen numerischen Resultate.
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5.5 Numerische Fluß- und Fehlerberechnung
Wir vergleichen im folgenden die Flu¨sse und die Lo¨sungen, die sich aus der Stro¨mungsgleichung
fu¨r die numerisch hochskalierten Permeabilita¨tsfelder ergeben.
5.5.1 Berechnung und Vergleich der Flu¨sse
Wir u¨berpru¨fen quantitativ, wie sehr der Fluß durch ein vorgegebenes Gebiet la¨ngs einer Linie
durch das Hochskalieren der Felder beeinflußt wird. Als Fluß bezeichnen wir das durchstro¨mende
Flu¨ssigkeitsvolumen durch eine gegebene Fla¨che bzw. Linie in zwei Raumdimensionen. Aus dem
Vergleich mit dem Fluß fu¨r das urspru¨ngliche, feinskalige Feld erhalten wir ein Merkmal, wie
gut das Upscaling durch die Coarse Graining Methode ist. Dazu betrachten wir außerdem den
Vergleich mit den Ergebnissen fu¨r ein einfaches Upscaling durch das arithmetische, geometrische
oder harmonische Mittel, vgl. Abschnitt 2.6.
Wir skalieren die Permeabilita¨tsfelder zum einen entweder stets vom feinskaligen Feld ausgehend
oder zum anderen durch das iterative Upscaling hoch. Auf den entstandenen Feldern K(x)|λ fu¨r
verschiedene La¨ngenskalen λ berechnen wir die Stro¨mungsgleichung, wie in Abschnitt 6.2 erla¨utert
wird,
−divK(x)|λ∇uλ(x) = 0 fu¨r x ∈ Ω = [0, 1]2 (5.61)
mit den Randbedingungen
uλ(x) =
{
1 fu¨r x1 = 0 , x2 ∈ [0, 1]
0 fu¨r x1 = 1 , x2 ∈ [0, 1]
n(x) · (K(x)|λ∇uλ(x)) = 0 fu¨r x2 = 0 oder x2 = 1 , x1 ∈ ]0, 1[ (5.62)
auf ∂Ω und ermitteln mit der Lo¨sung uλ(x) die durchstro¨mende Flu¨ssigkeitsmenge
Qλ(x1) :=
∫ [x1,1]
[x1,0]
e1 ·
(
K(x)|λ∇uλ(x)
)
dx2 (5.63)
entlang einer Strecke in x2-Richtung. n(x) ist der a¨ußere Einheits-Normalenvektor an ∂Ω. Auf-
grund der gewa¨hlten Randbedingungen fu¨r uλ(x) ist Qλ unabha¨ngig von x1.
Den skalenabha¨ngigen Fluß Qλ vergleichen wir mit dem Fluß Q0 := Qλ0 im feinskaligen Permea-
bilita¨tsfeld K(x) und bilden dazu die relative quadratische Abweichung:
∆Q2λ :=
(Qλ −Q0)2
Q20
. (5.64)
In den vorliegenden Ergebnissen in Tabelle 5.1 und 5.2 haben wir ∆Q2λ fu¨r jede von insgesamt
10 Realisierungen berechnet und das arithmetische Mittel ∆Q2λ gebildet. Fu¨r die einzelnen Up-
scalingsmethoden haben wir jeweils dieselben 10 Realisierungen genommen. Außer dem Upscaling
durch die Coarse Graining Methode (CN-Upscaling) betrachten wir auch die Flu¨sse in den entpre-
chenden einfach hochskalierten Feldern, die sich aus iterativem Hochskalieren mit dem arithmeti-
schen, geometrischen oder harmonischen Mittel ergeben, wie in Unterkapitel 2.6 beschrieben. Fu¨r
die einfachen Upscalingsverfahren werden die Komponenten des Tensorfeldes iterativ u¨ber je vier
Nachbarelemente arithmetisch, geometrisch oder harmonisch gemittelt (vgl. Abschnitt 6.4).
Die Resultate aus den Tabellen 5.1 und 5.2 zeigen, daß das Upscaling der Felder durch die Coarse
Graining Methode – sowohl vom feinen Feld wie auch iterativ – im Mittel zu einem Fluß Qλ fu¨hrt,
der eine sehr gute Approximation fu¨r den Fluß im feinskaligen Feld Q0 ist. Nur im isotropen Fall
liefert das iterative Hochskalieren mit dem geometrischen Mittel gleichermaßen gute Resultate. In
allen anderen Fa¨llen liefern die einfachen Upscalingsverfahren aber deutlich schlechtere Resultate
als die fu¨r das Hochskalieren mit der Coarse Graining Methode.
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CN-Upscaling Iteratives Arithmetisches Geometrisches Harmonisches
λ/l0 vom feinen Feld CN-Upscaling Upscaling Upscaling Upscaling
1/4 9.3 · 10−8 9.3 · 10−8 1.8 · 10−5 1.3 · 10−7 1.8 · 10−5
1 1.2 · 10−4 9.6 · 10−6 5.0 · 10−3 3.2 · 10−5 4.4 · 10−3
4 4.6 · 10−4 1.4 · 10−3 2.1 · 10−1 5.5 · 10−4 9.2 · 10−2
16 6.5 · 10−6 1.8 · 10−3 4.7 · 10−1 1.4 · 10−3 1.4 · 10−1
Tabelle 5.1: Die relative Abweichung des Flusses ∆Q2λ gemittelt u¨ber jeweils die gleichen 10 Reali-
sierungen mit isotroper Korrelationsfunktion, σ2f = 1, in Abha¨ngigkeit vom Hochskalieren λ/l0 fu¨r
verschiedene Upscalingsverfahren, l0 = 1/16.
CN-Upscaling Iteratives Arithmetisches Geometrisches Harmonisches
λ/l0
vom feinen Feld CN-Upscaling Upscaling Upscaling Upscaling
1/4 6.7 · 10−8 6.7 · 10−8 4.7 · 10−6 5.3 · 10−5 2.7 · 10−4
1 2.7 · 10−5 1.5 · 10−5 9.5 · 10−4 7.6 · 10−3 3.8 · 10−2
4 1.5 · 10−4 5.2 · 10−4 3.0 · 10−2 4.8 · 10−2 2.2 · 10−1
16 4.4 · 10−7 7.3 · 10−4 8.0 · 10−2 5.6 · 10−2 2.8 · 10−1
Tabelle 5.2: Die relative Abweichung des Flusses ∆Q2λ gemittelt u¨ber die gleichen 10 Realisierungen
mit anisotroper Korrelationsfunktion, (l1, l2) = (2l0, l0/2), σ
2
f = 1, fu¨r verschiedene Upscalingsver-
fahren, l0 = 1/16.
5.5.2 Berechnung und Vergleich der Lo¨sung aus der numerisch hoch-
skalierten Stro¨mungsgleichung
Es liegt nahe, außer dem Vergleich der Flu¨sse im feinskaligen und hochskalierten Feld auch die ent-
sprechenden Lo¨sungen, d.h. die Piezometerho¨hen, zu vergleichen. Wir betrachten dazu die Lo¨sung
uλ(x), die sich aus der Stro¨mungsgleichung mit dem hochskalierten Feld ergibt, und vergleichen
sie mit der feinskaligen Lo¨sung u(x) fu¨r das Feld K(x). Dafu¨r kann man die L2-Norm
||uλ(x)− u(x)||L2 (5.65)
bzw. die relative Gro¨ße ||uλ(x) − u(x)||L2/||u(x)||L2 berechnen. Wegen der feinskaligen Fluktua-
tionen von u(x) ist aber selbst fu¨r die bestmo¨gliche Approximation uλ(x) auf der Skala λ die
L2-Norm der Differenz stets ungleich null. Fu¨r eine geeignete Gro¨ße betrachten wir deswegen die
Interpolierende Πλ
(
u(x)
)
von u(x) auf der Skala λ = h fu¨r die Zerlegung τh aus Definition 2.18
und benutzen die L2-Norm der Differenz uλ(x)−Πλ
(
u(x)
)
als passende Vergleichsgro¨ße.
Wie im vorherigen Abschnitt lo¨sen wir die Stro¨mungsgleichung mit den Permeabilita¨tsfeldern
K(x)|λ fu¨r unterschiedliche La¨ngenskalen und berechnen
∆uλ :=
||uλ(x)−Πλ
(
u(x)
)||
L2
||u(x)||L2
(5.66)
fu¨r je 10 Realisierungen fu¨r verschiedene Upscalingsverfahren. Wir benutzen dazu dieselben Reali-
sierungen wie im letzten Abschnitt. Als Randbedingungen fu¨r die Stro¨mungsgleichung verwenden
wir wieder die in (5.62) genannten Bedingungen.
In den Ergebnissen in Tabelle 5.3 und 5.4 ist das arithmetische Mittel ∆uλ u¨ber die Resultate der
10 Realisierungen fu¨r den isotrop und anisotrop korrelierten Fall angegeben. Vergleicht man die
Ergebnisse, findet man, daß die Abweichungen fu¨r das Upscaling mit der Coarse Graining Methode
wieder kleiner sind als fu¨r die einfachen Upscalingsverfahren, allerdings nicht so deutlich wie im
letzten Abschnitt fu¨r die Flu¨sse.
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CN-Upscaling Iteratives Arithmetisches Geometrisches Harmonisches
λ/l0 vom feinen Feld CN-Upscaling Upscaling Upscaling Upscaling
1/4 5.5 · 10−4 5.5 · 10−4 7.3 · 10−4 6.8 · 10−4 7.9 · 10−4
1 7.7 · 10−3 7.8 · 10−3 1.2 · 10−2 1.0 · 10−2 1.2 · 10−2
4 4.1 · 10−2 4.3 · 10−2 7.1 · 10−2 5.3 · 10−2 6.1 · 10−2
16 6.0 · 10−2 6.3 · 10−2 6.6 · 10−2 6.6 · 10−2 6.6 · 10−2
Tabelle 5.3: Die relative Abweichung der Lo¨sung ∆uλ gemittelt u¨ber jeweils die gleichen 10 Rea-
lisierungen mit isotroper Korrelationsfunktion, σ2f = 1, fu¨r verschiedene Upscalingsverfahren,
l0 = 1/16.
CN-Upscaling Iteratives Arithmetisches Geometrisches Harmonisches
λ/l0 vom feinen Feld CN-Upscaling Upscaling Upscaling Upscaling
1/4 4.5 · 10−4 4.5 · 10−4 8.7 · 10−4 1.2 · 10−3 2.0 · 10−3
1 6.0 · 10−3 6.3 · 10−3 1.1 · 10−2 1.6 · 10−2 3.0 · 10−2
4 3.7 · 10−2 3.7 · 10−2 4.3 · 10−2 5.4 · 10−2 7.7 · 10−2
16 6.3 · 10−2 6.4 · 10−2 6.4 · 10−2 6.4 · 10−2 6.4 · 10−2
Tabelle 5.4: Die relative Abweichung der Lo¨sung ∆uλ gemittelt u¨ber die gleichen 10 Realisierungen
mit anisotroper Korrelationsfunktion, (l1, l2) = (2l0, l0/2), σ
2
f = 1, fu¨r verschiedene Upscalingsver-
fahren, l0 = 1/16.
Fu¨r die Ergebnisse aus dem Upscaling vom feinen Feld mit der Coarse Graining Methode ist in
Abbildung 5.9 auch der Vergleich mit der theoretisch berechneten Gro¨ße(
δu(x)|λ
)2(
u(x)
)2 = σ2f4L2a2w
(
λ
l0
)2
(5.67)
aus Abschnitt 4.4 gezeigt. Diese Gro¨ße ist fu¨r den Bereich λ/l0 < 1 und kleine Varianzen gu¨ltig.
Das numerisch ermittelte ∆u2λ unterscheidet sich fu¨r die zwei betrachteten Varianzwerte nur wenig
und zeigt fu¨r kleine λ/l0 auch eine geringere Abweichung als die sto¨rungstheoretische Gro¨ße.
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Abbildung 5.9: Die relative Abweichung ∆u2λ gemittelt u¨ber 10 Realisierungen fu¨r σ
2
f = 0.1 und
σ2f = 1 im Vergleich zur sto¨rungstheoretischen Gro¨ße
(δu(x)|λ)2
(u(x))2
(ST) aus der Coarse Graining
Methode, Gl. (5.67) (L = 16, aw = 2).
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5.6 Das Coarsening-Mehrgitterverfahren
Bereits im Abschnitt u¨ber algebraische Mehrgitterverfahren haben wir erla¨utert, daß Mehrgitter-
verfahren in einigen Fa¨llen nur effizient arbeiten, wenn ihre Komponenten oder Teile davon an das
Problem angepaßt sind.
In den folgenden Abschnitten entwickeln wir ein problemangepaßtes Mehrgitterverfahren zur Lo¨sung
der Stro¨mungsgleichung mithilfe des numerischen Coarse Grainings. Der Ausgangspunkt dafu¨r ist
die Stro¨mungsgleichung in zwei Dimensionen
−div K(x)∇u(x) = f(x) mit x ∈ Ω = [0, 1]2 (5.68)
und Randbedingungen auf ∂Ω wie in (5.62). K(x) sei zuna¨chst eine Realisierung eines skalaren,
logarithmisch normalverteilten Zufallsfeldes. Zur Diskretisierung von Gl. (5.68) benutzen wir die
Galerkin-Diskretisierung mit der Finite-Element-Methode. Fu¨r eine gegebene Zerlegung τ0 von Ω
definieren wir das Permeabilita¨tsfeld K(x) wie in Gl. (5.45), so daß K(x) auf jedem Element T
(0)
j
von τ0 konstant sei.
Mit den Eintra¨gen der Steifigkeitsmatrix
Aij =
2∑
m,n=1
∫
Ω
Kmn(x) ∂xnψ
(0)
j (x) ∂xmψ
(0)
i (x) d
2x (5.69)
fu¨r die Standard-Knotenbasis
{
ψ
(0)
i
}
auf τ0 ergibt sich das zu lo¨sende lineare Gleichungssystem
Au = b (5.70)
mit rechter Seite b aus (2.114-2.115). Benutzt man zum Lo¨sen des Gleichungssystems das geome-
trische Mehrgitterverfahren aus Kapitel 3, so verwendet man fu¨r eine Hierarchie von Zerlegungen
τl als Grobgitteroperatoren bzw. Transferoperatoren in Matrix- bzw. Sterndarstellung:
A
(l)
ij =
2∑
m,n=1
∫
Ω
Kmn(x) ∂xnψ
(l)
j (x) ∂xmψ
(l)
i (x) d
2x (5.71)
bzw.
pl−1l =
1/4 1/2 1/41/2 1 1/2
1/4 1/2 1/4
 und rll−1 = (pl−1l )t (5.72)
mit der Knotenbasis
{
ψ
(l)
i
}
auf τl aus Abschnitt 2.7.
Idee des Coarsening-Mehrgitterverfahrens
Die Idee fu¨r das neue Mehrgitterverfahren ist, das Vergro¨bern der Gitter mit einer fu¨r die Mehr-
gitter-Idee sinnvollen
”
Vergro¨berung“ des Permeabilita¨tsfeldes zu verbinden, um einen besseren,
problemangepaßten Grobgitteroperator zu erhalten. Wie in Abschnitt 3.4.1 erla¨utert, ist es dafu¨r
notwendig, daß die Grobgitterkorrektur die niederfrequenten Fehleranteile effizient reduziert.
Durch das iterative Upscaling mit der Coarse Graining Methode ko¨nnen wir ein Permeabilita¨ts-
feld berechnen, das nur noch langwellige Fluktuationen entha¨lt, die auf Skalen gro¨ßer als eine
vorgegebene Skala variieren. Wir verwenden daher zur Bestimmung des Grobgitteroperators diese
hochskalierten Permeabilita¨tsfelder K(x)|λl , λl = hl, l ≥ 0, die sich aus dem iterativen Upscaling
von K(x) ergeben.
Den Grobgitteroperator auf dem Gitterlevel l definieren wir durch die Eintra¨ge der Steifigkeitsma-
trix zu
A
(l)
ij :=
2∑
m,n=1
∫
Ω
Kmn(x)|λl ∂xnψ(l)j (x) ∂xmψ(l)i (x) d2x (5.73)
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mit λl = hl. Er reduziert die niederfrequenten Fehleranteile in der Na¨herung von u, weil das
hochskalierte Permeabilita¨tsfeld K(x)|λl nur noch Beitra¨ge entha¨lt, die auf La¨ngenskalen gro¨ßer
als λl variieren.
Bemerkung 5.13. Der so definierte Grobgitteroperator entspricht dem Operator aus der Diskreti-
sierung der Stro¨mungsgleichung mit dem Feld K(x)|λl auf der Zerlegung τl.
Als passende Transferoperatoren wa¨hlen wir lokale Operatoren, die sich ebenfalls a¨hnlich zum
Hochskalieren ergeben. Auf diese Transferabbildungen gehen wir im na¨chsten Abschnitt ein. Ins-
gesamt erhalten wir damit ein problemangepaßtes Mehrgitterverfahren.
Definition 5.6. Wir bezeichnen im folgenden dieses resultierende Mehrgitterverfahren als
Coarsening-Mehrgitterverfahren (CN-MG).
Bemerkung 5.14. Das Coarsening-Mehrgitterverfahren benutzt wie das geometrische Mehrgitter-
verfahren die geometrische Vergro¨berung, um die no¨tige Gitterhierarchie aufzubauen. Eine Ver-
allgemeinerung auf unstrukturierte Gitter zusammen mit einem Agglomeration-Algorithmus zum
Vergro¨bern, wie er z.B. in [HED02] oder [JV01] enthalten ist, ist mo¨glich. Der numerisch hochska-
lierte Permeabilita¨tskoeffizient wird dann fu¨r jedes Element des unstrukturierten Gitters berechnet,
wobei man geeignete Randbedingungen, etwa Nullrandbedingungen, zu wa¨hlen hat.
Felder fu¨r das Coarsening-Mehrgitterverfahren
Aus physikalischer Sicht darf das Permeabilita¨tsfeld nicht negativ definit sein. Auch fu¨r die Kon-
vergenz des Mehrgitterverfahrens ist es wesentlich, daß das Permeabilita¨tsfeld positiv definit ist.
Fu¨r hohe Varianzen σ2f ≥ 1 ist es aber mo¨glich, daß das numerisch hochskalierte Permeabilita¨tsfeld
K(x)|λ = Knum(x, λ) + k(x)|λ aus dem iterativen Upscaling nicht mehr an jedem Ort positiv defi-
nit ist. Der numerisch hochskalierte Permeabilita¨tskoeffizient Knum(x, λ) ist unter den in Satz 5.1
genannten Voraussetzungen stets positiv definit. Die Verletzung der Forderung an K(x)|λ hat ihre
Ursache in den hochskalierten Fluktuationen k(x)|λ, die negativ sein ko¨nnen und fu¨r hohe Vari-
anzen insbesondere fu¨r λ/l0 < 1 sehr stark variieren, so daß K
num(x, λ) + k(x)|λ negativ werden
kann.
Aus diesem Grund fu¨hren wir im Coarsening-Mehrgitterverfahren einen Parameter θ ein, der von
der Varianz σ2f abha¨ngt und dessen geeignete Wahl die positive Definitheit von K(x)|λ garantieren
soll.
Als hochskaliertes Permeabilita¨tsfeld verwenden wir in CN-MG das modifizierte, iterativ hochska-
lierte Feld
KCN(x)|λl+1 :=
{
K(x)|λl+1 +
(
K(x)|λl+1 −Knum(x, λl+1)
)∣∣
λl+1
fu¨r λ/l0 < θ
K(x)|λl+1 sonst,
(5.74)
wobei das Korrekturfeld
(
K(x)|λl−Knum(x, λl)
)∣∣
λl+1
wie die gegla¨tteten Fluktuationen k(x, λl)|λl+1
in Gl. (5.53) bzw. (5.50) aus einer einfachen arithmetischen Mittelung hervorgeht. Wenn die Werte
von θ nicht ausdru¨cklich erwa¨hnt werden, wa¨hlen wir
θ(σ2f ) =
{
1/8 fu¨r σ2f ≥ 1
0 fu¨r σ2f < 1 .
(5.75)
In Testla¨ufen fu¨r das CN-MG zeigte es sich, daß man grundsa¨tzlich den Parameter θ(σ2f ) adaptiv
oder sogar ortsabha¨ngig wa¨hlen mu¨ßte, um stets zu garantieren, daß das verwendete Feld KCN(x)|λ
im CN-MG u¨berall positiv definit ist. Um aber den Aufwand fu¨r die Generierung der Felder im
Mehrgitterverfahren nicht zu erho¨hen, gehen wir folgendermaßen vor:
Falls das in (5.74) definierte hochskalierte Permeabilita¨tsfeld an einem Ort die Bedingung der
Positivita¨t verletze, ersetzen wir in CN-MG KCN(x)|λl+1 an diesem Ort mit x ∈ T (l+1)j durch
1
h2l+1
∫
T
(l+1)
j
KCN(x)|λl d2x . (5.76)
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Dies entspricht einer arithmetischen Mittelung der Koeffizienten im Element T
(l+1)
j des na¨chst
feineren Gitters.
Bemerkung 5.15. Im Fall, daß wir das Coarsening-Mehrgitterverfahren auf Problemfa¨lle anwenden,
denen keine Realierung des logarithmisch normalverteilten Zufallsfeldes fu¨r K(x) zugrundeliegt,
setzen wir θ = 0.
Setup-Phase und Algorithmus des Coarsening-Mehrgitterverfahrens
Die Setup-Phase des CN-MG zum Lo¨sen der Stro¨mungsgleichung mit einem feinskaligen Permea-
bilita¨tsfeld K(x), definiert wie in (5.45) auf der feinsten Zerlegung τ0, lautet wie folgt:
1. Iteratives Hochskalieren der Permeabilita¨tsfelder beginnend mit K(x)|λ0 = K(x) unter Ver-
wenden des geometrischen Vergro¨berns der Gitter, um eine Hierarchie τl := τhl , l > 0, zu
erhalten.
• Dafu¨r wird das Zellproblem aus (5.21)
−div K(x′)|λl∇
(
χ
(x)
i (x
′) + x′i
)
= 0
auf jedem Element T
(l)
j ∈ τl mit Randbedingungen aus Satz 5.1 gelo¨st. Aus χ(x)i berech-
net man Knum(x, λl) fu¨r T
(l)
j nach Gl. (5.47), λl = hl.
• Symmetrisieren von Knum(x, λl) fu¨r jedes T (l)j :
Knummn (x, λl) :=
1
2
(
Knum12 (x, λl) +K
num
21 (x, λl)
)
, m 6= n .
• Aus Knum(x, λl) und Knum(x, λl−1) fu¨r jedes T (l)j und dem gegla¨tteten Fluktuationen-
feld k(x, λl−1)|λl erha¨lt man K(x)|λl und mit der oben beschriebenen Modifikation das
Feld KCN(x)|λl nach Gl. (5.74) bzw. (5.76).
2. Diskretisieren der linken Seite der Stro¨mungsgleichung fu¨r das Feld KCN(x)|λl :
−divKCN(x)|λl∇u(x) = 0 .
Man verwendet dazu dieselben Randbedingungen wie fu¨r die urspru¨ngliche Stro¨mungsglei-
chung. Entsprechend Gl. (5.73) ergibt sich daraus der GrobgitteroperatorA(l) auf dem Level l.
3. Benutzen eines herko¨mmlichen Mehrgitterzyklus mit den Grobgitteroperatoren A(l), eines
Gla¨tters S und geeigneten Transferoperatoren analog zum Mehrgitter-Algorithmus 3.1.
Bemerkung 5.16. Die Transferoperatoren ko¨nnen die in Kapitel 3 definierten Standard-Transfer-
operatoren, matrixabha¨ngige Transferoperatoren oder die im na¨chsten Abschnitt definierten Ope-
ratoren sein.
Als
”
a¨ußerer“ Parameter des CN-MG ist die Wahl der Randbedingungen zu setzen, fu¨r die die
Zellprobleme gelo¨st werden.
Bemerkung 5.17. Im Rahmen von periodischen Medien, fu¨r die die Aussagen aus der Homogenisie-
rungstheorie gu¨ltig sind, wird in den Arbeiten [Neu95, NJW01] ein analoges Mehrgitterverfahren
zum CN-MG entwickelt. Der Vorteil von periodischen Feldern ist, daß das entsprechende Zell-
problem aus der Homogenisierung nur einmal gelo¨st werden muß, um damit einen angepaßten
Grobgitteroperator wie im CN-MG zu konstruieren, und daß man die Konvergenz des Mehrgitter-
verfahrens beweisen kann.
Aufgrund der in Abschnitt 5.1 beschriebenen Analogie zwischen der Homogenisierungstheorie und
dem numerischen Coarse Graining fu¨r den Fall von periodischen Medien kann man das beschrie-
bene Coarsening-Mehrgitterverfahren auf das Verfahren in [Neu95, NJW01] fu¨r periodische Felder
reduzieren, wenn der Koeffizient fu¨r die Periodizita¨tszelle achsensymmetrisch ist.
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5.6.1 Transferoperatoren fu¨r das Coarsening-Mehrgitterverfahren
Zur Bestimmung der Transferoperatoren nutzen wir die A¨hnlichkeit der Coarse Graining Methode
zur Theorie der Homogenisierung aus. Als Prolongationsabbildung fu¨r das Coarsening-Mehrgitter-
verfahren schlagen wir neben der Standard-Prolongation und der matrixabha¨ngigen Prolongation
eine Abbildung vor, die sich an die Darstellung der feinskaligen Lo¨sung durch die homogenisierte
Lo¨sung in der Homogenisierungstheorie anlehnt. Eine sehr a¨hnliche Prolongationsabbildung wird
von Neuß in [Neu95, NJW01] benutzt, um geeignete Transferoperatoren fu¨r das zitierte Mehrgit-
terverfahren fu¨r periodische Medien zu konstruieren.
Aus Gl. (2.90) in Abschnitt 2.5 geht fu¨r die Lo¨sung des feinskaligen Problems u in der Homoge-
nisierungstheorie
u(x) ≈ u0(x) + 
d∑
i=1
wi(x) ∂xiu
0(x) (5.77)
mit der Lo¨sung u0 des homogenisierten Problems hervor. Die Funktionen wi sind die Lo¨sungen des
Zellproblems (2.88).
Fu¨r den hochskalierten Koeffizienten Knum(x, λ) berechnen wir im CN-MG ein analoges Zellpro-
blem (5.21), allerdings auf jedem Element T
(l)
j einer Zerlegung τl. Die resultierenden Zello¨sungen
χ
(x)
i ko¨nnen wir zur Definition einer Prolongation p in Anlehnung an (5.77) mit
el−1(x) =
(
pl−1l el
)
(x) := el(x) +
hl−1
hl
2∑
i=1
χ
(x˜(T
(l)
j ))
i (x) ∂xiel(x) fu¨r x ∈ T (l)j ∩
(
Ωl−1 \ Ωl
)
im Mehrgitterverfahren benutzen. In den Gitterpunkten von Ω10l−1 ∪Ω01l−1, die nicht auf dem Rand
∂Ω liegen, ist diese Prolongation aber nicht eindeutig, da fu¨r benachbarte Elemente Tj1 und Tj2
die Werte der Zello¨sungen χ(x˜(Tj1 )) und χ(x˜(Tj2 )) im allgemeinen an solchen Gitterpunkten unter-
schiedlich sind. Wir definieren daher folgende Prolongationsabbildung:
Definition 5.7 (CN-Prolongation). In den Feingitterpunkten Ω00l−1 = Ωl ist die Prolongation
die Identita¨t:
el−1(x) =
(
pl−1l el
)
(x) := el(x) fu¨r x ∈ Ω00l−1 . (5.78)
In den Gitterpunkten Ωl−1 \ Ω00l−1 definieren wir die Prolongation durch:
el−1(x) =
(
pl−1l el
)
(x) := el(x) +
hl−1
hl
∑
T (l) mit x∈T (l) 1
2∑
i=1
( ∑
T (l) mit x∈T (l)
χ
(x˜(T (l)))
i (x) ∂xiel(x)
)
.
(5.79)
Bemerkung 5.18. Benutzt man zur Berechnung der Funktionen χ(x) fu¨r die Elemente T
(l)
j die
NZF-Randbedingungen, so vereinfacht sich die CN-Prolongation fu¨r die Gitterpunkte Ω10l−1 bzw.
Ω01l−1 zu:
el−1(x) = el(x) +
hl−1
hl
∑
T (l) mit x∈T (l) 1
∑
T (l) mit x∈T (l)
χ
(x˜(T (l)))
1 (x) ∂x1el(x) (5.80)
bzw.
el−1(x) = el(x) +
hl−1
hl
∑
T (l) mit x∈T (l) 1
∑
T (l) mit x∈T (l)
χ
(x˜(T (l)))
2 (x) ∂x2el(x) . (5.81)
Bemerkung 5.19. Benutzt man zur Berechnung der χ(x) Dirichlet-Nullrandbedingungen, unter-
scheidet sich die CN-Prolongation von der Standard-Prolongation nur in den Gitterpunkten Ω11l−1.
Restriktion
Als Restriktion fu¨r das Coarsening-Verfahren wa¨hlen wir die adjungierte Abbildung der CN-
Prolongation.
Kapitel 6
Numerische Experimente und
Ergebnisse
In diesem Kapitel stellen wir unsere numerischen Ergebnisse zu den Mehrgitterverfahren vor. Wir
vergleichen in einer systematischen Untersuchung das von uns entwickelte Mehrgitterverfahren mit
den in Kapitel 3 besprochenen Verfahren. Dazu betrachten wir ein Modellproblem und konzentrie-
ren uns auf die Untersuchung der Effizienz der vorgestellten Mehrgitterverfahren zum Lo¨sen. Neben
einer Auswahl von logarithmisch normalverteilten Permeabilita¨tsfeldern betrachten wir auch spe-
ziell konstruierte Felder, die Vor- und Nachteile der verschiedenen Mehrgitterverfahren aufdecken
sollen.
Wir interessieren uns außerdem fu¨r den quantitativen Vergleich der Grobgitteroperatoren, die die
numerischen Verfahren benutzen. Wir u¨berpru¨fen daher in einigen Testfa¨llen außer der Mehrgit-
terkonvergenz auch die Gu¨te der Grobgitteroperatoren. Dies wurde zum ersten Mal systematisch
in den Arbeiten [Kna95, MDH98] allerdings nur fu¨r das Mehrgitterverfahren aus [Den82a] getan.
Wir berechnen fu¨r die einzelnen Verfahren einen sogenannten MG-effektiven Koeffizienten, der ein
numerisch ermittelter, konstanter Permeabilita¨tskoeffizient auf dem gro¨bsten Gitterlevel im Mehr-
gitterverfahren ist. Besteht das gro¨bste Gitter nur aus einem inneren Gitterpunkt, so entspricht
der MG-effektive Koeffizient einem effektiven Permeabilita¨tskoeffizienten fu¨r das betrachtete fein-
skalige Permeabilita¨tsfeld.
Der MG-effektive Koeffizient ist mit der Modellgu¨te gekoppelt, mit der das Problem im Mehr-
gitterverfahren implizit behandelt wird. Damit ko¨nnen wir untersuchen, ob ein Zusammenhang
zwischen den numerisch ermittelten Konvergenzraten der einzelnen Verfahren und der impliziten
Modellgu¨te besteht.
6.1 MG-effektiver Koeffizient
Die Mo¨glichkeit, eine numerisch homogenisierte Permeabilita¨t mithilfe von robusten Multilevel-
Lo¨sungsverfahren zu berechnen, wird zuerst in [Kna95, MDH98] benutzt. Sie verwenden aber ein-
zig das geometrische Mehrgitterverfahren mit den matrixabha¨ngigen Transferabbildungen nach
Alcouffe und Dendy [ABDP81, Den82a] dazu. In [MDH98] wird durch den Grobgitteroperator, der
den Einfluß der feinskaligen Struktur des Mediums verschieden gut beinhalten kann, ein effektiver
Permeabilita¨tstensor als lokale Gro¨ße je nach Gitterlevel elementweise hergeleitet. Wir betrachten
hier den Grobgitteroperator nur auf dem gro¨bsten Gitter. Wir leiten einen effektiven Koeffizienten
aus dem Mehrgitterverfahren her, indem wir einen Permeabilita¨tstensor aus dem Diskretisierungs-
stern auf dem gro¨bsten Gitterlevel ableiten.
Wir gehen von einem Mehrgitterverfahren mit Galerkinprodukt und geeigneten Transferoperatoren
zur Bestimmung des MG-effektiven Koeffizienten aus. Wir nehmen an, daß der Diskretisierungs-
stern im Grenzfall eines maximalen Vergro¨berns gegen den Differenzenstern des Laplace-Operators
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geht. Fu¨r den Differenzenstern aus Gl. (2.116) im Abschnitt u¨ber die Finite-Element-Methode
erha¨lt man fu¨r einen konstanten, symmetrischen Tensor Kij im Gebiet Ω dann:
A∗ =
−l1 −l2 −l3−l4 4(l2 + l4) −l4
−l3 −l2 −l1
 . (6.1)
Fu¨r dessen Eintra¨ge ergibt sich, wie man leicht nachrechnet:
l1 =
1
6
(K11 +K22)− 1
2
K12 (6.2)
l2 =
2
3
K22 − 1
3
K11 (6.3)
l3 =
1
6
(K11 +K22) +
1
2
K12 (6.4)
l4 =
2
3
K11 − 1
3
K22 . (6.5)
Durch Auflo¨sen erha¨lt man daraus fu¨r den MG-effektiven Permeabilita¨tstensor KMG den symme-
trischen Tensor:
KMG :=
(
l2 + 2l4 l3 − l1
l3 − l1 l4 + 2l2
)
. (6.6)
Bemerkung 6.1. Eine a¨hnliche Herleitung von KMG findet man in der genannten Arbeit [Kna95].
KMG wird darin als MG-homogenisierter Koeffizient bezeichnet.
Bemerkung 6.2. Benutzt man zur Berechnung des Grobgitteroperators die Diskretisierung auf ei-
nem explizit hochskalierten Feld, wie etwa durch einfache Upscalingsverfahren oder iteratives Up-
scaling durch die Coarse Graining Methode, so ist der MG-effektive Koeffizient gleich dem Tensor
des konstanten, iterativ hochskalierten Permeabilita¨tsfeldes, wenn die Zerlegung auf dem gro¨bsten
Gitterlevel nur aus einem Element besteht.
Verwendet man das Galerkinprodukt zur Berechnung des Grobgitteroperators, muß man den MG-
effektiven Koeffizienten direkt aus dem Verfahren ermitteln.
Zur Berechnung von KMG nehmen wir stets mindestens sechs Grobgitterlevel im jeweiligen Mehr-
gitterverfahren an.
Bemerkung 6.3. Beim Ruge-Stu¨ben-Mehrgitterverfahren sind die Gitter fu¨r die Mehrgitterhierar-
chie problemangepaßt. Das heißt, daß im allgemeinen die Gitterpunkte auf den ho¨heren Mehrgitter-
leveln aufgrund des verwendeten Vergro¨berungsalgorithmus keine regelma¨ßige Anordnung wie bei
geometrisch vergro¨berten Gittern haben. Wir vergro¨bern daher im Ruge-Stu¨ben-Verfahren soweit,
bis auf dem ho¨chsten Gitterlevel weniger oder gleich neun Gitterpunkte, einschließlich vorhandener
Gitterrandpunkte, vorhanden sind. Aus dem Differenzenstern des Gitterpunktes, der am na¨chsten
zum Mittelpunkt vom Gebiet [0, 1]2 liegt, berechnen wir den MG-effektiven Koeffizienten KMG.
6.2 Das Modellproblem
Als Modellproblem untersuchen wir das Modell einer Stro¨mung in einem heterogenen Medium.
Wir lo¨sen die Stro¨mungsgleichung
−div K(x)∇u(x) = f(x) fu¨r x ∈ Ω := [0, 1]2 (6.7)
mit einem vorgegebenen Permeabilita¨tsfeld K(x) und Quellenterm f(x), den wir in allen nume-
rischen Experimenten null setzen. Analog zu Abschnitt 2.7.1 wa¨hlen wir als Randbedingungen
stets:
u(x) = 1 fu¨r x1 = 0 , x2 ∈ [0, 1] ,
u(x) = 0 fu¨r x1 = 1 , x2 ∈ [0, 1] ,
n(x) · (K(x)∇u(x)) = 0 sonst, (6.8)
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mit x ∈ ∂Ω und n(x) dem a¨ußeren Normalen-Einheitsvektor von ∂Ω.
Das Permeabilita¨tsfeld K(x) sei, wie bereits im letzten Kapitel angenommen, auf jedem Element
der feinsten Zerlegung τ0 von Ω konstant. Das heißt, ist K(x) in Ω oder Teilen von Ω eine Rea-
lisierung des logarithmisch normalverteilten Zufallsfeldes, nehmen wir fu¨r das in der numerischen
Berechnung verwendete K(x) wieder
K(x) := K
(
x˜(T
(0)
j )
)
fu¨r alle x ∈ T (0)j (6.9)
an. Die Stro¨mungsgleichung diskretisieren wir mithilfe der Galerkin- und Finite-Element-Methode
aus Abschnitt 2.7. Das daraus resultierende Gleichungssystem mit der Steifigkeitsmatrix aus (2.114)
bzw. (2.116) lo¨sen wir mit einem der vorgestellten Mehrgitterverfahren.
Die Anzahl der Gitterpunkte auf dem Gitterlevel l ist
(
h−1l + 1
)2
mit der Maschenweite hl von τl.
In Abschnitt 6.3 und 6.4 arbeiten wir mit Ausnahme der Berechnungen zur h-Abha¨ngigkeit mit
h0 = 2
−8 und in Abschnitt 6.5–6.6 mit h0 = 2−7.
Die Korrelationsfunktion fu¨r den Logarithmus der Realisierungen des Zufallsfeldes lautet wie in
den vorherigen Kapiteln
w(x − x′) = σ2f exp
(
−
2∑
i=1
(xi − x′i)2
2l2i
)
(6.10)
mit den Korrelationsla¨ngen l1 und l2.
Als Parameter fu¨r die Mehrgitterverfahren wa¨hlen wir einheitlich in allen numerischen Simula-
tionen einen V-Zyklus mit symmetrischen Gauß-Seidel-Verfahren als Gla¨tter und einen Vor- und
Nachgla¨ttungsschritt. Der Startvektor fu¨r die Mehrgitterverfahren ist der Nullvektor, und auf dem
gro¨bsten Gitter lo¨sen wir das Gleichungssystem ebenfalls mit einem symmetrischen Gauß-Seidel-
Verfahren.
Die Konvergenzraten der Mehrgitterverfahren geben wir durch die mittlere Konvergenzrate ρ an.
Sie mißt den mittleren Faktor mit dem der Anfangsdefekt d(0) in jedem Iterationsschritt reduziert
wird. ρ ergibt sich zu
ρ =
( ||d(m)||2
||d(0)||2
)1/m
, (6.11)
wenn man m Iterationsschritte beno¨tigt, um die Defektnorm ||d(0)||2 etwa um 10 Gro¨ßenordnungen
zu reduzieren. Als Abbruchkriterium setzen wir eine relative Reduktion von 10−10 oder maximal
80 Mehrgitteriterationen.
Als Lo¨ser fu¨r die Zellprobleme im Coarsening-Mehrgitterverfahren setzen wir ebenfalls ein symme-
trisches Gauß-Seidel-Verfahren ein. Als Abbruchkriterium verwenden wir eine relative Reduktion
der Defektnorm von 10−10, eine absolute Reduktion der Defektnorm von 10−15 oder maximal 60
Iterationsschritte.
Bemerkung 6.4. Fu¨r sehr große Koeffizientenspru¨nge von K(x) ist der Fehler durch die Diskreti-
sierung des Modellproblems mit der Finite-Element-Methode nach Abschnitt 2.7 groß. Eine andere
Wahl der Diskretisierungsmethode z.B. durch gemischte Finite-Element-Methoden oder
”
Discon-
tinuous Galerkin“-Finite-Element-Verfahren wa¨re hier geeigneter, siehe [AWY97, Bra97, BR97,
ABCM02].
6.3 Varianten des Coarsening-Mehrgitterverfahrens
Wir untersuchen zuna¨chst einige Eigenschaften des Coarsening-Mehrgitterverfahrens (CN-MG),
indem wir es zur Lo¨sung des eingefu¨hrten Modellproblems verwenden. Wir legen unser Augenmerk
auf die mo¨glichen Varianten des CN-MG, die sich ergeben, indem man zum einen verschiedene
Transferabbildungen und zum anderen verschiedene Randbedingungen fu¨r die Zellprobleme im
CN-MG wa¨hlt.
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Wir berechnen dazu die mittlere Konvergenzrate fu¨r eine Realisierung und fu¨r ein Ensemble von
10 Realisierungen des lognormalverteilten Zufallsfeldes. Im letztgenannten Fall ermitteln wir das
arithmetische Mittel der Konvergenzraten fu¨r die Realisierungen. Die Felder sind isotrop korreliert
und die Varianz betra¨gt σ2f = 1 bzw. σ
2
f = 2.
Zusa¨tzlich variieren wir fu¨r die verschiedenen Fa¨lle die Feinheit hT /hl+1 des Diskretisierungsgitters
τT zur Berechnung der Zellprobleme fu¨r den Grobgitteroperator auf dem Gitterlevel l+1 innerhalb
des CN-MG. hl+1 bezeichnet die Gitterweite der Zerlegung τl+1 von Ω auf dem Level l+ 1.
Bemerkung 6.5. Wir wa¨hlen das Verha¨ltnis hT /hl+1 unabha¨ngig vom Gitterlevel. Damit wa¨chst
die Gitterweite hT fu¨r das Zellproblem proportional zu hl+1 mit dem Gitterlevel im Mehrgitter-
verfahren an. Wir bezeichnen das Verha¨ltnis hT /hl+1 im folgenden einfach mit hT /h0.
Wir legen folgende Bezeichnungen fu¨r die Varianten fest:
• CN-ST: Coarsening-Mehrgitterverfahren mit Standard-Transferoperatoren.
• CN-M1: Coarsening-Mehrgitterverfahren mit den matrixabha¨ngigen Transferoperatoren nach
Alcouffe et al., Gl. (3.93) (blockweise Prolongation).
• CN-CP: Coarsening-Mehrgitterverfahren mit der CN-Prolongation.
CN-ST CN-M1 CN-CP
hT /h0 CN-ST CN-M1 CN-CP
(Mittel) (Mittel) (Mittel)
1/2 0.188 0.131 0.188 0.182 0.134 0.180
1/4 0.165 0.114 0.165 0.164 0.118 0.163
1/8 0.159 0.110 0.159 0.159 0.113 0.159
1/16 0.158 0.109 0.158 0.157 0.112 0.156
Tabelle 6.1: Fu¨r Varianz σ2f = 1: Konvergenzraten fu¨r das Modellproblem fu¨r verschiedene Varian-
ten des Coarsening-Mehrgitterverfahrens fu¨r eine Realisierung und 10 Realisierungen (Mittel) in
Abha¨ngigkeit von der Gitterfeinheit hT /h0 fu¨r die Zellprobleme. Die Zellprobleme im CN-MG wer-
den mit Nullrandbedingungen gelo¨st. Die Felder sind isotrop korreliert, und die Korrelationsla¨nge
ist l0 = 1/16.
CN-ST CN-M1 CN-CP
hT /h0 CN-ST CN-M1 CN-CP
(Mittel) (Mittel) (Mittel)
1/2 0.070 0.108 0.054 0.090 0.068 0.063
1/4 0.070 0.186 0.074 0.088 0.074 0.066
1/8 0.070 0.192 0.075 0.089 0.083 0.071
1/16 0.072 0.170 0.064 0.094 0.119 0.080
Tabelle 6.2: Konvergenzraten fu¨r CN-MG wie in Tabelle 6.1, wobei die Zellprobleme im CN-MG
mit NZF-Randbedingungen gelo¨st werden.
In den Tabellen 6.1–6.4 sind die Konvergenzraten fu¨r jeweils Nullrandbedingungen und NZF-
Randbedingungen fu¨r das Zellproblem im CN-MG und Varianz σ2f = 1 und σ
2
f = 2 fu¨r die Felder
dargestellt.
Die Konvergenzraten fu¨r das Coarsening-Mehrgitterverfahren mit Standard-Transferoperatoren
CN-ST und das Coarsening-Mehrgitterverfahren mit der CN-Prolongation CN-CP unterscheiden
sich im Fall von Nullrandbedingungen fu¨r die Zellprobleme nur sehr wenig. Dies liegt daran, daß
sich die CN-Prolongation fu¨r Nullrandbedingungen nur in den Gitterpunkten Ω11l ⊂ Ωl von der
Standard-Prolongation unterscheidet. Der Unterschied in der Prolongation hat keinen merklichen
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CN-ST CN-M1 CN-CP
hT /h0 CN-ST CN-M1 CN-CP (Mittel) (Mittel) (Mittel)
1/2 0.328 0.271 0.315 0.415 0.304 0.413
1/4 0.315 0.234 0.324 0.388 0.264 0.389
1/8 0.316 0.226 0.324 0.377 0.251 0.378
1/16 0.315 0.223 0.323 0.374 0.247 0.375
Tabelle 6.3: Fu¨r Varianz σ2f = 2: Konvergenzraten fu¨r verschiedene Varianten des Coarsening-
Mehrgitterverfahrens fu¨r eine Realisierung und 10 Realisierungen (Mittel) in Abha¨ngigkeit von der
Gitterfeinheit hT /h0 fu¨r die Zellprobleme. Die Zellprobleme im CN-MG werden mit Nullrandbe-
dingungen gelo¨st. Die Felder sind isotrop korreliert, l0 = 1/16.
CN-ST CN-M1 CN-CP
hT /h0 CN-ST CN-M1 CN-CP (Mittel) (Mittel) (Mittel)
1/2 0.161 0.153 0.120 0.207 0.262 0.183
1/4 0.138 0.273 0.122 0.177 0.322 0.143
1/8 0.145 0.289 0.115 0.161 0.318 0.123
1/16 0.137 0.234 0.111 0.170 0.271 0.130
Tabelle 6.4: Konvergenzraten fu¨r CN-MG wie in Tabelle 6.3, wobei die Zellprobleme im CN-MG
mit NZF-Randbedingungen gelo¨st werden.
Einfluß auf das Mehrgitterverfahren, wie man Tabelle 6.1 und 6.3 entnimmt. Fu¨r den Fall mit
Nullrandbedingungen werden die Konvergenzraten mit zunehmender Gitterfeinheit hT /h0 des Zell-
problems besser. Eine Ausnahme bildet nur das CN-CP-Verfahren fu¨r σ2f = 2. Das Coarsening-
Mehrgitterverfahren mit den matrixabha¨ngigen Transferoperatoren nach Alcouffe et al., CN-M1,
ist im Fall von Nullrandbedingungen das beste.
Fu¨r den Fall, daß die Zellprobleme mit NZF-Randbedingungen im CN-MG gelo¨st werden, ist das
Coarsening-Mehrgitterverfahren mit der CN-Prolongation, CN-CP, in allen Testfa¨llen bis auf die
Werte fu¨r die Einzelrealisierung mit hT /h0 = 1/4 und hT /h0 = 1/8 (σ
2
f = 1) das effizienteste. Es
ist insbesondere im Vergleich fu¨r die ho¨here Varianz σ2f = 2 deutlich besser als CN-ST und CN-M1.
Betrachtet man die Konvergenzraten fu¨r die verschiedenen Werte von hT /h0 fu¨r die NZF-Randbe-
dingungen, ergibt sich fu¨r σ2f = 1 in mehreren Fa¨llen eine geringe Verschlechterung der Raten mit
zunehmender Gitterfeinheit des Zellproblems. Auch fu¨r σ2f = 2 zeigen die Konvergenzraten eine
Abha¨ngigkeit von hT /h0. Fu¨r die Werte aus dem Mittel der 10 Realisierungen verbessern sich aber
die Raten fu¨r CN-ST und CN-CP fu¨r kleiner werdendes hT im Bereich hT /h0 ≥ 1/8.
Parameterwahl fu¨r CN-MG fu¨r die weiteren Simulationen
Als Folge obiger Resultate und zur Einschra¨nkung des Rechenaufwandes, der mit zunehmender Git-
terfeinheit hT /h0 steigt, wa¨hlen wir fu¨r die weiteren numerischen Experimente in diesem Kapitel fu¨r
die Feinheit des Diskretisierungsgitters fu¨r die Zellprobleme in den Coarsening-Mehrgitterverfahren
hT /h0 = 1/8.
Wir betrachten im folgenden sowohl das Coarsening-Mehrgitterverfahren mit matrixabha¨ngigen
Transferoperatoren nach Alcouffe und Nullrandbedingungen fu¨r die Zellprobleme als auch das
Coarsening-Mehrgitterverfahren mit CN-Prolongation und NZF-Randbedingungen fu¨r die Zellpro-
bleme. Wir bezeichnen im folgenden die Varianten mit diesen Randbedingungen mit CN-M1 bzw.
CN-CP.
Bemerkung 6.6. Die Wahl hT /h0 = 1/8 fu¨r die Feinheit des Diskretisierungsgitters fu¨r die Zellpro-
bleme ist im Einklang mit den Ergebnissen zur Gitterkonvergenz fu¨r den numerisch hochskalierten
Permeabilita¨tskoeffizienten. Im Abschnitt 5.3 untersuchen wir die Gitterkonvergenz fu¨r verschiede-
ne Werte von λ/l0. Da wir im CN-MG ein iteratives Upscaling benutzen, sind die Ergebnisse aus
Abbildung 5.2 fu¨r λ/l0 = 1/4 heranzuziehen. Diese ergeben eine Gitterkonvergenz fu¨r hT /h0 ≤ 1/8.
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6.3.1 h-Abha¨ngigkeit des CN-MG
Wir untersuchen in diesem Abschnitt, wie sich die Konvergenzrate des Coarsening-Mehrgitterver-
fahrens verha¨lt, wenn man die Anzahl der Gitterpunkte zur Diskretisierung des Modellproblems
mit einer einzelnen lognormalverteilten Realisierung fu¨r K(x) variiert. Wir betrachten die Va-
rianten CN-M1 und CN-CP, wie wir sie am Ende des letzten Abschnitts bezeichnet haben. In
Tabelle 6.5 sind die Konvergenzraten fu¨r diese Verfahren fu¨r drei isotrop korrelierte Realisierungen
mit zunehmender Varianz angegeben.
Mit zunehmender Anzahl der Gitterpunkte der feinsten Zerlegung des Gebiets Ω werden die He-
terogenita¨ten des feinskaligen Permeabilita¨tsfeldes immer besser aufgelo¨st. Die Verbesserung der
Mehrgitter-Konvergenzrate mit kleiner werdender Gitterweite h0 zeigt damit, daß die Mehrgitter-
verfahren mit zunehmender Auflo¨sung der Fluktuationen des Feldes effizienter arbeiten. Fu¨r den
Wert σ2f = 3 erha¨lt man allerdings fu¨r das CN-CP-Verfahren zuna¨chst eine Verschlechterung der
Konvergenzrate mit abnehmendem h0.
Anzahl der Varianz σ2f = 1 Varianz σ
2
f = 2 Varianz σ
2
f = 3
Gitterpunkte
h0
CN-M1 CN-CP CN-M1 CN-CP CN-M1 CN-CP
1089 2−5 0.169 0.107 0.243 0.130 0.533 0.272
4225 2−6 0.158 0.093 0.229 0.119 0.512 0.457
16641 2−7 0.141 0.084 0.212 0.077 0.490 0.229
66049 2−8 0.130 0.071 0.192 0.116 0.468 0.231
263169 2−9 0.112 0.064 0.179 0.099 0.444 0.203
1050625 2−10 0.094 0.052 0.158 0.089 0.418 0.184
Tabelle 6.5: Konvergenzraten fu¨r CN-M1 und CN-CP in Abha¨ngigkeit von der Anzahl der Gitter-
punkte bzw. h0 fu¨r drei Realisierungen mit verschiedenen Varianzen.
Abha¨ngigkeit von der Anzahl der Gla¨ttungsschritte
Weiter untersuchen wir das Verhalten der CN-MG-Verfahren bei Erho¨hung der Gla¨ttungsschrit-
te im Mehrgitter-Algorithmus mit V-Zyklus. Fu¨r eine isotrope Realisierung mit Varianz σ2f =
1 entha¨lt die Tabelle 6.6 die Konvergenzraten fu¨r die zwei Varianten CN-M1 und CN-CP des
Coarsening-Mehrgitterverfahrens in Abha¨ngigkeit der Gla¨ttungsschritte. Die Anzahl der Vor- und
Nachgla¨ttungsschritte ist gleich: ν = ν1 = ν2.
Nur fu¨r ν = 2 zeigen die Coarsening-Mehrgitterverfahren eine dem Aufwand entsprechend deutliche
Verbesserung der Konvergenz im Vergleich zu ν = 1.
ν 1 2 3 4 5
CN-M1 0.130 0.091 0.072 0.064 0.053
CN-CP 0.071 0.036 0.027 0.018 0.015
Tabelle 6.6: Die Konvergenzraten fu¨r CN-M1 und CN-CP in Abha¨ngigkeit von der Anzahl der
Gla¨ttungsschritte ν fu¨r das Modellproblem mit einer Realisierung mit Varianz σ2f = 1 als K(x).
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6.4 Vergleich der Mehrgitterverfahren
Im folgenden vergleichen wir die in der Arbeit eingefu¨hrten Mehrgitterverfahren fu¨r das Modell-
problem mit Permeabilita¨tsfeldern K(x), die Realisierungen eines logarithmisch normalverteilten
Zufallsfeldes sind. Wir betrachten insgesamt 15 verschiedene Mehrgitterverfahren, die sich zum Teil
aus den verschiedenen Kombinationen zur Berechnung des Grobgitteroperators und der Transfer-
operatoren ergeben.
Neben den algebraischen Verfahren untersuchen wir Verfahren, bei denen sich der Grobgitterope-
rator entweder aus dem Galerkinprodukt oder aus der Diskretisierung auf hochskalierten Permea-
bilita¨tsfeldern durch Mittelungsroutinen ergibt, wie wir sie in Abschnitt 2.6 vorgestellt haben:
Der Grobgitteroperator fu¨r diese Verfahren ist wie beim Coarsening-Mehrgitterverfahren auf dem
Gitterlevel l durch
A
(l)
ij :=
2∑
m,n=1
∫
Ω
Kupsmn (x)|l ∂xnψ(l)j (x) ∂xmψ(l)i (x) d2x (6.12)
definiert, vgl. (5.73). Das Feld Kupsmn (x)|l geht durch iteratives Hochskalieren von Kups(x)|l−1 mit
einer Upscalingsroutine aus Abschnitt 2.6 hervor. Fu¨r l = 0 ist Kups(x)|0 ≡ K(x).
Fu¨r die unterschiedlichen Arten der Berechnung des Grobgitteroperators nach (6.12) fu¨hren wir
folgende Bezeichnungen ein:
• MGA: Berechnung des Grobgitteroperators nach (6.12), wobei Kups(x)|l durch arithmetische
Mittelung entsteht.
• MGG: Berechnung des Grobgitteroperators nach (6.12), wobei Kups(x)|l durch geometrische
Mittelung entsteht.
• MGK: Berechnung des Grobgitteroperators nach (6.12), wobei Kups(x)|l durch das Upscaling
mit dem King-Wert entsteht.
• MGM: Berechnung des Grobgitteroperators nach (6.12), wobeiKups(x)|l durch das Upscaling
mit dem Migdal-Kadanoff-Wert entsteht.
• GAP: Berechnung des Grobgitteroperators durch das Galerkinprodukt.
Weiterhin benutzen wir die Abku¨rzungen MG-RS bzw. MG-SC fu¨r das eingefu¨hrte Ruge-Stu¨ben-
bzw. das Schurkomplement-Mehrgitterverfahren. Die Varianten des Coarsening-Mehrgitterverfah-
rens tragen CN als Kennung.
Fu¨r die mo¨glichen Transferoperatoren verwenden wir folgende Bezeichnungen:
• ST: Standard-Transferoperatoren.
• M1: Matrixabha¨ngige Transferoperatoren nach Alcouffe et al.
• M2: Matrixabha¨ngige Transferoperatoren nach de Zeeuw.
• CP: CN-Prolongation mit entsprechender Restriktion.
Fu¨r das MG-RS- und MG-SC-Verfahren verwenden wir ausschließlich die zugeho¨rigen Transferab-
bildungen, wie sie im Unterkapitel 3.4.8 und 3.4.9 vorgestellt werden. Insbesondere verwenden wir
Algorithmus 3.3 fu¨r deren Konstruktion beim MG-SC-Verfahren. Die matrixabha¨ngige Transfer-
operatoren nach Alcouffe beziehen sich stets auf die blockweise Prolongation nach Alcouffe et al.
Die Verfahren GAP-M1 und GAP-M2 bezeichnen wir o¨fters als Galerkinprodukt-Verfahren mit
matrixabha¨ngiger Prolongation.
Fu¨r die Coarsening-Mehrgitterverfahren setzen wir den Parameter θ(σ2f ) auf:
θ(σ2f ) =

1/2 fu¨r σ2f ≥ 2
1/8 fu¨r 1 ≤ σ2f < 2
0 fu¨r σ2f < 1
.
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6.4.1 Vergleich fu¨r ein Ensemble von skalaren Feldern
Die nachfolgenden Tabellen enthalten die arithmetisch gemittelten Konvergenzraten fu¨r jeweils
10 Realisierungen fu¨r verschiedene Werte der Varianz und der Korrelationsla¨ngen. Tabelle 6.7
und 6.8 zeigt die Werte fu¨r isotrop korrelierte Felder. In den Tabellen 6.9–6.10 bzw. 6.11–6.12
sind die Konvergenzraten fu¨r 10 Realisierungen mit anisotroper Korrelationsfunktion mit (l1, l2) =
(2l0, l0/2) bzw. (l1, l2) = (8l0, l0/2), l0 = 1/16, notiert.
Varianz σ2f MGA-ST MGA-M1 MGG-ST MGG-M1 GAP-ST GAP-M1 GAP-M2
0.1 0.057 0.051 0.051 0.049 0.056 0.050 0.053
1 0.261 0.202 0.108 0.064 0.259 0.064 0.072
2 0.503 0.433 0.201 0.208 0.508 0.124 0.110
3 0.658 0.576 0.300 0.284 0.657 0.121 0.134
4 0.759 0.710 0.379 [1] 0.376 [2] 0.765 0.198 0.216
5 0.781 0.737 0.439 0.617 [4] 0.781 0.193 0.177
Tabelle 6.7: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r 10 Realisierungen mit iso-
troper Korrelation.
σ2f CN-M1 CN-CP MGK-ST MGK-M1 MGM-ST MGM-M1 MG-SC MG-RS
0.1 0.050 0.050 0.052 0.050 0.051 0.049 0.075 0.119
1 0.114 0.070 0.132 0.099 0.107 0.085 0.130 0.137
2 0.260 0.122 0.256 0.345 0.216 0.252 0.228 0.177
3 0.380 0.188 0.417 0.538 [1] 0.331 0.292 0.352 0.213
4 0.527 0.352 0.546 [2] 0.378 [7] 0.433 [2] 0.528 [1] 0.514 0.174
5 0.553 0.361 0.764 [2] 0.699 [6] 0.493 [2] 0.454 [4] 0.471 0.200
Tabelle 6.8: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r 10 Realisierungen mit iso-
troper Korrelation wie in Tabelle 6.7.
Varianz σ2f MGA-ST MGA-M1 MGG-ST MGG-M1 GAP-ST GAP-M1 GAP-M2
0.1 0.055 0.052 0.051 0.049 0.053 0.049 0.051
1 0.270 0.189 0.303 0.373 0.267 0.053 0.056
2 0.495 0.419 0.594 [1] 0.652 [2] 0.488 0.076 0.082
3 0.606 0.519 – [10] – [10] 0.608 0.127 0.129
4 0.670 0.615 – – 0.659 0.149 0.152
5 0.781 0.736 – – 0.788 0.211 0.202
Tabelle 6.9: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r 10 Realisierungen mit an-
isotroper Korrelation, (l1, l2) = (2l0, l0/2).
Bemerkung 6.7. Die Tabellen enthalten in den eckigen Klammern die Anzahl der Realisierungen
fu¨r die das entsprechende Mehrgitterverfahren nicht konvergiert. Die angegebene Konvergenzrate
ist dann das arithmetische Mittel der Raten, fu¨r die das Verfahren nicht divergiert.
Die Ergebnisse in Tabelle 6.7 und 6.8 zeigen, daß im isotrop korrelierten Fall die Verfahren
GAP-M1 und GAP-M2, die mit dem Galerkinprodukt arbeiten, am besten sind. Das Coarsening-
Mehrgitterverfahren CN-CP zeigt ebenfalls sehr gute Konvergenzraten, ist aber fu¨r hohe Varianzen
σ2f ≥ 3 schlechter als GAP-M1 und GAP-M2. Fu¨r hohe Varianzen sind die Konvergenzraten des
Ruge-Stu¨ben-Mehrgitterverfahrens ebenfalls sehr gut. Fu¨r σ2f ≤ 2 arbeitet dieses Verfahren im
Vergleich zu GAP-M1, GAP-M2 und CN-CP allerdings weniger effizient. Die anderen Verfahren
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σ2f CN-M1 CN-CP MGK-ST MGK-M1 MGM-ST MGM-M1 MG-SC MG-RS
0.1 0.051 0.051 0.050 0.049 0.054 0.051 0.069 0.123
1 0.107 0.099 0.609 [4] 0.738 [4] 0.240 0.166 0.153 0.160
2 0.268 0.135 – [10] – [10] 0.449 0.370 0.251 0.170
3 0.350 0.237 – [10] – [10] 0.553 0.453 0.320 0.178
4 0.444 0.331 – – 0.593 0.520 0.411 0.205
5 0.586 0.403 – – 0.726 0.677 0.536 0.190
Tabelle 6.10: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r 10 Realisierungen mit an-
isotroper Korrelation, (l1, l2) = (2l0, l0/2), wie in Tabelle 6.9.
Varianz σ2f MGA-ST MGA-M1 MGG-ST MGG-M1 GAP-ST GAP-M1 GAP-M2
0.1 0.053 0.050 0.050 0.049 0.052 0.049 0.051
1 0.258 0.221 0.272 0.318 0.256 0.050 0.051
2 0.383 0.348 0.755 [3] 0.760 [6] 0.395 0.050 0.051
3 0.531 0.477 – [10] – [10] 0.539 0.058 0.060
4 0.633 0.592 – – 0.635 0.097 0.104
5 0.668 0.622 – – 0.670 0.110 0.113
Tabelle 6.11: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r 10 Realisierungen mit an-
isotroper Korrelation, (l1, l2) = (8l0, l0/2).
zeigen nur fu¨r σ2f ≤ 1 vergleichsweise gute Konvergenzraten, ansonsten sind sie deutlich schlechter.
Im anistropen Fall ergibt sich ein a¨hnliches Bild: Die beiden Mehrgitterverfahren GAP-M1 und
GAP-M2 dominieren deutlich die anderen Verfahren. Fu¨r große Varianzen zeigt nur das Ruge-
Stu¨ben-Verfahren a¨hnlich gute Konvergenzraten. Das CN-CP-Verfahren fa¨llt im Vergleich zu die-
sen drei Verfahren fu¨r große Varianzen zuru¨ck. Fu¨r den Fall sehr starker Anisotropie in Tabelle 6.11
und 6.12 ist auch das Schurkomplement-Mehrgitterverfahren fu¨r σ2f ≥ 2 besser als das CN-CP-
Verfahren. Die u¨brigen Verfahren zeigen wiederum schlechtere Konvergenzraten, insbesondere sind
die Verfahren, die das geometrische Mittel und den effektiven Permeabilita¨tswert nach King zum
einfachen Upscaling benutzen, fu¨r σ2f ≥ 3 divergent.
Die Zunahme der Konvergenzrate mit wachsender Varianz σ2f ist in allen Fa¨llen beim Ruge-Stu¨ben-
Verfahren und den Verfahren GAP-M1 und GAP-M2 am geringsten. Bemerkenswert ist hier der
stark anisotrop korrelierte Fall in Tabelle 6.11, bei dem die Konvergenzraten von GAP-M1 und
GAP-M2 fu¨r den gesamten betrachteten Varianzbereich nur zwischen 0.049 und 0.113 variieren.
Bemerkung 6.8. Vergleicht man die Mehrgitterverfahren untereinander, die ein iteratives Hoch-
skalieren zur Berechnung des Grobgitteroperators verwenden, findet man, daß die Varianten des
Coarsening-Mehrgitterverfahrens besser als die Mehrgitterverfahren sind, die einfache Upscalings-
verfahren benutzen. Einfache Mittelungsroutinen eignen sich, wie die Ergebnisse zeigen, zum Hoch-
σ2f CN-M1 CN-CP MGK-ST MGK-M1 MGM-ST MGM-M1 MG-SC MG-RS
0.1 0.050 0.050 0.049 0.050 0.053 0.050 0.068 0.116
1 0.135 0.073 0.775 [3] 0.777 [6] 0.256 0.218 0.081 0.156
2 0.242 0.151 – [10] – [10] 0.375 0.343 0.122 0.181
3 0.341 0.403 – – 0.529 0.474 0.163 0.178
4 0.427 0.475 – – 0.627 0.583 0.258 0.208
5 0.491 0.437 – – 0.664 0.618 0.269 0.190
Tabelle 6.12: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r 10 Realisierungen mit an-
isotroper Korrelation, (l1, l2) = (8l0, l0/2), wie in Tabelle 6.11.
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skalieren der Permeabilita¨tsfelder im Mehrgitterverfahren fu¨r ho¨here Varianzen σ2f ≥ 3 im isotrop
und anisotrop korrelierten Fall nicht. Fu¨r die entsprechenden Mehrgitterverfahren ergeben sich ver-
gleichsweise schlechte Konvergenzraten, und in einigen Fa¨llen nimmt die Anzahl der divergenten
Fa¨lle mit der Varianz zu.
6.4.2 Vergleich fu¨r richtungsanisotrope Felder
Wir vergleichen kurz die Mehrgitterverfahren fu¨r das Modellproblem mit richtungsanisotropen
Permeabilita¨tsfeldern K(x), deren zwei Diagonalkomponenten durch zwei unabha¨ngige, isotrop
korrelierte Realisierungen gegeben sind.
Varianz σ2f MGA-ST MGA-M1 MGG-ST MGG-M1 GAP-ST GAP-M1 GAP-M2
0.1 0.060 0.062 0.057 0.058 0.059 0.057 0.062
0.5 0.424 0.414 0.419 0.413 0.424 0.411 0.435
1 0.660 0.670 0.658 0.669 0.659 0.665 0.685
Tabelle 6.13: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r 10 Realisierungen mit
Richtungsanisotropie. Die Korrelation der Komponenten des Feldes K11(x) und K22(x) ist iso-
trop.
σ2f CN-M1 CN-CP MGK-ST MGK-M1 MGM-ST MGM-M1 MG-SC MG-RS
0.1 0.060 0.057 0.057 0.059 0.057 0.058 0.221 0.210
0.5 0.413 0.408 0.419 0.413 0.419 0.412 0.567 0.374
1 0.669 0.655 0.657 0.669 0.658 0.668 0.675 [6] 0.534
Tabelle 6.14: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren wie in Tabelle 6.13. Fu¨r das
Schurkomplement-Verfahren MG-SC ist  = 0.01 gesetzt.
Im Vergleich zu den Werten aus Tabelle 6.7–6.8 sieht man: Die Konvergenzraten in Tabelle 6.13–
6.14 sind schon fu¨r die betrachteten kleinen Varianzen wesentlich schlechter als die Raten fu¨r den
richtungsisotropen Fall mit skalarem feinskaligen K(x).
Die Konvergenzraten der einzelnen Verfahren unterscheiden sich nur wenig. Fu¨r das Schurkomple-
ment-Verfahren und das Ruge-Stu¨ben-Verfahren sind sie fu¨r σ2f = 0.1 aber deutlich gro¨ßer. Fu¨r
σ2f = 0.5 und σ
2
f = 1 erha¨lt man hingegen mit dem Ruge-Stu¨ben-Verfahren die besten Konver-
genzraten.
Bemerkung 6.9. Durch die Verwendung der matrixabha¨ngigen Transferoperatoren erha¨lt man fu¨r
das GAP-Verfahren im Gegensatz zur Verwendung der Standard-Transferoperatoren keine Verbes-
serung der Konvergenz. Im isotropen Fall erha¨lt man dadurch eine deutliche Verbesserung.
Fu¨r das MG-SC-Verfahren wird der Parameter  = 0.01 benutzt, da man fu¨r kleinere Werte schlech-
tere Konvergenzraten erha¨lt.
Bemerkung 6.10. Eine Mo¨glichkeit, fu¨r richtungsanisotrope Medien besser konvergierende Mehrgit-
terverfahren zu erhalten, ist z.B. die Verwendung eines Block-Gauß-Seidel-Verfahrens als Gla¨tter
im Mehrgitter-Algorithmus. Bei diesem Verfahren werden jeweils mehrere Gitterpunkte zusam-
mengefaßt und diese als Einheit relaxiert. Da die Anisotropie in den verwendeten Feldern zufa¨llig
ist, kann aber nur durch einen Block-Gauß-Seidel-Lo¨ser mit adaptiver Wahl der Blo¨cke eine Ver-
besserung der Konvergenz erreicht werden.
6.4.3 Vergleich fu¨r eine isotrope Einzelrealisierung
Wir untersuchen noch das Konvergenzverhalten und den MG-effektiven Koeffizienten einiger Mehr-
gitterverfahren fu¨r eine isotrope Einzelrealisierung. Fu¨r jeden Wert der Varianz betrachten wir dazu
eine feste Realisierung. Fu¨r sehr kleine Varianzen σ2f ≤ 1 liefern dafu¨r alle Verfahren gute Kon-
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Varianz σ2f MGA-ST MGG-ST GAP-M1 CN-CP MGM-ST MG-SC MG-RS
0.1 0.051 0.049 0.050 0.049 0.049 0.089 0.137
1 0.224 0.091 0.052 0.051 0.120 0.093 0.121
2 0.525 0.192 0.092 0.117 0.249 0.230 0.154
3 0.624 0.376 0.142 0.121 0.248 0.309 0.188
4 0.667 0.228 0.155 0.210 0.550 0.341 0.169
5 0.788 0.930 0.321 0.344 0.343 0.574 0.158
Tabelle 6.15: Mittlere Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r eine Realisierung
mit isotroper Korrelation.
σ2f MGA-ST MGG-ST GAP-M1 CN-CP MGM-ST MG-SC MG-RS
0.1
(
1.06 −0.06
−0.06 1.06
) (
1.01 −0.05
−0.05 1.01
) (
0.64 0
0 0.92
) (
1.01 −0.05
−0.05 1.02
) (
1.01 −0.05
−0.05 1.0
) (
0.80 −0.03
−0.03 0.79
) (
0.89 −0.21
−0.21 1.14
)
1
(
1.69 −0.05
−0.05 1.51
) (
1.14 −0.08
−0.08 0.98
) (
0.48 0
0 0.62
) (
1.07 −0.11
−0.11 0.90
) (
1.18 −0.06
−0.06 1.03
) (
0.44 −0.02
−0.02 0.35
) (
0.80 −0.15
−0.15 0.82
)
2
(
2.64 −0.51
−0.51 2.83
) (
1.02 −0.07
−0.07 1.08
) (
1.08 0
0 1.78
) (
1.07 0.04
0.04 0.89
) (
1.39 −0.35
−0.35 1.52
) (
1.43 −0.27
−0.27 1.64
) (
1.40 −0.17
−0.17 1.45
)
3
(
4.85 −1.05
−1.05 4.17
) (
1.09 −0.24
−0.24 1.03
) (
0.94 −0.01
−0.01 1.17
) (
1.09 0.12
0.12 1.07
) (
1.45 −0.36
−0.36 1.23
) (
1.50 −0.35
−0.35 1.26
) (
1.16 −0.14
−0.14 1.24
)
4
(
7.97 −1.78
−1.78 9.28
) (
1.11 0.33
0.33 1.44
) (
1.67 0.01
0.01 5.11
) (
1.22 0.24
0.24 1.93
) (
1.28 −0.18
−0.18 1.45
) (
0.51 −0.07
−0.07 1.13
) (
0.91 −0.11
−0.11 0.96
)
5
(
6.39 −1.30
−1.30 6.13
) (
1.17 −0.40
−0.40 1.10
) (
2.06 −0.06
−0.06 3.67
) (
1.29 −0.71
−0.71 1.09
) (
1.56 −0.91
−0.91 1.49
) (
1.76 −0.21
−0.21 1.85
) (
1.52 −0.63
−0.63 1.56
)
Tabelle 6.16: MG-effektiver Koeffizient KMG fu¨r verschiedene Mehrgitterverfahren fu¨r eine isotrop
korrelierte Realisierung mit Konvergenzraten aus Tabelle 6.15.
vergenzwerte, die die Tabelle 6.15 entha¨lt. Die Mehrgitterverfahren GAP-M1, CN-CP und MG-RS
zeigen die besten Konvergenzraten. Fu¨r zunehmende Varianz werden die Raten zwar bei GAP-M1
und CN-CP schlechter, fu¨r den sehr hohen Wert σ2f = 5 sind sie aber immer noch akzeptabel. Die
Konvergenzraten vom Ruge-Stu¨ben-Verfahren zeigen keine Abha¨ngigkeit von der Varianz.
Der exakte Wert fu¨r den effektiven Koeffizienten zum Vergleich mit dem im Abschnitt 6.1 defi-
nierten MG-effektiven Koeffizienten fu¨r die Untersuchung der isotrop korrelierten Realisierungen
in Tabelle 6.16 ist das geometrische Mittel KgI mit Kg = 1. Mit Ausnahme fu¨r das Verfah-
ren MGA-ST mit einfachem arithmetischen Upscaling und Standard-Prolongation stimmen die
MG-effektiven Koeffizienten der Verfahren in guter Na¨herung mit dem exakten Wert u¨berein. Die
Konvergenzraten dieser Verfahren sind mit Ausnahme des Verfahrens MGM-ST fu¨r σ2f = 4 und
MG-SC und MGG-ST fu¨r σ2f = 5 auch deutlich besser als die von MGA-ST.
6.5 Vergleich fu¨r periodische Medien
Wir untersuchen das Konvergenzverhalten der verschiedenen Mehrgitterverfahren fu¨r das Modell-
problem mit periodischen Permeabilita¨tsfeldern K(x). Wir betrachten je nach Wahl des Permea-
bilita¨tsfeldes nicht mehr alle Mehrgitterverfahren wie im vorherigen Abschnitt, sondern nur noch
eine geeignete Auswahl.
In allen nachfolgenden Beispielen bezeichnen wir wieder mit h0 die Gitterweite der feinsten Zerle-
gung τ0 des Rechengebiets Ω = [0, 1]
2.
6.5.1 Periodisch geschichtetes Medium (Laminat)
Wir lo¨sen die Stro¨mungsgleichung (6.7) mit den in (6.8) angegebenen Randbedingungen. Zuna¨chst
betrachten wir fu¨r K(x) ein periodisch geschichtetes Medium mit zwei Schichten, wie in der Ab-
bildung 6.1 gezeigt. Schichtungen in heterogenen Medien treten, wie das Schema in Abb. 2.2 zeigt,
in der Praxis ha¨ufig auf.
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Abbildung 6.1: Periodisch geschichtetes Medium
v2/v1 MGA-M1 MGG-M1 GAP-ST GAP-M1 GAP-M2 CN-M1 CN-CP MGM-M1 MG-SC MG-RS
10−4 0.734 – 0.755 0.093 0.076 0.681 0.481 0.734 0.367 0.223
10−3 0.719 – 0.749 0.146 0.143 0.665 0.460 0.719 0.346 0.214
10−2 0.609 div 0.645 0.118 0.116 0.533 0.334 0.609 0.211 0.190
10−1 0.270 0.505 0.290 0.050 0.050 0.192 0.119 0.270 0.074 0.214
1 0.051 0.051 0.051 0.051 0.053 0.051 0.051 0.051 0.065 0.107
101 0.315 0.560 0.310 0.066 0.064 0.229 0.175 0.315 0.073 0.179
102 0.692 div 0.696 0.215 0.211 0.623 0.728 0.692 0.243 0.190
103 0.799 – 0.798 0.375 0.374 0.767 0.905 0.799 0.407 0.192
104 0.831 – 0.830 0.395 0.394 0.801 0.950 0.831 0.470 0.192
Tabelle 6.17: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r das periodisch geschichtete
Medium K(x) aus Abb. 6.1.
Die Schichtbreite betrage 1/16, und die Werte des Permeabilita¨tsfeldes lauten:
K(x) =
{
v1 I fu¨r x ∈ Ω1
v2 I fu¨r x ∈ Ω2 ,
(6.13)
mit dem hell schattierten Bereich Ω1 und dem dunkel schattierten Bereich Ω2 in Abb. 6.1, v1 = 1
und der Einheitsmatrix I . Die Schichtbreite entspricht 8h0.
In der Tabelle 6.17 sind die Konvergenzraten fu¨r eine Auswahl von Mehrgitterverfahren fu¨r unter-
schiedliches Verha¨ltnis v2/v1 angegeben. Die Bezeichnung div steht fu¨r divergent.
Aus den Konvergenzraten ergibt sich folgendes Ergebnis: Die Galerkinprodukt-Verfahren mit ma-
trixabha¨ngiger Prolongation, GAP-M1 und GAP-M2, und die algebraischen Verfahren MG-SC und
MG-RS sowie das CN-CP-Verfahren zeigen die besten Konvergenzraten. Fu¨r Werte v2 ≥ 102 sind
die Raten vom CN-CP-Verfahren im Vergleich zu den anderen vier Verfahren allerdings schlechter.
In diesem Wertebereich ist das Ruge-Stu¨ben-Verfahren am besten, fu¨r kleine Werte v2 < 1 ist das
GAP-M2-Verfahren am besten.
In der Tabelle 6.18 sind fu¨r die Berechnung mit dem Laminat die MG-effektiven Permeabilita¨tsko-
effizienten KMG fu¨r vier verschiedene Werte von v2 notiert. Wie im Abschnitt 6.1 erkla¨rt, erhalten
wir KMG aus dem Grobgitteroperator der jeweiligen Mehrgitterverfahren.
Aus der Theorie der Homogenisierung erha¨lt man fu¨r den homogenisierten Koeffizienten eines
Laminats, vgl. (2.89):
Ahom =
( v1+v2
2 0
0 2v1v2v1+v2
)
. (6.14)
Aus dem iterativen Upscaling mit der Coarse Graining Methode im CN-CP-Verfahren erha¨lt man
fu¨r KMG den exakten homogenisierten Koeffizienten Ahom. Aus den Mehrgitterverfahren, die ein-
fache Upscalingsverfahren benutzen, erha¨lt man fu¨r KMG das arithmetische bzw. geometrische
Mittel der Werte von v1 und v2. Fu¨r die Verfahren, die mit dem Galerkinprodukt und der ma-
trixabha¨ngigen Prolongation arbeiten, insbesondere fu¨r das Schurkomplement- und Ruge-Stu¨ben-
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v2/v1 MGA-M1 MGG-M1 GAP-ST GAP-M1 GAP-M2
10−2 0.51I 0.1I 0.51I
(
0.19 0
0 0.03
) (
0.19 0
0 0.04
)
10−1 0.55I 0.32I 0.55I
(
0.25 0
0 0.19
) (
0.25 0
0 0.18
)
101 5.5I 3.16I 5.5I
(
2.54 0
0 1.93
) (
2.50 0
0 1.88
)
102 50.5I 10.0I 50.5I
(
18.76 0
0 3.50
) (
19.04 0
0 3.95
)
v2/v1 CN-M1 CN-CP MGM-M1 MG-SC MG-RS A
hom
10−2
(
0.51 0
0 0.27
) (
0.51 0
0 0.02
)
0.51I
(
0.31 0
0 0.13
) (
0.15 0
0 0.09
) (
0.51 0
0 0.02
)
10−1
(
0.55 0
0 0.37
) (
0.55 0
0 0.18
)
0.55I
(
0.42 0
0 0.30
) (
0.39 0.06
0.06 0.32
) (
0.55 0
0 0.18
)
101
(
5.5 0
0 3.7
) (
5.5 0
0 1.82
)
5.5I
(
4.21 0
0 3.07
) (
4.05 0.08
0.08 3.54
) (
5.5 0
0 1.82
)
102
(
50.5 0
0 26.82
) (
50.5 0
0 1.98
)
50.5I
(
31.05 0
0 12.58
) (
13.34 0.15
0.15 8.80
) (
50.5 0
0 1.98
)
Tabelle 6.18: MG-effektiver Koeffizient KMG fu¨r verschiedene Mehrgitterverfahren fu¨r das peri-
odisch geschichtete Medium aus Abbildung 6.1 und der Wert Ahom aus der Theorie der Homoge-
nisierung.
Mehrgitterverfahren, ergeben sich im Vergleich zu Ahom ebenfalls deutlich unterschiedliche MG-
effektive Koeffizienten. Die longitudinale Komponente von KMG dieser Verfahren ist aber wie
beim exakten Tensor aufgrund K(x) stets gro¨ßer als die transversale Komponente. Die Konver-
genzraten dieser Verfahren sind fu¨r v2/v1 = 10
2 aber besser als die von CN-CP, das fu¨r KMG den
homogenisierten Koeffizienten liefert. Ein Zusammenhang zwischen dem Konvergenzverhalten der
Mehrgitterverfahren und dem Ergebnis fu¨r KMG ist nicht erkennbar.
Bemerkung 6.11. Aus der Variante GAP-M1 mit der matrixabha¨ngigen Prolongation nach Alcouffe
ergibt sich ebenfalls fu¨r KMG der homogenisierte Koeffizient Ahom, falls die Schichtbreite gleich
der Gitterweite h0 ist [Kna98]. Dies gilt, da sich diese Prolongation, Gl. (3.93), in x1-Richtung
zur Standard-Prolongation reduziert und damit das arithmetische Mittel (v1 + v2)/2 liefert. In der
x2-Richtung ergibt sich aus der Prolongation das harmonische Mittel.
Bemerkung 6.12. Daß die Konvergenzraten der Mehrgitterverfahren aus Tabelle 6.17 nicht inva-
riant bezu¨glich v2/v1 und (v2/v1)
−1 sind, ist ein Effekt der vorgegebenen Randbedingungen fu¨r
das Modellproblem. Berechnet man die Stro¨mung fu¨r das Modell mit dem um 90 Grad gedrehten
Laminat um (0.5, 0.5) aus Abb. 6.1 fu¨r K(x), erha¨lt man die Konvergenzraten aus Tabelle 6.19,
die eine Skalierungsinvarianz fu¨r die Verfahren – außer dem Ruge-Stu¨ben-Verfahren – zeigen. Fu¨r
v2/v1 = 10
−1 und 10 sind hier das CN-CP-Verfahren und die Galerkinprodukt-Verfahren mit
matrixabha¨ngiger Prolongation am besten. Fu¨r den gesamten Wertebereich liefert aber nur das
Ruge-Stu¨ben-Verfahren gute Konvergenzraten.
v2/v1 MGA-M1 GAP-ST GAP-M1 GAP-M2 CN-M1 CN-CP MG-SC MG-RS
10−3 0.874 0.874 0.853 0.851 0.871 0.848 0.859 0.273
10−2 0.850 0.853 0.675 0.731 0.822 0.680 0.774 0.223
10−1 0.497 0.602 0.095 0.161 0.347 0.165 0.288 0.263
101 0.541 0.595 0.120 0.187 0.391 0.088 0.233 0.305
102 0.900 0.907 0.743 0.776 0.870 0.719 0.794 0.293
103 0.953 0.954 0.930 0.920 0.949 0.924 0.933 0.409
Tabelle 6.19: Konvergenzraten fu¨r das um 90 Grad gedrehte, periodisch geschichtete Medium K(x)
aus Abb. 6.1.
6.5.2 Medien mit periodischen Einlagerungen
Wir untersuchen, wie sich die unterschiedlichen Mehrgitterverfahren bei weichen und harten Ein-
lagerungen im Medium verhalten. Wir betrachten Medien, in denen sowohl symmetrische als auch
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Abbildung 6.2: Medium mit periodischen symmetrischen Einlagerungen I
unsymmetrische Einlagerungen periodisch enthalten sind. Die La¨nge der Periodizita¨tszelle im Medi-
um betra¨gt in allen Fa¨llen 1/16 bzw. 8h0. Das Permeabilita¨tsfeld K(x) sei stets K = v2I im dunkel
schattierten Bereich und K = v1I im hellen Bereich fu¨r die Periodizita¨tszellen aus Abb. 6.2–6.5.
Symmetrische Einlagerungen
Fu¨r das Medium mit den periodischen symmetrischen Einlagerungen I nach Abb. 6.2 erha¨lt man
die Konvergenzraten, die in Tabelle 6.21 angegeben sind. Im Bereich v2 ≤ 1, d.h. fu¨r weiche Ein-
lagerungen, ergeben sich fu¨r alle getesteten Verfahren gute Konvergenzraten. Die Raten der Ver-
fahren mit matrixabha¨ngiger Prolongation, GAP-M1, GAP-M2, MGM-M1, und des Coarsening-
Mehrgitterverfahrens und Schurkomplement-Verfahrens sind am besten. Fu¨r steife Einlagerungen,
v2 > 1, sind die Galerkinprodukt-Verfahren GAP-M1 und GAP-M2 am besten.
Ein effektiver Permeabilita¨tskoeffizient fu¨r das Medium mit den Einlagerungen nach Abb. 6.2 wur-
de in der Literatur fu¨r v2/v1 = 10 bereits berechnet: er lautet 1.573I [Bou77]. In Tabelle 6.20 sind
die MG-effektiven Koeffizienten KMG der verwendeten Verfahren fu¨r dieses Medium mit v2/v1 = 10
angegeben. KMG aus den Verfahren MGA-M1, GAP-ST und CN-M1 u¨berscha¨tzt den Literatur-
wert deutlich. Die Konvergenzraten dieser Verfahren sind fu¨r v2 = 10 im Gegensatz zu den anderen
auch deutlich schlechter.
v2/v1 MGA-M1 GAP-ST GAP-M1 GAP-M2 CN-M1
10 3.11I 3.06I
(
1.04 0
0 1.55
) (
1.10 0
0 1.82
)
2.31I
v2/v1 CN-CP MGM-M1 MG-SC MG-RS
10 1.54I 1.72I 1.12I
(
1.41 0.5
0.5 1.61
)
Tabelle 6.20: MG-effektiver Koeffizient fu¨r verschiedene Mehrgitterverfahren fu¨r das Medium mit
den periodischen Einlagerungen I aus Abb. 6.2 fu¨r v2 = 10.
v2/v1 MGA-M1 GAP-ST GAP-M1 GAP-M2 CN-M1 CN-CP MGM-M1 MG-SC MG-RS
10−4 0.190 0.209 0.072 0.083 0.100 0.092 0.060 0.092 0.192
10−3 0.190 0.209 0.072 0.083 0.099 0.092 0.060 0.092 0.193
10−2 0.185 0.204 0.071 0.081 0.098 0.090 0.061 0.091 0.202
10−1 0.136 0.155 0.064 0.066 0.083 0.048 0.062 0.076 0.210
1 0.051 0.051 0.051 0.053 0.051 0.051 0.051 0.065 0.107
101 0.458 0.478 0.069 0.075 0.289 0.067 0.114 0.108 0.231
102 0.885 0.896 0.108 0.108 0.811 0.762 0.458 0.142 0.246
103 0.960 0.964 0.161 0.168 0.941 0.948 0.559 0.236 0.287
104 0.971 0.972 0.184 0.197 0.969 0.973 0.569 0.263 0.269
Tabelle 6.21: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r ein Medium mit periodi-
schen symmetrischen Einlagerungen I, wie in Abb. 6.2 dargestellt.
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Abbildung 6.3: Medium mit periodischen symmetrischen Einlagerungen II
v2/v1 MGA-M1 GAP-ST GAP-M1 GAP-M2 CN-M1 CN-CP MGM-M1 MG-SC MG-RS
10−4 0.157 0.162 0.064 0.068 0.076 0.092 0.048 0.044 0.209
10−3 0.157 0.162 0.064 0.067 0.076 0.092 0.048 0.044 0.214
10−2 0.153 0.159 0.063 0.066 0.076 0.069 0.049 0.043 0.192
10−1 0.116 0.123 0.055 0.056 0.070 0.045 0.050 0.045 0.204
101 0.430 0.446 0.065 0.074 0.267 0.089 0.123 0.068 0.221
102 0.875 0.886 0.084 0.084 0.791 0.861 0.306 0.073 0.228
103 0.957 0.962 0.087 0.085 0.936 0.957 0.367 0.187 0.248
104 0.970 0.971 0.087 0.086 0.967 0.970 0.378 0.188 0.249
Tabelle 6.22: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r das Medium mit periodi-
schen symmetrischen Einlagerungen II wie in Abb. 6.3.
v2/v1 MGA-M1 GAP-ST GAP-M1 GAP-M2 CN-M1
10−2 0.81I 0.82I
(
0.47 0
0 0.72
) (
0.55 0
0 0.92
) (
0.72 0
0 0.74
)
10−1 0.83I 0.84I
(
0.50 0
0 0.76
) (
0.58 0
0 0.97
) (
0.76 0
0 0.78
)
101 2.69I 2.64I
(
0.94 0
0 1.41
) (
1.01 0
0 1.69
) (
1.99 0
0 2.03
)
102 19.56I 19.09I
(
1.02 0
0 1.54
) (
1.03 0
0 1.80
) (
9.12 0
0 9.35
)
v2/v1 CN-CP MGM-M1 MG-SC MG-RS
10−2
(
0.60 0
0 0.70
)
0.68I 0.84I
(
0.59 0.08
0.08 0.90
)
10−1
(
0.66 0
0 0.67
)
0.74I 0.87I
(
0.69 0.12
0.12 0.85
)
101
(
1.43 0
0 1.47
)
1.56I 1.12I
(
1.70 0.13
0.13 1.83
)
102
(
15.36 0
0 18.04
)
1.93I 1.14I
(
2.07 0.09
0.09 2.39
)
Tabelle 6.23: MG-effektiver Koeffizient fu¨r verschiedene Mehrgitterverfahren fu¨r das Medium mit
symmetrischen Einlagerungen II aus der Abbildung 6.3.
Die Konvergenzraten fu¨r die Berechnung der Stro¨mungsgleichung fu¨r das Medium mit den symme-
trischen Einlagerungen II nach Abb. 6.3 sind in der Tabelle 6.22 notiert. Betrachtet man sie, ergibt
sich ein a¨hnliches Resultat wie fu¨r die Berechnung mit dem periodischen Medium aus Abb. 6.2. Hier
liefern fu¨r v2/v1 ≤ 1 alle Verfahren sehr gute Konvergenzraten. Insbesondere ist das Mehrgitterver-
fahren mit der einfachen Upscalingsmethode nach Migdal-Kadanoff fu¨r kleine Werte v2/v1 ≤ 10−1
ausgezeichnet. Fu¨r alle Werte von v2/v1 zeigen die Verfahren GAP-M1 und GAP-M2 die besten
Konvergenzraten. Auch das Schurkomplement-Verfahren liefert fu¨r den gesamten Wertebereich
sehr gute Raten.
Fu¨r die symmetrische Periodizita¨tszelle aus Abbildung 6.3 ergeben sich beispielhaft durch das ite-
rative Upscaling mit dem numerischen Coarse Graining die in Abb. 6.4 dargestellten hochskalierte
Permeabilita¨tswerte Knum11 . Fu¨r die Werte v1 = 1 und v2 = 0.1 lautet der numerisch hochskalierte
Permeabilita¨tswert durch das iterative Upscaling fu¨r Dirichlet-Nullrandbedingungen bzw. NZF-
Randbedingungen: Knum =
(
0.763 0
0 0.778
)
bzw. Knum =
(
0.678 0
0 0.689
)
.
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(a) 256 Elemente und 64 Elemente des Gitters fu¨r das Zellproblem
(b) 16 Elemente und 4 Elemente des Gitters fu¨r das Zellproblem
Abbildung 6.4: Iteratives numerisches Coarse Graining fu¨r die Periodizita¨tszelle aus Abb. 6.3 mit
v1 = 1 und v2 = 0.1.
Berechnet man das homogenisierte Problem fu¨r die Periodizita¨tszelle mit periodischen Randbe-
dingungen fu¨r das Zellproblem ergibt sich der homogenisierte Koeffizient fu¨r v1 = 1, v2 = 0.1
zu [Neu95]:
(
0.762 0
0 0.736
)
.
Der MG-effektive Koeffizient aus dem CN-M1-Verfahren na¨hert dieses Ergebnis aus der Homo-
genisierungstheorie am besten, vgl. Tabelle 6.23. KMG aus dem Verfahren mit dem einfachen
Upscalingsverfahren nach Migdal-Kadanoff approximiert das Ergebnis ebenfalls gut. Die anderen
Verfahren liefern schlechtere MG-effektive Koeffizienten. Eine damit zusammenha¨ngende Aussage
fu¨r die Konvergenzraten der Verfahren erkennt man fu¨r diesen kleinen Wert von v2 nicht.
Bemerkung 6.13. In der Arbeit [Neu95] von Neuß wird das Modellproblem aus (6.7) fu¨r ein Gebiet
mit 7 × 7 Beispielszellen auf einem unstruktuierten Gitter berechnet. Darin wird das im Ab-
schnitt 5.6, Bemerkung 5.17, erwa¨hnte Mehrgitterverfahren in Form eines Zweigitter-Verfahrens
mit einem Vor- und Nachgla¨ttungsschritt mit einem symmetrischen Gauß-Seidel-Verfahren ver-
wendet. Zum Vergleich sind die asymptotischen Konvergenzraten1 fu¨r dieses Verfahren wie folgt
angegeben:
v2 10
3 102 101 1 10−1 10−2 10−3 10−4
Konvergenzrate div div 0.403 0.181 0.185 0.190 0.190 0.190
Tabelle 6.24: Asymptotische Konvergenzraten aus [Neu95] fu¨r ein Zweigitter-Verfahren fu¨r peri-
odische Medien analog zum Coarsening-Mehrgitterverfahren fu¨r die Berechnung mit dem Medium
mit den symmetrischen Einlagerungen aus Abb. 6.3, v1 = 1.
1Fu¨r die aymptotische Konvergenzrate wird eine Vektoriteration mit einem festen Abbruch nach 80 Schritten
betrachtet.
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Abbildung 6.5: Medium mit periodischen unsymmetrischen Einlagerungen
v2/v1 MGA-M1 GAP-ST GAP-M1 GAP-M2 CN-M1 CN-CP MGM-M1 MG-SC MG-RS
10−4 0.660 0.700 0.097 0.112 0.532 0.570 0.163 0.225 0.205
10−3 0.651 0.692 0.096 0.111 0.522 0.561 0.160 0.190 0.210
10−2 0.574 0.618 0.089 0.099 0.434 0.475 0.133 0.169 0.221
10−1 0.230 0.258 0.065 0.070 0.143 0.067 0.069 0.089 0.215
101 0.449 0.476 0.111 0.139 0.291 0.103 0.156 0.282 0.262
102 0.880 0.890 0.356 0.393 0.812 0.800 0.543 0.834 0.206
103 0.955 0.958 0.314 0.372 0.943 0.947 div 0.943 0.285
104 0.966 0.967 0.392 0.345 0.965 0.966 div 0.963 0.302
Tabelle 6.25: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r ein Medium mit periodi-
schen unsymmetrischen Einlagerungen, wie in Abb. 6.5 gezeigt.
Im Fall steifer Einlagerungen, v2 > 10, erha¨lt man mit einem Vor- und Nachgla¨ttungsschritt keine
Konvergenz mehr. In [Neu95] wird gezeigt, daß man hier nur mit unzumutbar großer Anzahl von
Gla¨ttungsschritten ein konvergentes Verfahren erha¨lt.
Die Varianten des Coarsening-Mehrgitterverfahrens, die dem verwendeten Verfahren von Neuß
entsprechen (vgl. Bemerkung 5.17), konvergieren zwar fu¨r den Fall steifer Einlagerungen, aber die
Konvergenzraten sind a¨ußerst schlecht. Die Verfahren GAP-M1 und GAP-M2 eignen sich hier bes-
ser.
Bemerkung 6.14. Eine befriedigende Lo¨sung, die in [Neu95] diskutiert wird, um ein besseres Kon-
vergenzverhalten zu erhalten, besteht in der Verwendung eines Block-Gauß-Seidel-Gla¨tters anstelle
des einfachen Gauß-Seidel-Verfahrens. Darauf gehen wir nicht ein.
Unsymmetrische Einlagerungen
Die Konvergenzraten fu¨r das periodische Medium mit den unsymmetrischen Einlagerungen aus
Abb. 6.5 sind in Tabelle 6.25 enthalten. Fu¨r dieses Medium erweisen sich nur das Ruge-Stu¨ben-
Verfahren und die Mehrgitterverfahren mit Prolongation nach Alcouffe oder de Zeeuw, GAP-M1
und GAP-M2, als robuste Lo¨sungsverfahren bezu¨glich der Variation von v2/v1. Insbesondere fu¨r
v2/v1 ≥ 102 liefern die u¨brigen Verfahren kein akzeptables Konvergenzverhalten.
6.5.3 Schachbrett-Medien
Eine Schachbrett-Struktur ist ein mo¨gliches Modell fu¨r eine granulatartige Mischung bestehend
z.B. aus Kieselsteinen oder Sandko¨rnern und dem Zwischenraum. Wir betrachten ein Medium mit
einer einfachen und einer verschobenen Schachbrett-Struktur wie in Abbildung 6.6. Die Blockbreite
des einfachen bzw. verschobenen Schachbrett-Mediums lautet 1/16 bzw. 1/4 und damit 8h0 bzw.
32h0. K(x) sei wieder v2I im dunkel schattierten Bereich und v1I im hellen Bereich.
Die Konvergenzraten der verwendeten Mehrgitterverfahren fu¨r das einfache und verschobene Schach-
brett-Medium, in Tabelle 6.26 und 6.28, fallen im Vergleich zu den bisherigen Raten fu¨r periodische
Medien deutlich schlechter aus. Bis auf das Ruge-Stu¨ben-Verfahren liefern die Verfahren nur fu¨r
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Abbildung 6.6: Einfaches und verschobenes Schachbrett-Medium
v2/v1 MGA-M1 MGG-M1 GAP-ST GAP-M1 GAP-M2 CN-M1 CN-CP MG-SC MG-RS
10−4 0.534 div 0.534 0.512 0.515 0.450 0.424 0.545 0.206
10−3 0.532 div 0.531 0.507 0.513 0.448 0.421 0.543 0.213
10−2 0.503 div 0.502 0.480 0.483 0.418 0.392 0.516 0.221
10−1 0.303 0.213 0.303 0.284 0.289 0.229 0.221 0.328 0.235
101 0.346 0.255 0.347 0.326 0.333 0.273 0.262 0.362 0.227
102 0.583 div 0.583 0.561 0.566 0.499 0.478 0.591 0.211
103 0.640 div 0.640 0.620 0.624 0.562 0.540 0.647 0.233
104 0.669 div 0.669 0.650 0.654 0.595 0.574 0.676 0.233
Tabelle 6.26: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r ein einfaches Schachbrett-
Medium wie in Abb. 6.6.
v2/v1 = 10
−1 und v2/v1 = 10 gute Konvergenzraten. Nur das Ruge-Stu¨ben-Verfahren ist robust fu¨r
die verschiedenen Werte von v2/v1. Das CN-CP-Verfahren liefert die zweitbesten Konvergenzraten.
Die Galerkinprodukt-Verfahren mit matrixabha¨ngigen Tranferoperatoren sind fu¨r die Schachbrett-
Medien schlechter als die beiden Varianten des Coarsening-Mehrgitterverfahrens.
Bemerkung 6.15. Das gute Resultat fu¨r das Ruge-Stu¨ben-Verfahren ist auf seine problemangepaßte
Vergro¨berung zuru¨ckzufu¨hren. In Abb. 6.7 sind exemplarisch Gitter fu¨r drei aufeinanderfolgende
Level aus dem Ruge-Stu¨ben-Mehrgitterverfahren fu¨r das verschobene Schachbrett-Medium darge-
stellt. Es wird daraus deutlich, daß am U¨bergang zwischen den Schachbrett-Blo¨cken wegen der
schwachen Verbindungen viel weniger als innerhalb der Blo¨cke vergro¨bert wird.
Die Raten des CN-CP-Verfahrens zeigen aber auch, daß man mit geometrischer Vergro¨berung ein
akzeptables Konvergenzverhalten erhalten kann.
Fu¨r ein unendlich ausgedehntes Schachbrett-Medium mit isotropem diagonalem Feld K(x) ist der
v2/v1 MGA-M1 MGG-M1 GAP-ST GAP-M1 GAP-M2
10−2 0.51I 0.1I 0.51I
(
0.33 0
0 0.51
) (
0.37 0
0 0.62
)
10−1 0.55I 0.32I 0.55I
(
0.37 0
0 0.55
) (
0.40 0
0 0.68
)
101 5.5I 3.16I 5.5I
(
3.65 −0.02
−0.02 5.52
) (
4.04 0
0 6.76
)
102 50.5I 10.0I 50.5I
(
33.50 −0.24
−0.24 50.77
) (
36.65 −0.12
−0.12 61.93
)
v2/v1 CN-M1 CN-CP MG-SC MG-RS A
hom
10−2
(
0.37 −0.05
−0.05 0.37
) (
0.21 −0.08
−0.08 0.22
) (
0.48 0.11
0.11 0.48
) (
0.20 0.01
0.01 0.23
)
0.1I
10−1
(
0.45 −0.03
−0.03 0.45
) (
0.34 −0.05
−0.05 0.35
) (
0.53 0.1
0.1 0.53
) (
0.24 −0.16
−0.16 0.50
)
0.32I
101
(
4.49 0.28
0.28 4.49
) (
3.44 0.45
0.45 3.46
) (
5.34 −1.03
−1.03 5.32
) (
3.84 0.97
0.97 4.16
)
3.16I
102
(
36.56 4.70
4.70 36.56
) (
21.46 7.83
7.83 21.67
) (
48.45 −11.19
−11.19 48.14
) (
20.09 −0.84
−0.84 46.1
)
10I
Tabelle 6.27: MG-effektiver Koeffizient fu¨r verschiedene Mehrgitterverfahren fu¨r das einfache
Schachbrett-Medium aus der Abbildung 6.6 und der effektive Wert Ahom aus der Homogenisie-
rungstheorie.
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Abbildung 6.7: Gitterhierarchie aus dem Vergro¨berungsalgorithmus des Ruge-Stu¨ben-
Mehrgitterverfahrens mit den F-Unbekannten (•) und C-Unbekannten (•) fu¨r das verschobene
Schachbrett-Medium aus Abbildung 6.6.
effektive Permeabilita¨tskoeffizient isotrop [Koz80, JKO94]:
Ahom =
√
v1v2 I .
Die MG-effektiven Koeffizienten sind in 6.27 tabelliert. Nur das Mehrgitterverfahren mit dem
einfachen Upscalingsverfahren durch das geometrische Mittel liefert den exakten homogenisier-
ten Koeffizienten Ahom. Aus den Coarsening-Mehrgitterverfahren erhalten wir keinen isotropen
Tensor fu¨r KMG, weil wir keine periodischen Randbedingungen fu¨r die Zellprobleme vorgeben.
Da wir ein endliches Gebiet im Modellproblem mit Randbedingungen nach (6.8) betrachten, ist
Ahom als MG-effektiver Koeffizient auch nicht die optimale Wahl fu¨r die Berechnung des Grob-
gitteroperators. Fu¨r extrem kleine und große Werte v2 des Permeabilita¨tsfeldes K(x) divergiert
sogar das Mehrgitterverfahren mit dem Upscaling durch geometrisches Mitteln. Als effektiver Per-
meabilita¨tskoeffizient eignet sich hier der MG-effektive Koeffizient aus dem Ruge-Stu¨ben- oder
Coarsening-Mehrgitterverfahren, fu¨r die auch die Konvergenzraten am besten sind.
In der Arbeit [MDH98] wird bereits konstatiert, daß die matrixabha¨ngige Prolongation nach Al-
couffe et al. und damit das Verfahren GAP-M1 fu¨r das Modellproblem mit Schachbrett-Medium
das arithmetische Mittel von v1 und v2 als falschen effektiven Permeabilita¨tswert liefert.
Die Ursache liegt in der Interpolationsabbildung, die zuerst die Differenzensterneintra¨ge in x1-
oder x2-Richtung arithmetisch mittelt, um ein eindimensionales Interpolationsproblem zu erhal-
ten. Die Prolongation ist damit mit einem Medium konsistent, das eine konstante Permeabilita¨t
1
2 (v1 + v2)I hat. Wir erhalten aus dem GAP-M1-Verfahren nur anna¨hernd diesen Wert fu¨r K
MG,
da die Blockbreite gro¨ßer als die Gitterweite h0 ist.
Bemerkung 6.16. Eine Mo¨glichkeit, die matrixabha¨ngige Prolongation so abzua¨ndern, daß sie die-
ses Problem lo¨st, weiterhin aber einen symmetrischen 9-Punkte-Stern mit den Eigenschaften von
Seite 46 beibeha¨lt, konnte noch nicht gefunden werden.
6.5.4 Medium mit Querschichtung
Fu¨r ein Permeabilita¨tsfeld wie in Abbildung 6.8 besteht aufgrund der Schichtung der Permeabilita¨t
in der Diagonalrichtung der effektive Permeabilita¨tskoeffizient in einem Tensor mit Außerdiago-
naleintra¨gen. K(x) sei v2I im dunkel schattierten Bereich und v1I im hell schattierten Bereich.
Fu¨r moderate Werte von v2/v1 zwischen 10
−1 und 10 bieten alle Mehrgitterverfahren aus Ta-
belle 6.29 gute Konvergenzraten. Fu¨r kleinere Werte v2/v1 ≤ 10−1 zeichnen sich vor allem das
GAP-M1- und Schurkomplement-Verfahren aus. Fu¨r den gesamten Wertebereich von v2/v1 liefert
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v2/v1 MGA-M1 MGG-M1 GAP-ST GAP-M1 GAP-M2 CN-M1 CN-CP MG-SC MG-RS
10−4 0.568 div 0.621 0.517 0.532 0.461 0.398 0.526 0.254
10−3 0.562 div 0.616 0.513 0.525 0.458 0.395 0.523 0.252
10−2 0.517 0.780 0.575 0.469 0.480 0.410 0.359 0.480 0.225
10−1 0.251 0.155 0.309 0.221 0.229 0.177 0.163 0.230 0.212
101 0.295 0.186 0.356 0.265 0.271 0.225 0.228 0.292 0.203
102 0.598 0.827 0.649 0.551 0.559 0.505 0.443 0.575 0.228
103 0.668 div 0.712 0.624 0.635 0.582 0.521 0.646 0.234
104 0.696 div 0.737 0.655 0.666 0.616 0.558 0.677 0.221
Tabelle 6.28: Konvergenzraten fu¨r das verschobene Schachbrett-Medium aus der Abbildung 6.6.
Abbildung 6.8: Medium mit periodischen Querschichten
nur das Ruge-Stu¨ben-Verfahren gute Konvergenzraten.
Fu¨r die Wahl v2/v1 = 8 wurde fu¨r das Medium mit den Querschichten der effektive Tensor bereits
in der Literatur berechnet. Fu¨r den exakten effektiven Permeabilita¨tstensor erha¨lt man nach [SV93]
fu¨r v2/v1 = 8: (
3.09 0.93
0.93 3.09
)
= U
(
4.02 0
0 2.16
)
U t .
Die Matrix der Eigenvektoren
U :=
1√
2
(
1 −1
1 1
)
(6.15)
bestimmt die Hauptachsen des effektiven Tensors. Die MG-effektiven Koeffizienten aus den Mehr-
gitterverfahren sind in Tabelle 6.30 angegeben.
v2/v1 MGA-M1 GAP-M1 GAP-M2 CN-M1 CN-CP MGM-M1 MG-SC MG-RS
10−4 0.535 0.187 0.203 0.450 0.551 0.406 0.135 0.230
10−3 0.527 0.182 0.191 0.445 0.543 0.395 0.136 0.191
10−2 0.457 0.159 0.144 0.367 0.472 0.327 0.146 0.202
10−1 0.162 0.098 0.107 0.109 0.095 0.092 0.113 0.183
8 0.232 0.105 0.119 0.165 0.120 0.140 0.157 0.178
101 0.278 0.116 0.136 0.202 0.140 0.168 0.176 0.175
102 0.676 0.322 0.339 0.601 0.684 0.553 0.397 0.274
103 0.786 0.480 0.489 0.729 0.791 0.689 0.464 0.228
104 0.817 0.528 0.536 0.762 0.822 0.725 0.468 0.222
Tabelle 6.29: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r ein Medium mit periodi-
schen Querschichtungen, wie in Abb. 6.8 dargestellt.
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v2/v1 MGA-M1 GAP-ST GAP-M1 GAP-M2 CN-M1
8 4.5I 4.5I
(
2.28 −0.01
−0.01 3.42
) (
2.57 −0.02
−0.02 4.19
) (
3.75 0.29
0.29 3.75
)
102 50.5I 50.5I
(
19.84 −0.02
−0.02 30.55
) (
21.31 −0.04
−0.04 37.35
) (
35.55 6.68
6.68 35.55
)
v2/v1 CN-CP MGM-M1 MG-SC MG-RS
8
(
2.78 0.45
0.45 2.80
)
3.7I
(
2.83 0.28
0.28 2.74
) (
4.06 0.43
0.43 4.93
)
102
(
39.03 0.81
0.81 39.11
)
34.54I
(
14.43 7.85
7.85 12.48
) (
25.57 2.27
2.27 27.06
)
Tabelle 6.30: MG-effektiver Koeffizient KMG fu¨r verschiedene Mehrgitterverfahren fu¨r das Medium
mit den Querschichten aus Abb. 6.8.
Aus KMG fu¨r die Coarsening-Mehrgitterverfahren,
KMG =
(
2.78 0.45
0.45 2.8
)
≈ U
(
3.25 0
0 2.35
)
U t fu¨r das CN-CP,
KMG =
(
3.75 0.29
0.29 3.75
)
= U
(
4.04 0
0 3.46
)
U t fu¨r das CN-M1,
fu¨r den Wert v2/v1 = 8 erha¨lt man die exakten Hauptachsen des effektiven Tensors. Aus K
MG fu¨r
das Schurkomplement- und Ruge-Stu¨ben-Verfahren ergeben sie sich ebenso na¨herungsweise.
Den MG-effektiven Tensoren aus den Coarsening-, MG-RS- und MG-SC-Verfahren mit den Außer-
diagonalkomponenten entsprechen damit in der Grobgitter-Gleichung auf dem gro¨bsten Gitterlevel
Querableitungen, die das Stro¨mungsverhalten qualitativ korrekt charakterisieren. Diese Verfahren
sind in der Lage, eine grobskalige anisotrope Permeabilita¨t zu erfassen, auch wenn sie von einem
feinskaligen Problem mit isotroper Permeabilita¨t herru¨hrt. Die Konvergenzraten des GAP-M1-
und GAP-M2-Verfahrens sind hingegen insbesondere fu¨r v2 = 10
2 besser als die der Coarsening-
Verfahren, obwohl die Außerdiagonalkomponenten ihrer KMG-Werte fast null sind. Fu¨r das Ruge-
Stu¨ben-Verfahren treten gute Raten und MG-effektive Koeffizienten hingegen gleichzeitig auf.
Die Mehrgitterverfahren, die mit den einfachen Upscalingsverfahren arbeiten, liefern keinen aniso-
tropen KMG-Tensor, vgl. auch Bemerkung 2.13.
6.6 Weitere Beispielfelder
Als weitere, praxisrelevante Testfelder behandeln wir ein Medium, das eine Realisierung des loga-
rithmisch normalverteilten Zufallsfeldes darstellt und zusa¨tzlich entweder einen konstanten Block-
bereich oder konstante Kanalbereiche entha¨lt. Der Block liegt zentriert um den Mittelpunkt von
Ω, und die Kana¨le verlaufen zentriert um den Mittelpunkt in x1- und x2-Richtung, vgl. Abb. 6.9.
Die Varianz und die Korrelationsla¨nge betragen σ2f = 1 und l0 = 8h0. Die Werte des Permea-
bilita¨tsfeldes im Block- bzw. Kanalbereich des Mediums werden in einer weiteren Simulation so
gewa¨hlt, daß zum Wert der urspru¨nglichen Realisierung eine Konstante hinzuaddiert wird. Weiter-
hin betrachten wir noch ein Schachbrett-Medium, bei dem die Werte in den konstanten Bereichen
zufa¨llig gleichverteilt gewa¨hlt werden.
Medium mit Block und Kana¨len
Fu¨r die Permeabilita¨tsfelder mit dem Block- und Kanalbereich sei die Blockla¨nge stets 3/8 bzw.
48h0 und die Kanalbreite 3/16 bzw. 24h0. Fu¨r die beiden Simulationen mit dem Medium mit den
Kana¨len aus Tabelle 6.33 und 6.34 setzen wir fu¨r das Coarsening-Mehrgitterverfahren CN-CP den
Parameter θ auf:
θ =
{
1 fu¨r v2 ≥ 10
0 sonst.
Fu¨r das Medium mit dem Blockbereich ist θ = 0.
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Abbildung 6.9: Eine isotrope Realisierung des lognormalverteilten Zufallsmediums mit konstantem
Blockbereich im Innern bzw. zwei Kana¨len in die Koordinatenrichtungen. Die Varianz betra¨gt
σ2f = 1 und die Korrelationsla¨nge l0 = 8h0, v2 = 10
−3.
v2 MGG-ST GAP-ST GAP-M1 CN-M1 CN-CP MGM-M1 MG-SC MG-RS
10−4 0.720 0.351 0.068 0.129 0.094 0.208 0.118 0.162
10−3 0.178 0.351 0.068 0.129 0.072 0.208 0.118 0.155
10−2 0.169 0.351 0.068 0.128 0.072 0.208 0.118 0.156
10−1 0.175 0.349 0.067 0.121 0.074 0.208 0.118 0.165
1 0.170 0.345 0.064 0.116 0.074 0.207 0.117 0.151
101 0.183 0.356 0.063 0.166 0.138 0.207 0.116 0.192
102 0.316 0.804 0.066 0.360 0.283 0.645 0.164 0.167
103 div 0.917 0.067 0.836 0.867 div 0.180 0.154
104 div 0.931 0.068 0.921 0.928 div 0.210 0.152
Tabelle 6.31: Konvergenzraten verschiedener Mehrgitterverfahren fu¨r das Medium mit einem kon-
stantem Blockbereich vom Wert v2I , wie in Abb. 6.9 dargestellt.
v2 MGG-ST GAP-ST GAP-M1 CN-M1 CN-CP MGM-M1 MG-SC MG-RS
10−4 0.175 0.346 0.063 0.120 0.074 0.207 0.118 0.141
10−3 0.175 0.346 0.063 0.120 0.074 0.207 0.118 0.141
10−2 0.175 0.346 0.063 0.120 0.074 0.207 0.118 0.141
10−1 0.174 0.346 0.063 0.119 0.074 0.207 0.118 0.137
1 0.170 0.344 0.063 0.117 0.074 0.207 0.117 0.176
101 0.185 0.365 0.063 0.176 0.106 0.207 0.117 0.208
102 0.321 0.805 0.066 0.366 0.292 0.650 0.164 0.150
103 div 0.917 0.067 0.836 0.867 div 0.180 0.167
104 div 0.931 0.068 0.921 0.928 div 0.210 0.166
Tabelle 6.32: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r ein Medium mit einem
Blockbereich im Inneren, wie in Abb. 6.9, in dem auf den Permeabilita¨tstensor der urspru¨nglichen,
lognormalverteilten Feldrealisierung der konstante Wert v2I addiert ist.
Die Tabellen 6.31–6.34 enthalten die Konvergenzraten fu¨r die Berechnung der Stro¨mungsglei-
chung (6.7) mit den Randbedingungen (6.8). Fu¨r das Medium mit konstantem Blockbereich aus
Abb. 6.9 arbeitet das Mehrgitterverfahren GAP-M1 mit Galerkinprodukt und Prolongation nach
Alcouffe deutlich am besten. Dies gilt auch fu¨r den Fall, daß in dem Blockbereich der kon-
stante Wert zur Permeabilita¨t K(x) der Realisierung hinzuaddiert wird. Nur das Coarsening-
Mehrgitterverfahren CN-CP liefert fu¨r v2/v1 ≤ 1 anna¨hernd gleich gute Konvergenzraten.
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v2 MGG-ST GAP-ST GAP-M1 CN-M1 CN-CP MGM-M1 MG-SC MG-RS
10−4 div 0.640 0.083 0.349 0.342 div 0.116 0.162
10−3 div 0.639 0.083 0.348 0.304 div 0.166 0.163
10−2 0.704 0.624 0.077 0.333 0.288 div 0.208 0.204
10−1 0.296 0.516 0.072 0.230 0.083 0.837 0.167 0.183
1 0.108 0.213 0.065 0.129 0.065 0.229 0.090 0.198
101 0.357 0.273 0.088 0.165 0.122 0.325 0.098 0.167
102 div 0.360 0.157 0.233 0.359 div 0.093 0.160
103 div 0.405 0.198 0.264 0.460 div 0.107 0.191
104 div 0.440 0.229 0.295 0.286 div 0.129 0.164
Tabelle 6.33: Konvergenzraten fu¨r das Medium mit zwei Kana¨len in die Koordinatenrichtungen, wie
in Abb. 6.9 dargestellt. Der Permeabilita¨tswert im Bereich der Kana¨le ist konstant auf K(x) ≡ v2I
gesetzt.
v2 MGG-ST GAP-ST GAP-M1 CN-M1 CN-CP MGM-M1 MG-SC MG-RS
10−4 0.111 0.289 0.068 0.153 0.069 0.202 0.161 0.138
10−3 0.111 0.289 0.068 0.153 0.069 0.202 0.161 0.155
10−2 0.111 0.289 0.068 0.153 0.070 0.200 0.160 0.153
10−1 0.109 0.283 0.068 0.146 0.070 0.181 0.157 0.157
1 0.108 0.253 0.069 0.139 0.074 0.094 0.134 0.184
101 0.397 0.289 0.095 0.170 0.123 0.457 0.112 0.191
102 div 0.361 0.158 0.233 0.360 div 0.095 0.208
103 div 0.405 0.198 0.264 0.463 div 0.108 0.179
104 div 0.440 0.229 0.295 0.285 div 0.129 0.151
Tabelle 6.34: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r ein Medium mit zwei
Kana¨len, in derem Bereich v2I auf das urspru¨ngliche Permeabilita¨tsfeld addiert ist.
Fu¨r das Medium mit den Kana¨len gilt diese Aussage in a¨hnlicher Form auch. Aus den Konvergenz-
raten in Tabelle 6.33 und 6.34 entnimmt man, daß fu¨r zunehmendes v2 ≥ 10 das GAP-M1-Verfahren
schlechter wird und das Schurkomplement- und Ruge-Stu¨ben-Verfahren am effizientesten arbeiten.
Das CN-CP-Verfahren liefert fu¨r das Feld, fu¨r das der konstante Wert v2I auf die Permeabilita¨t
der gewa¨hlten Realisierung addiert wird, fu¨r v2 ≤ 10 dem GAP-M1-Verfahren vergleichbare, gute
Konvergenzraten.
Zufa¨lliges Schachbrett-Muster
Fu¨r das zufa¨llige Schachbrett-Medium aus Abbildung 6.10 als Permeabilita¨tsfeld K(x) wurden die
Schachbrett-Blo¨cke zufa¨llig gleichverteilt mit den Werten v1I und v2I gesetzt. Die Werte sind v1
im hellen Bereich und v2 im dunkel schattierten Bereich. Die kleinste Blockla¨nge entspricht 4h0.
Die untersuchten Verfahren liefern außer dem Ruge-Stu¨ben-Verfahren nur fu¨r die Werte 10−1 und
10 fu¨r v2/v1 akzeptable Konvergenzraten. Das Ruge-Stu¨ben-Verfahren zeigt Robustheit fu¨r alle
Werte v2/v1 zwischen 10
−4 und 104 der Schachbrett-Blo¨cke, was wir auf die problemangepaßte
Gittervergro¨berung zuru¨ckfu¨hren ko¨nnen. Die Tabelle 6.35 gibt die ermittelten Konvergenzraten
an.
6.7 Zusammenfassung der Resultate
Faßt man die Ergebnisse der verschiedenen Verfahren aus den Abschnitten 6.4–6.6 fu¨r das Mo-
dellproblem mit skalaren Permeabilita¨tsfeldern zusammen, ergibt sich, daß fu¨r Felder mit kleinen
Koeffizientenspru¨ngen bzw. σ2f ≤ 1 die Unterschiede in den Konvergenzraten der Mehrgitterver-
fahren sehr gering sind. Fu¨r gro¨ßere Koeffizientenspru¨nge oder Varianzen zeigen sich allerdings
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Abbildung 6.10: Zufa¨lliges Schachbrett-Medium
v2/v1 GAP-ST GAP-M1 CN-CP MGM-ST MG-SC MG-RS
10−4 0.875 0.759 0.870 div 0.527 0.244
10−3 0.872 0.698 0.866 div 0.540 0.247
10−2 0.795 0.395 0.766 0.747 0.416 0.265
10−1 0.343 0.179 0.143 0.232 0.205 0.249
101 0.418 0.234 0.211 0.252 0.265 0.252
102 0.851 0.585 0.808 div 0.683 0.310
103 0.935 0.904 0.931 div 0.907 0.297
104 0.957 0.953 0.952 div 0.941 0.356
Tabelle 6.35: Konvergenzraten fu¨r verschiedene Mehrgitterverfahren fu¨r ein Medium mit der zufa¨lli-
gen Schachbrett-Struktur aus der Abbildung 6.10.
betra¨chtliche Unterschiede im Konvergenzverhalten der Verfahren.
Die Mehrgitterverfahren, die einfache Upscalingsmethoden fu¨r den Grobgitteroperator heranzie-
hen, und das geometrische Mehrgitterverfahren mit Galerkinprodukt und Standard-Prolongation
eignen sich nur zur Berechnung bei schwach heterogenen Medien. Die einzige Ausnahme hiervon
bildet das MGM-M1-Verfahren, das fu¨r die periodischen Medien mit den symmetrischen Einlage-
rungen auch fu¨r große Koeffizientenspru¨nge akzeptabel la¨uft.
Fu¨r alle Felder mit großen Spru¨ngen in der Permeabilita¨t oder mit σ2f ≥ 3 ist das Ruge-Stu¨ben-
Verfahren ausgezeichnet. Auch fu¨r die Galerkinprodukt-Verfahren mit matrixabha¨ngigen Trans-
feroperatoren nach Alcouffe et al. oder de Zeeuw sind die Konvergenzraten mit Ausnahme fu¨r die
Schachbrett-Medien bei starken Heterogenita¨ten und das um 90 Grad gedrehte Laminat hervorra-
gend. Dies gilt auch fu¨r die Medien mit steifen Einlagerungen im untersuchten Bereich v2/v1 ≤ 104.
Fu¨r schwach heterogene Medien sind die Raten des MG-RS systematisch schlechter als bei diesen
Verfahren, aber stets akzeptabel. Die Coarsening-Mehrgitterverfahren und das Schurkomplement-
Mehrgitterverfahren liefern etwas schlechtere Konvergenzraten als obige Verfahren. Fu¨r steife Ein-
lagerungen mit großen Koeffizientenspru¨ngen in K(x) sind die Konvergenzraten der Coarsening-
Mehrgitterverfahren vor allem nicht mehr akzeptabel. Dies gilt auch fu¨r die Berechnungen mit dem
gedrehten Laminat und dem Querschicht-Medium. Fu¨r das einfache und verschobene Schachbrett-
Medium arbeiten die Coarsening-Verfahren allerdings besser als die Galerkinprodukt-Verfahren
mit matrixabha¨ngiger Prolongation. Insgesamt erhalten wir, daß nur das Ruge-Stu¨ben-Verfahren
zumindest fu¨r alle von uns getesteten Medien robust bezu¨glich großer Heterogenita¨ten ist.
Betrachten wir den MG-effektiven Koeffizienten fu¨r die Mehrgitterverfahren in den Fa¨llen, in denen
ein Literaturwert bekannt ist, so stimmt KMG nur fu¨r das CN-CP-Verfahren in allen Fa¨llen mit
diesem Wert na¨herungsweise u¨berein. Dies zeigt u¨ber die Resultate aus Kapitel 4 und 5 hinaus,
daß sich das Coarse Graining als Upscalingsmethode sehr eignet. Abgesehen von den Verfahren
mit einfachen Upscalingsmethoden, die nur isotrope KMG-Tensoren liefern, erha¨lt man auch fu¨r
das GAP-M1-, GAP-M2- und MG-RS-Verfahren fu¨r die isotrope Einzelrealisierung, das Laminat
und die Medien mit Einlagerungen eine akzeptable U¨bereinstimmung – fu¨r das MG-RS-Verfahren
zusa¨tzlich beim Querschicht-Medium. Mit Ausnahme des Laminats ist in diesen Fa¨llen fu¨r ein oder
mehrere dieser Mehrgitterverfahren auch das Konvergenzverhalten besser als der u¨brigen Verfah-
ren. Es liegt gleichzeitig eine gute Konvergenzrate und Modellgu¨te auf dem gro¨bsten Gitter vor.
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In diesen Fa¨llen eignet sich eingeschra¨nkt die Konvergenzrate des Mehrgitterverfahrens mit den
entsprechend berechneten Grobgitteroperatoren als Indikator fu¨r die grobskalige Modellgu¨te. Die
Umkehrung gilt aber nicht. In Einzelfa¨llen differieren die Konvergenzraten des CN-CP-, GAP-M1-
und MG-RS-Verfahren dennoch sehr, wie das Beispiel des periodisch geschichteten Mediums er-
kennen la¨ßt. Dies zeigt, daß das Kriterium nur sehr eingeschra¨nkt gilt und daß auch die geeignete
Wahl der Transferoperatoren als weitere Mehrgitter-Komponente entscheidend ist.
Bemerkung 6.17. Stellt sich in der Praxis die Frage nach der Wahl eines einsetzbaren Mehrgit-
terverfahrens, muß u¨ber das Konvergenzverhalten hinaus zusa¨tzlich der Aufwand beru¨cksichtigt
werden. Beachtet man bei der Entscheidung fu¨r die Wahl des Mehrgitterverfahrens diesen, wu¨rde
man sich gegen das Ru¨ge-Stu¨ben- und Coarsening-Verfahren entscheiden, da die Ermittlung der
Grobgitter bzw. der Grobgitteroperatoren im Vergleich zu den Galerkinprodukt-Verfahren mit
matrixabha¨ngigen Transferoperatoren aufwendiger ist.
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Kapitel 7
Zusammenfassung und Ausblick
In der vorliegenden Arbeit bescha¨ftigen wir uns mit Upscalingsverfahren und Mehrgitterverfahren
fu¨r ein Mehrskalenproblem. Wir betrachten ein Modell fu¨r die Stro¨mung in einem heterogenen
poro¨sen Medium, wie es in einem Grundwasserleiter vorliegt. Durch die Heterogenita¨ten der Per-
meabilita¨t des Bodens auf den verschiedenen La¨ngenskalen entsteht das Mehrskalenproblem, fu¨r
dessen genaue Beschreibung die Vorga¨nge auf allen Skalen beru¨cksichtigt werden mu¨ssen. Ist man
nur am Verhalten auf der Makroskala interessiert, muß der Einfluß kleinskaliger Vorga¨nge durch
ein geeignetes Upscaling auf dieser beru¨cksichtigt werden.
Wir entwickeln mit der Coarse Graining Methode ein neues Verfahren zum Upscaling der Stro¨-
mungsgleichung, indem das zugrundeliegende, feinskalige Permeabilita¨tsfeld hochskaliert wird.
Durch das Hochskalieren entha¨lt das Feld nur noch Heterogenita¨ten, die auf Skalen gro¨ßer als eine
vorgegebene La¨ngenskala variieren. Die neue Methode liefert im Rahmen einer stochastischen Mo-
dellierung einen skalenabha¨ngigen effektiven Permeabilita¨tstensor. Sie beruht auf der Annahme,
daß das feinskalige Permeabilita¨tsfeld eine Realisierung eines logarithmisch normalverteilten Zu-
fallsfeldes ist. Die gewonnene effektive Permeabilita¨t wird sto¨rungstheoretisch und mithilfe einer
Renormierungsgruppen-Analysis berechnet. Im Grenzfall eines Upscalings zu sehr großen La¨ngen-
skalen erha¨lt man im zweidimensionalen, isotropen Fall den geometrischen Mittelwert, der als
exakter Wert bekannt ist.
Wir erweitern die theoretische Herleitung des hochskalierten Permeabilita¨tsfeldes zu einem nume-
rischen Upscalingsverfahren der Permeabilita¨t, in der a¨hnlich wie in der Methode der Homogenisie-
rung lokal hochskalierte Permeabilita¨tskoeffizienten durch die Lo¨sung eines Zellproblems berechnet
werden. Fu¨r periodische Medien ist der numerisch hochskalierte Tensor identisch mit dem homoge-
nisierten Koeffizienten aus der Homogenisierungstheorie. Die numerischen Berechnungen erlauben
die U¨berpru¨fung der theoretischen Resultate aus der Coarse Graining Methode, die abgesehen
von der Abweichung der hochskalierten Permeabilita¨t von Realisierung zu Realisierung in guter
U¨bereinstimmung sind. In Vergleichen mit einfachen Upscalingsmethoden wie arithmetischer oder
geometrischer Mittelung erweist sich das numerische Coarse Graining am besten. Weiter unter-
suchen wir die theoretisch abgeleiteten Gro¨ßen mit dem numerischen Coarse Graining fu¨r große
Varianzen des Feldes, fu¨r die die sto¨rungstheoretische Berechnung nicht mehr sinnvoll ist.
Auf der Basis des numerischen Upscalingsverfahrens entwickeln wir ein algebraisches Mehrgitter-
verfahren, bei dem der Grobgitteroperator mithilfe der hochskalierten Permeabilita¨tsfeldern durch
das iterative Coarse Graining berechnet wird. Durch diese Vorgehensweise wird der Grobgitter-
operator, der die langwelligen Fehlerkomponenten in einem Mehrgitterzyklus reduziert, an das
Problem angepaßt. Weiter entwickeln wir fu¨r das Verfahren Transferoperatoren, die ebenfalls die
Lo¨sungen der Zellprobleme benutzen und das Konvergenzverhalten deutlich verbessern.
Zum Lo¨sen der Stro¨mungsgleichung im Rahmen des Modellproblems, das mit der Finite-Element-
Methode diskretisiert wird, vergleichen wir bis zu fu¨nfzehn Mehrgitterverfahren, die sich in ihren
verwendeten Komponenten unterscheiden. Neben dem Coarsening-Verfahren betrachten wir das
Ruge-Stu¨ben-Verfahren und das Schurkomplement-Verfahren als algebraische Mehrgitterverfahren.
Außerdem setzen wir Verfahren ein, die zur Berechnung des Grobgitteroperators einfache Upsca-
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lingsverfahren heranziehen und Verfahren, die mit dem Galerkinprodukt und matrixabha¨ngigen
Transferabbildungen arbeiten. Als Kriterium fu¨r die Effizienz der Verfahren betrachten wir aus-
schließlich die numerisch ermittelten Konvergenzraten. Damit untersuchen wir fu¨r zufa¨llig gene-
rierte Medien und periodische Medien anhand des Modellproblems ausfu¨hrlich, wie effizient die
Mehrgitterverfahren, die die verschiedenen Upscalingsverfahren und Transferoperatoren verwen-
den, im Vergleich zu den algebraischen Verfahren sind.
Die Verfahren, die einfache Upscalingsverfahren zur Berechnung des Grobgitteroperators benutzen,
eignen sich nur sehr eingeschra¨nkt zur Verwendung fu¨r heterogene Medien. Nur wenn die Koeffizi-
enten schwach variieren, erha¨lt man fu¨r diese Verfahren ein gutes Konvergenzverhalten. Effizienter
als diese Verfahren arbeiten die algebraischen Verfahren und die Verfahren mit Galerkinprodukt
und matrixabha¨ngiger Prolongation.
Zur Berechnung der Stro¨mung fu¨r stark heterogene Felder, Realisierungen des Zufallsfeldes wie auch
periodische Medien, arbeiten das Ruge-Stu¨ben-Verfahren und die Galerkinprodukt-Verfahren mit
matrixabha¨ngiger Prolongation in fast allen Fa¨llen am besten. Fu¨r die Galerkinprodukt-Verfahren
mit matrixabha¨ngigen Transferoperatoren sind die Konvergenzraten, mit Ausnahme fu¨r das La-
minat und die Schachbrett-Medien bei starken Heterogenita¨ten, auch fu¨r die Medien mit stei-
fen Einlagerungen sehr gut. Das Vorgehen beim Coarsening-Verfahren, den Grobgitteroperator
durch das numerische Coarse Graining zu bestimmen, erweist sich fu¨r das Lo¨sen des Modellpro-
blems mit Realisierungen des Zufallsfeldes als Permeabilita¨tsfeld als erfolgreich. Im Vergleich zum
Ruge-Stu¨ben-Verfahren und den Mehrgittervarianten mit matrixabha¨ngigen Transferoperatoren
und Galerkinprodukt liefert das Coarsening-Mehrgitterverfahren mit Ausnahme des Schachbrett-
Mediums aber fu¨r periodische Felder mit steifen Einlagerungen schlechtere Konvergenzraten. Die
numerischen Konvergenzraten zeigen zusammenfassend, daß das Ruge-Stu¨ben-Mehrgitterverfahren
fu¨r alle Medien mit großer Heterogenita¨t sehr effizient arbeitet. Nur dieses erweist sich als robust
bei großer Variation der Heterogenita¨tssta¨rke der Felder.
Einen Zusammenhang zwischen dem Konvergenzverhalten und der im Mehrgitterverfahren entste-
henden Modellgu¨te, die durch einen MG-effektiven Koeffizienten untersucht wird, ist nur einge-
schra¨nkt erkennbar.
Die in der Arbeit vorgestellte Coarse Graining Methode ist auch fu¨r die Behandlung des Trans-
ports einer Konzentration in einer Stro¨mung, modelliert mit der Konvektions-Diffusions-Gleichung,
einsetzbar. In diesem Fall erha¨lt man einen skalenabha¨ngigen effektiven Dispersionskoeffizienten.
Damit ist eine Weiterentwicklung des Coarsening-Mehrgitterverfahrens auf diesen Fall mo¨glich.
Mo¨glichkeiten, das Konvergenzverhalten des Coarsening-Mehrgitterverfahrens fu¨r periodische Me-
dien zu verbessern, sind der Einsatz von geeigneten Block-Gla¨ttungsverfahren und eines verbesser-
ten Upscalings. Dieses kann im Kombinieren des numerischen Coarse Grainings mit einem direkten
Upscaling mithilfe der lokalen Steifigkeitsmatrix bestehen, um den Grobgitteroperator zu bestim-
men. A¨hnlich wird in den neuen elementbasierten AMGe-Verfahren vorgegangen [BCF+00, JV01].
Im Hinblick auf die Verwendung realer Daten fu¨r das Permeabilita¨tsfeld kann das Coarse Graining
auch auf unstruktuierte Gitter erweitert werden. Hierfu¨r ist die Entwicklung eines Indikators fu¨r ei-
ne problemangepaßte Vergro¨berung beim Hochskalieren no¨tig. Dies kann mit der Entwicklung eines
problemangepaßten Vergro¨berungsalgorithmus fu¨r das Coarsening-Verfahren, analog wie im Ruge-
Stu¨ben-Verfahren, verbunden werden. Da die Mo¨glichkeiten des Upscalings zum einen und die Wahl
von geeigneten Mehrgitterverfahren zum anderen fu¨r die Behandlung von Transportvorga¨ngen im
Vergleich zur Anwendung auf Stro¨mungsvorga¨nge eingeschra¨nkt sind, o¨ffnet sich hier ein weites
Anwendungsfeld fu¨r das numerische Coarse Graining und das Coarsening-Mehrgitterverfahren.
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Anhang A
A.1 Greensche Funktion fu¨r ein homogenes Medium
Die Greensche Funktion der Stro¨mungsgleichung mit konstanter Permeabilita¨t K, die ein symme-
trischer, positiv definiter Tensor ist, lautet in drei Dimensionen [LLJ01]:
g(x, x′) = − c√
(x− x′)t LLt (x− x′) (A.1)
mit c := 1
4pi
√
detK˜
, wobei K˜ := P tKP := diag(k1, k2, k3) mit den Eigenwerten k1, k2, k3 von K
und L := P diag
(
1√
k1
, 1√
k2
, 1√
k3
)
.
A.2 Modifizierter Mehrgitter-Algorithmus
Alternativ zum Mehrgitter-Algorithmus aus Abschnitt 3.3 kann man auch eine leicht vera¨nderte
Variante benutzen, die innerhalb der Grobgitterkorrektur stets eine neue Na¨herung und damit auch
einen neuen Defekt berechnet:
Algorithmus A.1.
Mehrgitterzyklus MGC(k, uk, fk) :=
Wenn k = J
Gib uJ := A
−1
J fJ zuru¨ck.
Sonst
Vorgla¨ttung: uk := S
ν1
k (uk, fk).
Grobgitterkorrektur: Schleife 1, . . . , γ:
Defektberechnung: dk := Ak uk − fk.
ek+1 := 0.
ek+1 := MGC(k + 1, ek+1, r
k+1
k dk).
uk := uk − pkk+1ek+1.
Nachgla¨ttung: uk := S
ν2
k (uk, fk).
Gib uk zuru¨ck.
Fu¨r γ = 1 unterscheidet sich der Algorithmus nicht von dem in Abschnitt 3.3.
A.3 Explizite Berechnungen zur Coarse Graining Methode
Wenn es mo¨glich ist, benutzen wir zur Auswertung der Integrale Integrationstafeln wie [Gra94]
und das Computer-Algebrasystem MAPLE [AB94].
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A.3.1 Berechnungen fu¨r den anisotropen Fall
Fu¨r den ersten Term in δKeffij (λ) aus Gl. (4.62) im anisotrop korrelierten Fall findet man fu¨r
i = j = 1:
C
∫ ∞
0
dΛ
∫ ∞
−∞
dq1
∫ ∞
−∞
dq2 q
2
1 exp
(
−q21
(
l21/2 + Λ
)− q22(l22/2 + Λ))
= C
∫ ∞
0
dΛ
∫ ∞
−∞
dq1
(
− d
dΛ
exp
(
−q21
(
l21/2 + Λ
)))√ pi
l22/2 + Λ
= −C
∫ ∞
0
dΛ
(
d
dΛ
√
pi
l21/2 + Λ
)√
pi
l22/2 + Λ
= C
∫ ∞
0
dΛ
√
pi
2
√
l21/2 + Λ
3
√
pi
l22/2 + Λ
= C
4pi
2
l1 − l2
l1(l21 − l22)
= C
2pi
l1(l1 + l2)
,
(A.2)
mit C := −Kgσ2f l1l2/(2pi). Fu¨r den zweiten Term in (4.62) ergibt sich mit as = 1:
C
∫ ∞
0
dΛ
∫ 1/λ
−1/λ
dq1
∫ 1/λ
−1/λ
dq2 q
2
1 exp
(
−q21
(
l21/2 + Λ
)− q22(l22/2 + Λ))
= −C
∫ ∞
0
dΛ
∫ 1/λ
−1/λ
dq1
(
d
dΛ
exp
(
−q21
(
l21/2 + Λ
)))
2
√
2pi
2
√
l22 + 2Λ
erf
(√
l22 + 2Λ√
2λ
)
= −C
∫ ∞
0
dΛ
(
d
dΛ
2
√
2pi
2
√
l21 + 2Λ
erf
(√
l21 + 2Λ√
2λ
)) √
2pi√
l22 + 2Λ
erf
(√
l22 + 2Λ√
2λ
)
= −C 2pi
∫ ∞
0
dΛ
−erf
(√
l21+2Λ√
2λ
)
√
l21 + 2Λ
3 +
2 exp
(
− l21+2Λ2λ2
)
√
2piλ(l21 + 2Λ)
 erf
(√
l22+2Λ√
2λ
)
√
l22 + 2Λ
.
(A.3)
Die entsprechenden Terme fu¨r i = j = 2 erha¨lt man, indem man l1 und l2 in den Ausdru¨cken
vertauscht.
A.3.2 Berechnungen fu¨r die weiche Abschneidefunktion
Im isotropen Fall errechnet man fu¨r den effektiven Permeabilita¨tstensor mit der weichen Abschnei-
defunktion:
Keffij (λ) = Kg
(
1 +
σ2f
2
)
δij − δijσ2fK2g
(2pil20)
d/2
(2pi)d
×∫ (
1− exp
(
− q2λ22a2w
))
exp
(−l20q2/2) q21Kgq2 ddq
= Kg
(
1 +
σ2f
2
)
δij − δijσ2fKg
(2pil20)
d/2
d (2pi)d
∫ (
1− exp
(
− q2λ22a2w
))
exp
(−l20q2/2)ddq
= Kg
(
1 +
σ2f
2
)
δij − δijσ2fKg
1
d
(
1−
(
l20
l20 + λ
2/a2w
)d/2)
, d = 1, 2, 3 .
(A.4)
Fu¨r den effektiven Permeabilita¨tskoeffizienten im anisotrop korrelierten Fall ergibt sich fu¨r d = 2:
δKeffij (λ) = −Kgσ2f
∫ ∞
−∞
dq1
∫ ∞
−∞
dq2
qiqj
q2
√
2pil21
2pi
√
2pil22
2pi
×
exp
(
−q
2
1l
2
1
2
− q
2
2l
2
2
2
)(
1− exp
(
−q
2λ2
2a2w
))
= 0 fu¨r i 6= j .
(A.5)
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δKeff11 (λ) = −
Kgσ
2
f
2pi
l1l2
∫ ∞
−∞
dq1
∫ ∞
−∞
dq2
∫ ∞
0
dτ q21 exp
(
−q
2
1l
2
1
2
− q
2
2l
2
2
2
)
×(
exp
(−q2τ)− exp (−q2(λ2/(2a2w) + τ)))
= −Kgσ
2
f
2pi
l1l2
∫ ∞
0
dτ
∫ ∞
−∞
dq1 q
2
1 exp
(
−q
2
1l
2
1
2
)
×exp(−q21τ)√ pil22
2 + τ
− exp (−q21(λ2/(2a2w) + τ))√ pil22
2 +
λ2
2a2w
+ τ

= −Kgσ
2
f
2pi
l1l2
∫ ∞
0
dτ
√ pi
l22
2 + τ
d
dτ
√
pi
l21
2 + τ
−
√
pi
l22
2 +
λ2
2a2w
+ τ
d
dτ
√
pi
l21
2 +
λ2
2a2w
+ τ

= −Kgσ
2
f
2pi
l1l2
 2pi
l1(l1 + l2)
− 2pi
√
l21
2 +
λ2
2a2w
−
√
l22
2 +
λ2
2a2w√
l21
2 +
λ2
2a2w
(l21 − l22)

= −Kgσ2f l1l2
(
1
l1(l1 + l2)
− 1
l21 + λ
2/a2w +
√
(l21 + λ
2/a2w)(l
2
2 + λ
2/a2w)
)
(A.6)
Um δKeff22 (λ) zu erhalten, mu¨ssen in δK
eff
11 (λ) die Korrelationsla¨ngen l1 und l2 vertauscht werden.
A.3.3 Berechnungen fu¨r die Abweichung des hochskalierten Permeabi-
lita¨tskoeffizienten
Mit Gl. (4.76) aus Abschnitt 4.3.2 schreiben wir in Ordnung O(σ2f )
Krealij (q, λ) = Kij + δK
real
ij (q, λ)
= Kij +
1
(2pi)2d
∫
P−λ,q
(
kˆ(q − q′))iq′i P+λ,q′(g(q′)iq′j kˆ(q′ − q′′′)) ddq′′′ddq′ , (A.7)
wobei man eine Lokalisierung q = 0 wie in Keff(q, λ) noch nicht vornimmt. Fu¨r die mittlere
quadratische Abweichung erha¨lt man:
(
Krealij (λ) −Keffij (λ)
)2
(q) =
∫
δKrealij (q
′, λ) δKrealij (q − q′, λ) ddq′ −
(
δKeffij (λ)
)2
, (A.8)
wobei die Indizes i, j fest sind und q = 0 erst nach der Ensemblemittelung zu setzen ist. Mit
δKreal(q, λ) ergibt sich
(
Krealij (λ) −Keffij (λ)
)2
(q) =
1
(2pi)4d
∫
P−q′
(
kˆ(q′ − q′′))P−q−q′(kˆ(q − q′ − q(4)))×
q′′i P
+
q′′
(
g(q′′)q′′j P
+
q(4)
(
g(q(4))q
(4)
j kˆ(q
′′ − q′′′)kˆ(q(4) − q(5)) )) ddq(5) · . . . · ddq′
+
1
(2pi)4d
∫
P−q′
(
kˆ(q′ − q′′)kˆ(q(4) − q(5))
)
q′′i P
+
q′′
(
g(q′′)q′′j
)×
P−q−q′
(
kˆ(q − q′ − q(4))kˆ(q′′ − q′′′)
)
q
(4)
i P
+
q(4)
(
g(q(4))q
(4)
j
)
ddq(5) · . . . · ddq′ .
(A.9)
Da q = 0 zu setzen ist, ergibt sich auch aus der Translationsinvarianz eine Einschra¨nkung fu¨r
die Wellenzahlvektoren q′′′ und q(5) im Fourier-Raum. Man erha¨lt nur Beitra¨ge fu¨r q′′′ = q(5) =
0, da die
”
auslaufenden“ Wellenzahlvektoren null sein mu¨ssen. Nutzt man außerdem die Delta-
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Distribution in den fouriertransformierten Korrelationsfunktionen aus, erha¨lt man:(
Krealij (λ) −Keffij (λ)
)2
:=
(
Krealij (λ) −Keffij (λ)
)2
(q = 0) =
K4g
(2pi)2d
∫
P−q′
(
ω(q′ − q′′)q′′i P+q′′
(
g(q′′)q′′j ω(q
′′)
)
q′′i P
+
q′′
(
g(−q′′)q′′j
)
ddq′′ddq′
+
K4g
(2pi)2d
∫
P−q′
(
ω(q′ − q′′))q′′i P+q′′(g(q′′)q′′j )P−q′ (ω(q′′))(q′′i − q′i)×
P+q′′−q′
(
g(q′′ − q′)(q′′j − q′j)
)
ddq′′ddq′ .
(A.10)
Damit erha¨lt man Gl. (4.78) aus Abschnitt 4.3.2. Fu¨r den ersten Term in (4.78) fu¨r i, j = 1, . . . , d,
isotroper Korrelationsfunktion und weicher Abschneidefunktion erha¨lt man:
K4g
(2pi)2d
∫
P−λ,q
(
P+λ,q′
(
q′ig(q
′)q′j q
′
ig(−q′)q′jω(q′)ω(q − q′)
))
ddq′ddq
=
K2g
(2pi)2d
∫
P−λ,q
(
P+λ,q′
(q′2i
q′2
q′2j
q′2
ω(q′)ω(q − q′)
))
ddq′ddq
= C
∫
P+λ,q′
(q′2i q′2j
q′2q′2
ω(q′) exp
(
−q
2λ2
2a2w
)
exp
(−(q − q′)2l20/2)) ddq′ddq
= C
∫
P+λ,q′
(q′2i q′2j
q′2q′2
ω(q′) exp
(
− (q + q
′)2λ2
2a2w
)
exp
(−q2l20/2)) ddq′ddq
= C
∫
P+λ,q′
(q′2i q′2j
q′2q′2
ω(q′) exp
(
−q
′2λ2
2a2w
)
exp
(
−q2 l
2
0
2
(
1 +
λ2
a2wl
2
0
)
− qq′ λ
2
a2w
)
ddq′ddq
=
C2(2pi)2d
K2g
(
2pi
l20L
)d/2 ∫ (
1− exp
(
−q
′2λ2
2a2w
))q′2i q′2j
q′2q′2
exp
(−q′2l20L/2) exp(q′2λ4/a4w2l20L
)
ddq′
i=j
=
C2(2pi)2d
K2g l
d
0
(
2pi
L
)d/2
S1(d)
∫ ∞
0
qd−1
(
exp
(
−q′2
( l20
2
L− λ
4/a4w
2l20L
))
− exp
(
−q′2
( λ2
2a2w
+
l20
2
L− λ
4/a4w
2l20L
)))
dq′
=
C2(2pi)2d
K2g l
d
0
(
2pi
L
)d/2
S2(d)
(( l20
2
L− λ
4/a4w
2l20L
)−d/2
−
( λ2
2a2w
+
l20
2
L− λ
4/a4w
2l20L
)−d/2)
mit L := 1 + λ
2
a2wl
2
0
und C := K2gσ
2
f (2pil
2
0)
d/2/(2pi)2d und fu¨r i = j:
S1(d) :=

1/2 fu¨r d = 1
3pi/4 fu¨r d = 2
4pi/5 fu¨r d = 3 ,
S2(d) :=

√
pi/2 fu¨r d = 1
3pi/8 fu¨r d = 2
pi3/2/5 fu¨r d = 3 .
Insgesamt ergibt sich fu¨r den ersten Term:
K4g
(2pi)2d
∫
P−λ,q
(
P+λ,q′
(
q′ig(q
′)q′j q
′
ig(−q′)q′jω(q′)ω(q − q′)
))
ddq′ddq =
K2gσ
4
fS(d)
(
F
(
λ/(l0aw), 2, 0
)− F (λ/(l0aw), 3, 1)) (A.11)
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mit F (x, a, b) := (1 + ax2 + bx4)−d/2 und
S(d) :=

1/2 fu¨r d = 1
3/8 fu¨r d = 2 und i = j
1/5 fu¨r d = 3
,
S(d) :=
{
1/8 fu¨r d = 2
1/15 fu¨r d = 3 und i 6= j .
Den zweiten Term in (4.78) berechnet man wie folgt:
K4g
(2pi)2d
∫
ddq
∫
ddq′P−q
(
P+q′,q′−q
(
ω(q − q′)iq′i g0(q′)iq′j ω(q′) i(q′ − q)i g0(q′ − q) i(q′ − q)j
))
=
K4g
(2pi)2d
∫
ddq
∫
ddq′P−q+q′
(
P+q,q′
(
ω(q)iq′i g0(q
′)iq′j ω(q
′)
)
iqi g0(−q) iqj
)
=
K4g
(2pi)2d
∫
ddq′P+q′
(
iq′i g0(q
′) iq′jω(q
′)
∫
ddqP−q+q′
(
P+q
(
ω(q)iqig0(−q)iqj
)))
. (A.12)
Im isotropen Fall erha¨lt man mit der weichen Abschneidefunktion nun fu¨r i = j, wenn man P+q in
der zweiten Integration zuna¨chst vernachla¨ssigt:
K4g
(2pi)2d
∫
ddq′P+q′
(
q′2i
Kgq′2
ω(q′)
∫
ddqP−q+q′
(
q2i
Kgq2
ω(q)
))
=
C
K2g
∫
ddq′
(
1− exp
(
−q′2 λ
2
2a2w
))q′i2
q′2
exp
(
−q′2 l
2
0
2
)
×∫
ddq exp
(
−(q + q′)2 λ
2
2a2w
)q2i
q2
exp
(
−q2 l
2
0
2
)
=
C
dK2g
∫
ddq′
(
1− exp
(
−q′2 λ
2
2a2w
))q′i2
q′2
exp
(
−q′2 l
2
0
2
)
×∫
ddq exp
(
−q2
( λ2
2a2w
+
l20
2
)
− 2q · q′ λ
2
2a2w
)
exp
(
−q′2 λ
2
2a2w
)
=
C
dK2g
∫
ddq′
(
1− exp
(
−q′2 λ
2
2a2w
))q′i2
q′2
exp
(
−q′2
( l20
2
+
λ2
2a2w
))
×√
pi
λ2/(2a2w) + l
2
0/2
d
exp
(
q′2
λ4/(4a4w)
λ2/(2a2w) + l
2
0/2
)
=
C
d2K2g
pid/2(
λ2/(2a2w) + l
2
0/2
)d/2 ∫ ddq′(1− exp(−q′2 λ22a2w
))
exp
(
−q′2L
)
=
Cl−d0
d2K2g
(2pi)d/2(
1 + λ2/(l20a
2
w)
)d/2
(√
pi
L
d
−
√
pi
λ2/(2a2w) + L
d
)
(A.13)
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mit L := l20/2 + λ
2/(2a2w)− λ
4/(4a4w)
λ2/(2a2w)+l
2
0/2
, C := K4gσ
4
f l
2d
0 (2pi)
−d. Damit erha¨lt man:
K4g
(2pi)2d
∫
ddq′P+q′
(
q′2i
Kgq′2
ω(q′)
∫
ddqP−q+q′
(
q2i
Kgq2
ω(q)
))
=
K2gσ
4
f
d2 (1 + λ2/(l20a
2
w))
d/2
((
1 +
λ2
l20a
2
w
− λ
4/(l40a
4
w)
1 + λ2/(l20a
2
w)
)−d/2
−
(
1 +
2λ2
l20a
2
w
− λ
4/(l40a
4
w)
1 + λ2/(l20a
2
w)
)−d/2)
=
K2gσ
4
f
d2
((
1 +
2λ2
l20a
2
w
)−d/2
−
(
1 +
3λ2
l20a
2
w
+
λ4
l40a
4
w
)−d/2)
=
K2gσ
4
f
d2
(
F
(
λ/(l0aw), 2, 0
)− F (λ/(l0aw), 3, 1)) .
(A.14)
Fu¨hrt man noch den Projektor P+q in der zweiten Integration von (A.13) ein, ergibt sich wegen∫
P+λ,q
(
f(q)
)
ddq =
∫ (
1− exp
(
− q2λ22a2w
))
f(q) ddq
fu¨r i = j fu¨r den zweiten Term von (4.78):
K4g
(2pi)2d
∫
ddq
∫
ddq′P−q+q′
(
P+q,q′
(
ω(q)iq′i g0(q
′)iq′j ω(q
′)
)
iqi g0(−q) iqj
)
=
=
C
K2g
∫
ddq′
(
1− exp
(
−q′2 λ
2
2a2w
))q′i2
q′2
exp
(
−q′2 l
2
0
2
)
×∫
ddq exp
(
−(q + q′)2 λ
2
2a2w
)q2i
q2
exp
(
−q2 l
2
0
2
)
− C
K2g
∫
ddq′
(
1− exp
(
−q′2 λ
2
2a2w
))q′i2
q′2
exp
(
−q′2 l
2
0
2
)
×∫
ddq exp
(
−((q + q′)2 + q2) λ2
2a2w
)q2i
q2
exp
(
−q2 l
2
0
2
)
=
K2gσ
4
f
d2
(
F
(
λ/(l0aw), 2, 0
)− F (λ/(l0aw), 3, 1))
− K
2
gσ
4
f
d2
(
F
(
λ/(l0aw), 3, 1
)− F (λ/(l0aw), 4, 3)) . (A.15)
Das Ergebnis fu¨r die mittlere quadratische Abweichung lautet damit insgesamt:
(
Krealii (λ) −Keffii (λ)
)2
= K2gσ
4
f
(
S(d) + 1/d2
)
F
(
λ/(l0aw), 2, 0
)−
K2gσ
4
f
(
S(d) + 2/d2
)
F
(
λ/(l0aw), 3, 1
)
+
K2gσ
4
f
d2
F
(
λ/(l0aw), 4, 3
)
.
(A.16)
Bemerkung A.1. Fu¨r i 6= j ist
S1(d) :=
{
pi/4 fu¨r d = 2
4pi/15 fu¨r d = 3 .
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A.3.4 Berechnungen fu¨r die Fehlerberechnung
Im isotrop korrelierten Fall ergibt sich fu¨r den Fehler von uλ(x) in der Ordnung O(σ
2
f ):(
δu(x)|λ
)2
=
1
dK2g
∫
P+λ,q
(
1
q2
v20σ
2
f
(2pil20)
d/2
(2pi)d
exp
(
−q
2l20
2
))
ddq
=
v20σ
2
f
dK2g
(2pil20)
d/2
(2pi)d
∫
1
q2
(
1− exp
(
−q
2λ2
2a2w
))
exp
(
−q
2l20
2
)
ddq
(A.17)
mit der weichen Abschneidefunktion aus (4.67). Fu¨r d = 3 ergibt sich daraus mit spha¨rischen
Polarkoordinaten:(
δu(x)|λ
)2
=
v20σ
2
f
3K2g
(2pil20)
3/2
(2pi)3
4pi
∫ ∞
0
(
1− exp
(
−q
2λ2
2a2w
))
exp
(
−q
2l20
2
)
dq
=
v20σ
2
f
6K2g
(2pi)−3/2l304pi
(√
2pi
l20
−
√
2pi
l20 + λ
2/a2w
)
=
v20σ
2
f
6K2g
2l20
(
1− 1√
1 + λ2/(l20a
2
w)
)
.
(A.18)
Fu¨r eine in der Ordnung konsistente Normierung von
(
δu(x)|λ
)2
dividieren wir mit
(
u(x)
)2
=
(
v0Ll0
Kg
)2
, (A.19)
das sich aus Dimensionsgru¨nden fu¨r eine makroskopische La¨ngenskala Ll0 ergibt. Ist die Skala λ
kleiner als die Korrelationsla¨nge l0, erha¨lt man als Entwicklung in λ/l0:(
δu(x)|λ
)2(
u(x)
)2 = σ2f6L2a2w
( λ
l0
)2
+O
(( λ
l0
)4)
. (A.20)
Fu¨r den Fall l0/λ 1 ergibt sich hingegen(
δu(x)|λ
)2(
u(x)
)2 = σ2f3 1L2 +O( l0λ ) (A.21)
fu¨r drei Raumdimensionen. In zwei Dimensionen ergibt sich ebenfalls mit Polarkoordinaten:
(
δu(x)|λ
)2
=
v20σ
2
f
2K2g
2pil20
(2pi)2
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1
q
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fu¨r λ/l0 ≤ aw .
(A.22)
⇒
(
δu(x)|λ
)2(
u(x)
)2 = σ2f4L2a2w
( λ
l0
)2
+O
(( λ
l0
)4)
fu¨r λ < l0 . (A.23)
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Fu¨r d = 1 erha¨lt man analog:
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f
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(A.24)
⇒
(
δu(x)|λ
)2(
u(x)
)2 = σ2f2L2a2w
( λ
l0
)2
+O
(( λ
l0
)4)
fu¨r λ < l0 . (A.25)
A.4 Numerisches Coarse Graining mit Nullrandbedingun-
gen
Vergleich fu¨r die effektive Permeabilita¨t
Die numerischen Berechnungen in Kapitel 5 zur hochskalierten Permeabilita¨t verwenden zur Lo¨sung
des hergeleiteten Zellproblems (5.21),
−divK(x′)∇(χ(x)j (x′) + x′j) = 0 fu¨r x′ ∈ E(x)λ , x fest, (A.26)
stets die eingefu¨hrten NZF-Randbedingungen. Gl. (A.26) kann auch mit einer anderen Wahl der
Randbedingungen, z.B. Dirichlet-Nullrandbedingungen, berechnet werden. Wir gehen hier nur auf
die Berechnung mit Nullrandbedingungen ein. In diesem Fall ergibt sich eine wesentlich schlechtere
U¨bereinstimmung mit den theoretischen Resultaten aus der Coarse Graining Methode als fu¨r die
NZF-Randbedingungen.
Exemplarisch zeigen wir dazu in der Abb. A.1 die effektive Permeabilita¨t fu¨r ein isotropes Me-
dium. Die Berechnungen sind identisch zu denen in Abschnitt 5.4.1. Die Varianz des Feldes ist
σ2f = 1, und K
eff(λ) ist fu¨r Nullrandbedingungen (NRB) und NZF-Randbedingungen im Vergleich
zu den theoretischen Resultaten aus der Renormierungsgruppen-Analysis fu¨r die Berechnung mit
Projektor und weicher Abschneidefunktion (weich) dargestellt.
0.9
1
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1.4
1.5
1.6
1.7
0.0625 0.125 0.25 0.5 1 2 4 8 16
λ/l0
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ff /K
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Abbildung A.1: Die effektive Permeabilita¨t Keff(λ)/Kg fu¨r ein isotropes Medium, σ
2
f = 1, aus
der Coarse Graining Methode, berechnet mithilfe des Projektors oder des weichen Abschnei-
ders (weich), im Vergleich zur numerischen Permeabilita¨t fu¨r Nullrandbedingungen und NZF-
Randbedingungen (as = aw = 2).
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