Originally, Fritz John derived optimality conditions for the case of inequality constraints alone. If equality constraints are present in a mathematical programming problem and they are converted into two inequality constraints, then the Fritz John optimality conditions become useless because every feasible point satisfying them. Later, Mangasarian and Fromovitz (1967) derived necessary optimality conditions for (NEP) without replacing an equality constraint by two inequalities and hence making it possible to handle equalities and inequalities together as many realistic problems contain both equality and inequality constraint.
Mangasarian and Fromovitz (1967) established the following Fritz John type optimality conditions given in the following propositions: Proposition 3.1.2: If x is an optimal solution of (NEP), then there exist ,
Sufficiency of Fritz John Optimality Conditions
The following theorem establishes the sufficiency of Fritz John optimality conditions given in the preceding section:
Theorem 3.2.1 (Sufficient Optimality Conditions): Assume that
an optimal solution of (NEP).
Proof: Suppose x is not optimal and then there exists , 
Fritz John Type Duality
We propose the following dual (F r ED) to (NEP), using Fritz John type optimality conditions stated in the preceding section instead of Karush-Kuhn-Tucker type optimality conditions and establish duality results, thus the requirement of a constraint qualification is eliminated: Proof:
From the constraints of (NEP) and (F r ED), we have
This along with quasiconvexity of 
, r x y z is an optimal solution of (F r ED).
Proof: Since x is an optimal solution of (NEP), by Proposition 3.1.1, there exist If   , , , u r y z is an optimal solution of (F r ED), then u is an optimal solution of (NEP) with u x. 
Proof:
We assume that  x u and exhibit a contradiction, it follows from Proposition 3.1.2,
, , x r y z is an optimal solution of (F r ED).
Since   , , , u r y z is also an optimal solution for (F r ED), it follows that
Multiplying this by r, we have
Also from the constraints of (NEP) and (F r ED), we have
By the semi-strictly pseudoconvexity of
Combining (3.3.9), (3.3.10) and (3.3.11), we have
u is an optimal solution of (NEP). Then x is an optimal solution of (NEP). Proposition 3.1.2 
Proof: By
In view of   3 A , the equality constraint of (F r ED) implies 0 r ,  hence 0  r and so 0.   Multiplying (3.3.12) by r and using 0,
Using the equality constraint (3.3.1) in the above, we have
That is,
By the hypothesis of 3 (A ), this implies 
This implies   0 g x  and   0 h x ,  thus x is feasible for (F r ED) and the objective functions of (NEP) and (F r ED) are equal in their formulations. Under the stated generalized convexity, Theorem 3.3.1 implies that x is an optimal solution of (NEP). Proof: Let x be feasible for (NEP) and   , , , u r y z be feasible for (GF r ED).
Generalized Fritz John Duality
with strict inequality in (3.4.1), if 0. r  From the constraint of (NEP) and (GF r ED), we have    ,
and corresponding values of (NEP) and (GF r ED) are equal. If the hypotheses of Theorem 3.4.1 hold, then   , , , r x y z is an optimal solution of (GF r ED). Proposition 3.1.2 
Proof: By
k feasibility of ( , , , ) r x y z for (GF r ED) is obvious. Optimality follows, given the pseudoconvexity of x is an optimal solution of (NEP).
If  
, , , r u y z is an optimal solution of (GF r ED), then u is an optimal solution of (NEP) and . , , , r x y z be an optimal solution of (GF r ED). 
Assume that
Then x is an optimal solution for (NEP). 
Conclusion
In this chapter, we have formulated a dual and generalized dual by using Fritz John type optimality conditions instead of Karush-Kuhn-Tucker type optimality conditions. Consequently, no constraint qualification is required and hence such formulations enjoy computational advantage over those formulated by using Karush-Kuhn-Tucker type optimality conditions. The results of the problems obtained in this chapter, can be revisited in multiobjective and dynamic settings.
