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Abstract
Inrecentyears,performancegainsprovidedbyclockandILPtechniqueshavecon-
siderablysloweddown.Asaresult,paralelprogramminghasbecomethedominant
programmingparadigmusedtoimproveperformanceinmulti-coredevices.Inline
withthis,paraleluseofspecializedacceleratorshasstartedgainingimportance.
However,adaptinglegacysourcecodeinordertomakeuseofthesetechnologiesis
atimeconsuminganderrorpronetask,requiringspecialisedknowledge.
ThemaingoalofthisThesisistosimplifythetaskoftransformingsequential
legacycodeintoparalelcode.Thiscodewilbecapableofmakingfuluseofthe
diﬀerentcomputingdevicesthatanheterogeneousparalelplatformcanhave,such
asmodernCPUs,GPUs,FPGAs,andDSPs. Withthis,itispossibletoimprove
sequentialcodebasedondiﬀerentcriteria,suchastimeperformance.
Asaresult,weproposeanarchitecturedescriptionlanguagetodescribehetero-
geneousparalelplatforms. Wesuggestanewsoftwareannotationsyntaxtodescribe
thebehaviourofthecodefromahigh-levelpointofviewwhilepreservingitsmain-
tainability,alongwithautomaticannotationtechniques.Finaly,weproposeaset
oftaskpartitioningtechniquestosplitthecodeandexecuteitinparalelusingthe
availablecomputingdevices. Resultsaimtodemonstratethattheproposedtech-
niquescanbeappliedtodiﬀerentacceleratordevicesandsourcecode,andthatthe
chosenmetricsareimprovedwithrespecttotheoriginalsequentialcode.
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Resumen
Enlosu´ltimosa˜nos,elrendimientoderivadodelafrecuenciaderelojydelas
t´ecnicasdeILPsehanreducidoconsiderablemente. Comoresultado,laprogra-
maci´onparalelasehaconvertidoenelparadigmapredominantealahorademejo-
rarelrendimientoendispositivosmulti-core.Ara´ızdeesto,elusoenparalelode
aceleradoresespecializadosaempezadoacobrarimportancia.Noobstante,adaptar
c´odigolegadoparahacerusodeestastecnolog´ıasesunatareatediosayproclivea
errores,paralaqueserequiereunconocimientomuyespec´ıﬁco.
ElobjetivoprincipaldeestaTesisessimpliﬁcarlatareadetransformarc´odigo
legadosecuencialenc´odigoparalelo.Estec´odigopodr´autilizarlosdistintosdispos-
itivosdec´omputodisponiblesenunaplataformaparalelaheterog´enea,talescomo
CPUs,GPUs,FPGAsoDSPs.As´ı,esposiblemejorarc´odigosecuencialenbasea
distintoscriterios,comoelrendimiento.
Comoresultado,seproponeunlenguajededescripci´ondearquitecturaspara
describirplataformasparalelasheterog´eneas.Sesugiereunanuevasintaxisdeano-
taci´ondelsoftwareparadescribirelcomportamientodelprogramadesdeunpunto
devistadealtonivel,preservandosumantenibilidad,as´ıcomot´ecnicasdeanotaci´on
autom´atica.Finalmente,seproponeunconjuntodet´ecnicasdeparticionamiento
paradividirelprogramayejecutarloenparalelohaciendousodelosdistintosdispos-
itivosdec´omputo.Losresultadosbuscandemostrarquelast´ecnicaspropuestasse
puedenaplicaradistintosaceleradoresyc´odigosfuente,yquelasm´etricasescogidas
mejoranconrespectoalasdelc´odigosecuencialoriginal.
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Introduction
Inrecentyears,traditionalapproachesforboostingCPU,suchasincreasingclock
speedandexecutionoptimization,havestartedgivingdiminishingreturns.Thisis
becauseofphysicalconstraints,suchasheatdissipation,energyconsumption,and
currentleakage.
Regardlessofthis, Moore’sLawcontinuestohold,andthegainsintransistor
densityhaveremainedovertheyears.Thishasleadtothecreationofparalelarchi-
tecturesofgreaterprocessingcapabilities,suchasmulti-andmany-coreprocessors,
wheremanyCPUssitonthesamedie.Severaltechniquesandfeaturesthatcom-
plementthismodelhaveappeared,suchashyper-threadingorvectorinstructions.
Furthermore,thetendencyhasshiftedfromasingleprocessingelement,tohet-
erogeneousarchitecturesthatcombinediﬀerentkindsofcomputationalelements,
suchasCPUs,GPUs,FPGAs,andDSPs.Theyarealspecializedforcertaintasks
andtypicalyhavetheirownprogrammingmodels.
ThischapterintroducesthegroundworkofthisThesis.Section1.1explainsthe
motivationforthisworkintheframeoftheaforementionedcontext.Section1.2
containsadeﬁnitionofthegoals,requirements,andexpectedcontributionstobe
achievedduringthedevelopmentoftheThesis.Lastly,thestructureoftherestof
thedocumentisoutlined.
1.1 Motivation
Theaforementionedcomputationalelementscanprovideamassiveimprovement
inperformance,atasmalcostintermsofpowerconsumption[82]. However,
writingeﬃcientparalelsourcecodethatcopeswiththosehardwareplatformshas
asigniﬁcantcostintermsofthelearningcurveandrequireddevelopmenttime.
Typicaly,developershavetoidentifypotentialSIMDproblemsintheircodethat
areﬁtforparalelization,andthenrewritetheminanarchitecture-speciﬁclanguage,
suchasOpenACCandCUDA.Inordertoachievegoodperformance,adeveloper
hastomakesigniﬁcantchangesinordertoexploittheacceleratorcapabilitiesofthe
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processor.Suchprogrammingcomplexityisabarriertogreateradoptionofhetero-
geneousparalelplatforms.First,eachfamilyofdeviceshasadiﬀerenthardwareand
softwarearchitecture,anditisusualynecessarytoimplementapplicationsusinga
speciﬁcprogrammingmodel.Thismakesitverydiﬃculttowritecodethatmakes
fuluseoftheseheterogeneousarchitectures.Second,averyintimateknowledgeof
botharchitecturesandprogrammingmodelsisnecessarytomakeaneﬃcientuseof
thesedeviceswithregardstohighperformance. ThepurposeofthisThesisisto
developauniﬁedframeworkthatcanbeusedinthiskindofheterogeneousparalel
platformsinorderto:(1)reducepowerconsumption,(2)improveperformance,and
(3)increaseproductivityrealizingdesigns.
Acommonsolutionfortargetingtheapplicationdevelopmentinheterogeneous
platformsistheusageofcompilersandtools[120],whichautomaticalyparalelize
thecode.However,therearestilnowide-spreadsolutionsthatperfectlytransform
sequentialsourcecodeintooptimizedparalelcode[93]. Automatictoolscanac-
celeratethesource-to-sourcetransformationinmanycases[77].Nevertheless,both
performanceandportabilitycouldbetargetsofthistransformationprocess[118].
Adesirablefeatureoftheauto-paralelizationtoolsisthedetectionofparalel
coderegions,caledkernels.Ifkernelsareidentiﬁed,itispossibletotakeadvan-
tageofcurrenthigh-levelparalelprogrammingabstractionssuchasparalelalgo-
rithms,skeletons,andparalelpatterns,andnotlow-levelsolutionssuchasCUDA
orOpenCL.
1.2 Goals
Inlightofthegrowingnecessityforparalelprograms,aswelasthecomplexityof
modernparalelprogrammingmodels,wedeﬁnethefolowinggoalforthisThesis:
Goal: ThemaingoalofthisThesisistooptimizecodeexecutionbased
ontimeperformance.Tothisend,sequentialcodewilbepartitionedinto
theprocessorsofanheterogeneousparalelplatform,sothatitcanberun
inaparalelfashion.TheplatformmaybecomposedofoneCPUandany
combinationofotherparaleldevices,suchasGPUsandotheraccelerators.
Thisgoalcanbedividedintothefolowingspeciﬁcgoals:
1.Todeﬁneahardware modelthatrepresentsheterogeneousparalelplat-
formswithsuﬃcientlevelofdetail. Thismodelwilbeusedtocheckthe
softwarefordevices,capabilities,communicationsystems,etc.
2.Todeﬁneanprogramming modelthatwilbethebaseforthesoftware
partitioning.Itwilbenecessarytodescribetheinteractionbetweenthedif-
ferentdevicesinordertopartitionthesoftwareandorchestratethedatamove-
ments.
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3.Tocreateanspeciﬁcationforannotatingsoftware.Thisspeciﬁcation
wilalowtoannotatethecodeinordertogivesemanticinformationregarding
thepartitioning.Itwilalsobeusedtooptimizetheparalelcodewhenever
possible.
4.Todevelopautomaticannotationtechniques. Thesetechniqueswil
reduceerrorsandfailswhenannotatingandlatertransformingthecode.
5.Todevelopasetofstatictaskpartitioningtechniques. Thesetech-
niqueswilbebasedontheexecutionmodel,andwilbeusedasthebasiccase
forthefulpartitioningalgorithms. Theywilbeusedtopartitionthecode
staticalybasedonthestaticinformation.
Thesesub-goalswilfulﬁlthefolowingrequirementsthatareneededtoachieve
themaingoal:
1.Adescriptionoftheunderlyinghardwareanditscapabilitieswithenough
levelofdetail. Giventhatthecodewilbeoptimizedbasedontheplatform
whereitwilberun,itisnecessarytoknowthedetailssoastobeableto
adapt.
2.Adescriptionofthecharacteristicsofthesoftware.Becauseeachkind
ofprocessorisbettersuitedtoruncertainsoftware,itisnecessarytoﬁndthe
characteristicsofthecodeinordertoﬁndthebestmatchforit.
3.Asetoftaskpartitioningtechniques thatwiltakealtheinformation
mentionedaboveandwilassigndiﬀerentpiecesofsoftwaretodiﬀerentpro-
cessorsinordertooptimizetimeperformance.
1.3 Overview
Thetaskpartitioningtechniquesarebasedaroundexecutingpiecesofparalelinthe
diﬀerentdevicesavailableinaheterogeneousplatform.
Eachdevicehasstrongpointsthatmakethembetterforsolvingspeciﬁcprob-
lems.Theperformanceobtaineddependsoncertaincharacteristicsofthecode,as
welasthephysicalconstraintsofthedevice.Therefore,itisnecessarytoknowin
detailtheunderlyinghardwareandtheprospectiveparalelcode. Weidentifythree
necessarysteps,asshowninFigure1.1:
1.Detectionofhardwarecapabilities.Itisimportanttoknowwhatdevices
areavailable,aswelastheircapabilities(e.g.memorysizeisimportantwhen
oﬄoadingapieceofcodetoaspeciﬁcdevice). Therefore,itisnecessaryto
dynamicalydetecttheunderlyinghardwarecapabilities.
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Figure1.1:Proposedstepsforpartitioningsoftware.
2.Detectionofsoftwarecharacteristics. Thischaracterizationisloosely
basedonhigh-levelparalelpatterns,suchaspipelines,farmsandmaps[88,
86].Italowstheeﬃcientorchestrationofthecode,aswelasseveralopti-
mizations.
3.Aschedulingpolicythatorchestratesthesoftwareexecutiononthedetected
hardware.Dependingonthehardwarecapabilitiesandthecodeorchestration,
thispolicywilobtainthebestconﬁgurationintermsofperformance.
Thesestepsdependontheunderlyingexecutionandmemorymodelsthathave
beendevised.Forexample,thememorymodelaﬀectshowthememoryhierarchyis
deﬁnedinthehardwaredetectionprocess.Also,thecodeorchestrationthatapplies
toboththesoftwarecharacterizationandtheschedulingalgorithmsdependsdirectly
ontheexecutionmodel.
1.4 Documentstructure
Therestofthisdocumentisstructuredasfolows: Chapter2showsthestateof
artinthediﬀerenttechnologiesandtechniquesthathavebeeninvestigatedand
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developedinthisThesis. Chapter3explainstheproposedHardwareDescription
language,aswelastheunderlyingmodelswheretherestoftheworkforthisThesis
isbased.Chapter4detailsthemechanismstoidentifyparalelcode,aswelasthe
thedeﬁnitionoftheannotationsemantics.InChapter5wediscussthesoftware
partitioningandschedulingtechniquesappliedinthisThesis.Chapter6provides
theevaluationprocessofthework.Lastly,Chapter7liststheconclusionsdrawn
fromtheresults,aswelasdiﬀerentoptionstoexpandtheworksofar.
6 CHAPTER1.INTRODUCTION
Chapter2
Stateoftheart
TherearesomekeypointstothisThesisthatserveasabasefortherestofthe
work.
OneofthebasisofthisThesiswilbetheusageofheterogeneousparalelplat-
forms.Theseplatformswilcontainprocessorsofdiﬀerentcharacteristics.Atleast,
aCPUwilbepresent,andtherecanbeanycombinationofcomputationalacceler-
ators,suchasGPUs.Section2.1summarizesalistofthedevicesconsideredforthe
Thesis,aswelassomeofthemostrecenthardwaredevelopmentsinparalelism.
Inordertobeabletoutilisetheheterogeneousparalelplatforms,itisnecessary
toknowwhatcomponentsitcontains.Thisincludesdevices,memorybanks,and
links. Thereareseveralhardwaredescriptionlanguagesthatcanbefoundinthe
literature.AsmaloverviewcanbeseeninSection2.2.
Oneprimitivewaytointroduceparalelismistousenativethreads. However,
modifyingasequentialcodeinordertoincludethreadsisatime-consumingand
error-pronetask.Theprocessofredesigningandtransformingthecoderequiresthat
usersmanualycontrolcertainproblemsinherenttoparalelprogrammingmodels,
likeraceconditions. Tosolvetheseproblems,manyparalelframeworkshaveap-
pearedduringthelastyears.Theseframeworkstypicalyaimtoprovideparalelism
fromahigh-levelpointofview,whilehidingparticulardetailsoftheimplementa-
tion.Section2.3showsalistofrecentparalelframeworksofdiﬀerentcharacteristics
thatoﬀerdiﬀerentAPIsinordertoprovideparalelism.
Assaidinthepreviouschapter,developingand/ortransformingthecodeinorder
tomakeaneﬃcientuseoftheavailableparalelprocessorsisatime-consumingand
error-pronetask,whereusersrequireintimateknowledgeoftheunderlyinghardware
andtheassociatedprogrammingmodels.Therefore,althoughnotacorefunction-
alityofthisThesis,automaticcodetransformationisconsideredanimportantasset
tohaveaswel.InSection2.4,wewilalsodiscussthestate-of-the-artregarding
codetransformationformulti-deviceparalelframeworks.
Lastly,thecoreoftheworkinthisThesisarethecodepartitioningtechniques.
Thesetechniquesareusedtooptimizeperformancebyrunningpiecesofcodein
paralelusingtheavailabledevices.InSection2.5werecapitulatesomeofthemost
7
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recentworksaboutapplicationpartitioning.
2.1 Paralelprocessors
Asexplained,oneofthemainpilarsoftheThesisistheuseofheterogeneousparalel
platforms.Theseplatformscontaindeviceswithdiﬀerentstrengthsandcapabilities
thatareﬁtforsoftwareofcertaincharacteristics. Whenusedincombination,they
canhelptoacceleratecodethatmayotherwisebeinfeasibleorextremelycomplex
[124],providingperformancethatasingledevicecannotmatch.
Thereexistmanydiﬀerentdevicesthatcanbeused,caledhardwareaccelerators.
However,forthesakeoffeasibility,wewillimitthiswork,andthereforethisstudy,
tothreefamiliesofdevices:CPUs,GPU,andFPGA.
2.1.1 CPU
Inrecentyears,chipdesignhasreachedalimitinclockfrequenciesduetoheat
dissipation,powerusage,andstrayvoltage[115]. Atthesametime,traditional
InstructionLevelParalelism(ILP)techniqueshavehitawaloftheirown.These
techniquesincludeinstructionpipelining,out-of-orderexecutionandregisterrenam-
ing,tolistafew.
Becauseofthis,eﬀortshavebeenplacedtowardsthedevelopmentofprocessors
thatcanexecuteofmultipleinstructionsinparalel.Anentirelydiﬀerentprogram-
mingmodelasbeendevelopedtomakeuseofthisnewarchitecture. Wedistinguish
betweentwodiﬀerenttrendsinparalelprogramming:threadlevelparalelismand
datalevelparalelism
ThreadLevel Paralelism(TLP)isthemostextendedtechniqueusedto
takeadvantageofparalelhardwarefeatures.InTLPparalelismisachievedby
concurrentlyexecutingseveralthreadsorworkers.
ModerncomputersarchitecturesincludemanyfeaturestoimproveTLP.Intel’s
Hyper-Threadingtechnology[64]isoneexamplespeciﬁctoIntel’sCoreprocessor
family.Theideaistoincludetwologicalprocessorsinaprocessingunit,whereeach
keepstheirownregisterstate,butsharesomeoftheexecutionresourcessuchasthe
cachesandbuses. OtherexampleistheccNUMA(CacheCoherentNon-Uniform
MemoryAccess)architecture.Inthisarchitecture,multiplecoreshavetheirown
memorybanks,inordertobeneﬁtfromlocalityaccess,butalcoresshareauniﬁed
visionofthememory.
Althesemechanismshelptoincreasetheperformanceiftheapplicationissplit
intoseveraltasks.Everytaskistypicalyexecutedbyasinglethread,andalthe
threadsareexecutedinparalel.Themainchalengefortheprogrammerishowto
eﬃcientlysplittheapplicationintotasks,insuchawaythattheycanobtainahigh
degreeofparalelism.Thetasksmustbeequalyweightedintermsofcomputational
costtoobtainthemaximumperformance. Moreover,theprogrammerhastodeal
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withtheissuesderivedfrommanagingdatasharedbetweentasksinacoordinated
way.Usualy,thisinvolvesamemoryaccesspolicythatalowsexclusiveaccessesfor
atask.
DataLevelparalelismexploitsparalelismbyexecutingthesameoperation
overeachoneoftheelementsofabigsetofdatainparalel. Thisisknownas
theSingleInstructionMultipleData(SIMD)approach. Moderncomputersinclude
manyfeaturestoimproveDLP.OneofthemainapproachestowardsimprovingDLP
isactualytheuseofspeciﬁedaccelerators,suchastheGPUs,whicharedescribedin
thefolowingsubsection.AnotheroptionistoenhancetheCPUwithdataparalel
unitsthatareusedviaspecialvectorinstructions.Theseinstructions,suchasthe
SSEfamilyortheAVXfamily,permittoexecutethesameoperationoverseveral
valuessimultaneously.
2.1.2 Graphicprocessingunits
Graphicprocessingunits(GPUs)arespecializeddevicesthatuseaﬁxedpipeline
inordertohandlethegraphicdemandsofapplicationsincertainareas,suchas
videogames,CADand3Dapplications.Theyarespecialywelsuitedtosolvethe
so-caledpleasinglyparalelproblems,wherethereisnodependencybetweenthe
diﬀerentparaleltasks.TheaforementionedSIMDproblems,whichcanbesolved
byperformingthesameoperationoverabitsetofdata,isaclassicexampleof
pleasinglyparalelproblems,andthemainnicheforGPUs.
Withtheadventin2001ofﬂoatingpointsupportandotherfeaturesonthe
devices,GPUsbecomeacommonchoice,notonlyforapplicationsingraphicareas,
butalsoinmoregeneralapplicationsthatweretypicalyhandledbytheCPU.The
useoftheGPUsforgeneralpurposesgavebirthtothetermGeneralPurpose
ComputingonGraphicsProcessingUnits(GPGPU).
Thesedeviceshavebeenusedinmultitudeofareas,fromevolutionaryalgorithms
[83,84]toscientiﬁccomputinglikeDNAsequencing[121],lightpropagation[7],and
weatherprediction[89].
InordertouseGPUsforgeneralpurposes,specialprogrammingmodelsare
required.ThetwomostextendedonesareCUDA[97]andOpenCL[98].Although
thefocusofthisThesisonheterogeneousplatforms,CUDAisnotofinterestforthis
study. ThereasonisthatCUDAisspeciﬁctoNVidiagraphiccards. OpenCLis
explainedindetailinSection2.3.
OnemajordisadvantageoftheGPUsand,indeed,ofalexternalaccelerators,is
thedatatransferoverhead.AlthoughsomeGPUsareintegratedinsidethemother-
boardorthesamedieastheCPUandsharethememoryspace,itistypicaltohave
anexternalGPUdeviceconnectedthroughaPCIorPCIExpressbus. Whenusers
havetomovedatafromtheCPUtotheGPUandback,theyincurinatransfer
overheadduetothelimitationsofthebus.Thisisanimportantfactortoconsider
whenchoosingbetweentheCPUandtheGPU.
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AnotherpotentialproblemoftheGPUsisthebranching. Becauseoftheway
GPUsgroupthethreads,andthewaythethreadsoperate,itispossiblethatbranch-
inglowerstheperformanceconsiderably,althoughthisisnotalwaysthecase,and
thecompilerusualyoptimizesthecodesothatthisdoesnothappen.
2.1.3 Field-programmablegatearray
Aﬁeld-programmablegatearray(FPGA)isanintegratedcircuitbasedarounda
matrixofconﬁgurable,interconnectedlogicblocks.Oneofthemainadvantagesof
FPGAsisthatpartsoftheircircuitrycanbereconﬁgureddynamicalybytheuser
asneeded,hencethenameﬁeld-programmable.
FPGAsarediﬀerentfromtheapplication-speciﬁcintegratedcircuits(ASIC),
whicharedesignedforaspeciﬁcuse. AnexampleofanASICwouldbeanSSL
transactionsaccelerator.BecauseASICarecustom-manufactured,FPGAsareusu-
alymoreaﬀordable,facilitating,forexample,large-scaleintegrationofFPGAs[73].
FPGAsuseprogrammablelogicelements,caledlook-uptables(LUTs),inorder
toimplementsimplelogicfunctions.Thesetablescanperformanylogicalfunction
ofaﬁxedamountofinputsoroutputs.Inordertoextendthislimitation,several
tablesareused.Thetablesareconnectedviaaninterconnectionmatrix,whereeach
tableissurroundedbyprogrammableinterconnections[87].
Asexplained,oneoftheadvantagesofFPGAsistheirreconﬁgurability.In
particular,moderncircuitshavereconﬁgurableLUTs,reconﬁgurableI/Oblocks,and
reconﬁgurable,dedicatedmemoryblocks. ModernFPGAsalowstaticanddynamic
partialreconﬁguration,wherethedynamicversionisappliedonaparticularpartof
thedevicewhiletherestofthecircuitisstilrunning[127].Thecircuitmayhave
otherﬁxedelements,knownashardblocks,butthoseareusedtoincreasespeedin
exchangeforthereconﬁgurability.
InordertouseanFPGA,oneneedstodeﬁneitsbehaviourwithanarchitectural
descriptionlanguage(seeSection2.2formoreonhardwaredescriptionlanguages).
CommonlanguagesforthisareVHDL[92]andVerilog[12].Bothhaveadetailed
syntaxthatisusedtodeﬁnethebehaviourofdiﬀerentelementsofthecircuit,suchas
signals,I/Oportsandsoon.AlthougheﬀortshavebeenmaderecentlyforFPGAs
toprovidesupporttohigh-levelprogramminglanguages,manypeoplestilﬁndit
easiertouseadiﬀerentaccelerator,orevenaCPU[105].
DespitethediﬃcultyinherenttotheprogrammingmodelofFPGAs,theirarchi-
tectureensuresthattheycanusualysolvecomputableproblemsfasterthanother
devices,becausetheircomponentscanbeoptimizedad-hocthroughreconﬁguration.
Theirusedisextended,fromaerospaceapplications[75],toconsumerelectronics
[128].
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2.2 Architecturedescriptionlanguages
ThetechniquesdevelopedforthisThesismustbegeneric,and,forthis,theymust
workonanyheterogeneoushardwarearchitecture. Tothisend,itisnecessaryto
identifythehardwareelementsandtheircharacteristics,withinthelimitsofthe
devicesmentionedinthepreviousSection.
Thereexistmanyparameterizedarchitecturedescriptionlanguages(ADL)that
performthisparticulartask,typicalyusedforembeddedsystemsdesign. They
canbeclassiﬁedaccordingtothetargetofthelanguage[91],rangingfrompurely
structural,whichdescribethegeneralhardwarearchitecture,tobehavioural,which
alsocontaininformationaboutinstructionsemantics,aswelascombinationsin-
between.
AsimpleexampleisSequoia[47].Itisaprogrammingmodelformulti-core
focusedonexplicitlyrepresentingthememoryhierarchyasatreebasedonthe
ParalelMemoryHierarchy[8].Itisinterestingbecauseitisadetaileddescription
language.Itsdisadvantageisthatitisfocusedonafewfamiliesofprocessors,
therebylimitingitsextensibility.
AnotheroptionisPEPPHER[20,43],aC/C++modelthataimstofacilitatethe
creationofperformance-portableapplications.PEPPHERmakesuseofaplatform
descriptionproposedbySandrieseretal.[108]. Thisdescriptionisinteresting,
becauseitisactualyusedtomodelGPUs.
ThesetwoexamplesaretoolsthatmakeuseofADLs,butarenotdesigned
speciﬁcalyforthat. Additionaly,thePortableHardwareLocality(hwloc)tool
[28,116]isspeciﬁcalydesignedtogenerateaportableabstractionofthewhole
architecture,fromprocessorsandmemoryhierarchytoconnectionssuchasPCI
buses.Italsodetectscertainaccelerators,whichisanenticingbonusforitsuseon
anheterogeneousparalelplatform.
Tworelevantideascanbedrawnfromwhathasbeenshownsofar. Theﬁrst
isthetendencytorepresentthecomponentsofanarchitectureasahierarchyof
elements,whereeachelement“iscontained”bytheoneaboveit.Inthisway,the
platform,astherootnodeofthehierarchy,containsasetofcomponents,suchas
theCPUoraGPU,aswelasconnectionsbetweensaidcomponents,ascanbeUSB,
SATAorPCIbuses.Thesecondideaisthedeﬁnitionof“capabilities”asthemost
basicpiecesofinformation.Thisaﬀectshowthemodelisdeﬁned.Forexample,a
localL1cacheofsizeXisnotacapabilityofacore,butratherthecachememory
isacomponentcontainedinthecore,andhascertaincapabilities,suchasasizeof
X.
Itisimportanttonotethat,asaruleofthethumb,thewiderthecoverage
ofthetoolintermsofvariety,thelessdetailedtheinformationprovidedwilbe.
Forexample,hwlocrepresentslocality,butdoesnotgivemuchinformationabout
thecharacteristicsofeachparticularnode.Incontrast,thelshwtool[46]isaclear
exampleofwhatwearelookingfor.ThoughitisrestrictedtoCPUs,theamountof
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informationprovidedopensthepossibilitytooptimizethecodeaccordinglyfurther
downtheline.ThisisspecialyrelevantfordevicessuchasFPGAsorDSPs.
2.3 Paralelframeworks
OneofthepurposesofthisThesisistoprovideasimplemechanismtointroduce
paralelisminlegacyC++software,whilepreservingthemaintainabilityofthe
code. Tothisend,weconsiderdiﬀerentparalelframeworksbasedonwhetheror
nottheyalowtopreservetheoriginalsourcecode. Wedividetheminthefolowing
categories:library-basedprogrammingframeworks,annotation-basedprogramming
frameworksandtheCilkfamilyofframeworks.Asummaryofthecharacteristicsof
thelistedframeworkscanbefoundinTable2.1.
2.3.1 Library-basedprogrammingframeworks
FastFlow
FastFlowwascreatedin2009byresearchersoftheUniversitiesofPisaandTorino
[4].Overthelastfewyears,newfeatureshavebeenaddedtotheframework,such
ashigh-levelpatternsliketheparalelfor[40]orsupportformultipledevices[6,41].
FastFlowisageneral-purposeparalelprogrammingframework[122].Itsup-
portsstreaminganddataparalelismthroughtheuseofparalelalgorithmicskele-
tons. Theyrelyonlock-freecommunicationqueues[3]thatalowforﬁnegrained
paralelism.Itworksondiﬀerentdevices,suchasGPUs,FPGAsorDSPs.
TheFastFlowstackedandlayeredarchitecture2.1providesdiﬀerentlevelsof
abstractionviaC++templatesthatanapplicationhasaccessto.Theyaredesigned
asfolows:
1.Thebuildingblocks.Thelowermostlevel.Thislayercontainsthebasicsto
buildthecorepatternsandobscurethelow-leveldetailsoftheconcurrency
mechanisms.Itincludescontainersforthethreadsaswelascommunication
mechanisms,suchastheaforementionedqueues. Thislayerisalsousedto
obscureaccesstothediﬀerentprocessors,includingtheCPUandotheraccel-
erators.
2.Thecorepatterns.Thislayerisbuiltonthebuildingblocks.Itcontainsthe
mostbasic,data-centricparalelpatterns.Thesearethefarmoftasksandthe
pipeline,aswelasafeedbackmechanismtoalowforcyclicprocessgraphs.
Eachnodeofthesegraphswouldbeaprocessorthreadthatwouldrunthe
tasksitisfed.
3.Thehigh-levelpatterns. Thislayerisbuiltontopofthecorepatterns.
Itprovideshigh-levelparalelpatternstotheuser,suchastheparalel-foror
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Figure2.1:FastFlowlayerstack.
Source:http://calvados.di.unipi.it/dokuwiki/doku.php/ﬀnamespace:architecture
thestencil-reduce. Theycanbeusedtoparalelizesequentialcode,andare
alreadyoptimized.
IntelThreadingBuildingBlocks
IntelThreadingBuildingBlocks(TBB)isastandardC++templatelibrarydevel-
opedbyIntel[69]formulti-corearchitectures.Itprovidestemplatesforparalel
algorithms,suchasparallel_fororparallel_reduce,aswelasparalelcontainers,
suchasconcurrent_queueorconcurrent_vector.Itimplementsitsownwork-stealing
schedulerthatdequeuestasksfromaFIFOqueue[103].
InordertoutiliseTBB,onetypicalyhastore-designthecodeinordertoﬁt
theavailablepatterns. Althoughinthesecasesitoftenoﬀersgreatperformance,
whentheprogrammerisnotcodinganapplicationfromscratch,thecodehasto
bemodiﬁedinordertomakeuseofthefeaturesavailableinTBB.Furthermore,
unlikeFastFlow,thereisalimittohowfaronecancustomizetheircode,since
thereisalimittohowthealgorithmscanbecombined,andtheschedulercannot
becustomized.
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OpenCL
OpenComputingLanguage(OpenCL)[98]isastandardextensionofC/C++.It
alowstowriteSIMDkernelsthatcanbecompiledjust-in-timeandexecutedon
diﬀerentprocessors(typicalyCPUsandGPUs)withoutrecompilingthecode.It
canalsogeneratespeciﬁcbinaryﬁlesforeachspeciﬁcarchitecture.
OpenCLprovidesamaster-slaveprogrammingmodel,whereahostdevicecan
choosetooﬄoadtheexecutionofaparalelpieceofcode(caledkernel)toan
externalaccelerator.TheseacceleratorsmaybeanydevicewithanOpenCLdriver,
suchasGPUs,someFPGAs,Intel’sXeonPhiortheCPUitself.Inthismodel,each
devices,whetheritbethehostoranaccelerator,hasitsownmemoryspace,andit
ispossibletosendandreceivedatafromthehosttoanacceleratorandvice-versa.
TherearemanysimilaritiesbetweenthemodelofOpenCLandthatofNVidia’s
CUDA[97],withthemaindiﬀerencebeingthatCUDAisdesignedtoworkonly
withGPUs.
2.3.2 Languageextensions
OpenMP
OpenMPﬁrstappearedasaC++frameworkin1998,havingﬁrstappearedasaFor-
tranframeworktheyearbefore,andquicklybecameastandardformostcompilers.
Version3.0sawtheappearanceoftaskparalelism,alongwithcertainimprovements
tothedatareductionfunctionality[68].Lastly,thestandard4.0includedsupport
foracceleratordevices,althoughonlyrecentlyhavecompilersstartedtosupportthis
standard[25].
Open Multi-Processing(OpenMP)[38]isanopenspeciﬁcationthatdeﬁnesa
languageextensionfortaskparalelization. TheAPIisverysimplefortheuser,
anditisbasedontheuseofcompilerdirectives.OpenMPincludesparalelloops,
paralelregionsthatareexecutedbyalthecores,andsupportforsharedvariables,
amongothers.
OpenMPyieldsgreatperformanceinmostscenarios,anditisverysimpleto
useitfromthesequentialcodebecause,unlessonewantstodoaveryspeciﬁc
optimization,theonlychangestothecodearethepragmas. OpenMPoﬀersto
theuserthechancetochangebetweenthreethreadschedulingpolicies.However,in
partbecauseofthis,itdoesnotnaturalysupportmorethanthesimpledata-paralel
scenarios,anditoftenfalstotheusersynchronizethethreadsorevenmodifythe
codeinordertoincludeaspeciﬁcoptimzation[31].
OpenACC
OpenACCﬁrstappearedasastandardwithlittlesupportfromcompilers,although
inthelatestyears,eﬀortshavebeenmadetomergeitwithOpenMP.Fornow,
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majorOpenACCsupportcomesfromthePGIcompiler[101],althoughthereisan
experimentalreleaseofOpenACCwithGCC5.1[51].
OpenAccelerators(OpenACC)[35]is,muchlikeOpenMP,asetofcompiler
directivesusedtoorchestrateparalelregionsofthecode.However,unlikeOpenMP,
itsoriginalpurposeistooﬄoadthesecoderegionstoavarietyofGPUs. Tothis
end,thecompilertransformsannotatedcodetolow-levelCUDAorOpenCLcode.
TheOpenACCAPIhidesmanyofthelow-leveldetailsaboutusingaccelerators
fromtheuser. Thesedetailsincludetediouswork,suchasdatainitialization,as
welasmorecomplexdecisions,suchasthoseconcerningdatamovementsbetween
thehostandtheaccelerators.Althoughthedefaultmodeofoperationobtainsgreat
performanceinmostscenarios,theOpenACCAPIalowstheusertooverrideits
decisionsregardingcodeanddataorchestration.
Cilk
CilkwasﬁrstdevelopedatMITin1994asanextensiontoClanguage[24]. Over
time,andwiththeemergenceofmulti-coreprocessors,newversionwerereleased
withnewfeaturestogowiththeﬂow. CilkArtswouldseethelightin2006,
andCilk++in2007,thoughbothwereproprietarysoftware.Lastly,on2009,Intel
boughtCilkandmadeitintoanOpenSourceprojectthatin2010wouldbereleased
asthecurrentCilkPlus[65].
Cilkreferstoafamilyofframeworks,Cilk,Cilk++andCilkPlus. Although
theyarenotannotation-basedframeworks,theyarealsoextensionsofthelanguage
withverylittleimpactontheoriginalcodeand,therefore,theyareconsidersimilar
innaturetothepreviousframeworks.
CilkisaClanguageextensionthatalowstoexploitrecursiveparalelismby
asynchronouslyspawnfunctionsbasedonthefork-joinmodel.Itcanalsospeciﬁcaly
runparalelforloops.Itislimitedtomulti-corearchitectures,butinthoseitshows
greateﬃciencyformultipleparalelproblems.Cilkprovidesthreesimplekeywords
foritsuse:
•Thecilk_spawnkeywordisappliedimmediatelybeforeafunctioncal.Itindi-
catesthatthefunctionmustberunasynchronouslyfromthecaler.This
•Thecilk_synckeywordisusedasabarriertoindicatethatathefunction
wherethesynciscaledcannotproceeduntilalpreviouslyspawnedfunctions
haveﬁnishedandreturnedtothecaler.
•Thecilk_forkeywordcanreplacetheforkeyword.Italowsimplementinga
paralelmapovertheiterationsofthemarkedloop.
OfspecialinterestisthearraynotationprovidedbyCilk[66],whichalowsto
refertopartsofanarraybasedon:thelowerboundofthesection,thelength,and
thestride.
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Anexampleofthearraynotationcanbethefolowing: A[0:5:2]=5;. This
annotationisequivalenttofor(i=0;i<10;i+=2)A[i]=5;
Table2.1:Summaryofthecharacteristicsoftheparalelframeworks.
Multidevice
Keeps
Frameworks API Standard Portable legacy
code
FastFlow Templates Yes Yes Yes No
TBB Templates Yes Yes No No
Keywords Yes
OpenCL + No (not Yes No
library eﬃciently)
OpenMP Pragmas Yes Yes Yes Yes
OpenACC Pragmas No Yes Yes Yes
Cilk Keywords No Yes No Yes
2.4 Codeanalysisandtransformation
OneofthegoalsofthisThesisistoannotatecodeinordertoaddsemanticin-
formationwithouthavingtomodifyorrefactorthecodeexcessively.Theprevious
sectionshowedinformationaboutmanydiﬀerentkindsofframeworks. Ofthem,
thosebasedinannotationmechanismsﬁtintotheaforementionedgoal.
Intheliteraturewecanﬁndmanyworksthattakeadvantageofopenstandards
andframeworksinordertoexecutelegacycodeblockinGPUs. Manyofthese
worksrelyoncompilerdirectives,orpragmas,inordertointroduceparalelismin
thecode. Wienkeetal.[126]useOpenACCtoannotatethecodeandlaterrunit
onGPUs,whereasBertolietal.[21]combinethenewestversionofOpenMP4.0
withthecompilationtoolchainthatisClang+LLVM.
However,thoseopenstandardsarenotfulysupportedatthismomentincom-
monopensourcecompilers.Forexample,currentlyGCC5includesOpenMP4.0
andpreliminarysupportofOpenACC2.0,butitislimitedtospeciﬁcaccelerators:
IntelXeonPhiandNvidiaPTX.
OnealternativetopragmasaretheC++11attributes. Theseattributesare
describedintheC++11standard[70]. C++11attributesareexpressionsplaced
betweendoublebracketsthatcanbeusedtoaddspeciﬁcinformationaboutasyn-
tacticentityTheseannotationswilrefertothesyntacticentity(e.g.statement,
variabledeﬁnition,loops),thatusualyisplacedimmediatelyaftertheannotation.
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Fromasemanticpointofview,C++11attributesprovidefouradvantagesover
pragma-basedframeworks. First,acodewithC++11attributesdoesnotneed
supportfromthepreprocessortoincludeadditionalinformation.Second,C++11
attributesdiﬀerfromexistingsyntaxis,(e.g.__attribute__,__declspec,and
#pragma)bybeingapplicable,essentialy,toeverysyntacticelementinthecode.
Third,attributesmaybesupportedeitherbythecompilerorbyexternaltools,
makingevolutionmuchsimpler(e.g.attributesmaybeusedasamechanismfor
deﬁningdomainspeciﬁclanguages).Finaly,incontrastwithprevioussimilarmech-
anisms,theusageofattributesprovidesaportablewayforannotatingsourcecode.
ThemostwidelyspreadopensourceC++compilers(i.e,GNUg++andClang)
supportC++11generalizedattributes. Forexample,Barathetal.[16]propose
twonewC++11attributestoimprovemovesemanticoptimizations. Astandard
compilerwilignoretheseattributes,butifthecompilerincludesthem,theycanbe
usedtooptimizealthecopy/moveoperations.
Therearemoreannotationmechanismsforheterogeneousplatforms,suchas
theoneprovidedwithStarSs[30,14],butexpandingmoreonthisvenuedoesnot
providemoreaddtothediscussion.
Anotherinterestingpointtoconsideristheconceptofautomaticannotation.
AutomationofthediﬀerentprocessesdevelopedinthisThesisisadesirable,ifnot
necessaryimprovement.Asastartingpoint,thereareseveralresearchworksthat
addressthediscoveryofpotentialparalelcodeinsequentiallegacycode.Current
approachescanbeclassiﬁedintermsofthecodeanalysiscarriedout,staticand
dynamic,andthepresenceofguidedparalelism,automatic,andsemi-automatic.
MostoftheworksarebasedonOpenCL-likemodelsand,therefore,aroundthe
discoveryofparalelkernels.
Inthetopicofstaticcodeanalysis, mostcompiler-basedtoolsarebased,or
makeused,ofthepolyhedral(orpolytope)modelforcodeoptimization.Although
modifyingthecompilertotransformthecodeisnotinsidetheframeworkofthis
Thesis,itisstilaninterestingtechniquetoknowforfuturereference.
Thepolyhedralmodel[57]isatechniqueforoptimizingnestedloops,which
involvesoverheadreduction,orlocalityoptimization.Inparticular,thepolyhedral
modelrepresentseachiterationasanodeinsideapolytope,inordertoperform
transformationssuchastilingorskewing.
MostofthepolyhedraltoolsthatcanbefoundintheliteraturearebasedonPoly
[58],specialyinthecaseswherethetargetarchitecturearemulti-coreprocessors.
OneexampleofPoly-basedtoolsistheClantool[19]. AnotherPoly-basedtool
fornestedloopoptimizationisPluto[27].Ithasbeenusedinmanysolutions[26],
includingC-to-CUDAcodegeneration[15,90,18]
Polyhedral,andthereforestatic,analysisforsource-to-sourcetransformationsis
themostextendedforGPUdevices.ThisisbecausetheGPUyieldsgreatperfor-
mancewhentacklingSIMDproblems,suchasforloops.AnexampleofGPUstatic
analysiscanbeseenintheworkofBaskaranetal[17]. ThePAR4ALL[99]and
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PPCG[102]toolsarealsobasedonthepolyhedralmodel.
Staticanalysiscanbecomplementedbydynamicproﬁling.Staticanalysishas
someweaknesses,mainlyaboutitsadaptabilitytochangesinthehardwareplatform.
Dynamicproﬁlingcanhelpcovertheseweaknesses.
Paralax[123]isasemi-automaticparalelizationtoolthatreliesontheassistance
fromthedevelopers.Paralaxleveragesstaticandproﬁlinginformationtoconstruct
anapplicationdependencegraphtoperformdependenceanalysis.Thistooldetects
pipeline-likeparalelism. Anotherexampleofsemi-automaticparalelizationtools
foraguidedparalelismistheworkproposedbyGohringeretal.[52].Thisapproach
reliesonaPolyextensionandLLVMtoautomaticalydetectloopsthatsigniﬁcantly
contributetotheoveralapplicationexecutiontime.
TheS2PtoolpresentedbyAthavaleetal.[13]automaticalyparalelizessequen-
tialCcode.Thistooldetectssourcecoderegionsbystaticandproﬁlinganalysisin
ordertotransformitintoOpenMP-likecode. Asimilarapproachisaddressedby
Jinetal.[71].
CodeletExtractorandREplayer(CERE)[29]isanopen-sourceframeworkthat
ﬁndsandextractsthehotspotsofapplications,usingadynamicandstaticanalysis
approach.CEREisolateshotspotsintocodefragments,caledcodelets,inorderto
modifyandmeasurethemindependently. Thisapproachlimitstheanalysisand
modiﬁcationoftheoriginalsourcecode.However,oncethesourcecodeisreduced
tocodelets,itisnotpossibletobacktracetotheoriginalversion.
Lately,toolsthatworkonahigherlevelhaveappeared.Theideaisthat,besides
detectingpiecesofparalelcode,adeeperanalysisisperformedinordertodetect
high-levelparalelpatterns,ofwhichthemostextendedseemtobethemapandthe
pipelinepatterns.
Nugterenetal.[94]combinetheBonessource-to-sourcecompiler[96]withthe
A-Darwin[95]extractiontooltotransformCcodeintoparalelskeletonsondiﬀerent
computinglanguages,dependingonthetargetdevice.
DiscoPoP[79,61]leveragesdependencygraphsinordertodetectparalelpat-
ternslikepipelines,usingonlyproﬁlingtechniques.Nevertheless,thistoolhastwo
importantdrawbacks.First,theproﬁlingtechniqueshaveanon-negligibleexecution
timeandmemoryusage.Second,theydonotdeﬁneanycodeassessmenttechnique
inordertotranslatethecodeformultipleaccelerators.
AsimilarapproachispresentedbyTournavitisetal.[119],whichdetectsand
transformslegacycodeintoparalelcodeusingparalelpipelinepatterns.
TheworkpresentedbyGreweetal.[56]presentaninterestingtwistwithre-
specttotheprevioussolution.TheauthorsattempttospeedupOpenCLcodein
computingaccelerators,butinsteadofstartingfromtherawsequentialcode,they
useOpenMPcodeasastartingpoint.However,thosetechniques(basedondecision
trees)arenotportabletonewhardwareacceleratorsandneedapreliminarytraining
phasebeforearegularexecution.
Twomajorpointsareraisedafterstudyingtheseoptionsregardingthestrong
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andweakpointsofstaticanddynamiccodeanalysis.First,staticanalysismethods
canonlybeusedinsimplescenarios,wherepointeraliasingisnotapplied.Thisis
becausepointersmayhidetheactualmemoryaddressofavariable,ortheelements
ofanarray,whichwouldmakethestudyofdatadependenciesunfeasibleatcompile
time. Second,dynamicanalysismethodscancovermostoftheshortcomingsof
staticanalysis,butinreturntheycanincuramajoroverheadinruntimethatmay
aﬀecttheexecutionofthesoftwareproper.
2.5 Softwarepartitioningtechniques
Thesoftwarepartitioningtechniques,inthecontextofheterogeneousparalelplat-
forms,aimtoassigndiﬀerentpiecesofpotentialyparalelcodetotheavailable
accelerators.
Thereisnotasingleordeﬁnitivewaytoclassifythediﬀerentpartitioningalgo-
rithms.Rather,thisSectionwilpresentalistofthediﬀerentproposalsthathave
beenmadeovertheyearsinordertoenhancetheperformanceofparalelapplica-
tions.
TheusageofOpenCLwithCPUforHPCsystemshasbeenstudiedinrecent
years[107].TheconclusionisthattheperformanceofOpenCLisclosetoOpenMP
andlibrary-basedsolutions,suchasIntelThreadingBuildingBlocksorFastﬂow[5],
withtheadvantageofmulti-devicecodeportability.Typicaly,OpenCLsourcecode
isfulyportable,butlacksperformanceinsomecases.Sangminetal.[109]suggest
somemanualoptimizationsontheOpenCLcodeforagivenbenchmarkinorderto
outperformitsOpenMPcounterpart.
ThoughuntilrecentlyonlyCPUsandGPUshadavailableOpenCLdrivers,dif-
ferentdevicesnowprovideOpenCLsupport.Altera’sFPGAs[37,10,9],aswelas
TexasInstrument’sDSPs[62]aresomeexamples,thoughtheyprovideolderver-
sionsoftheOpenCLstandardand,eventhen,withlimitedsupportforOpenCL
capabilities.
However,thehost-devicenatureofOpenCL,coupledwithitsmemoryhierarchy
model,resultsinadiﬃcultchoicewheneveroneneedstoobtainasmuchperformance
fromanheterogeneousparalelplatformaspossible. Thisproblembecomesmore
pronouncedastheamountofavailableacceleratorsincreases.
Someworks,therefore,proposetosimplifytheviewthatusershaveoftheac-
celerators.Onesuchwork[72]suggeststhatal GPUsinthesystemcanbeuniﬁed
underasingleGPUdevice.Inhidingtherealarchitecturefromtheprogrammerun-
derauniﬁedview,programswrittenforasingleGPUwilworkwithoutneedingto
changethecode.Internaly,thealgorithmsplitssinglekernelsbetweentheavailable
GPUs,sothateachonecomputespartoftheinputdata. Theproposedruntime
takescareofthememorymanagement,sothatanyusersdon’thavetoworryabout
splittingthedataorperformingextratransferoperations.Amajordisadvantageof
thissolutionistheexclusiveworkofGPUs.
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AsimilarapproachisthatoftheLoadBalancingforOpenCLlibrary
(lbcl)[44].ThislibrarycreatesawrapperontopoftheOpenCLlibrarythatsplits
kernelsbetweenthediﬀerentavailabledevicesbasedontheircomputingpower.It
isimportanttonotethat,unlikethepreviouswork,whichcompletelyhidesthe
architecture,thissolutionactualyprovidesadiﬀerentAPIthanOpenCL. While
thismeansthatitisimpossibletosimplyreuseoldOpenCLcodewithouthaving
tomodifyit,italsomeansthatdevelopingcodefromscratchwiththislibraryis
easier,sinceitpermitsuserstosimplyworkwithahigh-leveldesign.
TheapproachtakeninlibWater[54]issimilar. Theauthorsproposeahigher
levelAPIthantheoneprovidedbyOpenCL.Thisisanattempttoalowusersto
avoidthelow-levelimplementationdetails. OneofthediﬀerencesisthatlibWater
usesaDeviceQueryLanguagethatdrawsheavilyfromSQLtointeractwiththe
devices.However,ratherthanobscuringtheunderlyingarchitecture,itreliesonan
event-basedcommandscheduling.
TheframeworkSkePu[45,42]workswithbothmulti-coreandmulti-GPUsys-
tems.Inasimilarfashiontotheprevioustwoworks,itprovidesahigh-levelAPI
basedontheuseofdata-paralelandtask-paralelskeletons.Itsschedulingpolicy
makesuseofamechanismcaledcontext-awareimplementationselection.Forthis
towork,diﬀerentimplementationsfordiﬀerentdevicesmustbyavailable.SkePu
wilchoosethefastestimplementationatanytime.Itcanalsoautomaticalysplit
asinglekernelbetweenmultipleGPUs.
Thereareseveralissuestopointoutfromthepreviousworks.First,OpenCL
seemstobetheunoﬃcialstandardusedasafoundationlayerformostofthehigher-
levelsolutions.Second,thereseemstobeatendencytohidetheactualarchitecture
fromtheuser. Thisliberatestheuserfromhavingtowastetimeorchestrating
tediousset-upandclean-upoperations,anddata-transferoperations,aswelas
havingtoworryaboutthebestchoicetorunaparalelpieceofcode.Lastly,most
ofthesolutionsworkatthekernellevel. Whileoperatingatthekernellevelhasthe
advantageofalowingforﬁne-grainedscheduling,suchassplittingthecomputation
ofthekernelbetweendiﬀerentdevices,itleaveslittlemargintoovercomethedata
transferoverhead.Anotherinterestingpossibility,thatmaybecombinedwiththe
kernel-splitting,istoscheduleattheapplicationlevel,consideringtherelations
betweendiﬀerentkernels,suchasdatadependencies.Thiswouldopenthedoorto
otherpossibilities,likeusinghigh-levelparalelpatterns,thatonlySkePutouches
tangentialy.
Anotherinterestingpointisthatthepartitioningisdoneautomaticaly. Al-
thoughwithsomeframeworksorschedulers,userscanmanualyspecifytheirpre-
ferredpartition,itis,onceagain,atediousproblemwheretheuserneedsspeciﬁc
knowledgeaboutthearchitectureandtheprogrammingmodelsinordertoobtain
agoodperformance.
Automaticalychoosingapartitionschemerequiresapreviousanalysisofthe
code.Inthisregard,therearetwomainapproaches:staticanalysisandpartitioning,
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anddynamicproﬁlingandpartitioning. Thestaticanalysistechniquestypicaly
studythestaticqualitiesofthesoftware,anddecideapartitionbeforeexecution.
Theinformationdoesnothavetobenecessarilythestaticcodemetrics,butitmust
decideonthepartitioningbeforerunningthecode.
TheworkfromGreweandO’Boyle[55]isonesuchalgorithm.Here,theauthors
proposeastaticpartitioningmodelbasedoncharacteristicsextractedfromOpenCL
kernels(i.e. memoryaccesspatterns, McCabe’scomplexitynumber,numberof
numericaloperations).Thisstaticpartitioningmodelreliesonamachine-learning
approachtopredictthebestdeviceforanOpenCLkernel.Themodelcandecide
torunakernelineithertheCPUortheGPU,orsplitthekernelintwopartsto
runtheminparalel.
AmorethoroughsolutionisthatofAlbayraketal.[2],thattakestheproﬁling
informationforalkernelsandperformsagreedysearchtoﬁndthebestpossible
assignation.Unlikethepreviouslyexplainedwork,thisonedoesnotconsidersplit-
tingthekernel.
Thereareothersemi-staticapproaches,liketheoneproposedbyKoﬂeretal.
[74],thathaveastaticpartandadynamicpart.Thisparticularalgorithmbehaves
similarlytothepreviousone,inthesensethattheinformationisstaticalyanalysed,
butthenispartitioneddynamicaly. Otherpossibilityistogeneratead-hoccode
basedonthestaticpartition.
Othereﬀortsstaticalycombinepartitioningbasedonbothworkload[111]and
hardwarecapabilities[110],althoughpredictingtheinputsizebeforeruntimecan
leadtopoorresultsincertainscenarios,suchasparalelfunctionsinsidelibrary
code.
Inbothcases,theproposedmodelsarenoteasilyscalableandadaptablewhen
theheterogeneousarchitecturechanges,becausethepredictivemodelneedstobe
trainedagain,increasingthesystemoverhead. Oneexampleofdynamicoverhead
canbefoundintheQilincompiler[81],whichusesdynamiccompilationinorderto
adapttoinputmemorysize,andtransferringthecompilationoverheadtoruntime.
Inreturn,itcandecidewhetherornotaGPUhasenoughmemorytocompute.
Thetendencypresentedintheliteratureistoalowuserstoavoidtakinglow-level
implementationdecisionsbyautomaticalypartitioningthecode.Inthisline,there
aretwooptions:staticpartitioning,anddynamicpartitioning.Thestaticapproach
doesnothaveanimpactontheexecution,butisalsolessﬂexibletochangesinboth
theproblemdatasizeandtheunderlyinghardwarearchitecture.
2.6 Summary
Ingeneral,twomainproblemshavebeenidentiﬁed:adaptabilitytochangesinthe
architectureandperformanceimprovement.Regardingtheﬁrst,theuseoflow-level
solutionsinaltheresearchedareasoftenmeanthatchangesinthearchitecture
oftenaﬀectnegativelytheperformance.Also,byusinglow-leveltechniques,users
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stilrequireacertainamountofspeciﬁcknowledgeinordertomakefuluseof
theavailabletechnologies. Regardingthesecondproblem,performanceisseldom
targetedinaspeciﬁcmanner. Moreoftenthannot,thediﬀerenttechnologies(i.e.
codetransformation,taskpartitioning)donotspeciﬁcalytargetperformance,and
eitherworkbasedonpredictionsorleavetheoptimizationtotheuser.
ThisThesisseekstosolvethisproblemsby:
1.Usinganarchitecturedescriptionofsuﬃcientlywidecoverage,andsuﬃciently
detailed,thatitcanadapttochangesinthearchitectureandstilprovide
enoughinformationtoalowforcodeoptimization.
2.Usingahigh-levelcodeannotationsyntaxthatworksasanabstractionfrom
theunderlyinghardware.This
3.Developingasetoftaskpartitioningtechniquesthatspeciﬁcalytargetamet-
ric,inthiscase,codeperformance,byusingempiricmeasures. Thesetech-
niqueswilbeabletoadapttochangesinthearchitecturewithouttheneed
tomodifytheirimplementation.
Chapter3
Aproposalforanewarchitecture
descriptionlanguage
AsseeninFigure1.1,theunderlyingarchitecturewilplayanimportantroleas
aninputforthepartitioningtechniques. Adescriptionofthearchitecturewil
beusedtodeterminetheavailability,capabilities,andlimitationsofthediﬀerent
devicesintheheterogeneousparalelplatform. Additionaly,boththeannotation
andpartitioningtechniquesaredesignedaroundspeciﬁcexecutionandhardware
models.Thischapterexplainsthebasisoftheworkinfuturechapters.InSection
3.1wediscussthedesignedexecutionandmemoryhierarchymodels.Section3.2
showsthearchitecturemodelusedtodescribeheterogeneousparalelplatforms.To
recapitulate,thisarchitecturedescriptionisoneoftheinputsforthepartitioning
techniques,asseeninFigure1.1.
3.1 Programming model
TheﬁrstproposalinthisThesisistodeﬁneamodelthatwilbeusedtopartition
thesoftware.Thismodelmustcover,atleast,theexecutionofthediﬀerentparalel
tasksandthecommunicationbetweentheCPUandtheaccelerators. Therefore,
wediscusstheexecutionmodelandthememorymodel. Bothareheavilybased
onOpenCL,whichconsidersamasterdevice(theCPU)andoneormoreslave
accelerators,eachwiththeirownmemoryspace.
3.1.1 Execution model
Theassumedexecutionmodelishost-centric.Thus,thehostdeviceoﬄoadsuser-
deﬁnedkernelstotargetdevices,orexecutesthekernelsitself.Kernelsareoﬄoaded
tothetargetdeviceundercontrolofthehost.Evenindevice-targetedregions,the
hostmayorchestratetheexecutionhandlingmemoryanddatamovements,queuing
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thedevicecode,andwaitingforcompletion.Inmostcases,thehostcanenqueuea
sequenceofoperationstobeexecutedonthetargetdevice,oneaftertheother.
Bydefault,themodeldescribessynchronousoperations,whereahostthread
waitsuntilthetargetdeviceﬁnishestheexecutionofakernel.However,themodel
permitstheasynchronousexecutionofkernelsintargetdevices. Mostofthetarget
devicescanmanageexecutionsfromthehostthreadasynchronously.Suchtarget
deviceshaveoneormoreactivityqueues.Thehostthreadwilenqueueoperations
ontothedeviceactivityqueue,suchasdatatransfersandprocedureexecution.After
enqueuingtheoperation,thehostthreadcancontinuetheexecutionwhilethedevice
operatesindependentlyandasynchronously.Thehostthreadcanquerythedevice
activityqueueandwaitforitsoperationstobecompleted.Operationsonasingle
deviceactivityqueuewilbecompletedbeforestartingthenextoperationonthe
samequeue;operationsondiﬀerentactivityqueuesmaybeactivesimultaneously
andmaycompleteinanyorder.Eachtargetdevicehasitsownexecutionthreads
andresources.Akernelrunningononetargetdevicecannotbemigratedtoanother
targetdevice.
Themodelguaranteesthatinputandoutputkernelparametersaresyncronized
atthebeginningandattheendofthetargetdeviceexecution. Thereisnodata
synchronizationbetweenasynchronouskernelexecutions.
Ifatargetdevicedoesnotexist,thetargetdeviceisnotsupportedbytheimple-
mentation,orthetargetdevicecannotexecutethetargetconstructthenthetarget
regionisexecutedinthehostdevice.Thetargetdeviceexecutionmodeldepends
onitsfamilyanditshardwarearchitecture(e.g.GPU,FPGA).
Figure3.1showstheexecutionmodelworkﬂowforrunningacomputational
kernelinanaccelerator.
Theprogrammerhaslimitedcontroloverthedecisiontakenbytheframework
intermsofthekernelexecution.Theprogrammercanselectthetypeofthetarget
devicefamilyforkernelregionsbutnotthespeciﬁcdeviceofthatfamily. For
example,theprogrammercoulddecidetouseakernelonlyinaGPUdevice,but
inaheterogeneousparalelplatformwithmorethanone,theschedulerwildecide
thebestonewherethekernelwilbeexecuted. Thereasonforthisistiedtothe
annotationmechanismsdescribedinChapter4,whicharedesignedtobeahigh-level
assetforprogrammers.
3.1.2 Memory model
Theproposedmemorymodelconsidersseparatememoryspacesforthehostand
thetargetdevices.Itisnecessarytousedatatransfermechanismbetweenthehost
andatargetdevice.Inthedeﬁnedprogrammingmodel,datamovementbetween
memoryspaces(hostandatargetdevice)wilbemanagedbyasource-to-source
transformationprocess,basedonthekernelparameterattributesdeﬁnedbythe
programmerandtheframeworktobeusedintheﬁnalsourcecode. Figure3.2
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Figure3.1:Proposedexecutionmodel.
showsthememorymodelscheme.
Figure3.2:Proposedmemorymodel.
Havingseparatememoryspacesforthehostandthedeviceshassomeimplica-
tionsforusers,includingbutnotlimitedto:
•Memorybandwidth betweenhostmemoryandtargetmemorydetermines
thelevelofcomputationintensityrequiredtoeﬀectivelyaccelerateagiven
kernel.
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•Thelimiteddevice memorysizemayprohibitoﬄoadingofkernelsthat
operateonverylargeamountsofdata.
•Hostaddressesstoredinpointersonthehostmayonlybevalidonthehost;
addressesstoredinpointersonthedevicemayonlybevalidonthedevice.
Dereferencinghostpointersonthedeviceordereferencingdevicepointerson
thehostislikelytobeinvalidonsuchtargets.
Targetdevicedatahaveanexplicitlifetime,fromwhenitisalocateduntilit
isreleased. Thememorymodeldeﬁnesdiﬀerentlifetimeofthekernelvariables
dependingonthescopeofthekernel:
•Parameter:Itisahostvariableusedinthekernelcode.Ifthisvariableis
akernelinput,itmustbestoredinthetargetdevicememorybeforekernel
execution.Ifthisvariableisakerneloutput,itmustbesendtohostafter
kernelexecution.
•Local:Variablesdeﬁnedinsidethekernelregionandnotusedoutsizeofit.
Inthiscase,thelocalvariablesarecreated,managed,anddestroyedbythe
targetdevice.
3.2 A newarchitecturedescriptionlanguage
TheobjectiveofthisThesisistorunparalelcodeinheterogeneousparalelplatforms
ofdiversecharacteristicsandcapabilities. Theadvantageofsuchplatformswith
diﬀerentprocessorsisthattheyareadaptableandprovidethepossibilitytooptimize
diﬀerentapplications. Therefore,itdoesnotmakesensetolimitthisstudytoa
single,ﬁxedplatform.Inordertoworkwithdynamicplatforms,itisnecessary
tolearntheircompositionon-the-ﬂy. Tothisend,wehavedevelopedahardware
descriptionlanguage,whichisbasedontheexecutionmodelexplainedbefore.For
thesakeoffeasibility,thescopeofthemodelwilbethefolowingprocessors:CPU,
GPU,FPGAandDSP.
3.2.1 Hardwareparalelplatform
TheHeterogeneousParalelPlatformDescriptionLanguage(HPP-DL)isaspec-
iﬁcationofahuman-readablelanguagethatprovidesaltherelevantdetailsofa
heterogeneousparalelplatform. Heterogeneousplatformscanbemadeofmulti-
core,GPU,FPGA,DSP,orcombinationsofaltheprevious.HPP-DLgathersthe
architecturalinformationusedbyheterogeneouscomputingsystemsanddeﬁnesar-
chitecturepatterns.HPP-DLisdesignedtobehumanreadable,sothatautomated
andnon-automateddescriptionsofplatformscanbemade.
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JSON(JavaScriptObjectNotation)[36]formatwilbeusedtorepresentthe
HPP-DLinformation. ThemainmotivationstoadoptJSONas,representation
languageofHPP-DLare:1)J,SONisalightweightdata-interchangeformat;2)itis
easyforhumanstoreadandwrite;3)itiseasyformachinestoparseandgenerate;
and4)itisbasedonasubsetoftheJavaScriptProgrammingLanguage,Standard
ECMA-2623rdedition-June2011[50]
HPP-DLalowstoexpressthecharacteristicsofahardwaresystemviaahierar-
chicalrepresentation.Itspurposeistoensurethatplatform-speciﬁcinformationis
madeavailabletoexpertprogrammersandtoolssuchasauto-tuners,compilers,and
run-timesystems.TheHPP-DLformatisindependentoftheprogrammingmodel
employed.Thismeansthatitcanbeusedasavirtualplatformforoﬄinehardware
simulators.
HPP-DLisbasedonotherpreviousworks,suchastheHardwareLister(lshw)
[46]andHardwareLocality(hwloc)[116]tools. Oneoftheweaknessesoflshwis
that,althoughdetailed,itonlyworksonCPUs.Ontheotherhand,hwlocdescribes
thewholearchitecturefromahierarchicalpointofview,butisnotverydetailed
aboutthecharacteristicsofeachcomponent.HPP-DLisadetailedlanguagewhich
canbeusedtodescribeawidearrayofcomponents.
TheabstractentitydescribedbytheHPP-DLisknownastheHawdwareParalel
Platform(HPP).Itcontainsaltheelementsneededtodescribeaheterogeneous
platform:
•Thehardwareelementsthatmakeuptheplatform,components.Examplesof
componentsarethedevicesandthememorymodules.
•Theconnectionsbetweenthem,links. ThePCIebusesareoneexampleof
links,asaretheconnectionsbetweencachelevels.
•Thedatasharedbytheseelements,resources,suchasI/OportsinanFPGA.
Theseelementsarenestedinahierarchicalstructure,whereeachlevelispartof
thepreviousone.AnexamplecanbeseeninFigure3.3.Intheﬁgure,wepresenta
platformwithaCPUandtwoGPUsplusthemainmemory.TheCPUhasacore,
withalocalcache.ThereisalsoaPCIlinkthatisusedtoconnecttotheGPUs,
plussomeadditionalinformation,suchasavailableI/OportsinanFPGA,which
arerepresentedasmemoryaddresses.
Thethreeelements,components,links,andresources,aredescribedinthefol-
lowingsubsections.AformaldeﬁnitionofthelanguagecanbefoundinAppendix
A.Here,therulestogeneratealtheelementsdescribedfurtherareshown,along
withseveralexamples.Afuldescriptionofthereferenceplatformusedinthetests
isalsoincluded,andListing3.1showsasimpliﬁeddescriptionofanheterogeneous
paralelplatform.
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Listing3.1:SmalexampleofHPPﬁle
1 {
2 /* Metainformation of HPP-DL */
3 "class":"hpp",
4 "description":"Human readable description",
5 "version":"1.0",
6 "date":"2014-01-13 10:00",
7 "components":[
8 /* Definition of harware platform */
9 {
10 "class":"platform",
11 "id":"platform:0",
12 "description":"REPARA Reference System.X9DRG-QF(To be filled byO.E.M.)",
13 ...
14 },
15 /* Definition of processor 0*/
16 {
17 "class":"processor",
18 "id":"platform:0.processor:0",
19 "description":"Intel (R) Xeon(R)CPUE5-2620 0@ 2.00GHz",
20 ...
21 },
22 ...
23 /* Definition of GPGPU */
24 {
25 /* Common attributes */
26 "class":"gpgpu",
27 "id":"platform:0.gpgpu:0",
28 "description":"geforce gtx titan",
29 ...
30 },
31 ...
32 ],
33 /* Definition of links */
34 "links":[
35 /* Definition of gpu ->pci link */
36 {
37 "class":"link",
38 "id":"link:0",
39 "description":"Link between gpgpu 0and pcie 0",
40 "src_component":"platform:0.gpgpu:0",
41 "dst_component":"platform:0.pcie:0",
42 "throughput":[
43 {"size":1,"value":"1KB/s"},
44 {"size":2,"value":"2KB/s"},
45 /* rest of measures */
46 ],
47 "latency":"0.8 ms"
48 },...
49 ],
50 /* Definition of memory resources */
51 "resources":[
52 {
53 "class":"resource",
54 "id":"resource:0",
55 "description":"",
56 "component_ref":"platform:0.memory:0",
57 "io_memory_address":["0x200000000-0x24000000"],
58 "io_ports":["0xdc00-0xdf00","0xfe00-0xff00"],
59 "irq":"91"
60 },
61 ...
62 ]
63 }
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Figure3.3:ExampleofHPPhierarchy.
Components
AcomponentisoneofthehardwareelementsthatmakeupthewholeHPP.Compo-
nentsareconnectedtoothercomponentsinvariousways,formingtheheterogeneous
platform.Diﬀerentcomponentshavediﬀerentattributes,dependingontheirnature.
Forthesakeoffeasibility,thefolowingcomponentsareconsidered:
Aplatformrepresentsthemotherboardwhereapplicationprogramsareexe-
cuted.Itiscomposedbyhardwarecomponents,formingaheterogeneoushardware
platform.ItholdsmanyoftheHPP-DLcomponents:mainmemory,memorybanks,
processors,etc.ComponentsareconnectedwiththeplatformthroughPCIecompo-
nent(i.e.GPU).InthecurrentversionofHPP-DLspeciﬁcation,onlyoneplatform
perHPP-DLdescriptionisalowed.
Thememory isanabstractionthatrepresentstheavailablememoryinthe
platformoracomponent.Itisformedbymemorybanks.
InHPP-DLitispossibletodeﬁnetwodiﬀerentCPUmemorymodels:
•SymmetricMultiProcessing(SMP)
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•Non-UniformMemoryAccess(NUMA)
Symmetricmultiprocessing(SMP) isamultiprocessingarchitectureinwhich
multipleidenticalCPUs(multicore),residinginonecabinet,connectedtoasingle
sharedmainmemory.InHPP-DL,aSMParchitectureisrepresentedconnecting
al memorybankstoalprocessorsusingN linkobjectswherethroughputand
latencyattributescontainthesamevalues.
Non-Uniform MemoryAccess(NUMA) isacomputermemorydesignused
inmultiprocessing,wherethememoryaccesstimedependsonthememorylocation
relativetoaprocessor.UnderNUMA,aprocessorcanaccessitsownlocalmemory
fasterthannon-localmemory(memorylocaltoanotherprocessorormemoryshared
betweenprocessors).InHPP-DL,aNUMAarchitectureisrepresentedconnecting
al memorybankstoalprocessorsusingN linkobjectswherethroughputand
latencyattributescontainthediﬀerentvalues.Thus,thelatencywilbelowerand
thethroughputwilbehigherwhentheprocessorandthememorybankarecloser.
Figures3.4and3.5showexamplesofSMPandNUMAarchitectures,respec-
tively.
Figure3.4:SchemeofSMParchitectureonHPP-DL.
Thememorybanks representaphysicalmemorybankinsertedintoaslot.
InHPP-DL,memorybankincludesthehardwarecharacteristics.Amemorybank
belongstoamemoryofacomponent.
Theprocessorcomponent.TheplatformcancontainmultipleCPUswithmulti-
plecores.TheseCPUshavediﬀerentarchitecturesdependingonthedesignmemory
access.
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Core.Integratedsingleprocessoronamoregeneralprocessor,whereother
coresareattached. Coreisconnectedwithcachecomponents(i.e.instructionor
datacaches)usinglinkobject.InHPP-DL,acoreisaprocessingunitincluded
onacomputingdevicesuchasCPU,orDSP.Usualy,theseelementsaregrouped
intoprocessorcomponents,sharingresourcesascachesormemory.Threefamiliesof
coresareconsideredinHPP-DLspeciﬁcation:CPU,DSPandFPGA.Thehardware
architectureofthecoredeterminesitsfamily.
Cache.InHPP-DL,thecachecomponentdescribesthehardwarecharacteristics
ofthecachememorybanks.Typicaly,acacheisconnectedwithcores,cachesor
otherprocessorcomponentbyusinglinkobjects.
InHPP-DL,aGPUisadevicethatincreasestheperformanceofthesoftware
applications. MultipleheterogeneousarchitecturesareusedasGPUs.Tounifyal
possibleGPUsdevices,wehaveusedtheOpenCL2.0speciﬁcation[98]asstandard
representation. OpenCL2.0deﬁnesanenhancedexecutionmodelandasubsetof
theC11andC++11memorymodel,synchronizationandatomicoperations.This
classonlyconsidersOpenCLdevicesthathavetheCLDEVICETYPEattributewith
avalueequalto
CLDEVICETYPEGPU.HPP-DLcontemplatestwodiﬀerentcases:GPUboardsand
integratedGPUs.GPUboardsaredevicesconnectedtoaprocessorthroughaPCIe
interface.IntegratedGPUsarepartofaprocessorcomponent,andcanbelinkedto
themthroughtheiruniqueid.Examplesofthelattercanbeseenintheexamples
sectionofthePCIcomponentAnnexA.1.11.
ThePCIecomponentisusedtointerconnectcomponentslocatedonaplatform
oronboardsattachedtothisplatform(e.g.GPUboard,FPGAboard,etc.).Inthe
Figure3.5:SchemeofNUMAarchitectureonHPP-DL.
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currentversionoftheHPP-DLspeciﬁcation,PCIeistheonlyinterfacedescribed.
PCIExpressisahighperformancestandardtypeofconnection,forinternalplat-
formcomponents.ItdeﬁnedasageneralpurposeserialI/Ointerconnectionfora
widevarietyoffuturecomputingandcommunicationboards/platforms.InHPP-
DLspeciﬁcation,PCIecomponentreferstotheactualexpansionslotonthebase
platformthatacceptsPCIeexpansioncardssuchasGPUorFPGAboards.PCIe
componentdeﬁnesthecharacteristicsofthisphysicalslotforcomponentintercon-
nection.AlwaysItbelongstotheplatformcomponent,includingplatformasparent
componentofPCIeIDcomponent(i.e.platform:0.pcie:0).Therestofthecom-
ponentscouldconnectedwithPCIecomponentbyusinglinkobjectsthatinclude
thetransfercharacteristicsoftheconnection.
FPGAboard.FPGAdevicesappearindiﬀerentformsandarchitectures,from
pureacceleratorcardswithon-boardmemory(similarindesigntoGPUs)toSystem-
on-Chip(SoC)approacheswherethereconﬁgurablefabricistightlyconnectedwith
oneormoregeneralpurposeCPUscapableofrunningafulyfeaturedmodernoper-
atingsystem,suchasLinux.InHPP-DLFPGAdevicesaremodeledbyinstances
oftheFPGAclass,whichinheritsfromtheComponentclass:AninstanceoftheFPGA
classshalrepresentthedeviceasawhole,e.g.aPCIboardfromaspeciﬁcvendor,
suchastheVC709fromXilinx. TheFPGACoreclasscanmodeltheactualFGPA
chipusedontheboard.Aswiththeotherdevicesdescribedinprevioussections,ad-
ditionalcomponentssuchasmemoryelements(caches,RAM,...)andconnectivity
information(e.g. PCIslotspeciﬁcation)maybespeciﬁedtodescribethecompo-
nentsofthedeviceatachosenlevelofdetail.FPGAchipsarearchitecturalyand
structuralysodiﬀerentfromeachotherthatitmakeslittlesensetomodelthem
onaﬁnerlevelinHPP-DL.Furthermoretheexactchipmodel(inmostcaseseven
onlytheboardidentiﬁer)isusualysuﬃcientforsynthesisandbitstreamgeneration
withthevendor’stoolchain.
DSPboard. ThiscomponentisbasedonPCIeDSPboardsDSPC-8681and
DSPC-8682[1]. ADSPboardisacomputationdevicethatissubordinatedto
aHPP-DLplatformcomposedbyseveralprocessorswithseveralDSPcores.It
integratesoneorseveralDSPprocessors(seeSectionA.1.4)wherethereareseveral
DSPcoresinside,commonmemory,andmemorybanks.Itisconnectedwiththe
platformbyusingacommunicationinterface(PCIe)byusingalinkentity.Itcan
includeaFPGAcoreforPCIecommunication,butitisirrelevanttocomputing.
TheseprocessorsdonotincludeGPUcomponents.
Links
ThisHPP-DLentityrepresentstherelationshipsbetweentwodiﬀerentcomponents
includedonHPP-DLspeciﬁcationwithoutamembershiprelation.Therelationship
isone-waydirection;wheretherearetwodiﬀerentpointsdeﬁningthelink:source
anddestination. Abidirectionalcommunicationisdeﬁnedwithtwolinkobjects,
wherethesourceandthedestinationareexchanged. Thelinkincludestheinfor-
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Figure3.6:Linkschemeofinterconnectionsbetweencoresandcachesinsideapro-
cessor.
mationaboutthecharacteristicsofthedatatransmission:throughputandlatency.
Figure3.6showsanexampleofthelinksbetweencoresancachememoriesinsidea
processor.
Throughputistheeﬀectivebandwidthobtainedtransmittingonthelinkaspe-
ciﬁcdatasize;meanwhilelatencyistheamountoftimethatdatatakestotraverse
aconnection.Thesevaluesshowtherealrestrictionsofthelinkconnectiontosend
databetweentocomponents.Insomecases,throughputandlatencycouldhavethe
defaultvaluestorepresentjustarelationship,notaconnection(e.g.acoreandan
associatecache).
ItisforthepreviousreasonsthatboardsconnectedthroughPCIeandother
componentsarerelatedtoaplatformthroughalink,ratherthanbelonging.Sincea
board’seﬀectivebandwidthandthroughputdependonboththeboardandthePCIe
link,itisbettertoestablishtheminaseparateentityaltogether.Additionaly,this
alowscoveringthepossibilityofatwo-waychannelwithdiﬀerentvaluesforeach
direction.
Resources
HPP-DLresourcecontainsOS-speciﬁcinformationaboutresourcesusedby/alo-
catedtoacomponent,suchasI/Oports,IRQsoraddressranges.Itisusedmainly
todevelopcodewithFPGAboards,wherelow-levelmemoryoperationsareneeded.
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3.3 Summary
Inthischapterwehaveproposedanarchitecturedescriptionlanguage,aswelasa
programmingmodelthatdeﬁnesthebehaviourofthediﬀerentdevicesinahetero-
geneousparalelplatform.Thesetwocontributionswilbethebasisfortherestof
theproposalsintheThesis.Inparticular,theprogrammingmodelaﬀectsthedeﬁ-
nitionofthesoftwareannotationandthetaskpartitioningtechniques.Themodel
isbasedonOpenCL,anddeﬁnesamaster-slaverelationshipbetweentheCPUand
theaccelerators,whereeachonehasitsownmemoryspace.Ontheotherhand,the
architecturedeﬁnitionisanecessaryinputforthetaskpartitioningtechniques.In
thefolowingchapter,wewilshowtheproposalfortheotherbuildingblock:the
annotationsandtheautomaticannotationtechniques.
Chapter4
Kernelidentiﬁcationandcode
annotation
Asseeninthepreviouschapter,thechosenmodelisbasedonOpenCL.Thegeneral
ideaisthatahostwilorchestratetheexecutionofparalelpiecesofcode,orkernels,
amongstaltheavailableprocessors,includingthehost. Eachdevicehasitsown
separatememoryspace,andpartofthepartitioningprocesswilincludehandling
datemovement.
Thenecessaryinformationwilinclude,butnotbelimitedto,identifyingkernels,
identifyinginputandoutputvariables,andassociatingkernelstoaspeciﬁcparalel
pattern(e.g.,map,farm,pipeline).
Thisinformationmustbeintroducedinsidethecode,eithermanualyorvia
andautomaticprocess. Theinformationmustbeahigh-levelabstraction,simple
touse,anditmustensurethecodemaintainability,incaseusersdecidetodothe
partitioningprocessmanualy.
Inthischapter,weproposeasoftwareannotationsyntaxbasedontherestrictions
derivedfromtheprogrammingmodel,aswelasasetoftoolthatautomaticaly
detectandannotatekernels.
InSection4.1wedescribetheannotationformatspeciﬁcation.Section4.2shows
theautomatickernelidentiﬁcationandannotationtechniques.
4.1 Softwarecodeannotationspeciﬁcation
Inthissectionwedescribetheproposedspeciﬁcationforthecodeannotations.They
aredesignedtoalowuserstospecifythebehaviourofthecodefromahigh-level
perspective.
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Listing4.1:Exampleofakernelannotation.
1/* Sample ofakernel that includes the basic attributes *
2 *defined on the specification: *
3 *-target where the code could be executed, *
4 *-input variables *
5 *-and output variables *
6 *The variables defined on the kernel are privated. */
7[[rpr::kernel,
8 rpr::target(CPU,GPU),
9 rpr::in(A,B,n,data),
10 rpr::out(C) ]]
11 for(inti=0;i<n;++i)
12 C[i]=A[i]*B[i]+data;
4.1.1 Annotationformat
ThesyntaxforthesourcecodeannotationsisbasedontheC++11attributesdeﬁned
intheC++11standard[70].Theparticularsyntaxusedforthestatementsisthe
folowing:
[rpr-atribute-list]
kernel-region
whereakernelregionisastatementoracompoundstatement.
InordertodistinguishourattributesfromtherestoftheC++attributes,the
ﬁrstwilstartwiththenamespacerpr,folowedbythenameoftheattribute.Fur-
thermore,altheannotationsmayhaveoneormoreattributes,separatedbycom-
mas.Listing4.1isanexampleofanannotatedkernel.
Attributeswilbesplitinfourcategories,dependingontheirtargetarea,like
data-relatedattributesorhigh-leveldesignattributes. Table4.1summarizesthe
proposedC++attributes.
•Coreattributes.Theseattributesareusedtomarkkernelsaswelastheir
desiredbehaviour.Theycanbeusedtoindicatecompatibletargetprocessors,
aswelaswhetherthekernelwilberunasynchronouslyornot.
•Data-relatedattributes.Theseattributesareusedtoprovideinformation
onthetransferenceofthevariablesusedinsideakernelfromthehosttothe
deviceandviceversa. Theyareusefulfordetectingdependencies,aswelas
tooptimizetransfersbetweenthehostandthedevices.
•High-levelparalelpatterns.Theseattributesalowtoindicateifakernel,
orasetofkernelsmatchaparticularparalelpattern. Theyareusefulto
optimizecode,basedontheﬁnalgeneratedcode.
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•Auxiliaryattributes. Theseattributesarenotmeanttobeusedwitha
releaseversionoftheparalelcode,butrathertoprovideinformationduring
testing.
Table4.1:ProposedC++attributes.
Type Name Description
Core
rpr::kernel Determinesparalelregionina
sourcecode.
rpr::target Determinesthetargetdevicefam-
ilyforakernel.
rpr::async Deﬁnesifakernelisexecuted
asynchronously.
rpr::sync Alows synchronizing asyn-
chronouskernels.
Data-related
rpr::in Deﬁneskernelinputparameters.
rpr::out Deﬁneskerneloutputparameters.
rpr::keep Keepsdataintheinternalmem-
oryofadevice,avoidingtransfers
betweenhost-devices.
rpr::size Determinestheproblemsizeofa
kernel.
rpr::pattern Deﬁnestheaccesspatternofan
array/vector.
rpr::reduce Determineskernelvariablesthat
aredeﬁnedbyareduceoperation.
rpr::stream Determineswhichvariableswil
bepartofadatastreamina
pipelinecomputation.
High-level
paralelpatterns
rpr::pipeline Deﬁnespipelineparalelskeleton
insourcecode.Itisfolowedby
thestreamattribute.
rpr::farm Speciﬁesthefarmskeletonasex-
ecutionmodelinakernel.
rpr::map Determinesthemapskeletonas
executionmodelinakernel.
Utility rpr::log Enables proﬁling information
fromadeﬁnedkernel.
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4.1.2 Coreattributes
Theseattributesareusedtomarkkernelsaswelasgeneralinformationpertaining
thebehaviourofthekernel.Thisinformationincludespreferreddeviceswherethe
kernelcanberun,aswelaswhetherornotthemasterdevicecanrunthekernelin
anasynchronousmanner.
rpr:kernel
Thekernelattributeisappliedbytheprogrammerbeforeasingleorcompund
statementtomarkthemasakernelregion.
Whenthepartitioningalgorithmﬁndsacodeblockmarkedasa kernel,it
analysesthekerneltoﬁndanycharacteristicrelevanttothepartitioningprocess,
andthendecidesatargetdeviceforthekernel.Thisisthemostbasicattributein
thekerneldeﬁnitionlanguage.Therestoftheattributescannotbeappliedunless
theyarerelatedtoakernelattribute.
Thesyntaxofrpr:kernelattributeisasfolows:
[rpr:kernel,rpr-atribute-list]
kernelregion
Itcanbeusedwith:1)singleormultiplestatementsinvolvedinacompound
statement,2)loops,and3)function/memberfunctioncals.
I/Ooperationscanbeconsideredaskernelswhenstreamsareused(Seerpr:pipeline
below).Inthiscase,akernelwilbedeﬁnedasastageofthepipeline.
Therpr:kernel:
•canonlybeincludedonceperkernelattributedeﬁnition.
•cannotbeusedtonestkernels.Iftwoormorediﬀerentkernelsarenested,
onlytheoutermostwilbetakenintoaccount.
Listing4.2isanexamplewhereakernelisdeﬁned.
rpr:target
Attributethatalowstheprogrammertoindicatethetypeofdevicetorunakernel.
Barringsomerestrictions,suchastheuseofdynamicmemory,akernelcanrun
inanyprocessor. However,ashasbeenexplained,somedevicesarebettersuited
torunsoftwarewithcertaincharacteristics. Thisrpr:targetattributealowsto
limitthepossibleprocessorsiftheuserorastaticanalysiswanttoindicateso.The
rpr:targetattributeismandatory.
Thesyntaxofrpr:targetattributeisasfolows:
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Listing4.2:kernelattributeexample.
1/* Different examples on the use of the kernel clause */
2
3/* for loop asakernel */
4[[rpr::kernel,
5 ... /* rest of attributes */]]
6 for(i=0;i<N;++i){
7 ...
8}
9
10/* compound statement asakernel */
11[[rpr::kernel,
12 ... /* rest of attributes */]]{
13 ...
14 A=...
15 ...=B
16}
17
18/* expression asakernel */
19[[rpr::kernel,
20 ... /* rest of attributes */]]
21 ret= perform_rotation(...);
[rpr:kernel,rpr:target(target-device,rpr-target-device-list),rpr-atribute-
list]
kernelregion
rpr:targetmandatoryattributeisappliedwithakernel.
Thelistofdesiredtargetdeviceswilbeindicatedbetweenparenthesesasa
commaseparatedtheattributeparameters.Thislistcannotbeleftempty.
Thetarget-deviceparametermustbeoneofthefolowing:
•CPUifthekernelmayberuninaCPU.
•GPGPUifthekernelmayberuninaGPGPU.
•FPGAifthekernelmayberuninaFPGA.
•DSPifthekernelmayberuninaDSP.
•ANYifthekernelmayberuninanykindofdevice.Itisincompatiblewiththe
restofthetarget-devicevalues.
Therpr:targetattribute:
•ismandatoryforkernelregiondeﬁnition.
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Listing4.3:targetattributeexample.
1/* The kernel will be executed on GPGPU components *
2 *of the system.The particular device will be *
3 *chosen by the scheduler. */
4[[rpr::kernel,rpr::target(GPGPU),
5 ... /* rest of attributes */]]
6 for(autoi=0;i<N;++i){
7 ...
8}
9
10/* The kernel could be executed on CPU or FPGA device */
11[[rpr::kernel,rpr::target(CPU,FPGA),
12 ... /* rest of attributes */]]
13 for(autoj=0;j<N;++j){
14 ...
15}
16
17/* The kernel could be executed on any device */
18[[rpr::kernel,rpr::target(ANY),
19 ... /* rest of attributes */]]
20 for(autoi=0;i<M;++i){
21 ...
22}
•canbeusedtoindicateatargetdevicewhichisnotrealypartofthehardware
platform[104].
Listing4.3isanexampleofthreediﬀerentusesforthetarget,onewithonly
onetarget,anotherwithdiﬀerenttargetsforakernel,andﬁnalyonethatcouldbe
executedonanykindofcomputingelementofthehardwareplatform.
rpr:async
Deﬁnesattributesthatalowasynchronouskernelexecution.Asynchronouskernels
areexecutedinparalelwiththehostprogramexecution. Whenrunningasyn-
chronouskernel,theschedulerassumesthatthehostprogramwilperformsetup
operations,executethekernel,thenwaitforitscompletion. Therpr::asyncat-
tributeindicatesthatthemasterprogramwilskipthelaststep.Severalconsecu-
tivekernelsmaybedeﬁnedasasynchronous,beingexecutedindependentlybetween
them.Inalcases,themasterprogramwil waitfortheﬁrstsynchronizationpoint
beforeperforminganycleanupoperationsordatatransfersaftertheasynchronous
kernelshaveﬁnished.
Thesyntaxofrpr:asyncattributeisasfolows:
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Listing4.4:asyncattributeexamplewhereaﬁnalkernelwaitstheasynckernels
1/* Asynchronous kernel */
2[[rpr::kernel,rpr::async,...]]
3 for(i=0;i<N;++i){
4 ...
5}
6/* sequential code */
7 ...
8
9[[rpr::kernel,rpr::async,...]]
10 for(i=0;i<M;++i){
11 ...
12}
13/* sequential code */
14 ...
15
16/* Kernel that syncs the previous kernels *
17 *before the execution of this one. *
18 *This means:"wait for all async kernels"*/
19[[rpr::kernel,...]]
20 ret= perform_rotation(...);
[rpr:kernel,rpr:async,rpr-atribute-list]
{kernelregion}
Asynchronizationpointcanbe:
•beforetheexecutionofasynchronouskernel.
•beforetheexecutionofstatementmarkedwithrpr:sync)
•attheendofacompoundstatementwhereasynchronouskernelsweredeﬁned.
Theasynchronouskernelsdonothaveanyconsistencememorymechanism.It
istheresponsibilityofdevelopersnottomodifyshareddatabetweentheseasyn-
chronouskernels.
Therpr:asyncattribute:
•canonlybeincludedonceperkernelattributedeﬁnition.
•canonlyappearinthedeﬁnitionofakernel.
Listing4.4isanexamplewheretherearesomeasynckernelsexecutedinparalel.
Inthiscase,aﬁnalsynchronouskernelwaitstheresultsofthepreviousasynckernels.
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Listing4.5:Exampleofsynchronizationofasynchronouskernelsdeﬁnedinafunc-
tion.
1/* Other sample of async kernels inacode *
2 *region. */
3 void foo(....){
4 /* Asynchronous kernel1 declaration */
5 [[rpr::kernel,rpr::async,...]]
6 for(j=0;j<M;++j){
7 ...
8 }
9 /* sequential code */
10 ...
11 /* Asynchronous kernel2 declaration */
12 [[rpr::kernel,rpr::async,...]]
13 for(i=0;i<N;++i){
14 ...
15 }
16}/* Synchonization point */
Listing4.6:Exampleofsynchronizationofasynchronouskernelsdeﬁnedinanested
loop.
1/* Asynchronous kernels declared insidea *
2 * structure code block(e.g.body loop) */
3 for(i=0;i<N;++i){
4 /* Asynchronous kernel declaration */
5 [[rpr::kernel,rpr::async,...]]
6 for(j=i;j<M;++j){
7 ...
8 }
9 /* sequential code */
10 ...
11}
12/* There isan implicit sync operation,where it*
13 *waits that all async kernels finalize. */
Listings4.5and4.6showexampleswheretherearesomeasynchronouskernels
areexecutedinastatement.Inthiscase,thesynchronousoperationsaredoneafter
thestatementendsitsexecution.
rpr:sync
Thisattributealowswaitingforpreviousasynchronouskernelexecutions,continu-
ingtheexecutionwhenalasynchronouskernelshaveﬁnished.Itisnotassociated
withanykerneldeﬁnition.
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Listing4.7:syncattributeexample.
1/* Asynchronous kernel1*/
2[[rpr::kernel,rpr::async,...]]
3 for(i=0;i<N;++i){
4 ...
5}
6/* sequential code */
7 ...
8
9/* Asynchronous kernel2*/
10[[rpr::kernel,rpr::async,...]]
11 for(i=0;i<M;++i){
12 ...
13}
14 ...
15/* sync attribute works asabarrier */
16[[rpr::sync]]f();
Thesyntaxoftherpr:syncattributeisasfolows:
[rpr:sync]statement;
Therpr:syncisignorediftherearenopreviousasynchronouskernels.
Listing4.7isanexamplewheretherearesomeasynchronouskernelsareexecuted
inparalel,andonesyncoperationisdoneattheend.
4.1.3 Data-relatedattributes
Theseattributespertaintothebehaviourofthedatainthememoryofthehost
ortheaccelerators. Withtheseattributes,userscanindicatewhetheravariableis
partoftheinputortheoutputofakernel,orwhetherornottoreleasethealocated
memoryafterakernelisﬁnished.Theycanalsobeusedtogiveusefulinformation
tooptimizethetaskpartitioningprocess,suchasmaximumexpectedsizeorifa
variableisaccessedaccordingtoaspeciﬁcmemoryaccesspattern.
rpr:in
Therpr:inattributeidentiﬁeswhichvariablesconstitutetheinputparametersfor
thekernelexecution.
Theselectedinvariablesmustbestoredintargetdevicememoryspacebefore
kernelexecution.Ifanyofthesevariablesarenotintargetdevicememoryspace,
theymustbetransferredfromhosttotargetdevice.Thehostisinchargeofstoring
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theinputparametersbeforethekernelexecution. Thetransferencetothetarget
devicecouldbedoneusingseveralways,normalybycopyingthevariabledatato
anothervariablestoredonthetargetdevicememoryspacebutalsobymakingthe
variableaccessibletothetargetdevicefromthehostmemoryspace.
Itispossibletousetherpr:inattributeoveradelimitedrangeofanarray
variable.TheIntelarraynotationisusedtodeﬁnetherange.Thisnotationalows
todeﬁne,foreachdimension,thelowerboundandthelengthoftherange. The
stridecanbedeﬁnedtoo,toalowrangeswithasimplestridepattern.Thus,only
thedataonthisarrayrangewilbeaccessiblefromthetargetdeviceandwilbe
markedasconstant.
Thevariablesmarkedasinthatarenotdeﬁnedasoutparameterinakernel,
areconsideredasnon-modiﬁedduringkernelexecution.Thismeansthat,afterthe
kernelhasbeenexecuted,thevalueofthehostinputvariableisthesameasbefore
theexecution.Thewholevalueofthevariableisconsiderednon-modiﬁed,nomatter
howmanypointersorreferencesexistinthemiddle. Otherwise,ifinismodiﬁed
insideakernel,itraisesanundeﬁnedbehaviour.
Thesyntaxoftherpr:inattributeisasfolows:
[rpr:kernel,rpr:in(variable[array-notation],var-in-list),rpr-atribute-
list]
kernelregion
rpr:inattributeisappliedtoakernel(SeeSection4.1.2)anditismandatoryif
thereisatleastoneinput.Theargumentsoftheattributearethelistofvariables,
separatedbycommas,thatactasinputparametersofthekernel.
Iftheinputvariableisanarray,thentheIntelarraynotation[66]mustbe
usedtodeﬁnetherangeofthearraythatconstitutestheinputargument. This
notationalowstodeﬁne,foreachdimension,thelowerboundandthelengthofthe
range.Thestridecanbedeﬁnedtoo,toalowrangeswithasimplestridepattern.It
wilbedeﬁnedbyspecifyingpereachdimensionofthearray.Itispossibletoextend
thisnotationtostandardtemplatecontainers(e.g.std::vector)todeﬁnethe
sizeoftheinputparameter.
Regardingtheuseoftherpr:inattribute:
•canonlybeincludedonceperkernelattributedeﬁnition.
•canonlyappearinthedeﬁnitionofakernel.Ifitisnotincludedinkernel
deﬁnition,thekernelhasnoinputparameters.
•avariabledeﬁnedasaninparametermayalsobedeﬁnedasanbealsoout
parameter.
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Listing4.8:inattributeexample.
1/*Aisainput kernel value */
2 intA[1000];
3/*Bisainput kernel value,but*
4 *only from indices 200 to 300 */
5 intB[1000];
6/*Cisa multiarray input kernel */
7 intC[100][100];
8
9[[rpr::kernel,\
10 rpr::in(A[1000],B[200:100],C[100][100]),
11 ... /* rest of attributes */]]
12 for(i=0;i<1000; ++i){
13 ...
14 j=A[i];
15 k=B[200+(i%100)];
16 k+=C[i][i]
17 ...
18}
•canbeusedincombinationofrpr:keepattributewhereainvariablemaybe
keptinmemorydeviceafterkernelexecution.
Listing4.8isanexampleofanarrayof1000integers(A)usedinitsentiretyas
aninputparameterfortheselectedkernelandanotherarrayof1000integers(B)
whereonlyarangeof100isused,startingfromelement200.Finaly,amulti-array
(C)with100x100elementsisdeﬁnedasinputparameter.
Thekernelimplementsaloopwhereeachiterationreadsoneofthevaluesofthe
inputarrays.
rpr:out
rpr:outattributeidentiﬁeswhichvariablesconstitutetheoutputparametersforthe
kernelexecution.
Attheendofkernelexecution,theselectedoutvariablesmaybestored:
•Inthesametargetdevicememory,ifthefolowingkernelsusethesevariables
asinput.
•Inthehostmemoryforothercases.Thekerneloutputdataaretransferredto
thehostonthesevariablesattheendofthekernelexecution.Thetransferto
thetargetdevicemaybedoneusingseveralways.Normalythehostcopies
theoutputdatafromthecorrespondingvariablestoredinthetargetdevice
memoryspaceattheendofthekernelexecution. Alsothehostcanmake
thevariableaccessiblefromthetargetdevice.Inthiscase,thetargetdevice
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istheonethatcopiestheoutputdataontothesevariablesduringthekernel
execution.
Avariablecanbedeﬁnedasoutputonlyifitdoesnotappearintheinputkernel
list.Inthiscase,thesemanticofthisattributeenforcesthattheinitialvalueof
thesevariablesisunusedbythekernel,sonoassumptionscanbemadeabouttheir
initialvalue.Theoutputvalueofthehostvariablesissetonlyafterthekernelis
executed.Nothingcanbeassumedaboutthehostvariablevaluesduringthekernel
execution.
Thesyntaxofrpr:outattributeisasfolows:
[rpr:kernel,rpr:out(variable[array-notation],var-out-list),rpr-atribute-
list]
kernelregion
rpr:outattributeisappliedtoakernelanditismandatoryifthereisatleast
oneoutputparameter. Theargumentsoftheattributearethelistofvariables,
separatedbycommas,thatactasoutputparametersofthekernel.
rpr:outvariablesusesthesamerulesofconstructionthanrpr:in.
Therpr:outparameter:
•canonlybeincludedonceperkernelattributedeﬁnition.
•canonlyappearinthedeﬁnitionofakernel.Ifitisnotincludedinkernel
deﬁnition,thekernelhasnooutputparameters.
•canbeusedincombinationofrpr:keepattributewhereaoutvariablemaybe
keptinmemorydeviceafterkernelexecution,avoidingtransferitattheendof
kernelexecution.Thedevelopershouldavoidmemoryconsistencyproblems.
Listing4.9isanexampleofanarrayof1000integers(J)usedcompletelyasan
inputparameterfortheselectedkernelandanotherarrayof1000integers(K)where
onlyarangeof100isused,startingfromelement200.Finaly,amulti-array(L)
with100x100elementsisdeﬁnedasoutputparameter.
Thekernelimplementsaloopwhereeachiterationwritesdownoneofthevalues
oftheoutputarrays.
rpr:keep
Therpr:keepattributegivesthehinttokeeponeorseveralvariablesbetweenkernel
executions,byavoidingdeleteorreleaseoperationsattheendofkernelexecution.
Thisattributemustbeusedwithvariablesthatarenotmodiﬁedbetweenkernels
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Listing4.9:outattributeexample.
1/*Jisan output kernel parameter */
2 intJ[1000];
3/* Indices 100 to 150 fromKare*
4 *output for the kernel */
5 intK[1000];
6/*Lisa multiarray output kernel parameter */
7 intL[100][100];
8
9[[rpr::kernel,
10 rpr::out(J[1000],K[100:100],L[100][100]),
11 ... /* rest of attributes */]]
12 for(i=0;i<1000; ++i){
13 ...
14 J[i]=i++;
15 K[100+(i%2)]=i++;
16 L[i][i]=1;
17 ...
18}
execution(insequentialcode).Thedatacouldbekeptdatauntilthenextkernel
executionthatusesthisvariable.
Figure4.1showsasampleofthelifetimeofavariableduringtheexecutionof
severalkernels.
Thisattributecanbeusedincombinationwithrpr:inandrpr:outparameter
attributes,deﬁningvariablesthatareonlyusedbykernels:
•Ifarpr:keepvariableisdeﬁnedalsoasrpr:in,anditisnotindevicememory,
thevariablewilbetransferredfromhosttothedevice,anditmaybekeptat
theendofkernelexecutionifthenextkernelisexecutedonthesamedevice.
Otherwise,itmaybereleased.
•Ifarpr:keepvariableisdeﬁnedalsoasrpr:out,thevariablemaybecreated
previouslyintargetdevicememory.Ifthenextkernelisnotexecutedinthe
samedevice,attheendofthekernelexecutionthevariablewilbetransferred
fromthedevicetothehost,andthendeletedfromdevicememory.
Akeepvariablewilbedeletedfromadevicewhenthisvariableisnotincluded
askeepinnextkernels(SeeFigure4.2).
Altherpr:keepvariablesstoredindeviceswilbereleasedinthelastdeﬁned
kernelofaprogram.
Thesyntaxofrpr:keepattributeisasfolows:
[rpr:kernel,rpr:keep(variable,var-in-list),rpr-atribute-list]
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Figure4.1:Lifetimeofavariableusingrpr::keepattribute.
kernelregion
Theargumentsoftheattributearethelistofvariables,separatedwithcommas,
thatactaskeptvariablesinthedevicememoryattheendofkernelexecution.
Regardingtheuseoftherpr:keepattribute:
•canonlybeincludedonceperkernelattributedeﬁnition.
•canonlyappearinthedeﬁnitionofakernel.
•isoptional.Ifrpr:keepcontradictsexecutionplandeﬁnedbythescheduler,
theattributeisignored.
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Figure4.2:Lifetimeofsomevariablesusingrpr::keepattribute.
•theschedulerwilnotconsidermisuseofrpr:keepattribute.Forexample,if
theusersuggeststhatavariablebekeptinadevicebetweenkernels,butitis
modiﬁedinthehostbetweenthem,thebehaviourwilnotbecontroled.
•isignoredinthelastdeﬁnedkernel,becauseafterthelastexecutionalthe
devicememoryreservedmustbereleased.
Listing4.10isanexampleofkeepattributewheretheAkernelvariablemaybe
keptinthecomputingdeviceacrossmultiplekernelexecution.
Listing4.11isanexampleofkeepattributewhereAandBvariablemaybekept
inthecomputingdeviceacrossmultiplekernelexecution. Theﬁrstkernelskeep
datauntilthelastkernelifitispossible.
Listing4.12isanexampleofkeepattributewherethereisanunexpectedbe-
haviourbecauseavariablestoredinadevicecouldchangeitsvalueinhostmemory.
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Listing4.10:keepattributeexamplewhereavariableiskeptinthepreviouscom-
putingdevice.
1 intA[N][M];
2/* rest of the code
*/
3
4/* MatrixAis transfered to the device and,if not in *
5 * conflict with the scheduler,kept at the end of *
6 *kernel execution
*/
7[[rpr::kernel,rpr::in(A),rpr::keep(A),
8 ... /* rest of attributes */]]
9 for(i=0;i<N;++i){
10 ...
11}
12 ...
13/* part of the host execution where"A"is not used */
14 ...
15
16/*"A" variable is not transfered to the kernel.Again *
17 *the scheduler tries to keep in the device memory */
18[[rpr::kernel,rpr::in(A),rpr::out(A),rpr::keep(A),
19 ... /* rest of attributes */]]
20 for(i=0;i<M;++i){
21 ...
22}
23 ...
24/*"A"if variable resides in device memory,it will *
25 *not be transfered from host
*
26 *"A" variable will be transfered to host and deleted *
27 *at the end of kernel execution.
*/
28[[rpr::kernel,rpr::out(A),
29 ... /* rest of attributes */]]
30 for(i=0;i<M;++i){
31 ...
32}
rpr:size
rpr:sizedeﬁnestheproblemsizeofthekernel. Forexample,thisattributemay
specifythenumberofiterationsoftheassociatedloopsofakernel.Incaseof
multipleloopsitispossibletodeﬁnemultiplevaluessplitbycommas,onepereach
dimensionoftheproblem.
Thesyntaxofrpr:sizeattributeisasfolows:
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Listing4.11:keepattributeexamplewhereavariableiskeptinthepreviouscom-
putingdevice.
1 intA[N][M];
2 intB[M];
3
4/* Matrix"A"isan output of kernel.It will keep,if *
5 *itis possible,until next kernel that use itas *
6 * parameter (thrid kernel in this case). */
7 [[rpr::kernel,rpr::out(A),rpr::keep(A),
8 ... /* rest of attributes */]]
9 for(i=0;i<N;++i){
10 ...
11}
12 ...
13/*"B"is used by the kernel and kept ifitis possible */
14[[rpr::kernel,rpr::in(B),rpr::out(B),rpr::keep(B),
15 ... /* rest of attributes */]]
16 for(i=0;i<M;++i){
17 ...
18}
19 ...
20/*"A"and"B" variables may reside in device memory. */
21[[rpr::kernel,rpr::in(A,B),
22 ... /* rest of attributes */]]
23 for(i=0;i<M;++i){
24 ...
25}
[rpr:kernel,rpr:size(size,size-list),rpr-atribute-list]
kernelregion
sizerepresentsthenumberofelementstobeprocessed.size-listrepresentsa
listofsizesusedbydiﬀerentdimensionsoftheproblem.
Therpr:sizeattribute:
•ismandatoryforkernelregiondeﬁnition.
Listing4.13isabasicexampleofrpr:sizeattribute.
Listing4.14showsanexamplewhererpr:sizeattributefor2-dimensionalprob-
lem.
rpr:pattern
Thepaternclauseisusedtospecifythepatterninwhichmemoryisaccessedina
kernel.
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Listing4.12: Wrongsampleofkeepattributewhereavariableismodiﬁed.
1 intA[N][M];
2/*A variable is used outside of kernel *
3 * execution but kept in device memory */
4[[rpr::kernel,rpr::in(A),rpr::keep(A),
5 ... /* rest of attributes */]]
6 for(i=0;i<M;++i){
7 ...
8}
9 ...
10A[i][j]=value;
11 ...
12
13/* ERROR:"A"device variable and"A"host *
14 * variable are different */
15[[rpr::kernel,rpr::in(A),
16 ... /* rest of attributes */]]
17 for(i=0;i<M;++i){
18 ...
19}
Listing4.13:sizeattributeexample.
1
2/*Akernel with 1000 elements *
3 *tobe processed */
4 [rpr::kernel,
5 rpr::size(1000),
6 ...
7]]
8 for(inti=0;i<N;++i){
9 ...
10}
Figure4.3showsdiﬀerentpatternsusing2Drepresentation.
Thesyntaxofrpr:paternattributeisasfolows:
[rpr:kernel,rpr:pattern(var-pattern,var-patern-list)
,rpr-atribute-list]
kernel-region
Where var-patterniscomposedby:
•thenameofthearrayorvectorvariableaﬀected,
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Listing4.14:sizeattributeexamplefor2dproblem.
1/* Execution of2dkernel from *
2 *0to 1000 and from0to 100 *
3 *in each dimension */
4[ rpr::kernel,
5 rpr::size(1000, 100),
6 ...
7]]
8 for(autoi=0;i<1000; ++i){
9 for(autoj=0;j<100; ++j){
10 ...
11 }
12}
•thepaterndeﬁnedusingIntelarraynotation[66]. Thisnotationrep-
resentsneighboursofanarrayelementtakingthelower-boundtherelative
positionoftheselectedelement.
Forcomplex,patternsarepossibletojoinindividualpatternsinuser-deﬁnedlist.
Therpr:paternattribute:
•canonlybeincludedonceperkernelattributedeﬁnition.
•canonlyappearinthedeﬁnitionofakernel.
•canbeonlyusedwitharraysandvectors.
Listing4.15explainstwodiﬀerentusesofthepaternclause.
Figure4.3:Samplesofpatternsusingrpr:paternattribute.
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Listing4.15:patternattributeexample.
1/* The kernel will accessamatrix inacross patterns,*
2 *from top to bottom and from left to right */
3[[rpr::kernel,rpr::pattern(A[:][0],A[0][:]), ...]]
4 for(i=0;i<N;++i){
5 for(j=0;j<M;j++){
6 ....
7 }
8}
9
10/* The kernel will add all the neighbors ofan element *
11 *withawindow of radius3 */
12[[rpr::kernel,rpr::pattern(A2d[-3:7][-3:7]),...]]
13 for(i=0;i<N;++i){
14 for(j=0;j<M;j++){
15 A2d[i][j]=A2d[i][j]+A2d[i+1][j]+A2d[i+2][j]
16 +A2d[i+3][j]+A2d[i][j+1]+A2d[i+1][j+1]
17 +A2d[i+2][j+1]+A2d[i+3][j+1]...;
18 }
19}
20
21/* The kernel will use the elements place inaplane *
22 * ofa3dmatrix */
23[[rpr::kernel,rpr::pattern(A3d[:][:][0]),...]]
24 for(i=0;i<D1;++i){
25 for(j=0;j<D2;j++){
26 for(k=0;k<D3;k++){
27 ...
28 }
29 }
30}
rpr:reduce
Itspeciﬁesareductionoperatorandoneormorescalarvariables.Foreachvariable,
aprivatecopyiscreatedforeachparalelthreadofthedeﬁnedandinitializedfor
thatoperator. Attheendoftheregion,thevaluesforeachthreadarecombined
usingthereductionoperator,andtheresultcombinedwiththevalueoftheoriginal
variableandstoredintheoriginalvariable.Thereductionresultisavailableafter
thekernelexecution.
Table4.2showstheoperatorsthatarevalidandtheinitializationvalues;in
eachcase,theinitializationvaluewilbecastintothevariabletype.Thenameof
theseoperatorsisbuiltusingtherprnamespace.Formaxandminreductions,the
initializationvaluesaretheleastrepresentablevalueandthelargestrepresentable
valueforthedatatypeofthevariables,respectively.Supporteddatatypesarethe
numericaldatatypesinC++(e.g.int,ﬂoat,double,complex).
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Table4.2:Operatorsusedwithreduceattribute.
operator Initialvalue Description
add 0 Addition
mult 0 Multiplication
max smalestrepresented Maximumvalue
value
min largestrepresented Minimunvalue
value
band 0˜ BinaryANDoperation
bor 0 BinaryORoperation
bxor 0 BinaryXORoperation
and 1 LogicalANDoperation
or 0 LogicalORoperation
Syntax Thesyntaxofrpr:reduceattributeisshownasfolows:
[rpr:kernel,rpr:reduce(operation,variable)
,rpr-atribute-list]
kernelregion
Regardingtheuseoftherpr:reduceattribute:
•itcanonlybeincludedonceperkernelattributedeﬁnition.
•itmustbeincludedinakernelregiondeﬁnition.
•itcanonlyappearinthedeﬁnitionofakernel.
•thereisonlyonereduceattributeperkerneldeﬁnition.
•reducedeﬁnedvariablesareconsideredasrpr:outvariablesintermsofkernel
parameters.
Listing4.16isanexampleofreduceattribute.
4.1.4 High-levelparalelpatterns
Paralelpatternstypicalyhaveageneralimplementationthatworkswel,andis
includedinmanyparalelframeworks(e.g. pipelines, maps). Therefore,itisa
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Listing4.16:reduceattributeexample.
1
2 int var=0;
3/* Example on the use of the reduce attribute */
4[[rpr::kernel,rpr::reduce(add,var),
5 ... /* rest of attributes */]]
6 for(i=0;i<N;++i){
7 ...
8 var+=value[i];
9 ...
10}
desirablefeaturethatuserscanidentifysuchparalelpatternsintheircode. Our
proposedannotationsprovideasimplesyntaxwithwhichuserscanintroducehigh-
levelparalelpatternsinthesourcecode.
rpr:pipeline
rpr:pipelineattributedeﬁnedapipelineskeleton.Apipelineiscomposedofseveral
stagesthathavetobeexecutedinaparticularorder.Dataﬂowsthroughaseries
ofpipelinestagesandeachstageprocessesthedatainsomeway.Thesestagesare
markedaskernelsandthedataaredeﬁnedinrpr:streamattribute.
Thestreamprogrammingmodeldecomposesprogramsintotasks/kernelsand
indicatingthedataﬂowamongthem.Thisexposesdata,taskandpipelineparal-
lelism.Apipelineiscomposedof:
•Stagesofthepipeline,deﬁnedbyrpr:kernelattribute.
•Datastreamdeﬁnesbyrpr:streamattribute.Incombinationwithrpr:inand
rpr:outattributes,itprovidesawaytoexposeproducer-consumerrelation-
shipsinapipeline.
Usualy,thedatastreamiscreatedatthebeginningoftheﬁrststageofthe
pipeline.Produceddatawilbedeﬁnedasoutputparameterintheﬁrstkernelof
thepipeline. Thedatastreamwilbedeletedattheendofthelaststageofthe
pipeline,includingtotalorpartialdatastream.
Thepipelineusestheloopconditiontodeterminetheendofthestream.Incase
ofnestedloops,thepipelinewilusethecombinationoftheloopconditionsdeﬁned
belowpipelinedeﬁnition.
Thesemanticofstreaminginputandoutputattributesensuresthatinputsare
buﬀereduntilthenextactivationoftheproducerkernel,andoutputsarebuﬀered
untilthenextactivationofconsumerkernel.
Furthermore,itispossibletospecifyinakerneltheorderinwhichparameters
arereceivedandresultsaresenttoandfromastagemadeofmultipleworkersdeﬁned
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withrpr:farmattribute(seebelow).Inthesecases,itisnecessarytomakeclearif
thedatahavetobereceivedorsentinorder,orif,onotherhand,itcanbedoneout
oforder. Wheneverthedataproduced/consumedmustfolowasequentialorder,
thenthepipelineisin-order. Alternatively,astageofthepipelineisout-of-order
ifthereisnostrictorderfortheparameters/resultstofolowwhenconsumedor
produced,respectively.out-of-orderisthebehaviourbydefault.
Figure4.4showsasampleofrpr::pipelineattribute.
Figure4.4:Sampleofrpr:pipelineattribute.
Figure4.5showsasampleofrpr::pipelineattributeworkingincombination
withrpr::farm.
Syntax Thesyntaxofrpr:pipelineattributeisasfolows:
[rpr:pipeline(type,size,use),rpr:stream(variable,var-list),rpr-
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Figure4.5:Sampleofrpr:pipelineattributewithrpr:farm.
atribute-list]
loop/nestedloopstatement
kernelregions
wheretype,sizeanduseareoptionalparametersofrpr:pipeline, meanwhile
variableandvar-listdeﬁnedinrpr:streamarethevariablesthatrepresentsthe
streaminthepipeline.
typeisoptionalanditcouldbeboundorunbound.Itmeansthebehaviourof
thebuﬀersusedbetweenthestagesofthepipeline.Bydefault,thevalueoftype
parameterisunbound.
sizeismandatoryiftypeisbound.Itrepresentsthemaximumsizeofelements
oftheinternalbuﬀersusedinthepipelineplacedbetweenkernels.
Finaly,useparameterisoptionalanditmayappearifsizeisdeﬁnedbefore.
useparametertakesthesevalues:blockingornon-blocking.Itrepresentsthe
accessingbehaviourwhendataareincludedintheinternalbuﬀersplacedbetween
kernels.Ifitisnotincluded,thedefaultvalueisnon-blocking.
Regardingtheuseoftherpr:pipelineandrpr:streamattributes:
•theycanonlybeincludedonceperpipelineattributedeﬁnition.
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•rpr:pipelinecanonlybeusedwithloopstatements.
•althestatementsdeﬁnedinapipelinemustbepartofakernel.Otherwise,
thepipelineconstructionisilegal.
•thepipelinemusthaveonlyonedataﬂow.If-elsestatementsarenotalowed
insideapipeline.
•thestreamparametersmustbepartof:
–outputparametersoftheﬁrstkernel.
–input/outputparametersofthekernels,creatingawork-ﬂow.
–inputparametersofthelastkernel.
•ifthestreamparametersarepartofoutputparametersofthelastkernel,the
lastelementgeneratedbythepipelinecouldbeaccessedoutsideofthepipeline
execution.
Listing4.17isabasicexampleofpipeline.Listing4.18isanexamplecontaining
apipelineworkingincombinationwithfarmskeleton.Listing4.19isanexample
containingawrongdeﬁnitionofapipeline.
rpr:farm
Thisattributerepresentstaskparalelism.Farmrepresentstheexecutionofdiﬀer-
enttasksbythesamefarmthatarereplicatedandexecutedinparalel. Asthe
calculationsareindependent,noinformationneedstobeexchangedbetweentasks
duringthistime,andsharingoftheresultscanbepostponeduntilalthetaskshave
completed.
Thebehaviouroftheoutputisdeﬁnedusingtheout-behaviourparameterofthe
attribute.Iftheparameterisnotincludedintheattribute,theoutputisdeﬁnedas
unorderedbydefault.
Thesyntaxofrpr:farmattributeisasshownasfolows:
[rpr:kernel,rpr:farm(replicas,out-behaviour),rpr-atribute-list]
kernelregion
wherereplicasisanumberthatindicatesthenumberofworkersusedinthe
farmandout-behaviourdeﬁnestheorderoftheoutputofthefarm.Bydefault,
replicastakesthemaximumnumberofworkersintheplatform.out-behaviour
couldtakethesevalues:orderedandunordered,thatistakenbydefault.
Therpr:farmattribute:
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Listing4.17:pipelineattributeexample.
1 objectA,B;
2/* loop statement */
3[[rpr::pipeline (),rpr::stream(A,B)]]
4 for (...){
5 /* Information used by the stream will be *
6 *created here
*/
7
8 /* first stage of pipeline */
9 [[rpr::kernel,rpr::out(A),
10 ... /* rest of attributes */]]{
11 A=...;
12 }
13 /* second stage of pipeline */
14 [[rpr::kernel,rpr::in(A),rpr::out(B),
15 ... /* rest of attributes */]]{
16 B=...A...;
17 ...
18
19 }
20 /* third stage of pipeline */
21 [[rpr::kernel,rpr::in(B),
22 ... /* rest of attributes */]]{
23 f(B);
24 ...
25 }
26 /* Information used by the stream will be deleted here */
27}
•canonlybeincludedonceperkernelattributedeﬁnition.
•canonlyappearinthedeﬁnitionofakernel.
•isincompatiblewithrpr::map.
Listing4.20isanexampleofrpr:farmattribute.
rpr:map
Summary Therpr::mapattributeindicatessplit,execute,mergecomputation.
Mapskeletonrepresentsdataparalelismexecution.Itisthesimultaneousexecution
onmultipleinstancesofthesamefunctionacrosstheelementsofadataset.
Thesyntaxofrpr:mapattributeisasshownasfolows:
[rpr:kernel,rpr:map(replicas),rpr-atribute-list]
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Listing4.18:pipelineattributeexamplewithfarm.
1 objectA,B,C;
2/* loop statement *
3 * AandBare part of the stream *
4 * The internal buffers of the pipeline are: *
5 * -Bound internal buffers *
6 * -Number of elements stored of internal *
7 * buffers:8 *
8 * -Blocked access of internal buffers */
9
10[[rpr::pipeline(bound,8,blocking),
11 rpr::stream(A,B)]]
12 for (...){
13 /* Stage of the pipeline */
14 [[rpr::kernel,rpr::out(A),...]]{
15 A=f1();
16 }
17 /* Stage of the pipeline
*
18 *4workers and generates outputin-order */
19 [[rpr::kernel,
20 rpr::farm(4, ordered),
21 rpr::in(A,C),
22 rpr::out(A,B),...]]
23 for(i=0;i<M;++i){
24 ...
25 B=...A...;
26 ...
27 }
28
29 /* Stage of the pipeline */
30 [[rpr::kernel,
31 rpr::in(A,B),...]]{
32 f3(A,B);
33 ...
34 }
35}
kernelregion
wherereplicasisanumberthatindicatesthenumberofworkersusedinthe
map.Bydefault,replicastakesthemaximumnumberofworkersintheplatform.
Therpr:mapattribute:
•canonlybeincludedonceperkernelattributedeﬁnition.
•canonlyappearinthedeﬁnitionofakernel.
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Listing4.19:pipelineattributewrongsample.
1 objectA,B,C;
2
3/* loop statement */
4[[rpr::pipeline (),rpr::stream(A,B)]]
5 while(true){
6 /* Information used by the stream will *
7 *be create here
*
8 *First stage of pipeline */
9 [[rpr::kernel,rpr::out(A),...]]{
10 A=...;
11 }
12 /* Second stage of pipeline */
13 [[rpr::kernel,rpr::in(A),rpr::out(B),...]]{
14 B=...A...;
15 ...
16
17 }
18 /* Third stage of pipeline */
19 // Illegal stream variables are not
20 // included in kernel parameters
21 [[rpr::kernel,rpr::in(C),...]]{
22 f(C);
23 ...
24 }
25 // Illegal
26 if(condition)
27 i++;
28}
•isincompatiblewithrpr::farm.
Listing4.21isanexampleoftherpr:mapattribute.
4.1.5 Utilityattributes
Theutilityattributesareonlyusedasameanstoaskfordebuginformation.For
now,onlyaloggingattributeisdeﬁned.
rpr:log
Summary logattributeshowsproﬁlinginformationaboutamarkedkernelwith
thisattribute.Theinformationtoshowisconﬁgurablebythedeveloperasalistof
proﬁlingparameters.Thisproﬁlinginformationwilbestoredinanoutputﬁlejson
ﬁlenamedas:<nameofapplication>.json
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Listing4.20:farmattributeexample.
1/* Farm by default using *
2 *maximum number of workers and *
3 * unordered output */
4[[rpr::kernel,
5 rpr::farm(),
6 ... /* rest of attributes */]]
7 for(i=0;i<N;++i){
8 for(j=0;j<N;++j){
9 ...
10 }
11}
12/* Farm with4workers and output *
13 *ordered
*/
14[[rpr::kernel,
15 rpr::farm(4, ordered),
16 ... /* rest of attributes */]]
17 for(i=0;i<N;++i){
18 for(j=0;j<N;++j){
19 ...
20 }
21}
Listing4.21:farmattributeexample.
1/* Map kernel using maximum number *
2 *of workers by default. */
3[[rpr::kernel, rpr::map(),
4 ... /* rest of attributes */]]
5 for(i=0;i<N;++i){
6 for(j=0;j<N;++j){
7 ...
8 }
9}
10/* Map with4workers */
11[[rpr::kernel, rpr::map(4),
12 ... /* rest of attributes */]]
13 for(i=0;i<N;++i){
14 for(j=0;j<N;++j){
15 ...
16 }
17}
Listing4.22representstheschemaoftheoutputlogﬁle.
Listing4.23showstheschemaoftheinparamsandoutparamsparametersinlog
ﬁle.
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Listing4.22:logoutputﬁleformat.
1 {
2 "applicationid":<uint>,
3 "kernelid":<uint>,
4 "file":<string>,
5 "line":<uint>,
6 "log":[
7 {
8 "class":<string>,
9 //’class’may take one of these values:
10 //- inparam
11 //- outparam
12 //- keepvar
13 //- ktime
14 //- etime
15 //- stime
16 //- rtime
17 //- sendvars
18 //- recvvars
19 //- device
20 },
21 {...}
22 ]
23 }
Thesyntaxofrpr:logattributeisasshownasfolows:
[rpr:kernel,rpr:log(log-parameter-list),rpr-atribute-list]
kernelregion
whereparametercouldtakeoneormoreofthefolowingvaluesdependingthe
informationwantedfromakernel:
•inparams:Inputparametersofakernel,showingforeachvariable:
–variableidentiﬁcation
–name
–oﬀsetandsizeforeachdimension
–totalsizeofthevariableinbytes
–type(i.e.ﬂoat,double,int)
•outparams:Outputparametersofakernel,showingforeachvariable:
–variableidentiﬁcation
–name
–oﬀsetandsizeforeachdimension
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Listing4.23:inparamsandoutparamsparametersrepresentationinlogﬁle.
1 {
2 "class":"inparams",
3 "variable":[
4 //one per variable
5 //it could be empty.
6 {
7 "id":<uint>,
8 "name":<string>,
9 "totalsize":<uint>,
10 "type":<string>,
11 "dimension":[
12 //one per each dimension.
13 //it could be zero
14 {
15 "dim":<uint>,
16 "size":<uint>,
17 "offset":<uint>
18 },
19 {....}
20 ]
21 },
22 {....}
23 ]
24 },
25 {
26 "class":"outparams",
27 "variable":[
28 //one per variable
29 //it could be empty.
30 {
31 "id":<uint>,
32 "name":<string>,
33 "totalsize":<uint>,
34 "type":<string>,
35 "dimension":[
36 //one per each dimension.
37 //it could be zero
38 {
39 "dim":<uint>,
40 "size":<uint>,
41 "offset":<uint>
42 },
43 {....}
44 ]
45 },
46 {....}
47 ]
48 }
–totalsizeofthevariableinbytes
–type(i.e.ﬂoat,double,int)
•keepvars: Keptdataafterkernelexecution. Theinformationpresentedfor
eachkeptvariableis:
–variableidentiﬁcation
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–name
–sizeinbytes
–type
•ktime:Kernelexecutiontimeinseconds.
•etime: Executiontimeinseconds.Itincludessend,kernelexecutionand
recibetimeoperations.
•ttime:Transfertimeinseconds.Itincludessendandrecibetimeoperations.
•stime:Sendtransferoperationtimeinseconds.
•rtime:Receivetransferoperationtimeinseconds.
•sendvars:Itshowstheinformationaboutthedatasenttodevicesinakernel.
Theinformationtoshowforeachvariableis:
–variableidentiﬁcation
–name
–oﬀsetandsizeforeachdimension
–totalsizeofthevariableinbytes
–type(i.e.ﬂoat,double,int)
–device
•recvvars:Itshowstheinformationaboutthedatareceivedfromdevicesin
akernel.Theinformationtoshowforeachvariableis:
–variableidentiﬁcation
–name
–oﬀsetandsizeforeachdimension
–totalsizeofthevariableinbytes
–type(i.e.ﬂoat,double,int)
–device
•range:Itshowsnumberofelementsprocessedinadevice.
Regardingtheuseoftherpr:logattribute:
•itcanonlybeincludedonceperkernelattributedeﬁnition.
•itcanonlyappearinthedeﬁnitionofakernel(SeeSection4.1.2).
•itsproﬁlingonlycoversthekernel.
Listing4.24isanexampleoftheusageofdebugattribute.
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Listing4.24:logattributeexample.
1/* Examples on the use of the debug attribute.
*
2 *It will show the parameters and their type(i.e.in,out,inout)
,*
3 * characteristics (e.g.type of variable,size).
*
4 *Also,It will show the target device where the code runs and the
*
5 * execution time at the end of the kernel execution
*/
6[[rpr::kernel,
7 rpr:log(inparams,outparams,etime),
8 ... /* rest of attributes */]]
9 for(i=0;i<N;++i){
10 ...
11}
4.2 Automaticannotationtechniques
Manualyannotatingthecodecanbeanexpensiveandusualyerror-proneprocess,
dependingonthecomplexityofthecode. Developersneedtoidentifyhotspotsin
theoriginalsourcecode.However,noteverydetectedhotspotcanbeoﬄoadeddue
tointernaldatadependencies.Hotspotsthatcanbeparalelizedareannotatedas
kernels.Toobtainthebestpossibleperformance,developersneedtounderstand
thecharacteristicsofdevicesthatmakeuptheheterogeneousparalelplatform.To
determineifakernelcouldbeoﬄoadedinaspeciﬁcheterogeneousdevice,somere-
strictionshavetobetakenintoaccount,suchasmemoryalocationsorsystemcals.
Finaly,thereisanotherimportantconsideration:datatransferoperationsbetween
devices.Thesetransactionsconsumetimeresourcesthatshouldbeavoidedasmuch
aspossibleinordertoimprovetheperformance. Furthermore,datadependency
analysisthroughkernelsisneededforminimizingdatatransfers.
Inlightofthis,asacomplementtotheannotationspeciﬁcation,weproposean
setofautomaticannotationtechniques,caledtheAutomaticKernelIdentiﬁcation
tool(AKI).
AKIisasemi-automatedprocessthataimstodetectpotentialsourcecodere-
gions,whichcanbeportedtoaccelerators-basedkernelsinapplicationsdeveloped
inC++.Oncepotentialkernelsaredetected,theircharacteristicsarestudiedand
thepossibledevicesonwhichtheycanberunareidentiﬁed.Atthispoint,develop-
erscanimplementtheseregionsonspeciﬁcorientedacceleratorlanguagessuchas
CUDA,OpenCL,andIntelLEO[67].ThemaingoalofAKIistoreducethepro-
grammingeﬀortbyreducingthenecessityofmanualsourcecodere-implementation
forparalelheterogeneousplatforms. Fornow,thetoolcanautomaticalydetect
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andannotatekernels,butanyextrainformation(e.g.datadependencies,high-level
paralelpatterns)mustbeintroducedmanualy. Thisprocesscanbemadefuly
automated,butforthescopeofthisThesis,thetoolonlyannotateskernels.AKI
reliesonscripting(shelscriptingandAWK,mainly),aswelassomeexternaltools,
inordertoanalyseandannotatetheoriginalsourcecode.
4.2.1 Workﬂow
Theproposedattributesareaddedtothesourcecodebyasequenceofstages.
TheinputoftheAKIworkﬂowistheoriginalsourcecode,andtheoutputisthe
annotatedsourcecode.Figure4.6detailstheﬁveworkﬂowstages:
1.Hotspotdetection: Thesourcecodeisinspectedautomaticalyinorderto
detecthotspots.
2.Hotspotselection: Hotspotsareﬁlteredinregardstotherulesestablished
bythedomainexpert.
3.Preliminarykernelannotation: Thehotspotsdetectedintheprevious
steparetaggedforthefolowingstages. Kernelsareannotatedusingthe
rpr::kernelattribute.
4.Kernelselection:Kernelsareanalysedinordertoselectthemostpromising
ones. Forexample,inthisstep,theinnermostloopsinanestedloopare
discarded.
5.Attributeannotation: TherestoftheproposedC++attributesarein-
cludedintheselectedkernelsobtainedfromthepreviousstage.Forexample,
itisinthisstagethatincompatibledevicesarediscardedforeachkernel.
AKIalowsimprovingtheresultofsomestagesusingthedeveloperknowledge,
makingAKIasemi-automatictool. Thedevelopercancustomizethefolowing
stages:hotspotselection,kernelselection,andautomaticattributeannotation.The
folowingsubsectionsexplainindetailseachofAKIworkﬂowstages.
4.2.2 Hotspotdetection
Hotspotsregionsarecodeblockswheretheapplicationspendsmorecomputational
resources. Byoptimizingtheseapplicationregions,wecanimprovetheoveral
executiontimeoftheapplications.
Hotspotscannotbedeterminedusingasourcecodeanalysis(akastaticanalysis),
giventhatofthenumberofloopiterationscouldbeunknownatcompilationtime.
AKIreliesonaruntimeanalysisapproach(akadynamicanalysis)fordetect-
inghotspots. Thecodeinstrumentationusesthefolowingbasetools:gcov[80],
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Figure4.6:OverviewofAutomaticKernelIdentiﬁcation(AKI)workﬂow.
gprof[53],andoproﬁle[78];gcovtoolprovidesthenumberofinvocationsforeach
sourcecodeline.gproftoolprovidesthetimespendperfunction.Theoproﬁletool
leveragesthehardwareperformancecounters.
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Thegeneratedexecutionproﬁlingdataisautomaticalyaggregatedandanalysed
inordertodetectcoderegioncandidatestobeannotatedaskernels.Theoutputof
eachtoolisprocessedandtransformedintoprocessabledata.Aldataiscombined
inatablewiththeinformationneededforfurtherAKIstages.
InC++,genericprogrammingbasedontemplatesiscommonlyused(e.g.STL
algorithms/containers). Whenatemplateisinstantiated,theexecutionofthere-
sultingcodemightbeahotspot.Inthiscase,AKIselectsthetemplatesourcecode
aspotentialhotspotwhenatleastoneinstantiationofthistemplateisdetectedas
suchbytheAKIbasetoolsusedinprevioussteps.
Theoutputinformationprovidedbytheaforementionedtoolsisautomaticaly
combinedandorderedinordertoidentifythecodehotspots.Theseareusedforthe
nextstageofourproposedworkﬂow:thehotspotselection.
4.2.3 Hotspotselection
Thisstageappliesaselectionprocesstoﬁndthecandidateregionsforbeingopti-
mized.TheselectionprocessisdescribedonAlgorithm1.Theinitialworkdescribed
inthisdocumenttargetsloop-basedhotspots.
Algorithm1Blockcodeselectionprocess.
1:functionBlockDetect(annotatedsource,threshold) annotatedsourceis
avectorwiththeannotatedsourcecode
2: max[time]=max[executions]=0;
3: foreachline∈annotatedsourcedo
4: ifline[executions]>max[executions]then
5: max[executions]=line[executions];
6: ifline[time]>max[time]then
7: max[time]=line[time]
8: foreachline∈annotatedsourcedo
9: line[weight]=(line[executions]/max[executions])*we+
10: (line[time]/max[time])*wt;
11: ifisA(line[source],loop)&line[weight]>threshold;then
12: annotate(line,rpr::kernel);
Thealgorithmhastwoinputs:theobtainedcoderegionsfromtheformerstage
andthethresholdprovidedbythedomainexpert. Thisthresholdrepresentsthe
sensibilityratioofthealgorithmfortaggingahotspotasakernel.weandwt
representtheweightsusedbyexecutionsandtimerespectively,wherewe+wt=1
and0≤we,wt≤1. Thealgorithmproducesasaresultanannotatedversionof
thesourcecodewithalistofpotentialkernels,deﬁnedbytheﬁrstandlastlineof
eachregion.
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4.2.4 Preliminarykernelannotation
Thisstageconsistsinannotatingthedetectedhotspotsaskernels. Atthisstage,
AKIannotatesthesekernelsbyusingtherpr::kernelattribute. Thisattribute
indicatesthatthefolowingloopcanbeusedasakernelortaskinasimilarway
toCUDA,OpenCLorOpenMP.Theideaistoﬁndalthosecoderegionsthat
havepassedthehotspotselectionsotheycanbeannotatedasrpr::kernel.The
attributeisplacedbeforethelineofcodewheretheselectedcoderegionstarts.
Inthecaseofnested-loops,weconsideracoarse-grainapproach. Domainexperts
cancustomizethepreliminarykernelannotationbymodifyingthegrainsize,for
examplefromcoarse-graintoﬁne-grain.
4.2.5 Kernelselection
Asdescribedbefore,thegoalofthisstageistodiscardtheleastpromisingkernels.
AKIﬁltersthedetectedkernelsinordertoremovethem,folowinganestablished
criteria:codecomplexityanddatadependencieswithotherpreliminarykernels.
Thisﬁlterisbasedonstaticcodeanalysisofthepromisingkernels.
Ourﬁrstapproachwilbeanaiveﬁltering,whereAKIdistinguishesbetween
thoseloopsthatinitializearraysandthosewithangreatercomputationalcost.For
thispurpose,AKIreliesonColumbus[48],whichobtainsstaticsourcecodemetrics.
Themetricsusedtoanalysethecomplexityarethefolowing:
•LLOC:Numberoflogicalsourcecodelines. Weassumethataninitialization
loopwilhaveasmalcomputationaloverhead,asopposedtoatraditionalfor
loopthatdoessomeprocessingoversomevariable,suchanarray.
•NLE:Nestinglevelelse-if. Weassumethataninitializationloopcontainsa
lowvalueofthismetric.
•EXP:Numberofexpressionsinakernel. Wedeﬁneathresholdtodiscard
smalcomputationalregionsinordertoavoidoﬄoadingoverheads.
•MUL/EXP andADD/EXP:Ratioofmultiplicationsandadditionsbased
ontheEXPvalueofakernel. Wedeﬁneanotherthresholdthatﬁlterskernels
withsmalcomputationalload.
Metricsrelatedtomemorytransfers(e.g. memorybandwidth,memoryaccess
patterns)arenotconsideredinthiswork.Theresultofthisstageistheinitialsource
codewiththeﬁnalsetofannotatedkernels.Thesekernelscanlaterstudiedinthe
annotationphaseinordertoincludeadditionalattributessuchastargetdevicesand
in-outvariables.Theresultofthisprocesswilbetheﬁnalannotatedcode.
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4.2.6 Attributeannotation
Theresultofthepreviousphaseisapreliminaryversionoftheannotatedcode,
containingtheannotationsforthekernelattributes.Inthisphase,moreinforma-
tioncanbeaddedtotheannotations,suchaspreferreddevices,datadependencies
orparalelpatterns.Fornow,giventheprogrammingcost,thisisamanualpro-
cess,althoughitcanbeautomatedbyusingamoreindepthanalysisofthecode.
Forexample,theClang/LLVMcompilerinfrastructureprovidesfunctionsthatcan
simplifytheanalysis.
4.3 Summary
Inthischapterwehaveproposedasoftwareannotationsyntax,aswelasaset
ofautomaticannotationtechniquesthatcanbeusedtoautomaticalydetectand
annotatekernels.Togetherwiththecontributionsproposedinthepreviouschapter,
wehavealthenecessaryinputsforthetaskpartitioningtechniques.Inthefolowing
chapter,wewilshowhowthetaskpartitioningtechniqueswork,aswelastherole
thatthearchitecturedescriptionandthesoftwareannotationsplayintheprocess.
Chapter5
Staticpartitioningtechniques
Sofar,wehavediscussedtheunderlyingmodelandthekernelidentiﬁcationand
annotationtechniquesproposedinthisThesis.Bothareusedtoproducethenec-
essaryinformationforthepartitioningtechniques.InthisChapter,wepresenta
partitioningalgorithmthatmakesuseoftheworkdevelopedsofar.
5.1 Taskpartitioningalgorithm
Sofar,wehavedeﬁnedahardwaredescriptionlanguage,asoftwareannotation
speciﬁcation,alongwithautomaticannotationtechniques,andamodelthatactsas
abaseforalofthese.Thelastpartofthewholearethepartitioningtechniques.
Thesetechniqueswiltaketheinformationaboutthehardwarearchitecture,the
softwareannotations,andthestaticmetricsofthecode,andwilschedulethekernels
intheavailabledevicesaccordingtotheexecutionmodel.
Inthissectionweproposeanapproachtowardssoftwarepartitioning. This
approachwil workstaticalyandwilserveasthebasisforthemoreadvanced
partitioningtechniques.Itconﬁrmsthefeasibilityoftheproposedstaticpartitioning
algorithm.
Theobjectiveofthisalgorithmistoschedulethesetofkernelsfromacodebase
intothecomputingdevicesinanheterogeneousplatform.Tothisend,amodelhas
beencreatedforrepresentingalthevalidschedules. Themodelisbasedonfour
keyelements:
•Devices.Compilationavailabledevicesandtheircharacteristicsasextracted
fromthehardwaredescription.
•Kernels.Thisisthelistofkernelstoberunasextractedfromthesoftware
annotations.
•Memorysizes.Theserefertothememoryofeachinputandoutputparame-
tersforagivenkernel.Ithasadirectcorrelationwiththecomputationalcost
ofkernelexecution.
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•Executiontime.Thisreferstotheamountoftimeadevicetakestoruna
kernelforaninputofcertainsizeonagivedevice.
•Datatransfertime. ThisreferstotheamountoftimetheCPUtakesto
sendandreceiveeachinputandoutputparametersforagivenkernelfromthe
CPUtoaspeciﬁcdeviceandvice-versa.
Theavailabledevicescanbeobtainedfromthearchitecturaldescriptionasde-
ﬁnedinSection3.2. Thecodeannotations,asdeﬁnedinSection4.1provideat
leastthelistofavailablekernels.Ifavailable,theannotationscanalsobeusedto
determine:
•Thelistofpreferreddevicesforakernel.
•Anupperlimitonmemoryusageforagivenkernel. Thiscanbeusedin
conjunctionwiththepreviousinformationinordertoﬁlterthepossibledevices
forakernel.
•Inputandoutputparameterstodetectdatadependenciesbetweenkernels.
Thepartitioningtechniqueswilworkwiththetupleofkernelandinput/output
size. Eachtupletakesacertaintimetorun,andhastransferrateforaspeciﬁc
device.Lastly,eachdevicehasitsownstrengthsandlimitations,andassuchtheir
performancewilvaryfromkerneltokernel.
ForthepurposesofthisThesis,thecombinationofakernelandaspeciﬁcinput
sizeisnamedanexecutionunit.Thus,agivenkernelwilbeconsideredadiﬀerent
executionunitwhenrunwithaninputsizeof256or512bytes.
Therearetwoimportantaspectstoconsideramongexecutionunits:incompat-
ibilityanddependency. Twoexecutionunitsareincompatibleifbothcannotbe
executedtogetheronthesameapplication.Theideabehindthisisthatthealgo-
rithmisabletoconsiderdiﬀerentversionsofthesourcecode,selectingthebestone
foreachdevice.Forexample,inanestedloop,itcandecidewhethertoconsiderthe
outermostloopasakernelthatisrunonce,ortheinnermostloopasakernelthat
isrunonceforeachiterationoftheoutermostloop.Oneexecutionunitdependson
anotherifitneedstowaituntilthelatterhasﬁnished.Thiscategorizationalows
todetectindependentexecutionunits,whichcanberuninparalel.Additionaly,
thisalowsdiﬀerentiatingbetweenvalidandinvalidsequencesofexecutionunits,
improvingthecomputationofthebestscheduleaccordingly.
Anothermeasureofinterestisthefeasibilityofdeployinganexecutionunitona
speciﬁcdevice.Oneexecutionunitisfeasibleforonedeviceifitcanbeexecutedon
thatdevice.Thisisrequiredtodecidewhichisthebestdeviceforeachexecutionunit
consideringonlyvaliddevicesforeachexecutionunit.Forexample,anyexecution
unitthatperformssystemcalsshalbeconsideredunfeasibleforaGPUdevice.
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Anexecutionunitwithasuﬃcientlylargeinputdatacanbeunfeasibleforadevice
withlimitedmemory.
Thepreviousconceptsareformalizedasfolows:
LetEbesetofexecutionunitsE={e1,...,el},DthesetofdevicesD =
{d1,...,dn}andRthesetofexecutionrestrictionsR={r1,...,rn}.
Letrebetherestrictionsthatapplytoanexecutionunit,deﬁnedinEquation5.1.
Also,letrdbetherestrictionsthatapplytoadevice,deﬁnedinEquation5.2.
re=<e,Re>|e∈E,Re⊆R (5.1)
rd=<d,Rd>|d∈D,Rd⊆R (5.2)
LetRebethesetofrestrictionsthatapplytoaltheexecutionunitsRe=
{re1,...,rel},suchthat|E|=|Re|,andRdbethesetofrestrictionsthatapplytoalthedevicesRd={rd1,...,rdm},suchthat|D|=|Rd|Giventheprevioussets,weconsidertherelationshipsofincompatibility,depen-
dency,andfeasibility,deﬁnedrespectivelyinEquations5.3,5.4,and5.5.
I∈Me×e({0,1})|Ii,j= 1ifeiandejaremutualyexclusive0otherwise (5.3)
P∈Me×e({0,1})|Pi,j= 1ifeidependsonej0otherwise (5.4)
F∈Me×d({0,1})|Fi,j= 1ifRei∩Rdj=∅|Rei∈Re,Rdj∈Rd0otherwise (5.5)
Thesetsandconstraintsdeﬁnedsofarareextendedtoincludedatapartitions.
Executionunitscanbepartitionedinordertoexecutediﬀerentpartssimultaneously
onatleasttwodevices. Suchpartitionssharethekernelcode,buthaveonlya
fractionoftheinputandoutputdatasets.Consequently,datacanbeprocessedin
paralel.Splittingexecutionkernelsalsopermitstorunexecutionunitswithbigger
input/outputdatasetsthanadevicecanhandle.Eachpartitionisresponsiblefor
transferringtheportionoftherequiredinput/outputdatatoandfromthedevice.
Thus,kernelcodemustbeextendedtoincludedataslicingandadditionaltransfers.
However,notalcasescanbepartitioned.Ingeneral,partitioningispossibleinmost
scenarioswhereeachexecutionthreadhasnodatadependenciesonotherthreads,
whichisthetypicalcaseofkernelsthatcanbemappedtoSIMDcomputingdevices.
Theworstcasescenarioarisesinthecaseofdatainputsthatcannotbepartitioned
asthewholeinputdatasetmustbeusedbyeverytask.Inthiscase,thewholeinput
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needstobesenttoeachpartitiondevice.Evenwhenpossible,partitioningisnot
alwaysthemosteﬃcientsolution. Thereareseveralcaseswhenthisisthecase,
suchasthoseexecutionunitswithsmal workloadsorinputsizes,algorithmwhere
thecomputationaltimeisreducedcomparedtothetransfertime,etc. Lastly,a
thresholdwilbeconsideredbeforepartitioning.Thepurposeofthisthresholdisto
avoid“falsepositives”,wherethealgorithmproposesapartitionthatwouldyield
averysmalspeedup,andbecauseofthevarianceofthemeasures,resultswould
beworsethannotpartitioningatal.Throughapreliminarytestingprocess,this
thresholdhasbeenestablishedto10%ofthedatasizeforalcases. Wheneverless
thanthatamountisproposedtobemovedtoadeviceotherthantheCPU,the
partitionisignoredandeverythingisrunintheCPU.
Awiderangeofpossibleexecutionunitpartitionsisconsidered:giventhesets
ofexecutionunitsE anddevicesD,asetofexecutionunitpartitionsEP =
{ep1,...,epr}isdeﬁned. Eachexecutionunitpartitionepi=(ea,db,gc,rd)con-
sistsofanexecutionunitea,adevicedb,arangegcandaratiord. Therange
(gc)representseachoftheexecutionsofthekernelcodewhenthedatasetdoes
notﬁtintothedevicememoryand,consequently,severalexecutionsareneededfor
diﬀerentsubsetsofthedataset.Forexample,a4GiBdatasetruninadevicewith
amemorycapacityof2GiBwouldleadtotworanges.Thisisaninstanceofthe
memoryboundproblem.Thealgorithmmustensurethattwoexecutionunitparti-
tionswiththesameexecutionunit,device,andrangearenotincludedinthesame
schedulingplan.Theratio(rd)isthefractionoftheinputdatasetthatisassigned
toanexecutionunitpartition.Forexample,iftheinputdatasetisdividedinto
20%totheCPU,50%toaGPUand30%toanotherGPU,correspondingratiosof
partitionswouldbe0.2,0.5,and0.3.Awidesetofratesfrom0tothemaximum
ratethatcanbestoredinthedevicememoryareconsideredforeachrange.
Aftercreatingthepartitionsset,thealgorithmhastoobtainaschedulingplan
composedbyasortedlistofexecutionunitpartitions
SP={ep1,...,epm}. Theplanshouldcoveralthekernelsrequiredwiththeir
completedatasetsandachievethebestpossibleperformance.Theincompatibility,
dependencyandfeasibilitymatricesareextendedtocoverexecutionunitpartitions
(IP⊇I,PP⊇P,FP⊇F).
Lastly,afunctiontoestimatetheexecutiontimeofeachkernelpartitionis
required.Thisfunctionreliesonproﬁlingdatafrompreviouskernelexecutionson
thosedeviceswithdiﬀerentinputdatasizes.Thealgorithmrequiresexecutiontime
foratleasttwodatasizes,andthetransfertimesfromthehosttoaldevicesforat
leasttwodatasizes(notnecessarilythesameones).Thedatabasedoesnotneedto
beextensive,butitrequirestheexecutionandtransfertimesforthelargestandthe
smalestdatasizes,sothatthealgorithmmayapplylinearinterpolation.Inorderto
testthealgorithm,executiontimesofseveralusecaseshasbeentaken,withseveral
inputdatasizesforeachusecase.Furthermore,datatransfertimesarestoredfor
thediﬀerentdevicesconsideredintheschedulingprocess.
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Asimplelinearinterpolationfunctionisusedtakingproﬁlingdatatoprovide
estimationsfordatasizesthatareyettobemeasured. Asforthepartitions,the
functionalowstoestimatetheexecutionandtransfertimesforpartitionsdiﬀerentto
theonesthathavebeenmeasured.Thisalowstoprovidearelativelyhighspeedup
withasmalproﬁlingwork.Theinterpolationmethodissupposedtobeincremental
(onlyforapplicationsthataremeanttobeexecutedmorethanonce).Theﬁrsttime
theinterpolationisdonewithfewvaluesandagreatmarginoferror.Asexecutions
arebeingmademorevaluesareobtainedandtheestimationsgetbetter.
Thesmalestandbiggestlimitsfortheinterpolationalsochangeastheapplica-
tionisexecutedseveraltimes.Initialy,thesmalestandbiggestvaluesarethoseof
thesmalestandbiggestinputdatasetsprovidedbyeachofthebenchmarksusedin
thiswork.However,inageneralcasewithoutsuchinformation,anapplicationmay
startwithtwoarbitrarysizes. Askernelsarepartitionedandexecuted,feedback
providesapathtoimproveaccuracy.
Althoughweuseherethissimpleestimationfunction,morecomplexfunctions
maybeused. Forexample,itcouldbeofinteresttoprovideestimationsbased
oncodecharacteristics(viafuzzylogic,geneticalgorithmsorsimilartechniques),
ratherthanusingsimplelinearinterpolation.
Toensurethatwhenakernelisstartedaltheneededinputdatasetisavailable
atthatdevice,thelocationofeveryparameterneedstobetracked.Tothisend,a
listofparameterlocationsiskeptandupdated,representingthecomputingdevices
wheretheseparametersarelocated.Beforeexecutinganewexecutionunitpartition,
altheinputparametersthatarenotalreadyonthedevicememoryspacewherethe
partitionistoberunneedtobebetransferred.
Ourmodeldoesnottakeintoconsiderationthepossibilityofdevice-to-device
transfers. Therefore,altheparametersneededbyadeviceareﬁrstlookedupin
thehost.Intheeventthattheparametersarenotfoundinthehost,buthave
beenproducedinadiﬀerentdevice,theyareﬁrsttransferredfromthisdeviceto
thehost,andsecondly,altheneededparametersaretransferredfromthehostto
therequestingdevice. Whetherdatawilbecompletelytransferredoronlypartialy
transferreddependsonkernelpartitionrate.
Similarly,outputparametersneedtobetakenintoconsideration. Complete
outputparametersareleftonthedevicewhilepartialoutputparametersshouldbe
transferredtothehosttobecombinedwiththerestofparameterdata.Apartial
parametermappingisusedtostatewhichparametersarepartialystoredonthe
hostandtheircorrespondingstoragerate.Thismappingisupdatedeachtimethat
partialoutputparametersaretransferredtothehost.Ifonepartialparameteris
completedthenitismovedfromthismappingtotheparameterlocationlist.
Whentheparameterlocationlistisinitialized,theparametersavailableatstart-
uparestoredonthehost. Anyoutputparameterthatneedstobeproducedis
uncheckeduntilthetimewhereanexecutionunitcreatesit.Thelistofparameter
locationsisupdatedaftereachkernelpartitionexecution. Attheend,theﬁnal
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outputparametersneedtobetransferredfromthedevicewheretheyarestoredto
thehost.
Oncetheschedulingplaniscompleted,itcanbeexecutedusinganexecution
algorithm.Thisalgorithmselectsthenextexecutionunitpartitiontobeexecuted
oneachdevice.Thenitrunstheexecutionunitandperformsthedatatransfersin
thebackground.Finaly,itwaitsuntilthecurrentexecutionunitpartitionandits
transfersareﬁnishedtoselectandrunthenextone.
Thewholeprocessisdividedintothreephases:thepartitioningphase,the
schedulingphaseandtheexecutionphase.Figure5.1showsthegeneralwork-ﬂow.
Thereisapreliminaryprocesswherethearchitecturaldescriptionandthecodean-
notationsareprocessedinordertogeneratethesetupﬁles.Theseﬁlescontainthe
folowinginformation:
•Numberofsizestoconsiderwhenpartitioning.
•Compatibilityanddependencymatrices.
•Viabilitymatrix,showingwhetherornotadevicecanexecuteakernel.
•Measuresfordiﬀerentdatasizes.Usedinordertopredicttheresultswitha
newsize.
•Measuresfordatatransfersofdiﬀerentsizes.
Thisinformationcanbeobtainedautomaticalyfromthearchitecturaldescrip-
tionandthecodeannotations.However,forthisThesis,thesetuphasbeengener-
atedmanualy.
Thestaticpartitioningengineproperhasthreestages.Stageonetakesanin-
putsourcecodeandgeneratesthefullistofexecutionunitsandpartitionstobe
considered.Thislistispassedtotheschedulingphase,whichinturnwilﬁndthe
theoreticalbestschedulingplan.Afterwards,thisplanwilbeexecutedinthethird
phase.Thesecondphaseisthelongestoutofthethree,mainlybecauseithasto
generatemanypossibleﬁnalschedulesandevenmorepartialschedules.Inthecase
thatthereisaneedtodecreasetheexecutiontimeofthisphase,thelistgenerated
inthepreviousphaseshouldcontainasfewpartitionsaspossible. Thetrade-oﬀ
wouldbetheworseningoftheperformancethatthescheduleplanmayattain.
Regardingthevariableparameters,thenumberofdevicescanbedisregarded.
Thereasonforthisisthatthetotalnumberofdevicesavailableintheplatform
wilhardlyexceedfourand,eventhen,mostkernelswilonlybesuitedforoneor
twoofthem. Ontheotherhand,thekernels,inputdatasizesandpartitionscan
beconsideredtogetherasexecutionunits.Basedonthenumberofexecutionunits,
thecomplexityoftheﬁrststageisO(n3). Thecomplexityofthesecondstageis,
atworst,O(n4),andinthegeneralcasewilbeO(n3). Thelaststagedepends
entirelyonthecomplexityoftheexecutedpartitions,soithasnoﬁxedcomplexity.
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Figure5.1:Algorithmworkﬂow.
However,attheveryleast,thecomplexitywouldbeO(n),assumingaltheexecuted
partitionsareofcomplexityO(1).
5.1.1 Partitionphase
Theprocedureforthepartitionphaseisoutlinedasfolows:
1.ThesetofexecutionpartitionsEP={ep1,...,kpr}isdeﬁnedforeachvalid
combinationofexecutionunit,device,rangeandrate:epi=(ea,db,gc,rd)
2.Foreachfeasibletupleofexecutionunitanddevice,atleastonerangeis
deﬁned.Theﬁrstrangeisassociatedwithasetofpartialratesfrom0tothe
maximumratethatcanbestoredinthedevicememory(caledmemorybound
ofthedevice).Ifthismaximumrateisnotequalto1,thenseveralotherranges
shouldbecreatedwithjusttworatesassociated(0andthememorybound
ofthedevice). Theremainingdatawilbesplitaccordingtothenumber
ofpossiblerates. Thenumberofrangesshouldbeenoughtoexecutethe
wholedatasetwithonepartitionfromeachrange.Detailsfromthisstepare
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providedinAlgorithm2.Firstthenumberofnecessaryrangesiscomputed.
Afterwards,theratesarecalculatedasexplainedbefore. Forexample,ina
tworangedatasetof60and40,theﬁrstrangewilhavetworates(0or60),
whereasthesecondwilbesplitaccordingtothenumberofpossiblerates.
Lastly,thepartitionsareestablishedaccordingtothenumberofrangesand
rates.
3.Anextendedincompatibilitymatrixiscreatedforpartitions.Twopartitions
areincompatibleiftheirexecutionunitsareincompatibleortheirkernels,
devicesandrangesarethesame.
4.Anextendeddependencymatrixiscreatedforpartitions. Onepartitionde-
pendsonanotherifitsexecutionunitalsodependsonthekernelfromthe
otherpartition.
5.1.2 Schedulingphase
Algorithms3through8showtheschedulingalgorithmandtheassociatedauxiliary
procedures.Theycanbeoutlinedasfolows:
1.Asearchtreeiscreatedtorepresentalthepossibleschedulingplans.Theroot
noderepresentstheoriginal,emptyschedulingplan.Intermediatenodesare
partialschedulingplans.Lastly,theleafnodesarecompleteschedulingplans.
Eachplanisassociatedwithanexecutiontimeestimation. Theparameter
locationarrayoftherootnodeisinitializedwithinitialparametersstoredon
thehost.
2.Achildnodewithanewplaniscreatedbyaddinganexecutionunitora
partitiontotheschedulingplanoftheparentnode. Eachparentnodecan
haveachildnodeforeachexecutionunitorpartitionthat:
•Isnotincludedintheparentnodeplan.
•Isnotincompatiblewithanyotherkernelpartitionwithintheparent
schedulingplan.
•Doesnotdependonanyotherpartitionthatisnotincludedinorincom-
patiblewiththeparentplan.
Ifthereisnone,theschedulingiscompleteandthisisaleafnode.
3.Whenanewkernelpartitionisadded,thefolowingtransfersshouldbeob-
tained:
•Thetransfersofaltheinputparametersfromwhateverdevicetheyare
storedtothehost.
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Algorithm2PartitioningPhase.
1:letnumRangesbethenumberofrangesrequiredtocoverthefuldatasizeof
anexecutionunitinadevice.
2:letMaxNumOfRatesstoreeitherthenumberofratesassociatedwithanexecu-
tionunit.Iftheexecutionunitﬁtsinadeviceinasinglerange,thisvariable
wilbethenumberofpossiblerates.Ifnot,thenitwilstoretheratesforthe
last,smalestrange.
3:
4:procedureexecutionUnitPartitionAlgorithm(EP,numEP,NumPossi-
bleRates)
5: numEP←0
6: foriin1.numExecutionUnitsdo
7: forjin1.numDevicesdo
8: ifFi,j=1then
numRanges← datasizeofexecutionunitei/
memoryboundofdevicedj
9: ifnumRanges>1then
MaxNumOfRates←memoryboundofdevicedj/
(datasizeofexecutionunitei/NumPossibleRates)
10: else
11: MaxNumOfRates←NumPossibleRates
12: forkin1.numRangesdo
13: ifk=1then
14: forlin0.MaxNumOfRatesdo
15: rate=(l/NumPossibleRates)
16: EPnumEP=(i,j,k,rate)
17: numEP=numEP+1
18: else
19: EPnumEP=(i,j,k,0)
EPnumEP+1=(i,j,k,MaxNumOfRates/NumPossibleRates)
20: numEP=numEP+2
•Thetransfersofaltheinputparametersthatarecompletelyrequired,
fromthehosttotheselecteddevice.
•Thetransfersofaltheinputparametersthatarepartialyrequired,from
thehosttotheselecteddevice.
•Thetransferofaltheoutputsthatarepartialygeneratedfromthe
selecteddevicetothehost.
4.Theparameterlocationarrayandthepartialparametersvectorareupdated
accordingly.Thetransfertimerequiredforthoseparametersisaddedtothe
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Algorithm3SchedulingPhase.
1:letbestTimestorethebestexecutiontimeofaplanatanygivenmoment.
2:letbestSPstorethebestschedulingplanatanygivenmoment.
3:letqueuestorenewNodes,whichcontainpartialschedulingplans,exceptforlead
nodes.
4:letListNextEPlistthenextexecutionunitselegibletoberunafterthepointin
timescheduledinnode
5:
6:procedureschedulingAlgorithm(bestSP,bestTime)
7: bestTime←MAX
8: queue←insert(queue,initialSched)
9: whilenotempty(queue)do
10: node←extract(queue)
11: ListNextEP←listNextExecutionUnitParts(node)
12: foriinListNextEPdo
13: newNode←AddEP(node,EPi)
14: ifisValidSched(newNode)then
15: ifnotisFinalSched(newNode)then
16: queue←insert(queue,newNode)
17: else
18: ifbestTime>getTime(newNode)then
19: bestSP←schedPlan(newNode)
20: bestTime←getTime(newNode)
executiontimeofthekernelpartition.
5.Theexecutiontimeassociatedtoeachnodeisequaltotheﬁnishingtime
forthelatestpartitionplusthetransfertimefortheﬁnaloutputtransfer
operation.Theﬁnishingtimeofanewpartitioniscomputedbyaddingthe
estimatedexecution/transfertimeofthenewpartitiontothemaximumof:
1)theﬁnishingtimeofthelatestpartitionexecutedonthesamedevice.2)
theﬁnishingtimeofthelatestpartitiononwhichthenewkernelpartition
depends.Thetimeoftheﬁnaltransferoperationisthetimerequiredtosend
theﬁnalparametersfromwhateverdevicetheyarestoredtothehost.
6.Anyschedulingplanwheretheaddedratesofthepartitionswiththesame
kernelisbiggerthan1isinvalid,anditsnodemustbediscarded.Furthermore,
ifthepartitionscoveralthepossiblerangesofthiskernelandtheaddedrate
islowerthan1,theplanisinvalidanditsnode,too,mustbediscarded.
7.Theschedulingplanwiththelowestexecutiontimewilbeselectedforexecu-
tion.
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Itisimportanttonotethat,asfaraschedulinggoes,thereisverylittlediﬀerence
betweenexecutionunitsandpartitions. Whileitistruethattheuseofpartitions
alowstobypassrestrictionssuchasthememoryboundsofadevice,intheendthey
aretreatedassmalerexecutionunitsthatinheritthedependenciesandincompat-
ibilitiesoftheexecutionunitthatwassplit,andarealsoincompatiblewithsaid
executionunit.Inthisway,thechoiceofsplittinganexecutionunit,orrunningit
completely,requiresnospecialcaseswithinthealgorithm.Infact,anexecutionunit
canbeconsideredasapartitionwitharateof1forthepurposeofouralgorithm.
Figure5.2showsanexampleoftheschedulingalgorithmforaverysimplesce-
nario.Init,wewanttoscheduletwokernels,K0andK1,andhavetwodevices
available,CPUandGPU.Therootnode,node1intheﬁgure,representstheempty
schedule,wherenokernelhasbeenassignedtoadeviceyet.Fromthere,weexpand
indepth.Thenextnode(node2)showstheﬁrstkernel,K0,assignedtotheﬁrst
device,CPU,foracostof5units.Next,weassignthenextkernel,K1,totheﬁrst
device,CPU,foratotalcostof7units(node3). Asthisisacompleteschedule,
wemarkitasthecurrentbestandbacktrackforthenextschedule.Accordingto
thealgorithm,nextschedule,node4,carriesonfromnode2,andassignsK1tothe
nextdevice,GPU,foratotalcostof11.Sincethetotalcostishigherthanthatof
thecurrentbest,wediscardtheschedule,andkeepbacktracking. Nextschedule,
node5,carriesonfromnode0. WeassignK0tothenextdevice,GPU,foratotal
costof8units.Again,thecostishigherthanthatofthecurrentbest,sowediscard
thewholebranch.Sincetherearenomoreoptionstoexplore,wehavetheﬁnal
schedule(node3).
Figure5.2:Exampleofschedulingalgorithm.
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5.1.3 Executionphase
Theexecutionphaseisthestageofthealgorithmwhentheapplicationisrun.
Algorithm9showstheprocedure. Thealgorithmfortheexecutionphasecanbe
outlinedasfolows:
1.Theexecutionoftheexecutionunitsand/orpartitionswiththeirinputand
outputtransfersisdoneinbackground.Aﬁnalizationeventraiseswhenitis
doneandanassociatedhandleisexecuted.
2.ThehandlerfunctionisexecutedwheneveranOpenCLﬁnalizationevent
raises. Firstly,itobtainswhichpartitionwasﬁnalized. Then,itauditsal
thefreedevicesandcheckwhichoneisthenextexecutionunitorpartition
tobeexecutedoneachone.Iftheseonlydependonotherexecutionunitsor
partitionsthathavealreadyﬁnished,theyareexecutedinbackgroundandthe
samehandleisassociatedtotheﬁnalizationevent.
3.Whenthelastexecutionunitorpartitioniscompleted,thehandlerwilﬁnish
theexecution.
4.Theapplicationbeginsexecutingthehandlerfunctiondirectlyinorderto
launchonetaskperdevice(ifpossible).
FortheimplementationofthisphasewehaveusedtheOpenCLAPI.Forexam-
ple,theﬁnalizationeventraisedwilbeanOpenCLﬁnalizationevent.
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Algorithm9ExecutionPhase.
1:letEPrstorethenextpartitionscheduledforagivendevicethroughprocedure
nextEP.
2:letListDepEPrstorethelistofdependenciesforpartitionrthathaveyettobemet.
3:
4:letprocedureFINISHcheckwhetherornotadeviceisdoneexecutingaparti-
tion.
5:letprocedureEXTRACTremovetheﬁnishedpartitionfromtheschedulingplan.
6:letproceduresINPUTTRANSFERSandOUTPUTTRANSFERStransferdata
toandfromadevice,respectively.
7:letprocedureEXEClaunchapartitioninadevice.
8:
9:procedurescheduler()
10: handler()
11: whileschedPlan=φdo
12: handler()
13:procedurehandler()
14: foriin1.numDevicesdo
15: iffinish(devicei)then
16: extract(schedPlan,devicei.EP)
17: EPr←nextEP(schedPlan,devicei)
18: ListDepEPr←∀EPj∈schedPlan (epr,epj)∈RPP
19: ifListDepEPr=φthen
20: inputTransfers(EPr,devicei)
21: exec(EPr,devicei)
22: outputTransfers(EPr,devicei)
23: devicei.EP←EPr
5.2 Summary
Inthischapterwehaveproposedasetoftaskschedulingtechniquestoﬁndthe
bestorchestrationofasetofkernelsforagivenarchitecture.Thistechniquesrely
onthearchitecturedescriptionandcodeannotationtoﬁndthebestschedulebased
onfeedback.Inthefolowingchapter,wewilshowtheevaluationofthediﬀerent
proposalsmadeinthisThesis.
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Algorithm4SchedulingPhase:Auxiliaryfunctions1.
1:letusedEPstorethosepartitionsalreadyusedintheschedulingplanstoredin
node.
2:letIncompEPstorethosepartitionsthatareincompatiblewiththescheduling
planstoredinnode.
3:letRemainEPstorethosepartitionsthatcanstilbeusedafterthepointinthe
schedulingplanstoredinnode.
4:letRedPPstorethelistofdependenciesbetweenremainingpartitions.
5:letIndepEPstorethosethospartitionsthatarehavenodependencies.
6:
7:functionlistNextExecutionUnitParts(node)
8: usedEP←usedEPi=1⇔EPi∈schedPlan(node)
9: IncompEP←IncompEPi=IPi,0∧usedEP0∨···∨IPi,n∧usedEPn
10: RemainEP←RemainEPi=¬(IncompEPi∨usedEPi)
11: RedPP←RedPPi,j=PPi,j∧RemainEPi∧RemainEPj
12: IndepEP←IndepEPi=¬(RedPPi,0∨···∨RedPPi,n)
13: ListNextEP←ListNextEPi=RemainEPi∧IndepEPi
14: returnListNextEP
15:functionisValidSched(node)
16: forEPiinschedPlan(node)do
17: (executionunit,device,range,rate)←EPi
18: usedRangesexecutionunit,device←usedRangesexecutionunit,device+1
19: usedRatesexecutionunit←usedRatesexecutionunit+rate
20: Overﬂow←∃i (usedRatesi>1)
21: Underﬂow ← ∃i∀j (usedRatesi < 1)∧ (usedRangesi,j =datasizei/memoryboundj)
22: return¬(Overﬂow∨Underﬂow)
23:functionisFinalSched(node)
24: usedEP←usedEPi=1⇔EPi∈schedPlan(node)
25: IncompEP←IncompEPi=IPi,0∧usedEP0∨···∨IPi,n∧usedEPn
26: RemainEP←RemainEPi=¬(IncompEPi∨usedEPi)
27: return∀i RemainEPi=0
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Algorithm5SchedulingPhase:Auxiliaryfunctions2.
1:
2:lettExecstoretheamountoftimeitwouldtaketotransferinputandoutput
data,aswelasexecute,agivenpartition.
3:lettEndDepEPstorethetimesitwouldtaketomeeteachofapartition’sde-
pendencies.
4:lettStartEPstoretheworst-casestartingtimeforapartition.
5:
6:functiongetTime(node)
7: foriinschedPlan(node)do
8: tExec←executionTimeEPi
9: tExec←tExec+getTransferTime(EPi)
10: tEndDepEP←tEndDepEPr=PPi,r·tEndEPr
11: tStartEPi=max(tEndDevEPi.device,maxr(tEndDepEPr))
12: tEndEPi=tStartEPi+tExec
13: tEndDevEPi.device=tEndEPi
14: returnmaxdev(tEndDevdev)+getFinalTransferTime()
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Algorithm6SchedulingPhase:TransferAuxiliaryFunctions1.
1:Thisprocedurecalculatesthetransfertimenecessarytomoveinputandoutput
datafromonesteptothenext.
2:proceduregetTransferTime(EPk)
3: (executionunit,device,range,rate)←EPk
4: transfersPerUnitExec(EPk)
5: UpdateParamLocation(EPk)
6: foridoin1.numDevices
7: aux←auxi=1⇔CompTransfAnyHosti==i
8: time=time+transferTime(i,aux)
9: time=time+transferTime(device,compTransfHostDev)
10: time=time+transferTime(device,rateTransfHostDev)
11: time=time+transferTime(device,rateTransfDevHost)
12: returntime
13:
14:Thisprocedurecalculatesjustthetransfertimetogathertheoutputdatainthe
hostatthelaststage.
15:proceduregetFinalTransferTime()
16: aux←auxi=FinalHostParamsi−(paramLocationhost,i∧FinalHostParamsi)
17: forjdoin1.numDevices
18: paramsInDev←paramsInDevi=auxi∧paramLocationj,i
19: aux←auxi=auxi−paramsInDevi
20: CompFinalTransf ← CompFinalTransfi = CompFinalTransfi+(paramsInDevi∗i)
21: time=time+transferTime(j,paramsInDev)
22: returntime
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Algorithm7SchedulingPhase:TransferAuxiliaryFunctions2.
1:
2:Thisprocedurescalculatesthedeviceswheretheinputandoutputvariables
mustresidein,inordertoexecutethenextstep.
3:proceduretransfersPerUnitExec(EPk)
4: (executionunit,device,range,rate)←EPk
5: ifrate=0then
6: return0
7: Inputs←Inputsi=CompInputsi∨RateInputsi
8: InputsReady←InputsReadyi=paramLocationdevice,i∧Inputsi
9: InputsMove←InputsMovei=inputsi−InputsReadyi
10: ifrate=1then
11: compTransfHostDevEPk←InputsMove
12: else
13: compTransfHostDevEPk ← compTransfHostDevEPk,i= CompInputsi∧InputsMovei
14: rateTransfHostDevEPk ← rateTransfHostDevEPk,i =(RateInputsi∧InputsMovei)∗rate
15: rateTransfDevHostEPk←rateTransfDevHostEPk,i=RateOutputsi∗rate
16: InputsMoveToHost ← InputsMoveToHosti = InputsMovei −(paramLocationhost,i∧InputsMovei)
17: aux←InputsMoveToHost
18: forjin1.numDevicesdo
19: paramsInDev←paramsInDevi=auxi∧paramLocationj,i
20: aux←auxi=auxi−paramsInDevi
21: CompTransfAnyHost←CompTransfAnyHosti=CompTransfAnyHosti+(paramsInDevi∗i)
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Algorithm8SchedulingPhase:TransferAuxiliaryFunctions3.
1:Thisprocedureupdatesthelastknownlocationoftheinputandoutputparam-
eters.
2:procedureUpdateParamLocation(EPk)
3: (executionunit,device,range,rate)←EPk
4: paramLocationhost ← paramLocationhost,i = paramLocationhost,i ∨InputsMoveToHosti
5: paramLocationdevice ← paramLocationdevice,i ∨compTransfHostDevi∨CompOutputsi
6: ifrate=1then
7: paramLocationdevice←paramLocationdevice,i∨RateOutputsi
8: rateHostParameters←rateHostParametersi+rateTransfDevHosti
9: completedParams←completedParamsi=1⇔rateHostParametersi==1
10: rateHostParameters←rateHostParametersi−completedParamsi
11: paramLocationhost←paramLocationhost,i+completedParamsi
Chapter6
Evaluation
Thischaptershowstheevaluationofthediﬀerentcomponentsoftheproposedframe-
work. OfthethreepiecesofsoftwaredescribedinFigure1.1,onlytheautomatic
codeannotationandthepartitioningtechniquesareincludedinthisChapter.The
reasonforthisistheautomatichardwareextractionisastraightforward,auxiliary
toolthatsimplyhastogathercertaininformationfromvarioustoolsandcompose
thefularchitecturedescription.
6.1 Referenceplatform
ThereferenceplatformforaltestsisdescribedinTable6.1.AMDdriver[11]was
usedinsteadofIntelOpenCLdriverbecausethelatterproducedresultswitha
bigvariance,asopposedtotheAMD’smorestableresults.Theoperatingsystem
usedduringthetestsisUbuntu14.04.2LTS.Thecodehasbeencompiledwith
g++5.1.2.Thedevelopedcodehasbeencompiledwiththeﬂags-std=c++11-O3.
Forthebenchmarksthestandardconﬁgurationhasbeenusedineachcase,andno
optimizationhasbeenusedfortheCPUcode.Thishasbeendonetoensurethat
aldevicescanbeevaluatedonequalground.
6.2 Evaluationofthesoftwareannotationtech-
niques
InordertoevaluateAKI,wehaveappliedittosomeofthebenchmarksinthe
Parboilbenchmarkset[114].Theideaistopreserveasmuchoftheoriginalsource
codeaspossible.Forthis,thesimplestoptionistouseAKIwiththebase,sequential
benchmarksandcomparethemwiththeOpenMPequivalent,whichcanbefound
inParboil. Wehaveevaluatedfourbenchmarks,whichhaveonlyonesourcecode
ﬁleusingOpenMPannotations.
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Table6.1:Testplatform.
IntelCPU AMDGPU IntelXeonPhi
Model
IntelRXeonR AMDRRadeonR XeonPhiR
CPUE5-2695 R9290series coprocessor
3120series
Coreclock 1.2GHz 1.0GHz 1.1GHz
Computingunits 24 2816SP 224
Memory 128GiB 4GiB 6GiB
OCLdriver
AMD-APP-SDK-v2.9 OpenCLTM
Runtime14.2
OCLversion 1.2 2.0 1.2
6.2.1 Benchmarks
InordertoevaluateAKI,wehaveemployedfourbenchmarks:Breadth-ﬁrstsearch,
histogram,Lattize-BoltzmanMethodSimulation(LBM),andmatrixmultiplication
(SGEMM).
TheBFS[76]isanalgorithmusedtoﬁndtheshortestpathtroughtree-orgraph-
likestructures.Itstartsatthetopofthestructure,andmovestothebottomby
exploringalneighbournodesofalevelatatime,hencethename.Itisanalternative
toothermethods,suchasthedepth-ﬁrstsearch,orothersearchalgorithms.
Thehistogrambenchmarkisasimpleaccumulationofvaluesintoavector.Inthe
caseoftheParboilhistogram,thevaluesarepartofatwo-dimensionalmatrix.The
bottleneckofthisbenchmarkistheaccumulation(orreduction)ofvaluesfromthe
matrixtothehistogramvector.Parboildetectstheregionofthevectorwheremost
conﬂictisexpected,whichistypicalyinthemiddleofthehistogram,andassigns
workerstomakepartialreductionsofthisareabeforedoingalastaccumulation.
TheLBM[34]benchmarkisaformofﬂuidsimulationconsistingonthesolving
ofsystemsofdiﬀerentialequations.Ithasrecentlybeenusedinbenchmarkingas
analternativetootheralgorithmssuchastheS3DbenchmarkfoundinSHOC[39],
whichisinsteadbasedonNavier-Stokesequations.
TheSGEMMisanexampleofmatrixmultiplication.Itisaprobleminvolving
twomatrices,ofsizeXxYandYxZ,whereX,YandZmaybeanynumber.The
algorithmtakesaltherowsoftheﬁrstmatrix,andmultipliesthem,elementby
element,withalthecolumnsofthesecondmatrix(hencethesamedimensions).
Thereareseveraloptimizationsofthisalgorithm,suchastheStrassenalgorithm
[113],ortransposingthesecondmatrixtooptimizecacheaccess.
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6.2.2 Results
TheresultscanbeseeninTable6.2.Thecolumnsrepresenteachofthebenchmarks
thathavebeenusedforevaluation. Foreachbenchmark,weshowthelinesthat
correspondwithforloopsintheoriginalsourcecodemeetingthefolowingcrite-
ria:forloopsdetectedbyAKIduringthehotspotselection,forloopsdetectedas
potentialkernelsbyAKIduringthekernelselection,originalkernelsannotatedin
OpenMP(baseline),OpenMPkernelsthathavenotbeenexecutedandtherefore
havenotbeenannotated,OpenMPkernelsthatareinanestedloopandhavenot
beenannotated,andlastly,encounteredfailures.Theserefertothoseforloopsthat
havenotbeenidentiﬁed,butdonotfalintoanyoftheprevioustwocriteria(i.e.
notexecutedornested). Giventheresults,weobservethatAKIdetectsmostof
thepotentialkernels.Asexplainedavobe,weconsiderthreediﬀerentcategoriesof
failures.TheﬁrstcategoryincludesthosekernelsthathaveanOpenMPdirectivein
thebenchmark,butarenotexecuted.Inthesecases,ouralgorithmwilnotdetect
them,sincetheyhavenocomputationalload.Forthisreason,nocorrectiveaction
wilbetakentodetectandannotatethem. Thesecondcategoryincludesnested
loopsthathavebeendeliberatelyignored.Sinceadecisionwasmadetoonlyanno-
tatetheinnermostloopsincasetherewasachoice,AKIwilnotdetectotherloops,
notbecauseofthealgorithm,butbydesign.Thenestedloopswilchangeinfuture
versionsofthealgorithm,accordingtotheparametrizedgranularitythattheuser
desires,sowhilematchinginthesecasescanandwilbeimproved;theyarenotthe
mainconcern.Lastly,thefailuresthatdonotﬁtintoanyofthepreviouscategories
needtobestudiedclosely. Ofthese,themissedloopinthehistogrambenchmark
(line98)isafalsenegative.Thesimplicityoftheloopmakesitlooklikeaninitial-
izationloop,andsoitismissedasakernel.Furtherﬁne-tuningofthethresholds
orfeedbackfromtheusercanpreventthiscase. Lastly,thethreeloopsinLBM
thatarenotconsideredastheinitialOpenMPannotatedkernelshavedependencies
betweeniterationsandwriteintoglobalvariables.Controlingthesedependencies
wouldbecostlyand,sinceouralgorithmdoesnottakethemintoconsiderationyet,
theyareannotatedasAKIkernels.
6.3 Evaluationofthestaticpartitioningalgorithm
Theproposedpartitioningalgorithmhasbeenevaluatedseparatelyfromtheanno-
tationtechniques,usingvarioususecases.TheyarepiecesofOpenCLcodecaling
oneormorekernels.Inthisexperiment,thenumberofkernelsrangesfromoneto
twenty-seven. Theyhavebeenexecutedonthearchitecturedescribedintheref-
erenceplatform.Theselectedexamples,whicharelistedbelow,areconsideredto
berepresentativefrommanykernel-basedprograms.Experimentalresultsshowthe
improvementobtainedwiththeproposedschedulingasopposedtomoretypicalso-
lutions,suchasrunningtheprograminasingledevice,ornotpartitioningtheinput
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Table6.2:ParboilbenchmarkevaluationcomparingAKIwithmanualOpenMP
annotation.Thenumbersrepresentthelinesofthecodeinwhichakernelisanno-
tated
BFS  Histogram  LBM  SGEMM
Hotspots  86,161,175  98,101  62,103,104,127,  28,29,30
128,186,459,562,563
AKI 86  101  62,127,128,186,  28,29,30
459,562,563
Baseline  86  98,101  62,126,157,  28
186,289,348
Notexecuted  -  -  157,289,348  -
Nested  -  -  126  29,30
Failures  -  98  459,562,563  -
andoutputdata.ThefolowingbenchmarkshavebeenextractedfromtheRodinia
benchmark[32,33],theSHOCbenchmark[39],theIntelCodeOpenCLSamples
[63]orhavebeendevelopedad-hoc.Thelistofbenchmarksaswelasadescription
ofthemcanbefoundinSection6.3.1.
Theimplementationofthesebenchmarksisbasedonacorecodecomposedof
oneorseveralkernelsthatareexecutedonceorseveraltimeswithinaloop.Thisis
thewaymostofthestate-of-theartbenchmarksforkernel-basedprogramsareim-
plemented.Ourapproachonthoseloop-basedalgorithmsistofocusonscheduling
oneiterationinthebestpossibleway.Then,eachiterationisexecutedusingthese-
lectedscheduling.Thisapproachcompromisesbetweenobtainingagoodscheduling
performanceandreducingtheproblemcomplexitytogettheschedulingplanona
reasonabletime.Furthermore,inmanycases,eachiterationdependscompletelyon
theresultsofthepreviousiteration,andconsequentlyeachiterationcanbeanalysed
asaseparatedschedulingproblem.Thoseapplicationsneedtohaveanimplemen-
tationinOpenCLorotherkernel-basedframework.Itisforthisreasonthatthese
benchmarkshavebeenchosen,sinceitsavestheeﬀortofcodingnewversionsfrom
scratch.
6.3.1 Benchmarks
Thestencilbenchmarkusedinthisworkisadaptedfromthe3Dstencilfoundin
theRodiniabenchmark[32,33].Ittakesamatrixofanydimensions,andupdates
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eachelementofthematrix(typicaly,apixelinanimage)basedonthevaluesofthe
neighboursoftheelement. Therearemanyvariantsoftheconvolution,basedon
thepreciseﬁlterthatistobeapplied.Theconcurrencycanbemoreorlessrelaxed,
basedonwhetherornottheelementsmustbeupdatedinaparticularorder.
Theprogramcanbepartitionedamongstthedevicesthatmakeupthehet-
erogeneousplatform.Thebenchmarkhasasinglekernelthatperformsthestencil
algorithm. Thepartitioningcanbeachievedbysplittingtheinputmatrixatthe
rowlevel.Thisalsoappliestotheoutputmatrix.Inthecaseofpartitioning,the
hostwilsendtheinputpartitions,andreceivetheoutputones.
Thetransitiveclosurebenchmarkimplementsthetransitiveclosureofa
binaryrelationshipamongtheelementsfromaset. Therelationshipisdeﬁned
usingabinarysquarematrix.Thealgorithmisapipelinecomputation,whereeach
iterationperformsthreesteps:1)multiplytheoriginalmatrixandaderivedmatrix,
2)checkwhetherthematrixisthetransitiveclosureandifnot3)updatethecurrent
matrixbyaddingittotheoriginalmatrix.Thelasttwostagesdependontheﬁrst,
butcanberuninparalelasanoptimization.Therearemoreoptimalversionsof
thisalgorithm,suchastheFloyd-Warshalalgorithm[49].
Forthepurposeofthistest,wewilonlyrunoneiterationofthepipeline,and
assumethatstagestwoandthreearetheonesfromthepreviousiteration.Therefore,
thethreeoperationsareimplementedasindependentkernelsthatcanbeexecuted
inparaleloneachiteration.Apreviousstudyshowsthatthemultiplicationkernel
istheonethattakesthelongesttimetorun.Forthisreason,thiskernelcanbe
partitionedacrossthedevices,whereastheothertwoareexecutedcompletelyon
onedevice. Theinputofthemultiplicationkernelissplitbyfragmentingalthe
matricesattherowlevel.Toalowthis,itisnecessarythatthesecondinputmatrix
istransposedbeforecalingthekernel.
TheS3DbenchmarkisanOpenCL/CUDAimplementationoftheNavier-
Stokesequations[125]foraregular3Ddomain,usedtosimulateturbulentcombus-
tion[60].Asexplainedbefore,itisanalternativetotheequationsusedintheLBM
benchmark.
Thebenchmarkiscomposedof27kernelsthathaveseveraldependenciesbe-
tweenthem. Mostofthecomputationisheldbytwogroupsofparalelkernels(8
kerneleach)thatare,infact,amanualpartitionoftwobiggerkernels.Becauseof
thisreason,thereisnopointonperforminganymorepartitioning.Eachkernelis
executedcompletelyononedevice.
TheLU Decompositionbenchmarkisuseddirectlyasitisimplemented
intheRodiniabenchmarksuite.Itisanalgorithmtocalculatethesolutionsofa
setoflinearequations.TheLUDkerneldecomposesamatrixastheproductofa
lowertriangularmatrixandanuppertriangularmatrix,andhasmanydependencies
betweenthreads,whichmeansitisacomplicatedbenchmarktooptimize. The
versionavailableinRodiniaiscomposedoftwosequentialkernelsthatruninaloop,
andsuﬀerhugeperformancepenaltiesduetotheuseofsynchronizationbarriers
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betweenthethreads.
Anoptimized General Matrix Multiply(GEMM)benchmark isin-
cludedinordertouseeﬃcientlytheinternalhardwarecharacteristicsoftheIntel(R)
XeonPhi(tm).ItisextractedfromtheIntelOpenCLCodeSamples.Thealgorithm
isanoptimizationovertheoneexplainedinSection6.2.Itoptimizesthetrivialma-
trixmultiplicationnestedloopversiontoutilizethememorycachemoreeﬃciently
byintroducingawel-knownpracticeastiling(orblocking),wherematricesaredi-
videdintoblocks,andtheblocksaremultipliedseparatelytomaintainbetterdata
locality.
MonteCarlosimulation.ThisbenchmarksimulatesEuropeanstockoption
pricingthroughMonteCarloalgorithmofrandomsampling[85].Theoptionprice
calculationisperformedusingBlack-Scholesstockpricingmodel[23]which,inci-
dentaly,isoneofthebenchmarksintheParsecbenchmarksuite[22].Theimple-
mentationoftheMonteCarlosimulationprovidedintheOpenCLsamplesconsists
onasinglekernelwithahugecomputationalload,whereeachthreadsrepeatsthe
folowingsteps:1)generatetherandomnumbers,2)calculatethestockpriceand3)
accumulatethecalculatedvalue.Afterthisprocessisdone,anaverageiscalculated
toobtaintheﬁnaloptionprice. Thereisnointer-dependenceinthisalgorithm,
whichmakesitpossibletorunalthreadswithoutanysynchronizationmechanism.
The medianﬁlterisanon-lineardigitalﬁlteringtechniqueusedinorderto
reducenoise. Notunlikethestencil,itisaneighbour-relatedproblem,wherethe
algorithmgoesthrougheveryelement,andreplacesitwiththemedianofalneigh-
bours.Itispossibletoapplythisalgorithmtoany-dimensionaldatastructures.
Becausethebulkofthisalgorithmfalsonthemedian,mosteﬀortshavebeenput
towardsimprovingtheupdatingofthevalues.ThemedianﬁlterfoundintheIntel
OpenCLsamplesagainconsistsonasinglekernelwhereeverythreadcomputesthe
ﬁlterforasingleelement.Althoughthereissomeinter-dependence,giventhatal
elementsreadtheneighbouringones,theproblemisrelaxedsoastoavoidtheuse
ofsynchronizationmechanisms.
Thebitonicsortisaparalelalgorithmforsorting.Itisalsousedasacon-
structionmethodforbuildingasortingnetwork.Itispartofafamilyofalgorithms
caledoblivious,becausetheybehaveinthesamewayregardlessoftheinput.This
makesitagreatalgorithmtorunonGPU[100].Theideabehindthisalgorithmis
to,atcertainpoints,doone-on-onecomparisonsbetweentheelementsintroducedas
input.Iftheyareordered,theyareleftastheyare.Otherwise,theyareswapped.
Becausethiscomparisonsarecompletelyindependentfromeachother,thedegreeof
paralelismishigh.TheversionofthebitonicsortprovidedwiththeIntelOpenCL
samplestakesinputsoffourelements,andperformsthreeswapswiththem.Again,
muchliketheprevioustwo,thisimplementationhasasinglekernel.
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6.3.2 Results
Theevaluationprocessforthestencilandthetransitiveclosurebenchmarksisper-
formedasfolows.Firstly,proﬁlingdataisgatheredforeachkernelfromthebench-
mark.Eachkernelisexecutedindependentlyoneachdeviceusinginputsofdiﬀerent
sizes.Thisproﬁlinginformationwilbeusedtointerpolatetheexpectedperformance
foreachkernelwithdiﬀerentinputsizesanddiﬀerentlevelsofpartitioning. Also
theinformationabouttheincompatibility,dependencyandfeasibilityofeachkernel
isgathered.Secondly,theproposedalgorithmisexecutedforaselectedproblem
sizeandpartitionpattern. Theresultingschedulingplanisimplementedonthe
benchmarkandexecutedtoobtainitsperformance.Finaly,althepossiblesched-
ulesconsideredinthealgorithmarealsoexecutedandtheirperformanceresultsare
comparedtotheselectedsolution.
TheevaluationprocessfortheS3Dbenchmarkisalmostthesameastheformer
ones.Theonlydiﬀerenceisthattheselectedschedulingplancannotbecompared
toaltheotherschedulesconsideredbecausetheamountoftestswouldmakeit
infeasible(227combinations).Therefore,wecomparethechosenschedulewiththe
originalconﬁgurationsprovidedinthebenchmark:alkernelsineitherdevice.
Thestencilbenchmarkcontainsjustonekernel,whichisexecutedonce.In
thiscasetheincompatibilityanddependencymatricesare1x1zeromatrices.Also
thefeasibilitymatrixisa1x2matrixﬁledwithones. Proﬁlingdataisobtained
fordatasizes256,512,1024,2048,4096,and8192. Thesesizescorrespondwith
thesidesoftheinputmatrices,suchthatbasesize1024correspondswithamatrix
ofrealsize1024x1024elements. Wealsoconsideralthecorresponding1/4,2/4
and3/4fractionsofeachbasesize(Forexample64,128and192arethefractions
forthe256datasize).Thenschedulingplansareobtainedfordatasizes256,512,
1024,2048,4096,and8192.Oneachcasethepartitionpatternusedfragmentsthe
problemssizein16slices. Therefore,thepartitionpatterngoesfrom0/16ofthe
totalsizeto16/16.Table6.3showstheschedulingplanobtainedforeachoneofthe
datasizesconsidered.Thereasonforthisprocessistwofold.Firstly,splittinginfour
partsseemstobethenorminsimilarstate-of-the-arttools.Theclosestexampleis
thatofO’Boyle’sstaticapproach[55].Secondly,wewantedtomakesurethatthe
partitionsizesweremultiplesoftheamountofpartitions,andusinginterpolation
upto16parts,wecanalsostress-testouralgorithm.
Table6.3:Stencilbenchmark:Selectedschedulingplans.
DataSize  256 512 1024 2048 4096 8192
CPUpartition 16/16 16/16 16/16 4/16 4/16 4/16
GPUpartition 0/16 0/16 0/16 12/16 12/16 12/16
ACCpartition 0/16 0/16 0/16 0/16 0/16 0/16
Finaly,eachvalidschedulingcombinationconsideredonpreviousconﬁgurations
(datasizesfrom256to8192withapartitionpatternfrom0/16to16/16)isexecuted,
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andaltheperformanceresultsarecomparedwiththeperformanceoftheselected
solution.
TheresultsforthestencilbenchmarkareshowninFigure6.1,Figure6.2and
Figure6.3.Figure6.1showsthepercentileoftheperformanceoftheselectedsolu-
tionconsideredwithinthewholeperformancedistributionofalthevalidscheduling
combinations.Figure6.2comparestheperformanceofthebestandtheworstcon-
ﬁgurationtotheperformanceoftheselectedsolution. Thecomparisonsaredone
usingabsoluteperformances(best,worstandselectedplan)aswelasrelativeper-
formancefromtheselectedsolutioncomparedwiththebestandtheworstones(the
biggerthepercentage,theclosertothebestsolutionitis).Figure6.3
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complements
thepreviousﬁgure.Itshowshowgoodistheproposedpartitioninascalefromthe
worstcase,whichrepresents0%,tothebestcase,whichrepresents100%.
Figure6.1:Stencilbenchmark:Percentileoftheobtainedsolution.
Severalobservationscanbedrawnfromtheseresults.Firstly,forsmaldatasizes,
thebestoptionistoexecutethewholekernelontheCPU.Thereasonbehindthis
isthatthedatatransferstootherdevicescostoutweighsotherbeneﬁts. Besides,
theproblemsizeisnotenoughtotakeadvantageofthelevelofparalelismthat
otherdevicesoﬀer.Secondly,forbiggerdatasizes,theGPU,andtosomeextent,
theaccelerator,exhibitabetterperformanceratio,butnotenoughtoexecutethe
wholekernelontheGPU.Therefore,theexecutionseemstosettledownonaﬁxed
executionratioof1/4ontheCPUand3/4ontheGPU(atleastforconsidereddata
sizes).Figure6.1showsthattheperformanceoftheselectedsolutionisalwaysvery
neartothebestone. Besides,Figure6.1showsthatthereareveryfewsolution
(amongalthesolutionsconsidered)withabetterperformance.Inmostcasesthe
smaldiscrepancyisduetotheperformancevariabilityofthesameschedulingover
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Figure6.2:Stencilbenchmark:Performancecomparison.
Figure6.3:Stencilbenchmark:Relativeperformanceoftheproposedpartitioning.
severalruns. However,1024and2048datasizesareslightlydiﬀerentbecausein
thosecasesthediﬀerencebetweenusingonlytheCPUanda1/4CPUvs.3/4
GPUusageisnotasbig. Forexample,fordatasize1024thepercentileislower
buttheperformanceisnearertothebestsolution. Thisisbecause,inthiscase
therearemoresolutionswithasimilarperformance. Asimilarsituationhappens
fordatasize2048butinthiscaseperformancerankingisworseduetothehigher
performancevariabilityoftheGPUcomparedtotheCPU.Finaly,inaltested
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casestheacceleratorhasworseresultsthanCPUandGPU.Forthat,thestencil
modelnevertakesintoaccounttheacceleratortoprocessdata.Thereasonbehind
thisisthat,whileitistruethattheacceleratormayattainabetterperformance
thantheCPU,thecostoftransferringdatafromthehosttotheacceleratornegates
mostbeneﬁts.Furthermore,theGPUisbetterorientedtowardsdataparalelism,
andthismeansthat,intheeventthatsomekernelorpartitioncanbedelegated
toanotherdevice,theGPUwilstilbeabetterchoicethantheaccelerator.Itis
possible,however,thatincasesofmassiveparalelism,wheremanykernelscanbe
executedsimultaneously,theacceleratorwilbeused.
Thetransitiveclosurebenchmarkconsistsofthreekernels,executedseveral
timesonaconditionalloop.Eachiterationdependsontheresultoftheprevious
one. Consequently,weconsideronlytheexecutionofoneiteration.Inthiscase,
theincompatibilityanddependencymatricesare3x3zeromatricesbecausealker-
nelsareindependentandrequiredforeachexecutionatthesametime. Also,the
feasibilitymatrixisa3x2matrixfulofones(alkernelscanbeexecutedonalthe
devices). Proﬁlingdataforthethreekernelsisobtainedfordatasizes256,512,
1024,2048,4096,and8192. Thecomparisonandtheunionkernelsareexecuted
onlyonCPUorGPUsonofractionsareconsideredfortheproﬁlingdata.Forthe
multiplicationkernel,1/4,2/4and3/4fractionsarealsocolected(Forexample64,
128and192arethefractionsforthe256datasize).Schedulingplansareobtained
fordatasizes128,256,384,512,768,1024,1536,2048,3072,4096,6144,and8192.
Forthemultiplicationkernel,thepartitionpatternusedfragmentstheproblems
sizein16slices.Therefore,thepartitionpatterngoesfrom0/16ofthetotalsizeto
16/16.Table6.4showstheschedulingplanobtainedforeachoneofthedatasizes
considered.
Table6.4:Transitiveclosure:Selectedschedulingplans.XforCPUkernelsandO
forGPUkernels.
DataSize  128 256 384 512 768 1024 1536 2048 3072 4096 6144 8192
Multi.Kernel X X X 3/4X X  X  X  X  X  X  X  X
UnionKernel O O O  X  O  O  O  O  O  O  O  O
Comp.Kernel X X X  O  O  O  O  O  O  O  O  O
Finaly,eachvalidschedulingcombinationconsideredinpreviousconﬁgurations
(datasizesfrom128to8192withapartitionpatternform0/16to16/16onthe
multiplicationkernel)isexecuted,andaltheperformanceresultsarecompared
withtheperformanceoftheselectedsolution.
ResultsforthetransitiveclosurebenchmarkareshowninFigure6.4,Figure6.5
andFigure6.6.Figure6.4showsthepercentileoftheperformanceoftheselectedso-
lutionconsideredwithinthewholeperformancedistributionofalthevalidschedul-
ingcombinations.Figure6.5comparestheperformanceofthebestandtheworst
conﬁgurationwiththeperformanceoftheselectedsolution. Thecomparisonsare
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Table6.5:S3D:Selectedschedulingplans. XforCPUkernelsandOforGPU
kernels.
Kernels 1 2 3 4 5 6 7 8 91011121314
Case24 X O O O O O O O O O O O O O
Case32 X O O O O O O O O O O O O O
Case40 X O O O O O O O O O O O O O
Case48 X O O O O O O O O O O O O O
Kernels15161718192021222324252627
Case24 O O O O O X O O O O O O X
Case32 O O O O O O O O O O O O X
Case40 O O O O O O O O O O O O X
Case48 O O O O O O O O X X X X X
donebyabsoluteperformance(best,worstandselectedschedule),aswelasthe
relativeperformanceoftheselectedsolutioncomparedtothebestandtheworst
ones(thebiggerthepercentage,theclosertothebestsolution).Again,Figure6.6
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showstheperformanceoftheproposedpartitioningasapercentage,where0%is
theworstpartitionand100%isthebest.
Figure6.4:Transitiveclosurebenchmark:Percentileoftheobtainedsolution.
Inthiscaseobservationsfromresultsarealsorelevant.Firstly,themultiplication
kernelisalmostalwaysexecutedsolelyontheCPU.Thisisbecausethealgorithm
usedismuchmoreeﬃcientontheCPUthanontheGPU.Anotherkernelimple-
mentationwouldprobablyyielddiﬀerentresults.Asaconsequence,theothertwo
kernelsareexecutedontheGPUinmostcases.Onlywhenthedatasizeissmal,
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Figure6.5:Transitiveclosurebenchmark:Performancecomparison.
Figure6.6: Transitiveclosurebenchmark: Relativeperformanceoftheproposed
partitioning.
oneofthesekernelsisalsoexecutedontheCPU,asinthosecases,avoidingthe
datatransferstotheGPUisbetterthanagreaterparalelismdegree.Figure6.4
showsthatthereareveryfewsolutions(amongstalthesolutionsconsidered)that
exhibitabetterperformance. Besides,Figure6.5showsthattheperformanceof
theselectedsolutionisalwaysveryneartothebestone.Inmostcases,thesmal
discrepancyisduetotheperformancevariabilityofthesameschedulingoverseveral
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executions.However384and512datasizesareslightlydiﬀerentbecauseinthose
casesthediﬀerencebetweenusingmostlytheCPU,orusingtheCPUonlyforthe
multiplicationkernelisnotasbig.Therefore,therearemoresolutionswithasimilar
performanceandthecorrespondingpercentileandexecutiontimeisalittleworse.
TheS3Dbenchmarkconsistsof27kernelsexecutedseveraltimesonacondi-
tionalloop.Aswiththetransitiveclosurebenchmark,weonlyconsidertheexecution
ofasingleiteration.ThedependencymatrixforS3Dbenchmarkisthemostcom-
plexofthethree,sincethereare27kernels,separatedintwodistinctphases,and
therearemanydependenciesbetweenthem.Ontheotherhand,theincompatibility
matrix,whilebiggerthanthepreviousones(27x27),isstilazeromatrixbecause
alkernelsarecompatibleandrequiredforeachexecutionatthesametime. The
samehappenswiththefeasibilitymatrix,giventhatalkernelscanbeexecutedon
althedevices.Proﬁlingdataforalkernelsisobtainedforbasedatasizes24,32,
40and48.Thesesizesrepresentthebasicsizefactorthatisappliedtoalinputand
outputparameters.AlkernelsareonlyexecutedonCPUorGPU,sonofractions
areconsideredfortheproﬁlingdata. Then,schedulingplansareobtainedforthe
samedatasizes,sothattheschedulingalgorithmwildistributetheindependent
kernelsbetweendevices.Table6.5showstheschedulingplanobtainedforeachof
thedatasizesconsidered.Itisworthtonoticethatmostofthekernelsareexecuted
ontheGPUandonlyafewofthemareexecutedontheCPU.
Resultsshowthecomparisonbetweenthescheduleobtainedwiththeproposed
algorithm,theexecutionofalthekernelsonCPUandtheexecutionofaltheker-
nelsonGPU(seeFigure6.7andFigure6.8).Resultssuggestexecutingeverything
inGPUis,probably,oneoftheoptionswithbetterperformance,whileexecuting
everythinginCPUyieldsmuchworseexecutiontime.However,sharingthecompu-
tationtasksbetweenbothdevicesimprovestheresultsinmostcases,eventhough
sharingthecomputationinvolvesmanymoredatatransfersthanjustusingtheGPU.
ItisremarkablethattheGPU-onlysolutionisaverygoodone,sotheimprovement
isnotverysigniﬁcantandcanbelostduetovariabilityoftheexecutionsandthe
errorrangeofthealgorithm.TheobtainedschedulingoutperformstheGPU-only
executionforcaseswithbasedatasize24,32and48,althoughtheyareveryclose.
However,inonecase,withbasedatasizeof40,theresultobtainedisworsethan
theGPU-onlyexecution.
Figure6.9showsasummarythatcomparestheresultsrunningtheOpenCL
implementationofabenchmarkonaconcretedevicewiththepredictionmodel
result.Itincludesalthebenchmarkspresentedbefore,aswelasanaverageofthe
resultsforalbenchmarks.Itshowsthatthemodelresultsarecloseorbetterthat
thebestcomparedresult.
Asaruleofthethumb,theacceleratoroutperformstheothertwodevicesin
thosecaseswheretheexecutionunitsmakeuseofvectorinstructions.Suchexam-
plesareIntel’sbenchmarks,suchasGEMMandBitonicSort.Ifthekernelsdon’t
makeuseofvectorinstructions,theneithertheGPUortheCPUyieldbetterre-
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Figure6.7:S3Dbenchmark:Performancecomparison.
Figure6.8:S3Dbenchmark:Relativeperformanceoftheproposedpartitioning.
sults,dependingonthekindofproblem.GPUyieldsbetterresultsinpurelySIMD
problems,specialyforbiggerinputdata.Fortherestofthecases,itistheCPU
thatgivesthebestperformance. Ourmodelmanagestooutperformthesethree
separatelybecauseitconsidersexecutionandtransfertimes,aswelasexecution
unitpartitioningandmulti-devicescheduling.
OneparticularcasewherethemodelactualyworsenstheresultsistheGEMM
benchmarkforabasesizeof256elements.Thereasonforthisisthat,withsmal
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datasizes,andbecauseofthelinearinterpolation,itispossiblethatthemodel
predictsapartitionmuchtoosmaltoactualygivesomebeneﬁt.Forthisreason,a
thresholdisconsideredinsmalcases.Thisthresholdcannotbetoohigh,inorderto
avoiddiscardingtoomanypossibilities.TheGEMMbenchmarkwasthesinglecase
wherethepredictionmodelfeloutsidethethreshold,andstilgiveabadprediction.
Figure6.9:Summaryofmodelpredictionresults.
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Chapter7
Conclusionsandfuturework
InthisThesis,wehavedevelopedaframeworktoexecuteparalelcodeinheteroge-
neousparalelplatformswiththeobjectiveofoptimizingperformance.Folowingis
thecurrentstateoftheoriginalrequirementsforthegoaloftheThesis:
1.Todescribetheunderlyinghardware.InChapter3wehaveproposed
amodelthatalowstodescribethedevicesthatmakeupanheterogeneous
paralelplatformandtheircapabilities,aswelashowtheyarelinked. Al-
thoughthemodelislimitedtofourkindsofprocessors,itisdesignedsothat
extendingitwouldbesimple. Also,thedescriptionisdetailedenoughthat
externaltools,likecompilers,haveinformationtooptimizecodeforthemore
complexdevices,suchasFPGAsandDSPs.
2.Todescribethecharacteristicsofthesoftware. InChapter4wepro-
posedthespeciﬁcationsforasetofnecessaryannotationsneededtoorchestrate
thecode.Thisannotationsarestandard,portable,andensurethemaintain-
abilityofthecode.Alongwiththisdescriptioncomethetechniquesforauto-
maticalyannotatingkernels.Resultssofarshowthefeasibilityofautomat-
icalydetectingparalelpiecesofcode. Workisbeingdonetoautomaticaly
extracttheinformationnecessarytooptimizethepartitioningprocess,aswel
asdetecthigherlevelparalelpatterns.
3.Asetofpartitioningtechniquesthatworkstaticaly.Thesetechniques,
proposedinChapter5arebasedonfeedbackobtainedduringrun-time,and
arethebasisforthemoreadvanceddynamicpartitioningtechniques.Results
showthatitispossibletooperateinthetop5%ofthebestpartitions.
7.1 Contributions
ThefolowingcontributionshavebeenreachedduringthedevelopmentoftheThesis
sofar:
107
108 CHAPTER7. CONCLUSIONSANDFUTURE WORK
•Ahardware modeltorepresenttheheterogeneousparalelplatformswith
suﬃcientlevelofdetail. Thisisamodelhierarchicalmodelthatrepresents
devicesofdiﬀerentfamiliesascomponents,orparts,ofauniqueheterogeneous
platform.Foreachofthisdevices(e.g.CPU,GPU,FPGAorDSP),speciﬁc
informationisstoredwithregardstocapabilitiesorlimitations. Thisinfor-
mationmaylaterbeusedtoschedulecodeeﬃcientlyforexecutioninthese
devices.
•Aprogramming model.Thisexecutionmodelisahost-acceleratormodel,
notunlikethatofOpenCL.ItdescribestheinteractionsbetweentheCPU
andotherexternalprocessorswithregardstoexecutionoﬄoadinganddata
movements.
•Aspeciﬁcationforannotatingsoftware. Thisspeciﬁcationalowsto
identifypotentialyparalelpiecesofcode,referredtoaskernels.Italsoalows
toaddsemanticinformationregardingtheorchestrationofsaidkernels,such
asinput/outputparameters,maximumexpectedmemoryusage,desiredtarget
devicesorwhetherthekernelconformstoaspeciﬁcparalelpatten(e.g.map).
•Automaticannotationtechniquesthatanalyseasequentialcodeandan-
notatesthepotentialkernelsinanautomaticfashion,takingcaretoexclude
potentialyparalelcodethatdoesnothaveasigniﬁcantcomputationalcost.
Thesetechniquesalsoanalysethecodefordatadependenciesandotherdata
usefulforoptimizations.
•Staticschedulingtechniquesusedtoeﬃcientlyexecutetheaforementioned
kernelsinthedevicesofanheterogeneousparalelplatforminaparalelman-
ner.Forthesetechniquestowork,thecompletesetofpossibleschedulesis
representedasatree,wheretherootisanemptyschedule,andthecomplete
schedules(thosewherealkernelshavebeenassignedtoadevice)aretheleaf
nodes.Thesescheduleshaveanassociatedcost,andthebestscheduleispicked
everytime.Thisalgorithmalowstopartitionakernelbetweenseveraldevices
basedonlinearinterpolationofinputsizes.
7.2 Dissemination
ThecontributionsofthisThesiscanbefoundinthefolowingpublications:
•Journals
–R.Sotomayor,L.M.Sanchez,J.G.Blas,J.Fernandez,andJ.D.Garcia.
AutomaticCPU/GPUgenerationofmulti-versionedOpenCLkernelsfor
C++scientiﬁcapplications.InternationalJournalofParalelProgram-
ming,2016.
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–J.D.Garcia,R.Sotomayor,J.Fernandez,andL. M.Sanchez.Static
partitioningandmappingtechniquesofkernel-basedapplicationsover
modernheterogeneousarchitectures.SimulationModelingPracticaand
Theory,58,Part1:79-94,2015.SpecialIssueonTechniquesandAppli-
cationsforSustainableUltrascaleComputingSystems.
–L.M.Sanchez,J.Fernandez,R.Sotomayor,S.Escolar,andJ.D.Garcia.
AcomparativeStudyandEvaluationofParalelProgramming Models
forShared-MemoryParalelArchitectures.NewGenerationComputing,
31(3):139-161,2013.
•Conferences
–R.Sotomayor,J.D.Garcia.ApplicationPartitioningandMappingTech-
niquesforHeterogeneousParalelPlatforms.InProceedingsoftheFirst
PhDSymposiumonSustainableUltrascaleComputingSystems,2016.
–M.Danelutto,J.D.Garcia,L. M.Sanchez, R.Sotomayor,and M.
Torquati.IntroducingparalelismbyusingREPARAC++11attributes.
In24thEuromicroInternationalConferenceonParalel,Distributedand
NetworkBasedProcessing(PDP2016),2016.
–R.Sotomayor,L.M.Sanchez,J.GBlas,A.Calderon,andJ.Fernandez.
AKI:AutomaticKernelIdentiﬁcationandannotationtoolbasedonC++
attributes.InIEEETrustCom/BigDataSE/ISPA,volume3,pages148-
153,aug2015.
–R.Sotomayor,L.M.Sanchez,J.G.Blas,J.Fernandez,andJ.D.Garcia.
AutomaticCPU/GPUgenerationofmulti-versionedOpenCLkernelsfor
C++scientiﬁcapplications.In8thInternationalSymposiumonHigh-
LevelParalelProgrammingandApplications,2015.
–L.M.Sanchez,J.Fernandez,R.Sotomayor,andJ.D.Garcia. Acom-
parativeevaluationofparalelprogrammingmodelsforsharedmemory
architectures.InProceedingsofthe2013IEEE10thInternationalSym-
posiumonParalelandDistributedProcessingwithApplications,ISPA
2012,pages363-370, Washington,DC,USA,2012.IEEEComputerSo-
ciety.
•Upcoming
–D.delRio,R.Sotomayor,L.M.Sanchez,J.Garcia,A.Calderon,andJ.
Fernandez. AssessinganddiscoveringparalelisminC++codeforhet-
erogeneousplatforms.JournalofSupercomputing,2016(minorrevision).
Additionaly,thefolowingproductshavebeendevelopedaspartoftheREPARA
project:
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•Registeredproducts
–AKI:AutomaticKernelIdentiﬁcation. Registrationoftheintelectual
property.Code09-RTPI-02819.5/2016.
–SPT:StaticPartitioningTool.Registrationoftheintelectualproperty.
Code09-RTPI-02829.7/2016.
–DPE:DynamicPartitioningEngine.Registrationoftheintelectualprop-
erty.Code09-RTPI-02828.6/2016.
•Technicalreports
–D2.4: Algorithmconstrainingandselectiontechniques. Documentde-
tailingtechniquesforgeneratingmultipleversionsofkernelsandchoosing
betweenthebestofthem.ICT-609666-D2.4.
http://repara-project.eu/?p=204
–D3.1:Targetplatformdescriptionspeciﬁcation.Documentdetailingthe
hardwaredescriptionlanguageusedtolistthedevicesandcapabilitiesof
anheterogeneousparalelplatform.ICT-609666-D3.1.http://repara-
project.eu/?p=174
–D3.3:Staticpartitioningtool.Setoftechniquesforstaticalypartitioning
codebasedonrun-timefeedback.ICT-609666-D3.3.http://repara-
project.eu/?p=213
–D3.5: Dynamicpartitioningtechniques. Documentdescribingtheset
oftechniquesfordynamicalypartitioningcodebasedonstaticmetrics
andrun-timefeedbackinaﬂexiblemanner.ICT-609666-D3.5.http:
//repara-project.eu/?p=336
–D6.2:Dynamicruntimesforheterogeneousplatforms.Documentdescrib-
ingtheinteractionsandrestrictionsofthedynamicpartitioningtech-
niqueswithregardstoparalelframeworks.ICT-609666-D6.2. http:
//repara-project.eu/?p=303
•Grants.Lastly,thedevelopmentoftheworksofarhasbeenpossiblethanks
tothefolowinggrants:
–ConvocatoriaPIFUC3M01-1314dePersonalInvestigadorenFormaci´on,
PhDfulygranted(4years),2013,UniversidadCarlosIIIdeMadrid.
–Programapropiodeinvestigaci´on. Ayudasalamovilidaddeinvesti-
gadoresenformaci´onpredoctoral.3150,2015,UniversidadCarlosIIIde
Madrid.
ThelastgranthasfacilitatedaresearchstayatUniversit`adiPisa,underthe
supervisionofProf. MarcoDaneluttofromSeptember2015toDecember2015.
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7.3 Futurework
Theworksofarcanbeextendedinseveraldirections,basedonthediﬀerentcon-
tributionsthathavebeenlistedinSection7.1.ThisSectioncontainssomecurrent
andpotentialideas.
Theﬁrstpossibilityistoadaptthestaticschedulingtechniquestoadynamic
environment,whereaparalelframeworkmaymakeuseoftheimprovedtechniques
andadaptthekernelmappingduringruntime.Thisgivesaccesstoseveralpossibil-
ities,likedynamicoptimizationofstreamcomputation.
Asecondlineistoconsiderthestaticanalysisofthecodealongsidethefeedback
obtaineddynamicaly.Sofar,thestaticinformationmaybeusedtomakeoﬀ-line
decisions,likethosemadewhenautomaticalyannotatingthecode. Thecurrent
static,feedback-basedalgorithm,thoughadaptable,respondsslowlytochanges.
Forexample,severalcalstoakernelinsideautilitylibrarywithdiﬀerentinputs
mayyieldpoorexecutiontimeforverydisparateinputsizes.Byintegratingstatic
anddynamicinformation,itispossibletooﬀsetthelatterandreactwithmore
precisiontoanysuchchanges.
Athirdpossiblelineistoimprovedata-partitioningtechniquesatthekernel
level. Oneoftheweaknessesofthepartitioningalgorithmsofaristhatithighly
dependsonthememoryaccesspattern.Acomplexaccesspatternmakestheprocess
ofpartitioningthecomputationimpossible,thusrenderingthewholeoptimization
useless.Currently,workisbeingdonetodetectthememoryaccesspatternsoﬀ-line
withthememchecktooloftheValgrindtoolsettodetectsuitablememorypatterns.
Moreinterestinglinesarebasedontheautomaticannotationprocess,andthe
amountofinformationthatcanbeobtainedstaticalyinordertooptimizethe
orchestrationofthecode. Forexample,itisinterestingtoknowbeforehandifa
givenkernelorsetofkernelsﬁtthecharacteristicsofaspeciﬁcparalelpattern,
suchasamap,afarmorapipeline.
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AppendixA
HPP-DL
A.1 Components
ThissectionshowshowtodescribethediﬀerentcomponentsaccordingtotheHPP-
DLspeciﬁcation.
A.1.1 Platform
ThissectionshowshowtodescribetheplatformcomponentaccordingtotheHPP-
DLspeciﬁcation.
Attributes TableA.1showsthespeciﬁcattributesfortheplatform
schema.
Example ListingA.1showsasampleofplatformspeciﬁcationinHPP-DL.
ListingA.1:Platformexample
1 {
2 "class":"platform",
3 "id":"platform:0",
4 "description":"REPARA Reference System.X9DRG-QF(To be filled byO.E.M.)"
,
5 "model":"X9DRG-QF",
6 "vendor":"Supermicro Inc.",
7 "numa_nodes":2,
8 "processors":2,
9 "cores":12,
10 "pu_num":24,
11 "global_mem_size":"64 GiB",
12 "capabilities":[]
13 }
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TableA.1:Platformattributes.
Name Type Description
class string Componenttype. Thevalueforthis
kindofobjectishpp.
id string ComponentID:platform:0
description string Componentdescription.
vendor string Platformvendor.
model string Platformmodel.
numanodes number NumberofNUMAnodesintheplat-
form.
processors number Numberofprocessorscountingalthe
nodes.
cores number Numberofcoresavailablebetweenal
theprocessors.
punum number Numberofprocessingunitsoftheplat-
form
globalmemsize magnitude Memorysizecapacity,describedusing
IECbinarysuﬃxes.
capabilities string[] Listofcapabilities. Emptyforthis
component
ListingA.2: Memoryexample
1 {
2 "class":"memory",
3 "id":"platform:0.memory:0",
4 "description":"System Memory ",
5 "model":"",
6 "vendor":"",
7 "size":"16 GiB",
8 "num_banks":2,
9 "capabilities":[]
10 }
A.1.2 Memory
ThissectionshowshowtodescribethememorycomponentaccordingtotheHPP-
DLspeciﬁcation.
Attributes TableA.2showsthespeciﬁcattributesformemoryschema.
Examples ListingA.2showsasampleofmemoryspeciﬁcationinHPP-DL.
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TableA.2: Memoryattributes.
Name Type Description
class string Componenttype.Thevalueiscore.
id string ComponentID.
description string Componentdescription.
vendor string Platformvendor.Inthiscase,ittakesthe
defaultvalue""
model string Platformmodel.Inthiscase,ittakesthe
defaultvalue""
size magnitude Representsthesizeofal memorybanksasso-
ciatetothismemory. Memorysizecapacity
usingIECbinarypreﬁxes.
numbanks number Numberofassociated memorybanksthat
formthememorycomponent.
capabilities string[] Listofcapabilities.Inthiscase,ittakesthe
defaultvalue[]
ListingA.3: Memorybankexample
1 {
2 "class":"bank",
3 "id":"platform:0.memory:0.bank:0",
4 "description":"DIMM DDR3 1333 MHz (0,8ns)",
5 "model":"M393B1K70DH0-CK0",
6 "vendor":"Samsung",
7 "serial":"1484586A",
8 "slot":"P1-DIMMA1",
9 "size":"8GiB",
10 "width":"64 bits",
11 "clock":"1333MHz",
12 "latency":"0.8ns",
13 "generation":"DDR3",
14 "family":"DIMM",
15 "architecture":"SDRAM",
16 "capabilities":[]
17 }
A.1.3 Memorybanks
Thissectionshowshowtodescribethememorybankcomponentaccordingtothe
HPP-DLspeciﬁcation.
Attributes TableA.3showsthespeciﬁcattributesformemoryschema.
Examples ListingA.3showsasampleofmemorybankspeciﬁcationinHPP-DL.
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TableA.3: Memorybankattributes.
Name Type Description
class string Componenttype.Thevalueiscore.
id string ComponentID.
description string Componentdescription
vendor string Platformvendor.
model string Platformmodel.
slot string Physicalslotontheboard(platform,FPGA,
etc.)
width number Wordsizeonbits.
clock magnitude SpeedonMHz.
latency magnitude Accesslatencyinnanoseconds.
generation string Generationtowhichthememorybankbe-
longs(i.e.DDR3,DDR5,etc.).
family string Speciﬁcmemorytype(i.e. DIMM,SIMM,
etc.)
architecture string Architecturetype(e.g.DRAM,SDRAM)
capabilities string[] Listofcapabilities.Inthiscase,ittakesthe
defaultvalue[]
A.1.4 Processor
ThissectionshowshowtodescribetheprocessorcomponentaccordingtotheHPP-
DLspeciﬁcation.
Attributes TableA.4showsthespeciﬁcattributesoftheprocessorcomponent.
numpuattribute
numagroupattributeSystemdesignersusenon-uniformmemoryaccess(NUMA)
toincreaseprocessorspeedwithoutincreasingtheloadontheprocessorbus.The
architectureisnon-uniformbecauseeachprocessorisclosetosomepartsofmemory
andfartherfromotherpartsofmemory.Theprocessorquicklygainsaccesstothe
memoryitiscloseto,whileitcantakelongertogainaccesstomemorythatis
fartheraway.InaNUMAsystem,processorsarearrangedinsmalersystemscaled
nodes. Eachnodehasitsownprocessorsandmemory,andisconnectedtothe
largersystemthroughacache-coherentinterconnectingbus.Anodeisidentifying
withanID.
Examples ListingA.4showsasampleofprocessorspeciﬁcationinHPP-DL.
A.1. COMPONENTS 131
TableA.4:CPUProcessorattributes.
Name Type Description
class string Componenttype.Thevalueforthiskindof
objectisprocessor.
id string ComponentID.
description string Componentdescription.
model string SpeciﬁcIDmodel.
vendor string Vendorofproduct.
cores number Numberofcoresofaprocessor.
punum number NumberofPUsofaprocessor.
numagroup number NUMAgroupIDwheretheprocessorisin-
cluded.
capabilities string[] Listofcapabilities.
ListingA.4:processorexample
1 {
2 "class":"processor",
3 "id":"platform:0.processor:0",
4 "description":"Intel (R) Xeon(R)CPUE5-2620 0@ 2.00GHz",
5 "model":"E5-2620",
6 "vendor":"Intel Corp.",
7 "cores":6,
8 "pu_num":12,
9 "numa_group":1,/* NUMA group ID where the processor is included */
10 "capabilities":[]
11 }
A.1.5 Core
ThissectionshowshowtodescribethecorecomponentaccordingtotheHPP-DL
speciﬁcation.
Attributes TableA.5showsthespeciﬁcattributes.SectionA.4(p.160)summa-
rizesthecapabilityﬂagsfordiﬀerentcorecomponents.
Examples
A.1.6 CPUcore
ListingA.5showsasampleofCPUcorespeciﬁcationinHPP-DL.
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TableA.5:Corespeciﬁcattributes.
Name Type Description
class string Componenttype.Thevalueiscore.
id string ComponentID:
<previouspath>.core:<unsignedint>.
description string Componentdescription
model string Speciﬁcmodel.
vendor string Vendorofproduct.
clock magnitude Clockofthedevice.Itshouldbeexpressed
asGHzorMHz.
width number Wordsizeexpressedinbitsusedbythecore.
GFLOPS number Floating-pointOperationsPerSecond.
GMACS number Giga Multiply-Accumulate Operationsper
Second(akaGigaMultiply-Accumulatesper
Second).
architecture string Hardwarearchitectureofthecore.
punum number NumberofPUsofthecore.
pulist number[] UniqueIDsofPUsthatruninthecore.
capabilities string[] Listofcapabilities.
ListingA.5:CPUcoreexample
1 {
2 "class":"core",
3 "id":"platform:0.processor:0.core:0",
4 "description":"Intel (R) Xeon(R)CPUE5-2620 0@ 2.00GHz",
5 "model":"E5-2620",
6 "vendor":"Intel Corp.",
7 "clock":"2.00GHz",
8 "architecture":"x86_64",
9 "GFLOPS": 16.8,
10 "GMACS":0,
11 "width":64,
12 "pu_num":2,
13 "pu_list":[0,10],
14 "capabilities":["x86-64","fpu","fpu_exception","wp","vme","de","pse"
,"tsc","msr","pae","mce","cx8","apic","sep", ...]
15 }
A.1.7 DSPcore
ListingA.6showsasampleofDSPcorespeciﬁcationinHPP-DL.
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ListingA.6:DSPcoreexample
1 {
2 "class":"core",
3 "id":"platform:0.processor:0.core:3",
4 "description":"TMS320C6678",
5 "model":"TMS320C6678",
6 "vendor":"Texas Instruments",
7 "clock":"1.25 GHz",
8 "architecture":"TMS320C66x",
9 "GFLOPS": 160,
10 "GMACS":320",
11 "width":0,
12 "pu_num":1,
13 "pu_list":[0],
14 "capabilities":[...]
15 }
ListingA.7:FPGAcoreexample
1 {
2 "class":"core",
3 "id":"platform:0.fpga:0.core:0",
4 "description":"XC7VX485T-2FFG1761CES",
5 "model":"XC7VX485T-2FFG1761CES",
6 "vendor":"Xilinx Inc.",
7 "clock":"200MHz",
8 "architecture":"Xilinx",
9 "GFLOPS":0,
10 "GMACS":0,
11 "width":0,
12 "pu_num":1,
13 "pu_list":[0],
14 "capabilities":[...]
15 }
A.1.8 FPGAcore
ListingA.7showsasampleofFPGAcorespeciﬁcationinHPP-DL.
A.1.9 Cache
ThissectionshowshowtodescribethecachecomponentaccordingtotheHPP-DL
speciﬁcation.
Attributes TableA.6showsthespeciﬁcattributesforcacheschema.SectionA.4
(p.162)summarizesthecapabilityﬂagsforcachecomponent.
Examples ListingA.8showsasampleofcachememoryspeciﬁcationinHPP-DL.
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TableA.6:Cacheattributes.
Name Type Description
class string Componenttype. Thevaluefor
thiskindofobjectiscache.
id string ComponentID:
<path>.cache:<unsignedint>
description string Componentdescription.
model string Speciﬁc model.Inthiscase,it
takesthevalue"’L’+level"
vendor string Vendorofproduct.Inthiscase,
ittakesthevalue""
size magnitude Memorysizecapacity.Itisrepre-
sentedusingIECbinarypreﬁxes.
level number Cachelevel(from1toN).
waysofassociativity number Thenumberofsubsetsinthere-
latedcachememory.
coherencylinesize number Accesssizeforoperations
to/frommemory.
numberofsets number Thenumberofblocksperset.
Dependsoncachelayout(e.g.di-
rect mapped,set-associative,or
fulyassociative).
physicallinepartition number Numberofphysicallinesofapar-
tition.
capabilities string[] Listofcapabilities."data",
"instruction"or"unified"are
exclusive
A.1.10 General-PurposeComputingon GraphicsProcess-
ingUnits(GPGPU)
ThissectionshowshowtodescribetheGPGPUcomponentaccordingtotheHPP-
DLspeciﬁcation.
Attributes TheattributesdeﬁnedforaGPGPUareobtainedfromtheOpenCL
2.0speciﬁcation[117].Thefolowingtablesincludealattributesusedfordescribing
GPGPUandtheircorrespondingvalueonOpenCL.Theattributesareclassiﬁedby
categories.SomeattributesarenotsupportedbypreviousOpenCLdeviceversions,
andincludeaequivalentOpenCLifitispossible.Theseattributesincludeaversion
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ListingA.8:Cacheexample
1 {
2 "class":"cache",
3 "id":"platform:0.processor:1.cache:0",
4 "description":"L1 cache",
5 "model":"",
6 "vendor":"",
7 "level":1,
8 "slot":"L1 Cache",
9 "size":"32KiB",
10 "ways_of_associativity":8,
11 "coherency_line_size":64,
12 "number_of_sets":64,
13 "physical_line_partition":1,
14 "capabilities":["internal","write-through","data"]
15 }
number(v2.0,v1.2,orv1.1).
TableA.7showsthecommonattributesforacomponent.TableA.8showsthe
attributesthatdeﬁnetheversionofaGPGPU.TableA.9describestheﬂoating-point
precisionattributesforGPGPUs. TablesA.10,A.11andA.12showthegeneral
attributesfordescribingaGPGPU.
TableA.13showsthememoryattributesofaGPGPUcomponent.TableA.14
showstheattributesforimagemanagementandtheircorrespondingvalueinOpenCL.
TableA.15includesthequeueandpipeattributesusesforthecommunicationwith
theGPGPUandkernelmanagement. Thequeuevaluesdescribethecommand-
queuepropertiessupportedbythedevice.Thisattributesobtaintheirvalueform
theequivalentvalueinOpenCL.
TableA.16showsthepipecharacteristicsforGPGPUs. Apipeisamemory
objectthatstoresdataorganizedasaFIFO.IfpipeisnotsupportedbytheGPGPU
(aboveOpenCLv2.0),altheattributestakethevalue0.
TablesA.17andA.18representthepreferrednativevectorwidthsizeforbuilt-in
scalartypesthatcanbeputintovectors.Thevectorwidthisdeﬁnedasthenumber
ofscalarelementsthatcanbestoredinthevector.Someattributescouldbe0ifa
concretedatatypevectorisnotsupported.
Foral Tables,valueCLTRUEis"1"andCLFALSEis"0".
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TableA.7:GPGPUcommonattributes.
Name Description
class(string) Componenttype.Thevalueforthis
- kindofobjectisgpgpu.
description(string) Devicenamestring.
CLDEVICENAME
vendor(string) Vendornamestring.
CLDEVICEVENDOR
model(string) Devicenamestring.
CLDEVICENAME
capabilities(string[]) Space-separatedlist
CLDEVICEEXTENSIONS ofextensionnames
donotcontainanyspaces
Currentlycanincludeone
ormoreoftheOpenCL
approvedextensionnames.
TableA.8:GPGPUversionattributes.
Name Description
driverversion(string) OpenCLsoftwaredriverversion
CLDRIVERVERSION stringintheform
majornumber.minornumber.
deviceversion(string) OpenCLversionstring.
CLDEVICEVERSION ReturnstheOpenCLversion
supportedbythedevice.
TableA.9:Floating-pointprecisionattributesforGPGPUs.
Name Description
singlefpconﬁg(number) Describessingleprecision
CLDEVICESINGLEFPCONFIG ﬂoating-pointcapability.
halffpconﬁg(number) Describeshalfprecision
CLDEVICEHALFFPCONFIG ﬂoating-pointcapability.
doublefpconﬁg(number) Describesdoubleprecision
CLDEVICEDOUBLEFPCONFIG ﬂoating-pointcapability.
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Examples ListingsA.9,A.10andA.11showasampleofGPGPUboardspeciﬁ-
cationinHPP-DL.
ListingA.9:GPGPUexample1
1 {
2 /* Common attributes */
3 "class":"gpgpu",
4 "id":"platform:0.gpgpu:0,
5 "description":"geforce gtx titan",
6 "model":"GK110",
7 "vendor":"nvidia corporation",
8 /* General compute attributes */
9 "address_bits":32,
10 "error_correction_support":1,
11 "built_in_kernels":"",
12 "preferred_interop_user_sync":0,
13 "endian_little":1,
14 "error_correction_support":0,
15 "execution_capabilities":0,
16 "profiling_timer_resolution": 1000,
17 "max_clock_frequency": 1000,
18 "max_compute_units":14,
19 "max_work_group_size": 1024,
20 "max_work_item_dimensions":3,
21 "max_work_item_sizes":[1024,1024,64],
22 "max_constant_args":9,
23 "max_parameter_size": 4352,
24 "max_samplers":32,
25
26 /* Capabilities */
27 "capabilities":["cl_khr_byte_addressable_store","cl_khr_d3d10_sharing","
cl_khr_fp64","cl_khr_gl_sharing","cl_khr_global_int32_base_atomics",
"cl_khr_global_int32_extended_atomics","cl_khr_icd","
cl_khr_local_int32_base_atomics","cl_khr_local_int32_extended_atomics"
,"cl_nv_compiler_options","cl_nv_d3d10_sharing","cl_nv_d3d11_sharing
","cl_nv_d3d9_sharing","cl_nv_device_attribute_query","
cl_nv_pragma_unroll"],
28
29 ...
30 }
A.1.11 PCIe
ThissectionshowshowtodescribethePeripheralComponentInterconnectExpress
(PCIe)componentaccordingtotheHPP-DLspeciﬁcation.
Attributes TableA.19showsthespeciﬁcattributesforPCIecomponent.
Transferrates TableA.20showsthePCIetransferratedependingonthenumber
oflanes.
TherearedeﬁnedfourversionofthePCIearchitecture.TableA.21showsthe
PCIebandwidthperPCIearchitectureversionused.Therawbitrateismeasured
ontransferspersecond.
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TableA.19:PCIattributes.
Name Type Description
class string Componenttype.Thevalueispcie.
id string ComponentID.APCIealwaysbelong
tothehardware
platform,sotheIDofPCIewilbe
platform:0.pcie:<unsignedint>.
description string Componentdescription.
model string Speciﬁcmodel.Inthiscase,ittakes
thedefaultvalue"PCIe"
vendor string Vendorofproduct.Inthiscase,ittakes
thedefaultvalue""
maxspeed magnitude Maximumtransferspersecond(GT/s).
Itisatheoreticalmeasurebasedonthe
hardwarePCIespeciﬁcations(SeeTa-
bleA.20andTableA.21).
maxwidth magnitude Maximumnumberoflines.
averagespeed magnitude Averagetransferspersecond(GT/s).
Itisaphysical measureobtainedby
OS.
averagewidth magnitude Numberoflanes.Itcouldbeequalor
lessthanthemaxwidthattribute,de-
pendingontheCPUinternalsupport.
clock magnitude Clockofthedevice.Itshouldbeex-
pressedasGHzorMHz.
version string PCIeversion.
capabilities string[] Listofcapabilities.
TableA.20:PCIetransferrate.
Numberoflanes BandwidthperLaneDi-
rection
PCIex1 250Mps
PCIex2 500Mps
PCIex4 1000Mps
PCIex8 2000Mps
PCIex12 3000Mps
PCIex16 4000Mps
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ListingA.10:GPGPUexample2
1 {
2 ...
3
4 /* Memory attributes */
5 "global_mem_cache_size": 229376,
6 "global_mem_cache_type":2,
7 "global_mem_cacheline_size": 128,
8 "global_mem_size": 6442123264,
9 "local_mem_size": 49152,
10 "local_mem_type":1,
11 "host_unified_memory":0,
12 "max_mem_alloc_size": 1610530816,
13 "mem_base_addr_align": 4096,
14 "svm_capabilities":0,
15 "max_constant_buffer_size": 65536,
16
17 /* Image related attributes */
18 "image_support":1,
19 "image2d_max_height": 32768,
20 "image2d_max_width": 32768,
21 "image3d_max_depth": 4096,
22 "image3d_max_height": 4096,
23 "image3d_max_width": 4096,
24 "max_write_image_args":16,
25 "max_read_image_args": 256,
26
27 /* Floating-point precision attributes */
28 "single_fp_config":63,
29 "half_fp_config":63,
30 "double_fp_config":63,
31
32 ...
33 }
TableA.21:PCIearchitecture.
PCIExpressType RawBitRate TotalBandwidth
forx16Link
PCIe1.x 2.5GT/s 40GT/s(∼4GB/s)
PCIe2.x 5.0GT/s 80GT/s(∼8GB/s)
PCIe3.0 8.0GT/s 128GT/s(∼16GB/s)
PCIe4.0 16GT/s 256GT/s(∼32GB/s)
Examples ListingA.12showsasampleofPCIespeciﬁcationinHPP-DL.
A.1.12 FPGABoard
ThissectionshowshowtodescribetheFPGAboardcomponentaccordingtothe
HPP-DLspeciﬁcation.
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ListingA.11:GPGPUexample3
1 {
2 ...
3
4 /* Vector attributes */
5 "native_vector_width_char":1,
6 "native_vector_width_double":1,
7 "native_vector_width_float":1,
8 "native_vector_width_half":0,
9 "native_vector_width_int":1,
10 "native_vector_width_long":1,
11 "preferred_vector_width_char":1,
12 "preferred_vector_width_double":1,
13 "preferred_vector_width_float":1,
14 "preferred_vector_width_half":0,
15 "preferred_vector_width_int":1,
16 "preferred_vector_width_long":1,
17
18 /* Queue attributes */
19 "max_on_device_queues":1,
20 "queue_on_host_properties":3,
21 "queue_on_device_max_size": 262144,
22 "queue_on_device_preferred_size": 16384,
23
24 /* Pipe attributes */
25 "max_pipe_args":0,
26 "pipe_max_active_reservations":0,
27 "pipe_max_packet_size":0,
28
29 /* Version attributes */
30 "driver_version":"311.50",
31 "device_version":"1.1"
32 }
ListingA.12:PCIeexample
1 {
2 "class":"pcie",
3 "id":"platform:0.pci:0",
4 "description":"PCI v2 x16",
5 "vendor":"",
6 "model":"",
7 "max_speed":"2.5GT/s",
8 "max_width":"x16",
9 "average_speed":"2.5GT/s",
10 "average_width":"x16",
11 "clock":"66 Mhz",
12 "version":2,
13 "capabilities":[]
14 }
Attributes DuetotheuniqueprogrammabilityofFPGAdevices,theattributesof
theFPGAclassrepresentsfeaturesofthedevicedriveronthemodeledplatformrather
thanfeaturesoftheFPGAdeviceitself.FPGAscanbeprogrammedtoperform
almostanytask,buttheireﬃciencyandinteractionwiththehostislimitedbythe
featuresoﬀeredbythedevicedriver.
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ListingA.13:FPGAboardexample
1 {
2 "class":"fpga",
3 "id":"platform:0.fpga:0",
4 "description":"Xilinx VC707 Evaluation Kit",
5 "vendor":"Xilinx Inc.",
6 "model":"VC707",
7 "rndacc_winsize":32,/* size of address space in bits,i.e. number of bits
in addresses */
8 "rndacc_latency": 115,/* access latency (ns)*/
9 "stracc_count":4,/* number of streams */
10 "stracc_throughput": 15.5,/* throughput in MB/s*/
11 "hwsw_int_latency":60,/* average interrupt latency (microseg.) */
12 "capabilities":["mastermode","rndacc","stracc","virtaddr","hwsw_int"
,"auto_coherency","scatter_gather"]
13 }
GeneralTableA.45onp.170summarizestheavailablecapabilitiesofthede-
vice.Thecapabilitymastermodeshouldbeset,ifthedevicedriveralowsmemory
transfersbetweenhostandFPGAwithouttheCPU,i.e.thedevicecanaccesshost
memoryasbusmaster.Ifthedevicecanfurthermoreusevirtualaddressesinthe
hostapplication’svirtualaddressspacedirectlytoaccesshostmemory,thecapabil-
ityvirtaddrshouldbeset.Ifthedrivercanguaranteethataccessestohostmemory
wilbecachecoherentthecapabilityautocoherencyshouldbeset.Ifthedevice
cantriggerinterruptsatthehost,thecapabilityhwswintshouldbeset,andthe
attributehwswintlatencyshouldbesettotheaveragedelaybetweeninterrupt
signalingofthedeviceandacknowledgeofthehost.
RandomAccessIfthedevicecanperformrandomaccessonhostmemory,the
capabilityrndaccshouldbesetandtheattributerndaccwinsizeshouldbesetto
thesizeofthememorywindow(inbits),inwhichthedevicecanperformrandom
accessonthehostmemory.Incasethissizeislessthantheaddressablememoryof
thesystem,thecapabilityrndaccwinmoveshouldreﬂectwhetherornotthedriver
oﬀersthecapabilityofmovingthewindowintheaddressspace(i.e.changeitsbase
address).Furthermore,theattributerndacclatencyshouldbesettotheaverage
delayofnon-cachedrandomaccessestohostmemory.
StreamingAccessIfthedevicedriveroﬀersastreaminginterface,thecapabil-
itystraccshouldbeset,theattributestracccountshouldbesettothenumber
ofparalelstreamssupportedandtheattribute
straccthroughputshouldbesettotheaveragedatarateofthestreamingchannel.
Furthermore,ifscatter/gatheraccessisalsosupported,thecapabilityscattergather
shouldbesetaswel.
TableA.22summarizesthespeciﬁcattributesandtableA.45(p.170)thecapa-
bilityﬂagsforFPGAdevices.
Examples ListingA.13showsasampleofFPGAboardspeciﬁcationinHPP-DL.
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TableA.22:FPGAattributes.
Name Type Description
class string Componenttype.Thevalueforthis
kindofobjectisfpga.
id string ComponentID.Inthiscase,
platform:0.fpga:<unsignedint>
description string Componentdescription.
model string Speciﬁcmodel.
vendor string Vendorofproduct.
hwswintlatency magnitude averageinterruptlatency(µs)
rndacclatency magnitude accesslatency(ns)
rndaccwinsize number Sizeofaddressspaceinbits
stracccount number numberofstreams
straccthroughput magnitude throughputinMB/s
A.1.13 DSPBoard
ThissectionshowshowtodescribetheDSPboardcomponentaccordingtothe
HPP-DLspeciﬁcation.
Attributes TableA.23showstheattributesforDSPboard.Thesearesimilar
Examples ListingA.14andA.15showanexampleofDSPboardexample(DSPC-
8681).
A.2 Links
ThissectionshowstherulestodescribealinkaccordingtotheHPP-DLspeciﬁcation.
Attributes TableA.24showsthespeciﬁcattributesforHPP-DLlinkentity.
throughputattribute.Thisattributerepresentsthethroughputofaconnection
usingdiﬀerenttransfersizes.Itiscomposedbytwovalues:
•size:transfersizeusedintheconnectionanditisrepresentedasamagnitude.
Thedefaultunitisbytes,howeveritispossibletouseanotherIECbinary
preﬁxes.
•value:throughputoftheconnectionexpressedintransferunitsizepersecond
(e.g. KiB/s)anditisrepresentedasamagnitude. Bydefault,thevalueis
representedbybytespersecond(bytes/s).
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TableA.23:DSPattributes.
Name Type Description
class string Componenttype.Thevaluefor
thiskindofobjectisdsp.
id string ComponentID.Inthiscase,
platform:0.dsp:<unsignedint>
description string Componentdescription.
model string Speciﬁcmodel.
vendor string Vendorofproduct.
processors number Numberofprocessorsincludedonthe
board.
cores number Numberofcoresavailablebetweenalthe
processors.
punum number Numberofprocessingunitsoftheboard.
globalmemsize magnitude Representsthesizeofthememory
thatexistsintheDSPboard
(platform:0.dsp:0.memory:0).
Memorysizecapacityisdescribed
usingIECbinarypreﬁxes.
capabilities string[] Listofcapabilities.Emptyforthiscom-
ponent
TableA.24:Linkattributes.
Name Type Description
class string HPP-DLobjecttype. Thevalueis
link.
id string LinkID.Inthiscase,link:<unsigned
int>.
description string Human-readablelinkdescription. It
couldtakedefaultvalue.
srccomponent string SourcecomponentIDinlink.
dstcomponent string DestinationcomponentIDinlink.
throughput throughput[] Tupleofvaluesthatshowsthetransfer
sizeanditsthroughputassociate.Both
aremagnitudes
latency magnitude Accesslatency. Thedefaultunitof
measurementismicroseconds(µs).
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ListingA.14:DSPboardschemeexample
1 {
2 /* Definition of DSP board */
3 "class":"dsp",
4 "id":"platform:0.dsp:0",
5 "description":"DSPC-8681",
6 "vendor":"ADVANTECH",
7 "model":"DSPC-8681"
8 "processors":4,
9 "cores":32,
10 "pu_num":32,
11 "capabilities":[...]
12 },
13 {
14 /* Definition of DSP processor */
15 "class":"processor",
16 "id":"platform:0.dsp:0.processor:0",
17 "description":"Multicore Fixed and Floating-Point Digital Signal Processor",
18 "model":"TMS320C6678",
19 "vendor":"Texas Instruments",
20 "cores":8,
21 "pu_num":8,
22 "numa_group":0,
23 "capabilities":[]
24 },
25 /* There are three more processors like this one */
26 {
27 /* Definition of DSP cores */
28 "class":"core",
29 "id":"platform:0.dsp:0.processor:0.core:0",
30 "description":"27.2 GMAC/13.6 GFLOP @ 1.00 GHz",
31 "model":"TMS320C66x ",
32 "vendor":"Texas Instruments",
33 "clock":"1.00 GHz",
34 "architecture":"",
35 "GFLOPS":6,
36 "GMACS": 27.2,
37 "width":0,
38 "pu_num":1,
39 "pu_list":[0],
40 "capabilities":["fxp","flp ",...]
41 },
42 /* There are seven more processors like this one for each processor */
43 {
44 "class":"memory",
45 "id":"platform:0.dsp:0.processor:0.memory:0",
46 "description":"DSP Global Memory",
47 "model":"",
48 "vendor":"",
49 "size":"1 GiB",
50 "num_banks":1,
51 "capabilities":[]
52 },
53 ...
Restictions Therearesomerestrictionsintheconstructionofalinkobject:
•thesourceandthedestinationofalinkmustbeacomponent,
•therearenotlinksbetweencomponentsofdiﬀerentdevicesdirectly.Always,
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ListingA.15:ContinuingthepreviousexampleofDSPboardschemeexample
1 {
2 /* Definition of memory banks */
3 "class":"bank",
4 "id":"platform:0.dsp:0.processor:0.memory:0.bank:0",
5 "description":"DDR3 1333 MHz",
6 "model":"",
7 "vendor":"",
8 "serial":"",
9 "slot":"",
10 "size":"256 MiB",
11 "width":"64 bits",
12 "clock":"1333MHz",
13 "latency":"",
14 "generation":"DDR3",
15 "family":"",
16 "architecture":"",
17 "capabilities":[]
18 },
19 /* There are three more processors like this one */
20 {
21 "class":"cache",
22 "id":"platform:0.dsp:0.processor:0.core:0.cache:0",
23 "description":"L1P",
24 "model":"",
25 "vendor":"",
26 "level":1,
27 "slot":"L1 Cache",
28 "size":"32KiB",
29 "ways_of_associativity":0,
30 "coherency_line_size":0,
31 "number_of_sets":0,
32 "physical_line_partition":0,
33 "capabilities":["data","write-through"]
34 },
35 {
36 "class":"cache",
37 "id":"platform:0.dsp:0.processor:0.core:0.cache:1",
38 "description":"L1D",
39 "model":"",
40 "vendor":"",
41 "level":1,
42 "slot":"L1 Cache",
43 "size":"32KiB",
44 "ways_of_associativity":0,
45 "coherency_line_size":0,
46 "number_of_sets":0,
47 "physical_line_partition":0,
48 "capabilities":["instruction","write-through"]
49 },
50 ...
51 /* The same for each core of each processor */
52 /* There are three more L2 caches, one for each processor */
thereisaPCIecomponentbetweenthemofthesecases.
ConnectionscoveredbyHPP-DLlinksare:
•memorybanksandprocessors,
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•coreandmemorycachesofthesameprocessor(e.g.InstructionanddataL1
caches),
•cacheswithotherhighestlevelcaches,
•processorandcaches,
•boards(GPGPU,FPGA,etc.)andPCIe.
Examples Thissectionincludesdiﬀerentkindofexamples:basicandmemory
architectureexamples.
ListingA.16showsasampleofconnectionbetweentwodiﬀerentcomponentsin
HPP-DLspeciﬁcation.
ListingA.16:LinkexamplerepresentingaconnectiononHPP-DL.
1 {
2 "class":"link",
3 "id":"link:0",
4 "description":"Link between gpgpu 0and pcie 0",
5 "src_component":"platform:0.gpgpu:0",
6 "dst_component":"platform:0.pcie:0",
7 "throughput":[
8 {"size":"1","value":"1KB/s"},
9 {"size":"2","value":"2KB/s"},
10 /* rest of measures */
11 ],
12 "latency":"0.8 ms"
13 }
14
15 {
16 "class":"link",
17 "id":"link:1",
18 "description":"Link between pcie 0and gpgpu 0",
19 "src_component":"platform:0.pcie:0",
20 "dst_component":"platform:0.gpgpu:0",
21 "throughput":[
22 {"size":"1","value":"10 KB/s"},
23 {"size":"2","value":"20 KB/s"},
24 /* rest of measures */
25 ],
26 "latency":"0.8 ms"
27 }
ListingA.17showsanexamplewherethroughputandlatencyareempty,de-
scribingonlyarelationshipbetweensourceanddestination.
ListingsA.18andA.19represemttheexampleofSMParchitectureshownin
Figure3.4.
ListingsA.20andA.21represemttheexampleofNUMAarchitectureshownin
Figure3.5.
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ListingA.17:Linksamplebetweenacoreandacache.
1 {
2 "class":"link",
3 "description":"Link between core 0and cache 0",
4 "id":"link:2",
5 "src_component":"platform:0.processor:0.core:0",
6 "dst_component":"platform:0.processor:0.cache:0",
7 "throughput":[],
8 "latency":""
9 }
10
11 {
12 "class":"link",
13 "description":"Link between cache 0and core 0",
14 "id":"link:3",
15 "src_component":"platform:0.processor:0.cache:0",
16 "dst_component":"platform:0.processor:0.core:0",
17 "throughput":[],
18 "latency":""
19 }
ListingA.18:SMParchitectureonHPP-DL1.
1 {
2
3 "class":"hpp"
4 ...
5 "components":[
6 {
7 "class":"platform",
8 "id":"platform:0",
9 ...
10 },
11 {
12 "class":"memory",
13 "id":"platform:0.memory:0",
14 ...
15 },
16 {
17 "class":"processor",
18 "id":"platform:0.processor:0",
19 ...
20 },
21 {
22 "class":"bank",
23 "id":"platform:0.memory:0.bank:0",
24 ...
25 },
26 ...
27
28 ],
29 ...
30 }
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ListingA.19:SMParchitectureonHPP-DL2.
1 {
2 ...
3 "links":[
4 {
5 "class":"link",
6 "id":"link:0",
7 "description":"",
8 "src_component":"platform:0.processor:0",
9 "dst_component":"platform:0.memory:0.bank:0",
10 "throughput":[
11 {"size":"1","value":"100 KB/s"},
12 {"size":"2","value":"200 KB/s"},
13 /* rest of measures */
14 ],
15 "latency":"0.1 ms"
16 },
17 {
18 "class":"link",
19 "id":"link:1",
20 "description":"",
21 "src_component":"platform:0.processor:0",
22 "dst_component":"platform:0.memory:0.bank:1",
23 "throughput":[
24 {"size":"1","value":"100 KB/s"},
25 {"size":"2","value":"200 KB/s"},
26 /* rest of measures */
27 ],
28 "latency":"0.1 ms"
29 },
30 ...
31
32 ]
33 ...
34 }
A.3 Resources
ThissectionshowstheruletodescribetheresourceentityaccordingtotheHPP-DL
speciﬁcation.
Attributes TableA.25showsthespeciﬁcattributesforresourceinHPP-DL.It
containsareferencetomemorycomponentsincludedonHPP-DLspeciﬁcationwith
theioportsandirqnecessarytomanagethememoryresourcesonaboard(e.g.plat-
formboardplatform:0.memory:0asorFPGAboardplatform:0.fpga:0.memory:0).
Examples ListingA.22showsasampleoftwodiﬀerentresources
shared/usedbyothercomponentsinHPP-DL.Theﬁrstexample,withidresource:0,
containsareferencetoplatformmemory
(platform:0.memory:0),whereIRQandI/Oportsinformationareincluded.The
secondexample,withidresource:1,containsamemorycomponentreferenceofa
FPGAmemory(platform:0.fpga:0.memory:0).
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ListingA.20:NUMAarchitectureonHPP-DL1.
1 {
2
3 "class":"hpp"
4 ...
5 "components":[
6 {
7 "class":"platform",
8 "id":"platform:0",
9 ...
10 },
11 {
12 "class":"memory",
13 "id":"platform:0.memory:0",
14 ...
15 },
16 {
17 "class":"processor",
18 "id":"platform:0.processor:0",
19 ...
20 },
21 {
22 "class":"processor",
23 "id":"platform:0.processor:1",
24 ...
25 },
26 {
27 "class":"bank",
28 "id":"platform:0.memory:0.bank:0",
29 ...
30 },
31 ...
32
33 ],
34 ...
35 }
FigureA.1showsanexampleofresourcerepresentedonCodeA.22.
FigureA.1:SampleofresourceonHPP-DL
A.4. CAPABILITIES 159
TableA.25:Resourceattributes.
Name Type Description
class string HPP-DLobjecttype.Thevalue
isresource.
id string ResourceID.Inthiscase,
resource:<unsignedint>.
description string Resourcedescription.Itsisoptional.
componentref string ItisthereferenceIDcomponent.
Itisareferencetoamemorycompo-
nentincluded
onaboard(FPGA,platform,etc.).
iomemoryaddress string[] Memoryaddresseswheredatais
accessed/locatedforI/Ooperations.It
is
representedasamemoryaddressrange,
usinga
dashbetweenthelowestmemoryad-
dressandthe
highest(e.g."0xdc00-0xdf00").It
couldcontainoneormorevalues.
ioports string[] I/Oports.Itisrepresentedasa
memoryaddressrange,thesameway
as
iomemoryaddress.Itcouldcontain
zeroormorevaluesincasethe
componentrefisnotaplatformre-
source.
irq number IRQnumber.Itisemptyifthe
componentrefisnotaplatformre-
source.
A.4 Capabilities
Thissectionshowsthediﬀerentcapabilitiesusedinthediﬀerentcomponents.
Description Asupplementarycapabilityisafeaturethathasbeenaddedtoan
existingonacomponentdesignaftertheinitialintroductionofthatdesigntothe
marketplace.Forexample,asupplementarycapabilityincreasestheusefulnessof
theprocessordesign,alowingittocompetemorefavourablywithcompetitorsand
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givingconsumersareasontoupgrade,whileretainingbackwardscompatibilitywith
theoriginaldesign[106].
InHPP-DL,acapabilityisastringthatdeﬁnesacharacteristicofaprocessing
componentsuchasGPGPU,cachesorcores.Alcapabilitiesaredescribedonthis
Appendixusingalabelandaassociatedescription.
AnspecialcaseofcapabilityisOpenCLfeature(seeTableA.26).Itcouldbe
includedoncoresorgpgpucomponents.
A.4.1 OpenCLsupport
ThiscapabilitymeansthatopenCLissupportedbyacomponent.Itisincludedin
thesecomponents:
•Core.
•Processor.
•FPGAboard.
•IntegratedGPGPUonachiporGPGPUboard.
OpenCLcapabilityiscomposedbytwovalues:
•ocl,OpenCLstring,
•Anumberwhichiscomposedbytwonumberssplitbyadot(e.g.ocl1.2).
Itcanappearzeroorseveraltimesoncapabilityattributesbutneverwiththe
samevalues(e.g.ocl1.0,ocl1.1,ocl1.2,etc.).
TableA.26:OpenCLcapabilities.
Capability Description
oclN.M OpenCLsupported.NandM arethe
numbersofOCLversion(e.g:ocl1.2).
A.4.2 CPUCores
NexttablesshowsthesecapabilitiesforIntel,AMDandARMCPUcores.
TablesA.27,A.28,A.29,A.30,A.31,A.32,A.33,A.34,A.35,A.36,A.37,A.38
andA.39showtheCPUcapabilitiessupportedonIntelandAMDcores.
TableA.40,A.40andA.42showthecapabilitiesforARMandARM64cores.
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TableA.27:Intel-deﬁnedCPUcapabilities1.
Capability Description
fpu OnboardFPU
vme VirtualModeExtensions
de DebuggingExtensions
pse PageSizeExtensions
tsc TimeStampCounter
msr Model-SpeciﬁcRegisters
pae PhysicalAddressExtensions
mce MachineCheckException
cx8 CMPXCHG8instruction
apic OnboardAPIC
sep SYSENTER/SYSEXIT
mtrr MemoryTypeRangeRegisters
pge PageGlobalEnable
mca MachineCheckArchitecture
TableA.28:Intel-deﬁnedCPUcapabilities2.
Capability Description
cmov CMOVinstructions
pat PageAttributeTable
pse36 36-bitPSEs
pn Processorserialnumber
clﬂsh ”clﬂush”CLFLUSHinstruction
ds ”dts”DebugStore
acpi ACPIviaMSR
mmx MultimediaExtensions
fxsr XSAVE/FXRSTOR,CR4.OSFXSR
sse StreamingSIMDExtensions
sse2 SSEv2
ss CPUselfsnoop
ht hyper-Threading
acc ”tm”Automaticclockcontrol
ia64 IA-64processor
pbe PendingBreakEnable
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TableA.29:AMD-deﬁnedCPUcapabilities.
Capability Description
syscal SYSCALL/SYSRET
mp MPCapable
nx ExecuteDisable
mmxext AMDMMXextensions
fxsropt FXSAVE/FXRSTORoptimizations
pdpe1gb GBpages
rdtscp RDTSCP
lm LongMode
3dnow 3DNow!(AMDvectorinstructions)
3dnowext AMD3DNow!extensions
TableA.30:Transmeta-deﬁnedCPUcapabilities.
Capability Description
recovery CPUinrecoverymode
longrun Longrunpowercontrol
lrti Longruntableinterface
A.4.3 DSPcapabilities
TablesA.43andA.44includespeciﬁccapabilitiessupportedbyaDSPcore[112].
A.4.4 GPGPUcapabilities
ThecapabilitiesofaGPGPUareincludedon
CLDEVICEEXTENSIONSOpenCLattribute[59]. Always,OpenCLcapabilitymust
besupported.
A.4.5 FPGA
TableA.45showsthespeciﬁcattributesforFPGAcapabilities.
A.4.6 Cache
TableA.46showsthecapabilitiesforcachecomponent.Itspecifysomerestrictions
betweencachecapabilities.
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TableA.31: MoreAMDCPUextensioncapabilities1.
Capability Description
k7 Athlon
k8 Opteron,Athlon64
mmxext MMXextensions
lahflm LAHF/SAHFinlongmode
cmplegacy IfyesHyperThreadingnotvalid
svm Securevirtualmachine
extapic ExtendedAPICspace
cr8legacy CR8in32-bitmode
abm Advancedbitmanipulation
sse4a SSE-4A
misalignsse MisalignedSSEmode
3dnowprefetch 3DNowprefetchinstructions
osvw OSVisible Workaround
ibs InstructionBasedSampling
TableA.32: MoreAMDCPUextensioncapabilities2.
Capability Description
xop extendedAVXinstructions
skinit SKINIT/STGIinstructions
wdt Watchdogtimer
lwp Light WeightProﬁling
fma4 4operandsMACinstructions
tce translationcacheextension
nodeidmsr NodeIdMSR
tbm trailingbitmanipulations
topoext topologyextensionsCPUIDleafs
perfctrcore coreperformancecounterextensions
perfctrnb NBperformancecounterextensions
perfctrl2 L2performancecounterextensions
constanttsc TSCticksataconstantrate
sse5 SSE-5
amddcm multi-nodeprocessor
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TableA.33: MoreIntelCPUextensioncapabilities1.
Capability Description
pni SSE-3
pclmulqdq PCLMULQDQinstruction
dtes64 64-bitDebugStore
monitor Monitor/Mwaitsupport
dscpl CPLQual.DebugStore
vmx Hardwarevirtualization
smx Safermode:TXT(TPMsupport)
est EnhancedSpeedStep
tm2 ThermalMonitor2
ssse3 SupplementalSSE-3
cid ContextID
fma Fusedmultiply-add
cx16 CMPXCHG16B
xtpr SendTaskPriorityMessages
pdcm PerformanceCapabilities
pcid ProcessContextIdentiﬁers
dca DirectCacheAccess
TableA.34: MoreIntelCPUextensioncapabilities2.
Capability Description
sse41 SSE-4.1
sse42 SSE-4.2
x2apic x2APIC
movbe MOVBEinstruction
popcnt POPCNTinstruction
tscdeadlinetimer Tscdeadlinetimer
aes AESinstructions:AES-NI
xsave XSAVE/XRSTOR/XSETBV/XGETBV
avx AdvancedVectorExtensions
f16c 16-bitfpconversions(CVT16)
rdrand TheRDRANDinstruction
hypervisor Runningonahypervisor
pebs Precise-EventBasedSampling
eagerfpu ”agerfpu”NonlazyFPUrestore
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ListingA.21:NUMAarchitectureonHPP-DL2.
1 {
2 ...
3 "links":[
4 {
5 "class":"link",
6 "id":"link:0",
7 "description":"",
8 "src_component":"platform:0.processor:0",
9 "dst_component":"platform:0.memory:0.bank:0",
10 "throughput":[
11 {"size":"1","value":"100 KB/s"},
12 {"size":"2","value":"200 KB/s"},
13 /* rest of measures */
14 ],
15 "latency":"0.1 ms"
16 },
17 {
18 "class":"link",
19 "id":"link:1",
20 "description":"",
21 "src_component":"platform:0.processor:0",
22 "dst_component":"platform:0.memory:0.bank:1",
23 "throughput":[
24 {"size":"1","value":"100 KB/s"},
25 {"size":"2","value":"200 KB/s"},
26 /* rest of measures */
27 ],
28 "latency":"0.1 ms"
29 },
30 {
31 "class":"link",
32 "id":"link:2",
33 "description":"",
34 "src_component":"platform:0.processor:0",
35 "dst_component":"platform:0.memory:0.bank:2",
36 "throughput":[
37 {"size":"1","value":"1KB/s"},
38 {"size":"2","value":"2KB/s"},
39 /* rest of measures */
40 ],
41 "latency":"0.3 ms"
42 },
43 {
44 "class":"link",
45 "id":"link:3",
46 "description":"",
47 "src_component":"platform:0.processor:0",
48 "dst_component":"platform:0.memory:0.bank:3",
49 "throughput":[
50 {"size":"1","value":"1KB/s"},
51 {"size":"2","value":"2KB/s"},
52 /* rest of measures */
53 ],
54 "latency":"0.3 ms"
55 },
56 ...
57 ]
58 ...
59 }
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ListingA.22:ResourceexamplesonHPP-DL
1 {
2 "class":"resource",
3 "id":"resource:0",
4 "description":"",
5 "component_ref":"platform:0.memory:0",
6 "io_memory_address":["0x200000000-0x24000000"],
7 "io_ports":["0xdc00-0xdf00","0xfe00-0xff00"],
8 "irq":91
9 }
10
11 {
12 "class":"resource",
13 "id":"resource:1",
14 "description":"",
15 "component_ref":"platform:0.fpga:0.memory:0",
16 "io_memory_address":["0x200000000-0x400000000"],
17 "io_ports":[],
18 "irq":0
19 }
TableA.35:OtherdeﬁnedCPUextensioncapabilities.
Capability Description
up smpkernelrunningonup
bts BranchTraceStore
repgood repmicrocodeworkswel
nopl TheNOPL(0F1F)instructions
xtopology cputopologyenumextensions
nonstoptsc TSCdoesnotstopinCstates
TableA.36:AuxiliaryCPUcapabilities.
Capability Description
ida IntelDynamicAcceleration
arat AlwaysRunningAPICTimer
cpb AMDCorePerformanceBoost
epb IA32ENERGYPERFBIASsupport
xsaveopt OptimizedXsave
pln IntelPowerLimitNotiﬁcation
pts IntelPackageThermalStatus
dts DigitalThermalSensor
hwpstate AMDHW-PState
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TableA.37:IntelCPUvirtualizationcapabilities.
Capability Description
tprshadow IntelTPRShadow
vnmi IntelVirtualNMI
ﬂexpriority IntelFlexPriority
ept IntelExtendedPageTable
vpid IntelVirtualProcessorID
TableA.38:AMDCPUvirtualizationcapabilities.
Capability Description
npt NestedPageTablesupport
lbrv LBRVirtualizationsupport
svmlock SVMlockingMSR
nripsave SVMnextripsave
tscscale TSCscalingsupport
vmcbclean VMCBcleanbitssupport
ﬂushbyasid ﬂush-by-ASIDsupport
decodeassists DecodeAssistssupport
pauseﬁlter ﬁlteredpauseintercept
pfthreshold pauseﬁlterthreshold
TableA.39:NewCPUcapabilities.
Capability Description
fsgsbase RD/WRFS/GSBASEinstructions
bmi1 1stgroupbitmanipulationextensions
hle HardwareLockElision
avx2 AVX2instructions
smep SupervisorModeExecutionProtection
bmi2 2ndgroupbitmanipulationextensions
erms EnhancedREPMOVSB/STOSB
invpcid InvalidateProcessorContextID
rtm RestrictedTransactionalMemory
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TableA.40:ARMCPUcapabilities1.
Capability Description
swp SWPinstruction(atomicread-modify-write)
half Halfwordsupport
thumb Thumb(16-bitinstructionset)
26bit 26BitModel
fastmult 32x32→64−bitmultiplication
fpa Floatingpointaccelerator
vfp VFP(earlySIMDvectorﬂoatingpointinstructions)
edsp DSPextensions
java Jazele(Javabytecodeaccelerator)
iwmmxt SIMDinstructions
TableA.41:ARMCPUcapabilities2.
Capability Description
crunch MaverickCrunchcoprocessor
thumbee ThumbEE
neon NEON(second-generationSIMD)
vfpv3 VFPversion3
tls TLSregister
vfpv3d16 VFPversion3limitedto16registers
vfpv4 VFPversion4
idiva SDIVandUDIVhardwaredivisioninARMmode
idivt SDIVandUDIVhardwaredivisioninThumbmode
vfpd32 VFPversionfor32registers
lpae LargePhysicalAddressExtension
TableA.42:ARM64CPUcapabilities.
Capability Description
fp Floating-point
asimd AdvancedSIMD
evtstrm Eventstreamonuserspace
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TableA.43:DSPcoresspeciﬁccapabilities1.
Capability Description
fxp Fixed-pointarithmeticsupport.
ﬂp Floating-pointarithmeticsupport.
MAPLE-B Multi-AcceleratorPlatformEngineforBaseband.
Turbo Turbodecoding.
Viterbi Viterbidecoding.
FFT FastFouriertransformsupport.
iFFT InverseFastFouriertransformsupport.
DFT DiscreteFouriertransformsupport.
TableA.44:DSPcoresspeciﬁccapabilities2.
Capability Description
iDFT InverseDiscreteFouriertransformsupport.
EFCOP EnhancedFilterCoprocessor.
DTF DataTraceFormatter.
ETB EmbeddedTraceBuﬀer.
EDMA3 EnhancedDirectMemoryAccess3.
SWI Softwareinterruptcapability.
MAC Multiply-accumulateoperationsupport.
FMA Fusedmultiply-add,performedwithasinglerounding.
IIR Inﬁniteimpulseresponseﬁlter
FIR Finiteimpulseresponseﬁlter
DPIM Double-PrecisionIntegerMultiplication
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TableA.45:FPGAcapabilities.
CapabilityName Description
autocoherency driverguaranteescachecoherentran-
domaccess
hwswint devicecantriggerinterruptsathost
mastermode devicecanperformmastermodemem-
oryaccess
rndacc devicecanaccesshostmemoryinran-
domaccessmode
rndaccwinmove devicemovethebaseoftherandomac-
cess
windowtohostmemory
scattergather drivercanperformscatter/gatherac-
cess
stracc deviceprovidesstreaminginterface
virtaddr devicecanuseuser-spacevirtualad-
dresses
toaccesshostmemory
TableA.46:Cachecapabilities.
Capability Description
internal Internalcache.
write-through Writingcachepolicywheredatais
writtenoncachesand/ormemoriesatthesame
time.
Itisincompatiblewithwrite-back.
write-back Writingcachepolicywheredatais
writtenoncachesand/or memoriesdelayedon
time.
Itisincompatiblewithwrite-through.
instruction Instructioncache.Itisincompatiblewith
dataorunified.
data Datacache.Itisincompatiblewith
instructionorunified.
uniﬁed Unifydataandinstructioncaches.Itis
incompatiblewithdataorinstruction.
