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We introduce a mathematical framework for the inverse medium prob-
lem arising commonly in geotechnical site characterization and geophysical
probing applications, when stress waves are used to probe the material compo-
sition of the interrogated medium. Specifically, we attempt to recover the spa-
tial distribution of Lamé’s parameters (λ and µ) of an elastic semi-infinite ar-
bitrarily heterogeneous medium, using surface measurements of the medium’s
response to prescribed dynamic excitations. The focus is on characterizing
near-surface deposits, and to this end, we develop a method that is imple-
mented directly in the time-domain, is driven by the full waveform response
collected at receivers on the surface, while the domain of interest is truncated
using Perfectly-Matched-Layers (PMLs) to limit the originally semi-infinite
extent of the physical domain.
vii
There are two key issues associated with the problem at hand: (a)
the forward problem, namely the numerical simulation of the wave motion in
the domain of interest; and (b) the framework and strategies for tackling the
inverse problem.
To address the forward problem, it is necessary that the domain of
interest be truncated, and the resulting finite domain be forced to mimic the
physics of the original problem: to this end, we introduce unsplit-field PMLs,
and develop and implement two new formulations, one fully-mixed and one
hybrid (mixed coupled with a non-mixed approach) that model wave motion
within the, now PML-truncated, domain. To address the inverse problem, we
adopt a partial-differential-equation-constrained optimization framework that
results in the usual triplet of an initial-and-boundary-value forward problem, a
final-and-boundary-value adjoint problem, and a time-independent boundary-
value control problem. This triplet of boundary-value-problems is used to
guide the optimizer to the target profile of the spatially distributed Lamé
parameters. Given the multiplicity of solutions, we assist the optimizer, by
deploying regularization schemes, continuation schemes (regularization factor
and source-frequency content), as well as a physics-driven simple procedure to
bias the search directions.
We report numerical examples attesting to the quality, stability, and
efficiency of the forward wave modeling. We also report moderate success with
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Recent advances in both algorithms and computer hardware architec-
ture have renewed hope that problems associated with the non-invasive condi-
tion assessment of physical and biological systems are becoming more tractable
with present means. From a mathematical point of view, at the center of such
problems lies, typically, an inverse problem. That is, a problem, for example,
where the geometry of the medium, the loads acting on it, and the medium’s
response may be known, but the medium’s material composition is unknown.
This, in fact, is the very definition of the inverse medium problem, which is
treated in this dissertation.
The last thirty years have seen various developments aiming at the
solution of such a mathematically, algorithmically, and computationally chal-
lenging inverse problem that arises in various application domains ranging
from seismic to medical imaging. The primary battleground where such de-
velopments have primarily emerged from is the geophysical exploration arena,
where, however, despite considerable industrial commitment and academic in-
volvement, the problem remains, by and large, open.
This dissertation seeks to address the inverse medium problem in the
1
context of geotechnical site characterization, where we try to reconstruct the
soil’s material profile, i.e., the spatial distribution of the elastic material prop-
erties as the latter are expressed by the Lamé parameters λ and µ (or, to an
extent, equivalently, by the P-wave and S-wave velocities, cp and cs, respec-
tively). To this end, we discuss a mathematical framework for a full-waveform-
based inversion that uses stress waves for interrogation, and is driven by the
measurements collected directly in the time-domain at receivers on the soil’s
surface.
The main issues we tackle in this dissertation are as follows: (a) since
geotechnical site characterization is a target application, the interest is in the
profile reconstruction of the near-surface deposits for which the truncation
of the, otherwise, semi-infinite extent of the physical domain becomes nec-
essary: we, thus, introduce perfectly-matched-layers (PMLs) to convert the
semi-infinite physical domain to a finite computational model, and discuss
the implications of their introduction to the simulation of the wave motion.
Specifically, we address, with two new formulations, the numerical simula-
tion of elastic wave motion in PML-truncated arbitrarily heterogeneous me-
dia (the forward problem). (b) Armed with an efficient methodology for the
forward wave simulation, we address next the reconstruction of the spatially-
distributed material properties λ and µ of a heterogeneous medium (the inverse
problem), using the systematic framework of partial-differential-equation-con-
strained optimization.
We report on numerical results demonstrating the stability and efficacy
2
of the forward modeling; we also report fairly satisfactory results for the inverse
problem. Computationally, the problems are quite challenging: the various
algorithms we report here have been implemented on sequential platforms only.
Substantial gains can be attained if the implementations were to be extended
to parallel architectures. Though the presentation in this dissertation is limited
to geotechnical applications, the overall methodology is systematic and quite
general, and could be adopted as a solution approach for a broader class of
inverse problems.
1.1 Problem definition
We are concerned with a non-destructive exploration/characterization
methodology that aims at the reconstruction of the material properties of an
arbitrarily heterogeneous semi-infinite medium using surficial measurements
of its response to known dynamic excitations applied on the soil’s surface,
as schematically shown in Figs. 1.1(a) and 1.1(b). The problem is akin to
medical imaging, without, however, the benefit of a medical scanning device
that typically circumscribes the probed structure with sources and receivers.
1.2 Research objectives
The primary research goal is to arrive at a viable methodology for
solving the inverse medium problem in elastic semi-infinite media with an eye
towards geotechnical site characterization applications. The primary interest




Figure 1.1: Problem definition: (a) interrogation of a heterogeneous semi-
infinite domain by an active source; (b) a two-dimensional cross-section of the
domain showing one source and multiple receivers; and (c) equivalent two-
dimensional computational model truncated from the semi-infinite medium
via the introduction of Perfectly-Matched-Layers
4
The mathematical framework of the inverse medium problem must ad-
dress two key components, namely, the forward problem and the inverse prob-
lem. Solution of the inverse problem usually necessitates multiple solutions of
the forward problem, and thus, an efficient methodology that addresses the
forward problem is of importance. Such an efficient approach for forward wave
simulations constitutes an equally important objective of the research reported
in this dissertation.
1.3 Review of related research
We discuss prior research related to both the forward and the inverse
problem. Of relevance to the approach undertaken in this dissertation is the
means by which one truncates infinite and/or semi-infinite domains; this is
discussed first.
1.3.1 Perfectly-Matched-Layers - the forward problem
The simulation of wave motion in unbounded heterogeneous media re-
quires negotiation of the infinite or semi-infinite extent of the unbounded do-
main. When domain discretization methods are used, the reduction of the
physical to a finite domain through truncation is the only available compu-
tational strategy1. Truncation introduces artificial (non-physical) boundaries
surrounding the finite computational domain. These boundaries require spe-
1Domain discretization methods are, essentially, the only possibility when the domain is
heterogeneous.
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cial treatment in order for the finite domain of interest to mimic the physical
behavior of the non-truncated domain, while minimizing spurious reflections
that may pollute the solution within the finite computational domain.
Two distinctly different strategies are possible for dealing with trunca-
tion boundaries: either to truncate the semi-infinite extent by introducing a
transparent condition at the truncation interface, or to truncate by introduc-
ing an absorbing condition or absorbing buffer/layer. A transparent condition
allows the passage of waves with, ideally, no or minimal reflections from the
interface. An absorbing condition will typically force the decay of the wave mo-
tion within a buffer zone, while, ideally, annihilating any interface reflections
as well2.
Both categories, transparent and absorbing/layer conditions, have their
own strengths and limitations. Broadly classified, transparent conditions are
either local or non-local, where the non-locality refers to the temporal (convolu-
tion) and spatial (boundary integral) coupling of the response at the truncation
interface. The published literature on the subject is considerable: Tsynkov
in [158] provides an excellent review of both local and non-local truncation
conditions. Non-local conditions typically attempt to simulate exactly the ef-
fect of the infinite (or semi-infinite) medium [72, 73, 75], while assuming that
the domain excluded from the computations is homogeneous. However, the
2Transparent conditions are sometimes termed absorbing too, and also, silent, non-
transmitting, non-reflecting, etc. Here, we adhere to a terminology based on whether there
is a zone where the waves are forcibly absorbed (absorbing) or not (transparent).
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benefit derived by providing an exact condition comes at a computationally
expensive, difficult to implement, scheme. In addition, non-local conditions
cannot handle arbitrary heterogeneity. To overcome the difficulties arising
with non-local conditions, local conditions tend to relax both the spatial and
temporal non-locality, but result in approximate forms that allow for reflec-
tions [20, 59, 74, 84, 91]. Local conditions are less accurate, but computation-
ally efficient, and easy to implement when they are of low-order (higher-order
local conditions become more complicated). Though, local conditions are of-
ten used at truncation boundaries of heterogeneous domains without sufficient
theoretical justification, the errors due to reflections are compounded.
Absorbing/layer methods typically entail surrounding a truncated fi-
nite computational domain with a layer of uniform thickness within which
the waves are forced to decay (Fig. 1.1(c)). Such absorbing boundary layers
presently offer the best possible alternative for domain truncation in hetero-
geneous domains, due, by and large, to the successful introduction of the
perfectly-matched-layer (PML) by Bérenger in the context of electromagnetic
waves [26, 27]. PMLs, by construction, attenuate outwardly propagating waves
without reflection from the truncation interface for all angles of incidence and
frequencies. Once the waves enter the PML zone, they decay with distance ac-
cording to a user-defined decay function. Although, in the continuous case, the
PML can be shown to be reflection-less at the truncation interface, the spatial
discretization introduces numerical reflections. However, the PML’s tunable
parameters enable the minimization of these reflections and allow increased
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accuracy even within thin layers, thereby reducing the overall computational
cost. Applications of PMLs span a broad spectrum3, and the last fifteen years
have seen a wide range of applications, including, for example, the linearized
Euler equations [85], the simulation of high-power microwaves (HPM) [162],
Helmholtz equation [80, 159], seismic wave propagation in poroelastic media
[173], fluid-filled pressurized boreholes [112], nonlinear and matter waves [62],
acoustics [172], etc.
The literature on PMLs is fairly extensive: to place in context the
present development, we discuss, in chronological order, developments on
PMLs, by focusing on electromagnetics, for which PMLs were first developed,
and elastodynamics, which is the focus of this work. In 1994, Bérenger [26]
led the way by introducing the idea of a perfectly-matched-medium in electro-
magnetics. Bérenger’s PML was formulated based on field-splitting in order to
avoid convolutional operations in the time-domain, when the resulting forms
are inverted back from the frequency-domain. The contribution of a spatial
derivative in each coordinate direction was isolated, resulting in non-physical
components for each field (as the name split-field implies; the number of non-
physical components equals the dimensionality of the problem). Chew and
Weedon [41] suggested a reinterpretation of the PML in the context of com-
plex coordinate-stretching –a change of variables where spatial coordinates
are mapped onto the complex space via complex stretching functions. Their
3free-space simulation problems, radiation and scattering problems, soil-structure in-
teraction, seismic survey problems, computational fluid dynamics, geophysical subsurface
sensing, waveguides, non-destructive evaluation applications, etc.
8
viewpoint transformed the PML into a superior tool by endowing it with a
straightforward and consistent formulation. Even though the split-field formu-
lation doubles the number of unknowns, its remarkable absorptive performance
compensated for the added cost.
However, the field-splitting alters the initial form of the system, and
results in a non-Maxwellian system of equations that makes implementations
into existing Maxwell-based codes difficult. An alternative (also true for elas-
todynamics) that maintains the original Maxwellian form of the governing
equations, is to reinterpret the medium as anisotropic, while simultaneously
avoiding the field-splitting, as suggested by Gedney [70]. The interpretation
of PML as an artificially anisotropic material necessitated the verification of
causality. Kuzuoglu and Mittra [108] claimed that the anisotropic PML is
not causal, and proposed a correction by introducing a frequency-dependent
real part for the stretching functions. The discussion of causality that ensued
showed that Kuzuoglu and Mittra’s claim was based on an error in their ap-
plication of the Kramers-Krönig relationships [154]; however, their proposed
correction, though not needed for causality purposes, introduced an innova-
tive formulation of the PML, the, so called, “complex-frequency-shifted PML”
(CFS-PML). The frequency-dependent real part of the stretching functions
proved onerous when inverting the resulting equations back into time-domain.
By means of specialized convolutional operations, the difficulty was overcome,
yielding an efficient implementation of the CFS-PML in electromagnetics, re-
ferred to as “convolution PML” (CPML) [138]. The relations between the
9
various PML formulations (up to about 2000) were nicely summarized by
Texeira and Chew in [155]. The equivalence between the complex coordinate-
stretching and the anisotropic formulation was shown also in [99].
Most of the PML developments are predicated upon straight-edge or
planar boundaries. But for certain problems where the domain of interest is
more naturally associated with a non-cartesian coordinate system, the gener-
alization of PML formulations to other coordinate systems is of importance.
Maloney in [116] provided an extension to cylindrical coordinates, based on
geometric arguments. Using the complex coordinate-stretching viewpoint,
the cartesian PML was extended to cylindrical and spherical coordinates in
[39, 151–153]. A theoretical analysis of Bérenger’s system in curvilinear coordi-
nates was performed by Collino and Monk [46], and optimal PML parameters
were studied for the best computational performance in [47]. In [111], Liu
and He pointed out that the straightforward extension of the original PML
formulation to cylindrical coordinates (quasi-PML) was not reflection-less in
cylindrical coordinates even in the continuum limit. The quasi-PML was sim-
pler and computationally less demanding when compared to other PML im-
plementations in cylindrical coordinates, since the same stretching functions
were used in both the radial and angular directions. Later on, the same au-
thors introduced a true PML formulation with different stretching functions
for the radial and angular directions, and compared its performance against
the quasi-PML [82]. A systematic derivation of the PML in curvilinear coor-
dinates was also presented by Zhao [177]. Next, the generalization of PML
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to cartesian, cylindrical, and spherical coordinates was reviewed in [155]. Re-
cently, for transient Maxwell equations, Donderici and Teixeira [56] developed
a mixed finite element time-domain implementation of PML in doubly dis-
persive media, and in [55], a conformal PML was introduced for which the
late-time stability and energy conservation properties have been verified nu-
merically. The conformal PML allowed for a considerable reduction of buffer
space by tightly circumscribing the scattering source.
Most PMLs are, by construction, excellent absorbers of propagating
waves. Though evanescent waves too are absorbed efficiently [27], there is
evidence that, for some frequencies, the strong attenuation might produce re-
flections caused by inadequately meshed PML zones [28]. In [137], Roden and
Gedney showed that the CFS-PML implementation is highly absorptive of
evanescent waves as well. A comparison of the split, unsplit, and CFS-PMLs
revealed that split and unsplit formulations perform identically, whereas the
CFS-PML forces a rapid decay of evanescent waves [30]. However, at low-
frequencies, the CFS-PML suffers from degrading absorption of propagating
waves. In [29], Bérenger discussed optimal CFS-PML parameters in order to
absorb both evanescent and propagating waves. The CFS-PML was also effec-
tive in eliminating the observed long-time linear growth (instability) behavior
of the unsplit PML [25]. Although the CFS-PML has several advantages
over the standard PML, the low-frequency propagating waves are absorbed
better in the standard PML. A recently developed second-order PML [49] al-
lowed the combination of the best properties of the standard and CFS-PMLs
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in one PML, by simply using a stretching function that is the product of
a standard and a CFS-PML stretching function. The resulting PML is as
good as the CFS-PML in absorbing evanescent waves, while better attenuat-
ing the low-frequency propagating waves for waveguide problems [50]. Lou in
[114] presented a successful finite element time-domain implementation of this
second-order PML.
Chew and Liu in [40] were the first to extend the PML developments
from electromagnetics to elastodynamics using a split-field, velocity-stress for-
mulation, implemented using finite differences. Concurrently, Hastings [81] de-
veloped a PML for elastic waves using displacement potentials and a velocity-
stress formulation, implemented using finite differences, which, however, could
not be used in the presence of interface boundaries, such as those arising in
layered media. Liu in [110] introduced a PML in cylindrical and spherical coor-
dinates in elastodynamics based on split-fields. Later on, Collino and Tsogka
[48] discussed a finite difference, time-domain, velocity-stress, split-field for-
mulation and implementation, which appears identical to Chew and Liu [40],
but was also used for applications involving anisotropic media. A mixed finite
element implementation of the velocity-stress split-field formulation, in the
context of a fictitious domain method, was discussed by Bécache et al. in [23].
All of the above key developments were based on velocity-stress schemes that
are first-order in time.
In [101], Komatitsch and Tromp introduced a new split-field approach,
whereby stress terms are eliminated, but the displacement field is split into
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four components, resulting in either third-order (in time) semi-discrete forms
for the four displacement fields, or a second-order system coupled with one
first-order equation for one of the displacement fields. Despite its complexity,
their scheme was the first to create a displacement-only PML formulation in
elastodynamics.
Since split-field formulations result in substantial computational cost,
there is clear need for unsplit-field developments. An unsplit-field finite differ-
ence PML formulation was introduced by Wang and Tang [164] for elastody-
namics, using the recursive convolution method of CPML developed originally
for electromagnetics. However, in [164], the authors used standard stretch-
ing functions for their PML implementation, by contrast to the complex-
frequency-shifted stretching functions of the original CPML formulation.
In [18], Basu and Chopra developed an unsplit-field PML for time-
harmonic elastodynamics and implemented it using finite elements. Shortly
thereafter, they also presented the time-domain implementation, using a rather
complicated time integration scheme [19]. Recently, in [17], Basu used an ex-
plicit scheme to improve on the implicit time integration scheme previously
used, but, despite the computational gain, the complexity remains. In [45],
Cohen and Fauqueux discussed a formulation, based on a novel decomposi-
tion of the elastodynamics equations as a first-order system, which was im-
plemented using a mixed finite element approach and spectral elements. To
arrive at the first-order decomposition, the authors split the strain tensor, and
introduced independent stress variables to account for the split strain tensor
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components. In [64], Festa and Vilotte, also discussed mixed formulations
(velocity-displacement, and velocity-stress), the use of spectral elements, and
a time-staggering scheme for marching in time. Their formulation differs de-
cidedly from Cohen and Fauqueux: the authors in [64] followed classical lines
for reducing the second-order displacement-only elastodynamic problem to a
first-order in time system, and used split-fields for both the velocity and stress
components (as opposed to the splitting of the strain tensor).
Recently, in [58], Drossaert and Giannopoulos discussed an alterna-
tive implementation of the unsplit PML that is based on recursive integra-
tion (RIPML), rather than the explicit computation of convolutions. Later,
in [57], they implemented the CPML for elastodynamics using the complex-
frequency-shifted stretching functions, and reported better performance than
the RIPML.
The majority of the developments in elastodynamics refer to the isotro-
pic case. Notable exceptions include the earlier work by Collino and Tsogka
[48], where they showed that the split-field standard PML can also handle
heterogeneous and anisotropic media. However, the stability of the PML and
the effect of anisotropy was studied later by Bécache et al. [21], where it
was shown that, while the standard PML is stable for isotropic applications,
it is conditionally unstable for anisotropic applications. The authors pro-
posed necessary conditions for stability in the form of inequalities implicating
the material constants. More recently, in [120], Meza-Fajardo and Papageor-
giou discussed a novel PML approach, termed M-PML, which results from
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the introduction of coordinate-stretching and associated decay functions along
all coordinate directions, that is, not only along the direction normal to the
PML interface, as has been the norm to date. Their resulting split-field, non-
convolutional M-PML exhibits superior performance when compared to the
standard PML formulations, especially for waves propagating at grazing an-
gles. They also showed that the M-PML is capable of handling anisotropy,
without the long-time instability reported earlier for the CPML and standard
PML formulations.
The performance of the PML has been investigated also for Rayleigh
and interface waves [63]. It was shown that both were attenuated remarkably
well. Komatitsch and Tromp in [101] also confirmed the efficiency of PML in
absorbing surface waves, but the performance of the discrete PML at grazing
incidence was rather poor. This limitation was also reported in [58], but has
been removed, owing to the CPML formulation reported by Komatitsch and
Martin in [100].
Any PML implementation entails user-chosen values for a number of
PML parameters. There are very few comprehensive parametric studies re-
ported in the literature that provide guidance on parameter selection. A no-
table exception is the work by Harari and Albocher [80], where the authors
studied, using dispersion analysis, the effect of PML parameters for the time-
harmonic elastic case, and presented guidelines for the proper choice of PML
parameter values. Guidelines on the discretization of the PML, for any choice
of the PML parameters, were also given in [121].
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Table 1.1 summarizes the key developments to date for time-domain
elastodynamics, classified depending on whether the primary unknowns are
split or not, and whether the implementation is done using finite differences
(FD), or finite/spectral elements (FE/SE). In general, when the PML for-
mulation involves split-fields, almost always the resulting scheme is mixed
[23, 40, 45, 48, 64, 81, 110, 120], i.e., both displacements/velocities and stresses
become unknowns. The one exception is the approach by Komatitsch and
Tromp [101], where the displacement field was the only unknown, albeit split
into four components. On the other hand, unsplit-field schemes require, in
general, the evaluation of convolutions [57, 58, 100, 164], which, despite the use
of recursive evaluation schemes, remain expensive. One exception here is the
work by Basu and Chopra [19], and by Basu [17], where the authors, though
they came close to defining a mixed problem (with unsplit displacement and
stresses as unknowns), they ended up departing considerably from it at the
discrete level, in favor of implementing a complicated time-marching scheme.
We note that, in general, the penalty one pays for a purely displacement-only
formulation is an increase in the temporal complexity, which, as a result, calls
for specialized time integration schemes. The temporal complexity arises from
the structure of the PML, and in particular, from the choice of the stretch-
ing function. The mixed approach relaxes the temporal complexity, and as
will be shown here, leads to second-order in time semi-discrete forms in the
two-dimensional case, and in third-order in time semi-discrete forms in the
axisymmetric and three-dimensional cases. In a recent work by Martin et al.
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[118], the authors presented a formulation, where the interior is treated using a
standard displacement-only formulation, retaining a mixed velocity-stress form
for the PML (CPML in this case), and an ad hoc coupling at the interface –all
resolved using finite differences. Their approach reduces considerably the over-
all number of degrees-of-freedom, due to the non-mixed form of the interior
problem. To an extent, the hybrid method developed here, independently of
[118], is similar to [118], but is cast in a true variational setting using finite
elements, and avoids the staggering scheme used in [118] for time-marching.
For completeness, Table 1.1 includes also references to our own recently
published work, which was based on the research reported in this dissertation.
Table 1.1: PML implementations in time-domain elastodynamics
Split-field Unsplit-field
FD Chew and Liu [40] Wang and Tang [164]
Hastings et al. [81] Drossaert and Giannopoulos [57, 58]
Liu [110] Komatitsch and Martin [100]
Collino and Tsogka [48]
FE/SE Bécache et al. [23] Basu and Chopra [19]
Komatitsch and Tromp [101] Basu [17]
Cohen and Fauqueux [45] Kucukcoban and Kallivokas [103–105]
Festa and Vilotte [64]
Meza-Fajardo and Papageorgiou [120]
Since most PML developments to date, including the ones we will be
discussing herein, lead to mixed formulations, we provide next a brief overview
of mixed finite element formulations; a comprehensive review is well outside the
scope of this dissertation. In [4], Arnold presented an outstanding introductory
level discussion of mixed methods, their advantages and disadvantages, and
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the concepts of convergence, approximability and stability. Whereas standard
single-field finite elements require approximants for a single distributed vari-
able, mixed schemes require approximants for two (or more) fields. For stabil-
ity, the choice of the approximants in mixed problems cannot be arbitrary, and
must satisfy an inf-sup condition (also referred to as Ladyzhenskaya-Babuška-
Brezzi (LBB) condition).
In an interesting review by Brezzi in [32], the author pointed out that
there exist two possible variational forms for treating a mixed problem such
as the one arising in elasticity; the two forms result in decidedly different reg-
ularity requirements for the approximants. In the first form, the regularity
required for the stress approximants is higher than that of the displacement
approximants; this is the classic mixed method. The first family of mixed
finite elements related to this variational form was introduced by Raviart and
Thomas for second-order elliptic problems (RT elements) [135]. Later on, sev-
eral other special mixed finite elements were introduced: Johnson-Mercier [89],
Brezzi-Douglas-Marini (BDM) [33], MINI element [10], PEERS (plane elastic-
ity element with reduced symmetry) [9], etc. Other related developments can
be found in [6, 11–15, 22, 24, 34, 38, 67, 117, 122, 124–126, 148].
On the other hand, in the second form, which differs from the first
simply by an integration by parts, the regularity requirements are somewhat
reversed: the regularity for the displacement approximants should be higher
than that of the stress approximants. The latter requirements are less onerous
for implementation purposes and do not require any special element types,
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such as the RT, BDM, etc. In this work, we favor this second, and largely
unexplored, variational form. Thus, in short, we use unsplit-fields resulting
in a non-convolutional mixed PML, where both displacements and stresses are
treated as unknowns, and employ finite elements to resolve the unknowns.
To date, there are four developments that are closely related to ours,
but they all differ in substantial ways: Bécache et al. in [23] used a classic
mixed method, but split-fields; Cohen and Fauqueux [45] used a unique mixed
method, unlike any other in the literature, and split the strain tensor fields;
Festa and Vilotte [64] used the same non-classic mixed method as ours, but
ended up using split-fields; and finally Basu and Chopra [19] came close to
casting the problem in a mixed form using unsplit fields similar to ours, but
ended up with a discrete implementation that destroyed the mixed form, in
favor of a complicated time-marching scheme. Their semi-discrete forms are
almost second-order in time, but include an internal force term, whose com-
putation requires both the storage of strains (thus, effectively, rendering the
scheme mixed), as well as the temporal integration of the strains at every time
step, unless, at the expense of accuracy, some form of linearization is adopted.
We remark that, as is the case with any mixed form, there always results an
increase in the number of unknowns, when compared to non-mixed methods.
However, in light of the fact that most developments to date employ mixed
split-fields, where the unknowns include the split-fields of both velocities and
stresses, the first formulation proposed herein results in computational sav-
ings, even though, when compared to interior displacement-only methods it
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is expensive. But, then again, purely displacement-only methods capable of
handling arbitrary heterogeneity for infinite or semi-infinite domains, directly
in the time-domain, have yet to appear.
By contrast to all preceding developments, the second formulation we
discuss herein, termed hybrid, combines a displacement-only interior with a
mixed PML domain: the hybrid approach is optimal in terms of computational
cost.
1.3.2 Full waveform inversion
The past thirty years have witnessed rapid advances in extracting the
geophysical properties of the Earth, for example, directly from seismic data
([16, 35, 44, 144, 150]). Broadly classified, there exist two strategies one could
pursue to tackle the inverse problem: migration velocity analysis (MVA) [36,
44, 129], and full waveform inversion4 [31, 35, 134, 144]. The MVA approach
is based on a decomposition of the sought properties into slowly-varying and
fast-varying components, referred to as the background and reflectivity com-
ponents. Each component is determined separately, which increases the com-
plexity and overall computational cost of the approach: the background com-
ponent necessitates a travel-time inversion, whereas the reflectivity component
requires a prestack migration. On the other hand, full-waveform-based inver-
sion schemes rely typically on a least-squares (or other norm) data fitting
4The complete waveform record is used in a full waveform inversion approach, also known
as full waveform tomography.
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process, and their robustness depends, to an extent, on having a good initial
guess (see also [128] for a short overview). The issue was discussed in a re-
cent comprehensive review of MVA and waveform inversion by Symes [149],
where it was emphasized that full waveform inversion schemes require a good
initial guess to avoid spurious local minima. There are, however, strategies to
alleviate the inherent solution multiplicity: these can be roughly grouped into
direct regularization approaches (e.g. Tikhonov [156], Total Variation [139]),
and continuation schemes (e.g. [60, 123]). Overall, many issues pertaining to
inversion remain, by and large, open. However, advances in both computer ar-
chitecture and optimization algorithms have already enabled large-scale three-
dimensional full waveform inversion in acoustic and, to an extent, in elastic
media as well using synthetic data [37, 60].
Waveform inversion, in general, has been pursued in many technical
areas (e.g., medical imaging, non-destructive testing, oil-exploration, etc.), in
both the frequency-domain [132, 145], and the time-domain [127, 146], owing
to the significance of the underlying applications. For example, Pratt and
Shipp [132, 133], Operto et al. [127], Gao et al. [68], and Choi et al. [42, 43]
explored full waveform inversion using either real or synthetic data sets to
reconstruct complicated earth velocity structures. However, a systematic and
robust time-domain methodology, consistent with the incomplete nature of the
data typically collected in field applications, remains elusive.
In this dissertation, we favor a full waveform inversion approach em-
bedded within a PDE-constrained least-squares optimization framework, sim-
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ilar to the recent work by Epanomeritakis et al. [60], and Kang and Kalli-
vokas [92, 96]. The key conceptual difference between [60] and what we dis-
cuss here is the adoption of a PML as the truncation condition, which, in turn,
adds complexity in both the forward and the inverse modeling. There are also
two essential differences between this work and that of Kang and Kallivokas
[92, 96]: a) in this work we treat the elastic case, whereas in [92, 96] only the
acoustic (or SH) case was treated, requiring inversion for a single distributed
parameter; and b) the approach in [92, 96] for the forward and the inverse
problem rested on a fully-mixed formulation, whereas here we have developed
and adopted for both problems a more efficient hybrid formulation.
1.4 Solution approach
The steps taken to address the research objectives outlined earlier can be
divided into the two key components, the forward and inverse problem, re-
spectively; the steps are summarized below.
On the forward problem:
• We discuss the formulation of a new mixed unsplit-field PML for di-
rect transient analysis in two-dimensional elastic, semi-infinite, arbitrar-
ily heterogeneous media. We provide details on the mixed finite ele-
ment implementation, where both displacements and stress histories are
the primary unknowns. The formulation results in second-order in time
semi-discrete forms. We report on numerical results, involving both ho-
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mogeneous and heterogeneous domains, to demonstrate the stability and
efficacy of the approach.
• We extend the new PML formulation to axisymmetric problems and to
three dimensions. Axisymmetric problems arise in elastic, semi-infinite,
horizontally-layered media and are of interest in geophysical borehole
applications and pavement design/assessment problems. We discuss the
details of the mixed finite element implementation that results in a semi-
discrete form containing a jerk or jolt term for the displacements. To
integrate in time the semi-discrete forms, we provide an extension to the
classical Newmark-β scheme. We present numerical simulations exhibit-
ing stability and demonstrating efficacy of the proposed PML in homo-
geneous and heterogeneous axisymmetric media. Three-dimensional re-
sults are not reported, since the implementation of the three-dimensional
formulation was beyond the scope of this dissertation. We remark that
this first formulation retains the displacement and stress unknowns ev-
erywhere within both the interior domain and the PML buffer, and is,
thus, computationally expensive, especially when considering the need
for its repeated use in the context of the inverse problem.
• To overcome the above shortcoming, we discuss next a new hybrid, fully
symmetric, variational formulation (mixed unsplit-field PML, coupled
with a non-mixed approach for the interior domain) that reduces the
number of unknowns by as much as 60%, and leads to optimal compu-
tational cost. We provide the formulation and implementation details:
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we show that existing displacement-based codes can easily be modified
to accommodate PMLs as a means of domain truncation. We study
numerically the stability, efficacy, and cost-effectiveness of the hybrid
formulation in both homogeneous and heterogeneous media, and report
the results.
On the inverse problem:
We seek to recover the spatial distribution of the Lamé parameters
λ(x) and µ(x) in an elastic PML-truncated domain. The data of the prob-
lem consist of the surface loads (sources) and the observed5 response at a few
receivers (measuring stations) on the surface. In simple terms, we solve the
forward problem (wave motion in the PML-truncated elastic domain) under
a known excitation and for a trial distribution of the Lamé parameters, and
then iteratively update the parameters until the misfit between the computed
and observed responses at the measuring stations is minimized. The minimiza-
tion problem is subject to the satisfaction of the governing partial differential
equations (PDEs), initial, and boundary conditions, which together describe
the underlying physics of the problem. Consequently:
• To address the inverse medium problem, we adopt a PDE-constrained
optimization framework. We cast the profile reconstruction problem as
a PDE-constrained least-squares misfit optimization problem, and then
5The terms “observed” and “measured” are used interchangeably throughout the disser-
tation.
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recast it with the aid of a Lagrangian, whereby the misfit functional
is augmented with the side-imposition of the PML-endowed PDEs, ini-
tial, and boundary conditions via Lagrange multipliers. To enforce the
stationarity of the Lagrangian, we derive next the first-order optimality
conditions that lead to a state (forward), an adjoint, and control prob-
lems. Upon discretization, the coupled system results in a classic KKT
(Karush-Kuhn-Tucker) system. To solve, we pursue a reduced-space ap-
proach in which the coupled system of PDEs are solved in the reduced
space of the control variables –the Lamé parameters. Typically, we start
with an assumed initial spatial distribution of λ and µ and solve the
state problem. Then, we solve the adjoint problem using the previously
computed state solutions. By doing so, we satisfy the first and second op-
timality conditions. Then, we iteratively update λ and µ until the misfit
between measured and computed responses reduces to a preset tolerance,
using the control problems; this, effectively, forces the satisfaction of the
third optimality conditions.
• As it is commonly the case with all inverse problems, the inverse medium
problem too is afflicted by solution multiplicity. To alleviate the diffi-
culties associated with solution multiplicity, we explore both Tikhonov
(TN) and Total Variation (TV) regularization schemes, and report on
the effect they have on the quality of the recovered profiles.
• Regularization by itself is not sufficient for guiding the optimizer to the
true profile. We discuss additional remedies in the form of continuation
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schemes to aid the inversion process in reconstructing high-quality ma-
terial profiles: specifically, we discuss regularization factor continuation
and source-frequency continuation schemes. In the first scheme, we ad-
just the regularization factor dynamically so that it takes a large value
at the beginning of the inversion process (to narrow down the initial
feasibility space of the solution), and, as iterations progress, it is contin-
uously reduced in order to relax the penalty the regularization imposes
on the inversion process.
In the second scheme, we use, initially, probing signals with low-frequency
content to avoid multiple attraction basins; this results in profiles that
can be used as initial guesses to subsequent problems driven by signals
with higher-frequency content. The scheme progressively allows for the
fine tuning of the profile. Finally, we also developed and use a search-
direction biasing scheme that recognizes the relation between the Lamé
parameters, and accelerates the optimizer’s convergence.
• We discuss our experience in reconstructing heterogeneous profiles in-
volving layered systems and smoothly-varying profiles, as well as layered
systems containing inclusions to demonstrate the performance of the
proposed inversion approach and associated algorithms.
1.5 Dissertation outline
This dissertation is organized as follows:
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In Chapter 2, we discuss the developments pertaining to the forward
problem. Specifically, in section 2.1, we review key ideas in the development
of the PML and discuss the central concept of complex coordinate-stretch-
ing without particular reference to any specific coordinate system. Then, in
section 2.2, we develop a new fully-mixed unsplit-field PML formulation in
two dimensions, provide implementation details, and report on numerical re-
sults for both homogeneous and arbitrarily heterogeneous media. Next, in
sections 2.3 and 2.4, we extend the fully-mixed formulation to the axisym-
metric and three-dimensional cases. We report numerical simulations for the
axisymmetric case only.
In section 2.5, we discuss the alternative hybrid, symmetric, variational
formulation (mixed unsplit-field PML, coupled with a non-mixed approach for
the interior domain) that leads to optimal computational cost. We provide two
numerical experiments to discuss the stability, accuracy, and cost-effectiveness
of the hybrid approach.
In Chapter 3, we present the mathematical modeling framework for the
full waveform inversion in which we determine the unknown Lamé parameters
λ and µ of a PML-truncated two-dimensional elastic medium. We report
numerical experiments to discuss the performance of the various schemes we
used.
Chapter 4 summarizes the findings and suggests future directions and
enhancements to this work. Lastly, the various Appendices include details of
the theoretical development presented in earlier chapters.
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Chapter 2
Wave motion modeling in
PML-truncated domains
2.1 The Perfectly-Matched-Layer (PML)
Following its introduction by Berénger [26] in electromagnetics, Chew
and Weedon [41] suggested a reinterpretation of the PML in the context of
complex coordinate-stretching, which allowed for the PML’s wide adoption
(e.g., free-space simulation problems, radiation and scattering problems, soil-
structure interaction, borehole acoustic measurements, seismic survey, compu-
tational fluid dynamics, geophysical subsurface sensing, non-destructive eval-
uation applications etc.) and refined development.
The PML is a truly absorbing condition, capable of handling hetero-
geneity, unlike any other competing methodology. The PML attenuates prop-
agating waves without reflection from the interface for all non-zero angles-of-
incidences and frequencies. At the interface, the material properties of PML
match with the ones in the regular domain. Thus, the interface becomes in-
visible to waves incident at all angles and frequencies. Once the wave enters
PML, it decays exponentially with distance into the layer. The attenuation
is applied in the direction normal to the interface with a rate specified by
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the selected attenuation profile. In addition, corners in the PML do not re-
quire any special treatment. Although, in the continuum, the PML has been
shown to be reflection-less, the spatial discretization introduces numerical re-
flections. However, the PML’s tunable parameters enable the minimization of
these reflections and allow increased accuracy even with thin PMLs.
In the following sections, we describe the usual formulation of a PML
based on complex coordinate-stretching [41, 155]. The key idea of complex co-
ordinate-stretching is based on analytic continuation of the solutions of wave
equations [155], and is realized via a mapping of the spatial coordinates onto
the complex space via complex stretching functions. This is accomplished by a
simple change of coordinate variables from the real to their complex-stretched
counterparts. The coordinate change is applied to the equations written for the
frequency-domain and, if required, the resulting complex-transformed equa-
tions are inverted back into the time-domain for transient applications. Parts
of the material discussed in this chapter is not new (see cited references),
but is provided here to allow for context, completeness, and illumination of
differences.
2.1.1 Complex coordinate-stretching in PML development
Without reference to any specific coordinate system (the system needs
to be orthogonal), let s denote the coordinate along a coordinate axis normal
to the interface between the PML and the regular (interior) domain. Assuming
that the interface is located at so, the computational domain of interest is the
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region 0 ≤ s < so, whereas so < s ≤ st is the PML with a layer thickness of











Figure 2.1: A PML-truncated computational domain in the direction of coor-
dinate s. The outgoing waves pass through the interface located at so without
reflections, and decay exponentially with distance within the layer.
The original coordinate variable s is replaced by the “stretched” coor-









′, ω) ds′. (2.1)
In the above, ω denotes circular frequency, and εs is a “complex stretching
function” in the direction of coordinate s. Though various forms of stretching
functions have been proposed, here we adopt the most-widely used form of a
stretching function due to its straightforward implementation and improved
performance with low-frequency propagating waves. Accordingly,





where αs and βs are commonly referred to as scaling (or stretching) and at-
tenuation functions, respectively (both are real-valued). As the names imply,
the real part of εs scales the coordinate s, and, thus, acts as a real-valued
“stretch”, effectively resulting in artificial geometric damping. However, the
amount of attenuation imposed by the scaling function is not enough to atten-
uate the propagating waves. It is the imaginary part of εs that is responsible
for the exponential decay of the propagating wave, once it enters the PML.
The role of αs is reversed in the case of evanescent waves, where it, instead
of βs, becomes responsible for their amplitude decay post-PML-entry. Specifi-
cally, for waves propagating outwardly along s, their amplitude is proportional




















Thus, to enforce both propagating and evanescent waves to be attenuated
within the PML, we require that αs and βs are monotonically increasing func-
tions of s; moreover:
αs(s) > 1 and βs(s) > 0, so < s ≤ st,
whereas, in the regular domain we require that
αs(s) = 1 and βs(s) = 0, 0 ≤ s < so,
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so that s̃ ≡ s in the regular domain (no scaling or attenuation within the
regular domain). At the interface, continuity between the two domains is
maintained by setting αs(so) = 1 and βs(so) = 0. The latter conditions
are responsible for ensuring that the interface becomes invisible to the waves
entering the PML. Since the scaling and attenuation functions do not depend
on frequency, the rate of decay in the PML is frequency-independent. Although
αs is usually taken equal to one, using a value larger than one within the PML
improves the attenuation of strong evanescent waves [110].
An alternative form of the stretching function was proposed by Kuzu-
oglu and Mittra [108], giving rise to the, so-called, frequency-shifted stretching,
where




Using (2.5) results in the CFS-PML formulation where both the real and imag-
inary parts of εs are now frequency-dependent. In transient implementations
of the unsplit-field PML, the use of (2.5) results in convolutional operations.
It has been shown that the CFS-PML outperforms the standard PML in at-
tenuating evanescent waves, though, with a degrading absorption of low-fre-
quency propagating waves [29, 30, 137]. In an effort to combine the best of












Although the implementation of (2.6) is not trivial in the time-domain, the
second-order PML is the best choice when both low-frequency propagating
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waves and strong evanescent waves are present [50]. In this dissertation, the
stretching function defined in (2.2) is preferred since it leads to a straight-
forward implementation and exhibits better performance with low-frequency
propagating waves.



















Relation (2.7) will be used to transform the governing equations. For nota-
tional brevity, the functional dependence of εs will be henceforth omitted.
It is important to note that, by construction, the particular form of the
stretching function (2.2) used herein clearly fails for the static case, i.e. for
ω = 0. Therefore, using this stretching function, one cannot obtain a PML
suitable for truncating a semi-infinite domain, and recover displacement and
stress fields corresponding to static loading. All subsequent derivations are
predicated upon the exclusion of the zero frequency from consideration.
2.1.2 The PML’s stretching function
There is no rigorous methodology suggested in the literature for choos-
ing the scaling and attenuation functions αs and βs, respectively, but the key
idea is to have a profile varying smoothly with distance within the PML. To
minimize reflections, generally, either quadratic or linear profiles have been rec-
ommended [40], though, we have found linear profiles to result in sharp profiles,
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sharper than higher-order polynomials, thus exacting the mesh requirements
within the PML. On the other hand, quadratic profiles have been broadly used
in PML elastodynamics [45, 48, 64, 101]. In general, the commonly adopted










, so < s < st,
(2.8)
where βo is a user-chosen scalar parameter, m is the degree of the polynomial
attenuation, and ns is the s-th component of the outward normal to the inter-
face between the PML and the regular domain. For εs to remain dimensionless,
parameter βo must have units of frequency. Based on one-dimensional wave










where R is user-tunable reflection coefficient controlling the amount of reflec-
tions from the outer PML boundary that is typically set as fixed, and crefp is the
P-wave velocity (in general, a reference velocity, not necessarily the P-wave
velocity of the medium). Once a polynomial degree is specified for the atten-
uation profile, the strength of decay in the PML can be tuned by controlling
R, or even βo (since c
ref
p and R are floating parameters).
The scaling function (αs) controls the decay of evanescent waves and
affects the performance of the PML. It is common practice to use similar
profiles for both scaling and attenuation functions. Since αs is required to
be unity in the regular domain, a form similar to the attenuation profile βs
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requires that αs be expressed as
αs(s) =
{






, so < s < st,
(2.10)
where αo is, similar to βo, a user-chosen dimensionless scalar parameter. To











where b is a characteristic length of the domain (e.g., element size).
The general expression for s̃ in (2.1) can be easily computed by substi-















where ᾱs(s) and β̄s(s) denote the integrated quantities:
ᾱs(s) =
{




















, so < s < st.
(2.13b)
In this work, we favor quadratic profiles (m = 2), even though higher-order

































































(s− so)3, so < s < st.
(2.14d)
Guided by the numerical experiments that appear later in this dissertation, a
variable αs parameter shows no significant improvement over a constant αs of
value 1 and we have thus used αs(s) = 1, 0 ≤ s < st. However, we note that
in the presence of strong evanescent waves there may be an advantage in using
a spatially varying αs.
We also note that, in general, the polynomial order m in (2.8) controls
the shape of the attenuation profile within the PML: depending on the order,
a sharper transition could be imposed either closer to the PML-regular do-
main interface, or closer to the fixed PML boundary. This, in turn, drives the
meshing within the PML so that the sharper profile portion of the attenua-
tion profile is adequately resolved. Moreover, the scalar factor in front of the
polynomial term in the expression (2.14b) for βs controls the intensity of the
imposed attenuation: thus, the reference velocity crefp , the PML length LPML,
and the reflection coefficient R all play an equal role in controlling the atten-
uation. To quantify our observations, we turn our attention to the amplitude
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Figure 2.2(a) shows the amplitude decay of the propagating waves
within the PML for a fixed polynomial order (m = 2): with increasing γo
(i.e., increasing crefp /cp ratio or decreasing reflection coefficient R), the decay
profile becomes sharper close to the regular domain-PML interface. By con-
trast, Fig. 2.2(b) shows that the profile becomes sharper closer to the outer
fixed PML boundary with increasing polynomial order.












































































Figure 2.2: Amplitude decay of the propagating waves within the PML for:
(a) different γo, fixed m = 2, (b) fixed γo = 4, different m
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For a fixed polynomial order m, any of γo (or equivalently c
ref
p /cp or R)
or βo can be used to control the attenuation intensity within the PML. Here,
for most of the numerical results, we use R to control the attenuation strength;
in section 2.5, we use βo.
2.2 Fully-mixed 2D elastic wave modeling
In section 2.1, we introduced the basics of PML and reviewed the con-
cept of complex coordinate-stretching to place this development in context. In
this section, we discuss the formulation of a new fully-mixed unsplit-field PML
for direct transient analysis in 2D elastic, semi-infinite, arbitrarily heteroge-
neous media. To mimic the semi-infinite physics of the problem, we surround
a truncated finite computational domain (i.e., the domain of interest) with a
uniform thickness layer (i.e., the PML) in which the waves are attenuated.
In coordinate-system-independent form, the propagation of linear elas-
tic waves is governed by the equations of motion, the generalized Hooke’s law,
and the kinematic conditions:
div ST + f = ρü, (2.17a)








where S, E, and C are the stress, strain, and elasticity tensors, respectively;
ρ is the density of the elastic medium, u is the displacement vector, f is
the load vector, (:) denotes tensor inner product, the superscript T denotes
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the transpose operation, and a dot (˙) denotes differentiation with respect
to time of the subtended function. The spatial and temporal dependence of
the displacement vector, stress, and strain tensors is implicit in the above
expressions. For a cartesian system, the components of the gradient (∇) and









, i, j = x, y(, z). (2.18)
The PML formulation results from the application of complex coordi-
nate-stretching to the governing equations so that the resulting system governs
the motion within both the regular and PML domains. To this end, equations
(2.17a-2.17c) must first be Fourier-transformed, then stretched, and finally in-
verted back into the time-domain for transient implementations. Within the
regular domain, the stretched equations reduce, by construction of the stretch-
ing function εs, to the original, undisturbed, system of governing equations.
2.2.1 In the frequency-domain
First, the equilibrium, constitutive, and kinematic equations (2.17a-
2.17c) are Fourier-transformed into the frequency-domain, to obtain
div ŜT + f̂ = −ω2ρû, (2.19a)








where a caret (ˆ) denotes the Fourier transform of the subtended function. In
deriving (2.19a), we assumed initially silent conditions for the displacement
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field. Moreover, implicit in the above expressions is the spatial and frequency
dependence of the displacement vector, stress, and strain tensors. Next, we





′)ds′, εs(s, ω) = αs(s) +
βs(s)
iω
, s = x, y. (2.20)
The stretching is applied first to the equations of motion (2.19a) by replacing













+ f̂y = −ω2ρûy, (2.21b)
where σij denotes the stress tensor component in the j direction on the plane
whose normal is along i (σij = (S)ij). Making use of (2.7), (2.21) can be




















+ f̂y = −ω2ρûy. (2.22b)






+ εxεy f̂ = −ω2ρεxεyû, (2.23)
























and the subscripts “e” and “p” refer to attenuation functions associated with
evanescent and propagating waves, respectively. In the regular domain, Λ̃e
reduces to the identity tensor, whereas Λ̃p vanishes identically. After substi-



























a = αxαy, b = αxβy + αyβx, c = βxβy. (2.26)
We note that, within the regular domain, a ≡ 1, b ≡ 0, c ≡ 0, and since the

















































where the stretching tensor Λ̃ is defined in (2.24). Substituting (2.24) and



















where a, b, and c are defined in (2.26). Equations (2.27), (2.19b), and (2.30),
constitute the stretched form of the governing frequency-domain equations of



































We note that the operation in (2.29) is not unique; for example, one
































Using the latter definition results in
iωΛTe ÊΛe + Λ
T





















which differs considerably from (2.30). Use of (2.30) instead of (2.34) as the
stretched kinematic condition entails advantages: specifically, the consistent
stretching of the equilibrium and kinematic equations (both multiplied by
εxεy), yields symmetric coefficients. Thus, the resulting semi-discrete form
becomes fully-symmetric, by contrast to the non-symmetric form resulting
from (2.34).
2.2.2 In the time-domain
Next, we are interested in inverting the stretched frequency-domain
equations back into the time-domain. To aid in the development, we make












where F−1 denotes the inverse Fourier operator1. With the aid of (2.35), the









g(τ)dτ − πĝ(0)δ(ω), but, it can be shown that since, by
















+ af = ρ (aü+ bu̇+ cu) , (2.36a)















Next, we introduce auxiliary variables S(x, t) and E(x, t), similar to what we
had done in earlier work, e.g. [90], which physically represent stress and strain









Ṡ(x, t) = S(x, t), (2.38a)
S̈(x, t) = Ṡ(x, t), (2.38b)
Ė(x, t) = E(x, t), (2.38c)
Ë(x, t) = Ė(x, t). (2.38d)
Thus, substituting (2.37) and (2.38) into (2.36) yields the time-domain equa-
tions of the unsplit-field PML formulation
div
(
ṠT Λ̃e + S
T Λ̃p
)
+ af = ρ (aü+ bu̇+ cu) , (2.39a)
Ṡ = C : Ė, (2.39b)








2.2.3 Mixed finite element implementation
Owing to the complexity of (2.39), one could not conceivably reduce
the set (2.39) to a single unknown field, as it is routinely done in displacement-
based interior elastodynamics problems where there is no PML involved. Here,
we propose a fully-mixed method approach, whereby we retain both displace-
ments and stresses (or, more appropriately, stress histories) as unknowns. To
this end, we introduce the constitutive law (2.39b) into the kinematic condition
(2.39c), to arrive at
div
(
ṠT Λ̃e + S
T Λ̃p
)
+ af = ρ (aü+ bu̇+ cu) , (2.40a)
D :
(









where D denotes the compliance tensor (E = D :S).
Consider next the half-plane problem depicted in Fig. 2.3(d). Let
ΩRD∪ΩPML = Ω ⊂ R2 denote the region occupied by the elastic body (ΩRD)2,
surrounded on three of its sides by the PML buffer zone (ΩPML). Ω is bounded
by Γ = ΓD ∪ ΓN , where ΓD ∩ ΓN = ∅, and ΓD ≡ ΓPMLD , ΓN = ΓRDN ∪ ΓPMLN .
Moreover, let J = (0, T ) denote the time interval of interest.
Then, we require that (2.40) hold in Ω × J, subject to the following






















































Figure 2.3: Two-dimensional prototype: (a) physical model; (b) model after
the application of complex coordinate-stretching; (c) model after truncation;
(d) computational model
46
boundary and initial conditions:
u(x, t) = 0 on ΓPMLD × J, (2.41a)
(ṠT Λ̃e + S
T Λ̃p)n = 0 on Γ
PML
N × J, (2.41b)
Ṡ(x, t)Tn = gn(x, t) on Γ
RD
N × J, (2.41c)
u(x, 0) = 0, u̇(x, 0) = 0 in Ω, (2.41d)
S(x, 0) = 0, Ṡ(x, 0) = 0 in Ω, (2.41e)
where gn denotes prescribed tractions on Γ
RD
N . Equations (2.40-2.41) represent
the initial-boundary-value-problem (IBVP) in the PML-truncated semi-infi-
nite domain for the plane-strain case.
We seek next the weak form, in the Galerkin sense, corresponding to the
strong form (2.40-2.41). To this end, and for notational clarity, we introduce
the symbols representing functional spaces we intend to use for scalar- (v),




























v : v ∈ (H1(Ω))2
}
. (2.42d)
As discussed in the introduction, there are two possible variational
forms one could derive for the mixed problem at hand. The only difference
between the two possible formulations arises from the judicious application
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of integration by parts, which results in distinctly different regularity require-
ments for the test and trial functions between the two formulations [32]. We
take inner products of the equations (2.40) with test functions w(x) and T(x),
respectively, residing in appropriate spaces, and then integrate over the entire
computational domain Ω. In a first variational form, the equilibrium equa-
tion (2.40a) is not operated on by integration by parts, whereas (2.40b) is.
By contrast, in a second variational form, integration by parts is applied to
the equilibrium equation (2.40a). Here, we prefer the latter approach since
it requires less regularity on the stresses. Thus, the weak form of (2.40) can
be stated as: find u ∈ H1(Ω) × J satisfying u|ΓPML
D
= 0, and S ∈ L2(Ω) × J,
such that the following equations are satisfied for all w ∈ H1(Ω) satisfying













































For the mixed finite element implementation of the variational form
(2.43), both u(x, t) and S(x, t) are treated as independent variables that need
to be approximated separately. We introduce
Ξhr =
{









where Qr(K) is a polynomial of degree at most r on K. Kh is a partition of Ω
into non-overlapping triangles or quadrilaterals. Note that Ξhr ⊂ H1(Ω) and
Υhr ⊂ L2(Ω). Let the basis functions in Ξhr and Υhr be denoted by Φ and Ψ,
respectively. The trial functions uh ∈ Ξhr × J and Sh ∈ Υhr × J are spatially
discretized as














Similarly, the test functions w ∈ Ξhr and T ∈ Υhr are expressed as
















To reduce notational congestion, we henceforth drop the time and space
dependencies. By introducing the symmetry of the stress tensor (S = ST ), we
obtain the following semi-discrete form
Md̈+Cḋ+Kd = F, (2.47)










Ma 0 0 0 0
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d = [ux uy Sxx Syy Sxy]
T , (2.48d)
F = [fex f
e



























































ΨΨT dΩ, k = a, b, c (2.50f)
where a, b and c are defined in (2.26).
We remark that the symmetry of the mass-like, stiffness-like, and damp-
ing-like matrices in (2.48) has been preserved owing to the consistent way of
stretching; displacements in the equilibrium equation and strains in the kine-
matic equation were multiplied by the same factor εxεy. Though the additional
unknowns seem to increase the computational cost, the fully-mixed unsplit-
field formulation requires less unknowns when compared to most mixed split-
field formulations. Moreover, retaining the symmetry of the system matrices
is computationally beneficial.
2.2.4 Time integration
The obtained semi-discrete form (2.47) is second-order in time. To
resolve the time integration, we employ the classical Newmark-β scheme [87]
(Algorithm 2.1), by, first, making use of the following finite difference formula
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describing the evolution of the corresponding quantities






∆t2d̈n + β ∆t
2d̈n+1, (2.51a)
ḋn+1 = ḋn + (1− γ)∆t d̈n + γ ∆t d̈n+1, (2.51b)
where ∆t denotes the time step, and subscripts (n) and (n+1) denote current
and next time step, respectively (β and γ are the usual Newmark-β parame-




), whereas in the





Next, after rewriting (2.47) for the (n + 1)-th time step, and, subse-
quently, introducing (2.51), there results the following effective system matrix
{Keff}, and effective load vector {Reff}n+1
{Keff} d̈n+1 = {Reff}n+1, (2.52)
where
{Keff} = M+C γ∆t +K β∆t2, (2.53a)
{Reff}n+1 = Fn+1 −C
[













Equation (2.52) allows for the computation of the second-order terms at every
(n+1) time step; lower-order terms for the same time step are then recoverable
via (2.51). In the numerical experiments that follow we used the average
acceleration scheme.
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Algorithm 2.1 Direct integration by classical Newmark-β method
1: procedure Newmark(nts) ⊲ nts: number of time steps
2: Assemble M, C and K
3: Set d0 and ḋ0 ⊲ initial conditions






; n = −1
5: Set β and γ ⊲ integration parameters
6: Assemble {Keff} ⊲ eq. (2.53a)
7: n← 0
8: while n < nts do ⊲ integration is complete if n is nts
9: Assemble {Reff}n+1 ⊲ eq. (2.53b)
10: Compute d̈n+1 ⊲ eq. (2.52)
11: Update dn+1 and ḋn+1 ⊲ eq. (2.51)
12: Output dn+1 ⊲ if desired




To test the accuracy and efficiency of the mixed unsplit-field PML for-
mulation, we discuss next five numerical experiments, involving both homoge-
neous and arbitrarily heterogeneous hosts. The first example is the simplest:
it involves an explosive P-wave source within a homogeneous semi-infinite do-
main. Examples 2 and 3 involve elongated domains with near-bottom-PML
and near-surface wave sources, respectively, that give rise to waves incident at
grazing angles, and often result in degrading PML performance [57, 58, 100].
The final two examples, Examples 4 and 5 pertain to heterogeneous domains,
one involving a horizontally-layered medium, and the last one implicating an
arbitrarily heterogeneous profile.
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Beyond comparisons of time histories at select target locations, as a
measure of PML performance, we also provide plots of relative time-depen-
dent errors. To obtain these relative errors, we create reference solutions by
embedding the computational domain of interest ΩRD within an enlarged do-
main ΩED with fixed exterior boundaries. The numerical solution within ΩED
is obtained using a displacement-based formulation, in order to create a solu-
tion that is completely independent from the mixed approach discussed herein.
We retain the enlarged domain’s solution up to times that are prior to the ar-
rival of any waves to ΩRD from the part of the domain that is exterior to
ΩRD. We compare the reference and the mixed method solutions only within
the regular domain ΩRD (⊂ ΩED). To define the error metrics, we introduce











We define the time-dependent relative error metric e(t) in terms of L2 norm,











As an additional performance metric, we also study the decay of the
total energy within the regular domain, along lines similar to the ones discussed
by Komatitsch and Martin in [100]. In short, the energy, injected to the domain
via the loading, is carried by waves that are absorbed and attenuated within
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the PML, and, thus, a rapid decay should be expected if the PML is working
















σT (x, t)ǫ(x, t)
]
dΩ, (2.56)
where u̇, σ, and ǫ are velocity, stress, and strain vectors, respectively. Similarly
to e(t), the total energy too is computed only within the regular domain ΩRD.
We note that the loading in two-dimensional media corresponds to in-
finite-line or strip loads in three dimensions. Therefore, the motion at any
given point within the two-dimensional domain is continuosly fed from waves
arriving from ever more distant sources. This creates the appearance that
the waves never leave the two-dimensional domain. In reality, the amplitudes
from distant sources contributing to a point’s motion are decreasing, and, at
the limit, as time goes to infinity, the motion vanishes everywhere within the
two-dimensional domain.
2.2.5.1 Homogeneous media
We consider first a homogeneous half-plane with density ρ = 2200
kg/m3, shear-wave velocity cs ≃ 5.81 m/s, and Poisson ratio ν = 0.23. We use
an explosive P-wave source defined as
f(x, t) = Tp(t)Sp(r), (2.57)
3We have used, by design and without loss of generality, low velocities to allow for clearer
visual separation of the propagating waves and their reflections.
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where Tp and Sp denote the temporal and spatial parts of the loading, respec-


















, (x, y) ∈ D0,




(x− xc)2 + (y − yc)2, and D0 denotes the source disk of center
(xc, yc) and radius rd. For the temporal variation of the load we use a modified
Ricker pulse defined as
Tp(t) =
(0.25u2 − 0.5)e−0.25u2 − 13e−13.5
0.5 + 13e−13.5






u = ωrt− 3
√
6, (2.60)
and ωr denotes the characteristic central circular frequency (= 2πfr) of the
pulse.
In the simulations, we used a Ricker wavelet with a central frequency
fr = 4 Hz, and a peak amplitude of 10 Pa, as depicted in Fig. 2.4. The
explosive source radius rd was set to 0.4m.
Example 1 We reduced, through truncation, a semi-infinite domain to a
10m × 10m computational domain, surrounded on its sides and bottom by a
1m-thick PML, as shown in Fig. 2.5. The explosive source disk’s center was
placed at 5m below the surface, at the center of the domain. The PML and
regular domains were discretized by quadratic elements with an element size
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Figure 2.4: Excitation time signal and its Fourier spectrum
of 0.1m, whereas the disk was meshed with 0.05m quadratic elements. The
discretization resulted in a 10-cell-thick PML. The reflection coefficient R was
set to 10−8. Using a time step of 0.0002s, we let the simulation run for 10s.
The time histories of the displacements and stress components are sampled at












Figure 2.5: A PML-truncated semi-infinite domain in two dimensions sub-
jected to an explosive load at the domain center
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In order to assess the validity of the fully-mixed PML formulation,
the displacement time histories at the sampling points were compared against
the response obtained using an enlarged domain with fixed boundaries and a
classical displacement-based plane-strain formulation. The enlarged domain’s
size (110m × 60m) was defined such that, during the specified time interval of
interest, reflections from its fixed exterior boundaries do not travel back and
interfere with the wave motion in the computational domain of interest. Figure
2.6 depicts the comparison of the response time histories for ux and uy at the
various spi points. As it can be seen, the agreement is excellent: the PML has
effectively absorbed the waves without any reflections. It is apparent from the
figures that causality holds (sometimes an issue with PML implementations),
and that the response is free of spurious reflections. No numerical instabilities
were observed during the total simulation time of 10 seconds (only half the
record is shown here), i.e., for 50, 000 time steps.
Figures 2.7 and 2.8 show snapshots of the displacements and stresses
taken at two different times: the left column corresponds to, approximately,
0.2s after the wave has impinged upon the free surface, and has also entered
the side and bottom PML zones, shown in the figure with solid black lines
that are indented with respect to the outer boundary. Notice that there are
reflections from the free surface as expected (e.g. local doubling of the dis-
placement amplitudes), and contrast them against the reflection-less side and
bottom PML interfaces. The right column corresponds to a later time and
clearly shows two wave trains traveling towards the bottom: each wave train
58







































































Figure 2.6: Comparison of ux and uy time histories between the enlarged and
PML-truncated domain solutions at sampling points
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features three zones, with each zone corresponding to the amplitude peaks of
the Ricker wavelet. Both wave trains (one P and one S) are reflections from
the free surface. Again, notice that there are no discernible reflections from the
PML interfaces, nor any residual reflections from the fixed external boundaries


































(b) u at t = 1.4s
Figure 2.7: Snapshots of u using an explosive Ricker pulse source at the center
of the domain
Figure 2.9 depicts three different error metrics: Fig. 2.9(a) shows a
visual comparison, displaying excellent agreement, between the reference solu-
tion and the PML-based solution for the displacement norm defined in (2.54);
Fig. 2.9(b) shows the error norm defined in (2.55), which, at all times, is below
0.22%. Figures 2.9(c) and 2.9(d) show the absolute value of the error at two
distinct locations, normalized with respect to the absolute value of the peak
record value; the error remains below 0.43% at all times.



























































































(f) σxy at t = 1.4s
Figure 2.8: Snapshots of σxx, σyy, and σxy using an explosive Ricker pulse
source at the center of the domain
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(a) Displacement field norm D(t; ΩRD)






















(b) Relative error e(t)
























(c) Relative error for ux at sp2























(d) Relative error for uy at sp5
Figure 2.9: Error metrics for the homogeneous domain excited by an explosive
Ricker pulse (fr = 4 Hz) at the center of the domain (Example 1)
62
of the obtained solutions. To this end, R was varied from 10−1 to 10−8, in
multiples of 10, and the total energy decay (2.56) was computed for each one
of the R values, as a function of time. Figure 2.10 shows the energy decay
plotted in standard (left), and semi-log scale (right), the former terminated
at 5s, the latter terminated at 10s. Shown on the same figure is the energy
decay for all tested R values, as well as the reference decay corresponding to
the enlarged domain (recall that this has been obtained using an independent
displacement-based formulation). The figure is quite revealing in several ways.
First, almost all R values (except for R = 10−1) result in similarly sharp decay:
after about 2.8 seconds, there is hardly any discernible residual energy left in
the domain, since all the waves have traveled out of the domain and have
been absorbed by the PML. A closer look, using the semi-log scale, reveals
though that R plays a key role in determining the rate the energy decays,
with lower R values enforcing more rapid decay. As R increases, the fixed
exterior PML boundaries reflect back waves of higher amplitude than those
that would have resulted from lower R reflection coefficients, first within the
PML and later within the regular domain. Though still of small amplitude,
when compared to the peak amplitudes observed in the regular domain, the
reflections become amplified as they travel back into the regular domain (this
is so by construction), and stand to pollute the solution and slow the energy
decay. Thus, lower R values effectively decrease the absorptive capacity of the
PML layer.
Secondly, it is worth noting a few characteristic points on the energy
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Figure 2.10: Total energy decay inside the regular domain (Example 1)
plots: first, notice on the left plot that the energy, initially, follows closely
the maxima and minima of the Ricker wavelet. At about t = 0.5s, the P-
wave fronts have reached the free surface and the side and bottom PMLs; the
first peak of the Ricker wavelet enters the PMLs at about t = 0.7s, and the
second and largest peak at about t = 0.8s, where there is a clear change in
the slope of the energy decay curve (left plot). At about t = 1s, the last
Ricker wavelet peak has been absorbed within the 3 PML zones, and the only
remaining energy within the domain is associated with the surface reflections
of the original waves (both P and S). Between t = 1.7s and t = 1.9s the
reflections’ P-train peaks arrive at the bottom PML and get absorbed, whereas
between, approximately, t = 2.3s and t = 2.5s the reflections’ S-train peaks
arrive at the bottom PML. The above result in slope changes in the energy
decay curve, which can be seen in Fig. 2.10; by about t = 2.8s all waves have
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left the domain.
The energy plot seems to suggest that it is always beneficial to reduce
the R coefficient to as small a value as the machine accuracy may permit.
However, lower R values introduce sharper PML decay profiles, as it can also
be deduced from (2.14). That is, in sharper profiles, most of the wave absorp-
tion takes place within a small fraction of the PML length, right next to the
PML-regular domain interface. For the absorption to be effective, it is critical
that the mesh density within the PML adequately captures the sharp profile,
to avoid the accumulation of numerical errors (the situation is similar to the
difficulties arising when one attempts to approximate stress singularities with
regular and inadequately sized isoparametric elements). In fact, sharper pro-
files are not only introduced by lower R coefficients, but arise also when lower
polynomial degrees (m in (2.8)) are chosen, or when higher reference velocities
are prescribed within the PML (crefp in (2.14)). Though a detailed discussion
and the necessary parametric study escapes the scope of this dissertation, we
remark that we have found linear profiles to be very sharp and should, in gen-
eral, be avoided, in favor of, at least, quadratic, or preferably, quartic profiles
(see also Fig. 2.2).
Notice, lastly, that for R values lower than about 10−6 the remaining
domain energy is lower than 10−12, or roughly more than 5 orders of magnitude
less than the peak domain energy, asserting effective wave absorption.
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Example 2 Since, by construction, the PML enforces attenuation only in
the direction normal to the PML-regular domain interface, difficulties may
arise in simulations of wave motion within elongated domains, where waves
may impinge at grazing angles upon the PML interface. The PML will not
attenuate waves traveling parallel to the interface, and depending on the ability
of the PML mesh to adequately resolve the non-attenuated propagating waves
within the PML, the solution in the regular domain stands to be polluted. Such
difficulties were reported for the regularly-stretched split-field PML in [57, 58],
and resulted in the authors’ favoring of an unsplit convolutional CFS-PML.
Concurrently, in [100], the authors verified the same findings when they utilized
the regularly-stretched split-field PML formulation of Collino and Tsogka [48].
However, in the simulations obtained with the unsplit-field mixed PML, we
have not observed such difficulties; while the mixed formulation does have an
advantage, we do not believe that the mixed formulation alone is responsible
for the lack of spurious reflections. Rather, we iterate that the PML’s mesh
density is critical in the generation of spurious wave motion, especially in
the presence of sharp decay profiles. Again, a careful examination of the
relations between attenuation function parameters (degree of polynomial m,
parameter βo) resolves the contradiction. Since βo is generally defined to be
a function of a reference P-wave velocity crefp , the reflection coefficient R, and
the degree of polynomial m, these parameters cannot be arbitrarily chosen, if
a gradual imposition of attenuation is to be attained. Increasing the P-wave
velocity crefp , lowering the polynomial order m, or decreasing the reflection
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coefficient R results in sharper attenuation profiles (Fig. 2.2). The faster decay
necessitates more elements within the PML to properly sample the sharply-
imposed attenuation profile. By contrast, lower velocities, higher polynomial
orders, or larger R values, tend to broaden the support of the attenuation
profile within the PML, thereby reducing the absorption, and, by and large,
the accuracy.
To introduce near grazing-angle waves, we modeled a 30m × 5m com-
putational domain, surrounded on three of its sides by a 2m-thick PML, as
shown in Fig. 2.11(a). The explosive source disk was positioned at 4m below
the surface and 5m to the right of the left PML interface. The PML and
regular domain were discretized similarly to Example 1, and resulted in a 20-
cell-thick PML. We used R = 10−8, a time step of 0.0002 seconds, and, again,
let the simulation run for 10 seconds.
Snapshots of the displacements (u) are shown in Fig. 2.12. As discussed
above, and contrary to findings reported by others, there is no evidence of
spurious energy leaking back into the regular domain: the PMLs have quite
efficiently absorbed the waves4. Figure 2.13(a) displays the comparison of
displacement field L2 norms, while, Fig. 2.13(b) shows the normalized relative
error e(t) in percent. The peak relative error value is about 0.4% and occurs
4It has been reported often that spurious energy appears at the tail of the transient phase,
and is only observable when the response is capped at a very small fraction (∼ 0.001%) of
the peak response amplitude. Modifying the PML parameters has been reported to have an
effect on the spurious energy, but parameterization guidelines remain elusive. The CPML











(a) Geometry of Example 2
Regular domain
PML







(b) Geometry of Example 3
Figure 2.11: Elongated PML-truncated semi-infinite domains in two dimension
subjected to an explosive load
when the P-front reaches the right-side PML interface, causing small reflections
(the continuous PML form is reflection-less, but the discrete PML is not).
Figures 2.13(c) and 2.13(d) show that the energy decay is more gradual in this
case than in Example 1, though the overall behavior is qualitatively similar
to the one reported in Example 1. As a consequence of the direction of the
propagation, which is mostly parallel to the bottom interface, initially it is
only the bottom PML that imposes attenuation. Once the waves reach the
right-side PML, the absorption is complete.
Example 3 Prior studies [63, 101] have noted the efficacy of the PML in


































Figure 2.12: Snapshots of u taken at t = 0.5s, 1.0s, 1.5s, 2.0s, 2.5s in Example
2, driven by an explosive Ricker wavelet source positioned close to the bottom
PML
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(a) Displacement field norm D(t; ΩRD)






















(b) Relative error e(t)






















(c) Energy decay - standard scale





















(d) Energy decay - logarithmic scale
Figure 2.13: Error metrics for the homogeneous elongated domain excited by
an explosive Ricker pulse (fr = 4 Hz) located at (−10m, −4m) (Example 2)
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ple 2, we relocated the source excitation 1m below the surface, as shown in
Fig. 2.11(b) in order to corroborate the findings of previous works, and test the
developed formulation with surface waves. Figure 2.14 shows snapshots of the
displacement (u). These results are consistent with those of other studies and
suggest that the proposed mixed, unsplit-field PML can effectively absorb and
attenuate surface waves too. Similar to Example 2, the displacement field L2
norm and the time-dependent relative error are shown in Fig. 2.15. Although
not presented here, the energy decay is gradual for the same reasons as those
previously described.
2.2.5.2 Heterogeneous media
To illustrate the performance of the PML in heterogeneous media, we
consider next two simulations: first a layered profile, and then an arbitrarily
heterogeneous profile with an inclusion. We apply a surface stress load over a
region (−1m ≤ x ≤ 1m) in both cases. The time signal is a Ricker pulse with
a central frequency of fr = 4 Hz and amplitude of 10 Pa (Fig. 2.4). Using a
time step of 0.0002 seconds, we let the simulations run for 7 and 10 seconds
for the last two examples, respectively.
Example 4 As shown in Fig. 2.16(a), we consider a 20m × 20m layered







∼ 5.81 m/s, for − 6m ≤ y ≤ 0m,
∼ 11.62 m/s, for − 14m ≤ y < −6m,




































Figure 2.14: Snapshots of u taken at t = 0.5s, 1.0s, 1.5s, 2.0s, 2.5s in Example
3 with an explosive near-surface Ricker wavelet source
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(a) Displacement field norm D(t; ΩRD)
























(b) Relative error e(t)
Figure 2.15: Error metrics for the homogeneous elongated domain excited by
an explosive Ricker pulse (fr = 4 Hz) located at (10m, −1m) (Example 3)
The material interfaces were extended horizontally into the PML, thereby,
avoiding sudden material changes at the interface between the PML and the
regular domain. The PML and regular domains were discretized by quadratic
elements with an element size of 0.1m, whereas in the vicinity of the surface
load, the regular domain was meshed with 0.025m-elements. The reflection
coefficient R was set to 10−8.
Figure 2.17 shows the snapshots of displacement taken at two different
times. The layer boundaries are clearly visible due to reflections at the material
interface. However, the critical interface between the regular domain and
PML is free of reflections, and the PML formulation handles the interface
waves properly. Extending the layer boundaries into the PML preserved the
transparency of the PML-regular domain interface to the outgoing waves.
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cs ≃ 5.81 m/s
cs ≃ 11.62 m/s
















cs ≃ 7.75 m/s
cs ≃ 5.81 m/s
cs ≃ 15.49 m/s
cs ≃ 3.87 m/s
(b) Arbitrarily heterogeneous medium



































(b) u at t = 2.0s
Figure 2.17: Snapshots of u for the layered domain
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To further assess the performance of the mixed PML formulation, we
compare the displacement time histories at the sampling points against a refer-
ence solution obtained using an enlarged domain (200m × 100m). Figure 2.18
depicts a visual comparison of the response time histories for ux and uy at
the various spi points. As it can be seen, the agreement is quite satisfac-
tory. Figure 2.19 is the counterpart of Fig. 2.9 for the heterogeneous case: the
highest relative error in the L2 norm is about 2.7%; though higher than the
one we reported for the homogeneous case, we consider it satisfactory. The
pointwise errors depicted in Figs. 2.19(c) and 2.19(d) are even better: under
the load, the error does not exceed 0.63%, and at the PML-regular domain
interface it is less than about 1.75% at all times. Figure 2.20 shows that the
energy decay is more gradual in this case due to the layered profile (multiple
reflections/transmissions) than in the homogeneous domain cases.
Example 5 As in the previous example, we consider a 20m × 20m compu-
tational domain surrounded by a 2m-thick PML on its sides and bottom. The
profile functions f1, f2, f3, and f4 were used to define the various interfaces
75




































































Figure 2.18: Comparison of ux and uy time histories between the enlarged and
PML-truncated domains at sampling points (Example 4)
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(a) Displacement field norm D(t; ΩRD)























(b) Relative error e(t)

























(c) Relative error for uy at sp1






















(d) Relative error for uy at sp2
Figure 2.19: Error metrics for the layered medium excited by a surface Ricker
pulse (fr = 4 Hz) (Example 4)
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Figure 2.20: Total energy decay inside the regular domain (Example 4)
(Fig. 2.16(b)); they were defined as
f1(x) = 4.7 arctan(0.7x− 1.7)− 5, (2.62a)

















As in Example 4, the material interfaces were extended horizontally into the
PML. The reflection coefficient R was again set to 10−8. Figure 2.21 shows the
snapshots of the displacement taken at two different times. Although there
are reflections introduced by the material interfaces, no spurious reflections
are observed at the PML interface.
Figure 2.22 depicts the displacement field L2 norm and the normalized







































(b) u at t = 2.0s
Figure 2.21: Snapshots of u for the heterogeneous domain with an inclusion
the response obtained using an enlarged domain (150m × 80m). The agree-
ment between displacement field norms is again fairly satisfactory. However,
the normalized relative error is a few percentage points: until, approximately,
t = 4s, the relative error is roughly around 2.6%, which is quite reasonable
to expect considering the error metrics obtained for layered media (Example
4). Between about t = 4s and t = 4.7s, the displacement response amplitudes
become so small that they interfere with small amplitude reflections from the
fixed exterior boundary of the PML. Even the slightest disturbance in the
propagation pattern triggers change; after about t = 4.7s, the normalized
relative error decreases monotonically as the waves are steadily leaving the
computational domain. The energy decay shown in Figs. 2.22(c) and 2.22(d)
show good agreement between the reference and the PML solutions.
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(a) Displacement field norm D(t; ΩRD)



























(b) Relative error e(t)
















(c) Energy decay - standard scale


















(d) Energy decay - logarithmic scale
Figure 2.22: Error metrics for the arbitrarily heterogeneous medium excited
by a surface Ricker pulse (fr = 4 Hz) (Example 5)
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2.3 Fully-mixed axisymmetric elastic wave modeling
In section 2.2, we formulated a fully-mixed two-dimensional unsplit-
field PML and validated its numerical accuracy and efficiency in homogeneous
and arbitrarily heterogeneous media. In this section, we are concerned with
elastic wave simulations arising in elastic, semi-infinite, horizontally-layered,
but vertically heterogeneous media that are typically encountered in site char-
acterization and pavement design problems. Specifically, we discuss the de-
velopment of a new mixed displacement-stress formulation in PML-truncated
axisymmetric media for transient wave simulations, following similar lines to
the two-dimensional case. However, as it will be seen, differences arise due to
the presence of a third spatial dimension, which affects the temporal complex-
ity of the resulting equations, including the temporal order of the semi-discrete
forms.
For the axisymmetric problem of interest herein, the equilibrium equa-
tions (2.17a), the constitutive law (2.17b), and the kinematic conditions (2.17c)
must be recast in cylindrical coordinates (r, θ, z), where r denotes radial dis-
tance, θ is the polar angle, and z is vertical distance (along the domain’s
depth); to this end, we provide the definitions of the gradient of a vector u,
















, i, j = r, θ, z, (2.63)
where repeated indices imply summation, ⊗ denotes tensor product, ei is the
unit vector along the i-axis, and the scale factors in the case of cylindrical
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coordinates reduce to hr = hz = 1, and hθ = r.
2.3.1 In the frequency-domain
Application of the Fourier transform to the equilibrium, constitutive,
and kinematic equations (2.17a-2.17c) results again in
div ŜT + f̂ = −ω2ρû, (2.64a)













′)ds′, εs(s, ω) = αs(s) +
βs(s)
iω
, s = r, z. (2.65)
Then, we apply complex coordinate-stretching by making use of (2.65), (2.12),
and the definitions (2.63). Since the problem of interest here is axisymmetric,
we apply the stretching only in the r and z coordinates, i.e., in directions
normal to the interface between the regular domain and PML, by replacing





















+ f̂z = −ω2ρûz, (2.66b)
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where σij denotes stress tensor components (σij = (S)ij). Using (2.7), the




























+ f̂z = −ω2ρûz. (2.67b)
Next, we multiply both sides by εrεz
r̃
r
. Using again the definition of divergence





































































In the above, subscripts “e” and “p” refer again to attenuation functions as-
sociated with evanescent and propagating waves, respectively. We remark
that in the regular domain, Λ̃e reduces to the identity tensor, whereas Λ̃p and
Λ̃w vanish identically. After substituting (2.69) into (2.68), employing (2.65)








































We note that, within the regular domain, a ≡ 1, b ≡ 0, c ≡ 0, d ≡ 0, and since
the body forces f are non-vanishing only within the regular domain (f vanishes
within the PML), (2.70) reduces further to:
div
(










(iω)3aû+ (iω)2bû+ iωcû+ dû
]
. (2.72)
However, this reduction does not extend to the displacement terms on the
right-hand-side of (2.72), since b, c, and d do not vanish within both the regular
domain and the PML. Similarly, we apply complex coordinate-stretching to



















































where the stretching tensor Λ̃ is defined in (2.69). Substituting (2.69) and


























where a, b, c and d are defined in (2.71). Equations (2.72), (2.64b), and (2.75),
constitute the stretched form of the governing frequency-domain equations,
repeated below to ease their subsequent reference:
div
(








































2.3.2 In the time-domain

















u + bü+ cu̇+ du) ,
(2.77a)
S = C : E, (2.77b)















Notice that the equilibrium equation (2.77a) implicates a jerk term for the dis-
placements. Having three consecutive derivative terms for the displacements
in (2.77a) prevents a second-order temporal formulation. We define next the









which are such that
Ṡ(x, t) = S(x, t), S̈(x, t) = Ṡ(x, t), (2.79a)
Ė(x, t) = E(x, t), Ë(x, t) = Ė(x, t). (2.79b)
Substitution of (2.78) and (2.79) into (2.77a-2.77c) leads to the time-domain
equations of the axisymmetric unsplit-field PML formulation
div
(
S̈T Λ̃e + Ṡ
T Λ̃p + S
T Λ̃w
)
+ aḟ = ρ (a
...
u + bü+ cu̇+ du) , (2.80a)
Ṡ = C : Ė, (2.80b)
a
...









2.3.3 Mixed finite element implementation
Following the same reduction approach as in section 2.2, we retain
both displacements and stresses (or, more appropriately, stress histories) as
unknowns. To this end, we introduce the constitutive law (2.80b) into the
kinematic condition (2.80c), to arrive at
div
(
S̈T Λ̃e + Ṡ
T Λ̃p + S
T Λ̃w
)
+ aḟ = ρ (a
...
















where D denotes again the compliance tensor (E = D :S).
Consider next the half-space problem depicted in Fig. 2.23. Let ΩRD ∪
ΩPML = Ω ⊂ R3 denote the region occupied by the elastic body (ΩRD),
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surrounded on its periphery and bottom by the PML buffer zone (ΩPML).
Ω is bounded by Γ = ΓD ∪ ΓN , where ΓD ∩ ΓN = ∅, and ΓD ≡ ΓPMLD ,
ΓN = Γ
RD
































Figure 2.23: Axisymmetric prototype: (a) physical model; (b) model after the
application of complex coordinate-stretching; (c) model after truncation; (d)
computational model with symmetry conditions introduced on the axis
Then, we require that (2.81) hold in Ω × J, subject to the following
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boundary and initial conditions:
u(x, t) = 0 on ΓPMLD × J, (2.82a)
(
S̈T Λ̃e + Ṡ
T Λ̃p + S
T Λ̃w
)
n = 0 on ΓPMLN × J, (2.82b)
Ṡ(x, t)Tn = gn(x, t) on Γ
RD
N × J, (2.82c)
u(x, 0) = 0, u̇(x, 0) = 0, ü(x, 0) = 0 in Ω, (2.82d)
S(x, 0) = 0, Ṡ(x, 0) = 0, S̈(x, 0) = 0 in Ω, (2.82e)
where gn denotes prescribed tractions on Γ
RD
N .
We seek next the weak form, in the Galerkin sense, corresponding to
the strong form (2.81-2.82). Since both displacements and stresses are retained
as independent unknowns, the resulting problem is again mixed. We take in-
ner products of the equilibrium equation (2.81a), and the kinematic equation
(2.81b) with arbitrary weight functions w(x) and T(x), respectively, residing
in appropriate admissible spaces, and then integrate over the entire computa-
tional domain Ω. As with the two-dimensional case, here again we perform






S̈T Λ̃e + Ṡ












S̈T Λ̃e + Ṡ































We seek u ∈ H1(Ω) × J satisfying u|ΓPML
D
= 0, and S ∈ L2(Ω) × J
such that equation (2.83) holds for all w ∈ H1(Ω) satisfying w|ΓD = 0 and
T ∈ L2(Ω). It is important to notice again that the regularity required for
the stresses is lower than what is required of the displacements. Next, we
seek approximate solutions for u(x, t) and S(x, t); to this end, we introduce
the finite-dimensional spaces Ξh ⊂ H1(Ω) and Υh ⊂ L2(Ω). Let the basis
functions in Ξh and Υh be denoted by Φ and Ψ, respectively. The trial
functions uh ∈ Ξh × J and Sh ∈ Υh × J are spatially discretized as






S(x, t) ∼= Sh(x, t) =


ΨT (x)Srr(t) 0 Ψ
T (x)Srz(t)
0 ΨT (x)Sθθ(t) 0




Similarly, the test functions w ∈ Ξh and T ∈ Υh are expressed as


































Ma 0 0 0 0 0
Ma 0 0 0 0






















Mb 0 A1r P2e 0 A3z
Mb 0 0 A3z A1r






















Mc 0 B1r P2p 0 B3z
Mc 0 0 B3z B1r






















Md 0 C1r P2w 0 C3z
Md 0 0 C3z C1r













d = [ur uz Srr Sθθ Szz Srz]
T , (2.87e)
F = [fer f
e
z 0 0 0 0]
T . (2.87f)
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ΨΨT dΩ, k = a, b, c, d. (2.89h)
Notice that Λ̃n denote the nth component of the diagonal matrix Λ̃.
We remark that the symmetry of the mass-like, stiffness-like, and damp-
ing-like matrices in (2.87) has been retained owing to the consistent way of
stretching; displacements in the equilibrium equation and strains in the kine-
matic equation are multiplied by the same factor εrεz
r̃
r
. However, the second-
order temporal character has been sacrificed and thus, the semi-discrete form
of the resulting formulation differs from that obtained in the two-dimensional
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case or in standard finite element analysis of dynamics problems limited to
interior domains.
2.3.4 Time integration
The lowest-order time derivatives implicated in the semi-discrete form
(2.86) are associated with d, which, in turn, involves displacements, and time-
integrals of the stress history terms. Thus, clearly, the form (2.86) is uncon-
ventional and calls for a specialized time-integration scheme. To this end,
we develop an extension (Algorithm 2.2) to the classical Newmark-β scheme,
by, first, making use of the following finite difference formulas describing the
evolution of the corresponding quantities



























d̈n+1 = d̈n + (1− γ)∆t
...
dn + γ ∆t
...
dn+1, (2.90c)
where ∆t denotes the time step, and subscripts (n) and (n+1) denote current
and next time step, respectively (β and γ are the usual Newmark-β parame-
ters, and α is a new Newmark-like parameter). For the linear jerk (quadratic






), whereas in the case of








Next, after rewriting (2.86) for the (n + 1)-th time step, and, subse-
quently, introducing (2.90), there result the following effective system matrix
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{Keff}, and effective load vector {Reff}n+1
{Keff} ...dn+1 = {Reff}n+1, (2.91)
where
{Keff} = M+C γ∆t +K β∆t2 +G α∆t3, (2.92a)
{Reff}n+1 = Fn+1 −C
[
































Equation (2.91) allows for the computation of the third-order terms at every
(n+1) time step; lower-order terms for the same time step are then recoverable
via (2.90). In the applications that follow we used the average jerk (linear
acceleration) scheme.
2.3.5 Numerical experiments
To test the accuracy of the mixed axisymmetric unsplit-field PML for-
mulation, we discuss next two numerical experiments. The first pertains to a
homogeneous half-space, whereas the second focuses on the effects of hetero-
geneity and involves a horizontally-layered system. For graphical presentation
reasons, and without loss of generality, we have used low wave velocities to
allow for clear wave front separation. In both simulations, we apply a dis-
tributed stress load on the surface, with a Ricker pulse time signature. The
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Algorithm 2.2 Direct integration by extended Newmark-β method
1: procedure ExtendedNewmark(nts) ⊲ nts: number of time steps
2: Assemble M, C, K and G
3: Set d0, ḋ0 and d̈0 ⊲ initial conditions
4: Compute
...





F0 −Cd̈0 −Kḋ0 −Gd0
]
; n = −1
5: Set α, β and γ ⊲ integration parameters
6: Assemble {Keff} ⊲ eq. (2.92a)
7: n← 0
8: while n < nts do ⊲ integration is complete if n is nts
9: Assemble {Reff}n+1 ⊲ eq. (2.92b)
10: Compute
...
dn+1 ⊲ eq. (2.91)
11: Update dn+1, ḋn+1 and d̈n+1 ⊲ eq. (2.90)
12: Output dn+1 ⊲ if desired
13: n← n+ 1
14: end while
15: end procedure
pulse is defined as
Tp(t) =
(0.25u2 − 0.5)e−0.25u2 − 13e−13.5
0.5 + 13e−13.5






u = ωrt− 3
√
6, (2.94)
and ωr is the characteristic Ricker central circular frequency (= 2πfr) of the
pulse. Here, we used fr = 4 Hz, and an amplitude of 10 Pa as depicted in
Fig. 2.4.
Beyond comparisons of time histories at select target locations, as a
measure of PML performance, we also provide plots of time-dependent errors
relative to a reference solution. We use the same error metrics we used in
section 2.2.5 for the two-dimensional case (2.54,2.55,2.56).
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2.3.5.1 Homogeneous medium
We considered first a homogeneous half-space with density ρ = 2200
kg/m3, shear wave velocity cs ≃ 5.81 m/s, and Poisson ratio ν = 0.2. We
truncated the semi-infinite extent of the original domain arriving at a 10m
× 10m two-dimensional computational domain, through the introduction of a
finite height (10m) cylindrical surface of 10m radius. Surrounding the trunca-
tion surface is a 1m-thick PML, as shown in Fig. 2.24; the PML wraps around
the cylindrical truncation surface and extends also to the bottom of the com-
putational domain. Symmetry boundary conditions were imposed along the
axis of symmetry. Both the PML and the regular domain were discretized by
quadratic quadrilateral elements with an element size of 0.1m. The mesh in
the vicinity of the loading was refined by using 0.025m quadratic quadrilateral
elements to properly resolve the local load effects. The discretization resulted
in a 10-cell-thick PML. The reflection coefficient R was set to 10−8. We used
a time step of 0.002 seconds, and let the simulation run for 5 seconds. The
time histories of the displacements (ur, uz), and stresses (σrr, σθθ, σzz, σrz) are
sampled at seven locations (spi, i = 1 . . . 7), as shown in Fig. 2.24.
The displacement time histories at the various sampling points were
compared against the response obtained using an enlarged domain with fixed
boundaries in lieu of the PMLs, and a classical displacement-based axisym-
metric formulation. The enlarged domain’s size (40m × 40m) was defined
such that, during the specified time interval of interest (5 seconds), reflections












Figure 2.24: A PML-truncated axisymmetric domain subjected to a stress disk
load on its surface over the region (0m ≤ r ≤ 1m)
wave motion in the computational domain of interest. Figure 2.25 depicts the
comparison of the response time histories for uz at various spi points. As it
can be seen, the agreement is excellent.
Figure 2.26 depicts snapshots of uz taken at two different times (t =
1.35s, 1.65s) for both the PML-truncated and the enlarged domain. The solid
black lines in all the figures on the left column delineate the regular domain-
PML interface. The right column figures depict snapshots taken of the en-
larged domain simulations. Therein the dashed lines denote where the PML
interface would have been (there is no PML in this case), in order to ease the
comparison between the two sets of figures. Notice the excellent agreement
(in the visual norm) of the two snapshot sets. Notice also the smoothness of
the displacement contours along the regular domain-PML interface, betraying
96














































































































Figure 2.25: Time histories of uz sampled within the regular domain and on









































































(d) uz at t = 1.65s (ED)
Figure 2.26: Comparison of uz snapshots between the PML-truncated (left
column) and enlarged (right column) domains - homogeneous medium
reflection-less PML behavior. Within the domain notice also the two distinct
P- and S-wave trains: each wave train is marked by a tri-band, corresponding
to the maxima and minima of the Ricker pulse. Figure 2.27 depicts snapshots
(taken at two distinct times) of σzz for the PML-truncated domain; notice that
there are no reflections from the interface.



































(b) σzz at t = 1.65s
Figure 2.27: Snapshots of σzz for the PML-truncated domain - homogeneous
medium
sampling points. It is apparent from the figure that causality holds (sometimes
a concern with PML implementations), and the response is free of spurious
reflections. No numerical instabilities are observed.
Next, we illustrate the performance of the PML via the error metrics
defined earlier. Figure 2.29 depicts the time-dependent displacement norm
comparison and the normalized time-dependent relative error e(t) in percent.
The efficacy and quality of the PML is nicely corroborated by Fig. 2.29(b)
with a relative error that stays below 0.18% at all times.
To further test the quality of the obtained solutions, we record the
energy within the regular domain as a function of time for different values of
the reflection coefficient R, between R = 10−1 and 10−8. Figure 2.30 shows
the energy decay plotted in standard (left), and semi-log scale (right). Shown
on the same figure is a reference energy decay corresponding to the enlarged
domain (recall that this has been obtained using an independent displacement-
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(a) uz sampled at sp1, sp4, sp6


















(b) uz sampled at sp1, sp2, sp3

















(c) uz sampled at sp3, sp5, sp7















(d) σzz sampled at sp1, sp4, sp6















(e) σzz sampled at sp1, sp2, sp3
















(f) σzz sampled at sp3, sp5, sp7
Figure 2.28: Time histories of uz and σzz at sampling points
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(a) Displacement field norm D(t; ΩRD)





















(b) Relative error e(t)
Figure 2.29: Error metrics for the homogeneous domain
based formulation). There is a sharp ascent of the energy until about 0.4s,
which corresponds to the highest peak of the Ricker pulse. By about t = 1.05s,
the P-wave train has reached the bottom PML, with the first peak arriving at
about t = 1.25s, and the major P-wave peak at about t = 1.35s. This is the
point in time when the highest P-wave peaks reach the cylindrical truncation
surface as well, and it is marked on the energy decay plot by the beginning
of a sharp decline in the energy, as one would expect since the strongest wave
motion has left the domain. By about t = 2.02s, the highest peak of the
S-wave train has also reached the side and bottom PMLs (but not yet the
domain corner), and also contributes to another sharp decline, as evidenced
in the figure by a change in the slope. At, approximately, t = 2.83s the last
S-wave peak has left the domain in the vicinity of the domain corner, and by
about t = 3s all motion has seized within the domain –all of which are evident
101
in the energy decay plot. Notice further that for almost all R values (except for
















































Figure 2.30: Total energy decay inside the regular domain - homogeneous
medium
R = 10−1) the performance of the new fully-mixed PML formulation matches
the enlarged domain’s quite satisfactorily. A closer look, using the semi-log
scale, reveals that lower R values enforce more rapid, and more accurate,
decay, with R values less than about 10−6 driving the residual domain energy
to about 10−8 or more than 5 orders of magnitude less than the peak domain
energy.
Moreover, we let the simulation run for 40 seconds with a time step
of 0.0002 seconds. As evident from Fig. 2.31, no numerical instabilities were
observed during the total simulation time that consisted of 200,000 time steps.
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Figure 2.31: Long-time total energy decay inside the regular domain - homo-
geneous medium
2.3.5.2 Heterogeneous medium
To illustrate the performance of the PML in heterogeneous media, we
consider a layered profile. Using a time step of 0.002 seconds, we let the
simulations run for 8 seconds. As shown in Fig. 2.32, we considered a 5m ×
5m layered medium, surrounded by 1m-thick PML on its cylindrical surface
and bottom. We define
cs(z) =
{
∼ 2.90 m/s, for − 2m ≤ z ≤ 0m,
∼ 5.81 m/s, for − 6m ≤ z < −2m, (2.95)
and the Poisson’s ratio is again ν = 0.2. The material interfaces were ex-
tended horizontally into the PML, thereby avoiding sudden material changes
at the interface between the PML and the regular domain. The PML and
the regular domain were discretized by quadratic quadrilateral elements with
an element size of 0.1m, whereas in the vicinity of the surface load we used
103
0.025m-elements. The reflection coefficient R was set to 10−8, and we again
simulated the wave motion using the PML formulation, as well as a displace-










cs ≃ 2.90 m/s
cs ≃ 5.81 m/s
Figure 2.32: A PML-truncated axisymmetric domain subjected to a stress disk
load on its surface over the region (0m ≤ r ≤ 0.5m)
The displacement time histories at the various sampling points were
compared against the response obtained using an enlarged domain (40m ×
40m). The enlarged domain’s size was defined such that, during the specified
time interval of interest (8 seconds), reflections from its fixed exterior bound-
aries do not travel back and interfere with the wave motion in the computa-
tional domain of interest. Figure 2.33 depicts the comparison of the response
time histories for uz at various spi points. As it can be seen, the agreement is
impressive.
Figure 2.34 shows the snapshots of the displacement uz taken at two
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Figure 2.33: Time histories of uz sampled within the regular domain and on
the regular domain-PML interface
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different times (t = 0.96s and 1.16s) for both the PML-truncated domain and
the enlarged domain. As before, we mark the PML-interface with dashed
lines in the case of the enlarged domain to ease the visual comparison. The
agreement is remarkable with no signs of instability or artificial reflections from
the interface between the PML and regular domain. It is interesting to note
that the waves are trapped inside the top layer due to the high-contrast (1 : 2)
of the material properties of the two layers. The effect of the layer interface is
clearly visible in the snapshots at z = −2m.
Next, we quantify the performance of the PML via the error metrics
defined earlier. Figure 2.35 depicts the time-dependent displacement norm
comparison and the normalized time-dependent relative error e(t) in percent.
The quality of the PML manifests itself with a nicely decaying relative error
shown in Fig. 2.35(b).
Lastly, Fig. 2.36 depicts the energy decay within the layered medium: in
this case the decay is considerably more gradual than in the homogeneous case,
since there are multiple reflections off of the layer interface that travel back
to the free surface, reflect at the free surface, travel downwards to the layer
interface, partially reflect there, travel back to the free surface, and so on and
so forth. We explored four different reflection coefficient values (R = 10−2,
R = 10−4, R = 10−6, and R = 10−8). The observed behavior is similar to
the one discussed in the case of the homogeneous host: overall, the PML
performance is excellent, with no discernible reflections or instabilities, even





















































































(d) uz at t = 1.16s (ED)
Figure 2.34: Comparison of uz snapshots between the PML-truncated (left
column) and enlarged (right column) domains - heterogeneous medium
Finally, we remark that growth of spurious reflections has been reported
by others when waves impinge at grazing incidence at the PML-regular domain
interface. It has also been often reported that the grazing incidence difficulty
is associated with the choice of the classical stretching function, which, by
construction, is singular at zero frequency (this has been the choice herein
as well). To overcome the singularity, and possibly the perceived difficulty
107


























(a) Displacement field norm D(t; ΩRD)























(b) Relative error e(t)
Figure 2.35: Error metrics for the heterogeneous domain
with the grazing angle incidence that has been attributed to the frequency
singularity, modified stretching functions have been proposed that are not
singular at zero frequency (as discussed in the introduction, the CPML is
the most notable example of such a development: see, for example, [118]).
The CPML has been reported to alleviate, but not eliminate the growth of
spurious reflections (see, for example, the comparisons reported in [120]). To
date, all reported studies are purely numerical, and a theoretical proof of
the origin of the difficulty remains elusive. It is not clear whether indeed
the origin of the spurious growth at grazing incidence is due to the choice
of the stretching function; moreover, careful parameterization of the PML is
also capable of alleviating the growth. Herein, we too are not addressing the
grazing angle incidence issue, pending detailed studies that escape the scope
of this dissertation.
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Figure 2.36: Total energy decay inside the regular domain - heterogeneous
medium
2.4 Fully-mixed 3D elastic wave modeling
In this section, we extend the development reported in sections 2.2
and 2.3 to the three-dimensional case. The resulting forms differ from the
two-dimensional case, but are similar to the axisymmetric case, and, thus, the
semi-discrete forms include again a jerk term requiring the extended Newmark-
β scheme for time integration as described earlier in section 2.3.4.
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2.4.1 In the frequency-domain
Application of the Fourier transform to the equilibrium, constitutive,
and kinematic equations (2.17a-2.17c) results in
div ŜT + f̂ = −ω2ρû, (2.96a)













′)ds′, εs(s, ω) = αs(s) +
βs(s)
iω
, s = x, y, z. (2.97)
Then, we apply complex coordinate-stretching by making use of (2.97) and the
definitions (2.18). The stretching is applied first to the equations of motion
(2.96a) by replacing (x, y, z) with the stretched coordinates (x̃, ỹ, z̃); to clarify,



























+ f̂z = −ω2ρûz. (2.98c)
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+ f̂z = −ω2ρûz. (2.99c)
Next, we multiply both sides by εxεyεz. Using again the definition of diver-






+ εxεyεz f̂ = −ω2ρεxεyεzû, (2.100)






























αzβy + βzαy 0 0
0 αxβz + βxαz 0










We remark again that in the regular domain, Λ̃e reduces to the identity tensor,
whereas Λ̃p and Λ̃w vanish identically. After substituting (2.101) into (2.100),

























a = αxαyαz, b = αxαyβz + αzαxβy + αyαzβx,
c = αxβzβy + αzβyβx + αyβxβz, d = βxβyβz.
(2.103)
We note that, within the regular domain, a ≡ 1, b ≡ 0, c ≡ 0, d ≡ 0, and since
the body forces f are non-vanishing only within the regular domain (f vanishes
within the PML), (2.102) reduces further to:
div
(










(iω)3aû+ (iω)2bû+ iωcû+ dû
]
. (2.104)














































where the stretching tensor Λ̃ is defined in (2.101). Substituting (2.101) and


























where a, b, c and d are defined in (2.103). Equations (2.104), (2.96b), and
(2.107), constitute the stretched form of the governing frequency-domain equa-
tions, repeated below to ease their subsequent reference:
div
(








































2.4.2 In the time-domain

















u + bü+ cu̇+ du) ,
(2.109a)
S = C : E, (2.109b)

























which are such that
Ṡ(x, t) = S(x, t), S̈(x, t) = Ṡ(x, t), (2.111a)
Ė(x, t) = E(x, t), Ë(x, t) = Ė(x, t). (2.111b)
Substitution of (2.110) and (2.111) into (2.109a-2.109c) leads to the time-
domain equations of the unsplit-field PML formulation in three dimensions.
div
(
S̈T Λ̃e + Ṡ
T Λ̃p + S
T Λ̃w
)
+ aḟ = ρ (a
...
u + bü+ cu̇+ du) , (2.112a)
Ṡ = C : Ė, (2.112b)
a
...









2.4.3 Mixed finite element implementation
We introduce the constitutive law (2.112b) into the kinematic condition
(2.112c), to arrive at
div
(
S̈T Λ̃e + Ṡ
T Λ̃p + S
T Λ̃w
)
+ aḟ = ρ (a
...
















where D denotes the compliance tensor (E = D :S).
Consider next the half-space problem depicted in Fig. 2.37. Let again
ΩRD ∪ΩPML = Ω ⊂ R3 denote the region occupied by the elastic body (ΩRD),
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surrounded on its periphery and bottom by the PML buffer zone (ΩPML). Ω
is bounded by Γ = ΓD ∪ ΓN , where ΓD ∩ ΓN = ∅, and ΓD ≡ ΓPMLD , ΓN =
ΓRDN ∪ ΓPMLN . Then, we require that (2.113) hold in Ω × J, subject to the
following boundary and initial conditions:
u(x, t) = 0 on ΓPMLD × J, (2.114a)
(
S̈T Λ̃e + Ṡ
T Λ̃p + S
T Λ̃w
)
n = 0 on ΓPMLN × J, (2.114b)
Ṡ(x, t)Tn = gn(x, t) on Γ
RD
N × J, (2.114c)
u(x, 0) = 0, u̇(x, 0) = 0, ü(x, 0) = 0 in Ω, (2.114d)
S(x, 0) = 0, Ṡ(x, 0) = 0, S̈(x, 0) = 0 in Ω, (2.114e)
where gn denotes prescribed tractions on Γ
RD
N .
We seek next the weak form, in the Galerkin sense, corresponding to the
strong form (2.113-2.114). We take inner products of the equilibrium equation
(2.113a), and the kinematic equation (2.113b) with arbitrary weight functions
w(x) and T(x), respectively, residing in appropriate admissible spaces, and





S̈T Λ̃e + Ṡ












S̈T Λ̃e + Ṡ



























































Figure 2.37: Three-dimensional prototype: (a) physical model; (b) model after
the application of complex coordinate-stretching; (c) model after truncation;
(d) computational model
116
We seek u ∈ H1(Ω) × J satisfying u|ΓPML
D
= 0, and S ∈ L2(Ω) × J such that
equation (2.115) holds for all w ∈ H1(Ω) satisfying w|ΓD = 0 and T ∈ L2(Ω).
Next, we seek approximate solutions for u(x, t) and S(x, t); to this end, we
introduce the finite-dimensional spaces Ξh ⊂ H1(Ω) and Υh ⊂ L2(Ω):
Ξhr =
{





A ∈ L2(Ω), A|K ∈ (Qr(K))3×3, ∀K ∈ Kh
}
, (2.116b)
where Qr(K) is a polynomial of degree at most r on K. Kh is a partition of
Ω. Let the basis functions in Ξh and Υh be denoted by Φ and Ψ, respectively.
The trial functions uh ∈ Ξh × J and Sh ∈ Υh × J are spatially discretized as






















Similarly, the test functions w ∈ Ξh and T ∈ Υh are expressed as


















































Ma 0 0 0 0 0 0 0 0
Ma 0 0 0 0 0 0 0
Ma 0 0 0 0 0 0
−Na Za Za 0 0 0
−Na Za 0 0 0
−Na 0 0 0

































Mb 0 0 A1x 0 0 A2y A3z 0
Mb 0 0 A2y 0 A1x 0 A3z
Mb 0 0 A3z 0 A1x A2y
−Nb Zb Zb 0 0 0
−Nb Zb 0 0 0
−Nb 0 0 0

































Mc 0 0 B1x 0 0 B2y B3z 0
Mc 0 0 B2y 0 B1x 0 B3z
Mc 0 0 B3z 0 B1x B2y
−Nc Zc Zc 0 0 0
−Nc Zc 0 0 0
−Nc 0 0 0

































Md 0 0 C1x 0 0 C2y C3z 0
Md 0 0 C2y 0 C1x 0 C3z
Md 0 0 C3z 0 C1x C2y
−Nd Zd Zd 0 0 0
−Nd Zd 0 0 0
−Nd 0 0 0


















d = [ux uy uz Sxx Syy Szz Sxy Sxz Syz]
T , (2.120e)




z 0 0 0 0 0 0]
T . (2.120f)
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ΨΨT dΩ, k = a, b, c, d. (2.122g)
Notice that Λ̃n denote the n-th component of the diagonal matrix Λ̃.
2.4.4 Time integration
The lowest-order time derivatives implicated in the semi-discrete form
(2.119) are associated with d, which, in turn, involve displacements, and time-
integrals of the stress history terms. Thus, clearly, the form (2.119) is the same
119
as the semi-discrete form of the axisymmetric PML and calls for the extended
Newmark-β scheme (Algorithm 2.2).
2.5 Hybrid 2D elastic wave modeling
In section 2.2, we introduced a new mixed non-convolutional unsplit-
field PML for transient wave simulations in two-dimensional heterogeneous
domains, and, in subsequent sections, we extended the approach to both ax-
isymmetric and three-dimensional domains. However, the resulting formula-
tions treat identically both the interior domain and the PML buffer zone, as
it is the case with most PML formulations to date. This unified treatment re-
sulted in displacements and stresses (or stress histories) that were retained as
unknowns throughout the entire computational domain, thereby resulting in
considerable computational cost (even though the method is still economical
when compared against split-field schemes).
In this section, we discuss an alternative formulation that proved to be
far more economical than the preceding development. The formulation evolved
during the progress of the research reported in this dissertation from the fully-
mixed approach, and it is now our preferred methodology for wave simula-
tions in PML-truncated domains. In fact, this is the approach we adopted
for resolving the inverse medium problem as well. In this section, we describe
the development and provide implementation details and numerical results.
We describe only the two-dimensional case, but the axisymmetric and three-
dimensional cases follow directly from the development in this section.
120
The formulation we describe is hybrid in nature, coupling a mixed with
a non-mixed or single-field approach, in a variational setting, resulting in sym-
metric semi-discrete forms, and exhibiting optimal computational cost in terms
of the number of degrees-of-freedom implicated in the formulation. We show
also that existing displacement-based codes for interior domains can be easily
modified to accommodate PMLs as a means of domain truncation.
2.5.1 Hybrid formulation
Equations (2.40) could only be reduced to a single (vector) equation
implicating a single field (displacements) at the expense of the temporal com-
plexity, which would, in that case, involve convolutory terms. In the hybrid
approach5 we describe next, we retain the single-field formulation (displace-
ments only) for the interior problem, and couple it with the mixed formulation
for the unsplit-field PML. Thus, the wave motion in the two-dimensional PML-
truncated domain (Fig. 2.38) is governed by the following system of equations:














ṠT Λ̃e + S
T Λ̃p
)










(∇u̇)Λ̃e + Λ̃e(∇u̇)T + (∇u)Λ̃p + Λ̃p(∇u)T
]
in ΩPML × J,
(2.123c)













(ṠT Λ̃e + S




u = 0 on ΓPMLD × J,
(2.124c)








n = −(ṠT Λ̃e + ST Λ̃p)n on ΓI × J, (2.124e)
where the domain and associated boundaries notation is shown in Fig. 2.38,
and I denotes the identity tensor.
We seek next the weak form, in the Galerkin sense, corresponding to
the strong form (2.123-2.124). We take inner products of (2.123) with test
functions w1(x), w2(x) and T(x), and then integrate over Ω
RD, ΩPML and





















Figure 2.38: PML-truncated semi-infinite domain in two dimensions
librium equations (2.123a) and (2.123b). By adding the equilibrium equations,































w1 · gn dΓ +
∫
ΩRD


















(∇u̇)Λ̃e + Λ̃e(∇u̇)T + (∇u)Λ̃p + Λ̃p(∇u)T
]
dΩ. (2.125b)
We note that the hybrid approach couples two initially-uncoupled sets of gov-
erning equations via the continuity of displacements (2.124d) and tractions
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(2.124e) at the interface. To satisfy both conditions, the displacement test
functions must match, i.e. w1 = w2, along the interface.
We seek u ∈ H1(Ω) × J satisfying u|ΓPML
D
= 0, and S ∈ L2(Ω) × J,
such that equation (2.125) holds for all w1 ∈ H1(Ω), w2 ∈ H1(Ω) satisfying
w2|ΓPML
D
= 0 and T ∈ L2(Ω).
For the mixed finite element implementation of the variational form
(2.125), both u(x, t) and S(x, t) are treated as independent variables that
need to be approximated separately now only within the PML domain. Let
the basis functions residing in Ξh ⊂ H1(Ω) and Υh ⊂ L2(Ω) be denoted by
Φ and Ψ, respectively. The trial functions uh ∈ Ξh × J and Sh ∈ Υh × J are
spatially discretized as














Similarly, the test functions w1 ∈ Ξh, w2 ∈ Ξh and T ∈ Υh are expressed as






















We, subsequently, obtain the following semi-discrete form6
Mstd̈st +Cstḋst +Kstdst = Fst, (2.128)
6The superscript “st” stands for the state problem.
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f r f i 0 0 0
]T
, (2.129c)
with r, i, and p representing regular (interior) domain, interface, and PML
domain, respectively. The various submatrices in the above expression are
constructible by using standard Lagrange polynomial approximations (see Ap-
pendix A), and account for the imposed wave amplitude attenuation within
the PML domain. Note that the upper-left corner blocks consist of the stan-
dard submatrices resulting from a displacement-based plane-strain formula-
tion. This clearly suggests that to incorporate the effect of the PML into
existing codes, one need only account for the submatrices in the lower parts
of (2.129).
We note the resulting matrices are symmetric, and that their size is sub-
stantially smaller than that required by the fully-mixed formulations (split- or




The obtained semi-discrete form (2.128) is second-order in time. The
lowest-order time derivatives implicated in (2.128) are associated with dst,
which, in turn, involve displacements and stress history terms. To resolve the
time integration we employ the classical Newmark-β scheme (Algorithm 2.1).
2.5.3 Numerical experiments
To test the accuracy and efficiency of the hybrid formulation, we discuss
next two numerical experiments: a homogeneous semi-infinite domain, and a
horizontally-layered medium with an elliptic inclusion. In both simulations,
we apply a stress load, with a Ricker pulse time signature defined in (2.59-
2.60). Here, we used fr = 15 Hz, and an amplitude of 10 kPa as depicted in
Fig. 2.39.














































Figure 2.39: Excitation time signal and its Fourier spectrum
We provide three measures to quantify the PML’s performance: (a)
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time history comparisons at select target locations; (b) decay of total energy
inside the interior domain; and (c) time-dependent errors relative to a reference
solution. To be able to compare the solutions of the PML-truncated domains,
we create again reference solutions by embedding the computational domain
of interest ΩRD within an enlarged domain ΩED with fixed exterior boundaries.
The numerical solution within ΩED is obtained using a displacement-based for-
mulation, in order to create a solution that is completely independent from the
hybrid approach discussed herein. We retain the enlarged domain’s solution
up to times that are prior to the arrival of any waves to ΩRD from the part of
the domain that is exterior to ΩRD. We then compare the reference and the
hybrid method solutions only within the regular domain ΩRD (⊂ ΩED).
2.5.3.1 Homogeneous medium
We consider first a homogeneous half-plane with density ρ = 2000
kg/m3, shear-wave velocity cs = 500 m/s, and ν = 0.25, that is reduced,
through truncation, to a 250m × 250m computational domain, surrounded on
its sides and bottom by a 12.5m-thick PML, as shown in Fig. 2.40. We use
an explosive P-wave source defined in (2.57) with the modified Ricker pulse
time signature depicted in Fig. 2.39. The explosive source disk’s center was
placed at 125m below the surface, at the center of the domain. The PML and
interior domains were discretized by quadratic quadrilateral elements with an
element size of 1.25m, whereas the disk was meshed with 0.625m quadratic
elements. The discretization resulted in a 10-cell-thick PML with a quadratic
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attenuation profile m = 2. The parameters βo and αo were set to 100 m/s
and 0.757. Using a time step of 0.001 seconds, we let the simulation run for
2 seconds and sample the time histories of the displacements at five locations












Figure 2.40: A PML-truncated semi-infinite homogeneous medium in two di-
mensions subjected to an explosive P-wave source at the domain center
To assess the validity of the hybrid PML-formulation, the displace-
ment time histories at the sampling points were compared against the re-
sponse obtained using the enlarged domain with fixed boundaries and a classic
displacement-based plane-strain formulation. The enlarged domain’s size was
set to (1130m × 565m), and the observation time is limited so that reflections
from its fixed exterior boundaries do not travel back and interfere with the
wave motion solution in the computational domain of interest. Figure 2.41 de-
7Though an estimator for βo has been provided in [48], αo lacks such explicit form. Here,
we favor a small stretch since evanescent waves are not dominant.
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picts the comparison of the response time histories for ux and uy at the various
spi points. As it can be seen, the agreement is excellent: the PML has effec-
tively absorbed the waves without any reflections. It is also apparent from the
figures that causality holds (sometimes an issue with PML implementations),
and that the response is free of spurious reflections.













































































Figure 2.41: Comparison of ux and uy time histories between the enlarged and
PML-truncated domain solutions at sampling points (homogeneous case)
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Figure 2.42 shows snapshots of the displacements taken at two different
times. In the figure on the left, the wave has impinged upon the free surface,
and has also entered the side and bottom PML zones, which are shown in the
figure with solid black lines that are indented with respect to the outer bound-
ary. Notice that there are reflections from the free surface as expected (e.g.
local doubling of the displacement amplitudes), and contrast them against the
reflection-less side and bottom PML interfaces. The figure on the right corre-
sponds to a later time, and clearly shows two wave trains traveling towards the
bottom: each wave train features three zones, with each zone corresponding
to the amplitude peaks of the Ricker wavelet. Both wave trains (one P and
one S) are reflections from the free surface. Again, notice that there are no
discernible reflections from the PML interfaces, nor any residual reflections



































(b) u at t = 0.44s
Figure 2.42: Snapshots of u using an explosive Ricker pulse source at the center
of the domain
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Figure 2.43 depicts three different error metrics: Fig. 2.43(a) shows
a visual comparison, displaying excellent agreement, between the reference
solution and the PML-based solution for the displacement norm defined in
(2.54); Fig. 2.43(b) shows the error norm defined in (2.55), which, at all times,
is below 0.143%. Figures 2.43(c) and 2.43(d) show the absolute value of the
error at two distinct locations, normalized with respect to the absolute value
of the peak record value; the error remains below 0.07% at all times.
Next, we study the effect the parameter βo (see equation (2.9) for a
definition) has on the quality of the obtained solutions. To this end, βo was
allowed to vary between 20 and 100, in multiples of 20, and the total energy
decay (2.56) was computed for each one of the βo values, as a function of time.
Figure 2.44 shows the energy decay plotted in standard (left), and semi-log
scale (right), both terminated at 2s. Shown on the same figure is the energy
decay for all tested βo values, as well as the reference decay corresponding to
the enlarged domain (recall that this has been obtained using an independent
displacement-based formulation).
Figure 2.44 is quite revealing in several ways. First, almost all βo values
(except for βo = 20) result in similarly sharp decay: after about 0.75 seconds,
there is hardly any discernible residual energy left in the domain, since all
the waves have traveled out of the domain and have been absorbed by the
PML. Secondly, a closer look, using the semi-log scale, reveals though that βo
plays a key role in determining the rate the energy decays, with lower βo values
enforcing slower decay. As βo decreases, the fixed exterior PML boundaries re-
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(a) Displacement norm D(t; ΩRD)

























(b) Relative error e(t)
























(c) Relative error for ux at sp2


























(d) Relative error for uy at sp5
Figure 2.43: Error metrics for the homogeneous domain case excited by an
explosive Ricker pulse (fr = 15 Hz) at the center of the domain
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Figure 2.44: Total energy decay inside the regular domain (homogeneous case)
flect back waves of higher amplitude than those that would have resulted from
higher βo, first within the PML and later within the regular domain. Though
still of small amplitude, when compared to the peak amplitudes observed in
the regular domain, the reflections become amplified as they travel back into
the regular domain (this is so by construction), and stand to pollute the so-
lution and slow the energy decay. Thus, lower βo values effectively decrease
the absorptive capacity of the PML layer. Notice, lastly, that for βo = 100
the remaining domain energy is lower than 10−12, or roughly more than 10 or-
ders of magnitude less than the peak domain energy, betraying effective wave
absorption.
While the polynomial degree m specifies the sharpness of the atten-
uation profile, the strength of decay inside the PML is determined by the
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parameter βo. The energy plot seems to suggest that it is always beneficial to
increase βo to as large a value as possible. However, higher βo values also intro-
duce sharper PML decay profiles, as it can also be deduced from (2.8). That
is, in sharper profiles, most of the wave absorption takes place within a small
fraction of the PML length, right next to the PML-regular domain interface.
For the absorption to be effective, it is critical that the mesh density within
the PML adequately captures the sharp profile, to avoid the accumulation of
numerical errors (the situation is similar to the difficulties arising when one at-
tempts to approximate stress singularities with regular and inadequately sized
isoparametric elements). In fact, sharper profiles are not only introduced by
larger βo, but arise also when lower polynomial degrees (m in (2.8)) are chosen.
Though a detailed discussion and the necessary parametric study escapes the
scope of this dissertation, we remark that we have found linear profiles to be
very sharp and should, in general, be avoided, in favor of, at least, quadratic,
or preferably, quartic profiles.
To illustrate the long-term stability of the proposed formulation, we
let the simulation run for 50 seconds. As depicted in Fig. 2.45, no numerical
instabilities were observed during the total simulation time of 50 seconds, i.e.,
for 50, 000 time steps.
2.5.3.2 Heterogeneous medium
To illustrate the performance of the PML in heterogeneous media, we
consider a 200m × 200m layered medium with an elliptic inclusion as depicted
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Figure 2.45: Total energy decay inside the regular domain: standard scale,
insert: logarithmic scale (homogeneous case)
in Fig. 2.46, which we truncate on its sides and bottom by 10m-thick PML. A
surface stress load with a Ricker pulse time signal (fr = 15 Hz, amplitude of











300 m/s, for − 70m ≤ y ≤ 0m,
400 m/s, for − 130m ≤ y < −70m,
500 m/s, for − 210m ≤ y < −130m,
700 m/s, for elliptic inclusion,
(2.130)
with density ρ = 2000 kg/m3 and ν = 0.25. The material interfaces were ex-
tended horizontally into the PML, thereby, avoiding sudden material changes
at the interface ΓI. The PML and interior domains were discretized by quad-
ratic quadrilateral elements with an element size of 1.0m, whereas in the vicin-
ity of the surface load, the interior domain was meshed with 0.25m-elements.
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The parameter βo was set to 80 m/s (as in the homogeneous case, we set
m = 2 and αo = 0.75). Using a time step of 0.0005 seconds, we again sim-
ulated the wave motion for 2 seconds using the PML formulation, as well as
a displacement-based formulation for an enlarged domain with fixed exterior
boundaries.
















Figure 2.46: A PML-truncated heterogeneous domain subjected to a surface
load
To assess the performance of the hybrid PML formulation, we compare
the displacement time histories at the sampling points against the reference
solution obtained using the enlarged domain (900m × 550m). Figure 2.47
depicts a visual comparison of the response time histories for ux and uy at
various spi points. As it can be seen, the agreement among the response time
histories is quite satisfactory.
Figure 2.48 shows the snapshots of the displacements taken at two
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Figure 2.47: Comparison of ux and uy time histories between the enlarged and
PML-truncated domain solutions at sampling points (heterogeneous case)
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different times (t = 0.34s and 0.45s). We mark the layer and inclusion material
interfaces with thin lines to ease visual examination. The layer boundaries
are clearly visible due to reflections at the material interfaces. However, the
critical interface ΓI is free of reflections, and the hybrid PML formulation
handles the interface waves properly. Extending the layer boundaries into the

















































(b) u at t = 0.45s
Figure 2.48: Snapshots of u for the layered domain with an inclusion
Next, we quantify the performance of the PML via the same error
metrics defined earlier. Figure 2.49 is the counterpart of Fig. 2.43 for the
heterogeneous case: the highest relative error in the L2 norm is about 0.5%;
though higher than the one we reported for the homogeneous case, we consider
it satisfactory. The pointwise errors depicted in Figs. 2.49(c) and 2.49(d) are
also quite pleasing: the error is less than about 1.0% at all times.
Lastly, Fig. 2.50 depicts the energy decay within the layered medium:
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(a) Displacement norm D(t; ΩRD)






















(b) Relative error e(t)






















(c) Relative error for uy at sp2























(d) Relative error for uy at sp4
Figure 2.49: Error metrics for the layered medium excited by a surface Ricker
pulse (fr = 15 Hz) over a region (−1m ≤ x ≤ 1m)
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in this case the decay is considerably more gradual than in the homogeneous
case, since there are multiple reflections off of the layer interfaces that travel
back to the free surface, reflect at the free surface, travel downwards to the first
layer interface, partially reflect there, travel back to the free surface, and so on
and so forth. We explored four different βo values (β0 = 20 m/s, 40 m/s, 60
m/s, and 80 m/s). The observed behavior is similar to the one discussed in the
case of the homogeneous host: overall, the PML performance is excellent, with
no discernible reflections or instabilities, even in the presence of heterogeneity.












































Figure 2.50: Total energy decay inside the regular domain (heterogeneous case)
All simulations were conducted by adhering to the usual rules of thumb
for wave simulations, whereby a minimum of 12 points per wavelength are nec-
essary to adequately resolve the wave motion. The minimum expected wave-
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length was used to drive the mesh density, while simultaneously satisfying the
Courant condition. However, we have found and reported that the sharpness
of the decay profile within the PML may impose more onerous requirements on
the PML’s mesh density than those imposed from a wave propagation perspec-
tive. Detailed parametric studies are necessary for providing proper guidance
on the choice of the PML parameters.
2.5.4 Computational cost
Table 2.1 shows the computational savings realized for a specific prob-
lem, as well as the maximum theoretical savings, when the hybrid method is
used over the fully-mixed. In summary, the hybrid formulation is preferred,
since it results in symmetric matrices whose size is only slightly larger than
the size of matrices resulting from purely interior problems.
Table 2.1: Computational cost comparison between fully-mixed (FM) and
hybrid (H) formulations
Homogeneous Heterogeneous Generic
elements 46414 46458 e
nodes 140101 140247 n
r nodes 120240 120386 r
i nodes 1201 1201 i
p nodes 18660 18660 p
# of unknowns (FM) 700505 701235 5r + 5(i+ p)
# of unknowns (H) 339785 340077 2r + 5(i+ p)





The inverse medium problem
In the preceding chapter, we discussed the development of two new
formulations for transient elastic wave simulations in PML-truncated hetero-
geneous media. We showed that both approaches result in fairly accurate
numerical simulations of the wave motion within the originally semi-infinite
domain; of the two, we favor the hybrid approach, for it is the most computa-
tionally economical of the two. In this chapter, we discuss the incorporation of
the forward hybrid approach in the inverse medium problem, with applications
to the near-surface material profile reconstruction problem arising in geotech-
nical site characterization investigations. Specifically, we are concerned with
the identification of the spatially-distributed material properties λ(x) and µ(x)
within a near-surface region of interest, using as drivers the surface measure-
ments of the response to known dynamic excitations situated on the ground
surface.
We discuss a systematic methodology, implemented directly in the time-
domain: we formulate the inverse medium problem as a PDE-constrained
least-squares misfit optimization problem (à la [60, 96]), and discuss imple-
mentational details. Lastly, we report on numerical experiments.
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3.1 Key components
Schematically, Fig. 3.1(a) depicts the probes and receivers on the orig-
inally semi-infinite domain, while Fig. 3.1(b) depicts the PML-truncated do-
main over which the inverse medium problem is defined. As discussed earlier,
there are two key elements to the inverse problem: a) the treatment of the
forward problem, and b) the algorithmic framework for the resolution of the
inverse problem. To allow for this chapter to be self-contained, we repeat first
the hybrid forward initial-and-boundary-value problem. We, then, outline the
steps to the resolution of the inverse problem.
3.1.1 The forward problem


















Figure 3.1: (a) A heterogeneous semi-infinite domain probed by surface
sources; (b) conceptual configuration of a PML-truncated semi-infinite domain
in two dimensions.
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In the forward problem setting, the sources and the spatial distribution
of the material parameters λ(x) and µ(x) are known. Then, the wave motion
in the PML-truncated domain is governed by the system of PDEs (hybrid
formulation) and associated conditions shown below; the forward problem can









+ f = ρü in ΩRD × J, (3.1a)
div
(
ṠT Λ̃e + S
T Λ̃p
)









(∇u̇)Λ̃e + Λ̃e(∇u̇)T + (∇u)Λ̃p + Λ̃p(∇u)T
]
in ΩPML × J, (3.1c)








n = gn on Γ
RD
N × J, (3.2a)
(ṠT Λ̃e + S




u = 0 on ΓPMLD × J,
(3.2c)








n = −(ṠT Λ̃e + ST Λ̃p)n on ΓI × J, (3.2e)
where Ω ⊂ R2 denotes the region occupied by the elastic body (ΩRD), sur-
rounded on three of its sides by the PML buffer zone (ΩPML). ΓI is the interface
boundary between regular and PML domains. Ω is bounded by Γ = ΓD ∪ΓN ,
where ΓD∩ΓN = ∅, and ΓD ≡ ΓPMLD , ΓN = ΓRDN ∪ΓPMLN . Moreover, gn denotes
prescribed tractions, and J = (0, T ) denotes the time interval of interest.
144
3.1.2 The inverse problem
We consider the sources and the response collected at the ground sur-
face receivers as known. We formulate the inverse problem initially as a misfit
minimization problem, where the misfit is defined as the difference between the
measured response at the receivers and a computed response, where the latter
is obtained using trial distributions of the material parameters λ(x) and µ(x).
The misfit minimization is subject to the physics of the problem, as the latter
are expressed by the forward problem statement shown in the preceding sec-
tion. Thus, in short, the inverse medium problem is cast as a PDE-constrained
least-squares misfit optimization problem, whose treatment is discussed next.
3.2 The PDE-constrained optimization problem
Referring to Fig. 3.1(b), let Γm denote the part of the surface Γ
RD
N
occupied by measuring stations (receivers), and let um(x, t) denote the mea-
sured displacement response to a known excitation. Let also Nr denote the
total number of receivers on the surface, and let u(x, t) be the computed re-
sponse corresponding to a trial material profile. Then, the misfit least-squares











(u− um) · (u− um) δ(x− xj) dΓmdt+ R(λ, µ), (3.3)
subject to (3.1) and (3.2).
In the above, F denotes the objective functional, comprising the misfit func-
tional augmented by an additional term –the regularization functional. In
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(3.3), R has been introduced to alleviate the solution multiplicity, inherent in
this as is in all inverse problems. We discuss next two candidate regularization
choices for R.
3.3 Regularization functionals
Solution multiplicity in inverse problems is, in general, due to the pres-
ence of insufficient data, which, in turn, lead to an ill-posed problem in the
Hadamard sense. Common strategies used to alleviate solution multiplicity
include Tikhonov (TN) [156], and Total Variation (TV) [139] regularization
schemes. We discuss and use both.
3.3.1 Tikhonov (TN) regularization
Tikhonov regularization [156] is a widely-adopted scheme; it is defined
in terms of the L2 norm of the gradient of the control parameter (λ and µ, in










∇µ · ∇µ dΩ (3.4)
where Rλ and Rµ are user-defined regularization factors for λ and µ, respec-
tively. These factors control the amount of penalty imposed via (3.4) on the
gradients of λ and µ. Typically, the TN scheme penalizes sharp and highly
oscillatory gradients and, thus, precludes spatially rapid material variations
from becoming solutions to the inverse medium problem. Consequently, sharp
material interfaces may not be well reconstructed when using the TN scheme,
which tends to smoothen discontinuities.
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3.3.2 Total Variation (TV) regularization
The Total Variation regularization [139] is defined in terms of the semi-
norm of the control parameters. Specifically, in this case, the R term in (3.3)
becomes
R(λ, µ) = Rλ
∫
Ω
(∇λ · ∇λ+ ǫ) 12 dΩ +Rµ
∫
Ω
(∇µ · ∇µ+ ǫ) 12 dΩ (3.5)
where, again, Rλ and Rµ are user-defined regularization factors. The small
parameter ǫ changes the overall behavior of the scheme by making R differen-
tiable when the gradient of the control parameter vanishes. The TV scheme
typically preserves sharp interfaces since, unlike TN, the first variation of TV
is bounded. In addition, the TV will still penalize spatial material oscillations
in smooth target regions. Overall, the TV’s performance with sharply-varying
profiles is expected to be better than that of the TN scheme.
3.4 The optimization problem
We cast the constrained optimization problem (3.3) with the aid of a
Lagrangian L, whereby the misfit functional F is augmented with the side-










































ṠT Λ̃e + S
T Λ̃p
)





















































u = 0 on ΓPMLD × J,
(3.7a)








n = −(ṠT Λ̃e + ST Λ̃p)n on ΓI × J, (3.7c)
u(x, 0) = 0, u̇(x, 0) = 0 in Ω, (3.7d)
S(x, 0) = 0, Ṡ(x, 0) = 0 in Ω. (3.7e)
In the above and in the parlance customarily used for such problems, {u ,
S} are the state variables (s), {θu1 , θu2, θs, θb1, θb2} are the Lagrange
148
multipliers or adjoint variables (m), and {λ , µ} are the control variables (c).
The Lagrangian functional can be summarily rewritten as
L(s,m,c) = misfit + regularization + side-imposed PDEs and BCs. (3.8)
Next, we seek to satisfy the stationarity1 of L by requiring that the first








 = 0. (3.9)
We derive next the three first-order optimality conditions associated with δmL,
δsL, and δcL, respectively.
3.4.1 The 1st optimality condition (State problem)
The variation of L with respect to the Lagrange multipliers must vanish;
accordingly
δθu1L+ δθu2L+ δθsL+ δθb1L+ δθb2L = 0, (3.10)
1Stationarity does not imply attainment of a minimum, since the convexity of the La-






























ṠT Λ̃e + S
T Λ̃p
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Since δθu1, δθu2, δθs, δθb1, and δθb2 are arbitrary, the terms they multiply
must vanish identically. There results the state (or forward) problem2, identi-
cal to the IBVP given by (3.1-3.2).
3.4.2 The 2nd optimality condition (Adjoint problem)
Similarly, we enforce the vanishing of the variation of L with respect
to the state variables:
δuL+ δSL = 0. (3.12)
2We use state and forward interchangeably throughout the dissertation.
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µ(∇θu1 +∇θu1T ) + λ div θu1 I
]
= ρ ¨θu1 in Ω







a ¨θu2 − b ˙θu2 + cθu2
)

























n = 0 on ΓPMLN × J,
(3.14b)














n on ΓI × J,
(3.14e)
θu1(x, T ) = 0, ˙θu1(x, T ) = 0 in Ω
RD,
(3.14f)
θu2(x, T ) = 0, ˙θu2(x, T ) = 0 in Ω
PML,
(3.14g)
θs(x, T ) = 0, θ̇s(x, T ) = 0 in Ω
PML.
(3.14h)
We note that the adjoint problem is a final-value problem as opposed
to the initial-value state problem. Moreover, it is driven by the misfit between
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the computed and observed responses at measuring stations. We note that
the operators implicated in the adjoint PDEs are identical to the state op-
erators, modulo the sign reversal for those terms implicating first-order time
derivatives. By construction, the adjoint equations are also hybrid and PML-
endowed, with (θu1,θu2) and θs playing a role analogous to u and S of the
state problem, respectively.
3.4.3 The 3rd optimality condition (Control problem)
Lastly, we impose the vanishing of the variation of L with respect to
the Lamé parameters:
δλL = 0, (3.15)
δµL = 0. (3.16)












∇λ · n dΓ = 0 on ΓRDN , (3.17b)
Rλ∇λ · n = −
∫ T
0















∇µ · n dΓ = 0 on ΓRDN , (3.18b)







n dt on ΓI. (3.18c)
In writing (3.17) and (3.18), we adopted the TN scheme for regularizing the
solutions. If the TV regularization were to be used instead, the first terms in
(3.17a) and (3.18a) are modified3, and the control problems now read
−Rλ ∇ ·
[



















dt = 0 in ΩRD.
(3.20)
We remark that the TV scheme leads to a nonlinear operator in the control
equations, as opposed to the Laplacian operator that results when TN regu-
larization is used.
3.5 The inversion process
As implied by (3.9), to satisfy the stationarity of L, all three problems
(state, adjoint, and control) must be solved. There are two possible solution
3See the details in Appendix C.
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strategies one could proceed with. The first strategy is a full-space method,
where one attempts to solve the coupled system simultaneously for all of the
state (u, S), adjoint (θu, θs), and control (λ, µ) variables. However, the
solution of the resulting KKT4 system is computationally expensive. Alter-
natively, and similarly to what was done in [60, 96], a reduced-space method,
in which the coupled system of PDEs are solved in the reduced space of the
control variables, is preferable. The procedure is iterative: we start with an
assumed initial spatial distribution of the control parameters (λ and µ) and
solve the state problem (3.1-3.2) for the state variables u and S. Then, we
solve the adjoint problem (3.13-3.14) to obtain the adjoint variables θu and θs
based on the state solutions (the adjoint problem is driven by the misfit, and
requires the state solutions to form the misfit). By doing so, we satisfy the









 ⇒ ∇cL = δcL, (3.21)
where the vanishing of the last term in the bracket leads to, as discussed
earlier, the control problem. Owing to (3.21), the term (δcL) can be seen
as the reduced gradient (∇cL), and can be incorporated into a gradient-based
scheme to update the control/material parameters. Specifically, a second-order
expansion of the Lagrangian L can be expressed, in general, as





4Upon discretization, the state, adjoint, and control problems lead to a system, commonly
known as Karush-Kuhn-Tucker (KKT) system.
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with ∆ck = ck+1 − ck. Here k denotes the k-th inversion iteration of the
material parameters. Thus, by ignoring the higher-order term implicating the
Hessian H, a gradient scheme can be used to compute the parameters ck+1
at the next iteration k + 1, using the parameters at the previous iteration ck
and the reduced gradient. We note that, owing to the satisfaction of the state
problem, the Lagrangian in (3.22) reduces to the objective functional (3.3).
This statement, however, is not rigorous: the state problem is satisfied in a
weak sense, whereas in the Lagrangian we have side-imposed the strong form
of the state problem. Thus, the Lagrangian, once the state problem has been
solved, reduces to the objective functional augmented by the residual of the
state problem. In adequately discretized problems, we expect the objective
functional to dominate over the state problem’s residual, and, thus, we justify
replacing the Lagrangian in (3.22) with the objective functional. Herein, to
iteratively update the material parameters ck = [ λ µ ]
T we use a conjugate
gradient method with inexact line search. Schematically, the inversion process
is captured in the flow chart shown in Fig. 3.2. We discuss next each chart
component in detail.
3.5.1 The state problem solution
























based on state and adjoint
-
Update ck via
the conjugate gradient method






















Figure 3.2: Flowchart of inversion process - reduced-space method
3.5.2 The adjoint problem solution
Owing to the similarity of the operators implicated in the state and
adjoint problems, we use a hybrid formulation for the adjoint problem (3.13)-
(3.14) too. To reduce notational congestion, we condense θu1 and θu2 in
(3.13-3.14) into θu, since θu1 and θu2 represent the same Lagrange multiplier












To obtain the variational form of the adjoint problem, we take inner products
of (3.13) with arbitrary weight functions w1(x), w2(x), and T(x), residing in
appropriate admissible spaces, and then integrate over the associated compu-
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tational domains ΩRD, ΩPML, and ΩPML, respectively. Along lines similar to
the state problem, the integration by parts is applied to the equilibrium-like




























































Next, we seek θu ∈ H1(Ω)×J satisfying θu|ΓPML
D
= 0, and θs ∈ L2(Ω)×J,
such that equation (3.24) holds for all w1 ∈ H1(Ω), w2 ∈ H1(Ω) satisfying
w2|ΓPML
D
= 0, and T ∈ L2(Ω). Recall that within the PML we use a mixed
method, where both θu(x, t) and θs(x, t) are treated as independent variables
that need to be approximated separately. Let the basis functions in Ξh ⊂
H1(Ω) and Υh ⊂ L2(Ω) be denoted by Φ and Ψ, respectively. The trial
functions θh
u
∈ Ξh × J and θhs ∈ Υh × J are spatially discretized as

























Similarly, the test functions w1 ∈ Ξh, w2 ∈ Ξh, and T ∈ Υh are expressed as






















Substituting the above approximants into (3.24) results in the following semi-
discrete form5
Madd̈ad +Cadḋad +Kaddad = Fad, (3.27)
where the mass-like, damping-like, stiffness-like matrices, the vector of nodal
unknowns (comprising θu and θs) and the load vector are defined in block-
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f r f i 0 0 0
]T
, (3.28e)
with r, i, and p representing regular (interior) domain, interface, and PML
domain, respectively. The various submatrices in the above expression are
constructible by using standard Lagrange polynomial approximations (see Ap-
pendix D). We remark that the adjoint problem matrices are the same as those
resulting from the state problem, modulo a sign reversal for the damping ma-
trix; that is
Mad = Mst, (3.29a)
Cad = −Cst, (3.29b)
Kad = Kst. (3.29c)
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The above identities lead to very cost-effective implementations since the as-
sembly process for the adjoint problem is avoided. Thus, at every inversion
iteration, one can perform the assembly corresponding to the state problem
and the resulting global system matrices become readily available for the ad-
joint problem. Therefore, the computational cost of the entire inversion process
is reduced, in addition to the savings gained by the symmetry of the system
matrices.
The obtained semi-discrete form is second-order in time. However, it
is a final-value problem that requires reverse marching along the time line. To
resolve the time integration, we employ a Newmark-β-like scheme (Algorithm
E.1) in which time marching is reversed6.
3.5.3 Material parameter updates (Control problem)
The first and second optimality conditions are automatically satisfied
once the state and adjoint problems are solved. However, the third optimality
condition is satisfied exactly only for the true/target material profile. Other
profiles result in non-vanishing control equations (3.17a) and (3.18a) (TN regu-
larization case, or, equations (3.19) and (3.20), in the TV regularization case).
We iteratively update the control parameters (λ and µ) so that the misfit
between the measured and computed responses reduces to a preset tolerance,
thereby allowing the third optimality condition to be satisfied. To this end,
we use a conjugate gradient method with inexact line search and make use
6See Appendix E for details.
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of the information stored in the reduced gradient (∇cL). Since there are two
control/material parameters, the continuous forms of the associated reduced













dt in ΩRD, (3.31)
whereas, in the case of TV regularization, they become
∇λL = −Rλ ∇ ·
[





(div θu1)(divu) dt, (3.32)
∇µL = −Rµ ∇ ·
[











In the above, the reduced gradients are restricted to ΩRD. In the implementa-
tion, ∇λL and ∇µL are evaluated at each nodal point. Specifically: using the
discrete solutions of the state and adjoint problems, the time integral in the
above expressions is trivially computed. On the other hand, the first terms
(the Laplacian operator in the TN case, and the nonlinear operator in the TV
case) of the reduced gradients are evaluated by second-order accurate finite-
difference schemes. The resulting discrete reduced gradients are then used to
iteratively update the nodal values of λ(x) and µ(x), the details of which are
discussed below.
7∇λL and ∇µL are the left-hand-sides of the control equations.
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3.5.3.1 Conjugate gradient method
To fix ideas, we review first the basic steps of the conjugate gradi-
ent method. The method is widely used to solve unconstrained optimization




where Rn denotes an n-dimensional Euclidean space and f : Rn → R is a
continuously differentiable nonlinear function. The iterative evolution of x in
the context of the conjugate gradient method can be cast as:
xk+1 = xk + αkdk, k = 1, 2, . . . (3.35)
where k is an iteration counter, xk+1 is the updated iterate, αk is a step length
obtained by carrying out a line search, and dk is a search direction defined by
dk =
{
−gk k = 1,
−gk + βkdk−1 k ≥ 2.
(3.36)
Here, βk is a scalar parameter and gk = ∇f(xk)T is a column gradient vector8
at xk. Various conjugate gradient methods are possible depending on the
8The gradient operation produces a row vector.
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choice of the parameter βk; a few well-known choices for βk are
βHSk =
































where ‖·‖ denotes Euclidean norm. The corresponding methods in (3.37)
are the Hestenes-Stiefel (HS) [83], Fletcher-Revees (FR) [66], Polak-Ribiére-
Polyak (PRP) [130, 131], Conjugate Descent (CD) [65], Liu-Storey (LS) [113],
Dai-Yuan (DS) [53] and Hager-Zhang (N) [77], respectively.
The search direction dk is guaranteed to be a descent direction of f(x)
at xk provided that g
T
k dk < 0. For global convergence, dk is required to satisfy
the sufficient descent condition
gTk dk ≤ − c‖gk‖2, (3.38)
where c > 0 is a constant. The convergence behavior of conjugate gradient
methods under several line searches (i.e., strong Wolfe, standard Wolfe, Gold-
stein, Armijo) has been extensively studied in the literature (e.g., [1, 51, 143,
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161, 169–171, 174–176]). A few of these methods (FR, DY and CD) are shown
to have good theoretical convergence properties, although, in practice, they
suffer due to the progressive contamination of dk, whereas others (PRP, HS
and LS) may not be guaranteed to always converge, but perform better in
practice. To overcome these issues, several hybrid methods have been pro-
posed that combine the desired features of each method [52, 71, 86, 157]. A
restart strategy
dk = −gk if k mod m = 0, (in general; m = 15), (3.39)
is used in most methods to avoid polluting the search direction by round-off
errors and inaccurate step length determination. A comprehensive review of
nonlinear conjugate gradient methods is available in [78].
Based on the above discussion, we discuss next a procedure for the




we cast the iterative evolution of λ and µ in the context of the conjugate
gradient method as










9λ and µ are nodal material parameter vectors.
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where k = 1, 2, . . ., (αλk , α
µ





the associated search directions defined by
dλk =
{
−gλk k = 1,




−gµk k = 1,
−gµk + βµkdµk−1 k ≥ 2.
(3.42b)
Here,
gλk = (∇λL)k, (3.43a)
gµk = (∇µL)k, (3.43b)
are the discrete reduced gradients10 at λk and µk, respectively.
At each iteration step, we evaluate the discrete reduced gradients after
solving sequentially the state and adjoint problems. Then, we compute the
search directions, and determine reasonable step lengths (which we discuss
in the next section in detail). Once we achieve adequate reductions in the
objective functional (3.3), we update the material property vectors λk and µk,
and progress to the next iteration.
3.5.3.2 Line search
In the following, we discuss the principles of line search by considering
a generic function f(x). Once a proper decent direction dk is determined, the
10The discrete reduced gradients are computed at each node, and their values are stored
as column vectors.
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next step is to decide how far to move along that direction. One strategy is
to seek an optimal step size αk such that for a generic function f(x)
min
αk∈R
f(xk + αkdk), αk > 0. (3.44)
The exact line search optimizes the step length and, thus, guarantees sufficient
descent. However, to find a local minimizer (let alone a global minimizer)
requires multiple evaluations of the objective function and its gradient, which
is computationally expensive. Even if αk is a global minimizer of f(xk+1), it
produces only an iterate xk+1 in the inversion process that may still be far
from the target solution. A better practical strategy is to perform an inexact
line search to compute a step length that achieves adequate reduction of the
objective function f . A well-known inexact line search is the Wolfe line search
[165, 166]. The strong Wolfe conditions are expressed as
f(xk + αkdk)− f(xk) ≤ δ αk gTk dk, (3.45a)
|g (xk + αkdk)T dk| ≤ |σ gTk dk|, (3.45b)
with 0 < δ < σ < 1, and the standard Wolfe conditions are
f(xk + αkdk)− f(xk) ≤ δ αk gTk dk, (3.46a)
g (xk + αkdk)
T dk ≥ σ gTk dk. (3.46b)
The first inequality in both conditions ensures the sufficient decrease of f along
dk with a step size αk. The second inequality, called the curvature condition,
excludes unsuitably short steps by incorporating gradient information. Sim-
ilarly to Wolfe conditions, there exists the Goldstein conditions [76], stated
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as
f(xk) + (1− δ)αkgTk dk ≤ f(xk + αkdk) ≤ f(xk) + δ αk gTk dk, (3.47)
with 0 < δ < 0.5.
Another widely adopted and easy to implement inexact line search is
the Armijo line search [3]
f(xk + αkdk)− f(xk) ≤ δ αk gTk dk, (3.48)
in which αk is chosen to be the largest of {α, αρ, αρ2, . . .}, where α > 0 is an
initial step length, ρ ∈ (0, 1) is a contraction factor, and δ ∈ (0, 1) is a constant
parameter (in practice, δ is chosen to be quite small). Notice that the Armijo
line search is actually the first Wolfe condition. However, the second condition
is rendered obsolete by creating a set of candidate step lengths, and choosing
the largest one that satisfies the sufficient descent condition. The sequential
contraction of the step size is referred to as the backtracking procedure. As
depicted in Algorithm 3.1, the initial step length α is scaled down by ρ until
the sufficient decrease condition is satisfied. After a finite number of trials the
condition holds, and the line search is terminated by setting αk = α.
Here, we too adopt an Armijo-like line search for both λk and µk.
However, instead of enforcing sufficient decrease on the Lagrangian L, we favor
the use of the objective functional F instead, simply because the side-imposed
PDEs vanish in a weak sense and minimizing L becomes nearly equivalent to
minimizing F (we have found this to be a more robust choice than enforcing
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Algorithm 3.1 Armijo line search with backtracking procedure
1: procedure Armijo-Backtracking(α) ⊲ α: initial step length
2: Choose ρ, δ ∈ (0, 1) ⊲ e.g., ρ = 0.5, δ = 10−10
3: while
{
f(xk + αdk)− f(xk) > δ α gTk dk
}
do ⊲ insufficient decrease
4: α← ρα ⊲ reduce step size
5: end while
6: αk ← α
7: end procedure
the Armijo condition on the Lagrangian). Thus, we force sufficient decrease

















where δλ = δµ = 10−10. If the above inequality is not satisfied, a backtracking
procedure (Algorithm 3.1) is followed by contracting the associated step size
(αλk and/or α
µ
k). Specifically, the step sizes for λk and µk are determined
independently since each has its own search direction. We summarize the entire
inversion process (Fig. 3.2) discussed thus far in Algorithm 3.2. Though not
included in Algorithm 3.2, we also use continuation schemes to further alleviate
the solution multiplicity. The implementation details of these continuation
schemes are discussed next.
3.5.4 Continuation schemes
Inverse problems suffer from solution multiplicity. Imposing regular-
ization over the control parameters helps to alleviate the ill-posedness and
associated solution multiplicity. However, one needs to bring in additional
remedies to improve the solution quality. We discuss next two such remedies
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Algorithm 3.2 Inversion process for material profile reconstruction
1: procedure MPR(λo, µo) ⊲ initial guesses
2: Choose ρ, δλ, δµ ⊲ e.g., ρ = 0.5, δλ = δµ = 10−10
3: Set convergence tolerance tol ⊲ e.g., tol = 10−12
4: k ← 0 ⊲ k: iteration counter
5: Set Fk ← tol + 1 ⊲ Fk denotes F(λk,µk)
6: while {Fk > tol} do
7: Solve the state problem for (u,S) ⊲ eq. (3.1-3.2)
8: Solve the adjoint problem for (θu,θs) ⊲ eq. (3.13-3.14)
9: Evaluate the discrete reduced gradients
10: gλk ← (∇λL)k ⊲ eq. (3.30) for TN, eq. (3.32) for TV
11: gµk ← (∇µL)k ⊲ eq. (3.31) for TN, eq. (3.33) for TV
12: Compute the search directions dλk and d
µ
k ⊲ eq. (3.31)
13: αλ ← sλ mean[dλk ]−1 ⊲ initial step size for λ
14: αµ ← sµ mean[dµk ]−1 ⊲ initial step size for µ
15: while
{








16: αλ ← ραλ if
[
Fk+1 − Fk > δλαλ(gλk)Tdλk
]
17: αµ ← ραµ if
[
Fk+1 − Fk > δµαµ(gµk )Tdµk
]
18: end while
19: αλk ← αλ
20: αµk ← αµ
21: Update the material property vectors λk and µk ⊲ eq. (3.41)




that aid the inversion process in reconstructing high-quality material profiles.
3.5.4.1 Regularization factor continuation
The amount of penalty placed on the gradients via the regularization
factors Rλ and Rµ is critical, since the inversion process depends on the re-
duced gradients. Though there are various developments for choosing the
regularization factor intelligently (e.g., L-curve [79, 119]), a fixed value for Rλ
and Rµ can also be used. Here, we favor adjusting the regularization factor
dynamically so that it penalizes high-frequency material oscillations initially,
but as iterates evolve, relaxes the imposed penalty in order to be able to refine
target profiles. To address the manner by which the regularization factors
are continuously updated, we first recast the continuous form of the reduced
gradients (3.30 - 3.33) as
∇iL = −Ri K − F, (3.50)
where the subscript i refers to either of the two control/material parameters
λ or µ, K corresponds to the part of the reduced gradient stemming from
the regularization, and F corresponds to the part that originates in the side-
imposed PDEs. Once discretized, K and F denote n-dimensional vectors with
n being the number of nodal unknowns in ΩRD. Representing each vector as








11We employ the definition of a unit vector: n = v‖v‖ , ∀v ∈ Rn.
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where ‖·‖ denotes the Euclidean norm, and nj is the unit vector along j.
Equation (3.51) shows explicitly that the discrete reduced gradient, which
drives the conjugate gradient method, is the weighted average of the gradient
information coming from the regularization term (K), and the side-imposed
PDEs (F). Depending on the weight, i.e., the factor in front of nK, we decide on
what controls the search direction of the conjugate gradient method. Having a
weight that is too small produces high-frequency fluctuations, and the inversion
process suffers from solution multiplicity. By contrast, placing too much weight
on the regularization smoothens the reconstructed material profile by over-
penalizing the gradients. Therefore, nK needs to be scaled continuously so
that it regularizes nF without hindering the overall search direction. This can




‖F‖ = ℘, (3.52)




‖K‖ , 0 ≤ ℘ ≤ 1, (3.53)
at each iteration. By this continuation scheme, the regularization factor can
take a large value at the beginning of the inversion process (to narrow down
the initial feasibility space of the solution), and it is continuously reduced as
iterations progress so as to enable refinement of the target profiles.
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3.5.4.2 Source-frequency continuation
In the source-frequency continuation scheme, we start the probing with
a signal having a low-frequency content, and increase the content frequency
in subsequent iterations, until convergence. The key idea is that a low-
frequency excitation typically allows for a rough resolution of the material
profile, whereas an excitation with higher-frequency components fine-tunes
the profile. In practice, we need only a few probing signals to arrive at a con-
verged profile. Starting with the lowest source frequency, the inversion process
is let to converge to a profile that captures the overall spatial variability of the
material parameters in a rather crude way. Next, we feed this coarse profile as
an initial guess to the inversion process driven by the next higher frequency
in the sequence, and let again the optimizer to arrive at a converged profile.
The process is repeated for all the probing signals.
In practice, source-frequency and grid continuation schemes are jointly
implemented since one complements the other. Typically, one starts the in-
version process with a coarse grid probed by a low-frequency excitation. The
converged profile is, then, projected onto a finer grid, and used as an initial
guess in the inversion for the next higher source frequency in the sequence.
In general, five distinct frequencies, each resolved by a different resolution
mesh, are enough to reconstruct high quality material profiles. Consequently,
the amount of computational time spent in early iterations is reduced dra-




To test the proposed inversion scheme, we discuss next numerical exper-
iments, involving arbitrarily heterogeneous hosts and synthetic data. The first
example is a fictitious medium that has material properties varying smoothly
with depth. We use the first example to discuss various aspects of the inversion
process. Example 2 involves a horizontally-layered medium, and we use it to
discuss the effect of the regularization schemes in the presence of sharp layer
interfaces. The last example focuses on a layered medium with an embedded
inclusion in an effort to implicate arbitrary heterogeneity.
3.6.1 Example 1 - smoothly-varying heterogeneous medium
We consider first a heterogeneous half-plane with constant density ρ =
2000 kg/m3 and constant Poisson’s ratio ν = 0.25 (both assumptions are
physically consistent for near-surface deposits). We reduce the half-plane,
through truncation, to a 45m × 45m computational domain, surrounded on
its sides and bottom by a 5m-thick PML, as shown in Fig. 3.3(a). The soil
profile varies smoothly with depth; specifically, we define the spatial variation
of the Lamé parameters as














The material interfaces were extended horizontally into the PML, thereby,
avoiding sudden material changes at the interface between the PML and the
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regular domain. The PML and regular domains were discretized12 by square
elements with an element size of 0.5m. We used a quadratic-quadratic pair
for the displacements and stresses, whereas the material properties λ and µ
were approximated linearly. The discretization resulted in a 10-cell-thick PML
with a quadratic attenuation profile (m = 2). The parameters βo and αo of the
attenuation and scaling functions were set to 500 m/s and 0.75, respectively.
To recover the target material profiles depicted in Figs. 3.3(c) and
3.3(d), we apply a Gaussian pulse13 point loads at every grid point (uniformly
distributed with 0.25m spacing) on the surface of the regular domain, with a
maximum frequency of fr = 40 Hz and amplitude of 50 kPa (Fig. 3.4). The
receivers that measure the displacement response u(x, t) were also located at
every grid point on the surface resulting in 179 receiver locations (excluding
the PML-regular domain interface). Using a time step of 0.001 seconds, we let
the forward problem run for 1.0 seconds under the target material profile, but
using a different (refined) mesh, in order to obtain the synthetic data at the
sensor locations.
Before attempting simultaneous inversion for both λ and µ, we start
with two separate experiments of single-parameter inversion: the first is to
invert for µ assuming λ is a priori known, and vice versa. To this end, the
inversion procedure outlined in Algorithm 3.2 has been used by shutting down
12We used 0.5m× 0.5m 8-noded serendipity elements.
13Tp(t) = −50 exp− (t−µ̄)
2
σ̄2










cs = 200 ∼ 250 m/s
λ = 80 ∼ 125 MPa
µ = 80 ∼ 125 MPa
(a) Geometry


















































Figure 3.3: A PML-truncated semi-infinite domain in two dimensions
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Figure 3.4: Excitation time signal and its Fourier spectrum
the evolution of either λ or µ, respectively. We favor TN regularization, and
implemented the regularization factor continuation scheme described in section
3.5.4.1. For both experiments, we provide the variation of the response misfit
with respect to the number of inversion iterations, however we remark that
the total number of iterations cannot be a measure of convergence since the
decay rate of the response misfit (i.e. convergence) depends highly on the step
lengths (αλk and α
µ
k) used in the conjugate gradient method.
In the first experiment, we assume λ to be a priori known and we fix it
to the target profile; we start the inversion process for µ with a homogeneous
initial guess of 80 MPa. The reconstructed µ is shown in Fig. 3.5(b) and is
almost identical to the target µ. Figures 3.5(c), 3.5(d), and 3.5(e) compare
target cross-sectional profiles of µ with the reconstructed ones at x = 0m, 7m,
and 14m, respectively. The agreement is excellent. As shown in Fig. 3.5(f),
the response misfit (i.e., difference between measured and computed responses
at receiver locations) was reduced from its initial value of 0.398 × 10−4 down
to 0.714× 10−9, that is, less than 0.0018% of the initial misfit. The inversion
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process achieved almost 5 orders of magnitude reduction in the response misfit.
In the second experiment, we fix µ to the target profile, and start the
inversion process for λ only with, again, a homogeneous initial guess of 80
MPa. Figure 3.6 depicts the accurately reconstructed λ, which is practically
indistinguishable from the target λ. Figures 3.6(c), 3.6(d), and 3.6(e) compare
target cross-sectional profiles of λ with the reconstructed ones at x = 0m,
7m, and 14m, respectively; the agreement is again excellent. In Fig. 3.6(f),
the response misfit is shown to have been reduced from its initial value of
0.136 × 10−5 to 0.428 × 10−10, that is, less than 0.0032% of the initial misfit.
As in the previous experiment, the inversion process achieved almost 5 orders
of magnitude reduction in the response misfit. However, we remark that the
initial value of the response misfit in the first experiment (inversion for µ) is, at
least, one order of magnitude larger than the misfit’s initial value in the second
experiment (inversion for λ). The disparity clearly demonstrates that the
objective functional is unequally sensitive to the material properties λ and µ,
and accordingly, one should expect difficulties while inverting simultaneously
for both λ and µ.
Encouraged by the single-parameter inversion results, we turn next to
the simultaneous inversion for both Lamé parameters. We start the inversion
process with a homogeneous profile that has both λ and µ set to 80 MPa.
We use the regularization factor continuation scheme described earlier, and
following the procedure described in Algorithm 3.2, we reconstruct the ma-






















































(c) µ profile at x = 0m












(d) µ profile at x = 7m












(e) µ profile at x = 14m

























(f) Variation of response misfit during the inversion process
Figure 3.5: Single-parameter inversion for µ only, when λ is held to the target;









































(b) µ (a priori known)












(c) λ profile at x = 0m












(d) λ profile at x = 7m












(e) λ profile at x = 14m

























(f) Variation of response misfit during inversion process
Figure 3.6: Single-parameter inversion for λ only, when µ is held to the target;
inversion terminated after 360 iterations
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profiles, whereas the center and bottom rows correspond to simultaneous two-
parameter inversion results obtained by using the TN and TV regularization
schemes, respectively. As previously stated, both regularization schemes are
expected to be successful in recovering the smooth target profiles, and indeed,
this is the case for µ. However, we remark that the spatial variability of µ is
captured much more accurately than the spatial variability of λ. This peculiar-
ity has also been reported in [61]. One possible explanation is the sensitivity
of the objective functional to the elastic parameters λ and µ: by construction,
the updates for µ are driven by gradient operators in the µ-control problem
(see time integral in either (3.31) or (3.33)), whereas, by contrast, the updates
on λ are based on divergence operators in the λ-control problem ((3.30) or
(3.32)). The gradient operator incorporates richer information on the spatial
variability of u(x, t) than the uncoupled smoothing divergence operator. As a
result, µ evolves towards the target profile faster than λ: in all of the numeri-
cal experiments we conducted, it appears that the convergence of λ is always
lagging behind µ.
Figure 3.8 compares the inverted profiles against the target profile at
the x = 0m, 7m, and 14m cross-sections of the domain. In solutions of full
waveform inversion problems in finite domains, it is common that the central
part (x = 0m) of the domain is better illuminated by surface loads, as evident
from Fig. 3.8(d). Since the reconstructed λ moves towards the target slowly,
the quality reduces in the proximity of the truncation interfaces on both sides.


























































































































Figure 3.7: Simultaneous inversion for the Lamé parameters using Algorithm
3.2; convergence after 278 iterations (TN), and 280 iterations (TV)
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larger deviations from the target, as can be seen in Figs. 3.8(e) and 3.8(f).
Lastly, Fig. 3.9 depicts the variation of the response misfit with number of
iterations. Using the TN and TV regularization schemes, the response misfit
is reduced from its initial value of 0.576 × 10−4 down to 0.121 × 10−7 and
0.129×10−7 respectively, that is, less than approximately 0.022% of the initial
misfit. Despite the unequal sensitivity to Lamé parameters, the inversion
process could still achieve 3 orders of magnitude reduction in the response
misfit.













(a) λ profile at x = 0m













(b) λ profile at x = 7m













(c) λ profile at x = 14m













(d) µ profile at x = 0m













(e) µ profile at x = 7m













(f) µ profile at x = 14m
Figure 3.8: Cross-sectional profiles for simultaneously inverted Lamé param-
eters using Algorithm 3.2; convergence after 278 iterations (TN), and 280
iterations (TV)
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Figure 3.9: Variation of response misfit during simultaneous inversion process
To better observe how λ lags behind µ during the inversion process,
we present in Fig. 3.10 the snapshots of λ and µ at five different iterations
(i.e., 30, 60, 90, 120, and 278 (the converged profile)) when TN regularization
is used. There are two key observations that emerge from this figure: first,
the convergence pattern of λ is strikingly different than that of µ. At the
beginning of the inversion process, λ fails to detect a proper velocity-gradient,
whereas µ almost instantly discloses the property-gradient of the target profile.
As a result, λ converges very slowly and falls behind µ. Secondly, µ seems to
converge towards the target profile without being hindered by a low quality
λ, which implies that the objective functional is less sensitive to variations of
λ. However, we note that when µ gets very close to the target, its profile may
gradually deviate in an attempt to compensate for λ, while still reducing the
misfit.
To tackle the apparent difficulty, we propose a scheme where the search
directions of λ are biased by the search directions of µ during the early stages
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Figure 3.10: Evolution snapshots of λ (left column), and µ (right column)
during simultaneous inversion using the TN regularization
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of the inversion process. The key idea behind this is to let λ know about the
spatial structure (contours) of µ and update itself with a similar pattern; after
all, the physics dictate that both λ and µ profiles should look similar. Since
the spatial update pattern of µ is embedded in the n-dimensional unit search
direction vector, we use a weighted average of unit λ- and µ-search directions
for the evolution of λ. To implement, Algorithm 3.2 needs an extra step after
line 12. As depicted in Algorithm 3.3, the new biased search direction of λ
is still scaled by the L2-norm of the original λ-search direction. Initially, we
assign full weight (W = 1) on µ, but as iterates evolve the weight is reduced
down to zero (W = 0), thereby letting λ evolve on its own. Once the updates
on µ numerically vanish (µ has converged), we stop the evolution of µ, and
continue the inversion process with λ only.
Algorithm 3.3 A patch to bias the λ-search directions
procedure MPR(λo, µo) ⊲ initial guesses
. . .
while {Fk > tol} do
. . .
12: Compute the search directions dλk and d
µ
k ⊲ eq. (3.31)










⊲ new biased dλk
14: αλ ← sλ mean[dλk ]−1 ⊲ initial step size for λ




The advantages of the proposed approach are multi-fold: first, we pre-
vent λ from lagging behind µ at the early stages of inversion by biasing its
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search direction. Secondly, when the weight W goes to zero, λ starts its
evolution from an inversion step that structurally matches µ. Therefore, the
simultaneous inversion of λ and µ has now better chances of converging to the
target. Thirdly, an up-to-date (i.e., not lagging behind) λ profile allows the
reconstructed µ to further improve its quality. Once the updates on µ numer-
ically vanish, we stop the evolution of µ and continue the inversion process
with λ only. Hence, in this manner, we also provide a second chance for λ to
keep up with µ and improve further on its profile.
Figure 3.11 shows the recovered Lamé parameters using the biased si-
multaneous inversion approach described in Algorithm 3.2 enhanced with the
patch 3.3. By contrast to the results shown in Fig. 3.7, now both Lamé pa-
rameters are satisfactorily inverted. The proposed modification improved the
quality of λ under both regularization schemes. As evident also from the
cross-sectional profiles depicted in Figs. 3.12 and 3.13, the enhanced inver-
sion scheme did an excellent job in capturing the smoothly-varying target µ
profile and dramatically improved the reconstructed λ profile. In addition,
the number of iterations was reduced, especially during the early stages of the
inversion process.
3.6.2 Example 2 - layered medium
As shown in Fig. 3.14(a), we consider next a 45m × 45m layered
medium surrounded by 5m-thick PML on its sides and bottom with constant


























































































































Figure 3.11: Simultaneous inversion for the Lamé parameters using the bi-
ased -directions Algorithm 3.3; convergence after 70 iterations (TN), and 180
iterations (TV)
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(a) λ profile at x = 0m













(b) λ profile at x = 7m













(c) λ profile at x = 14m













(d) λ profile at x = 21m
Figure 3.12: λ cross-sectional profiles obtained with the biased -directions in-
version Algorithm 3.3
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(a) µ profile at x = 0m













(b) µ profile at x = 7m













(c) µ profile at x = 14m













(d) µ profile at x = 21m
Figure 3.13: µ cross-sectional profiles obtained with the biased -directions in-
version Algorithm 3.3
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spatial variation of the Lamé parameters as






80 MPa, for − 12m ≤ y ≤ 0m,
101.25 MPa, for − 27m ≤ y < −12m,
125 MPa, for − 50m ≤ y < −27m.
(3.55)
As in Example 1, the material interfaces were extended horizontally into the
PML. The PML and regular domains were discretized by quadratic quadri-
lateral elements with an element size of 0.5m. We used a quadratic-quadratic
pair for the displacements and stresses, whereas the material properties λ and
µ were approximated linearly. The discretization resulted in a 10-cell-thick
PML (as in Example 1, we set m = 2, βo = 500 m/s, and αo = 0.75).
To illuminate the domain, we apply a Gaussian pulse point load at ev-
ery grid point (uniformly distributed with 0.25m spacing) on the surface of the
regular domain. The receivers that measure the displacement response u(x, t)
were also located at every grid point on the surface resulting in 179 receiver
locations. Using a time step of 0.001 seconds, we let the forward problem run
for 1.0 seconds under the target material profile, but using a different (refined)
mesh to create the synthetic data that will drive the inversion. In this exam-
ple, we use a source-frequency continuation scheme according to which a few
time signals with different frequency content are used to probe the domain,
thereby creating a set of, seemingly, uncoupled inversion problems. We start
the inversion process with a low-frequency source and feed the converged re-
constructed λ and µ profiles as initial guesses to the problem excited with a
higher-frequency source. This procedure was repeated as many times as the











cs = 200 m/s
λ = µ = 80 MPa
cs = 225 m/s
λ = µ = 101.25 MPa
cs = 250 m/s
λ = µ = 125 MPa
(a) Geometry





















































Figure 3.14: A PML-truncated horizontally-layered semi-infinite domain in
two dimensions
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different Gaussian pulses with maximum frequencies ranging from 10 Hz to 40
Hz, as shown in Fig. 3.15.






















fmax = 10 Hz
fmax = 20 Hz
fmax = 30 Hz
fmax = 40 Hz


























fmax = 10 Hz
fmax = 20 Hz
fmax = 30 Hz
fmax = 40 Hz
Figure 3.15: Gaussian pulses and their Fourier spectrum
Following the inversion procedure outlined in Algorithm 3.3 endowed with the
regularization factor continuation, we reconstruct the material profiles shown
in Figs. 3.16 and 3.17 using the TN and TV regularization schemes, respec-
tively. In each figure, the first row displays the reconstructed profiles when the
domain was probed by a source signal with fmax = 10 Hz. These profiles were
fed as an initial guess to the next problem in the sequence, where the probing
source now increased to fmax = 20 Hz. Upon inversion, we obtained the pro-
files presented in the second row. Continuing in this manner, we obtained the
converged reconstructed profiles for λ and µ shown in the last row correspond-
ing to a source with fmax = 40 Hz. The effect of source-frequency continuation
is clearly visible: increasing the source frequency results in refinement of the
recovered profiles. Here, the refinement is in the form of localization and
sharpening of the layer interfaces, which has been achieved quite satisfactorily









































































































































































(h) µ (fmax = 40 Hz)
Figure 3.16: Simultaneously inverted Lamé parameters using Algorithm 3.3
and TN regularization; 10 Hz source (105 iterations); 20 Hz source (124 iter-









































































































































































(h) µ (fmax = 40 Hz)
Figure 3.17: Simultaneously inverted Lamé parameters using Algorithm 3.3
and TV regularization; 10 Hz source (145 iterations); 20 Hz source (180 iter-
ations); 30 Hz source (205 iterations); and 40 Hz source (255 iterations)
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Figure 3.18 compares the inverted profiles with the target profile at the
x = 0m, 7m, and 14m cross-sectional lines of the domain. The agreement is
excellent for the µ profiles, whereas the λ profiles seem to fluctuate around
the target even with the proposed biased-directions inversion algorithm. We
are inclined to blame the objective functional being less-sensitive to λ, since
varying λ has a mild effect on the misfit provided that it captures, in an
average sense, the target profile. As stated in the earlier discussions, the TV
regularization scheme is expected to perform better than the TN regularization
in recovering the sharply-varying target profiles, and indeed, this is the case
here, especially with the reconstructed µ profiles. One may sharpen the layer
interfaces further by increasing the source-frequency content.
In Fig. 3.19, the response misfit was reduced from its initial value of
0.134 × 10−2 down to 0.819 × 10−7 and 0.662 × 10−7 for the TN and TV
regularizations, respectively; this corresponds to about 0.006% and 0.005%
of the initial misfit, respectively. Similar to the reduction obtained in the
single-parameter inversion experiments, the inversion process achieved almost
5 orders of magnitude reduction in the response misfit. Since the TV reg-
ularization captures the sharp layer interfaces better, the final value of the
corresponding misfit is lower than the one attained by the TN regularization.
We are also interested in the quality of the compressional and shear
wave velocity profiles one could obtain on the basis of the converged λ and µ
profiles. The two velocities are the two most commonly used parameters in
195














(a) λ profile at x = 0m














(b) λ profile at x = 7m














(c) λ profile at x = 14m














(d) µ profile at x = 0m














(e) µ profile at x = 7m














(f) µ profile at x = 14m
Figure 3.18: Cross-sectional profiles for simultaneously inverted Lamé param-
eters using Algorithm 3.3
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fmax = 10 Hz
fmax = 40 Hz
fmax = 80 Hz
fmax = 120 Hz
(a) TN regularization




















fmax = 10 Hz
fmax = 40 Hz
fmax = 80 Hz
fmax = 120 Hz
(b) TV regularization
Figure 3.19: Variation of response misfit during the simultaneous inversion
endowed with the source-frequency continuation scheme
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Figure 3.20 shows the velocity profiles computed via the above expressions
from the converged Lamé parameter profiles. A clear benefit of plotting the
velocities instead of the Lamé parameters is that cp depends weakly on λ and is
mostly dominated by µ (contrast the weight of µ to λ in the above expression).
Therefore, not surprisingly, both velocity profiles seem to be recovered as well
as µ. To further support this observation, we provide in Fig. 3.21 a side-
by-side comparison of λ against cp at two cross-sections (at x = 0m and at
x = 14m). As expected, there is a difference between the two, with the cp
profile capturing the target better than what λ did. Overall, the fluctuations
in the reconstructed λ do not seem to affect cp discernibly.
3.6.3 Example 3 - layered medium with inclusion
We consider a layered semi-infinite domain with an elliptic inclusion
located inside a 45m × 45m domain of interest truncated by a 5m-thick PML,
as depicted in Fig. 3.22. The density and Poisson’s ratio are assumed to be
constant and taken as ρ = 2000 kg/m3 and ν = 0.25, respectively. We define
the spatial variation of the Lamé parameters as










320 MPa, for − 15m ≤ y ≤ 0m,
500 MPa, for − 30m ≤ y < −15m,
720 MPa, for − 50m ≤ y < −30m,






















































































(d) cs (m/s) (TV)
Figure 3.20: Velocities computed from the reconstructed Lamé parameters











































(b) λ vs. cp profile at x = 14m
Figure 3.21: Comparison of cross-sectional profiles using λ (on the left), and
cp (on the right)
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As in Examples 1 and 2, the material interfaces were extended horizontally into
the PML. The PML and regular domains were discretized by linear quadri-
lateral elements with an element size of 0.5m. We used a linear-linear pair
for the displacements and stresses, and linear approximations for the material
properties λ and µ. The discretization resulted in a 10-cell-thick PML (as in
previous examples, we set m = 2, βo = 500 m/s, and αo = 0.75).
To recover the target material profiles shown in Figs. 3.22(b) and
3.22(c), we use a source-frequency continuation scheme as in Example 2. How-
ever, here we used four distinct Gaussian pulses with fmax = 10, 40, 80, and
120 Hz, as shown in Fig. 3.23, to probe the domain. The receivers that measure
the displacement response u(x, t) were located at every grid point on the sur-
face resulting in 89 receiver locations. Using a time step of 0.001 seconds, we
let the forward problem run for 1.0 seconds under the target material profile,
but using a different (refined) mesh to arrive at the synthetic data.
Guided by the earlier discussions on sharply-varying profiles (Example
2), here we opted for using the TV regularization only. We initiated the
inversion process with a homogeneous medium that has λ = µ = 310 MPa,
and used the time signal associated with the lowest source frequency (fmax = 10
Hz) to probe the domain. Accordingly, we reconstructed the material profiles
shown in Figs. 3.24(a) and 3.24(b) corresponding to λ and µ, respectively.
The reconstructed profiles adequately capture the layering of the domain and
were able to localize the inclusion to some extent. Though the quality seems
rather poor, we note that the minimum wavelength in this setting was 40m,
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(d) Section profile at x = 8m










(e) Section profile at x = −12m
Figure 3.22: A PML-truncated layered semi-infinite domain with an elliptic
inclusion
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fmax = 10 Hz
fmax = 40 Hz
fmax = 80 Hz
fmax = 120 Hz

























fmax = 10 Hz
fmax = 40 Hz
fmax = 80 Hz
fmax = 120 Hz
Figure 3.23: Excitation time signals and their Fourier spectrum
which is almost equal to the domain size. To improve the resolution, the source
frequency should be increased so that the truncated domain can accommodate
several wavelengths. To this end, we fed these profiles as an initial guess to the
next problem, where the domain was excited by a Gaussian pulse with fmax =
40 Hz. The reconstructed λ and µ are shown in Figs. 3.24(c) and 3.24(d),
respectively. Two key observations in these figures are: (1) the inclusion is
localized and better delineated than before, and (2) the blurry layer interfaces
of Figs. 3.24(a) and 3.24(b) are now sharper by comparison.
Continuing along the same lines with the source-frequency continua-
tion scheme, we increased the source frequency to fmax = 80 Hz, fed the
previous reconstructed profiles as an initial guess, and obtained the inverted
profiles shown in Figs. 3.24(e) and 3.24(f). Again, we observe that increasing
the source frequency resolves the inclusion more clearly, and produces higher
quality profiles of λ and µ by further sharpening the layer interfaces. Lastly,
we probed the domain by a Gaussian pulse with fmax = 120, and reconstructed
the profiles depicted in Figs. 3.24(g) and 3.24(h), where further thinning of the
203
material interfaces has been achieved.
Figures 3.25 and 3.26 compare the inverted profiles with the target
profile at the x = −21m, −8m, 8m and 21m cross-sectional lines of the do-
main. It is apparent from these figures that both the layering and the inclu-
sion are recovered satisfactorily. Further improvements around the material
interfaces can be achieved either by using quadratic approximations for the
displacement-stress pair and/or the material properties, or by increasing the
source frequency. Lastly, Fig. 3.27 depicts the variation of the response misfit
with the number of iterations.
Motivated by the discussion on the velocities in the preceding example,
Fig. 3.28 provides the velocity profiles computed from the reconstructed λ and
µ shown in Figs. 3.24(g) and 3.24(h). Once again, both velocity profiles seem
to have been recovered as well as µ. We also provide a side-by-side comparison
of two cross-sectional profiles (at x = −8m and x = 8m) associated with λ

























































































































































(h) µ (fmax = 120 Hz)
Figure 3.24: Simultaneously inverted Lamé parameters using Algorithm 3.3
and TV regularization; 10 Hz source (225 iterations); 40 Hz source (275 iter-
ations); 80 Hz source (315 iterations); 120 Hz source (395 iterations)
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(a) λ profile at x = −21m













(b) λ profile at x = −8m













(c) λ profile at x = 8m













(d) λ profile at x = 21m
Figure 3.25: λ cross-sectional profiles for simultaneously inverted Lamé pa-
rameters using Algorithm 3.3
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(a) µ profile at x = −21m













(b) µ profile at x = −8m













(c) µ profile at x = 8m













(d) µ profile at x = 21m
Figure 3.26: µ cross-sectional profiles for simultaneously inverted Lamé pa-
rameters using Algorithm 3.3
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fmax = 10 Hz
fmax = 40 Hz
fmax = 80 Hz
fmax = 120 Hz









































Figure 3.28: Velocities computed from the reconstructed Lamé parameters
shown in the last row of Fig. 3.24
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(a) λ vs. cp profile at x = −21m


















(b) λ vs. cp profile at x = −8m


















(c) λ vs. cp profile at x = 8m
Figure 3.29: Comparison of cross-sectional profiles using λ (on the left), and




4.1 Summary and contributions
The purpose of this dissertation was to develop a full-waveform-based
inversion methodology in PML-truncated elastic media, suitable for geotech-
nical site characterization purposes, implemented directly in the time-domain,
using stress waves for probing, and driven by the measured response at re-
ceivers situated on the ground surface.
We have investigated and provided solutions for the two key issues
arising in this problem: (a) the numerical simulation of elastic wave motion in
PML-truncated arbitrarily heterogeneous semi-infinite media (forward prob-
lem), and (b) the reconstruction of the spatially-distributed material proper-
ties (λ and µ) of the same heterogeneous medium (inverse problem).
For the forward problem, we developed and implemented two new for-
mulations. First, a fully-mixed displacement-stress formulation in two dimen-
sions, based on a regularly-stretched and unsplit-field PML. Through the in-
troduction of auxiliary variables (stress memories), the resulting semi-discrete
forms are symmetric and second-order in time, thus greatly facilitating time
integration. We reported numerical simulations, involving both homogeneous
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and heterogeneous domains, demonstrating the stability and efficacy of the
approach. We then extended the fully-mixed approach to encompass ax-
isymmetric and three-dimensional domains, and reported on numerical re-
sults pertaining to axisymmetric media (we have not implemented the three-
dimensional case). In these latter cases, the resulting semi-discrete forms were
no longer second-order in time but third-order, requiring an extended integra-
tion scheme, which we provided herein. Secondly, in an effort to achieve further
computational savings, we improved on the earlier formulations by develop-
ing a hybrid formulation (mixed unsplit-field PML, coupled with a non-mixed
approach for the interior domain) that leads to optimal computational cost.
We provided the implementation details for two-dimensional PML-truncated
media, and showed that existing displacement-based codes can easily be modi-
fied to accommodate PMLs as a means of domain truncation. We numerically
studied the stability, efficacy, and cost-effectiveness of the hybrid formulation
in both homogeneous and heterogeneous media.
With respect to the inverse problem, we tackled the identification of the
soil’s material properties in terms of the Lamé parameters within a region of in-
terest resulting from the originally semi-infinite domain through truncation by
PMLs. We adopted a PDE-constrained optimization approach, and discussed
the implementation of the resulting first-order optimality conditions. These
gave rise to: a) a state problem that was treated by the hybrid method devel-
oped for the forward wave simulation; b) an adjoint problem that was treated
also with the hybrid method similarly to the state problem; and c) control
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problems that were used to update the material parameters, as described in
the preceding chapters.
We discussed continuation schemes for alleviating the solution multi-
plicity associated with the inverse problem. In particular, we discussed and
implemented a source-frequency continuation, and a regularization factor con-
tinuation scheme; the latter appears here for the first time in the particular
form used herein. The continuation schemes we deployed assisted the optimizer
in narrowing the initial feasibility space by presenting subsequent iterations
with improved initial guesses.
Lastly, we discussed our experience in reconstructing heterogeneous
profiles involving smoothly-varying profiles, as well as layered systems, and
layered media with embedded inclusions, in order to demonstrate the perfor-
mance of the proposed inversion approach. An important finding to emerge
from this study is that the objective functional is unequally sensitive to the
material properties λ and µ, and accordingly, one should expect difficulties
while inverting simultaneously for both λ and µ. This confirms previous find-
ings ([61]) and contributes additional evidence. To address it, we developed
and implemented a new search-direction biasing scheme that was shown to sig-
nificantly improve convergence, both in terms of the quality of the recovered
profiles, as well as in terms of the convergence speed.
Parts of the research reported herein have already been published or
are currently under review: these include references [88, 97, 102–107].
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4.2 Future research
We propose addressing specific issues in future research that escaped
the scope of this dissertation, but are viewed as important improvements in
the context of the inverse medium problem under consideration.
• Detailed parametric studies are strongly recommended for providing
proper guidance on the choice of the PML parameters entering the for-
ward wave simulations. The published literature is rather thin on the
topic. More information on these parameters would help one to estab-
lish a greater degree of accuracy on designing problem-specific, optimal
PMLs.
• In the context of the forward problem, the extension of the hybrid ap-
proach reported herein to the axisymmetric and three-dimensional cases,
though straightforward, is necessary for computational reasons, if inverse
problems implicating such domains are to be efficiently tackled.
• Though the computational cost of the forward problem is optimal in
terms of the total number of unknowns involved, the proposed implemen-
tation was strictly sequential. Here, even though linear system solutions
were provided by an efficient implementation of the SuperLU algorithm,
the computational cost per forward solution was strongly dominated by
the per-time-step cost. For inverse problem in three-dimensional do-
mains, it is imperative that a parallel solver be used, to reduce the per-
time-step cost.
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• The issue of varying sensitivity of the objective functional to λ and µ
is an intriguing one which could be usefully explored in an effort to
design more robust simultaneous inversion schemes. Once the difficul-
ties associated with two-parameter inversion are better understood and
tackled appropriately from a theoretical perspective rather than a prac-
tical workaround, one could bring in additional control parameters (e.g.
density, attenuation characteristics), and seek to address a much more
challenging multi-variable inversion that is better suited to realistic prob-
lems. In this context, alternative misfit norms should also be explored.
• The structure of the inversion scheme is modular and very flexible. Its
performance can be improved by introducing a nonlinear iterative solver
that would achieve convergence rates better than the conjugate gradient





Hybrid formulation semi-discrete form
The global system matrices described in condensed form in (2.129a-2.129b),




























Mrr 0 Mri 0 0 0 0 0 0 0 0 0
Mrr 0 Mri 0 0 0 0 0 0 0 0
Mii +Miia 0 M
ip
a 0 0 0 0 0 0 0
Mii +Miia 0 M
ip
a 0 0 0 0 0 0
Mppa 0 0 0 0 0 0 0
Mppa 0 0 0 0 0 0
−Nii1a Nii2a 0 −Nip1a Nip2a 0
−Nii1a 0 Nip2a −Nip1a 0
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−Nii1b Nii2b 0 −Nip1b Nip2b 0
−Nii1b 0 Nip2b −Nip1b 0






















































































































−Nii1c Nii2c 0 −Nip1c Nip2c 0
−Nii1c 0 Nip2c −Nip1c 0































































































































































































dΩ, i = 3.
(A.3e)









Φfi(x, t) dΩ, i = x, y. (A.3g)
The superscripts in the above matrices are used to display the partitions of
element submatrices. The ordering is done in such a way that the interior
domain nodes come first, followed by the interface nodes, and the PML nodes
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where el ∈ ΩPML. (A.4b)








where el ∈ ΩRD. (A.4c)
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Appendix B
On the 2nd optimality condition
We show here the technical details of obtaining the second optimality condi-
tion. The variations of L with respect to the state variables (u,S) are quite
involved. Here we derive δuL and δSL separately; they are added later to
obtain
δuL+ δSL = 0. (B.1)
B.1 Derivation of δuL












































































δu · (u− um) δ(x− xj) dΓmdt (B.3)




































θu1 · ρü dtdΩ. (B.4)
Next, we apply the Gauss divergence theorem2 and also use the definition of


































[ θu1 · ρu̇ ] |T0 −
∫ T
0



















· v = Av · u
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We apply integration by parts (the divergence identity) for the second time,












































{[θu1(x, T ) · ρδu̇(x, T )− θu1(x, 0) · ρδu̇(x, 0)]
−
[








δu · ρ ¨θu1 dtdΩ. (B.6)
We explicitly impose the initial conditions u(x, 0) = 0 and u̇(x, 0) = 0. Then,














































θu1(x, T ) · ρδu̇(x, T )− ˙θu1(x, T ) · ρδu(x, T )
}
dΩ. (B.7)
4I :A = tr(A)
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We turn next to equation (B.2c). Using integration by parts in time several




{ [θu2(x, T ) · ρaδu̇(x, T )− θu2(x, 0) · ρaδu̇(x, 0)]
−
[
˙θu2(x, T ) · ρaδu(x, T )− ˙θu2(x, 0) · ρaδu(x, 0)
]








ρa ¨θu2 − ρb ˙θu2 + ρcθu2
)
dtdΩ. (B.8)






ρaθu2(x, T ) · δu̇(x, T )− ρa ˙θu2(x, T ) · δu(x, T )








ρa ¨θu2 − ρb ˙θu2 + ρcθu2
)
dtdΩ. (B.9)




















θs :(∇u̇)Λ̃e + θs : Λ̃e(∇u̇)T
]
dtdΩ, (B.10)




















θsΛ̃e :(∇u̇) + θsT Λ̃e :(∇u̇)
]
dtdΩ. (B.11)
5C :(AB) = (CTA) :BT = (CBT ) :A
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Next, we apply the divergence identity, the Gauss divergence theorem for




































































· u̇ dtdΩ. (B.12)
Let θs
sym denote the symmetric part of θs, i.e. θs




















































· u̇ dtdΩ. (B.13)
Applying integration by parts in time and using the initial condition u(x, 0) =

































































+ λ div δu I
]
n dtdΓ (B.15)























































· δu(x, T )− ρaθu2(x, T ) · δu̇(x, T )







































































By splitting the boundary terms into sub-boundaries (ΓRD = ΓRDN ∪ ΓI and
ΓPML = ΓPMLN ∪ ΓPMLD ∪ ΓI), we can simplify further and group the boundary
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· δu(x, T )− ρaθu2(x, T ) · δu̇(x, T )










































B.2 Derivation of δSL










































By using the divergence identity, applying Gauss divergence theorem for vec-

























































[ θs : (D : bS) ] |T0 −
∫ T
0























Next, we make use of tensor transpose and tensor inner product identities.























(θu2 + θb2) ·
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|T0 + [ θs : (D : bS) ] |T0
−
[

























θs : (D : cS) dtdΩ. (B.20)
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Using the commutative and associative properties of inner product, the defi-



















(θu2 + θb2) ·
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|T0 + [ θs : (D : bS) ] |T0
−
[


















aθ̈s − bθ̇s + cθs
)






6D :S = 12µS − λ4µ(λ+µ) (I :S) I where the spatial dependence of λ and µ is omitted for
notational clarity
7A :(I :B)I = B :(I :A)I
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(θu2 + θb2) ·
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θs(x, T ) :
[
D : aδṠ(x, T )
]
+ θs(x, T ) : [D : bδS(x, T )]












aθ̈s − bθ̇s + cθs
)






Next, we combine (B.17) and (B.22) in order to obtain δuL+ δSL = 0. Since
the variations of the state variables (δu and δS) are arbitrary, the terms they
multiply have to vanish identically. There results the adjoint problem8
div
[
µ(∇θu1 +∇θu1T ) + λ div θu1 I
]
= ρ ¨θu1 on Ω







a ¨θu2 − b ˙θu2 + cθu2
)










+ Λ̃p (∇θu2)T on ΩPML × J
(B.23c)
















n = 0 on ΓPMLN × J
(B.24b)














n on ΓI × J
(B.24e)
θu1(x, T ) = 0, ˙θu1(x, T ) = 0 on Ω
RD
(B.24f)
θu2(x, T ) = 0, ˙θu2(x, T ) = 0 on Ω
PML
(B.24g)




θb1 = −θu1 on ΓRDN × J (B.25a)
θb2 = −θu2 on ΓPMLN × J. (B.25b)
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Appendix C
On the 3rd optimality condition
The variation of L with respect to the Lamé parameters results in
two control problems. Depending on the imposed regularization scheme, the
resulting control problems differ. Here, we provide the details on the derivation
of the λ- and µ-control problems.
C.1 TN regularization case
C.1.1 λ-control problem
We take variation of L with respect to λ over the interior domain only
since the Lamé parameters at the interface nodes are extended into the PML




















θb1 · (λ divu I)n dtdΓ, (C.1)
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θb1 · (δλ divu I)n dtdΓ. (C.2)
After applying integration by parts to the first term and decomposing ΓRD
































θb1 · (δλ divu I)n dtdΓ. (C.3)














δλ∇λ · n dΓ +Rλ
∫
ΓI






θu1 · (δλ divu)n dtdΓ. (C.4)
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Since the variation of δλ is arbitrary, the terms it multiplies vanish identically.









∇λ · n dΓ = 0 on ΓRDN , (C.5b)
Rλ∇λ · n = −
∫ T
0
θu1 · (divu)n dt on ΓI. (C.5c)
C.1.2 µ-control problem
Similarly, we take variation of L with respect to µ over the interior











































































After applying integration by parts to the first term and decomposing ΓRD












































































δµ∇µ · n dΓ +Rµ
∫
ΓI











n · θu1 dtdΓ. (C.9)
Since the variation of δµ is arbitrary, the terms it multiplies vanish identically.












∇µ · n dΓ = 0 on ΓRDN , (C.10b)







n dt on ΓI. (C.10c)
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C.2 TV regularization case
If we replace the TN regularization with the TV regularization in the






∇λ · ∇λ dΩ → Rλ δ
∫
ΩRD






∇µ · ∇µ dΩ → Rµ δ
∫
ΩRD
(∇µ · ∇µ+ ǫ) 12 dΩ, (C.12)








(∇µ · ∇µ+ ǫ)− 12 (∇δµ · ∇µ) dΩ. (C.14)






















(∇µ · ∇µ+ ǫ)− 12 ∇µ
]
dΩ. (C.16)
Replacing the first two terms in (C.3) and (C.8) by the above and proceeding
accordingly, one can obtain the λ- and µ-control problems associated with the
TV regularized least-squares misfit problem.
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Appendix D
Adjoint problem semi-discrete form
The global system matrices of the adjoint problem are identical to those derived
for the state problem (except for a sign reversal for the damping matrix); their
extended form was given in detail in Appendix A. Here, we provided extended





































y 0 0 0 0 0 0 0 0
]T
. (D.1b)









(ui − umi ) δ(x− xj)
]
dΓm, i = x, y. (D.2)
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Appendix E
Adjoint problem time integration
The obtained semi-discrete form (3.27) is second-order in time, but
the time line has been reversed. To resolve the time integration we employ
a Newmark-β-like scheme (Algorithm E.1), by, first, making use of the fol-
lowing finite-difference formula describing the evolution of the corresponding
quantities




− γ + β
)
∆t2d̈n−1 + (γ − β) ∆t2d̈n, (E.1a)
ḋn−1 = ḋn − (1− γ)∆t d̈n−1 − γ ∆t d̈n, (E.1b)
where ∆t denotes the time step, and subscripts (n) and (n−1) denote current
and previous time step, respectively (β and γ are the usual Newmark-β pa-











Next, after rewriting (3.27) for the (n − 1)-th time step, and, subse-
quently, introducing (E.1), there results the following effective system matrix
{Keff}, and effective load vector {Reff}n−1
{Keff} d̈n−1 = {Reff}n−1, (E.2)
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where




− γ + β
)
∆t2, (E.3a)
{Reff}n−1 = Fn−1 −C
[




dn −∆t ḋn + (γ − β)∆t2d̈n
]
. (E.3b)
Equation (E.2) allows for the computation of the second-order terms at every
(n−1) time step; lower-order terms for the same time step are then recoverable
via (E.1). In the numerical experiments we used the average acceleration
scheme.
Algorithm E.1 Time integration with reversed time marching
1: procedure NewmarkRTM(nts) ⊲ nts: number of time steps
2: Assemble M, C and K
3: Set df and ḋf ⊲ final conditions






; n = f + 1
5: Set β and γ ⊲ integration parameters
6: Assemble {Keff} ⊲ eq. (E.3a)
7: n← nts
8: while 0 < n do ⊲ integration is complete if n is nts
9: Assemble {Reff}n−1 ⊲ eq. (E.3b)
10: Compute d̈n−1 ⊲ eq. (E.2)
11: Update dn−1 and ḋn−1 ⊲ eq. (E.1)
12: Output dn−1 ⊲ if desired
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