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STOCHASTIC VORTICITY EQUATION IN R2 WITH NOT REGULAR NOISE
BENEDETTA FERRARIO, MARGHERITA ZANELLA
Abstract. We consider the Navier-Stokes equations in vorticity form in R2 with a white noise forcing
term of multiplicative type, whose spatial covariance is not regular enough to apply the Itoˆ calculus in
Lq spaces, 1 < q < ∞. We prove the existence of a unique strong (in the probability sense) solution.
1. Introduction
The aim of this work is to study the stochastic equation for the vorticity, that is the equation
describing the local rotation of a viscous incompressible fluid with a random forcing term. Formally,
the equation for the vorticity is obtained by taking the curl of the stochastic Navier-Stokes equations,
that is the equations of motion of a viscous incompressible fluid with a random forcing term. These
latter equations are given by{
∂tv + [−ν∆v + (v · ∇)v +∇p] dt = G(v) ∂tW
∇ · v = 0,
(1.1)
where the unknowns are the vector velocity v = v(t, x) and the scalar pressure p = p(t, x). By ν > 0
we denote the viscosity coefficient; for simplicity, from now on we assume ν = 1. In our model the
stochastic force depends on the velocity itself. We consider x ∈ R2 and t ∈ [0, T ], for a fixed T > 0.
The above equations are associated with the initial condition
v(0, x) = v0(x).
We set ξ = ∇⊥ · v, where the curl operator is given by ∇⊥ =
(
− ∂∂x2 ,
∂
∂x1
)
. The scalar unknown
ξ = ξ(t, x) represents the vorticity of the fluid; it satisfies the following equations

∂tξ + [−∆ξ + v · ∇ξ] dt = ∇
⊥ · (G(v) ∂tW )
∇ · v = 0
ξ = ∇⊥ · v,
(1.2)
associated with the initial condition
ξ(0, x) = ξ0(x)
where ξ0 = ∇
⊥ · v0.
In equation (1.2) it appears the velocity v. This can be expressed in terms of the vorticity ξ by
means of the Biot-Savart law v = k ∗ ξ. On R2 the Biot-Savart kernel k is given by (see [19, Chapter
2.1])
k(x) = −
1
2π
x⊥
|x|2
, (1.3)
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with the natural notation x⊥ = (−x2, x1). In this way, (1.2) can be written as a closed equation for
the vorticity as we did for instance in [11]. On a non compact domain this closed form is difficult to
handle; indeed, k /∈ Lp(R2) for any 1 ≤ p ≤ ∞. Then, we take into account the equations (1.1) for
the velocity. When v exists and has a suitable regularity, we can handle the equations (1.2) for the
vorticity.
The problem of the existence and uniqueness of L2-solutions of the stochastic Navier-Stokes equa-
tions (1.1) has been addressed by many authors. There is also a consistent literature on more regular
solutions, but the majority of the work is limited to bounded domains (see e.g. [1, 17] and the therein
references). An extension to unbounded domains is not trivial since the direct application of the
compactness method, which is central in the proof, fails. Main source of difficulty is the fact that the
embedding of the Sobolev space of functions with square integrable gradient into the L2-space, unlike
in the bounded space, is not compact. To address this problem different ideas have been employed.
One way is to introduce weighted Sobolev spaces, as done for instance in [28, 9]. This method allows in
particular to consider spatially homogeneous noises. A different approach is used in [20], [21] and [7].
In [21] the authors prove the existence of an L2-valued continuous solution considering a more general
noise than in [9]. Their proof is based on some compactness and tightness criteria in local spaces and
in the space L2 with the weak topology. Differently, in [20] also the vorticity is considered, but the
results involve v and ξ in Lp(Rd) for p > d. Inspired by [21], in [7] the authors prove existence and
uniqueness of a strong L2-solution, by means of a modification of the classical Dubinsky compactness
theorem that allows to work in unbounded domains.
Following the same approach of [7], in [6] authors impose really weak assumptions on the covariance
operator of the noise term in the velocity equation (1.1). In particular, it is not regular enough to
allow to use Itoˆ formula in the space of finite energy velocity vectors, which is the basic space in which
one looks for existence of solutions.
Inspired by [6] we consider the vorticity equations (1.2) with a multiplicative noise whose covariance
is not regular enough to allow to use the Itoˆ formula in Lq spaces, for 1 < q < ∞; in particular, the
covariance of the noise is not a trace class operator in the space of finite energy vorticity and this
case has not been considered in previous papers. The aim of this work is to prove the existence of a
martingale solution for the vorticity equation (1.2) in R2 when v0, ξ0 ∈ L
2(R2), which is not considered
by [20]. We ask minimal assumptions on the covariance of the noise. Moreover, we prove pathwise
uniqueness; this implies existence of a strong solution too. A more regular solution will be found when
v0, ξ0 ∈ L
2(R2)∩Lq(R2) for q > 2. The results are proved by working directly on the equation for the
vorticity (1.2) and using suitable estimates on v coming from equations (1.1).
As far as the contents of the paper are concerned, in Section 2 we define the abstract setting in
order to write (1.1) and (1.2) as Itoˆ equations in some Banach space. In Section 3 we are concerned
with the study of the regularity of the velocity solution to equations (1.1). In Section 4 we prove the
existence and uniqueness of a strong solution to the vorticity equations (1.2). An existence result for
equations (1.1) driven by a more regular random forcing term is given in Appendix A.
Remark 1. As we are working in the intersection of analysis and probability, the terminology concern-
ing the notion of solution can cause some confusion. When we talk about strong and weak solutions
we understand them in a probabilistic sense. In the case of strong solutions, the underlying probability
space is given in advance. On the other side, in the case of a martingale solution the stochastic basis
is constructed as part of the solution. In both cases solutions are weak in the sense of PDEs since we
test them against smooth functions.
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Notation. In the sequel, we shall indicate with C a constant that may varies from line to line. In certain
cases, we write Cα,β,... to emphasize the dependence of the constant on the parameters α, β, . . . .
2. Mathematical framework
2.1. Functional spaces. We first introduce the functional spaces.
Let q ∈ [1,∞) and d = 1, 2. Let Lq =
[
Lq(R2)
]d
with norm
‖v‖Lq =
(
d∑
k=1
∫
R2
|vk(x)|
q dx
)1
q
where v = (v1, ...vd). Similarly, L
∞ =
[
L∞(R2)
]d
is the Banach space with norm
‖v‖L∞ =
d∑
k=1
ess sup{|vk(x)|, x ∈ R
2}.
If q = 2, then L2 is a Hilbert space with scalar product given by
〈u, v〉L2 =
d∑
k=1
∫
R2
uk(x)vk(x) dx.
By Lq, 1 ≤ q ≤ ∞ we denote the spaces
L
q = {u ∈ Lq : ∇ · u = 0} (2.1)
with norm inherit from Lq. The divergence has to be understood in the weak sense. Notice that we
use the same notation Lq for scalar fields (d = 1) and vector fields (d = 2). The context shall make
clear the case we are considering. We will specify the dimension d only in some ambiguous cases.
For s ∈ R and 1 ≤ q ≤ ∞, set Js = (I −∆)
s
2 . We define the generalized Sobolev spaces as
W s,q = {u ∈ S ′(Rd) : ‖Jsu‖Lq <∞} (2.2)
and the generalized Sobolev spaces of divergence free vector distributions as
Hs,q = {u ∈ [W s,q]d : ∇ · u = 0}. (2.3)
We have (see [3]) that Jσ is an isomorphism between W s,q and W s−σ,q. For s1 < s2 there is the
continuous embeddingW s2,q ⊂W s1,q and the dual space of W s,q is W−s,p with 1 < p ≤ ∞, 1p +
1
q = 1.
We denote by 〈·, ·〉 the W s,q −W−s,p duality bracket:
〈u, v〉 =
d∑
k=1
∫
R2
(Jsuk)(x)(J
−svk)(x) dx.
Let us focus on the case s = 1, q ∈ (1,∞). The space W 1,q is endowed with the norm
‖u‖q
W 1,q
= ‖u‖qLq + ‖∇u‖
q
Lq .
Since we are on the whole space R2, Poincare´ inequality does not hold; thus there is no equivalence of
the norms ‖u‖W 1,q and ‖∇u‖Lq . Nevertheless, we have the following result (see [8, Lemma 3.1]).
Lemma 1. Let q ∈ (1,∞). There is a constant C such that ‖∇v‖Lq ≤ C‖curl v‖Lq for every v ∈W
1,q.
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In particular, since ‖curlv‖Lq ≤ ‖∇v‖Lq we get the equivalence of the norms
‖∇u‖Lq ∼ ‖curl u‖Lq . (2.4)
In the sequel, when we ask v0 ∈ L
q, ξ0 ∈ L
q this is equivalent to v0 ∈ H
1,q.
We recall some Sobolev embedding theorems (see [4, Theorem 9.12 and Corollary 9.11]). For every
q ∈ (2,∞) the space W 1,q is continuously embedded into L∞, namely there exists a constant C
(depending on q) such that:
‖v‖L∞ ≤ C‖v‖W 1,q . (2.5)
For every q ∈ [2,∞), W 1,2 is continuously embedded in Lq, namely there exists a constant C (depend-
ing on q) such that:
‖v‖Lq ≤ C‖v‖W 1,2 .
Since R2 is an unbounded domain, the embedding of H1,2 into L2 is not compact. However, by [12,
Lemma 2.5] (see also [7, Lemma C.1]), there exists a separable Hilbert space U such that
U ⊂ H1,2 ⊂ L2,
the embedding i of U into H1,2 being dense and compact. Then we have
U ⊂
i
H1,2 ⊂ L2 ≃ (L2)∗ ⊂ H−1,2 ⊂
i∗
U
∗ (2.6)
where (L2)∗ and H−1,2 are the dual spaces of L2 and H1,2 respectively, (L2)∗ being identified with L2
and i∗ is the dual operator to the embedding i. Moreover, i∗ is compact as well.
The same considerations hold also when we consider the spaces W 1,2 and L2. In this case we shall
denote by U the Hilbert space such that U ⊂W 1,2 ⊂ L2.
By C∞sol :=
[
C∞sol(R
2)
]2
we denote the space consisting of all divergence free vectors v ∈
[
C∞(R2)
]2
with compact support. We denote by L2(0, T ;L2loc) the space of measurable functions v : [0, T ]→ L
2
such that, for any R > 0, the norm ‖u‖L2(0,T ;L2R)
=
(∫ T
0
∫
|x|<R |u(t, x)|
2 dxdt
)1
2
is finite. It is a Fre´chet
space with the topology generated by the seminorms ‖u‖L2(0,T ;L2R)
, R ∈ N.
We denote by C([0, T ] ;L2w) the space of L
2-valued weakly continuous functions with the topology of
uniform weak convergence on [0, T ]; in particular vn → v in C([0, T ] ;L
2
w) means
lim
n→∞
sup
0≤t≤T
|〈vn(t)− v(t), h〉L2 | = 0 (2.7)
for all h ∈ L2. For q ≥ 2, we denote by L∞w (0, T ;L
q) the space L∞(0, T ;Lq) with the weak-∗ topology.
For 0 < β < 1 by Cβ([0, T ] ;Hs,2) we denote the Banach space of Hs,2-valued β-Ho¨lder continuous
functions endowed with the following norm
‖u‖Cβ([0,T ];Hs,2) = sup
0≤t≤T
‖u(t)‖Hs,2 + sup
0≤s<t≤T
‖u(t)− u(s)‖Hs,2
|t− s|β
.
2.2. Operators. We define the operators that will appear in the abstract formulation of (1.1) and
(1.2). We refer to [25] and [16] for the details.
Let A = −∆. It is a linear unbounded operator in W s,p and Hs,p (s ∈ R, 1 ≤ p <∞); it generates
a contractive and analytic C0-semigroup {S(t)}t≥0. We have A : H
1,2 → H−1,2 and
〈Au, u〉 = ‖∇u‖2L2 , u ∈ H
1,2.
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We define the bilinear vector operator B : H1,2 ×H1,2 → H−1,2 as
〈B(u, v), z〉 =
∫
R2
(u(x) · ∇)v(x) · z(x) dx.
The following lemma gathers the main properties of B we shall need in the following.
Lemma 2. i) The vector operator B is bounded from H1,2 ×H1,2 into H−1,2.
ii) It holds
〈B(u, v), z〉 = −〈B(u, z), v〉, ∀ u, v, z ∈ H1,2 (2.8)
〈B(u, v), v〉 = 0, ∀ u, v ∈ H1,2 (2.9)
iii) For every q > 2 it holds
〈B(u, u), |u|q−2u〉 = 0, ∀ u ∈ H1,2. (2.10)
iv) B can be extended to be a bounded operator from L4 × L4 to H−1,2.
Proof. i) follows by Ho¨lder and Sobolev inequalities: we get
|〈B(u, v), z〉| ≤ ‖u‖L4‖∇v‖L2‖z‖L4 ≤ C‖u‖H1,2‖v‖H1,2‖z‖H1,2 . (2.11)
(2.8) is obtained by the integration by parts formula; when v = z we get (2.9).
Also iii) is obtained by the integration by parts formula; notice that the duality is well defined since
|〈B(u, u), |u|q−2u〉| ≤ ‖u‖L4‖∇u‖L2‖|u|
q−2u‖L4
and H1,2 ⊂ Lr for any finite r.
iv) comes from (2.8) and the first estimates in (2.11) by using the fact that H1,2 is dense in L4.
We define the bilinear scalar operator F : H1,2 ×W 1,2 →W−1,2 as
〈F (u, ξ), ζ〉 =
∫
R2
u(x) · ∇ξ(x)ζ(x) dx. (2.12)
The following lemma gathers the main properties of F we shall need in the following.
Lemma 3. i) The operator F is bounded from H1,2 ×W 1,2 into W−1,2.
ii) It holds
〈F (u, ξ), ζ〉 = −〈F (u, ζ), ξ〉, 〈F (u, ξ), ξ〉 = 0 ∀u ∈ H1,2, ζ, ξ ∈W 1,2. (2.13)
iii) For every q > 2 we get
〈F (u, ξ), ζ|ζ|q−2〉 = −(q − 1)〈F (u, ζ), |ζ|q−2ξ〉, ∀ξ ∈W 1,2, ζ ∈ L2(q−1), u ∈ L∞ (2.14)
and
〈F (u, ξ), ξ|ξ|q−2〉 = 0, ∀ξ ∈W 1,2, u ∈ L∞ (2.15)
iv) F can be extended to a bounded bilinear operator from L4 × L4 to W−1,2 and
‖F (u, ξ)‖W−1,2 ≤ ‖u‖L4‖ξ‖L4 . (2.16)
Proof. The proof of statements i), ii) and iv) can be done as in Lemma 2. Statement iii) is obtained
by integrating by parts, where in (2.14) the proof is done first with smooth functions and then by
density is extended on the spaces specified. Notice that the l.h.s. side of (2.14) is well defined since
|〈F (u, ξ), ζ|ζ|q−2〉| ≤ ‖u‖L∞‖∇ξ‖L2‖ζ‖L2(q−1) ≤ ‖u‖L∞‖ξ‖W 1,2‖ζ‖L2(q−1) .
Eventually, (2.15) is a particular case of (2.14).
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2.3. Random forcing term. We define the noise forcing term driving equation (1.1). Given a real
separable Hilbert space H, we consider a H-cylindrical Wiener processW defined on a stochastic basis
(Ω,F , {Ft}t∈[0,T ],P), where {Ft}t∈[0,T ] is a complete right continuous filtration. We can write
W (t) =
∞∑
k=1
βk(t)hk, t ∈ [0, T ] , (2.17)
where {βk}k∈N is a sequence of standard independent identically distributed Wiener processes defined
on (Ω,F , {Ft}t∈[0,T ],P) and {hk}k∈N is a complete orthonormal system in H.
We recall basic facts concerning stochastic integration in Banach spaces. For more details see e.g.
[22], [10] and [27].
Let E be a real separable Banach space. We denote by γ the standard Gaussian cylindrical dis-
tribution on H. A bounded linear operator K ∈ L(H, E) is called γ-radonifying when the image
K(γ) := γ ◦K−1 of γ under K is σ-additive on the algebra of cylindrical sets in E. We set
R(H, E) := {K ∈ L(H, E) and K is γ-radonifying}.
The algebra of cylindrical sets in E generates the Borel σ-algebra, B(E) on E (see [18]). Thus K(γ)
extends to a Borel measure on B(E) which we denote by γK . In particular, γK is a Gaussian measure
on B(E). For K ∈ R(H, E) we put
‖K‖2R(H,E) :=
∫
E
‖x‖2E dγK(x). (2.18)
As γK is Gaussian, then by the Fernique-Landau-Shepp Theorem (see [18]), ‖K‖R(H,E) is finite.
Moreover, see (see [22]), R(H, E) is a separable Banach space endowed with the norm (2.18).
If E is a Hilbert space, then K : H → E is γ-radonifying means that K is Hilbert-Schmidt and
the adjoint operator T ∗ : E → H is Hilbert-Schmidt too. We denote by LHS(H;E) the space of all
Hilbert-Schmidt operators from H into the (Hilbert) space E. In this case it holds ‖K‖LHS(H;E) =
‖K‖R(H;E) = ‖K
∗‖LHS(E;H).
We have the following characterization of γ-radonifying operators when E = Lq, see [26, Proposition
13.7] and [5, Theorem 2.3].
Proposition 4. Let 1 ≤ q < ∞ and {hj}
∞
k=1 a complete orthonormal system in H. For an operator
K ∈ L(H;Lq) the following two conditions are equivalent:
• K ∈ R(H, Lq);
•
(∑∞
k=1 |Khk|
2
) 1
2 ∈ Lq.
Moreover, the norms ‖K‖R(H;Lq) and ‖
(∑∞
k=1 |Khk|
2
) 1
2 ‖Lq are equivalent.
Let us fix T > 0 and let Y be a Banach space. Let us denote by MpW(0, T ;Y ) the Banach space of
all {Ft}t-predictable Y -valued processes Φ such that
‖Φ‖Mp
W
(0,T ;Y ) :=
(
E
∫ T
0
‖Φ(t)‖pY dt
) 1
p
is finite. Given a process Φ in M2W(0, T ;R(H, L
q)), the stochastic integral
X(t) =
∫ t
0
Φ(s) dW(s)
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is well defined (see [22] and [10] for more details and a theory of stochastic integration in a more general
class of Banach spaces) and a Burkholder-Davis-Gundy type inequality holds (see [10, Theorem 2.4,
Theorem 3.3]).
Theorem 5. Let 1 ≤ q < ∞ and let W be a H-cylindrical Wiener process. If, for some 1 ≤ m < ∞
we have
E
[(∫ T
0
‖Φ(t)‖2R(H;Lq) dt
)m
2
]
<∞
then X has a progressively measurable Lq-valued version and there exists a positive constant Cm such
that
E sup
0≤t≤T
‖X(t)‖mLq ≤ CmE
[(∫ T
0
‖Φ(s)‖2R(H,Lq) ds
)m
2
]
. (2.19)
On the covariance operator G appearing in equation (1.1) we make the following assumptions. We
consider q > 2 and assume that there exists g ∈ (0, 1) such that
(IG1): The mapping G : L2 → LHS(H;H
1−g,2) is well defined and
sup
v∈L2
‖G(v)‖LHS(H;H1−g,2) =: Cg,2 <∞,
(IG2): The mapping G : L2 → R(H;H1−g,q) is well defined and
sup
v∈L2
‖G(v)‖R(H;H1−g,q ) =: Cg,q <∞.
(IG3): If assumption (IG1) holds, then for any ϕ ∈ H1−g,2 and any v ∈ L2 the mapping v →
G(v)∗ϕ ∈ H is continuous when in L2 we consider the Fre´chet topology inherited from the
space L2loc or the weak topology of L
2.
(IG4): For all z ∈ C∞sol the real valued function v 7→ ‖G(v)
∗z‖H is continuous on H
1,2 endowed with
the strong L2-topology.
(IG5): If assumption (IG1) holds, then G ia s Lipschitz continuous function when we consider a
weak norm, i.e.
there exists Lg > 0 : ‖G(v1)−G(v2)‖LHS(H;L2) ≤ Lg‖v1 − v2‖L2
for any v1, v2 ∈ L
2.
Remark 2. i. A map G : L2 → R(H;H1−g,q) is well defined iff the map J1−gG : L2 → R(H;Lq)
is well defined. Moreover
‖J1−gG(v)‖R(H;Lq ) = ‖G(v)‖R(H;H1−g,q ) < Cg,q, v ∈ L
2.
ii. From (2.19) and (IG1), for any finite m ≥ 1 we have
E
∥∥∥∥
∫ t
0
G(v(s)) dW (s)
∥∥∥∥
m
H1−g,2
≤ Cm(Cg,2)
mt
m
2 .
iii. If G(v) ∈ LHS(H;H
1−g,2) with the uniform bound of (IG1), then the same holds for the
adjoint operator, i.e.
sup
v∈L2
‖G(v)∗‖LHS(H1−g,2;H) = Cg,2.
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The noise driving equation (1.2) is obtained by taking the curl of the noise driving equation (1.1).
Bearing in mind (2.17), it is given by
curl(G(v)W (t)) =
∞∑
k=1
βk(t)curl(G(v)hk), t ∈ [0, T ] . (2.20)
Let q > 2. Notice that, for all v ∈ L2 and k ∈ N, G(v)hk ∈ H
1−g,2∩H1−g,q. By taking the curl of this
latter quantity we loose one order of differentiability, namely curl(G(v)hk) ∈W
−g,2∩W−g,q. Formally,
we introduce the operator G˜ in the following way: given v ∈ L2, for all ψ ∈ H, G˜(v)(ψ) := curl(G(v)ψ).
Thus we have that the mapping G˜ is well defined from L2 to LHS(H;W
−g,2) ∩R(H;W−g,q).
Let us notice that an analogue of Remark 2 holds.
Remark 3. We have that
i. a map G˜ : L2 → R(H;W−g,q) is well defined iff the map J−gG˜ : L2 → R(H;Lq) is well defined.
Moreover
‖J−gG˜(v)‖R(H;Lq) = ‖G˜(v)‖R(H;W−g,q) < Cg,q, v ∈ L
2.
ii. From (2.19) and (IG1), for any finite m ≥ 1 we have
E
∥∥∥∥
∫ t
0
G˜(v(s)) dW (s)
∥∥∥∥
m
W−g,2
≤ Cm(Cg,2)
mt
m
2 . (2.21)
Therefore, the assumptions on G are transferred to G˜. For instance, we have
‖G˜(v)‖2LHS(H;W−g,2) =
∞∑
k=1
‖G˜(v)hk‖
2
W−g,2 =
∞∑
k=1
‖curl (G(v)hk)‖
2
W−g,2
≤
∞∑
k=1
‖G(v)hk‖
2
H1−g,2 = ‖G(v)‖
2
LHS (H;H1−g,2)
,
and, thanks to (2.4), Proposition 4 and Remark 2(i)
‖G˜(v)‖q
R(H;W−g,q)
=

E
∥∥∥∥∥
∑
k
βkG˜(v)hk
∥∥∥∥∥
2
W−g,q


q
2
=

E
∥∥∥∥∥G˜(v)
∑
k
βkhk
∥∥∥∥∥
2
W−g,q


q
2
=

E
∥∥∥∥∥curl
(
G(v)
∑
k
βkhk
)∥∥∥∥∥
2
W−g,q


q
2
≤

E
∥∥∥∥∥G(v)
∑
k
βkhk
∥∥∥∥∥
2
H1−g,q


q
2
=

E
∥∥∥∥∥
∑
k
βkG(v)hk
∥∥∥∥∥
2
H1−g,q


q
2
= ‖G(v)‖q
R(H;H1−g,q )
With a little abuse of notation we shall write G˜(v)dW (t) instead of curl(G(v)dW (t)), where G˜ :=
curlG.
Let us notice that the set of assumptions made on the covariance operator G are rather good to deal
with equation (1.1) in the spaces L2 or Lq. On the other hand, when we deal with the equation for
the vorticity, we are concerned with a covariance operator not regular enough to use the Itoˆ calculus.
For the sake of clarity, among the above assumptions made on G, we rewrite in terms of G˜ those
assumptions that we will use in the following. Let 0 < g < 1 and q > 2. Then
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(IG˜1): The mapping G˜ : L2 → LHS(H;W
−g,2) is well defined and
sup
v∈L2
‖G˜(v)‖LHS (H;W−g,2) =: Cg,2 <∞.
(IG˜2): The mapping G˜ : L2 → R(H;W−g,q) is well defined and
sup
v∈L2
‖G˜(v)‖R(H;W−g,q) =: Cg,q <∞.
(IG˜3): If assumption (IG˜1) holds, then for any ϕ ∈W−g,2 and any v ∈ L2 the mapping v → G˜(v)∗ϕ ∈
H is continuous when in L2 we consider the Fre´chet topology inherited from the space L2loc or
the weak topology of L2.
Example 4. Let G(v)hk = ckσ(v)ek with {ek}k a complete orthonormal system in H
1−g,2, ck ∈ R
and σ : L2 → R such that
sup
v∈L2
|σ(v)| := C1σ <∞,
∃ L > 0 : |σ(v1)− σ(v2)| ≤ L‖v1 − v2‖L2 , ∀v1, v2 ∈ L
2
σ(v1)→ σ(v2) if v1 converges to v2 in H
1,2 endowed with the strong L2 topology,
σ(v1)→ σ(v2) if v1 converges to v2 in L
2
w or L
2
loc.
For instance, the above conditions on σ are fulfilled for σ(v) = 〈v,h〉
2
1+〈v,h〉2
with a given h ∈ L2.
Condition (IG1) holds if and only if
∞∑
k=1
c2k <∞ (2.22)
and (IG2) hold if ek ∈ H
1−g,q and
∞∑
k=1
c2k‖ek‖
2
H1−g,q <∞. (2.23)
In order to prove (IG3) notice that G(v)∗ek = σ(v)ckhk for any k; therefore, given ϕ ∈ H
1−g,2 (with
ϕ =
∑∞
k=1〈ϕ, ek〉H1−g,2ek and ‖ϕ‖
2
H1−g,2 =
∑∞
k=1 |〈ϕ, ek〉H1−g,2 |
2)
‖G(v1)
∗ϕ−G(v2)
∗ϕ‖2H =
∥∥∥∥∥
∞∑
k=1
[G(v1)
∗〈ϕ, ek〉H1−g,2ek −G(v2)
∗〈ϕ, ek〉H1−g,2ek]
∥∥∥∥∥
2
H
= (σ(v1)− σ(v2))
2
∞∑
k=1
c2k|〈ϕ, ek〉H1−g,2 |
2
≤
(
‖ϕ‖2H1−g,2
∞∑
k=1
c2k
)
(σ(v1)− σ(v2))
2 .
In a analogous way we can prove that (IG4) holds. Finally, (IG5) follows, because
‖G(v1)−G(v2)‖
2
LHS(H;L2)
≤ (σ(v1)− σ(v2))
2
(
∞∑
k=1
c2k‖ek‖
2
H1−g,2
)
≤ L2
(
∞∑
k=1
c2k
)
‖v1 − v2‖
2
L2
.
Notice that in this example we have curl(G(v)hk) = ckσ(v)curl ek.
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3. Existence of a unique solution to the Navier-Stokes equations (1.1)
In order to prove the existence of a solution of (1.2), as well as the desired regularity, we need
a certain regularity on the solution process v of (1.1). In this Section we remind an existence and
uniqueness result concerning system (1.1) and then, under stronger assumptions on the regularity of
the initial datum and the covariance operator of the noise, we prove higher regularity for its solution.
As usual, we project the first equation of (1.1) onto the space of divergence free vectors. Thus, we
get rid of the pressure and we obtain the abstract form of the Navier-Stokes equations{
dv(t) + [Av(t) +B(v(t), v(t))] dt = G(v(t)) dW (t), t ∈ [0, T ]
v(0) = v0,
(3.1)
We give the following notion of solution.
Definition 6. A martingale solution to the Navier-Stokes problem (3.1) is a triple consisting of a
filtered probability space (Ω,F , {Ft}t∈[0,T ],P), an {Ft}-adapted cylindrical H-Wiener process W and
an {Ft}-adapted measurable process v, such that
i. v : [0, T ]× Ω→ L2 with P-a.e. path
v(·, ω) ∈ C([0, T ] ;L2) ∩ L2(0, T ;H1,2);
ii. for all z ∈ C∞sol and t ∈ [0, T ] one has P-a.s.
〈v(t), z〉 +
∫ t
0
〈Av(s), z〉ds +
∫ t
0
〈B(v(s), v(s)), z〉ds = 〈v0, z〉 + 〈
∫ t
0
G(v(s)) dW (s), z〉. (3.2)
The following result holds.
Proposition 7. Assume that v0 ∈ L
2. If assumptions (IG1) and (IG3) are satisfied, then there
exists a martingale solution to (3.1) such that
E
[
sup
0≤t≤T
‖v(t)‖2
L2
+
∫ T
0
‖∇v(t)‖2L2 dt
]
<∞. (3.3)
Moreover, under (IG5), pathwise uniqueness holds.
Proof. The existence of a martingale solution, for square summable initial velocity, follows from [7,
Theorem 5.1 and Lemma 7.2]. The hypothesis we made on the covariance operator of the noise are
stronger than those made in [7]. In particular these latter are implied by our assumptions.
We prove the uniqueness of the solution by means of a rather classical argument (see [24]). Let v1 and
v2 be two martingale solutions to system (3.1) with v1(0) = v2(0). Let V = v1 − v2. This difference
satisfies the equation{
dV (t) + [AV (t) +B(v1(t), v1(t)) −B(v2(t), v2(t))] dt = [G(v1(t))−G(v2(t))] dW (t)
V (0) = 0
and this is equivalent to{
dV (t) + [AV (t) +B(V (t), v1(t)) +B(v2(t), V (t))] dt = [G(v1(t))−G(v2(t))] dW (t)
V (0) = 0
We shall use the Itoˆ formula for d
(
e−
∫ t
0 ψ(s) ds‖V (t)‖2L2
)
, by choosing ψ as
ψ(t) = (a‖∇v1(t)‖
2
L2 + L
2
g), t ∈ [0, T ] ,
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where Lg is the Lipschitz constant given in (IG5) and a is a positive constant given later on. Since
v1 ∈ L
2(0, T ;H1,2), ψ ∈ L1(0, T ) P-a.s.. For t ∈ [0, T ], we have
d
(
e−
∫ t
0
ψ(s) ds‖V (t)‖2L2
)
= −ψ(t)e−
∫ t
0
ψ(s) ds‖V (t)‖2L2dt
+ e−
∫ t
0 ψ(s) dsd‖V (t)‖2L2 ,
where the latter differential is given by
d‖V (t)‖2L2 = 2 [−〈AV (t), V (t)〉 − 〈B(V (t), v1(t)), V (t)〉 − 〈B(v2(t), V (t)), V (t)〉] dt
+ 2〈[G(v1(t))−G(v2(t))] dW (t), V (t)〉
+ ‖G(v1(t))−G(v2(t))‖
2
LHS(H;L2)
.
For the first term, we get
〈AV (t), V (t)〉 = ‖∇V (t)‖2L2 .
As regards the non linear term, by (2.9) and Gagliardo-Nierenberg interpolation’s inequality we get
〈B(V, v1), V 〉+ 〈B(v2, V ), V 〉 = 〈B(V, v1), V 〉 ≤ ‖V ‖
2
L4‖∇v1‖L2 ≤ C‖V ‖L2‖∇V ‖L2‖∇v1‖L2 .
By Young inequality, we can infer that for all ε > 0 there exists a constant Cε > 0 such that
2〈B(V, v1), V 〉 ≤ ε‖∇V ‖
2
L2 + Cε‖∇v1‖
2
L2‖V ‖
2
L2 .
By (IG5) it follows
‖G(v1)−G(v2)‖
2
LHS(H;L2)
≤ L2g‖V ‖
2
L2 .
So we get
d‖V (t)‖2L2 ≤ (ε− 2)‖∇V (t)‖
2
L2 +
(
Cε‖∇v1(t)‖
2
L2 + L
2
g
)
‖V (t)‖2L2
+ 〈[G(v1(t))−G(v2(t))] dW (t), V (t)〉.
Putting a := Cε, we obtain
d
(
e−
∫ t
0 ψ(s) ds‖V (t)‖2L2
)
≤ (ε− 2)e−
∫ t
0 ψ(s) ds‖∇V (t)‖2L2
+ e−
∫ t
0 ψ(s) ds〈[G(v1(t))−G(v2(t))] dW (t), V (t)〉.
Integrating in both sides we get
e−
∫ t
0 ψ(s) ds‖V (t)‖2L2 + (2− ε)
∫ t
0
e−
∫ r
0 ψ(s) ds‖∇V (r)‖2L2 dr
≤
∫ t
0
e−
∫ r
0
ψ(s) ds〈[G(v1(r))−G(v2(r))] dW (r), V (r)〉. (3.4)
Let us choose 0 < ε < 2, then by (3.4) we have
e−
∫ t
0 ψ(s) ds‖V (t)‖2L2 ≤
∫ t
0
e−
∫ r
0 ψ(s) ds〈[G(v1(r))−G(v2(r))] dW (r), V (r)〉.
Since the r.h.s. is a square integrable martingale, taking the expectation in both members we get
E
[
e−
∫ t
0
ψ(s) ds‖V (t)‖2L2
]
≤ 0, ∀t ∈ [0, T ] .
Thus in particular, for any t ∈ [0, T ]
e−
∫ t
0
ψ(s) ds‖V (t)‖2L2 = 0, P− a.s..
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Thus, if we take a sequence {tk}
∞
k=1, which is dense in [0, T ], we have
P{‖V (tk)‖L2 = 0 for all k ∈ N} = 1.
Since each path of the process V belongs to C([0, T ] ;L2), we get
P{v1(t) = v2(t) for all t ∈ [0, T ]} = 1
and the proof is complete.
In particular, pathwise uniqueness and existence of martingale solutions implies existence of a strong
solution (see e.g [13]).
Here we improve the regularity of the solution under stronger assumptions on the regularity of the
initial datum and the covariance operator.
Proposition 8. Let q > 2 and assume that conditions (IG1), (IG2), (IG3) and (IG5) hold. If
v0 ∈ L
2 ∩ Lq, then the unique strong solution v to (3.1), in addition to (3.3), satisfies for every
1 ≤ p <∞
E sup
0≤t≤T
‖v(t)‖p
Lq
< C, (3.5)
for a positive constant C, depending on q, T , ‖v0‖Lq and Cg,q.
Proof. The proof of existence of solutions requires some Galerkin approximation vn of v, for which a
priori estimates are proved uniformly in n. Then, by a tightness argument one can pass to the limit
proving the existence of a solution. Bearing in mind the existence and uniqueness result given by
Proposition 7, we just compute the needed Lq-estimates in order to get (3.5).
Let q ≥ 2 and p ≥ q. Applying Itoˆ formula to the function ‖ · ‖p
Lq
, for all t ∈ [0, T ] we get
‖v(t)‖p
Lq
≤ ‖v0‖
p
Lq
+ p
∫ t
0
‖v(s)‖p−q
Lq
〈|v(s)|q−2v(s), [−Av(s)−B(v(s), v(s))]〉ds
+ p
∫ t
0
‖v(s)‖p−q
Lq
〈|v(s)|q−2v(s), G(v(s)) dW (s)〉
+
p(q − 1)
2
∫ t
0
‖v(s)‖p−2
Lq
‖G(v(s))‖2R(H;Lq ) ds. (3.6)
Let us estimate separately the various terms appearing in (3.6). By the integration by parts formula
we get
−〈|v(s)|q−2v(s), Av(s)〉 = −‖|v(s)|
q−2
2 ∇v(s)‖2L2 − (q − 2)
∫
|v(s, x)|q−4|
∑
j
vj(s, x)∇vj(s, x)|
2dx ≤ 0,
and by (2.10)
〈|v(s)|q−2v(s), B(v(s), v(s))〉 = 0.
By the Burkholder-Davis-Gundy inequality we get
E sup
0≤t≤T
∣∣∣∣p
∫ t
0
‖v(s)‖p−q
Lq
〈|v(s)|q−2v(s), G(v(s)) dW (s)〉
∣∣∣∣
2
≤ CpE
∫ T
0
‖v(s)‖
2(p−q)
Lq
‖v(s)‖
2(q−1)
Lq
‖G(v(s))‖2R(H,Lq ) ds
= CpE
∫ T
0
‖v(s)‖
2(p−1)
Lq
‖G(v(s))‖2R(H,Lq ) ds.
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Therefore, squaring both sides of (3.6) and then taking the expectation of the sup (in time) norm at
first, then using Young inequality we get
E sup
0≤t≤T
‖v(t)‖2p
Lq
≤ ‖v0‖
2p
Lq
+
p2(q − 1)2
4
E sup
0≤t≤T
∣∣∣∣
∫ t
0
‖v(s)‖p−2
Lq
‖G(v(s))‖2R(H,Lq ) ds
∣∣∣∣
2
+ CpE
∫ T
0
‖v(s)‖
2(p−1)
Lq
‖G(v(s))‖2R(H,Lq ) ds
≤ ‖v0‖
2p
Lq
+ C1p,TE
∫ T
0
‖G(v(s))‖2pR(H,Lq ) ds+ C
2
p,TE
∫ T
0
‖v(s)‖2p
Lq
ds
≤ ‖v0‖
2p
Lq
+ C1p,TE
∫ T
0
‖G(v(s))‖2pR(H,Lq ) ds+ C
2
p,T
∫ T
0
E sup
0≤s≤r
‖v(s)‖2p
Lq
dr.
By Proposition 7, v(t) ∈ L2 for every t ∈ [0, T ]; then, by (IG1) and (IG2), we get
E
∫ T
0
‖G(v(s))‖2pR(H,Lq ) ds ≤ T (Cg,q)
2p,
thus
E sup
0≤t≤T
‖v(t)‖2p
Lq
≤ ‖v0‖
2p
Lq
+ C1p,q,T + C
2
p,T
∫ T
0
E sup
0≤s≤r
‖v(s)‖2p
Lq
dr.
Using Gronwall lemma we obtain (3.5).
This proves the result for p ≥ q. Therefore it holds also for smaller values, i.e. 1 ≤ p < q.
4. Existence of a unique solution to the vorticity equations (1.2)
We aim at proving that there exists a martingale solution to (1.2), in the sense of the following
definition.
Definition 9. A martingale solution to equation (1.2) is a triple consisting of a filtered probability
space (Ω,F , {Ft}t∈[0,T ],P), an {Ft}-adapted cylindrical Wiener process W on H and an {Ft}-adapted
measurable process ξ such that ξ : [0, T ]× Ω→ L2 with P-a.a. paths
ξ(·, ω) ∈ C([0, T ] ;L2),
and such that for all z ∈ C∞sol and t ∈ [0, T ]
〈ξ(t), z〉 = 〈ξ0, z〉+
∫ t
0
〈ξ(s),∆z〉ds +
∫ t
0
〈v(s)ξ(s),∇z〉ds + 〈
∫ t
0
G˜(v(s)) dW (s), z〉 (4.1)
P-a.s., where v is the solution to (3.1).
The regularity of the paths of this solution and the regularity of v proved in Proposition 8 makes
all the terms in (4.1) well defined. The well posedness of the stochastic term follows from (2.21). As
regard the well posedness of the non linear term, from (2.16) and the Gagliardo-Nirenberg inequality
we get that
|〈v(s)ξ(s),∇z〉| ≤ ‖v(s)‖L4‖ξ(s)‖L2‖∇z‖L4 ≤ C‖v(s)‖
1
2
L2
‖∇v(s)‖
1
2
L2
‖ξ(s)‖L2‖∇z‖L4
and the r.h.s. is bounded thanks to (3.3) and the regularity required for ξ.
In order to prove the existence of a martingale solution to problem (1.2) we cannot use Itoˆ calculus
in the spaces L2 ∩ Lq, q ≥ 2, since the covariance of the noise is not regular enough. Following the
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idea of [6] we introduce an approximation system by regularizing the covariance of the noise: we shall
use the Hille-Yosida approximations. In this way we construct a sequence of approximating processes
{ξn}n and {vn}n. In order to pass to the limit, as n → ∞, we shall exploit the tightness of the
sequence of their laws. This is obtained working pathwise with two auxiliary processes βn and ζn with
ξn = βn + ζn.
Thus, we introduce the smoother problems which approximate (1.1) and (1.2), then we prove the
tightness of the sequence of the laws and finally we show the convergence. In this way we prove the
existence of a martingale solution to (1.2).
4.1. The approximating equation. Let us introduce the Hille-Yosida approximations
Rn = n(nI +A)
−1, n = 1, 2, ...
and let us define the approximation sequence
Gn = RnG, n = 1, 2, ...
Every Rn is a contraction operator in H
s,q and it converges strongly to the identity operator, i.e. (see
[23, Section 1.3])
‖Rn‖L(Hs,q ,Hs,q) ≤ 1 and lim
n→∞
Rnh = h, ∀ h ∈ H
s,q. (4.2)
Moreover, each Rn is a bounded operator from H
s,q to Hs+t,q for any t ≤ 2, but the operator norm is
not uniformly bounded in n for t > 0 (for the details see [6, Section 3.1]). From the above and [2]
‖Gn(v)‖R(H;H1−g,q ) ≤ ‖G(v)‖R(H;H1−g,q ), ∀n (4.3)
and
lim
n→∞
‖Gn(v) −G(v)‖R(H;H1−g,q ) = 0. (4.4)
The operator Gn(v) is more regular than G(v). Indeed, assuming (IG1) and (IG2) (or (IG3)), Gn(v)
is a γ-radonifying operator in H1,q, q ≥ 2. In fact, for g ∈ (0, 1)
‖Gn(v)‖R(H;H1,q ) ≤ ‖RnJ
g‖L(H1,q ,H1,q)‖J
−gG(v)‖R(H;H1,q )
≤ ‖Rn‖L(H1,q ,H1+g,q)‖G(v)‖R(H,H1−g,q ). (4.5)
For every n ∈ N we consider the approximating problem{
dv(t) + [Av(t) +B(v(t), v(t))] dt = Gn(v(t)) dW (t), t ∈ [0, T ]
v(0) = v0
(4.6)
By taking the curl on both sides of the first equation we obtain the approximating equation for the
vorticity: 

dξ(t) + [Aξ(t) + v(t) · ∇ξ(t)] dt = G˜n(v(t)) dW (t), t ∈ [0, T ]
ξ = ∇⊥ · v
ξ(0, x) = ξ0(x)
(4.7)
With the same abuse of notation used above, for every n ∈ N, we write G˜n(v)dW (t) instead of
curl(Gn(v)dW (t)), where G˜n := curlGn. This is the vorticity equation (1.2) with a more regular
noise.
The next result provides the existence of a unique strong solution to system (4.7), for any fixed
n ∈ N. We recall that by strong solution to (4.7) we mean an {Ft}-adapted measurable process ξ such
that ξ : [0, T ] × Ω → L2 with P-a.s. paths ξ(·, ω) ∈ C([0, T ] ;L2), that satisfies (4.1), where the last
term is replaced by 〈
∫ t
0 G˜n(v(s)) dW (s), z〉. Here the stochastic basis (Ω,F , {Ft}t∈[0,T ],P) is given in
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advance and it is not constructed as a part of the solution. The proof of Proposition 10 is based on a
more general result whose statement and proof are postponed to Appendix A.
Proposition 10. Assume conditions (IG1), (IG4) and (IG5). Let ξ0 ∈ L
2 and v0 ∈ L
2. Then, for
each n ∈ N, there exists a unique strong solution ξn to (4.7). Moreover,
ξn ∈ L
p(Ω;L∞(0, T ;L2)) ∩ L2(Ω;L2(0, T ;W 1,2)), ∀p > 1
and there exists a constant Cn such that
E
[
sup
0≤t≤T
‖ξn(t)‖
p
L2
]
+ E
[∫ T
0
‖ξn(t)‖
2
W 1,2 dt
]
≤ Cn. (4.8)
Proof. Thanks to (4.5), the operator Gn is regular enough to apply Theorem 24 and infer, for any
n ∈ N, the existence of a martingale solution (in the sense of Definition 23) to (4.6). Moreover, under
assumption (IG5), the solution is pathwise unique. Thus (4.6) admits a unique strong solution. As a
consequence we infer that, for any n ∈ N, there exists a strong solution of the approximating problem
(4.7). This is obtained by taking the curl of the solution to equation (4.6). In particular, from (A.1)
we infer (4.8).
4.2. Tightness of the law of {vn}n. In this Section we provide the tightness of the sequence of the
laws of {vn}n in proper spaces. The crucial point is to obtain uniform estimates in n ∈ N.
Proposition 11. Assume (IG1), (IG3) and (IG5). If v0 ∈ L
2, then there exists a unique strong
solution to (4.6) for each n ∈ N.
Moreover,
sup
n∈N
E
[
sup
0≤t≤T
‖vn(t)‖
2
L2
+
∫ T
0
‖∇vn(t)‖
2
L2 dt
]
<∞. (4.9)
In particular, for any ε > 0 there exist positive constants αi, i = 1, 2, 3 such that
sup
n
P
(
‖vn‖L∞(0,T ;L2) > α1
)
≤ ε, (4.10)
sup
n
P
(
‖vn‖L2(0,T ;H1,2) > α2
)
≤ ε. (4.11)
sup
n
P
(
‖vn‖L4(0,T ;L4) > α3
)
≤ ε. (4.12)
Moreover, there exists µ > 0 such that for any ε > 0 there exists a positive constant α4 such that
sup
n
P
(
‖vn‖Cµ([0,T ];H−1,2) > α4
)
≤ ε. (4.13)
Proof. The proof of (4.9) immediately follows from the results of Section 3. Indeed, by (4.3) we get a
uniform estimate on Gn(v). From this we infer the estimates in probability (4.10) and (4.11), which in
turn imply (4.12) thanks to the Gagliardo-Nirenberg inequality ‖vn(s)‖L4 ≤ C‖vn(s)‖
1/2
L2
‖∇vn(s)‖
1/2
L2
.
Finally, estimate (4.13) comes from Proposition 3.5 of [6]. Indeed, all the assumptions of that
Proposition are fulfilled; in particular the continuous embedding H1−g,2 ⊂ H−g,4 implies assumption
(G2) of Proposition 3.5 in [6].
In the same way, from Proposition 8 we get
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Proposition 12. Let q > 2 and assume (IG1), (IG2), (IG3) and (IG5). Let v0 ∈ L
2 ∩ Lq. Let
{vn} be the solution to (4.6) as given in Proposition 11. Then, in addition to (4.9)-(4.13), for any
1 < p <∞ it holds,
sup
n∈N
E sup
0≤t≤T
‖vn(t)‖
p
Lq
<∞. (4.14)
In particular, for any ε > 0 there exists a positive constant α4, such that
sup
n
P
(
‖vn‖L∞(0,T ;Lq) > α4
)
≤ ε. (4.15)
4.3. Tightness of the law of ξn. The present Section is devoted to the proof of the tightness of
the sequence of the laws of {ξn}n. Let us start by noticing that estimate (4.8) is not uniform with
respect to n: (4.5) shows that the γ-radonifying norms of the Gn(v) (and thus of the G˜n(v)) are not
uniformly bounded in n. Therefore, from (4.8) we cannot obtain the tightness of the sequence of the
laws of the ξn’s. In order to get uniform estimates in n for the sequence {ξn}n, we follow the idea of
[6], splitting our problem in two subproblems in the unknowns ζn and βn with ξn = ζn + βn.
We define the process ζn as the solution of the Ornstein-Uhlenbeck equation{
dζn(t) +Aζn(t) dt = G˜n(vn(t)) dW (t), t ∈ [0, T ]
ζn(0) = 0.
(4.16)
Therefore, the process βn = ξn − ζn solves{
dβn
dt (t) +Aβn(t) + vn(t) · ∇ξn(t) = 0, t ∈ [0, T ]
βn(0) = ξ0.
(4.17)
We shall first analyze the Ornstein-Uhlenbeck processes; the solution ζn is given by
ζn(t) =
∫ t
0
S(t− s)G˜n(vn(s)) dW (s). (4.18)
With a slight modification of the proofs of [6, Lemma 3.2] and [6, Lemma 3.3] respectively, we have
the following regularity results. Recall that assumptions (IG1)-(IG2) reads as (IG˜1)-(IG˜2) when
we deal with the equation for the vorticity.
Lemma 13. Let q ≥ 2. Assume conditions (IG1) and (IG2). Take any g0 ∈ [g, 1) and put
ε = g0 − g ≥ 0. Then, for any integer m ≥ 2 there exists a constant C independent of n (but
depending on m, T , q, g0 and C˜g,q) such that
E‖ζn‖
m
Lm(0,T ;W ε,q) ≤ C.
In particular, ζn ∈ L
m(0, T ;W ε,q) P-a.s.
Lemma 14. Let q ≥ 2, assume (IG1) and let
0 ≤ β <
1− g
2
.
Then for any p ≥ 2 and δ ≥ 0 such that
β +
δ
2
+
1
p
<
1− g
2
there exists a modification ζ˜n of ζn such that
E‖ζ˜n‖
p
Cβ([0,T ];W δ,q)
≤ C˜ (4.19)
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for some constant C˜ independent of n (but depending on T, β, δ, p and q).
As a consequence of Lemma 13 and Lemma 14 we have that there exist finite constants Km,q and
Kβ,δ,q such that
sup
n
E‖ζn‖
m
Lm(0,T ;W ε,q) = (Km,q)
m
and
sup
n
E‖ζn‖
p
Cβ([0,T ];W δ,q)
= (Kβ,δ,q)
p.
Therefore, by Chebychev’s inequality, for any η > 0
sup
n
P
(
‖ζn‖Lm(0,T ;W ε,q) > η
)
≤
(Km,q)
η
(4.20)
and
sup
n
P
(
‖ζn‖Cβ([0,T ];W δ,q) > η
)
≤
(Kβ,δ,q)
η
. (4.21)
Thanks to these two last inequalities we get uniform estimates in probability for the sequence βn (see
Propositions 15 and 16), and consequently for ξn = βn + ζn (see Proposition 17).
Let us now turn to the analysis of equation (4.17). We shall analyze it pathwise, proving the following
result.
Proposition 15. Let q = 4 and assume (IG1) and (IG2). Let ξ0 ∈ L
2 and v0 ∈ L
2. Then for every
n ∈ N the paths of the process βn = ξn − ζn solving (4.17) are such that
βn ∈ C([0, T ] ;L
2) ∩ L4(0, T ;L4) ∩ L2(0, T ;W 1,2) ∩ C
1
2 ([0, T ] ;W−1,2)
P-a.s., and for any ε > 0 there exist constants Ci = Ci(ε), i = 1, ...4 such that
sup
n
P
(
‖βn‖L∞(0,T ;L2) > C1
)
≤ ε (4.22)
sup
n
P
(
‖βn‖L2(0,T ;W 1,2) > C2
)
≤ ε (4.23)
sup
n
P
(
‖βn‖L4(0,T ;L4) > C3
)
≤ ε (4.24)
sup
n
P
(
‖βn‖
C
1
2 ([0,T ];W−1,2)
> C4
)
≤ ε. (4.25)
Proof. By definition and merging the regularity of ξn and ζn we have that βn ∈ L
∞(0, T ;L2).
Let us prove estimates (4.22)-(4.25). We begin with the usual energy estimate
1
2
d
dt
‖βn(t)‖
2
L2 + ‖∇βn(t)‖
2
L2 = −〈vn(t) · ∇ξn(t), βn(t)〉. (4.26)
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Let us focus on the trilinear term. By means of (2.13), Gagliardo-Nirenberg and Young’s inequalities,
and using (2.4) we get
−〈vn(t) · ∇ξn(t), βn(t)〉 = 〈vn(t) · ∇βn(t), ξn(t)〉
= 〈vn(t) · ∇βn(t), βn(t)〉+ 〈vn(t) · ∇βn(t), ζn(t)〉
= 〈vn(t) · ∇βn(t), ζn(t)〉
≤ ‖∇βn(t)‖L2‖vn(t)‖L4‖ζn(t)‖L4
≤ C‖∇βn(t)‖L2‖ζn(t)‖L4‖vn(t)‖
1
2
L2
‖∇vn(t)‖
1
2
L2
≤ C‖∇βn(t)‖L2‖ζn(t)‖L4
(
1
2
‖vn(t)‖L2 +
1
2
‖∇vn(t)‖L2
)
≤ C‖∇βn(t)‖L2‖ζn(t)‖L4
(
1
2
‖vn(t)‖L2 +
1
2
‖ξn(t)‖L2
)
≤
1
4
‖∇βn(t)‖
2
L2 + C‖ζn(t)‖
2
L4‖vn(t)‖
2
L2
+
1
4
‖∇βn(t)‖
2
L2
+ C‖ζn(t)‖
2
L4‖βn(t)‖
2
L2 + C‖ζn(t)‖
2
L4‖ζn(t)‖
2
L2
=
1
2
‖∇βn(t)‖
2
L2 + C1‖ζn(t)‖
2
L4
(
‖vn(t)‖
2
L2
+ ‖ζn(t)‖
2
L2
)
+
C2
2
‖ζn(t)‖
2
L4‖βn(t)‖
2
L2 .
Let us set
ψn(t) := 2C1‖ζn(t)‖
2
L4
(
‖vn(t)‖
2
L2
+ ‖ζn(t)‖
2
L2
)
. (4.27)
Using Ho¨lder’s inequality, by Lemma 13 and Proposition 11 we have that ψn ∈ L
1(0, T ).
Then from (4.26) we get
d
dt
‖βn(t)‖
2
L2 + ‖∇βn(t)‖
2
L2 ≤ ψn(t) + C2‖ζn(t)‖
2
L4‖βn(t)‖
2
L2 . (4.28)
Hence from Gronwall’s lemma applied to inequality
d
dt
‖βn(t)‖
2
L2 ≤ ψn(t) + C2‖ζn(t)‖
2
L4‖βn(t)‖
2
L2
we infer that
sup
0≤t≤T
‖βn(t)‖
2
L2 ≤ ‖ξ0‖
2
L2e
C2
∫ T
0
‖ζn(r)‖2
L4
dr + eC2
∫ T
0
‖ζn(r)‖2
L4
dr
∫ T
0
ψn(s) ds. (4.29)
Then, integrating in time estimate (4.28) we infer that for all n∫ T
0
‖∇βn(t)‖
2
L2 dt ≤ ‖ξ0‖
2
L2 +
∫ T
0
(
ψn(t) + C2‖ζn(t)‖
2
L4‖βn(t)‖
2
L2
)
dt
≤ ‖ξ0‖
2
L2 + C2
(
sup
0≤t≤T
‖βn(t)‖
2
L2
)∫ T
0
‖ζn(t)‖
2
L4 dt+
∫ T
0
ψn(t) dt.
(4.30)
Recalling (4.10) and (4.20), we infer that for any ε > 0 there exists a constant C7 such that
sup
n
P
(∫ T
0
ψn(t) dt > C7
)
≤ ε.
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Therefore, from (4.29) and (4.30) we get that, for any ε > 0 there exist suitable constants R1, R2 > 0
such that
sup
n
P
(
‖βn‖L∞(0,T ;L2) > R1
)
≤ ε, sup
n
P
(
‖∇βn‖L2(0,T ;L2) > R2
)
≤ ε.
From these two last inequalities it is straightforward to see that, for any ε > 0, there exists a suitable
constant R3 > 0 such that
sup
n
P
(
‖βn‖L2(0,T ;W 1,2) > R3
)
≤ ε.
These estimates prove (4.22) and (4.23).
Now, as done in Proposition 11 we obtain (4.24) from (4.22) and (4.23) by means of Gagliardo-
Nirenberg inequality.
Finally, from (4.17) we infer∥∥∥∥dβndt
∥∥∥∥
L2(0,T ;W−1,2)
≤ ‖Aβn‖L2(0,T ;W−1,2) + ‖vn · ∇ξn‖L2(0,T ;W−1,2).
Bearing in mind (2.16) we get
‖vn · ∇ξn‖L2(0,T ;W−1,2) ≤
(∫ T
0
‖vn(t)‖
2
L4
‖ξn(t)‖
2
L4 dt
)1
2
≤ ‖vn‖L4(0,T ;L4)‖ξn‖L4(0,T ;L4)
≤ ‖vn‖
2
L4(0,T ;L4) + ‖βn‖
2
L4(0,T ;L4) + ‖ζn‖
2
L4(0,T ;L4)
Thus, ∥∥∥∥dβndt
∥∥∥∥
L2(0,T ;W−1,2)
≤ ‖βn‖L2(0,T ;W 1,2) + ‖vn‖
2
L4(0,T ;L4) + ‖βn‖
2
L4(0,T ;L4) + ‖ζn‖
2
L4(0,T ;L4).
From (4.23), (4.12), (4.24) and (4.20) we find that for any ε > 0, there exists a suitable constant
R4 > 0 such that
sup
n
P
(∥∥∥∥dβndt
∥∥∥∥
L2(0,T ;W−1,2)
> R4
)
≤ ε.
Now we recall the Sobolev’s embedding Theorem H1,2(0, T ) = {u ∈ L2(0, T ) : u′ ∈ L2(0, T )} ⊂
C
1
2 ([0, T ]). Hence, there exists a constant R5 > 0 such that
sup
n
P
(
‖βn‖
C
1
2 ([0,T ];W−1,2)
> R5
)
≤ ε,
which proves (4.25).
We conclude proving the continuity in time. From the previous estimates we have that dβndt ∈
L2(0, T ;W−1,2) and βn ∈ L
2(0, T ;W 1,2). Therefore (see [25, Theorem III.1.2]) we get βn ∈ C([0, T ];L
2).
Proposition 16. Assume that conditions of Proposition 15 hold. In addition assume that condition
(IG2) holds also for a q > 2. Let ξ0 ∈ L
2 ∩ Lq and v0 ∈ L
2 ∩ Lq. Then for every n ∈ N the paths of
the process βn = ξn − ζn solving (4.17) are such that
βn ∈ C([0, T ] ;L
2) ∩ L∞(0, T ;Lq) ∩ L4(0, T ;L4) ∩ L2(0, T ;W 1,2) ∩ C
1
2 ([0, T ] ;W−1,2)
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P-a.s., and, in addition to (4.22)-(4.25), for any ε > 0 there exist a constant C5, such that
sup
n
P
(
‖βn‖L∞(0,T ;Lq) > C5
)
≤ ε. (4.31)
Proof. Let us estimate the Lq-norm for q > 2. Let x ∈ R2 and t ∈ [0, T ]. We get
∂
∂t
|βn(t, x)|
q = q|βn(t, x)|
q−2βn(t, x) (∆βn(t, x)− vn(t, x) · ∇ξn(t, x)) .
Integrating on R2, by means of the integration by parts formula we get
d
dt
‖βn(t)‖
q
Lq = q〈|βn(t)|
q−2βn(t),∆βn(t)〉 − q〈|βn(t)|
q−2βn(t)vn(t),∇ξn(t)〉
= −q(q − 1)‖|βn(t)|
q−2
2 ∇βn(t)‖
2
L2 − q〈|βn(t)|
q−2βn(t)vn(t),∇ξn(t)〉. (4.32)
Let us estimate the nonlinear term. Thanks to (2.14)-(2.15) we get
−q〈|βn(t)|
q−2βn(t)vn(t),∇ξn(t)〉
= −q〈|βn(t)|
q−2βn(t)vn(t),∇βn(t)〉 − q〈|βn(t)|
q−2βn(t)vn(t),∇ζn(t)〉
= q(q − 1)〈|βn(t)|
q−2ζn(t)vn(t),∇βn(t)〉
By means of Young’s inequality and (2.5), recalling (2.4) we get
|〈|βn(t)|
q−2ζn(t)vn(t),∇βn(t)〉|
≤ ‖|βn(t)|
q−2∇βn(t)‖L2‖ζn(t)‖L2‖vn(t)‖L∞
≤
1
2
‖|βn(t)|
q−2∇βn(t)‖
2
L2 +
C
2
‖ζn(t)‖
2
L2‖vn(t)‖
2
H1,q
=
1
2
‖|βn(t)|
q−2∇βn(t)‖
2
L2 + C‖ζn(t)‖
2
L2
(
‖vn(t)‖
2
Lq + ‖ξn(t)‖
2
Lq
)
≤
1
2
‖|βn(t)|
q−2∇βn(t)‖
2
L2 + C‖ζn(t)‖
2
L2
(
‖vn(t)‖
2
Lq + ‖βn(t)‖
2
Lq + ‖ζn(t)‖
2
Lq
)
≤
1
2
‖|βn(t)|
q−2∇βn(t)‖
2
L2 + C1‖βn(t)‖
q
Lq +C2‖ζn(t)‖
2q
q−2
L2
+ ‖ζn(t)‖
2
L2
(
‖vn(t)‖
2
Lq + ‖ζn(t)‖
2
Lq
)
Let us set
ϕn(t) = C2‖ζn(t)‖
2q
q−2
L2
+ ‖ζn(t)‖
2
L2
(
‖vn(t)‖
2
Lq + ‖ζn(t)‖
2
Lq
)
,
then from (4.32) we get
d
dt
‖βn(t)‖
q
Lq +
q(q − 1)
2
‖|βn(t)|
q−2∇βn(t)‖
2
L2 ≤ q(q − 1)
(
ϕn(t) + C1‖βn(t)‖
q
Lq
)
. (4.33)
Using Ho¨lder’s inequality, by Lemma 13 and Proposition 12, we have that ϕn ∈ L
1(0, T ) uniformly in
n. Hence from Gronwall’s lemma applied to inequality
d
dt
‖βn(t)‖
q
Lq ≤ q(q − 1)
(
ϕn(t) + C1‖βn(t)‖
q
Lq
)
,
we infer that for all n
sup
0≤t≤T
‖βn(t)‖
q
Lq ≤ ‖ξ0‖
q
Lqe
q(q−1)C1T + q(q − 1)eq(q−1)C1T
∫ T
0
ϕn(s) ds. (4.34)
STOCHASTIC VORTICITY EQUATION IN R2 WITH NOT REGULAR NOISE 21
Recalling (4.15) and (4.20), we infer that for any ε > 0 there exists a constant C0 such that
sup
n
P
(∫ T
0
ϕn(t) dt > C0
)
≤ ε.
Therefore, from (4.34) we get that, for any ε > 0 there exist suitable constant R4 > 0 such that
sup
n
P
(
‖βn‖L∞(0,T ;Lq) > R4
)
≤ ε.
This proves (4.24).
In order to pass to the limit we shall now apply a tightness argument. Merging the estimates
(4.20)-(4.21) for ζn and those for βn in Proposition 15 we get the estimates of ξn = ζn + βn. These
estimates in probability are uniform with respect to n.
Proposition 17. i) Let q = 4 and assume conditions (IG1), (IG2), (IG4) and (IG5). Let
ξ0 ∈ L
2 and v0 ∈ L
2. Let ξn be the solution to (4.7) as given in Proposition 10.
Then there exist γ, δ > 0 such that for any ε > 0 there exist positive constants ηi, i = 1, ..., 4
such that
sup
n
P
(
‖ξn‖L∞(0,T ;L2) > η1
)
≤ ε
sup
n
P
(
‖ξn‖L4(0,T ;L4) > η2
)
≤ ε
sup
n
P
(
‖ξn‖L2(0,T ;W δ,2) > η3
)
≤ ε
sup
n
P
(
‖ξn‖Cγ([0,T ];W−1,2) > η4
)
≤ ε.
ii) If in addition we assume that condition (IG2) holds also for a q > 2 and if ξ0 ∈ L
2 ∩ Lq,
v0 ∈ L
2 ∩ Lq, then for any ε > 0 there exist positive constants η5, such that
sup
n
P
(
‖ξn‖L∞(0,T ;Lq) > η5
)
≤ ε.
Let us notice that γ = min(β, 12), with β and γ fulfilling hypothesis in Lemma 14; thus 0 < γ <
1
2
and 0 < δ < 1.
4.4. Convergence and existence of a unique strong solution. In order to pass to the limit we
exploit a tightness argument. This requires some technical results. If we proceed as in [7, Lemma 3.3]
and [6, Lemma 5.3], we get the following compactness result.
Lemma 18. Let α, q > 1 and define
Z = Lαw(0, T ;L
q) ∩ C([0, T ] ;U ′) ∩ L2(0, T ;L2loc) ∩ C([0, T ] ;L
2
w).
Let T be the supremum of the corresponding topologies. Then a set K ⊂ Z is T -relatively compact if
the following conditions hold:
i. supf∈K ‖f‖Lα(0,T ;Lq) <∞
ii. ∃ γ > 0 : supf∈K ‖f‖Cγ([0,T ];W−1,2) <∞
iii. ∃ δ > 0 : supf∈K ‖f‖L2(0,T ;W δ,2) <∞
iv. supf∈K ‖f‖L∞(0,T ;L2) <∞
From this Lemma we also get the following tightness criterion.
22 BENEDETTA FERRARIO, MARGHERITA ZANELLA
Lemma 19. We are given parameters γ > 0, δ > 0, α, q > 1 and a sequence {fn}n∈N of adapted
processes in C([0, T ] ;U ′).
Assume that for any ε > 0 there exist positive constants Ri = Ri(ε) (i = 1, ..., 4) such that
sup
n
P
(
‖fn‖Lα(0,T ;Lq) > R1
)
≤ ε
sup
n
P
(
‖fn‖Cγ ([0,T ];W−1,2) > R2
)
≤ ε
sup
n
P
(
‖fn‖L2(0,T ;W δ,2) > R3
)
≤ ε
sup
n
P
(
‖fn‖L∞(0,T ;L2) > R4
)
≤ ε
Let µn be the law of fn on Z = L
α
w(0, T ;L
q) ∩ C([0, T ] ;U ′) ∩ L2(0, T ;L2loc) ∩ C([0, T ] ;L
2
w). Then the
sequence {µn}n∈N is tight in Z.
Remark 5. Lemma 19 holds true also for the case of divergence free vector field spaces.
We are now ready to prove the main Theorem. We point out that, differently from [20] dealing with
Lp(Rd)-valued solutions for p > d, our result provides L2(R2)-valued solutions ξ if ξ0 ∈ L
2, v0 ∈ L
2
and Lq(R2) ∩ L2(R2)-valued solutions ξ if ξ0 ∈ L
2 ∩ Lq, v0 ∈ L
2 ∩ Lq, for q > 2.
Formally, the results of Sections 4.2 and 4.3, Lemma 19 and Remark 5 provide the tightness to pass
to the limit. Proceeding similarly as in the proof of [6, Theorem 3.6.] we get the following result.
Theorem 20. i) Let q = 4 and assume conditions (IG1), (IG2), (IG3) and (IG4). Let
ξ0 ∈ L
2 and v0 ∈ L
2. Then there exists a martingale solution ((Ω˜, F˜ , P˜), W˜ , ξ˜) (in the sense of
Definition 9) to (1.2). In addition ξ˜ ∈ L4(0, T ;L4) P-a.s..
ii) If, in addition, we assume that condition (IG2) holds also for a q > 2, and ξ0 ∈ L
2 ∩ Lq,
v0 ∈ L
2 ∩ Lq, then also ξ˜ ∈ L∞(0, T ;Lq) P-a.s..
Proof. Let us prove (i). One proceeds as in [6]. We fix 0 < γ < 12 and 0 < δ < 1 appearing in
Proposition 17 and define the spaces
Z = L4w(0, T ;L
4) ∩ C([0, T ] ;U ′) ∩ L2(0, T ;L2loc) ∩ C([0, T ] ;L
2
w),
Z = L4w(0, T ;L
4) ∩ C([0, T ] ;U′) ∩ L2(0, T ;L2loc) ∩ C([0, T ] ;L
2
w),
with the topology T and τ respectively, given by the supremum of the corresponding topologies.
According to Lemma 19 (with α = 4, q = 4), Proposition 17(i) provides that the sequence of laws of
the processes ξn is tight in Z. Moreover, according to Lemma 19 (with α = q = 4) and Remark 5,
Propositions 11 provide that the sequence of laws of the processes vn is tight in Z. So the pair (ξn, vn)
is tight in Z × Z.
By the Jakubowski’s generalization of the Skorokhod Theorem in non metric spaces (see [7], [15] and
[14]) there exist subsequences {ξnk}
∞
k=1 and {vnk}
∞
k=1, a stochastic basis (Ω˜, F˜ , P˜), Z-valued Borel
measurable variables ξ˜ and {ξ˜k}
∞
k=1, Z-valued Borel measurable variables v˜ and {v˜k}
∞
k=1 such that
• the laws of ξnk and ξ˜k are the same and ξ˜k converges to ξ˜ P˜-a.s. with the topology T
• the laws of vnk and v˜k are the same and v˜k converges to v˜ with the topology τ .
Since each ξ˜k has the same law as ξnk , it is a martingale solution to (4.7); therefore each process
M˜k(t) = ξ˜k(t)− ξ˜(0) +
∫ t
0
Aξ˜k(s) ds+
∫ t
0
v˜k(s) · ∇ξ˜k(s) ds
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is a martingale with quadratic variation
≪ M˜k ≫ (t) =
∫ t
0
G˜k(v˜k(s))G˜k(v˜k(s))
∗ ds.
Proceeding as in [6] we can prove that
〈M˜k(t)− M˜(t), ϕ〉 → 0 P˜− a.s.
for any ϕ ∈ Hs,2, with s > 2, with compact support, and every t ∈ [0, T ], where
M˜(t) = ξ˜(t)− ξ˜(0) +
∫ t
0
Aξ˜(s) ds+
∫ t
0
v˜(s) · ∇ξ˜(s) ds.
In particular, the convergence of the non linear term
〈
∫ t
0
v˜k(s) · ∇ξ˜k(s) ds, ϕ〉 → 〈
∫ t
0
v˜(s) · ∇ξ˜(s) ds, ϕ〉
is obtained with a slightly modification of the proof of [7, Lemma B1], exploiting the convergence of
v˜k in C([0, T ] ;L
2
loc) and of ξ˜k in C([0, T ] ;L
2
loc).
For the convergence of the quadratic variation process∫ t
0
〈G˜k(v˜k(s))
∗ϕ1, G˜k(v˜k(s))
∗ϕ2〉H ds→
∫ t
0
〈G˜(v˜(s))∗ϕ1, G˜(v˜(s))
∗ϕ2〉H ds,
for any ϕ1, ϕ2 ∈ H
−g, we proceed exactly as in [6, Theorem 3.6].
Similar convergence results show that the limit is a martingale. Therefore, we conclude appealing to
the usual martingale representation Theorem: there exists a cylindrical H-Wiener process w˜ such that
〈M˜(t), ϕ〉 = 〈ϕ,
∫ t
0
G˜(v˜(s) dw˜(s)〉 =
∫ t
0
〈G(v˜(s))∗ϕ, dw˜(s)〉.
Therefore, ξ˜ is a martingale solution to (1.2) and ξ˜ ∈ L4(0, T ;L4) P-a.s..
Statement (ii) follows from Proposition 17(ii) and Proposition 12. We can infer the existence of
a subsequence {ξ˜k}k converging in L
∞
w (0, T ;L
q). The limit process ξ˜ is the solution to (1.2) and
ξ˜ ∈ L∞(0, T ;Lq).
From the pathwise uniqueness for v, stated in Proposition 7, we infer pathwise uniqueness for ξ.
In particular, pathwise uniqueness and existence of martingale solutions implies existence of strong a
solution.
Corollary 21. Assume that the same assumptions as Theorem 20(i) hold, moreover assume (IG5).
Then there exists a unique strong solution to (1.2).
As a byproduct of Theorem 20 we gain more regularity for the solution v to equation (3.1).
Corollary 22. Under the same assumptions as Theorem 20(i) the solution process v of (3.1) has
P-a.s. paths in C([0, T ] ;H1,2). Moreover, under the same assumptions as Theorem 20(ii), v has also
P-a.s. paths in L∞(0, T ;H1,q).
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Appendix A. Study of the Navier-Stokes equations driven by a more regular noise
In the present Appendix we are concerned with the Navier-Stokes equations (1.1) driven by a
more regular covariance operator G. The existence result we provide here is needed in the proof of
Proposition 10.
On the covariance G we make the following set of assumptions.
(G1): the mapping G : H1,2 → LHS(H;H
1,2) is well defined and there exists a1 > 0 such that
‖G(v)‖LHS(H;H1,2) ≤ a1(1 + ‖v‖H1,2), ∀v ∈ H
1,2.
(G2): For all z ∈ C∞sol the real valued function v 7→ |G(v)
∗z|H is continuous on H
1,2 endowed with
the strong L2 topology.
We give the following notion of solution to (1.1).
Definition 23. Let v0 ∈ H
1,2. A martingale solution to the Navier-Stokes problem (1.1) is a triple
consisting of a filtered probability space (Ω,F , {Ft}t∈[0,T ],P), an {Ft}-adapted cylindrical H-Wiener
process W and an {Ft}-adapted measurable H
1,2-valued process v, such that
i. for every p ∈ [1,∞),
v ∈ Lp(Ω;L∞(0, T ;H1,2)) ∩ L2(Ω;L2(0, T ;H2,2)), P− a.s.; (A.1)
ii. for all z ∈ C∞sol and t ∈ [0, T ] one has P-a.s.
〈v(t), z〉 = 〈v0, z〉+
∫ t
0
〈∆v(s), z〉ds +
∫ t
0
〈(v(s) · ∇)v(s), z〉ds + 〈
∫ t
0
G(v(s)) dW (s), z〉. (A.2)
In the definition of the martingale solution the incompressibility condition is contained in the
requirement that v belongs to H1,2.
Theorem 24. Assume that (G1) and (G2) hold. Then for any v0 ∈ H
1,2 there exists a martingale
solution to the problem (1.1).
Proof of Theorem 24 is a variation of proof [8, Theorem 2.1]: there the authors consider the Euler
equations on R2 perturbed by a multiplicative noise term satisfying the same assumptions we made.
In order to prove the existence of a martingale solution they consider a smoothed Faedo-Galerkin
scheme of the Navier-Stokes equations. In particular a diffusion term ν∆v, ν > 0, is added in order
to use its smoothing effect and obtain the desired estimates. In the tightness argument, passing from
the finite dimensional approximation to the infinite dimensional non approximated equation, they
consider ν → 0 to recover the Euler equation in the limit. The main difference in our result is that
we maintain the regularizing effect of the Laplacian also in the limit equation. In this way we prove
more regularity for the solution. We provide only a sketch of the proof.
Proof. Smoothed Faedo-Galerkin approximations. As usual we project the first equation of (1.1)
onto the space of divergence free vectors fields to get rid of the pressure term. We approximate the
nonlinear term B and the covariance operator G in such a way they become Lipschitz in appropriate
functional spaces. We consider the same approximations Bn and Gn as [8, Section 5]. We recall them
here for the sake of clarity.
Let {ek}k ⊂ H
2,2 be an orthonormal basis of H1,2. Let P (n) and Pn be the orthonormal projection
of H1,2 into the spaces Span{e1, ..., en} and Span{en} = Ren respectively. Let Pˆ
(n) : H1,2 → R be
defined by Pˆ (n)(v)en = Pn(v), v ∈ H
1,2.
Let us start by recalling the approximation of G. Let ρ ∈ C∞0 (R) be a non-negative function with the
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support in [0, 1] and such that
∫
R
ρ(x) dx = 1. Let 1n = 1[−n,n]. Recall that, for all ψ ∈ H and for all
v ∈ H1,2, we have G(v)ψ ∈ H1,2. For such ψ and v we define
[Gn(v)ψ] = n
−nP (n)
∫
Rn
[
G
(
n∑
i=1
xiei
)
ψ
]
1n
(∣∣∣∣∣
n∑
i=1
xiei
∣∣∣∣∣
H1,2
)
× ρ
(
n(Pˆ (1)v − x1)
)
· · · ρ
(
n(Pˆ (n)v − xn)
)
dx1 . . . dxn.
Gn(·) is bounded and globally Lipschitz from H
1,2 into LHS(H;H
1,2) (with bounds possibly depending
on n). Let now consider the approximation of the nonlinear term B. Let ϕn : H
1,2 → H1,2 be defined
by
ϕn(u) :=
{
u, if ‖u‖H1,2 ≤ n
n‖u‖−1
H1,2
u, otherwise
Define Bn(v, v) := B(ϕn(v), v). Bn is a globally Lipschitz map from H
1,2 to L2.
We consider a sequence of finite dimensional stochastic differential equations, the (smoothed) Faedo-
Galerkin systems

dvn(t) +
[
P (n)Avn(t) + P (n)Bn(v
n(t), vn(t))
]
dt = Gn(v
n(t)) dW (t), t ∈ [0, T ]
∇ · vn(t) = 0, t ∈ [0, T ]
vn(0) = vn0
(A.3)
Since all the coefficients are Lipschitz, for every n ∈ N this SDE admits a unique solution vn. The
crucial point is to prove the desired estimates uniformly in n ∈ N. Proceeding as in [8, Lemma 5.1]
and using the smoothing effect of the Laplacian operator we obtain that, for any p ∈ [1,∞) there
exists a finite constant C1, independent of n, such that
E sup
t∈[0,T ]
‖vn(t)‖p
H1,2
+ E
∫ T
0
‖∇vn(t)‖2H1,2 dt ≤ C1, (A.4)
for any n ∈ N.
Tightness. Each process vn is defined on a filtered probability space (Ω,F ,Ft,P) and satisfies (A.3)
driven by a cylindrical H-Wiener process W . Let us denote by L(vn) the law of vn on the space of
trajectories C([0, T ] ;H1,2). We aim at proving that this sequence is tight on an appropriate functional
space. If we consider an unbounded domain, the embedding of the Sobolev space of functions with
square integral gradient into the L2 space, unlike in the bounded case, is not compact. Compactness
is crucial in a tightness argument. As in [8] we introduce spaces with weights. Let θ ∈ C∞(R2) be a
strictly positive even function equal to e−|x| for |x| ≥ 1, and let us denote by L2θ the weighted space[
L2(R2; θ(x) dx)
]2
.
Let us set
Mn(t) :=
∫ t
0
Gn(v
n(s)) dW (s), t ∈ [0, T ] ,
and let L(Mn) be the law of Mn on C([0, T ] ;H1,2). From [8, Lemma 6.3] we get that the fam-
ily {L(Mn)}n∈N is tight in C([0, T ] ;L
2
θ). A classical result is that {M
n(t)}n are square integrable
continuous L2θ-martingales with quadratic variation
≪Mn(t)≫ =
∫ t
0
[
(jH1,2;L2
θ
Gn(v
n(s)))(jH1,2 ;L2
θ
Gn(v
n(s)))∗
]
ds,
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where jH1,2;L2θ
denotes the imbedding of H1,2 into L2θ. From [8, Corollary 6.1] we infer that the
family L(≪ Mn(t)) ≫)}n of the laws of {≪ M
n(t) ≫)}n is tight in C([0, T ] ;L1(L
2
θ, L
2
θ)), where by
L1(L
2
θ, L
2
θ)) we denote the space of nuclear operators from L
2
θ into L
2
θ. Moreover, from [8, Lemma 6.4]
it follows that the family {L(vn)}n∈N is tight in L
2(0, T ;L2θ).
Convergence. Let H˜ be a Hilbert space such that H →֒ H˜ with a Hilbert-Schmidt imbedding.
Then W is a process with continuous trajectories on H˜. Set
A = L2(0, T ;L2θ)×C([0, T ] ;L
2
θ)× C([0, T ] ;L
1(L2θ;L
2
θ))× C([0, T ] ; H˜).
From what stated above it follows that the family of laws {L(vn,Mn,≪Mn ≫,W )}n of {(v
n,Mn,≪
Mn ≫,W )}n on A is tight. Hence, by the Prokhorov theorem it is relatively weakly compact. So,
there exists a subsequence {nl}l∈N such that {(v
nl ,Mnl ,≪Mnl ≫,W )}nl converges weakly as l→∞.
By the Skorokhod imbedding theorem there exists a probability space Y = (Ω˜, F˜ , {F˜t}t, P˜), random
elements in A, (v,M,m, V ) and {vl,M l,ml, V l}l∈N, defined on Ω˜, such that
(S1): the laws of (vnl ,Mnl ,≪Mnl ≫,W ) and (vl,M l,≪M l ≫, V l) are the same,
(S2): (vl,M l,≪M l ≫, V l)→ (v,M,≪M ≫, V ), P˜-a.s. in A.
From (S1) it follows, in particular, that vl is the solution to the appropriate Navier-Stokes equations
(A.3) driven by V l. Moreover, for any p ∈ (1,∞),
sup
l∈N
E˜
[
sup
t∈[0,T ]
(
‖vl(t)‖p
H1,2
)
+
∫ T
0
‖∇vl(t)‖2W 1,2 dt
]
<∞.
To prove that the limit (v,M,≪ M ≫,W ) is the martingale H1,2-valued solution to the Navier-Stokes
problem (1.1) one can proceed as in [8, Theorem 2.1]. The only relevant different part concerns the
passage to the limit for the diffusion term. In [8], as l → ∞ this latter term tends to zero and the
Euler equation is recovered. We get instead the Navier-Stokes equations.
In this way we construct a filtered probability space, an adapted cylindrical H-Wiener process W
and an adapted measurable H1,2-valued process v satisfying (i)-(ii) of Definition 23.
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