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Resumo
A Computação em Névoa provê a dispositivos IoT acesso com baixa latência a recursos
computacionais e de rede. Neste ambiente porém, a alta mobilidade de alguns desses dis-
positivos, como wearables ou dispositivos embarcados em veículos, traz grandes desafios
para a alocação e gerência de recursos nesse ambiente. Manter a aplicação o mais próximo
possível do usuário pode ser uma maneira de oferecer as condições necessárias para uma
boa execução. A partir das diferentes demandas por recursos por parte das aplicações e
da alta mobilidade dos usuários no cenário de cidades inteligentes, otimizar o processo de
migração da máquina virtual que executa a aplicação do usuário nesse ambiente pode ser
uma maneira de assegurar a qualidade de serviço demandada pelas aplicações. Trabalhos
recentes em variados contextos têm demonstrado que adicionar dados de predição de mo-
bilidade do usuário pode melhorar o gerenciamento de recursos computacionais. Baseado
no estado atual da arte com relação à migração de máquinas virtuais em um ambiente de
Computação em Névoa para usuários móveis, este trabalho propõe mecanismos baseados
na predição de mobilidade para otimizar a escolha do destino da máquina virtual durante
o seu processo. Simulações de cenários compatíveis com o contexto de uma Cidade In-
teligente sugerem que a utilização de informações sobre o trajeto futuro do usuário pode
melhorar o gerenciamento de recursos da Névoa, mantendo a máquina virtual do usuário
em dispositivos de Névoa tão próximos quanto possível do trajeto do usuário. As soluções
apresentadas reduzem o número de migrações necessárias durante o trajeto do usuário
sem prejudicar o tempo de resposta da máquina virtual alocada na Névoa.
Abstract
Fog computing provides a low latency access to computational and network resources at
the edge of the network for the resource-constrained Internet of Things devices. The high
mobility of some of these devices, such as wearables or embedded ones in vehicles, bikes or
trains, brings great challenges related to resource allocation and management. Keeping
the users’ applications as close as possible is a way to improve the Quality of Service
desired by the users. Based on the wide different applications and high mobility of the
users in a scenario of smart cities, optimizing the Virtual Machine migration process may
be a way to ensure such Quality of Service requirements. Recent work in a variety of
contexts has shown that adding user mobility prediction data can improve the manage-
ment of computing resources. Based on the current state of the art about the virtual
machine migration in a Fog Computing environment for mobile users, this work proposes
mechanisms based on the user mobility prediction to optimize the choice of the destina-
tion node of the virtual machine process. Simulations of smart cities scenarios suggest
that using knowledge about the future user’s path can improve the resource management
of Fog ecosystems, maintaining user’s virtual machine in Fog devices as close as possible
to the user’s path. Simulations suggest that the presented policy reduces the total of
migrations along the user’s path without affecting the quality response time of virtual
machines allocated to the Fog.
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A popularização de paradigmas como o da Internet das Coisas (Internet of Things - IoT),
no qual diversos objetos como celulares, relógios, veículos e máquinas industriais passam a
ter conexão com a Internet, tem provocado mudanças na maneira de se prover recursos de
rede suficientes para atender a demanda desse novo cenário. Estima-se que o número de
dispositivos IoT chegue a cerca de 50 bilhões em 2020 [9], sendo em 2021, 929 milhões de
dispositivos wearables (dispositivos tecnológicos que podem ser utilizados pelos usuários
como peças do vestuário, como óculos, relógios ou pulseiras) [10].
Atualmente, esse volume de dispositivos acaba gerando uma grande demanda por ar-
mazenamento e processamento, além de uma intensa transmissão de dados entre eles.
Esses dispositivos, no entanto, geralmente possuem poucos recursos computacionais dis-
poníveis, não oferecendo recursos suficientes para a execução adequada de aplicações mais
complexas que poderiam ser úteis neste contexto. Câmeras de vídeo posicionadas próxi-
mas aos semáforos poderiam, por exemplo, com acesso a mais recursos computacionais,
auxiliar um sistema que identifica e informa aos motoristas vagas de estacionamento dis-
poníveis nas ruas ou ainda, acionar os hospitais caso algum acidente de trânsito ocorra
no local.
Uma alternativa proposta para este problema foi possibilitar que os dispositivos IoT
acessem recursos disponíveis remotamente. Esta técnica, conhecida como offloading, per-
mite a execução parcial ou integral desses aplicativos em um ambiente remoto ao dispo-
sitivo de origem. Neste cenário, caso o dispositivo não ofereça recursos suficientes para
a execução do aplicativo, os dados necessários para esta execução seriam coletados pelo
dispositivo e enviados para uma fonte de recursos adequada que realiza o processamento
dessas informações. Após o processamento remoto dos dados coletados, o resultado pode
ser devolvido para o dispositivo original. Estudos têm mostrado que esse processo de
offloading do processamento de aplicativos não só apresenta uma diminuição no tempo de
processamento se comparada com a execução utilizando os recursos locais do dispositivos,
como também tem permitido a execução de aplicações mais complexas em contextos antes
não explorados [30, 23].
Aplicativos mais robustos podem utilizar conceitos da Computação em Nuvem (Cloud
Computing) ao utilizarem fontes mais ricas em recursos para executar a aplicação. A
conexão com esses grandes conjuntos de servidores, característicos da Nuvem, porém, pode
comprometer o funcionamento de aplicações que demandam uma resposta rápida para
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o seu pedido de processamento. Visto que geralmente os recursos físicos oferecidos pela
Nuvem estão concentrados em grandes volumes no núcleo da rede, o tempo de comunicação
entre os dispositivos IoT e a fonte de recursos da Nuvem pode comprometer a execução
da aplicação.
Para amenizar esse cenário, conceitos de Computação em Névoa (Fog Computing)
têm sido incorporados neste contexto. Servidores menores, denominados Cloudlets ou
nós da Névoa, têm sido posicionados de forma distribuída por toda a extensão de uma
área de interesse a fim de oferecer um acesso a recursos computacionais mais próximos
aos usuários, diminuindo a latência na comunicação.
Os recursos físicos disponíveis tanto por servidores na Nuvem quanto pelas Cloudlets
são particionados em máquinas virtuais (Virtual Machine - VM), plataformas que abs-
traem os recursos físicos do hardware, permitindo a personalização dos recursos oferecidos
ao cliente e a migração do conteúdo lógico da VM de uma máquina física para outra [32].
Potencialmente, qualquer dispositivo IoT pode usufruir dos recursos disponíveis na
Névoa. O foco deste trabalho no entanto, se dará para um subconjunto dessa catego-
ria: os dispositivos IoT móveis (Mobile IoT ou Internet of Mobile Things), tais como
smartphones, dispositivos wearables ou embarcados a objetos tradicionalmente móveis,
como bicicletas e veículos.
Dada a mobilidade destes dispositivos, desenvolver sistemas para transferir de forma
eficiente os dados e aplicações dos usuários entre os servidores da Nuvem e da Névoa
de acordo com a localização dos dispositivos se torna uma tarefa desejável tanto pelos
provedores da infraestrutura quanto pelos usuários. Em algumas situações, alguns grupos
de usuários, como usuários de ônibus urbanos, metrô e trem, podem apresentar um padrão
de mobilidade altamente previsível. O uso dessas informações pode auxiliar este processo
de decisão.
Dados recentes [10] têm mostrado que em 2016 o número global de dispositivos IoT
móveis já alcançava 8 bilhões. Desses dispositivos, 46% eram classificados como dispositi-
vos inteligentes, ou seja, executam aplicações que complementam a experiência do usuário
ao utilizar estes dispositivos e, em média, geravam 13 vezes mais dados que os demais
dispositivos.
Sistemas relacionados ao aumento de segurança no trânsito como, por exemplo, aplica-
tivos que envolvam visão computacional para identificação de placas de trânsito, poderão
se beneficiar desse acesso a uma maior fonte de recursos com uma baixa latência na co-
nexão, requisito necessário devido à frequente atualização dos dados e à necessidade de
respostas rápidas às requisições. Aplicativos executados em um smartphone, por exemplo,
relacionados a jogos ou realidade virtual/aumentada que envolvam uma interação com o
usuário também podem obter vantagens ao preferirem executar seu processamento na
Névoa.
Aplicativos que não necessitam de uma baixa latência mas demandam um grande
poder de processamento, como processamento de vídeo ou aplicações relacionadas à mi-
neração de dados, poderão realizar o offloading desse processamento para uma Cloudlet
ao identificarem essa demanda. Nesse contexto, a prioridade na migração para uma Clou-
dlet em relação a servidores remotos na Nuvem é a possibilidade de diminuir o tráfego de
dados no núcleo da rede.
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O foco deste trabalho, porém, se dará a casos de uso em que baixa latência e alta
demanda de processamento se fazem necessárias. Aplicações baseadas em realidade au-
mentada sendo executadas em smartphones ou dispositivos específicos para estas funções,
como óculos interativos que filmam o ambiente e sobrepõem informações relevantes so-
bre o que está sendo visto pelo usuário. Alguns casos de uso baseados nesse cenário são
descritos a seguir:
• Assistente cognitivo. Baseado em [21, 22]: Problemas de saúde como Alzheimer,
Acidente Vascular Cerebral - AVC, ou lesões causadas por impacto podem com-
prometer o funcionamento do cérebro para reconhecimento de pessoas, lugares e
objetos, ou ainda a recuperação de memória de curto e longo prazo. Dispositivos
de realidade aumentada, como proposto por [21], podem auxiliar pessoas portado-
ras desses problemas e melhorar seu convívio em sociedade de forma independente.
Óculos de realidade virtual, por exemplo, poderiam capturar imagens a partir da
mesma perspectiva de visão do usuário, interpretá-las, e apresentar para o usuário
informações relevantes e em tempo real do que se está sendo observado. Reco-
nhecimento de objetos, textos e faces de pessoas conhecidas pelo usuário, além de
uma incorporação de outros possíveis lembretes, como agenda de compromissos,
são exemplos de aplicações que auxiliam a interação do usuário com o ambiente
ao seu redor. Neste cenário, o dispositivo envia as imagens capturadas para serem
processadas na Névoa e, após o tratamento adequado, são enviadas de volta para
o dispositivo e apresentadas para o usuário. A Figura 1.1 ilustra um exemplo de
funcionamento deste cenário.
Figura 1.1: Fluxo de execução de uma aplicação para assistência cognitiva realizando
offloading do processamento para uma Cloudlet. Fonte: Adaptado de Jiang, Huang e
Tsang (2018) [22]
• Guia turístico virtual. Baseado em [31, 39]: Comumente cidades turísticas ofere-
cem roteiros que apresentam monumentos e locais históricos para seus visitantes.
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Dispositivos de realidade aumentada poderiam melhorar a experiência do usuário
em seu passeio ao interpretar a visão em tempo real do usuário e apresentar sobre
a paisagem observada, informações ou mídias relevantes relacionadas ao local. Um
turista ao visitar um monumento histórico pode visualizar, sobreposto a paisagem
observada, informações como ano de construção e fundador, obter um áudio ou vídeo
introdutório à história do local, ou ainda, visualizar em tempo real, uma projeção
de como o monumento foi se modificando ao longo de sua história, permitindo visu-
alizar restaurações ou danos. Dado o poder de processamento demandando por essa
aplicação, os dispositivos IoT dificilmente seriam capazes de realizar tal processa-
mento e, dada a necessidade de uma rápida interpretação da visão do usuário, o uso
da Névoa se faz necessário. Neste cenário, os usuários tipicamente se locomovem
em um ônibus turístico ou em veículos de passeio, fazendo necessário que a apli-
cação do usuário executada na Névoa o acompanhe durante seu trajeto, realizando
uma migração transparente ao usuário para garantir uma execução satisfatória da
aplicação. A Figura 1.2 ilustra o caso de uso.
Figura 1.2: Exemplo de cenário de migração em Névoa de um guia turístico virtual
A partir do cenário descrito acima e dos desafios impostos pelos dispositivos IoT
móveis, este trabalho tem como objetivo desenvolver mecanismos para otimizar o geren-
ciamento dos recursos externos utilizados pelos dispositivos IoT móveis. Neste trabalho,
o foco de estudo foi o desenvolvimento de políticas e algoritmos para otimizar o processo
de migração de máquinas virtuais entre as Cloudlets presentes na infraestrutura da Né-
voa tendo como base usuários com mobilidade altamente predizível. A partir da política
de migração proposta baseada no uso da predição de mobilidade desses usuários, alguns
cenários de simulação foram elaborados para a avaliação desta política e do algoritmo de
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migração proposto. A Seção 1.1 descreve com detalhes o problema estudado neste tra-
balho e a Seção 1.2 apresenta as contribuições obtidas durante o desenvolvimento desta
dissertação.
1.1 Problema
No contexto de cidades inteligentes, os dispositivos IoT estão inseridos em variados cená-
rios, em alguns deles, o dispositivo pode estar associado a um usuário móvel, como por
exemplo, pedestres ou passageiros de carro, metrô ou barco, sendo eles pertencentes aos
usuários (celulares, relógios ou óculos) ou embarcados no meio de transporte utilizado
(câmeras filmadoras ou sensores de distância). Neste cenário, a realização de um offlo-
ading para a cloudlet mais próxima do usuário em um determinado momento pode não
mais atender às suas necessidades após o deslocamento deste usuário durante seu trajeto.
O deslocamento desses usuários introduz uma questão crítica com relação à viabilidade
de se executar um offloading para servidores da Névoa neste contexto. Para manter a
qualidade de serviço oferecida ao usuário, pode-se fazer necessário realizar a migração
de sua máquina virtual de um servidor da Névoa para outro melhor localizado. Essa
decisão é tomada com base na prioridade entre os denominados custos de migração e
custos de execução. O primeiro refere-se ao custo de mover uma VM de uma Cloudlet para
outra (como por exemplo, volume de dados trafegados entre as Cloudlets e processamento
necessário por elas para realizar essa migração), enquanto o segundo está relacionado aos
custos da comunicação entre o usuário e sua VM (por exemplo, volume de dados trafegados
entre o usuário e a Cloudlet e a latência oferecida por ela).
Adotar o critério de sempre migrar a VM para a Cloudlet mais próxima do usuário a
fim de minimizar os custos de execução pode adicionar um custo muito alto à rede caso
tal processo necessite transferir um grande volume de dados entre as Cloudlets, além de
que, apesar de haver técnicas para minimizar o tempo de indisponibilidade de acesso à
aplicação durante o processo de migração, a cada vez que esse processo ocorre, o usuário
fica sem poder acessar sua aplicação durante um período de tempo. Adotar este critério
de muitas migrações aumenta o tempo de indisponibilidade de acesso à aplicação durante
o trajeto do usuário.
Por outro lado, adotar outro critério, como não migrar a máquina virtual, removerá
todo o custo de migração, porém poderá deixar a VM muito distante do usuário, com-
prometendo a qualidade da comunicação. Priorizar a minimização de um dos custos em
detrimento do outro poderá levar a uma subutilização dos recursos disponibilizados pelas
Cloudlets. Definir o melhor momento para efetuar a migração da VM, tendo como base
as localizações do usuário e de sua máquina virtual e as condições da rede, é uma das
principais abordagens para otimizar o uso dos recursos das Cloudlets, além de melhorar
a experiência do usuário ao utilizar esses aplicativos.
Devido à grande mobilidade característica de alguns dispositivos da Internet das Coi-
sas, como os veículos, bicicletas e trens, a definição de mecanismos para tomada de decisão
sobre o momento e o destino ótimos para o processo de migração em servidores na Névoa
se torna não trivial, se mantendo como um problema de pesquisa em aberto [31, 6, 34].
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O desenvolvimento de novas soluções para gerenciar os recursos computacionais nesse
contexto se apresenta necessário [42].
Desenvolver bons mecanismos para o gerenciamento de máquinas virtuais em um am-
biente de Computação na Névoa não só tem sido apontado como uma das chaves para
possibilitar um "aumento substancial de soluções com suporte à mobilidade, tanto em ter-
mos de desempenho quanto de aplicabilidade" [31], como também está entre os desafios
para o desenvolvimento da Internet do Futuro para Cidades Inteligentes [4].
Algumas soluções têm sido propostas para manter a máquina virtual no servidor me-
lhor localizado para o usuário a fim de diminuir a latência na comunicação [43, 32, 47].
No entanto, esses trabalhos visam apenas corrigir o posicionamento da máquina virtual
após o deslocamento do usuário, atuando de forma reativa.
Considerando os diversos cenários e demandas relacionados a IoT no contexto de Ci-
dades Inteligentes, alguns grupos de usuários, como usuários de ônibus urbanos, metrô
e trem, apresentam um padrão de mobilidade altamente previsível. Trabalhos recen-
tes [16, 29] avaliados em outros contextos têm incorporado informações relacionadas a
predição de mobilidade desses usuários para otimizar a escolha do destino dos dados dos
usuários. Tendo como base dados de mobilidade e informações sobre a localização futura
dos usuários, a política de migração de dados proposta por esses autores visa antecipar a
migração do conteúdo do usuário para um local que provavelmente fará parte do trajeto
do usuário no futuro próximo. Resultados apontaram que as abordagens propostas trou-
xeram vantagens quanto ao aumento da qualidade de serviço oferecida a esses usuários.
A partir do atual cenário apresentado pelo estado da arte, alguns tópicos de pesquisa se
mostram em aberto para o problema de migração de dados e processamento em ambientes
de Névoa. Tendo em vista os resultados promissores apresentados em outras áreas ao
incorporar informações sobre a localização futura dos usuários, o processo de migração
de máquinas virtuais em um ambiente de computação em Névoa também poderia ser
avaliado neste contexto.
1.2 Contibuições
Tendo como base o cenário descrito anteriormente, este trabalho propõe uma política de
migração de máquinas virtuais baseada no uso de informações sobre o futuro trajeto dos
usuários. A migração proativa, como foi definida, baseia-se na utilização de informações
sobre a localização futura do usuário para definir o destino de sua máquina virtual ao se
requisitar o início do processo de migração. Baseados nessa política, cenários e algoritmos
de migração foram propostos e avaliados durante o desenvolvimento do trabalho.
Inicialmente, a literatura não disponibilizava nenhum conjunto de ferramentas para
construir e avaliar algoritmos relacionados ao gerenciamento de recursos em um ambiente
de Computação em Névoa, como o processo de migração de máquinas virtuais, consi-
derando um cenário de mobilidade compatível com a esperada para usuários em uma
cidade inteligente. Tendo em vista este cenário, o desenvolvimento do trabalho deu-se
inicialmente pela construção de um ambiente de simulação compatível com o cenário
previamente proposto para avaliação.
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Este projeto teve, como uma de suas contribuições, uma extensão ao simulador de
rede MyIFogSim [27], incorporando o uso de uma rede veicular ao cenário de mobilidade
dos usuários. O simulador MyIFogSim disponibiliza um ambiente para avaliar o geren-
ciamento de recursos computacionais da Computação na Névoa. Baseado no Simulador
IFogSim [20], o simulador MyIFogSim estende o simulador anterior suportando usuários
móveis no contexto de migração de máquinas virtuais e alocação de recursos nos nós da
Névoa.
Baseado no ambiente disponibilizado pelo simulador, foram feitas as modificações ne-
cessárias no MyIFogSim a fim de realizar uma integração com o simulador SUMO (Simu-
lation of Urban Mobility) [5]. O SUMO é o simulador responsável pelo gerenciamento da
mobilidade de veículos a serem utilizados como usuários no cenário de estudo. A partir de
dados de mobilidade disponibilizados na literatura, o simulador SUMO fica responsável
por interpretá-los e informar as suas posições para o simulador de rede MyIFogSim. O am-
biente construído, bem como as modificações incorporadas ao simulador estão disponíveis
para uso da comunidade1.
A partir do cenário de simulação construído, o trabalho iniciou pela avaliação da polí-
tica de migração proposta baseada na predição de mobilidade de usuários que apresenta-
vam um padrão de mobilidade altamente predizível. Em um cenário inicial, assegurava-se
recursos suficientes para os usuários ao longo de seu trajeto e avaliava o cenário conside-
rando um alto nível de acurácia na predição de mobilidade. Os resultados deste trabalho
foram apresentados no Simpósio Brasileiro de Redes de Computadores - SBRC 2018 [17].
Após a construção e avaliação da política proposta, outros cenários mais complexos
puderam ser estudados. O processo de migração proativa foi avaliado em um ambiente de
concorrência por recursos, no qual um conjunto de usuários se desloca para uma mesma
região do mapa. Os recursos computacionais disponíveis nas Cloudlets presentes nessa
área não são suficientes para atender a demanda dos usuários de maneira ótima, podendo
resultar na penalização de alguns usuários ao posicionar suas aplicações em Cloudlets
mais distantes. Um algoritmo baseado em Programação Linear Inteira foi proposto para
otimizar esse processo de distribuição das aplicações dos usuários de forma dinâmica pelas
Cloudlets considerando o deslocamento dos usuários ao longo do dia. Os resultados foram
apresentados no IEEE Symposium of Computers and Communication - ISCC 2018[18]
O restante deste trabalho está organizado da seguinte forma: O Capítulo 2 descreve
os conceitos fundamentais para o entendimento do cenário utilizado neste trabalho como
os paradigmas de Internet das Coisas, Cidades Inteligentes, Computação em Nuvem e em
Névoa. Este capítulo também apresenta mais detalhes acerca do processo de migração
de Máquinas Virtuais no contexto de Computação em Névoa. O Capítulo 3 apresenta
os principais trabalhos relacionados ao gerenciamento de recursos computacionais em
ambientes de Computação em Névoa ou em cenários similares, bem como o atual estado
da arte com relação ao processo de migração de máquinas virtuais em Névoa. O Capítulo
4 descreve com mais detalhes o trabalho desenvolvido para a avaliação, em um cenário
inicial, da política proativa para a migração de máquinas virtuais proposta neste trabalho.
Além disso, este capítulo também detalha o desenvolvimento, bem como a avaliação, do
algoritmo proposto para otimizar o processo migração em um ambiente de concorrência
1https://github.com/diogomg/MyIFogSim
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de recursos na Névoa baseada na variação dinâmica da demanda dos usuários ao longo
do dia. Por fim, o Capítulo 5 sumariza os resultados obtidos durante o desenvolvimento
deste trabalho, apresenta as conclusões obtidas e discorre acerca dos tópicos em aberto




Esta seção apresenta os conceitos básicos relacionados aos assuntos contidos neste tra-
balho. A Seção 2.1 descreve o paradigma de Internet das Coisas e sua relação com o
desenvolvimento de Cidades Inteligentes. A Subseção 2.1 apresenta os conceitos sobre
Computação em Nuvem e Computação em Névoa. A Subseção 2.2 apresenta o conceito
de Redes Veiculares e descreve a arquitetura de uma Vehicular Cloud. A Subseção 2.3
contém uma visão geral sobre o processo de migração de máquinas virtuais e descreve o
funcionamento desse processo em uma Vehicular Cloud.
2.1 Internet das Coisas
A incorporação de tecnologias para transmissão de dados nos mais diversos objetos, de
celulares e relógios de pulso a veículos e máquinas industriais, tem alterado a experiência
de uso desses objetos. Conhecido como Internet das Coisas (Internet of Things - IoT),
esse paradigma tem alterado significativamente a utilidade de objetos do cotidiano e
permitindo, principalmente, a interação remota entre esses objetos e seus usuários, sejam
eles humanos ou outros dispositivos tecnológicos.
Os benefícios trazidos pelas novas funcionalidades incorporadas a esses objetos têm
resultado em uma grande popularização desse paradigma, além de impulsionar o desen-
volvimento de outros temas como cidades inteligentes. As denominadas cidades inteli-
gentes visam melhorar a qualidade de vida de seus cidadãos principalmente, mas não
somente, através de uma infraestrutura tecnológica capaz de oferecer um ambiente inte-
grado, acessível e sustentável para o desenvolvimento das operações do cotidiano de uma
cidade [35, 4]. Dentre as aplicações desenvolvidas para cidades inteligentes, pode-se citar
controle de tráfego urbano, monitoramento no consumo de água e energia elétrica e depo-
sição de resíduos em lixeiras e aterros, e identificação de rotas para evacuação de pessoas
em caso de emergências [1, 35].
A facilidade de incorporação do paradigma de Internet das Coisas no cotidiano das
pessoas acaba gerando uma grande inclusão desses dispositivos nos mais diversos contex-
tos. Muitos desses dispositivos podem possuir um contato muito próximo com as pessoas,
podendo serem diretamente portados por elas. Os dispositivos wearables, como são cha-
mados, possuem diversas formas e aplicações e geralmente são atualizações de objetos já
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tradicionalmente portados pelas pessoas, como relógios, pulseiras, óculos, monitores de
saúde, entre outros. Estima-se um aumento no número desses dispositivos de 325 milhões
em 2016 para 929 milhões em 2021 [10]. Tais dispositivos podem auxiliar as pessoas ge-
renciando compromissos, ou ainda, contactando de forma autônoma outros agentes, como
familiares, polícia ou hospital, em casos de emergência.
Apesar desses dispositivos acompanharem os seres humanos, no contexto de cidades
inteligentes, muitos outros dispositivos IoT podem apresentar uma alta mobilidade devido
a estarem associados a objetos tipicamente móveis, como em automóveis, bicicletas, trens
e navios. Nesse contexto, a Internet das Coisas Móveis (Internet of Mobile Things ou
Mobile IoT) restringe o conceito do paradigma de IoT ao referenciar especificamente os
dispositivos que não possuem localização fixa.
Pesquisas recentes [10] têm apresentado a grande popularidade desses dispositivos mó-
veis, como ilustrado na Figura 2.1. Em 2016 já havia 8 bilhões de dispositivos móveis
conectados e com previsão para superarem a marca de 10 bilhões em 2021. Deste nú-
mero de dispositivos móveis previsto para 2021, 82% deles podem ser classificados como
dispositivos inteligentes que, segundo definição da Cisco [10], possuem capacidades de pro-
cessamento, multimídia e pelo menos um mecanismo de conectividade para transmissão
de dados.
Figura 2.1: Crescimento global do número de dispositivos móveis e conexões. Fonte:
Adaptado de V. N. I. Cisco (2016) [10]
.
Devido aos poucos recursos computacionais oferecidos por tais dispositivos, a execução
do processamento, ou pelo menos parte dele, em fontes mais abundantes de recursos
como a Nuvem, tem se mostrado uma alternativa nesse contexto. Apesar da facilidade e
flexibilidade oferecida por esse ambiente, devido a demandas por baixa latência por parte
de algumas aplicações, e a fim de amenizar o grande volume de dados que são transmitidos
para o núcleo da rede, alternativas como a Computação em Névoa tem se mostrado como
uma opção mais adequada para esse cenário.
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2.2 Computação em Nuvem e em Névoa
A demanda por uma otimização do uso de recursos computacionais, a melhoria na qua-
lidade dos meios de transmissão e o barateamento de equipamentos e processamento
influenciaram o desenvolvimento de um novo modelo de computação, no qual o acesso a
esses recursos é feito remotamente e sob demanda.
O modelo de Computação em Nuvem (Cloud Computing) oferece o acesso a um con-
junto de recursos, tais como armazenamento, processamento, aplicativos e serviços de
forma que a requisição e liberação desses recursos sejam feitas de forma rápida e transpa-
rente ao usuário [13].
O acesso ao hardware, geralmente distribuído, oferecido pela Cloud é feito principal-
mente por meio de virtualização. A virtualização é uma tecnologia que abstrai os recursos
físicos do hardware e oferece o acesso a eles por meio de máquinas virtuais (Virtual Ma-
chine – VM). A Figura 2.2 ilustra o conceito de virtualização apresentando a flexibilidade
oferecida por esse modelo de abstração para obter acesso aos recursos físicos do hardware.
A virtualização permite que diferentes sistemas operacionais e processos com caracterís-
ticas e demandas distintas entre si sejam executadas de forma isolada e independente no
hardware disponível.
Figura 2.2: Ilustração do conceito de virtualização em servidores. Fonte: Lopes (2017) [26]
.
Este processo de migração do processamento e armazenamento para servidores na Nu-
vem permite que aplicações mais robustas possam ser executadas em dispositivos móveis
seguindo este mesmo princípio [2], dando origem à Computação Móvel nas Nuvens (Mobile
Cloud Computing - MCC).
Algumas limitações relacionadas à arquitetura da Cloud Computing tais como latência
elevada, e perda de pacotes levaram a aproximação de alguns servidores para as bordas da
rede como tentativa de amenizar os danos causados a aplicações de tempo real. Satyana-
rayanan et al. [36] apresentam este conceito de Cloudlet, servidores próximos aos usuários
acessados através de tecnologias sem fio em no máximo um salto na rede. O acesso aos
recursos da Cloudlet, assim como na Cloud, são feitos através de máquinas virtuais.
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A popularização de dispositivos que incorporam o acesso à Internet para melhorar
sua experiência com o usuário, como eletrodomésticos, veículos e máquinas industriais,
classificados como parte da Internet das Coisas (Internet of Things – IoT), trouxeram
novas demandas relacionadas à Computação em Nuvem.
O baixo poder de processamento e armazenamento desses dispositivos levou a uma
demanda por uma fonte de recursos mais abundante, como a Nuvem, para gerenciar um
volume mais crítico de dados. A demanda por mobilidade e baixa latência por parte
dos dispositivos IoT, no entanto, tornou a comunicação com servidores localizados muito
longe desses dispositivos um ponto crítico relacionado ao desempenho dessas aplicações.
Com base nesse cenário, Bonomi et al. [7] propuseram o conceito de Fog Computing,
“uma plataforma altamente virtualizada que provê processamento, armazenamento e ser-
viços de rede entre os dispositivos e os tradicionais Data Centers em Nuvem, tipicamente
mas não exclusivamente localizada na borda da rede”.
No contexto dos dispositivos de Internet-das-Coisas, os poucos recursos disponíveis
nesses dispositivos motivaram a ideia de utilizar recursos externos, como a Nuvem, para
executar aplicações mais robustas. No entanto, a conexão com servidores muito distantes
do usuário pode comprometer o funcionamento de aplicações que necessitam de respostas
rápidas do servidor, como jogos ou aplicações relacionadas a uma interação frequente com
o usuário, como aplicações de realidade aumentada/virtual. Para atender à demanda
desses aplicativos, servidores menores chamados de Cloudlets têm sido posicionados de
forma distribuída pela cidade para oferecer um acesso mais próximo aos usuários. No
contexto de redes veiculares, o acesso às Cloudlets é feito a partir de interfaces via rádio
providas por Roadside Units - RSUs. A Figura 2.3 ilustra uma arquitetura hierárquica
entre os dispositivos IoT móveis, Névoa e Nuvem.
Qualquer infraestrutura que ofereça recursos na borda da rede pode ser considerada
um nó da Névoa. Roteadores com um elevado poder de processamento e armazenamento
poderão se tornar servidores nessa rede, assim como Access Points, Switches, Cloudlets
ou até mesmo os próprios dispositivos dos usuários [45]. Essa maior gama de fontes de
recursos oferece mais opções próximas aos dispositivos IoT, diminuindo a latência na
comunicação e amenizando o tráfego de dados no núcleo da rede.
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Figura 2.3: Arquitetura de um ambiente de Computação em Névoa para atender usuários
móveis. Fonte: Bittencourt et al. (2015) [6].
2.3 Migração de Máquinas Virtuais
Amigração de máquinas virtuais consiste na transferência da localização física da máquina
virtual entre os servidores da rede, sendo eles presentes na Nuvem ou na Névoa, a fim
para realizar um balanceamento de carga, manutenção física no servidor ou ajustar a
localização da máquina de acordo com a posição do usuário.
Nesse sentido, o conceito de Follow-me Cloud (FMC) apresentado por Taleb e Ksen-
tini (2013) [40] propõe que, dada uma rede com um conjunto de pequenos servidores
geograficamente distribuídos em sua borda, uma vez que o usuário se movimente dentro
da rede, seu conteúdo presente nos servidores deve segui-lo, mantendo a qualidade e a
disponibilidade do acesso a ele.
Estudos presentes na literatura [26] têm demonstrado o comportamento apresentado
pela máquina virtual presente na Névoa com relação a diferentes cenários de migração. A
Figura 2.4 ilustra uma comparação entre a latência obtida por um usuário móvel adotando
duas políticas quanto a escolha da localização da máquina virtual durante seu trajeto. As
políticas adotadas foram: (1) manter a máquina virtual na Cloudlet de origem escolhida
no início do trajeto e manter o acesso à VM de forma indireta através de múltiplos saltos,
ou (2) sempre realizar a migração da máquina virtual para a Cloudlet mais próxima de
acordo com a localização do usuário. Nota-se o aumento acentuado nos níveis de latência
apresentados pela abordagem de não migração da máquina virtual com o decorrer do
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tempo. A partir de tais trabalhos pode-se perceber a necessidade de se realizar migrações
para manter a qualidade da conexão entre o usuário e sua aplicação.
Figura 2.4: Latência obtida por um usuário móvel em cenários de migração e não migração
de sua máquina virtual ao longo de seu trajeto. Fonte: Adaptado de Lopes (2017) [26]
Em uma arquitetura hierárquica de Computação em Névoa, como apresentada por
Bittencourt et al. [6], as máquinas virtuais podem ser migradas entre as três camadas da
arquitetura. O processo de migração pode ser classificado em quatro cenários de acordo
com a origem e destino da máquina virtual [47]. Tendo como base as definições dadas
segundo Yu et al., de forma adaptada, descrevemos os cenários de migração como:
• Inter-Cloudlet Migration: Ocorre quando a máquina virtual é migrada de uma Clou-
dlet para outra, ilustrada na Figura 2.5 pelo caso 1. Esta migração ocorre apenas
entre os nós presentes na Névoa. Quando o usuário passa a se locomover no mapa,
a Cloudlet que melhor o atendia passa a se distanciar e comprometer a qualidade
da conexão, uma nova Cloudlet é escolhida de acordo com a nova localização do
usuário e o processo de migração é iniciado entre esses dois nós da Névoa;
• Across Cloudlet-Cloud Migration: Esta migração é definida quando a máquina vir-
tual é levada da Cloudlet para a Nuvem, ilustrada pelo caso 2 na Figura 2.5. Pre-
ferencialmente a máquina virtual deve ser posicionada o mais próximo possível do
usuário mas podem ocorrer situações em que esse estado não é possível. Quando o
usuário se locomove para uma área sem cobertura de nós de Névoa pode ser neces-
sário migrar seu conteúdo para a Nuvem a fim de manter a execução da aplicação,
mesmo que com níveis de latência comprometidos;
• Across Cloud-Cloudlet Migration: Esta migração ocorre quando uma máquina vir-
tual que está na Nuvem é transferida do núcleo da rede para uma Cloudlet. Esta
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migração pode ocorrer quando o usuário passa a se localizar em uma área coberta
por Cloudlets, passando a ter disponível um ambiente com melhores condições para
execução de sua aplicação. É o processo inverso da migração definida como Across
Cloudlet-Cloud Migration;
• Across Cloud Migration: É a transmissão do estado final da máquina virtual da
Nuvem ou Névoa para o usuário, como ilustrado no caso 3 da Figura 2.5. Esse
processo ocorre quando a utilização de recursos externos não é mais necessária para a
execução da aplicação, seja pela diminuição nos recursos requisitados pela aplicação,
no aumento dos recursos disponíveis localmente no dispositivo, ou devido ao fim da
execução da tarefa requisitada pelo usuário.
Figura 2.5: Cenários de migração de máquinas virtuais em um ambiente com usuários
móveis. Fonte: Adaptado de Yu et al. (2013) [47].
Há a possibilidade do usuário ter acesso à sua VM que está na Nuvem ou Névoa de
forma indireta. Um usuário ao entrar em uma área fora da cobertura da Cloudlet que está
executando sua aplicação pode requisitar a migração ou manter a aplicação executando
nesse nó da Névoa. Caso a aplicação se mantenha neste nó de origem, o usuário utilizará
possivelmente a Cloudlet mais próxima como nó de ligação entre ele e sua aplicação. Para
conectar a Cloudet de origem e o usuário, poderão haver quantos nós intermediários (ou
saltos na conexão) forem necessários. Estes saltos porém, podem aumentar a latência na
conexão entre esses dispositivos.
Devido à flexibilidade na escolha da fonte de recursos apresentada pela Névoa, qual-
quer dispositivo na borda da rede pode prover recursos para os usuários da rede. Neste
contexto, um conjunto de dispositivos pode compartilhar de forma distribuída seus re-
cursos de processamento e armazenamento com os demais usuários da rede, formando a
denominada Nuvem Móvel (Mobile Cloud). Neste cenário um conjunto de dispositivos
oferece recursos para o usuário através uma conexão dispositivo-para-dispositivo (device-
to-device - D2D). Esta abordagem também apresenta uma conexão com múltiplos saltos




A partir da alta mobilidade de alguns dispositivos IoT usuários da Névoa e a necessidade
de atender a alguns requisitos desses usuários, como baixa latência e alta disponibilidade,
novos desafios foram inseridos neste contexto. Dado este cenário, desenvolver soluções
eficientes para o gerenciamento das aplicações desses usuários na Névoa é necessário para
atender aos requisitos dos usuários. A partir de tal demanda, algumas abordagens foram
propostas para a gerência dos recursos computacionais presentes na Névoa. Este Capítulo
apresenta algumas das soluções disponíveis na literatura relacionadas ao tema de pesquisa
deste trabalho.
A Seção 3.1 apresenta propostas de soluções para o problema de migração de máquinas
virtuais no contexto de usuários móveis. Esta seção também apresenta alguns trabalhos
que incorporaram dados acerca da localização futura do usuário aos seus mecanismos
de gerenciamento de recursos computacionais. A Seção 3.2 descreve alguns trabalhos
relacionados à otimização da distribuição de processos nos servidores disponíveis na Névoa.
A partir das características e dos objetivos dos trabalhos encontrados na literatura,
descritos neste capítulo, pôde-se identificar pontos em aberto no estado da arte. Tais
pontos foram explorados neste trabalho de mestrado a fim de gerar contribuições para a
área de gerência de recursos em Névoa.
3.1 Migração de máquinas virtuais e predição de mo-
bilidade
O problema de migração de conteúdo de interesse do usuário, sendo este conteúdo com-
posto apenas pelos dados utilizados pela aplicação do usuário ou também pelo proces-
samento relacionado a ela, é um dos desafios para um bom gerenciamento de recursos
computacionais para usuários móveis.
No contexto de Computação em Névoa, a maioria das soluções propostas para este
problema atuam apenas de forma reativa. Ou seja, estas abordagens apenas reagem ao
deslocamento do usuário, iniciando o processo de migração apenas quando alguma métrica
utilizada, como número de saltos ou latência, atinge um limiar especificado.
Alguns trabalhos no contexto de Nuvem Móvel (Mobile Cloud Computing) e Nuvem
Veicular (Vehicular Cloud Computing) apresentaram bons resultados ao incorporar uma
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predição de mobilidade do usuário a fim de migrar proativamente o conteúdo de interesse
do usuário para regiões que farão parte de seu trajeto em um futuro próximo. No contexto
de Computação em Névoa, as atuais abordagens ainda não utilizam essas informações
sobre o trajeto do usuário para melhorar o processo de migração.
O estado da arte relativo ao processo de migração de máquinas virtuais em um am-
biente de Névoa e trabalhos que utilizam informações do futuro trajeto do usuário para
otimizar a transferência de dados mas que, até o momento, só foram aplicados em outros
contextos, são descritos com mais detalhes em seguida e sumarizados na Tabela 3.1.
Tabela 3.1: Trabalhos relacionados à migração de máquinas virtuais em Névoa ou migra-
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Yao et al. (2015) [43] apresentam um estudo focado no processo de determinação do
momento e destino da migração a fim de minimizar os custos de rede. Assim como nosso
estudo, o trabalho citado tem como base a transferência de VMs entre Vehicular Cloudlets
e realiza o cálculo de otimização de forma individual e a partir da visão do cliente, ou
seja, o processo de decisão é feito a fim de minimizar os custos relacionados a cada cliente
e não considerando ações que beneficiam um grupo de usuários. Apesar disto, o processo
de migração é feito de forma reativa, ou seja, com base no deslocamento que o veículo já
realizou, não sendo tomadas decisões com base em alguma previsão de deslocamento.
Apesar de considerar o deslocamento dos veículos, a abordagem apresentada por Re-
faat, Kantarci e Mouftah (2014) [32] prioriza a migração das máquinas virtuais entre os
veículos, utilizando as Roadside Units apenas como intermediadoras na migração entre
veículos distantes, não se beneficiando de recursos externos que as Roadside Cloudlets
oferecem. Os veículos nesse contexto são utilizados como fonte de recursos para atender a
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uma demanda de processamento da rede. O objetivo do trabalho é propor um framework
mais eficiente para migração de VMs em situações onde uma topologia heterogênea se
altera constantemente.
O estudo apresenta três abordagens para avaliar a escolha do destino da máquina
virtual do usuário: Uniform, seleciona randomicamente um veículo dentre o conjunto de
veículos da rede, não considerando nenhum critério de otimização ou verificação de que
o destino está apto a receber a VM; Least Workload, seleciona o veículo com recursos
suficientes para a atender a demanda da VM mais próxima à sua localização inicial;
Mobility Aware considera o deslocamento do veículo dentro do raio de cobertura da RSU,
veículos que ficarão pouco tempo nesta cobertura não possuem prioridade no processo de
escolha. Refaat, Kantarci e Mouftah [33] em 2016 complementam o estudo apresentando
a quarta abordagem, Mobility and Destination Workload Aware Migration, que considera
os recursos que o veículo pode oferecer à rede de acordo com seu tempo conectado a ela
assim como na abordagem Mobility Aware, porém descontando o tempo necessário para
a migração do conteúdo entre os veículos envolvidos. Considerando a mobilidade dos
usuários, as duas últimas abordagens apresentaram os melhores resultados no trabalho,
aumentando o número de VMs migradas com sucesso além de terem demandado menos
recursos da rede.
Os trabalhos [16, 15, 14] avaliam a migração das máquinas virtuais considerando pos-
síveis destinos dos veículos, porém o foco desses trabalhos está na seleção de dados para
caching. Com isso o processo de migração visa otimizar a localização do conteúdo a partir
de uma visão global dos dados, tomando decisões que beneficiem um grupo que estará
acessando o conteúdo.
Gomes et al. (2016) [15] propõem um modelo baseado em Mobile Follow-me Cloud
para migração de máquinas virtuais. Devido à mobilidade dos usuários, o estudo utiliza
uma abordagem para a migração de máquinas virtuais de acordo com os conteúdos po-
pulares a certos grupos de usuários. Diferentemente da nossa proposta, o processo de
decisão apresentado por Gomes et al. é feito baseado na otimização global da rede.
Gomes, Braun e Monteiro (2016) [14] apresentam uma estratégia para migração de
máquinas virtuais baseada na previsão de deslocamento dos usuários. A abordagem con-
sidera probabilidades de destinos para cada usuário individualmente além de dados rela-
cionados aos destinos da VM como espaço disponível, número de usuários conectados e
o custo da migração. Apesar de cada usuário calcular os possíveis destinos para o con-
teúdo que ele está acessando, o servidor responsável pelo processo de migração decide pela
movimentação dos dados apenas quando um grupo de usuários requisita a migração.
O trabalho [16] apresenta uma arquitetura baseada em Mobile Cloud com o objetivo
de otimizar a utilização do cache por parte dos usuários. O estudo combina os resultados
de [15, 14] para desenvolver sua arquitetura.
Apesar de muitos estudos focarem na otimização da migração de máquinas virtuais
baseadas no armazenamento dos dados, alguns estudos como [49] têm como objetivo
decidir pela migração ou não da máquina virtual a fim aproveitar os recursos oferecidos
pela Cloud desde que o custo da migração não comprometa o processo.
Malandrino et al. (2014) [28] apresentam um modelo para a definição das fontes do
conteúdo de interesse dos usuários baseado nos recursos disponíveis na sua localização.
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Com base nos dados de mobilidade e conteúdo consumido pelos usuários, as RSUs seleci-
onam as melhores fontes para o download de conteúdo de interesse dos usuários e quais
partes do conteúdo estarão disponibilizadas nessa fonte. A partir de uma predição da mo-
bilidade do usuário, a continuidade do conteúdo utilizado por ele pode ser preparado em
fontes próximas que deverão ser utilizadas no futuro. O modelo assume RSUs e veículos
como fontes de conteúdo, em casos em que essas fontes não estão disponíveis, a conexão é
feita diretamente com servidores da Cloud no núcleo da rede através de conexões celulares.
Apesar de também utilizar mecanismos de predição para otimizar o gerenciamento
dos recursos utilizados pelo usuário, considera apenas dados como fonte de interesse do
usuário, o trabalho desenvolvido nesta dissertação também considera aplicações que de-
mandam poder de processamento da névoa. Devido a esse fato, o trabalho citado não
considera métricas importantes para a avaliação da execução de aplicações na borda da
rede, como latência e tempo de indisponibilidade de acesso.
Outra diferença apresentada pelo trabalho citado se dá pelo uso da Nuvem como fonte
dos dados, enquanto no trabalho desenvolvido nessa dissertação a aplicação do usuário
é migrada apenas entre as Cloudlets, não considerando a Nuvem como fonte de dados.
Há de se considerar também que o trabalho citado utiliza RSUs e outros veículos da
rede como fonte externa de recursos para os usuários, enquanto o trabalho desenvolvido
nesta dissertação utiliza dispositivos dedicados (Cloudlets) como local para execução das
aplicações.
O trabalho proposto por Wonkwang, Byoung-Yoon e Dong Ku (2015) [37] apresenta
uma abordagem para utilização de potenciais caches móveis, como veículos, para trans-
portar dados solicitados por usuários de dispositivos móveis, aumentando a taxa de trans-
ferência da rede e diminuindo o uso de recursos da rede celular. Após a solicitação de um
dado da Cloud, o sistema transfere os dados para bases fixas na via e em seguida para
um veículo que possui uma rota que passa pela localidade do usuário, permitindo que o
usuário receba seus dados através de uma fonte mais próxima. Apesar dos dados serem
solicitados de acordo com os interesses individuais dos usuários, o caminho que esses da-
dos irão percorrer e a prioridade em que serão atendidos são definidos com o objetivo de
minimizar os custos globais da rede.
A fim de otimizar a distribuição de recursos das Cloudlets, Neeraj et al. (2015) [25]
modelam este problema utilizando Teoria dos Jogos, representando os veículos como jo-
gadores neste jogo, cada um disputando o acesso aos recursos da Cloud. A migração das
máquinas virtuais neste trabalho tem como objetivo balancear a demanda de recursos
sobre as Cloudlets. Além da diminuição da energia consumida pela infraestrutura, o tra-
balho também avaliou a abordagem considerando as mesmas métricas a serem utilizadas
nessa proposta, apresentando bons resultados com relação à diminuição de latência e no
tempo total de execução das aplicações. Esse trabalho porém, não utilizou quaisquer infe-
rências acerca da localização futura do usuário para tentar otimizar a escolha dos destinos
das máquinas virtuais.
Junior, Henrique e Lopes (2016) [23] apresentam uma avaliação de desempenho na exe-
cução de aplicativos de smartphones em Mobile Cloud Computing. O trabalho compara
o tempo de execução de aplicativos relacionados ao processamento de imagem utilizando
três fontes de recursos: hardware local do dispositivo, Cloudlets e Cloud. O estudo mostra
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que mesmo com pequenas demandas de processamento, a execução na Cloud e principal-
mente em Cloudlets se mostram mais eficientes que a execução local.
O trabalho apresentado em [29] propõe a utilização de uma predição de mobilidade
do trajeto do usuário para otimizar o processo de migração de máquinas virtuais em
Vehicular Cloud. Apesar de também explorar informações sobre o destino do usuário,
a principal fonte de recursos para realizar o processamento requisitado pelo usuário são
os próprios veículos que compõem a rede. No escopo do trabalho, as Roadside Units
são utilizadas apenas como intermediárias no processo de migração das máquinas entre os
veículos, não fazendo uso efetivo dos recursos disponíveis na Névoa. O trabalho sugere que
a utilização de informações do futuro trajeto do veículo melhoram a qualidade de serviço
oferecida ao usuário, apesar de utilizar outras métricas para realizar essa afirmação, como
número de tarefas requisitadas pelo usuário executadas com sucesso, e não utilizando
outros critérios de avaliação essenciais no contexto de Computação em Nuvem, como
latência e disponibilidade de acesso.
Dado o estado atual da arte apresentado pelos trabalhos citados anteriormente, este
trabalho de mestrado tem como objetivo incorporar métodos de predição de deslocamento
dos veículos em vias que oferecem acesso a Cloudlets aos procedimentos relacionados à
Follow-me Cloud aplicados nessas redes. A migração das máquinas virtuais vinculadas
aos usuários será realizada proativamente para Cloudlets que serão utilizadas futuramente
pelo usuário de acordo com o seu trajeto, ao contrário das atuais soluções que apenas corri-
gem o posicionamento das máquinas virtuais quando sua localização começa a apresentar
problemas de comunicação.
3.2 Localização de aplicações
Apesar de alguns trabalhos considerarem uma visão global da rede para definir o destino
das aplicações dos usuários pelos nós da rede, ainda há poucos trabalhos que relacionam
o processo de migração com mecanismos para otimizar a distribuição das aplicações pela
rede. A utilização de uma visão global da rede pode contribuir para otimizar o gerencia-
mento de recursos da rede, seja para não realizar um balanceamento de carga por questões
energéticas, ou para uma distribuição mais justa dos recursos entre os usuários. Alguns
trabalhos tem como objetivo otimizar essa localização das aplicações (Service Placement)
nas Cloudlets da Névoa.
Os autores apresentam em [38] uma abordagem para solucionar o problema de alocação
de aplicações em ambientes de Computação em Névoa. Tendo como base a demanda de
recursos de dispositivos da Internet das Coisas, o trabalho analisa o cenário e propõe
um algoritmo baseado em Programação Linear Inteira para solucionar o problema. O
simulador IFogSim foi utilizado para a validação dos experimentos. Apesar de considerar
a mobilidade dos dispositivos e também ter como objetivo otimizar a distribuição de
demanda pelos nós da Névoa, o trabalho não utiliza nenhuma informação relacionada à
predição de mobilidade para otimizar sua proposta.
O trabalho proposto em [41] apresenta uma abordagem para otimizar a gerência de
recursos da Névoa a fim de minimizar a latência entre o usuário e sua aplicação. A
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heurística utilizada por esse trabalho para alcançar este objetivo foi minimizar o número
de saltos entre o usuário e sua aplicação na Névoa. A partir de um algoritmo proposto
baseado em Programação Linear Inteira, o trabalho procura definir a melhor distribuição
das aplicações entre os nós da Névoa de acordo com a localização dos usuários. Assim como
o projeto proposto neste documento, o trabalho proposto por Velasquez et al. também
visa melhorar o desempenho da aplicação minimizando a latência de acesso oferecida
ao usuário. Entretanto, o trabalho não utiliza nenhum dado acerca da posição futura
do usuário nem realiza algum tipo de validação de sua proposta em um cenário de alta
mobilidade dos usuários.
O trabalho apresentado por Klaimi, Senouci e Messous (2018) [24] propõe um modelo
baseado em Teoria de Jogos para realizar a alocação das aplicações de usuários móveis na
Névoa. Assim como neste trabalho de mestrado, o trabalho apresentado em [24] utiliza
padrões de mobilidade de veículos para definir o deslocamento dos usuários na rede, bem
como sua demanda por migrações. Esse trabalho também visa otimizar a localização das
aplicações a fim de garantir a qualidade de serviço requerida pelos usuários. Assim como
os demais trabalhos encontrados na literatura, essa solução proposta por Klaimi, Senouci
e Messous não utiliza quaisquer informações acerca da localização futura dos usuários
para otimizar seu mecanismo de migração e alocação de aplicações na Névoa.
Baseado no estado atual da arte, este trabalho de mestrado também visa avaliar a
abordagem de migração proativa a partir de uma visão global do estado da rede. A
partir dessa perspectiva será possível propor otimizações na distribuição das aplicações
pela Névoa de forma mais justa entre os usuários.
Tabela 3.2: Trabalhos relacionados à alocação e distribuição de aplicações (Service Pla-
cenment) em Névoa.
Trabalho Domínio Objetivo Validação FerramentalMinimizar Maximizar
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Migração Proativa de Máquinas
Virtuais
A utilização de recursos externos como a Névoa possibilitou que dispositivos IoT pudessem
executar aplicações mais robustas, principalmente mas não exclusivamente, graças à baixa
latência oferecida por essa infraestrutura. A mobilidade de alguns usuários, porém trouxe
importantes desafios para o gerenciamento dos recursos computacionais da Névoa, visto
que um Nó da Névoa pode não mais atender a qualidade de serviço demandada pelo
usuário após ele se deslocar pelo mapa.
No cenário de cidades inteligentes, a mobilidade de alguns usuários, como passageiros
de ônibus urbanos, pode apresentar um padrão de mobilidade altamente previsível. A
disponibilidade de tais informações, até então, não havia sido utilizada pela literatura
para otimizar o processo de migração de máquinas virtuais de usuários móveis em um
ambiente de Computação em Névoa.
A partir do cenário descrito no Capítulo 3 acerca das atuais políticas de migração de
máquinas virtuais em ambientes de Computação em Névoa, e dos benefícios que aplicações
em outros contextos obtiveram ao incorporar informações sobre o trajeto futuro de seus
usuários às suas políticas de gerenciamento de recursos, este trabalho visa contribuir
com um melhor gerenciamento de recursos computacionais da Névoa baseado nestas duas
constatações.
Este trabalho propõe a incorporação de predição de mobilidade do usuário ao processo
de alocação de recursos em Névoa, adicionando dados relativos à posição futura do usuário
aos critérios utilizados para a escolha do local de destino de um pedido de migração de
máquina virtual.
Neste trabalho, a política de migração proposta foi avaliada considerando dois cenários
compatíveis com o contexto de uma cidade inteligente. Em ambos os cenários, são utili-
zados grupos de usuários que apresentam um padrão de mobilidade altamente previsível.
A escolha de usuários de ônibus urbanos para atender a esta característica deu-se para
garantir que a avaliação da hipótese não seria prejudicada pela acurácia dos algoritmos
de predição.
O primeiro cenário avaliado, apresentado na Seção 4.3 avalia a política de migração
em um cenário otimista. Neste cenário a predição de mobilidade possui uma acurácia
de 100% e as Cloudlets que oferecem a melhor latência ao usuário possuem garantia de
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disponibilidade de recursos. O objetivo desta avaliação é expor a hipótese ao melhor
cenário possível. O acréscimo de restrições ao cenário poderia mitigar o desempenho da
política proposta. Com o acréscimo gradual de restrições, poderá se identificar o impacto
de cada uma ao gerenciamento de recursos da Névoa.
Baseado na avaliação do Cenário 1, a Seção 4.4 apresenta o Cenário 2, que estende
o cenário anterior removendo a garantia de disponibilidade de recursos por parte da In-
fraestrutura da Névoa. Neste cenário, há uma concorrência por recursos por parte dos
usuários. A partir disto, uma Cloudlet que disponibiliza a melhor qualidade de serviço a
um usuário pode não possuir recursos disponíveis para atende-lo.
A partir do objetivo geral desde trabalho, este capítulo visa descrever com detalhes
a abordagem proposta e os cenários utilizados para sua validação. A organização deste
capítulo se apresenta da seguinte forma: A Seção 4.1 apresenta a política de migração
proposta, descrevendo o processo de migração auxiliado pelo uso de predição de mobili-
dade do usuário. A Seção 4.2 descreve a arquitetura lógica proposta para a atender aos
requisitos do cenário avaliado, migração em Névoa a partir da mobilidade do usuário. A
Seção 4.3 descreve a avaliação do modelo de migração proposto considerando um cenário
propício para a migração da máquina virtual do usuário ao longo de seu trajeto. Neste
cenário inicial foram considerados usuários que possuem uma mobilidade altamente pre-
dizível, além de uma garantia de disponibilidade de recursos por parte da infraestrutura
da Névoa. Por fim, a Seção 4.4 apresenta a avaliação da política proposta a partir de um
cenário com concorrência por recursos. Neste cenário, um grupo de usuários concorrem
por recursos limitados de determinada região do mapa. Um algoritmo baseado em Pro-
gramação Linear Inteira foi proposto para otimizar a alocação das máquinas virtuais nas
Cloudlets.
4.1 Política de migração proposta
As atuais abordagens presentes na literatura, definidas neste trabalho como abordagens
reativas, são caracterizadas por iniciarem seu processo de migração apenas quando a
latência ou outra métrica utilizada atinge um limiar delimitado e por escolherem o destino
da máquina virtual baseada na localização atual do usuário. Estas políticas de migração
de VMs podem escolher o destino das máquinas virtuais com base na menor distância
física ou latência imediata apresentada entre o usuário e a Cloudlet. Apesar desse tipo
de política geralmente oferecer a menor latência possível para o usuário em um primeiro
momento, pouco tempo após a migração o usuário passará a se distanciar novamente do
seu conteúdo, antecipando a necessidade de se realizar uma nova migração.
Diferentemente das soluções atuais, apresentadas no Capítulo 3, este trabalho propõe
realizar a migração para um local à frente no caminho do usuário. Dessa forma, em um
primeiro momento, o usuário passará a se aproximar do seu conteúdo e, só após algum
tempo, ele passará a se distanciar novamente até que necessite repetir o processo de
migração. A Figura 4.1 ilustra o comportamento dos processos de migração utilizando
as duas políticas avaliadas, reativa e proativa. A Figura 4.1(a) exemplifica o processo
de migração reativa, selecionando como destino das máquinas virtuais sempre a Cloudlet
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melhor localizada (geralmente a mais próxima do usuário) no momento em uma migração
é necessária. No processo de migração proativa, ilustrado na Figura 4.1(b), o destino da
máquina virtual se encontra, preferencialmente, em uma Cloudlet que está próxima ao
trajeto futuro do usuário, não sendo necessariamente a mais próxima no momento em que
o processo de migração se inicia.
(a) Abordagem reativa. A Cloudlet mais próxima do usuário é escolhida para o destino da
máquina virtual
(b) Abordagem proativa. Cloudlet a frente do usuário é escolhida para o destino da máquina
virtual
Figura 4.1: Ilustração da sequência de migrações em um cenário de migrações reativas e
proativas. Fonte: Adaptado de Yu et. al (2013) [46].
A partir do momento em que o sistema detecta a necessidade de se realizar uma nova
migração para corrigir a localização da VM com relação à atual posição do usuário, a
política proposta irá selecionar as Cloudlets que estão disponíveis na área de interesse do
usuário nos próximos minutos. A partir do conjunto de Cloudlets selecionadas, o destino
da máquina virtual será escolhido de acordo com a menor latência apresentada para
aquela área, respeitando os recursos disponíveis pelas Cloudlets. A migração da máquina
virtual sempre ocorrerá a partir do momento em que Cloudlet atual deixar de apresentar
a menor latência para o usuário comparada com o conjunto de Cloudlets selecionadas.
Esta verificação é realizada periodicamente a cada 1 segundo pelo simulador.
A Figura 4.2 ilustra um exemplo de migração de máquina virtual ao longo do caminho
de um usuário utilizando a política proposta. Ao identificar a necessidade de se realizar
uma migração, inicia-se o processo para calcular a localização futura do usuário (indicada
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pela linha tracejada) com base no período de predição que está sendo utilizado. A partir
da localização futura, uma área de interesse do usuário é criada e todas as Cloudlets
presentes nesta área se tornam candidatas a receber a máquina virtual do usuário.
Figura 4.2: Ilustração do processo de migração proativa entre os nós da Névoa.
O destino do conteúdo do usuário deve ser escolhido, preferencialmente, tão à frente
no caminho do usuário quanto possível, desde que a distância entre o usuário e a Cloudlet
não comprometa os níveis de latência exigidos pelas aplicações. A minimização no número
de migrações está relacionada à maximização do período de tempo em que uma Cloudlet
consegue atender as necessidades do usuário.
O tempo em que o usuário manter-se-á conectado à Cloudlet pode ser otimizado
escolhendo o servidor melhor localizado de acordo com seu trajeto nos próximos minutos.
Quanto maior o conhecimento sobre o trajeto futuro do usuário, melhores são os dados
disponíveis para escolher o destino para a aplicação. O intervalo de tempo futuro em que
se tem conhecimento da localização do usuário é referenciado neste trabalho como tempo
de predição.
A partir da hipótese proposta e da demanda de gerenciamento imposta por esse ce-
nário, uma arquitetura lógica foi proposta a fim de oferecer os componentes necessários
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para gerenciar os recursos da Névoa considerando a mobilidade dos usuários dessa infra-
estrutura. A arquitetura proposta apresenta os módulos necessários para a utilização de
predição de mobilidade como parte dos critérios para escolha do destino das máquinas
virtuais.
4.2 Arquitetura
A partir dos elementos presentes na arquitetura física de um ambiente de Computação
em Névoa, como dispositivos IoT e Cloudlets, uma arquitetura lógica composta por um
conjunto de módulos e funções se faz necessária para gerenciar esse ambiente. A arquite-
tura utilizada neste contexto precisa prover suporte para a mobilidade dos usuários, bem
como possuir mecanismos inteligentes o suficiente para gerenciar a migração dos dados e
processamento das aplicações, dada essa dinamicidade na mobilidade dos usuários.
A fim de prover suporte para a avaliação da proposta deste trabalho, a arquitetura
lógica para a Névoa também deve possuir mecanismos para monitorar e prever a locali-
zação do usuário conectado à infraestrutura física da Névoa. Tais informações devem ser
utilizadas pelos módulos de gerência de recursos da Névoa.
A arquitetura lógica proposta para este trabalho, ilustrada na Figura 4.3, visa oferecer
uma gerência de forma inteligente do processo de migração dos aplicativos de dispositivos
IoT para fontes externas de recursos, como as Cloudtes, e entre esses servidores de acordo
com o deslocamento dos usuários.
Apesar da arquitetura desenvolvida apresentar algumas propostas de contribuições,
se comparada às demais arquiteturas relacionadas presentes na literatura, o foco deste
trabalho não está na avaliação desta arquitetura. Mais detalhes acerca da arquitetura,
principalmente relacionados às propostas de contribuições apresentadas por ela como, por
exemplo, o suporte a mobilidade e predição do trajeto dos usuários a fim de otimizar o
gerenciamento dos recursos da névoa, podem ser consultados em Velasquez et. at. (2007)
[42].
Esta arquitetura tem como principal objetivo especificar o escopo e os requisitos míni-
mos para a implementação deste trabalho. A partir dos módulos propostos, a arquitetura
é utilizada como base para o desenvolvimento desta dissertação.
Neste cenário, dentre os módulos propostos, o módulo denominado Cloudlet Control-
ler, presente na Cloudlet, realiza o gerenciamento dos recursos da Névoa de acordo com a
oferta e demanda de recursos presentes nos diversos cenários.
Os módulos presentes no dispositivo IoT são responsáveis pelo processo de migração
de aplicativos para as Cloudlets. Os aplicativos executados no dispositivo IoT são moni-
torados e, de acordo com a demanda por mais recursos, poderão ser migrados para uma
Cloudlet. O dispositivo IoT identifica as Cloudlets próximas e estabelece a conexão com
uma delas. A partir da demanda por recursos por parte do aplicativo e da resposta das
Cloudlets informando os recursos disponíveis, o dispositivo IoT deverá selecionar quais
tarefas deverão ser migradas para a Cloudlet.
Ao realizar o offloading de um aplicativo para uma Cloudlet, o dispositivo IoT permite
que esse servidor colete informações a respeito do seu deslocamento a fim de contribuir
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com decisões relacionadas à migração do aplicativo. Devido à mobilidade dos usuários, a
aplicação deverá, preferencialmente, ser executada nas Cloudlets que ofereçam as melhores
condições para o usuário no decorrer do seu trajeto, podendo ser necessária a migração de
um aplicativo de uma Cloudlet para outra que oferecerá uma melhor condição de execução
em um futuro próximo.
A arquitetura da Cloudlet possui componentes para o monitoramento do usuário e
de Cloudlets próximas, contabilizando informações relativas à mobilidade do usuário e
à qualidade da conexão com ele, dados referentes à conexão com outras Cloudlets e aos
recursos disponíveis por elas. A partir dos dados do usuário, a Cloudlet poderá prever a
sua trajetória e, combinado com dados referentes às demais Cloudlets, poderá requisitar
a migração da aplicação para um local mais adequado.
A partir destes pedidos de migração, o módulo Cloudlet Controller presente na ar-
quitetura da Névoa será o responsável por definir qual o próximo destino da aplicação
que oferecerá a melhor condição de execução em um futuro próximo. Este gerenciamento
do processo de migração deve ser feito de forma a otimizar o uso dos recursos da Névoa,
aumentando o número de clientes atendidos e garantindo a qualidade de serviço exigida
por eles.
Os módulos presentes no dispositivo IoT e nas Cloudlets, ilustrados na Figura 4.3, são
descritos individualmente abaixo.
Arquitetura do dispositivo IoT: A arquitetura localizada no dispositivo IoT é res-
ponsável pelo gerenciamento e definição do local de execução dos aplicativos. O processo
de offloading do aplicativo é avaliado de acordo com sua demanda e das fontes de recur-
sos disponíveis. Os componentes necessários para a execução desse processo estão listados
abaixo.
• Communication Manager : Módulo responsável por identificar a presença das Clou-
dlets próximas ao usuário e estabelecer a comunicação entre o dispositivo e esses
nós da Névoa;
• Resource Monitor : Responsável por coletar dados referentes aos recursos disponíveis
na Cloudlet e à qualidade da conexão entre o usuário e esses servidores;
• Offloading Manager : Baseado nos recursos disponibilizados pelas Cloudlets e nos
dados coletados pelo Benchmark Monitor, esse módulo decide pela realização, ou
não, do offloading da aplicação para a Cloudlet ; é o responsável por definir quais
módulos do aplicativo serão migrados para a Cloudlet, qual Cloudlet irá executar
esses módulos e quando esse offloading irá ocorrer;
– Benchmark Monitor : Monitora os módulos selecionados pelo Code Partition,
coletando e mensurando o desempenho da aplicação que está sendo executada;
• Code Partition: Define por meio de regras estáticas ou dinâmicas quais módulos do
aplicativo poderão ser executados remotamente;
• Virtual Machine: Virtualização dos recursos físicos disponíveis no dispositivo IoT,
permitindo a execução dos aplicativos em um ambiente de fácil gerenciamento dos
recursos e de fácil migração no local de execução.
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Figura 4.3: Arquitetura lógica de um ambiente de Computação em Névoa com suporte à
mobilidade dos dispositivos IoT.
Arquitetura da Cloudlet: A arquitetura proposta para a Cloudlet pretende utilizar
dados de deslocamento do usuário para prever seu trajeto. Baseado nesses dados, a
Cloudlet prevê quais outras Cloudlets estarão no caminho do usuário e, se for pertinente,
inicia o processo de migração do aplicativo, ou parte dele, para uma nova Cloudlet. Os
módulos presentes nessa arquitetura estão listados abaixo.
• Communication Manager : Responsável por estabelecer a conexão com os dispositi-
vos IoT e as conexões I2I com as demais Cloudlets ;
• Resouce Monitor : Coleta dados referentes à conexão com outras Cloudlets e os
recursos disponíveis por esses servidores;
• User Monitor : Coleta dados referentes à conexão com os usuários e seus dados de
localização ao longo do tempo;
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• Cloudlet Controller : Baseado na qualidade de serviço entregue ao usuário ao exe-
cutar a aplicação nesta Cloudlet, ao deixar de atender os requisitos definidos pela
aplicação, o módulo decide realizar o pedido de migração da aplicação para outra
Cloudlet melhor localizada.
– Mobility Predictor : Com base nos dados coletados pelo User Monitor a respeito
da localização do dispositivo IoT, o módulo apresenta um conjunto de prováveis
trajetos a serem realizados pelo usuário;
– Route Calculator : A partir dos dados da conexão com as demais Cloudlets co-
letados pelo Resource Monitor e nos trajetos apresentados pelo Mobility Pre-
dictor, o módulo identifica quais Cloudlets poderão ser usadas pelo usuário;
– Benchmark Monitor : Monitora os módulos selecionados pelo Code Partition,
coletando e mensurando o desempenho da aplicação que está sendo executada;
• Code Partition: Define por meio de regras estáticas ou dinâmicas os módulos do
aplicativo que poderão ser executados em outras Cloudlets ;
• Virtual Machine: Ambiente virtualizado para a execução do aplicativo. Gerencia os
recursos físicos do servidor aplicando regras para a alocação de recursos da Cloudlet
como núcleos de processamento, memória RAM e armazenamento.
Em um fluxo normal de execução, um aplicativo executado na máquina virtual, como
por exemplo um jogo, terá seus métodos monitorados pelo Code Partition e pelo Ben-
chmark Monitor. O Code Partition se comunicará com o aplicativo com o objetivo de
identificar os métodos que poderão ser migrados para a Névoa sem comprometer a exe-
cução do aplicativo. Em um jogo, por exemplo, a renderização de objetos 2D e 3D do
cenário da fase atual e das próximas fases referentes a posição atual do jogador poderá
ser processada na Névoa. O Benchmark Monitor monitora em tempo real a demanda
de recursos de cada método selecionado pelo Code Partition. Na implementação desta
arquitetura no ambiente de simulação no MyIFogSim, os módulos do aplicativo a serem
executados remotamente foram definidos de forma estática no módulo Code Partition.
Caso o dispositivo IoT esteja em um local coberto por uma Cloudlet, o módulo Commu-
nication Manager irá estabelecer a conexão com a Cloudlet e o módulo Cloudlet Monitor
irá coletar em tempo real dados relacionados a essa conexão como latência e taxa de
transferência, além de, principalmente, os dados referentes aos recursos que estão sendo
consumidos na Cloudlet.
Os dados referentes à demanda de recursos do aplicativo e aos recursos disponíveis
localmente e remotamente serão avaliados pelo módulo Offloading Manager no processo de
decisão pelo offloading da aplicação. Se os recursos disponíveis no dispositivo IoT suprirem
a demanda do aplicativo, esse será executado localmente. Caso o aplicativo demande de
uma grande fonte de recursos e a Cloudlet a qual o dispositivo IoT estabeleceu uma
comunicação oferece recursos suficientes, o módulo Offloading Manager poderá concluir
que o offloading da aplicação será o processo mais benéfico ao usuário e ao sistema.
Para a avaliação inicial desta arquitetura no simulador MyIFogSim, foi definida uma
demanda para o aplicativo de forma que o processo de offloading seja sempre necessário.
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Desta forma os módulo Resource Monitor, Benchmark Monitor e Offloading Manager
foram implementados de forma a realizar uma avaliação pré-estabelecida sobre o com-
portamento da aplicação quanto à necessidade da realização do processo de Offloading.
Posteriormente a implementação deste cenário dinâmico poderá ser realizada de forma a
complementar a avaliação dessa arquitetura.
Após o processo de offloading ser realizado, o aplicativo é executado na Cloudlet até
que o deslocamento do usuário force a migração desse aplicativo para uma Cloudlet mais
próxima. A decisão de migrar um aplicativo para outra Cloudlet fica sob responsabilidade
da Cloudlet que está executando o aplicativo e está conectada ao dispositivo IoT.
Ao estabelecer a conexão com um dispositivo IoT, a Cloudlet passa a coletar em
tempo real, com a ajuda do módulo User Monitor, dados relacionados ao dispositivo IoT,
como localização, velocidade, direção, qualidade da conexão, entre outros. Cada Cloudlet
também mantém dados de outras Cloudlets próximas ao local em que ela foi instalada. O
módulo Cloudlet Monitor registra os dados referentes à qualidade da conexão e os recursos
ociosos nessas Cloudlets.
Esses dados auxiliam o módulo Cloudlet Controller a definir o melhor local para
a execução do aplicativo devido ao deslocamento do usuário. O submódulo Mobility
Predictor presente no Cloudlet Controller é responsável por processar os dados coletados
pelo User Monitor. Baseado nesses dados, o submódulo executa algoritmos de predição de
mobilidade para obter um conjunto de prováveis trajetos a serem realizados pelo usuário.
Outro submódulo presente no Cloudlet Controller é o Route Calculator. Esse sub-
módulo recebe o provável trajeto do usuário, os recursos disponíveis em cada uma das
Cloudlets vizinhas e a demanda do aplicativo. A partir desses dados o submódulo identi-
fica quais Cloudlets poderão ser usadas pelo usuário durante seu trajeto.
A partir da lista de Cloudlets candidatas a serem utilizadas pelo usuário e dos dados
relacionados à demanda do aplicativo coletados pelo Benchmark Monitor, o Cloudlet
Controller decide se há a necessidade de iniciar um processo de migração para a próxima
Cloudlet para executar parte, ou todos, os módulos do aplicativo, atendendo ao objetivo
de apresentar uma melhor execução da aplicação ao usuário, ou seja, diminuindo o tempo
de processamento, latência na comunicação, etc.
Assim como a implementação realizada para o módulo Code Partition do dispositivo
IoT no simulador MyIFogSim, esse módulo presente na Cloudlet também foi definido de
forma estática. Ao se realizar a migração entre duas Cloudlets, todos os módulos presentes
no aplicativo são migrados em conjunto. Isso significa que a aplicação do usuário é exe-
cutada em apenas uma Cloudlet, não sendo realizado nenhum processamento distribuído
entre os nós da Névoa.
O módulo Cloudlet Controller é o principal módulo presente na arquitetura proposta
de acordo com o objetivo deste trabalho. Conectado com as principais fontes de dados
relacionadas à demanda do aplicativo, recursos oferecidos pelas demais Cloudlets e a
localização atual e futura do usuário, este módulo será o responsável pela definição do
local de execução dos aplicativos, concentrando o foco do desenvolvimento e avaliação dos
mecanismos de migração propostos.
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4.3 Cenário 1 - Avaliação em cenário otimista
A partir da identificação dos potenciais benefícios obtidos pela utilização de inferências
sobre localizações futuras dos usuários no gerenciamento de recursos computacionais em
trabalhos correlatos, como descritos no Capítulo 3, este trabalho pôde propor uma hipó-
tese baseada nestes trabalhos para o contexto de Computação em Névoa.
Ao incorporar informações referentes à predição de mobilidade, este trabalho visa
propor e avaliar uma hipótese acerca destas informações. Esta hipótese basea-se nos
seguintes questionamentos: O uso de informações acerca da posição futura do usuário
pode contribuir positivamente no processo de escolha do destino da máquina virtual do
usuário durante seu processo de migração? Ou ainda, qual o impacto do desempenho do
processo de migração no que se diz respeito ao gerenciamento dos recursos da Névoa e à
qualidade de serviço oferecida ao usuário?
Neste trabalho, o intervalo de tempo futuro em que se tem conhecimento da localização
do usuário é referenciado como tempo de predição. A partir da elaboração da hipótese
proposta neste trabalho, pode-se elaborar cenários a fim de avaliar o desempenho do
processo de migração com base no tempo de predição utilizado.
A fim de avaliar se a abordagem proposta poderia obter resultados promissores para
o processo de migração, optou-se por uma avaliação mais otimista quanto à acurácia
da previsão de localização futura dos usuários. Esta escolha evita que a abordagem
seja comprometida pela acurácia dos algoritmos de predição encontrados na literatura.
Resultados ruins nesta fase de avaliação poderiam indicar uma alta probabilidade de não
se obter benefícios ao incluir esta métrica em outras propostas de migração, visto que
a utilização de algoritmos reais de predição fatalmente apresentam uma menor acurácia
com relação à localização prevista para o usuário. Tal taxa poderia mitigar os possíveis
ganhos obtidos pela abordagem.
Com base nesse contexto, escolheu-se um cenário em que pode-se obter uma alta acu-
rácia em relação à predição de localização dos usuários. Neste estudo foram consideradas
rotas de ônibus urbanos como base para a mobilidade dos usuários. Devido ao seu trajeto
fixo e um deslocamento relativamente previsível, as rotas dos ônibus apresentam um bom
cenário para iniciar a avaliação desta abordagem.
4.3.1 Metodologia
Para a avaliação da abordagem proposta foi utilizado como base o simulador MyIFog-
Sim [27], uma extensão do simulador IFogSim [20] que permite a inclusão de usuários
móveis conectados à Névoa. A fim de avaliar o processo de migração a partir de um
veículo, o modelo de mobilidade utilizado para esses usuários foi baseado no percurso de
500 ônibus da cidade de Luxemburgo [11]. Para a utilização dos percursos dos ônibus foi
necessário realizar uma integração entre o simulador MyIFogSim e o simulador SUMO (Si-
mulator for UrbanMObility)1, responsável pela leitura e interpretação da base de dados.
A Figura 4.4 ilustrada o fluxo dos dados para a simulação do cenário.
1http://sumo.dlr.de
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Figura 4.4: Integração entre os simuladores SUMO e MyIFogSim
A base de dados de localização de veículos fornecida pelos autores2[11] é utilizada como
entrada pelo simulador SUMO. O simulador SUMO interpreta esta base de dados salva
em formato .XML e filtra os veículos de interesse para este trabalho, mais especificamente,
o simulador informa apenas o trajeto dos ônibus urbanos presentes na base de dados. O
resultado da simulação é salvo em formato .csv.
Esta nova base de dados, que reflete o comportamento original dos veículos, foi gerada
de forma otimizada para o contexto deste trabalho a fim de a apresentar apenas os dados
relevantes para o simulador MyIFogSim. Cada arquivo .csv representa a mobilidade de um
veículo na simulação. Cada linha desse arquivo possui dados do veículo em um momento
da simulação. Os dados utilizados foram posição vertical, posição horizontal, velocidade
em metros por segundo, direção em radianos, além do tempo de simulação em que esses
dados foram coletados.
Esta nova base de dados foi utilizada posteriormente como base para definir a mobili-
dade dos usuários no simulador MyIFogSim. O simulador faz a interpretação dessa base
de dados e realiza algumas modificações para adaptar esses dados ao modelo de mobili-
dade utilizada por ele. Dentre essas alterações, há por exemplo, a conversão da velocidade
do veículo de metros por segundo para quilometro por hora, e a conversão da direção, de
radianos para os 8 principais pontos cardeais.
Após a simulação no MyIFogSim, uma nova base de dados é construída, esta apenas
apresenta os resultados do comportamento do usuário para o gerenciamento dos recursos
locais e na Névoa. Dentre esses resultados, há a latência apresentada pela aplicação ao
longo do trajeto do usuário, migrações realizadas, pacotes requisitados e atendidos, dentre
outros.
O simulador MyIFogSim permite uma avaliação do comportamento de aplicações rela-
cionadas a dispositivos característicos da Internet das Coisas e a Computação na Névoa.
Dentre os recursos oferecidos pelo simulador estão o gerenciamento do processo de tran-
sição(conhecido como handoff ou handover) entre as estações base, além de ferramentas
para a realização e avaliação dos processos de offloading e migração de máquinas virtuais.
O simulador oferece alguns modelos para a realização do processo de migração das
máquinas virtuais. O modelo utilizado neste trabalho é o processo de migração ao vivo
(live migration), que consiste na transferência de partes da máquina virtual da máquina
2https://github.com/lcodeca/LuSTScenario
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física de origem para o local de destino enquanto a aplicação ainda está em execução.
Essa técnica diminui o tempo em que usuário fica impossibilitado de acessar sua aplicação
durante o processo de migração.
Neste trabalho foi adotado o uso de máquinas virtuais tradicionais ao uso de containers.
Esta escolha deu-se devido ao suporte a migração ao vivo, por parte do simulador, apenas
para o uso em máquinas virtuais tradicionais. Apesar de haver na literatura algumas
propostas para realizar a migração ao vivo de containers [19], por se tratar de uma
proposta recente, esta técnica de migração ainda se encontra em fase de desenvolvimento.
Se adotada, essa tecnologia promete um tempo de indisponibilidade menor ao usuário.
Posteriormente a implementação desse cenário poderá ser realizada a fim de complementar
a avaliação da abordagem de migração proposta.
Para o desenvolvimento deste trabalho, algumas modificações foram implementadas
no processo de migração de máquinas virtuais realizado no simulador. A migração, no
simulador, é realizada a partir de um conjunto de eventos relacionados ao processo de
handoff (troca de antena na qual o usuário está conectado) e a escolha do conjunto de
Clodlets que pode oferecer uma melhor latência ao usuário. A sequência esperada para a
realização dos eventos durante o processo de migração é ilustrada na Figura 4.5 e descrita
com mais detalhes a seguir, baseada em Lopes et al. (2017) [27]:
• E1: Identificada a necessidade de se realizar o processo de migração;
• E2: Início do processo de migração;
• E3: Início do processo de handoff ;
• E4: Fim do processo de handoff ;
• E5: Fim do processo de migração;
• E6: Acesso à máquina virtual a partir da Cloudlet de destino.
As alterações executadas sobre o processo de migração se concentram exclusivamente
no evento E1, responsável por determinar a realização do processo de migração e a escolha
do destino da aplicação. Os demais eventos ocorrem como programado previamente no
simulador.
O evento E1 define a realização do processo de migração baseado na disponibilidade
de uma menor latência apresentada pelo conjunto de Cloudlets presentes na área de
localização futura do usuário, comparada à atual Cloudlet em que usuário está conectado.
A escolha deste conjunto de Cloudlets concentra a principal contribuição deste trabalho.
Inicialmente, este conjunto era definido a partir da localização atual do usuário. A partir
da hipótese deste trabalho, um ponto no trajeto futuro do usuário é utilizado como base
para a escolha deste conjunto.
À medida em que o usuário se movimenta pelo mapa, ele passa a estar sob a cobertura
de diferentes pontos de acesso, responsáveis por conectar o usuário à Cloudlet que possui
sua máquina virtual. Idealmente, essa Cloudlet deve estar tão próxima quanto possível
do ponto de acesso na qual o usuário está conectado a fim de obter uma menor latência.
46
Figura 4.5: Sequência de passos do processo de migração. Adaptado de Lopes et al.
(2017) [27]
A partir da posição, direção e velocidade do usuário com relação à área de cobertura do
ponto de acesso em que ele está conectado, o processo de migração será iniciado caso haja
alguma Cloudlet que ofereça uma melhor latência ao usuário. Como ilustrado na Figura
4.6, enquanto o usuário estiver presente na zona de migração, a viabilidade de realizar
o processo de migração será avaliada e, em caso afirmativo, o processo de migração se
iniciará no ponto de migração. O conjunto de até 10 Cloudlets, avaliadas nesse processo,
se encontram em um raio de 45 graus a partir da direção em que o usuário está deslocando.
A cada troca de antena que o usuário realiza durante seu trajeto, esse processo também
acaba apresentando um período de indisponibilidade de acesso à máquina virtual. A partir
deste problema, idealmente, o processo de migração poderia sincroniza-se com o processo
de handoff a fim de minimizar o tempo total de indisponibilidade ao usuário ao executar
ambos os processos em paralelo. Na prática porém, essa sincronização nem sempre é
possível.
Após a execução do processo E1, a ordem de execução dos demais eventos pode variar
de acordo com a topologia da rede, com o deslocamento do usuário e com a disponibilidade
de recursos oferecidas pela infraestrutura. Os eventos E3 e E4 (relacionados ao handoff ),
por exemplo, podem ocorrer antes do processo de migração (evento E2), ou ainda, após
a migração ser finalizada (evento E5).
Para a avaliação do cenário proposto, as configurações da simulação referentes aos
recursos disponíveis nas Cloudlets e a demanda requisitada pelos usuários foram definidos
de forma coerente com trabalhos relacionados presentes na literatura [44, 27]. Cada
Cloudlet responsável pelo processamento das aplicações foi configurada com um poder
de processamento de 2,8 MIPS (Milhões de instruções por segundo), 25 Gigabytes de
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Figura 4.6: Processo de migração a partir da área de cobertura do ponto de acesso.
Adaptado de Lopes et al. (2017) [27]
memória RAM e largura de banda de 1 Gigabit por segundo; cada Cloudlet foi conectada
a um ponto de acesso através de um link de 100 Megabits por segundo com uma latência
de 4 milissegundos. O raio de cobertura de cada ponto de acesso é de 500 metros.
A proposta foi avaliada analisando o comportamento das migrações a partir do conhe-
cimento do trajeto futuro do veículo. Tais dados foram obtidos diretamente do trajeto
recebido como entrada na simulação. Para cada um dos 500 trajetos de ônibus avaliados
foram realizadas 6 simulações, cada uma tendo conhecimento do trajeto futuro do veí-
culo dentro de um intervalo de tempo pré-definido, onde tais valores variaram de 0 a 300
segundos. O tempo de predição 0 não considera quaisquer informações sobre as futuras
posições do veículo, sendo utilizada como base para comparação com a abordagem pro-
posta. As métricas adotadas para a avaliação foram latência, número de migrações, tempo
de utilização da máquina virtual sem que se necessite realizar uma migração, tempo de
indisponibilidade de acesso à máquina durante a migração, volume de tráfego de dados
gerado e tempo de migração.
Para avaliar se as características intrínsecas ao domínio dos usuários móveis avaliados
neste trabalho, como velocidade e duração do trajeto, apresentavam algum impacto de de-
sempenho no processo de migração, os veículos foram agrupados em 3 conjuntos de acordo
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com sua velocidade média durante o trajeto. A Tabela 4.1 apresenta as características do
conjunto de entrada utilizado no cenário avaliado.
Tabela 4.1: Características do conjunto de dados utilizado
Conjunto Duração Média do Percurso (min) Quantidade
(0, 20) km/h 25,54 192
[20, 25) km/h 26,44 223
[25, ) km/h 9,45 85
Média geral 23,31 500
Para cada combinação de métrica e conjunto avaliado, os resultados são apresentados
na forma de média entre todos os indivíduos do conjunto e ilustrados dentro de um
intervalo de confiança de 95%.
4.3.2 Resultados
A Figura 4.7 apresenta o número total de migrações realizadas durante todo o trajeto
do veículo. Nota-se uma tendência na redução do número de migrações realizadas com o
aumento no tempo de predição. Em média, os grupos chegaram a apresentar uma redução
de até 20% no número total de migrações ao utilizar um conhecimento sobre o trajeto dos
próximos 5 minutos do veículo.
Figura 4.7: Número de migrações durante o trajeto
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A disparidade no número de migrações relativa ao grupo de veículos rápidos em com-
paração aos demais pode ser explicada a partir das características do seu trajeto. O
número absoluto de migrações está relacionado à distância que cada veículo percorreu.
Assumindo intuitivamente a correlação entre a distância percorrida e o tempo despendido
realizando tal trajeto, pode-se considerar que o gráfico apresenta uma escala coerente
entre os grupos avaliados, tendo em vista as características apresentadas na Tabela 4.1.
Apesar da redução no número absoluto de migrações ser um indicativo de que houve
uma diminuição na necessidade de realizar uma migração, essas diferenças de trajeto
apresentadas pelos grupos de veículos rápidos acabou diminuindo a percepção dos ganhos
relativos obtidos em cada grupo. Para complementar a figura anterior, a Figura 4.8
apresenta o tempo médio em que as máquinas virtuais ficam hospedadas em cada Cloudlet
antes que uma nova migração fosse necessária. O comportamento padrão apresentado
pelos grupos foi de um crescimento no tempo de hospedagem da máquina à medida que
se aumentava o conhecimento sobre o trajeto do veículo. Percebe-se que a velocidade dos
veículos interfere no tempo de hospedagem da máquina virtual em cada máquina física.
À medida em que a velocidade aumenta, menor o tempo necessário para que uma nova
migração ocorra.
Figura 4.8: Intervalo de tempo entre migrações
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Apesar da diminuição do número de migrações poder sugerir que os locais no qual as
máquinas virtuais estão sendo posicionadas estão sendo mais adequadas ao usuário, uma
métrica importante a se avaliar no contexto de aplicações relacionadas à Computação
em Névoa é a latência. Um aumento na distância entre o usuário e sua aplicação pode
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Figura 4.9: Tempo médio em que o veículo ficou sem acesso à máquina virtual a cada
migração.
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comprometer os níveis de latência exigidos em seu contexto. Considerando o intervalo
de predição avaliado, as simulações realizadas não indicaram um aumento significativo
da latência a partir da média geral e do pior caso encontrado. Mesmo com a redução
no número de migrações, a latência não foi comprometida dentro do intervalo avaliado.
Pode-se ver na Figura 4.10 que a latência média se mostrou estável em todos os casos e
o pior caso não apresentou aumento estatisticamente significativo, com sobreposição dos
intervalos de confiança dos pontos da curva.
As reduções no número de migrações e no tempo utilizado nesse processo contribuem
para um aumento no tempo de disponibilidade da máquina virtual para o usuário, pois,
durante parte do processo de migração, o usuário fica impossibilitado de acessar a VM.
A Figura 4.11 apresenta o período de indisponibilidade de acesso à máquina virtual pro-
porcional ao tempo total do trajeto do veículo. Percebe-se uma significativa melhora nos
valores dessa métrica para todos os grupos de veículos avaliados com o aumento do tempo
de predição. Para a média geral, percebe-se uma diminuição de até 40% no tempo de
indisponibilidade total durante os trajetos dos veículos.
A partir da avaliação deste cenários pôde-se concluir que a utilização de informações
acerca da posição futura do usuário permitiu uma melhor escolha para o destino da VM
no processo de migração. A seleção de uma Cloudlet melhor localizada para o usuário,
considerando sua posição em um futuro próximo, permitiu que esta Cloudlet oferecesse por
mais tempo a qualidade de serviço requerida pelo usuário. Este aumento no tempo de uso
da Cloudlet resultou em uma diminuição significativa no número de migrações necessárias
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Figura 4.10: Latência
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ao longo do trajeto do usuário. A diminuição no número de migrações também implicou
em uma diminuição no período de indisponibilidade de acesso à máquina virtual por parte
do usuários.
Os resultados deste experimento em um cenário propício para a migração permitiu
avaliar a política proposta em um cenário de melhor caso para a qualidade da latência.
Mesmo apresentando uma diminuição no número de migrações, a latência se mostrou
estável para todos os cenários avaliados a partir da variação no tempo de predição utili-
zado. Os resultados deste trabalho foram apresentados no Simpósio Brasileiro de Redes
de Computadores - SBRC 2018 [17]. Após a construção e avaliação deste cenário, um
cenário com concorrência por recursos pôde ser avaliado.
52
Figura 4.11: Período proporcional de indisponibilidade de acesso à máquina virtual
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4.4 Cenário 2 - Concorrência por recursos
A partir da avaliação inicial da política de migração proposta e dos resultados promisso-
res apresentados por ela, outros cenários mais complexos puderam ser gerados a fim de
complementar os testes realizados.
Considerando um ambiente altamente dinâmico como em uma cidade inteligente, a
alta mobilidade dos usuários pode levar a uma grande variação na demanda dos usuários
de acordo com a região e horário do dia. Considerando cenários onde, por exemplo, os
usuários se deslocam das regiões mais periféricas da cidade em direção a zona industrial
durante o início do horário comercial, e realizam este trajeto na direção contrária ao fim
da tarde, uma crescente na demanda por recursos se fará presente em áreas específicas da
cidade de acordo com o comportamento dos seus habitantes durante o dia.
Como ilustrado na Figura 4.12, uma crescente demanda pode ocorrer em uma mesma
área de interesse para a migração das aplicações dos usuários. Neste contexto, uma
concorrência por recursos poderá prejudicar o desempenho da aplicação. Nesse cenário,
a melhor Cloudlet para um determinado usuário poderá não estar disponível, cabendo
aos mecanismos de gerência de recursos da rede definir outra localização adequada para
a aplicação.
A fim de avaliar a eficiência da proposta em cenários potencialmente mais comuns
no contexto de uma cidade inteligente, o cenário construído para esta etapa se baseia na
avaliação da migração proativa no contexto em que há concorrência pelos recursos dis-
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Figura 4.12: Cenário de migração de máquinas virtuais com concorrência por recursos.
poníveis na Névoa. Neste cenário, o destino ideal para máquina virtual de um usuário
específico poderá não estar disponível devido à demanda de outros usuários. Neste con-
texto, deseja-se uma distribuição justa das máquinas virtuais entre as Cloudlets de forma
a não comprometer o desempenho das aplicações dos usuários de maneira geral.
Os trabalhos encontrados na literatura focados na localização (service placement) ou
migração de conteúdo de interesse de vários usuários simultaneamente, sendo dados para
cache ou aplicações executadas em máquinas virtuais, no contexto de Computação na
Névoa, geralmente são baseados em abordagens teóricas utilizando modelos matemáticos
para solucionar o problema.
Assim como apresentado no cenário anterior, os trabalhos propostos para este pro-
blema não utilizam quaisquer informações sobre a localização futura dos usuários como
parte dos critérios para escolha do destino do conteúdo do usuário. Com base neste
contexto, este trabalho propõe um modelo baseado em Programação Linear Inteira para
otimizar o processo de alocação das máquinas virtuais na Névoa. Diferentemente das de-
mais soluções disponíveis na literatura, o modelo proposto considera dados de predição de
mobilidade dos usuários para selecionar o conjunto de Cloudlets candidatas a receberem
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a máquina virtual do usuário. O modelo proposto visa maximizar o número de usuá-
rios atendidos pela infraestrutura e alocar as aplicações de tal forma a oferecer a menor
latência possível a esses usuários.
Devido a restrições de desempenho, realizar a otimização da migração sobre uma
visão global do mapa da cidade, ou seja, considerar todas as Cloudlets disponíveis como
possíveis candidatas a receber a aplicação de um usuário, pode causar perdas relacionadas
à escalabilidade e viabilidade da proposta. Com o aumento no número de usuários, e
por consequência, um aumento na dinamicidade dos pedidos de migração, o número de
possíveis combinações de soluções aumenta drasticamente. A partir desta característica
do cenário, a resposta para o cálculo do melhor destino para a aplicação pode consumir
um tempo indesejado, comprometendo a eficiência do processo.
Dado este cenário, este trabalho avaliou o comportamento do modelo linear aplicando-
o sobre regiões, ou domínios pré-definidos. Todas as Cloudlets disponíveis no mapa foram
agrupadas por regiões, e cada execução do algoritmo considera sob seu domínio apenas
um desses grupos de até 10 Cloudlets, bem como todas as migrações que demonstram
interesse como destino essa região. Neste trabalho, o grupo de Cloudlets é referenciado
como cluster de Cloudlets. O modelo proposto é descrito com mais detalhes na seção a
seguir.
4.4.1 Modelo de alocação proposto
O modelo de otimização baseado em Programação Linear Inteira proposto foi formulado a
fim de otimizar a alocação das máquinas virtuais na Névoa de acordo com a mobilidade dos
usuários. Considerando que cada usuário possui apenas uma máquina virtual, o modelo
linear procura otimizar a distribuição das VMs através de suas duas funções objetivo: (1)
maximizar o número de máquinas virtuais alocadas na Névoa e (2) minimizar a latência
entre a máquina virtual e o usuário. No modelo proposto a primeira função objetivo
possui prioridade sobre a segunda função.
Além das funções objetivo, o modelo linear proposto também é constituído por um
conjunto de variáveis que visa caracterizar os recursos computacionais disponíveis na
Névoa e os requisitados pelos usuários. A partir destas variáveis, um conjunto de restrições
foram modeladas a fim de garantir uma solução factível com recursos disponíveis. A
Tabela 4.2 apresenta as variáveis presentes no modelo.
O modelo linear proposto possui como entrada o conjunto N de Cloudlets presentes
no cluster assim como o conjunto de aplicações A que demonstram interesse em realizar
a migração para a região de domínio do cluster. Cada aplicação está associada a apenas
um usuário e uma máquina virtual, assim como, no cenário avaliado, cada usuário possui
apenas uma aplicação.
Além do conjunto de Cloudlets, o modelo possui como entrada um conjunto de variáveis
que descrevem os recursos disponíveis em cada Cloudlet n ∈ N , sendo elas: processamento
(Ωn), memória RAM (φn), largura de banda (βn) e armazenamento (γn). Analogamente,
para cada aplicação a ∈ A, algumas variáveis de entrada representam os recursos com-
putacionais demandados pela aplicação, como processamento (ωa), memória RAM (ϕa),
largura de banda (ρa) e armazenamento (αa). O modelo também possui como entrada
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Tabela 4.2: Variáveis do modelo linear proposto
Variáveis de entrada
Variável Descrição
N Conjunto de Nós (Cloudlets) onde a aplicação pode ser executada
A Conjunto de aplicações
Ωn CPU disponível no nó n ∈ N (MHz)
φn RAM disponível no nó n ∈ N (MB)
βn Largura de banda disponível (Mbps) no nó n ∈ N
γn Armazenamento disponível (MB) no nó n ∈ N
ωa CPU requisitada pela aplicação a ∈ A (MHz)
ϕa RAM requisitada pela aplicação a ∈ A (MB)
ρa Largura de banda (Mbps) requisitada pela aplicação a ∈ A
αa Armazenamento (MB) requisitado pela aplicação a ∈ A
Ca,n
Matriz de Custo. Matriz de Inteiros. Latência entre todos os




Matriz de alocação. Matriz Binária. 1 quando a aplicação a está
sendo executada no nó n
uma matriz de custo que indica a latência entre o usuário e cada uma das Cloudlets
avaliadas.
A Equação 4.1 apresenta a primeira função objetivo do modelo, relativa à maximização
do número de pedidos de migração atendidos. Ao maximizar a matriz de alocação Pa,n,
o modelo visa alocar o número máximo de aplicações possíveis no cluster em questão.
A segunda função objetivo, apresentada na Equação 4.2, minimiza a latência entre o
usuário e a Cloudlet em que sua aplicação será migrada. Esta minimização é realizada a












Pa,n × Ca,n (4.2)
A segunda função objetivo é flexível o suficiente para adaptar o modelo a diferentes
objetivos apenas alterando a métrica utilizada para preencher a tabela de custo. Além das
funções objetivo, o conjunto de restrições também é descrito a fim caracterizar o modelo
proposto de acordo com as especificações da infraestrutura.
∀a ∈ A : ∑
n∈N
Pa,n ≤ 1 (4.3)
∀n ∈ N : ∑
a∈A
Pa,n × ωa ≤ Ωn (4.4)
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A Equação 4.3 assegura que a solução gerada não aloca a aplicação em mais de
uma Cloudlet simultaneamente. A Equação 4.4 garante a alocação de processamento de
acordo com os recursos disponíveis e a demanda dos usuários. A soma da demanda por
processamento por parte das aplicações alocadas no nó n não deve ultrapassar os recursos
disponíveis nele.
∀n ∈ N : ∑
a∈A
Pa,n × ϕa ≤ φn (4.5)
∀n ∈ N : ∑
a∈A
Pa,n × ρa ≤ βn (4.6)
A Equação 4.5 impõe restrições quanto a alocação de memória RAM nas Cloudlets.
Análoga ao uso de processamento na Equação 4.4, a soma da memória RAM alocada
pelas aplicações não deve exceder os recursos disponíveis na Cloudlet. A Equação 4.6
limita a alocação de aplicações de acordo com as suas demandas por tráfego considerando
a capacidade da conexão disponível no nó.
∀n ∈ N : ∑
a∈A
Pa,n × αa ≤ γn (4.7)
A Equação 4.7 aplica restrições referentes ao armazenamento alocado pelas aplicações.
A soma do armazenamento utilizado pelas aplicações alocadas não deve ultrapassar os
recursos disponíveis na Cloudlet.
Este modelo foi implementado utilizando a ferramente de modelagem IBM ILOG
CPLEX 12.7.1 [12]. Simulações foram executadas para avaliar o seu desempenho e são
apresentadas nas próximas seções.
4.4.2 Metodologia
A fim de avaliar o modelo linear proposto, um cenário de concorrência por recursos foi
elaborado para avaliar o gerenciamento de recursos na Névoa. Assim como na primeira
etapa de avaliação da política de migração proposta, a versão do simulador MyIFogSim
integrada com o simulador de mobilidade SUMO foi utilizada para avaliar o cenário pro-
posto.
O padrão de mobilidade dos usuários utilizado na simulação foi novamente extraído
da base de dados Luxembourg SUMO Traffic (LuST). Para este cenário foram utilizados
2700 viagens de ônibus realizadas, em média, em 26 minutos a uma velocidade de 22.3 km
por hora. Cada usuário instanciava apenas uma máquina virtual e se conectava à Cloudlet
a partir de pontos de acesso uniformemente distribuídos no mapa utilizado. Cada ponto
de acesso possui um raio de cobertura de aproximadamente 500 metros e é conectado a
uma Cloudlet.
As configurações da simulação quanto aos recursos disponíveis nas Cloudlets e a de-
manda dos usuários foram definidas de forma consistente com os valores encontrados em
trabalhos relacionados [43, 27]. Cada Cloudlet possui uma capacidade de processamento
de 2800 milhões de instruções por segundo, 8 GB de memória RAM, 80 GB de arma-
zenamento e uma conexão de 100 Mbps e latência de 4 milissegundos com seu ponto de
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acesso. Uma conexão uniformemente distribuída entre 1 e 10 Gbps conecta cada par de
Cloudlets. A máquina virtual utilizada nas simulações possui 200 MB.
A fim de comparar o modelo linear proposto, a estratégia utilizada como base de com-
paração se baseia em uma estratégia gulosa. Essas estratégias serão utilizadas durante o
processo de migração para a seleção do destino das aplicações dentre as opções disponíveis
no cluster. Dentre um conjunto de 10 Cloudlets, as abordagens irão selecionar os nós que
irão servir aos usuários com as menores latências, considerando as restrições de recursos
impostas anteriormente
As abordagens foram avaliadas em cenários com 30, 60 e 90 usuários simultâneos. Cada
abordagem foi avaliada utilizando informações da localização futura do usuário variando
de um intervalo de 0 a 5 minutos. A técnica de migração utilizada é novamente a migração
ao vivo (live migration).
As métricas utilizadas para a avaliação do cenário foram a média e pior caso de la-
tência apresentada pelos pacotes requisitados enquanto a VM não estava em processo de
migração, número de migrações realizadas durante todo o trajeto do usuário, e o tempo
de indisponibilidade de acesso à máquina virtual. Os resultados são apresentados a seguir
considerando um intervalo de confiança de 95%. As abordagens utilizadas para a aloca-
ção das aplicações são apresentadas nos gráficos a seguir como PLI, para a abordagem
proposta, e Padrão, para a abordagem gulosa. Os números 30, 60 e 90 após o nome da
abordagem utilizada referem-se ao número de usuários utilizados durante a simulação. O
eixo x representa o tempo de predição do trajeto do usuário.
4.4.3 Resultados
A partir das simulações dos cenários avaliados pode-se obter alguns resultados acerca do
desempenho das abordagens avaliadas. O número de migrações, ilustrado na Figura 4.13,
apresenta uma tendência em diminuir à medida em que se tem mais informações acerca
do caminho futuro do usuário, ou seja, há um aumento no tempo de predição. Estas
informações adicionais acerca do trajeto do veículo permitem que ambas as abordagens
selecionem de uma maneira mais eficaz o conjunto de Cloudlets candidatas a receberem as
aplicações dos usuários. A ciência acerca do trajeto do veículo pelos próximos 5 minutos
permite uma diminuição de quase 31% no número de migrações efetuadas pela VM ao
se utilizar a abordagem gulosa, e uma diminuição de quase 50% ao se utilizar o modelo
linear proposto.
Mesmo utilizando otimizações no processo de migração, como a migração ao vivo, o
usuário não terá acesso a sua aplicação na Névoa durante certo período de tempo durante
parte do processo de migração. Reduzir o número de migrações durante o trajeto do
usuário significa diminuir a soma desses períodos de indisponibilidade ao tempo total em
que o usuário ficou impossibilitado de acessar sua aplicação. Os resultados obtidos pelos
cenários simulados, considerando esta métrica, são apresentados na Figura 4.14.
A diminuição no número de migrações pode sugerir que a localização escolhida como
destino da migração da máquina virtual está se apresentando como mais apropriada para
o usuário. Apesar do número de migrações se mostrar relevante neste cenário, outra
métrica também deve ser avaliada no contexto de aplicações relacionadas a Computação
58























Figura 4.13: Número médio de migrações da VM durante o trajeto do usuário












































Figura 4.14: Período proporcional de indisponibilidade de acesso à VM
na Névoa, a latência. Um aumento na distância entre o usuário e sua máquina virtual
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pode comprometer os níveis de latência necessários para uma boa execução da aplicação.
A Figura 4.15 apresenta a latência média observada nos cenários de simulação avalia-
dos. A partir dos dados obtidos, pode-se observar que a arquitetura da Névoa providenciou
uma latência de 15 ms para as aplicações dos usuários, o que pode garantir uma latência
aceitável para muitas aplicações neste ambiente. Também pode-se notar que os resulta-
dos apontaram, para todo o intervalo de tempo de predição utilizado na avaliação dos
cenários, níveis baixos e estáveis acerca da latência média apresentada pela aplicação.
A partir do desempenho apresentado pela abordagem gulosa utilizada como base para
comparação com o algoritmo proposto, os resultados das simulações também indicam que
o modelo linear proposto para otimizar a alocação das máquinas virtuais apresenta níveis
de latência, em média, menores ou iguais aos obtidos pela abordagem gulosa utilizada.
Este resultado é visível nos três níveis de densidade de usuários avaliados (30, 60 e 90
usuários).



























Figura 4.15: Latência média
A fim de complementar a avaliação acerca da latência média apresentada pelos algo-
ritmos, a latência em pior caso também foi avaliada. Ao analisar o cenário de pior caso,
a maior latência apresentada pela aplicação de um usuário ao longo do seu trajeto é co-
letada a fim de identificar se ele está obtendo uma latência insatisfatória, mesmo que por
um curto período de tempo. Os resultados, apresentados na Figura 4.16, indicam que,
em geral, não há um aumento significativo na latência obtida pela aplicação ao se utilizar
a política de migração proativa. Esse comportamento pode ser observado nas duas abor-
dagens avaliadas neste cenário, tanto no modelo linear proposto quanto na abordagem
gulosa.
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Assim como nos resultados relacionados à latência média, os resultados para a latência
no pior caso também indicam que o modelo proposto baseado em Programação Linear
Inteira apresenta os melhores resultados se comparado com a abordagem gulosa utilizada
como base de comparação.































Figura 4.16: Latência em pior caso
Os valores para a latência em pior caso apresentados nos resultados das simulações
indicam que a abordagem proativa, para o intervalo avaliado, não apresenta mudanças
significativas na latência da aplicação se comparado com cenários em que nenhuma infor-
mação sobre o trajeto futuro do usuário é utilizada, mesmo a abordagem diminuindo em
até 50% o número de migrações necessárias.
Como a prioridade modelada para o algoritmo proposto foi maximizar o número de
requisições atendidas, o modelo proposto baseado em Programação Linear Inteira não
necessariamente apresenta o resultado ótimo para a instância recebida no que se diz
repeito a minimização da latência. Os resultados das simulações, no entanto, indicam que
o desempenho se mostra satisfatório. Os resultados do cenário avaliado indicam que o
modelo proposto apresenta melhores resultados tanto em termos de latência média e em
pior caso, quanto em número de migrações realizadas.
O ambiente utilizado na Seção 4.3 avaliou o comportamento da política de migração
proativa em um cenário otimista para o processo de migração. Nesse cenário, a Cloudlet
que melhor atenderia o usuário como destino da VM possui garantia de disponibilidade.
Em um cenário de escassez de recursos, essa disponibilidade da Cloudlet ótima não é
garantida, o que poderia modificar a dinâmica de migrações na rede.
A fim de complementar os resultados presentes na Seção 4.3, um cenário com escassez
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de recursos foi construído a fim de avaliar a política de migração proposta. Os resultados
apresentados neste capítulo indicam que a escassez de recursos não alterou as tendências
demonstradas na Seção 4.3. Assim como cenário anterior, o número de migrações diminui
à medida em que o tempo de predição era incrementado. Os níveis de latência também
não apresentaram um aumento significativo. Os resultados referentes a esse cenário foram




Gerenciamento e alocação de recursos da Névoa tem se mostrado um dos grandes desafios
a serem endereçados a fim de oferecer uma qualidade de serviço aos usuários móveis
conectados a essa infraestrutura. A migração de máquinas virtuais encontra-se nesse
contexto. As atuais propostas pouco utilizam alguma inferência sobre a localização futura
dos usuários durante esse processo de migração. Tendo em vista este cenário, este trabalho
contribui com o estado da arte ao apresentar uma proposta de otimização do processo
de migração de máquinas virtuais em um ambiente de Computação em Névoa baseada
na predição de mobilidade de usuários móveis. Este trabalho denomina a política de
migração proposta como migração proativa de máquinas virtuais.
Esta dissertação apresentou uma proposta de arquitetura hierárquica para Computa-
ção em Névoa com suporte para o descobrimento e uso de informações relativas ao trajeto
futuro dos usuários da infraestrutura. A partir de tais informações, pode-se otimizar a
escolha da Cloudlet a ser utilizada como destino da máquina virtual do usuário durante
o processo de migração.
Tendo como base a arquitetura proposta, este trabalho avaliou a hipótese proposta em
cenários favoráveis à migração encontrados no contexto de cidades inteligentes. Usuários
de transporte público como ônibus, metro e trem possuem um trajeto bem definido,
contribuindo para uma alta acurácia na predição de sua mobilidade.
Com base nas simulações desenvolvidas durante este trabalho, pode-se concluir que in-
corporar informações sobre o trajeto futuro do usuário pode reduzir o número de migrações
necessárias para atender os clientes ao longo de seu trajeto sem comprometer a latência
oferecida. Em um cenário propício para o processo de migração (alta acurácia na predi-
ção de mobilidade do usuário e garantia de disponibilidade de recursos computacionais
por parte da infraestrutura de Névoa), o conhecimento sobre a localização aproximada do
usuário nos próximos 5 minutos é suficiente para ajustar o destino da migração a ponto de
diminuir em 20% o número total de migrações durante todo o percurso do usuário. Com
a redução no número de migrações, o tempo de indisponibilidade de acesso à máquina
virtual causada durante cada migração, também pôde ser reduzido.
Após a avaliação da hipótese proposta e a constatação dos benefícios e dos resultados
promissores apresentados pela migração proativa em um cenário propício, outros cenários
mais complexos foram analisados. Esta dissertação também avaliou o impacto da migração
proativa em um cenário de escassez de recursos na Névoa, e propôs um algoritmo baseado
63
em Programação Linear Inteira para otimizar a escolha dos destinos das máquinas virtuais.
O algoritmo proposto não necessariamente apresenta o resultado ótimo dadas todas as
combinações de respostas possíveis, mas apresenta melhores resultados se comparada com
uma abordagem gulosa.
O algoritmo proposto apresentou escolhas que resultaram, em média, em um menor
número de migrações necessárias durante o trajeto do usuário se comparado com os re-
sultados apresentados por uma abordagem gulosa para a seleção do destino das máquinas
virtuais. As simulações também demonstraram que os níveis de latência se mostram
estáveis comparadas com o abordagem gulosa utilizada como padrão.
Em todos os cenários avaliados, tanto para o algoritmo proposto quanto para a abor-
dagem gulosa, a incorporação de informações sobre o trajeto futuro do usuário melhoram
a escolha dos destinos das máquinas virtuais, aumentando o período de tempo em que
uma Cloudlet consegue atender a demanda do usuário antes que seja necessário iniciar
um novo processo de migração.
Pontos em aberto: Considerando os diversos cenários e demandas relacionados a IoT
no contexto de Cidades Inteligentes, alguns grupos de usuários, como usuários de ônibus
urbanos, metrô e trem, apresentam um padrão de mobilidade altamente predizível. No
entanto, nem todos os cenários apresentam esta característica. Como apresentado neste
trabalho, incorporar informações relacionadas à predição de mobilidade desses usuários ao
processo de migração de máquinas virtuais em um ambiente de Névoa apresenta vantagens
quanto ao aumento da qualidade de serviço oferecida aos usuários.
A partir do atual cenário apresentado pelo estado da arte, alguns tópicos de pesquisa
se mostram em aberto nesta nova abordagem para migração de dados e processamento
em ambientes de Névoa. Tendo em vista os resultados promissores do processo proativo
de migração de máquinas virtuais em cenários em que a mobilidade dos usuários possui
uma rota pré-definida, outros cenários mais genéricos poderiam ser avaliados. Cenários
em que é conhecido apenas o destino final dos usuários e não necessariamente sua rota
já podem apresentar um nível de acurácia inferior aos avaliados pelo estado da arte. A
viabilidade do modelo proativo neste novo cenário pode ser avaliada.
A continuidade da pesquisa no tema abordado durante esse trabalho de mestrado
pode incorporar otimizações tanto do ponto de vista do usuário quanto do provedor dos
recursos. A partir do ponto de vista do usuário dos recursos, há tópicos a serem abordados
a fim de propor abordagens que otimizem a qualidade de serviço entregue aos usuários,
diminuindo, por exemplo, os atuais níveis de latência e indisponibilidade de acesso à
aplicação por parte das atuais abordagens encontradas na literatura. Baseado no ponto
de vista do provedor dos recursos, pode-se apresentar modelos para a otimização do
processo de migração das aplicações dos usuários móveis de tal forma que os recursos
de armazenamento, processamento e rede sejam minimizados, beneficiando coletivamente
o maior número de usuários.
Estes tópicos em aberto poderão ser alcançados através da investigação das seguintes
questões de pesquisa:
1. A migração proativa se mostra eficiente em cenários de menor acurácia na predição
de mobilidade dos usuários? Como apresentado durante este trabalho, a migração
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proativa apresenta ganhos ao adicionar predição de mobilidade no auxílio da escolha
do destino da aplicação do usuário no processo de migração. Os cenários avaliados
no escopo deste trabalho, porém, consideram uma alta acurácia nessa predição.
Pode-se realizar uma avaliação sobre a viabilidade dessa abordagem em cenários
mais complexos, tanto relacionados à acurácia da predição quanto às demandas
específicas por recursos por parte dos usuários. Baseando-se na abordagem proativa
e na avaliação de sua viabilidade neste cenário, pode-se propor mecanismos para
otimizar o gerenciamento de recursos da rede;
2. A utilização de outras ferramentais, como Teoria de Jogos e Aprendizagem de Má-
quina, se mostra viável para otimizar o gerenciamento de recursos da Névoa? Ape-
sar dos autores apresentarem em [18] uma solução baseada em um modelo mate-
mático de Programação Linear Inteira para o gerenciamento de recursos da Névoa
em cenários onde há escassez de recursos para os usuários, outras abordagens ainda
não foram exploradas pela literatura neste novo cenário. Devido ao grande volume
de metadados gerados pelos diversos dispositivos, trabalhos recentes têm se baseado
nessa coleta de dados acerca dos usuários e aplicações para otimizar os processos
de decisão relacionados ao gerenciamento de recursos computacionais [3]. Nesse
contexto, o uso de Aprendizagem de Máquina tem sido utilizado em variados cená-
rios [8], tanto para otimizar o processo de migração [29] quanto para a definição do
destino das aplicações [16]. Devido à necessidade de se distribuir de forma eficiente
as aplicações pelas Cloudlets disponíveis, alguns trabalhos [24, 48] têm proposto o
uso de Teoria de Jogos para essa função. Esta técnica possibilita estabelecer de
forma mais justa a distribuição de recursos em disputa pelos usuários. Tanto os
trabalhos relacionados a Aprendizagem de Máquina quanto Teoria de jogos, porém,
não consideram em seus cenários o uso da Névoa e mobilidade dos usuários simul-
taneamente em sua avaliação. Uma área de pesquisa a ser realizada a partir do
desenvolvimento dessa dissertação pode ser a avaliação e proposta de abordagens
baseadas no uso dessas técnicas no contexto de usuários móveis na Computação na
Névoa;
3. É possível otimizar a transmissão dos dados no processo de migração da aplicação do
usuário? Se sim, qual o impacto desta abordagem na qualidade de serviço oferecida
ao usuário? Apesar das definições de quando e para onde o processo de migração das
aplicações dos usuários deva ser efetuado serem de suma importância para assegurar
uma qualidade de serviço satisfatória para o usuário, um estudo acerca de como este
processo de migração será realizado pode ser investigado neste cenário. Um estudo
acerca da otimização da transmissão dos dados do usuário, tanto do ponto de vista
do usuário quanto do provedor dos recursos pode acarretar em uma diminuição do
consumo dos recursos de rede e no tempo de migração dos dados, o que é desejável
por todos os envolvidos;
4. Em quais condições o uso da Névoa ainda se mostra vantajoso se comparado com a
Nuvem? Apesar do uso da Névoa apresentar muitos benefícios comparados a Nu-
vem, como baixa latência, alguns cenários podem comprometer essas características.
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Em um contexto onde todas as Cloudlets instaladas ao redor do usuário estão in-
disponíveis devido a alta demanda de outros usuários, a aplicação de novos usuários
acaba sendo enviada para nós mais distantes. A partir de quais condições o cenário
onde se prioriza o envio da aplicação do usuário para nós mais distantes se mostra
mais vantajoso, tanto em termos de latência quanto do volume de dados trafegados
na rede, se comparados com o uso da Nuvem? Um cenário de estudo derivado do
desenvolvimento deste trabalho pode ser a avaliação do impacto da alta mobilidade
de usuários móveis nesse contexto de definição do local de execução das aplicações,
considerando dinamicamente as opções entre a Nuvem e a Névoa.
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