Abstract-Contention on shared resources such as cache and main memory slows down the execution of the applications affecting not only application performance but also induces inefficient use of energy. Therefore, in this paper we deal with the contention problem and energy optimization on shared resources multicore-based machines. Our main contribution is a memory-aware resource allocation algorithm that minimize energy consumption by reducing contention conflicts and maximizing performance. We design a heuristic that includes in its objective function the impact of the contention on the application performance. Experimental results emphasize the interest of the provided solution.
I. INTRODUCTION
Design innovations on modern processors allow two or more independent execution cores to be integrated into a single processor, with each core having its own resources. Yet, some interdependencies between cores need be taken into account for optimal performance and energy efficiency. At different levels, cores in a processor share some resources leading to contention if applications running in parallel on the cores compete for the shared resources. Contention can induce not only to degrade the application performance, but also to inefficient use of energy, since cores waiting for a resource to become available dissipate energy without carrying out progress [1] .
For example, we have carried out a simple experiment to demonstrate how contention for shared resources can slow down the application performance. In this experiment, we have executed one benchmark application (stream [9] ) on a 2.4 GHz Intel Core 2 Duo. This application is main memory bound. First, we have executed the application activating only one core and we measured the time that the application need to complete its execution. It took around 10 seconds. Then, we ran two stream applications in parallel on the two cores sharing a memory domain. The completion time of both applications was around 20 seconds because of the contention. This example clearly shows the negative effects on the performance and energy consumption without any consideration of contention on multi-core processors.
We are interested in the efficient executions of the applications on shared resources based computing machines with the aim of minimize both the energy consumption and the completion time. Since the resource manager is the component of a system responsible for deciding which application run on the processors simultaneously, resource allocation and scheduling are crucial for performance and energy efficiency. Therefore, our main contribution in this paper is a resource allocation heuristic that take into account contention when scheduling applications. The heuristic is based on the Min-Min resource allocation algorithm [2] , [3] . The algorithm consider the multi-objective problem. This algorithms first compute the completion time for each job on each core. The core that has the minimum completion time for each application is selected (it corresponds to the first Min objective in the algorithm and is based on estimated completion times for the applications). Then the application with the overall minimum completion time is selected and affected to the machine or the core (it corresponds to the second Min objective of the algorithm). And this process is repeated. We have modified the first function of the MinMin algorithm by adding a parameter that take into account the performance degradation on the completion time for the application when it is in memory contention conflict with another application that is in execution. This paper is organized as follows. In Section II, we will describe the problem. The proposed approach is defined in Section III. Section IV and V provide some results and conclude the paper.
II. PROBLEM STATEMENT
We consider computing architectures with a set P of M heterogeneous processor packages each package containing a set of m homogeneous/heterogeneous cores. The cores in general will be heterogeneous in time and energy requirements. These cores share last level cache and memory. One example of this kind of architecture could be machines with large shared memory having two 2.5 GHz Intel Xeon E5000 processor package series of two or four cores each. Each core may only execute one task at a time (i.e., no multitasking). Furthermore, we assume that processor packages are equipped with DVS features.
We assume a set of independent applications. They have to be individually processed by a single resource (non-preemptive mode). The applications could specify hardware and/or software requirements over resources. These applications could be memory bounded and/or cpu intensive. For each application, we assume that an estimated time to compute (ETC) on each core has been provided. This ETC is estimated without consideration of contention. However, in our model we provide the resource allocation heuristic with a mechanism that penalize the objective function in the case of contention. An the final assignation of applications to processing elements are done taking into account this situation. More precisely, assuming that the computing time needed to perform a task is known (assumption that is usually made in the literature [3] , [5] , [6] ), we use the ETC model by Braun et al. [3] to formalize the instance definition of the problem as follows:
• A number of independent (user/application) tasks to be scheduled.
• A number of heterogeneous machine/cores candidates to participate in the planning.
• The workload of each application (in millions of instructions).
• The computing capacity of each machine/core (in mips).
• Ready time ready m indicates when core m will have finished the previously assigned tasks.
is the expected execution time of application t on core m. In terms of resource allocation problem, the goal of this work is to assign the applications on P , the set of mM processor packages so that the total completion time (i.e. makespan) of the last executed application over all the machines is minimum and the efficient use of energy is maximized. The completion time of a core m is defined as the time in which core m will finalize the processing of the previous assigned application as well as of those already planned applications for the processing elements. This parameter measures the previous workload of a core. Notice that this definition requires knowing both the ready time for a core and the expected time to complete of the tasks assigned to the machine.
III. THE PROPOSED APPROACH
The proposed solution is based on the Min-Min resource allocation algorithm [2] , [3] . It is a two phase greedy heuristic. The algorithm starts with a set of all unmapped applications and iteratively assigns tasks to processing elements by computing their expected minimum completion time. For each application this is done by first tentatively scheduling it to each core and estimating the application's completion time on each core. Also for each task, a metric function f 1 (i.e., the core that has the minimum completion time for each application is selected) is computed over all expected completion times . Then the application/core pair with the best metric match is selected by using a selection function f 2 (i.e., the application with the overall minimum completion time is selected) After that, the application is mapped to the core. Again, this process is repeated with the remaining unmapped applications.
We modified the Min-Min algorithm and adapt it to the contention problem. This modification lies essentially with the calculation of the quality of an mapping of an application to a core machine. The new scoring function takes into account potential memory contention and the voltagefrequency scaling of the individual cores and processors. In addition to all the task-to-core mappings considered, we consider the different voltage-frequency operating points. The source code to the algorithm is freely available [10] .
The score of each mapping is calculated with
where M CT is the time the core takes to execute all its currently assigned tasks, and α sets the tradeoff between the objectives: energy and M CT . The energy spent executing the this task is calculated with the relation
where CT is the time needed to execute that task on this core. The total completion time is the sum of the completion time of each task, on this core is
As an hypothesis, the time needed to execute each task t on each core c, CT i (c), is known. These times are based on a dedicated machine, at maximum processor speed. They are presented in an estimated time to compute (ETC) matrix. The machines in our model are heterogeneous. The model is also inconsistent: one core may be faster than another to compute one task, yet slower than another core for another task.
The memory contention and voltage-frequency scaling are introduced as modifying factors to the ETC. Both of these can degrade the completion time of the task, as described in the following subsections.
A. Memory contention penalty
The shared resource we model is the access to main memory. We define a memory contention when several memory-bound tasks are concurrently executed on the same machine. We suppose that the memory requests are not met with the various cache memories. Min-min maps tasks to cores or processors, without specifying any execution order. This prevents the identification of a concurrent execution of memory-bounded tasks. To re-conciliate these two views, we use a statistical approach. When considering the mapping of a memory-bound task to a core, we calculate the percentage of the time the other cores on the same machine spend Table I  PARAMETERS executing memory-bound tasks. This reflects the probability for this task to execute concurrently with another.
The original ET C time is then multiplied by P enalty M , to reflect the impact of memory contention. For example: on a 2 core single processor, if one core is executing only memory bound tasks, then mapping another memory bound task on the other core results in doubling the basic ETC for this task on this core. As mentioned earlier, this is in line with actual measurements made with a memory intensive benchmark application.
B. Voltage-frequency scaling penalty
We assume that each core can operate at a distinct voltage-frequency. The frequency directly influences the performance of the core (lower frequency means greater CT ), and the voltage its energy consumption. We suppose that each core of a processor can operate at different voltagefrequencies, and that memory-bound tasks are not affected by frequency changes; their CT do not change. Examining this latter hypothesis is part of the future work.
IV. EXPERIMENTATION
In this section we present the setup for our experiment, and the results obtained.
A. Parameters
The parameters are summarized in I. There are four machines, two of them are composed of a single core processor, and the other machines of two cores or SMP processors. About half of the tasks are memory-bound.
We provide the corresponding ETC matrix [10], for the basic execution times of the tasks.
The model for our voltage-frequency scaling is presented in table II. These voltage-frequency operating points are arbitrarily chosen.
B. Results
In this section we present the results obtained with our proposed algorithm, and a point of comparison with another heuristic from the literature. Figures 1 and 2 show the effect of the parameter α on the makespan and energy consumption. We can observe that low α values privilege low energy schedules, to the detriment of makespan, while high α values privilege good makespan results, at the cost of increased energy consumption. The interesting result is when comparing these results to the original Min-min. This heuristic ignores voltagefrequency scaling and memory contention, so the purpose of this comparison is to measure the impact of our changes on the original heuristic.
To compare the algorithms, we execute the original Minmin on the same ETC instance. We then correct the Minmin computed makespan by taking into account the memory contention effect, as described in III-A. This increases Similarly, we also compute the total energy consumption from 2. We choose the maximum voltage-frequency point of operation, and the corrected makespan CT . This results in a total energy consumption of 1054.56 J.
For the best trade-off parameter α of 0.8 our approach improves the results for both of the objectives regarding the classical Min-min. We improve the makespan by 9% and the energy consumption is improved by 17%.
V. CONCLUSION
In this study we extended a well-known scheduling heuristic to include energy efficiency and memory contention. The result is a double-objective heuristic which successfully minimizes energy consumption and makespan. Future works include a study on how frequency can impact the performance of memory bound tasks (it is often reported as negligible), and the further validation of the proposed model. This validation will compare the computed makespan and energy consumption from our model with measured values from real experiments.
