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Overview 
 
 
The aeronautical industry is in a new era of growth thanks to numerous 
technological advances. One of them is the UAS; Unmanned Aircraft Systems 
are able to fly by themselves with autonomous operation capabilities. 
 
UAS can advantage manned aircrafts in the so called “D-cube” applications: 
Dull, Dirty or Dangerous. Risks and costs can be minimized using UAS since 
they need no crew and their construction, operation and maintenance costs are 
comparatively lower. 
 
This Master Thesis is part of the ICARUS (Intelligent Communications and 
Avionics for Robust Unmanned aerial Systems) research group, which is 
developing a new platform with UAS technology for civil use. It is true that this 
type of technology is already used in the military field for years, but it is now in 
the civil use where it can be expanded even more. 
 
A pilot in command is needed for UAS missions. So, it is needed an application 
in order to solve all pilot in command necessities. A real UAS flight has many 
different specific phases, for each one of the phases is needed a specific 
information to shown. This application has to control the UAS fleet, the flight 
plans and will receive all the information that generates the UAS payload. 
 
This Master Thesis solves some of the objectives of the ICARUS research 
group. One of the main parts of the project is the design and implementation of 
an application for the Ground Control Station (GCS). In the GCS we need 
different workstations, each one for a different purpose. We need a workstation 
for the pilot in command, another one for the flight plan manager and the third 
one for the mission manager. This project is focused in the design and 
development of the first workstation, the one for the pilot in command. 
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INTRODUCTION 
 
 
The aeronautical industry is in a new era of growth thanks to numerous 
technological advances. One of them is the UAS; Unmanned Aircraft Systems 
are able to fly by themselves with autonomous operation capabilities. 
 
UAS can advantage manned aircrafts in the so called “D-cube” applications: 
Dull, Dirty or Dangerous. Risks and costs can be minimized using UAS since 
they need no crew and their construction, operation and maintenance costs are 
comparatively lower. 
 
This Master Thesis is part of the ICARUS (Intelligent Communications and 
Avionics for Robust Unmanned aerial Systems) research group, which is 
developing a new platform with UAS technology for civil use. It is true that this 
type of technology is already used in the military field for years, but it is now in 
the civil use where it can be expanded even more. 
 
The ICARUS research aims to develop a UAS platform that can be able to ship 
all types of cameras or sensors. This new system of data capture, fast and 
reliable, opens a wide range of applications. The first of these could be the 
control of forest fires, the system will be able to prevent, detect, monitor, etc.. a 
fire. 
 
A pilot in command is needed for UAS missions. So, it is needed an application 
in order to solve all pilot in command necessities. A real UAS flight has many 
different specific phases, for each one of the phases is needed a specific 
information to shown. This application has to control the UAS fleet, the flight 
plans and will receive all the information that generates the UAS payload. 
 
This Master Thesis solves some of the objectives of the ICARUS research 
group. One of the main parts of the project is the design and implementation of 
an application for the Ground Control Station (GCS). In the GCS we need 
different workstations, each one for a different purpose. We need a workstation 
for the pilot in command, another one for the flight plan manager and the third 
one for the mission manager. This project is focused in the design and 
development of the first workstation, the one for the pilot in command. 
 
The application for the pilot in command is the most important one, it is 
essential for an UAS flight. The first version of this application was developed 
two years ago. This Master Thesis has the main objective of evolving this 
application to a stable, advance and complete version. During the development 
it has to be taken into account many design requirements as the ergonomics or 
the data visualization clearance. 
 
This Master Thesis is a part of the complete ICARUS UAS platform. In the 
platform there are many other applications to interact with them that have been 
developed by other researchers. With some of these researchers we published 
a paper for the American Institute of Aeronautics and Astronautics (AIAA) in the 
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2009 congress. The paper is called “Service Oriented Fast Prototyping 
Environment for UAS Missions” and it can be consulted in the Annexes of this 
Master Thesis. 
 
Being a software project, it follows the general structure of this kind of projects. 
It begins with a study of the technological context and objectives analysis. Then 
the architecture is defined, the design phase and the implementation. It ends 
with the analysis of the conclusions and the future work. 
 
The first chapter is a previous work chapter. The technological context for this 
Master Thesis is described. 
 
In the second chapter there is the objectives analysis. It is devided in three 
points, the project motivation, project objectives and project requirements. This 
chapter will be taken into account during all the Master Thesis. 
 
Third chapter is a system overview. It describes all the work done in the 
ICARUS group that it is related with the project. The final application has to be 
integrated inside the ICARUS control architecture. The platform specifications 
and requirements are describes in this chapter. 
In the next chapter, the fourth one, we can find the architecture definition for the 
developed application. The application is divided in two areas; each one is 
described in detail. 
 
Chapter five describes the design phase. We analyze all the software tools 
used during the development. Also it is explained the interaction between this 
application and the rest of the platform. 
 
When the design is finished, the implementation phase starts. In this chapter it 
is described the project organization and all the views of the application. Also 
we have included two extra applications that complement the main one, which 
they were also developed during this Master Thesis. 
 
Final chapter makes a conclusion analysis for the Master Thesis, including a 
future work and an environmental impact review. 
 
The Annex that complements this Master Thesis includes much additional 
information that complements the project. There is a chapter where we can find 
all the screenshots, in full page, of the application. Also there is the paper for 
the AIAA09 “Service Oriented Fast Prototyping Environment for UAS Missions”. 
And finally there are three chapters that describe in detail the code and 
operation of the main application and the two additional ones. 
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CHAPTER 1. PREVIOUS WORK 
 
Before focusing on the main part of the master thesis, we have to explain some 
topics which appear during the project. This chapter describes the previous 
knowledge for understanding the thesis. First of all, it is going to be described 
the most important term: ‘UAS’. Knowing this acronym and its components 
helps reading the master thesis. After that, there is a section focused on the 
technological context where the master thesis been developed.  
 
Commonly it is referred an aerial vehicle flying without pilot on-board and 
without recreational aim as an Unmanned Aerial Vehicle (UAV). An UAV is an 
expression that identifies an aircraft that can fly without pilot; that is, an airframe 
and a computer system which combines sensors, GPS, servos and CPUs. All 
these elements combined have to pilot the plane with no human intervention. 
 
However, this term is becoming substituted by Unmanned Aircraft System 
(UAS). UAS is being adopted by the most ranked international organizations, 
like the International Civil Aviation Organization (ICAO), the European Aviation 
Safety Agency (EASA), EUROCONTROL and the U.S. Federal Aviation 
Administration (FAA), as the right and official term. The changes in the acronym 
are because of the following aspects: 
 
• The ‘Unmanned’ of UAS: refers as that there is no pilot on the flying part 
of the system. 
• The ‘Aircraft’ of UAS: this term was changed because the aviation 
authorities are only responsible of the aircrafts, and not of any kind on 
flying aerial vehicles. 
• The ‘System’ of UAS: it was introduced because this is not just a vehicle; 
it is a system that includes other parts. 
 
One of the main difference between a UAS and a manned aircraft is the 
distributed nature of the UAS. Manned aircraft elements are all contained within 
the aircraft. A UAS comprises system elements in three major segments: 
 
• Air Segment: this segment includes one or more unmanned aircrafts with 
their payloads. Each one of the UA includes the airframe and the 
avionics and propulsion system. The payload is formed by the required 
systems for the mission such as cameras, sensors, antennas, warfare 
equipment, etc. 
• Ground Segment: distributed in different parts, the Ground Control 
Station (GCS), the Payload Control Station/Ground Data Terminal (GDT) 
and if necessary the Launch and Recovery System (LRS). The GCS 
includes all the required equipment for the UA pilot, flight planning and 
mission monitoring. 
• Communications Segment: divided in the Command & Control data link, 
the Payload data link and the External Communications. 
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UAS are designed to operate in D-cube (Dangerous-Dirty-Dull) situations. 
Focusing on civil applications a wide range of application scenarios do exist: 
 
• Environmental Research 
• Emergency Management 
• Communications 
• Surveillance and Monitoring 
 
More detailed e.g. fire-fighting management, border monitoring, agricultural and 
fishery applications, oceanography, communication relays for wide-band 
applications, etc. 
 
Current UAS technology offers feasible technical solutions for airframes, flight 
control, communications, and base stations. In addition, the evolution of 
technology is miniaturizing most sensors used in airborne applications. Hence, 
sensors like weather radars, SAR, multi spectrum line-scan devices, etc. in 
addition to visual and thermal cameras are being used as payload on board 
UAS. As a result UAS are slowly becoming efficient platforms that can be 
applied in scientific/commercial applications 
 
1.1. Technological Context 
 
The Intelligent Communications and Avionics for Robust Unmanned aerial 
Systems (ICARUS) research group is composed by researchers from the 
Computer Architecture Department of the Technical University of Catalonia and 
belongs to the ‘Centro de Investigación de la Aeronáutica y del Espacio’ 
(CRAE) of the UPC. 
 
The research of the ICARUS group is focused on the topic of UAS. The targets 
of the research are technologies that allow to build low cost UAS and to 
manage then for several civil missions as autonomous as possible.  
 
In order to research in this area, the ICARUS group has several RF control 
airplanes (wingspan from 2 to 3 meters) provided with UAS capabilities. Also we 
have a Shadow MK-1 (5 meters) UAS. These equipments are provided with 
necessary payloads to constitute the testbed for the different projects of the 
group. 
 
Focusing on the UAS Ground Control Segment (GCS), ICARUS proposes the 
GCS designed to support any kind of mission, as simple or complex that could 
be. The GCS has three different workstations, each one for a different user’s 
profile, the Flight Monitor Service (FM), the Flight Plan Monitor Service (FPMo) 
and the Mission Monitor Service (MMo). Next figure (Figure 1.1) shows the 
design and distribution of the workstations inside the GCS. 
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Figure 1.1 Design and distribution for the GCS. 
 
 
The figure (Figure 1.1) depicts the first workstation, and the most essential one, 
the FM. This Master Thesis is going to focus in the design and implementation 
of the FM. The FM is designed for the pilot user’s profile. This application will 
have two different screens, the main one called Pilot Screen (PS) and a 
secondary one called MultiFunction Screen (MFS). This workstation monitors all 
the telemetry, electrical, engine and alarms information of the UAS. The pilot 
has to be able to control the UAS from the GCS with all the necessary 
information to do it. The user does not only need visual information, also needs 
a joystick with throttle to manually control the UA. The FM workstation has to be 
able to control a full UAS flight without the other two workstations. 
 
The second workstation is the FPMo, as we can see in Figure 1.1. This service 
is in charge of design and control the Flight Plan (FP) for the UAS flight. A FP is 
not only a single route; it is a complex route with different stages, paths and 
intersections. The user’s profile in this workstation is a Flight Plan controller, the 
controller is who designs the FP and takes the decisions during the mission. 
The FPMo will have one big screen to interact with the user. The FP is directly 
connected with flight mission. 
 
The third workstation is the MMo, used by a mission controller’s user profile. 
During a real flight mission this workstation will be the most important one. This 
workstation is in charge of designing the flight mission, and then the mission will 
be send to the FPMo. All the information produced by the UAS payload as the 
sensors or cameras will be shown in this workstation for the post process. In a 
real flight mission, like in a fire-fighting management mission, the fireman expert 
would be in the MMo defining the areas to explore with the UAS. After that he 
would obtain the captures with the different sensors and cameras in the 
payload. 
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CHAPTER 2. OBJECTIVES ANALYSIS 
 
In this Chapter 2 it is going to be explained the motivation of doing that project. 
After that it is explained the objectives of the project. There are separated in two 
groups, the general objectives of ICARUS and the specific objectives of this 
Master Thesis. Directly related with the objectives, it has also to be defined the 
requirements of the project. 
 
2.1. Project Motivation 
 
The Master Thesis culminates five years of career. This is the last task that I 
would do in the university, so my main objective is that the Master Thesis would 
be the most ambitious and complete project in this five years. 
 
Two years ago I carried out the “Treball de Fi de Carrera” (TFC) for the Sky-Eye 
group, where ICARUS was one of the members of it. After that I began working 
for ICARUS developing some UAS applications. The project developed during 
the TFC was a monitoring station for UAS missions. The station was the first 
version developed in the group. Some parts of it are now separated in the three 
different workstations. 
 
During this year and a half in ICARUS we have developed different versions for 
the GCS. When they proposed me to develop a functional version for the FM for 
the PFC I accepted because it was a very good way to final all my work in 
ICARUS. Previous versions for the GCS were not functional and complete. 
They did not solve all the necessary requirements in order to carry out a 
complete UAS flight. 
 
The main motivation of this project is that I can develop a final application that 
would be totally functional and operative. During this time we have develop 
different services for the system. Now these services can interact with the FM.  
 
Moreover, after the many workstations versions and the simulated flight tests, 
now we know the most optimum design. This design will allow the pilot to use it 
in the most easy, fast and comfortable way. 
 
During these five years at the university I have developed many applications in 
different programming languages. Thanks to that I realized that I prefer to 
develop visual applications. 
 
Developing a visual application maybe does not include a lot of complex and 
difficult code. It is much slower to develop because it has to take into account 
many different aspects as the ergonomics, visualization, easy to use, etc. 
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2.2. Project Objectives 
 
The main goal of the project is to develop an application for the first workstation 
in the GCS called Flight Monitor (FM). In order to develop this application there 
are some objectives to be followed: 
 
• The final application has to be integrated inside the ICARUS control 
architecture. It has to be taking into account the platform specifications, 
the requirements and the interaction with other services. 
 
• Define the architecture for the FM and design the visual interface 
between the pilot controller and the UAS. During this phase, all the 
requirements have to be taking into account, in order to satisfy the user’s 
needs. Then implement the application. 
  
• All the parts in the FM have to be tested to check their correct operation. 
Also test the FM and the interaction between the FM and the rest of the 
services in the platform. 
 
• The final version of the FM would allow the user to make a complete 
flight mission for UAS, configuring the system and following all the states 
and phases for the flight. 
 
2.3. Project Requirements 
 
These kinds of applications have to solve some needs in order to carry out a 
flight monitoring correctly. The final application has to follow some requirements 
and specifications. These requirements have to be taken into account during 
the design and implementation phases. 
 
• The application must be clear and functional. 
During the operation the pilot in command has to control easily and 
intuitively all the functionalities of the FM. 
 
• Access to the information in the flight system. 
It must be able to access to all the possible information in the flight 
system, and show it clearly in the correct area. 
 
• The FM has to control and monitor a full flight mission. 
The FM has to be able to control and monitor all the mission states 
during the flight mission. It has to have all the necessary information 
for each state. 
 
• The FM has to locate the UAS over a map. 
The FM has to be able to manage cartographic maps in order that 
the user can select the map to show. 
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• The FM has to control the UAS manually. 
The pilot in command in the FM should have the option to control the 
UAS manually. For that, the FM has to control the joystick hardware. 
 
• The FM has to show real-time video. 
The pilot in command needs a video area to show the different video 
inputs. The FM should be able to show and manage real-time video 
input devices. 
 
• The FM must be scalable to any kind of screen. 
All the controls in the application must be resizable. The FM has to 
adapt and fit the visualization to any kind of screen. 
 
• The FM must be an easily extensible application. 
In future developments the FM it is going to be extended, the FM 
design has to allow an easy extension. Also it will have the most 
reusable controls as possible. 
 
• The PS should show information summaries. 
The PS of the FM should show summaries of the most important 
information. The UAS pilot is in ground, so it is needed the 
visualization of all the necessary information in one view. 
 
• The PS has a static visualization.  
The PS is static; it is just an information monitor. It has not interaction 
with the user. Some of the parameters can be changed from the 
MFS. 
 
• The MFS is a multifunction screen. 
It should have a different view for each kind of information to monitor. 
 
• The MFS interacts with the user. 
The MFS is where there is the interaction between the user and the 
FM. The interaction is in a touch screen, so the controls must be 
adapted to it. 
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CHAPTER 3. SYSTEM OVERVIEW 
 
This third chapter explains an overview of the system where this Master Thesis 
was developed. The application Flight Monitor is just a piece of an entire system 
that includes many other applications done by different developers. First of all it 
is going to be explained a general vision of the architecture and then the 
communications middleware that interconnects the architecture. After that it is 
described the UAS Service Abstraction Layer (USAL) with its four categories. 
The most important category for this Master Thesis are the Flight services, 
where the Flight Monitor (FM) is located. 
 
 
Current UAV technology offers feasible technical solutions for airframes, flight 
control, communications, and base stations. However, if civil applications 
should be tackled two elements limit the flexibility of the system: human 
intervention and mission flexibility. Too much human control from the ground 
station is still required. Flight control computers do not provide additional 
support beyond basic flight plan definition and operation. Additionally, payload 
is most times operated remotely with very little automation support. 
 
No commercial solution exists nowadays that provides support for all these 
applications. The current challenge in UAS research is to define a flexible and 
reusable hardware/software architectures abstracting the UAS functionalities for 
seamless development of civil missions. The time to market is critical to achieve 
fast prototyping and low cost solutions adequate for a competitive market. We 
focused on addressing the current limitations for flexible and reusable 
hardware/software architecture in UAS for civil applications. 
 
ICARUS proposes flexible and reusable hardware/software architecture 
designed to facilitate the development of UAS-based complex applications. This 
flexibility is organized into a user-parameterizable USAL. The USAL defines a 
collection of standard services are their interrelations as a basic starting point 
for further development by users. Functionalities like enhanced flight-plans, a 
mission control engine, data storage, communications management, etc. are 
offered. Additional services can be included according to requirements but all 
existing services and inter-service communication infrastructure can be 
exploited and tailored to specific needs. This approach reduces development 
times and risks, but at the same time gives the user higher levels of flexibility 
and permits the development of more ambitious applications. 
 
As we can see in the next figure (Figure 3.1), the different components of the 
UAS are interconnected by an Ethernet network that makes data 
communication between them very flexible and efficient. These components are 
represented in the system by a software service that makes them easily 
reusable and interoperable for building complex and intelligent operations over 
the UAS infrastructure. Services, like the Video Camera, Storage Module, 
Virtual Autopilot System, Video Processing, Mission Control, are independent 
components that could be executing on a different nodes located on the aircraft. 
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This approach is a simple scheme which offers a number of benefits in our 
application: 
 
 
 
Figure 3.1: Distributed Embedded Architecture 
 
3.1. Distributed Architecture and Communications middelware 
 
For implementing UAS civil missions we use a distributed embedded system 
that will be on board of the aircraft and that will operate as a payload/mission 
controller. The proposed system is built as a set of embedded microprocessors, 
connected by a Local Area Network (LAN), in a purely distributed and scalable 
architecture. Over the different distributed elements of the system we will deploy 
software components, called services, which will implement the required 
functionalities. These services cooperate for the accomplishment of the UAS 
mission. They rely on a middleware that manages and communicates the 
services. The communication primitives provided by the middleware promote a 
publish/subscribe model for sending and receiving data, announcing events and 
executing commands among services. 
 
The Middleware Architecture for Remote Embedded Applications (MAREA) is a 
middleware-based software systems which consist of a network of cooperating 
services, is the application's business logic implementation. MAREA provides 
an execution environment with communication channels and common 
functionalities.  
 
MAREA promotes a publish/subscribe model for sending and receiving data, 
events and commands among the services. Services that are producing 
valuable data publish that information while other services may subscribe them. 
Next, we describe the used communication primitives, which have been named 
as Variables, Events, Remote Invocations and File Transmissions. 
 
Variables. Variables are the transmission of structured, and generally short, 
information from a service to one or more services of the distributed system.  
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Events. Like Variables, Events also follow the publication-subscription 
paradigm. The utility of Events is to inform of punctual and important facts to all 
the services that care about. 
 
Remote Invocation. The Remote Invocation is an intuitive way to model one-
to-one of interactions between services. 
 
File Transmission. The File Transmission primitive is used basically to transfer 
long file-structured information from a node to another when exists the need to 
transfer continuous media with safety. 
 
3.2. USAL: UAS service abstraction layer 
 
Providing a common infrastructure for communicating isolated UAS services is 
not enough for keeping the development and maintenance costs for UAV 
systems low. The existence of an open-architecture avionics package 
specifically designed for UAS may alleviate the developments costs by reducing 
them to a simple parameterization. From the study and definition of several 
UAS missions, one can identify the most common requirements and 
functionalities that are present among them. 
 
The UAS Service Abstraction Layer (USAL) is the set of available services 
running on top of the UAS architecture to give support to most types of UAS 
missions. USAL can be compared to an operating system. Computers have 
hardware devices used for input/output operations. Every device has its own 
particularities and the OS offers an abstraction layer to access such devices in 
a uniform way. Basically, it publishes an Application Program Interface (API) 
which provides end-users with efficient and secure access to all hardware 
elements. The USAL considers sensors and in general all payload as hardware 
devices of a computer. The USAL is a software abstraction layer that gives 
facilities to end-users programs to access the UAS payload. The USAL also 
provides many other useful features designed to simplify the complexity of 
developing the UAS application. 
 
Even though the USAL is composed of a large set of available services, not all 
of them have to be present in every UAS or in every mission. Only those 
services required for a given configuration/mission should be present and/or 
activated in the UAS. 
 
Available USAL services have been classified in four categories: 
 
1. Flight services: all services in charge of basic UAS flight operations: 
autopilot, basic monitoring, contingency management, etc. 
2. Mission services: all services in charge of developing the actual UAS 
mission, controlling the payload and the area of surveillance, processing 
or saving the earth observation information and showing it to the end 
users. 
3. Payload services: specialized services interfacing with the input/output 
capabilities provided by the actual payload carried by the UAS. 
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4. Awareness services: all services in charge of the safe operation of the 
UAS with respect terrain avoidance and integration with shared airspace. 
 
3.3. Flight Services Category 
 
Many autopilot manufacturers are available in the commercial market for 
mini/micro UAS. Several autopilot configurations exist with a wide variety of 
selected sensors, sizes, control algorithms and operational capabilities. 
However, selecting the right autopilot to be integrated in a given UAS is a 
complex task because none of them is mutually compatible. Moving from one 
autopilot to another may imply redesigning from scratch all the remaining 
avionics in the UAS. Therefore, once an autopilot is selected it may remain in 
the system for all its operational live. 
 
Current UAS autopilots also have two clearly identified drawbacks that limit their 
effective integration with the mission and payload control inside the UAS: 
 
1. The complexity of exploiting on-board the autopilot telemetry by other 
applications in the UAS is extremely complex and autopilot dependant. 
Autopilots telemetry is typically designed just to keep the UAS state and 
position under control and not to be used by third party applications. 
2. The flight plan definition available in most autopilots is just a collection of 
waypoints statically defined or hand-manipulated by the UASs operator. 
However, no possible interaction exists between the flight-plan and the 
actual mission and payload operated by the UAS. 
 
The flight services are a set of standardized architecture components designed 
to operate as interface between the real autopilot and the rest of subsystems in 
the UAS; e.g. the mission and payload services. The objective of the flight 
services is multiple: 
 
• Abstract autopilot details and peculiarities to the rest of the system. 
• Extract internal sensor information from the autopilot and offer it to other 
services for its exploitation during the UAS mission. 
• Provide a common flight plan definition, improving by large actual 
commercial autopilot capabilities by adding a flight management layer on 
top of them. 
• Provide status monitoring capabilities and automatic contingency 
management for efficient emergency response. 
 
Next figure (Figure 3.2) shows the fundamental components in the flight 
services category as well as the major relations among them. 
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Figure 3.2: Overview of the Flight Services category 
 
 
Virtual Autopilot Service (VAS). The VAS is the service that on one side 
interacts with the selected autopilot and therefore needs to be adapted to its 
peculiarities. The VAS operates similarly as drivers work on operating systems 
abstracting away the implementation details from actual autopilot users. For 
other services in the UAS, the VAS is a service provider that offers a number of 
information flows to be exploited by them. Given that not all autopilots are 
equal, the VAS follows a contract between the VAS as a service provider and its 
potential clients. This means that all the information provided by this service is 
standardized independently of the actual autopilot being used. 
 
The VAS works with different operational states. With these states the VAS 
increases the autopilot functionalities. The commercial autopilots are much 
focused only in flight stages, however a whole mission are composed for many 
states. The states in the VAS are classified in seven different groups depending 
on the mission phase: 
 
• Start-up states. During these states the UAS begins to configure by itself. 
It means configure all the services that will be used in the mission. 
• Taxi states. These states are in charge to guide the UAS from the 
parking area to the runway in an automatically or manual way. 
• Take-off states. They control the take-off procedures of the flight. 
• Navigation states. There are different kinds of navigation states, they can 
follow a waypoint route or maintaining a specific altitude, speed and 
bearing. 
• Landing states. These states control the landing procedures of the flight. 
• Safe Reaction states. They are in charge of detect and analyze the traffic 
around the aircraft. 
• Safe states. When there is a failure during the navigation states, the 
system change to these states. 
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Flight Plan Manager (FPM). The FPM is a service designed to implement 
much richer flight-plan capabilities on top of the available autopilot capabilities. 
The FPM offers an almost unlimited number of waypoints, waypoint grouping, 
structured flight-plan phases with built-in emergency alternatives, mission 
oriented legs with a high semantic level like repetitions, parameterized scans, 
etc. These legs can be modified by other services in the USAL by changing the 
configuration parameters without having to redesign the actual flight-plan; thus 
allowing the easy cooperation between the autopilot and the UAS mission. 
 
Flight Monitor (FM). The FM has the responsibility to interact with the ground 
operator so that they can keep track of the mission in real time. A profile 
oriented to a pilot operator would require information different as the rest of the 
operators. The pilot operator is in charge to carry out all the different phases of 
the mission. The others operators only have the responsibility of the system 
during the automatic states, activating the automatic navigation and the 
payload. But also during these phases the pilot operator can take the control in 
case it thinks it would be necessary. The most important information to monitor 
is the telemetry, the alarms, and the electrical and engine information. Also the 
operator has to be able to monitor and control the manual VAS states. 
 
Contingency Management services are a set of services designed to monitor 
critical parameters of the operation (like battery live, fuel, flight time, system 
status, etc.). In case contingencies are detected, actions will be taken in order 
to preserve the security and integrity of the UAS: from flight termination, mission 
abort or system re-cycle. 
 
The Electrical and Engine Management services are a set of services 
designed gather data on the operation of the UAS electrical system and the 
propulsion system. Such information is relayed to the Contingency Manager to 
take the appropriate decisions. 
 
The Flight Termination System is a system outside the USAL architecture, 
and it is in charge to deploy a parachute system in case the Contingency 
Manager requires it; also the parachute may be deployed in case a major USAL 
failure. 
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CHAPTER 4. FLIGHT MONITOR ARCHITECTURE 
 
There is too much flight and mission information to be shown at once, so the 
solution is to divide the application in two different screens. The Flight Monitor 
(FM) is composed by the Pilot Screen (PS) and the MultiFunction Screen 
(MFS). The most important information is shown in the PS and all the available 
information is monitored in the MFS. 
 
The reason of dividing the FM visualization in two areas is to display all the 
information in a clearly and easy way. It is not possible to show all the 
necessary information in one screen; this screen will be too much full of 
information and incomprehensible. 
 
In the PS there is the necessary information for the pilot can control the UAS, 
additionally the user can consult the MFS in order to obtain more detailed 
information and complement the summaries in the PS. The MFS is not 
dispensable because some operations must be done in this screen. 
 
During the design and implementation phases of both screens it has to be 
taking into account that they have different purposes and uses. The PS is only a 
visualization screen, without interaction with the user; there could not be any 
button or textbox. All the parts in the PS must have the same design and 
appearance, without any part that could distract the user. The MFS is 
completely different, in this screen the user interacts with it by touch, so the 
controls or buttons must have a size according to it. Against the PS, that it has a 
static distribution, the MFS would has many different views, each one for a 
different purpose. 
 
Next it is going to be explained more detailed the architecture of both screens. 
 
4.1. Pilot Screen Distribution 
 
The PS has a static distribution, without buttons or interaction with the user. The 
parameters are automatically configured and some of them can be changed 
from the MFS. 
 
During this developing phase it has consulted the opinion of different expert 
aircraft pilots. They have experience in piloting airplanes, to that they have 
explained which is the necessary and most important information to be 
displayed. They manifest that is completely essential to have a Primary Flight 
Display (PFD) that shows the telemetry, a video in real-time and also a 
summary of the flight plan. 
 
The main function of this screen is to show information summaries of all the 
systems in the UAS. The pilot needs the most important information to pilot the 
UAS. The distribution includes the three components listed below by the 
experimented pilots and some additional components that complement the PS. 
Next figure (Figure 4.1.) displays the design and distribution of the different 
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components in the PS. Each one of these components are going to be 
described below. 
 
 
 
 
Figure 4.1. Pilot Screen design and distribution. 
 
 
The center of the screen is used to monitor the real video streaming from any of 
the cameras on board. Thanks to that, the pilot can see the same view as he 
was in the UAS cockpit. 
 
In each side of the video area, there is a column with different alarms of the 
system. The alarms could be in turned off, or turned on in different colors 
depending of the importance or they could be flicking. 
 
The right column in the screen is dedicated to monitor the geopositioning of the 
UAS. The whole box is a map and over it the UAS is positioned. The different 
cartographies showed in the map can be chosen from one of the configuration 
screens in the MFS. Also in the map, it can be displayed the different waypoint 
and route of the flight plan, in order to see which flight plan is following the UAS. 
 
On the bottom of the figure (Figure 4.1) is used to locate information 
summaries, four different ones: the Engine Display, the Primary Flight Display 
(PFD), the Electrical Display and the General Information Display. These boxes 
shown similar information as the Electrical Centralized Aircraft Monitor (ECAM) 
in the Airbus systems. 
 
The Engine Information summary would just show the fuel levels in the different 
tanks and the Revolution Per Minute (RPM) of the different engines. The rest of 
the information generated from the engine is shown in a dedicated screen in the 
MFS. 
 
The PFD displays the telemetry of the UAS, the indicators in this display are the 
typical used in all the aircraft systems. There are the artificial horizon, the 
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altitude indicator, the compass indicator, the mach/air speed indicator and the 
vertical speed indicator. 
 
The Electrical Information summary monitors the state of the different batteries 
in the UAS and the state of the alternator. The rest of the electrical information, 
as the consumption of the payload, is shown in a dedicated screen in the MFS. 
 
The forth box of the row is the General Information. This box shows the time 
mission, the geopositioning of the UAS, the current VAS state and there is a 
console that writes different text messages. 
 
4.2. Multifunction Screen Distribution 
 
The function of the MFS is to display all the available information in the system. 
Each kind of information has a specific view in. The MFS has many different 
views, each one for a different purpose or use. The different views of the MFS 
are distributed in four groups depending of the purpose: Navigation, Autopilot, 
Status and Configuration. The figure (Figure 4.2.) shows a diagram of this 
classification. This classification will allow the user to access easily to all the 
available views. The Navigation group has views dedicated for the navigation 
states during the mission. The Autopilot group has views for configuring and 
interacting with the VAS. The Status group has four views, each one for a 
different kind of information: General displays the telemetry, Engine, Electrical 
and the Contingency view with the alarms of the system. The Configuration 
group allows the user to configure the FM.  
 
 
 
 
Figure 4.2. Views classification for the MFS. 
 
 
In order to change between the different views, in the bottom of the screen 
there is a menu. The menu is divided in two parts. The first one would show the 
main menu, that it is the first level of the diagram in the Figure 4.2. This main 
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menu has a button for each group and they are static, they are always visible. 
The secondary part of the menu is the submenu, it shows the second level of 
the diagram in the Figure 4.2. When a group is selected in the main menu, the 
appearance of the submenu changes and shows the available views in this 
group. 
 
In the main menu there would be two extra fast-access buttons. The aim of the 
first button is the fast-access to the most interesting view for the current flight 
phase, for example during the land phase this button would show the Land 
view. The aim of the second button is to advice the user if any of the different 
views has an alarm or needs the pilot interaction and the fast-access to this 
view. 
 
4.2.1. Navigation group 
 
In the Navigation group there are screens dedicated to the main navigation 
states during the flight: the Taxi states, the Take-Off states, the Flight Plan 
Navigation state and the Landing states. 
 
The Taxi states show a full map of the airport with the different taxi areas and 
the taxi ways from these areas to the runways. The user can see and select the 
routes for the UAS. The pilot in command can monitor the positioning of the 
UAS through a map. 
 
The Take-off states screen shows a full map of the aircraft with the different 
runways and take-off operations. The user can select between the different 
take-off operations. 
 
The Flight Plan screen shows over a map the positioning of the UAS and the 
different waypoints of the flight plan. The user can access to the specific 
information for each one of the waypoints. Also the user can generate its own 
waypoint queue for an alternative flight plan. 
 
The Landing states screen has three different views for each one of the landing 
states: Land Pattern, Landing and Land Abort. The main central area of the 
screen would show a detailed map of the airport. Over this map are shown the 
different approximation routes, the land pattern path, the traffic pattern, the final 
leg or the abort pattern. Depending the current state or the landing phase the 
information displayed over the map changes. Next to the map, there are 
different controls for the user in order to change between the landing states or 
modify the patterns parameters. In the top of the screen the most important 
telemetry is shown accompanied with the recommended value of each data. 
 
4.2.2. Autopilot group 
 
The Autopilot group has three different views, the Configure and Check view, 
the Parking Check view and the VAS states view. Through these views the user 
could interact with the VAS directly. 
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The Configure and Check view is used to configure the whole system, is the 
first state of the VAS states diagram. In this view the FM obtains the 
configuration XML files for all the system parts as the UAS specifications, the 
electrical settings, the engine settings, the airfield settings and the parking 
check list. 
 
The Parking Check view is used to carry out the parking check list. First of all is 
showed the available tests for the specific UAS configuration, the user can 
select the tests. After that the user can check one by one the different selected 
tests. There would be automatic or manual tests. Also there is a video area in 
order to connect the hangar camera, thanks to that the user can see the test 
running. 
 
The VAS state view shows a big schema of the VAS states and their transitions. 
The states are showed in different colors depending if it is the current state, the 
possible transitions or the not allowed ones. The user can change the VAS 
state through this view. Depending of the state, in the top right side of the 
screen there would appear fast access buttons to the specified screen of the 
state. Also there is an area dedicated for the Directed state and its parameters. 
 
4.2.3. Status group 
 
The Status group contains four views that show the entirely information for the 
summaries in the Pilot Screen. There are views for the general telemetry, the 
engine information, the electrical information and the contingency. 
 
The General view shows all the available telemetry information. In the PFD 
summary in the PS it cannot be displayed all. Depending of the type of 
information we need a single indicator with one dimension, as the altitude or the 
airspeed, or we need a complex indicator that can monitor three dimension 
data, as the acceleration or the rate of turn (X, Y and Z components). Each one 
of the indicators show the data in different units, for example the altitude in 
meters and feet. 
 
The Engine view displays all the information related with the engines and fuel 
tanks. The engine configuration of the UAS can be different for each mission, so 
the indicators must adapt to each configuration. In one side it is going to be 
located the fuel tank data, it could be from one to three tanks. The rest of the 
area is used for the engines, it can support from one to four engines, and each 
engine from one to four cylinders. All the indicators has and alarm indicator of 
out of range data.  
 
The Electrical view displays the electrical information of every electrical 
component on-board the UAS. The payload changes from one mission to 
another, so the electrical information must be shown in a dynamic way. The way 
to monitor the information is over a schema of the aircraft. The electrical 
components are classified in four kinds, Batteries, Alternators, CPUs and 
Cameras. Each one has a different icon that identifies and locates the 
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component over the schema. In the right side there are different boxes where 
the user can assign each box to a specified component, in order to display the 
electrical data of it. 
 
The Contingency view is a monitor for the contingency information of the 
system. The Contingency is in charge to control and monitor all the systems in 
the network. In this view there are all the alarms of the system. 
 
4.2.4. Configuration group 
 
All the parts of the Flight Monitor, as the engine or electrical information are 
configured from the XML configuration files. But there are other parts that must 
be configured by the user, for example the user can select the video streaming 
inputs or the joystick configuration. 
 
The Configuration group has five different views to configure the different parts 
of the FM: the Cartography, the Video Streaming, the Joystick and the Screens. 
 
In the FM there are many areas where a map is displayed. The maps used 
come from a Map Server “Geoserver”. This server provides by the protocol Web 
Map Service (WMS) different map layers to the clients. For the map layers 
management it is necessary a layer administrator, but it is not necessary to 
locate a layer administrator in each map area. The Cartography view is the 
centralized layer administrator for all the map areas in the FM. In this view the 
user will see a list of map clients (map areas in the FM) and a list of the 
available WMS layers in the Geoserver. It will be possible to assign a layer to a 
client and configure some of the parameters as the zoom or refresh value. To 
make it easier, a map preview of the configuration result would be displayed in 
the Cartography view. 
 
The Video configuration view is a video administrator to configure the different 
video clients in the FM. In this view there are a video devices list, a video clients 
list, a configuration area to change some parameters as the resolution and a 
preview video area. 
 
It is essential the connection of a hardware joystick to the FM, in order that the 
pilot in command could take the manual control over the UAS. From this view 
the user can configure the joystick, select the hardware joystick and see the 
current state of the different axis in the joystick. 
 
The FM is big application that needs a big visualization area. The optimal 
screen configuration for the FM is a double screen, the main one (PS) a 
panoramic screen and the secondary (MFS) a touch screen. This is the optimal 
configuration, but maybe it is necessary to execute the FM in a computer 
without this screen distribution. From the Screen view, the user acquires the 
screen parameters connected to the computer. Then, it can be assigned the PS 
and the MFS to the different connected screens, or both to the same screen. 
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CHAPTER 5. FLIGHT MONITOR DESIGN 
 
In the design phase are going to be explained some resources used during the 
development. First of all it is explained the technological environment; this 
includes the development environment and the programming language. Also 
includes the different external libraries used to solve some design requirements 
that the development platform cannot solve. After that they are listed all the 
interactions between the FM and the rest of the services in the platform. Finally 
it is explained the use of user controls for solving some of the project 
requirements. 
 
5.1. Technological environment 
 
In order to develop the FM, several technologies have been used. Next 
subsections describe the different resources used. We have used the Visual 
Studio .NET as development environment. Additionally, we have used and 
included some libraries as the SharpMap, the DirectX, etc. 
 
5.1.1. Visual Studio .NET 
 
.NET Framework is a multi-language environment for the development and 
execution of desktop applications, web applications, mobile devices, etc. .NET 
Framework provides developers a unified set of APIs and hierarchical class 
libraries, object oriented and extensible. The set of libraries is common to all the 
programming languages, allowing inheritance, error handling and debugging 
across multiple languages seamlessly. Every language have similar access to 
the framework so the developers can choose the language they prefer without 
affecting the functionality of the application they are developing. 
 
Visual Studio. NET is a complete integrated development environment for 
building ASP.NET Web applications, XML Web services, desktop applications 
and mobile applications. All the supported programming languages - Visual 
Basic. NET, Visual C + +. NET, Visual C #. NET and Visual J #. NET - use the 
same development environment, allowing tools to share and develop multi-
language projects easily. Moreover, these languages exploit the maximum 
functionality of .NET Framework, providing access to a set of technologies that 
greatly simplify application development. 
 
5.1.2. GDI+ 
 
The FM needs to use indicators to display different information as the telemetry. 
During this development phase we have been looking for available indicators 
already implemented that solve this need. The indicators found do not solve all 
the needs; in the case of the Primary Flight Display they are not able to show all 
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the required information. Some of these indicators could be used in the MFS, 
but all the indicators are from different developers and are visually different. 
 
So that the solution was to develop our custom indicators. This is a hard 
decision because it involves a completely new and time-consuming 
development, but in the other hand we can design our custom indicators solving 
our needs and visually similar. 
 
To implement the indicator is needed a library that offers graphics painting 
operations. The selected library was the GDI+. 
 
The Graphics Device Interface Plus (GDI+) is a Microsoft Windows application 
programming interface and core operating system component responsible for 
representing graphical objects and transmitting them to the output devices. 
GDI+ is responsible for tasks such as drawing lines and curves, rendering fonts 
and handling palettes. GDI+ admits anti-aliased 2D graphics, floating point 
coordinates, gradient shading, complex path management, intrinsic support for 
modern graphics-file formats like JPEG and PNG, and uses ARGB values to 
represent color. 
 
The Microsoft .NET class library provides a managed interface for GDI+ via the 
System.Drawing namespace. 
 
5.1.3. SharpMap 
 
FM requires the visualization of maps in different areas of the form. Visual 
Studio has not its own libraries that support this kind of visualization. So that it is 
necessary to use an external library. 
 
It is necessary to look for a Geographic Information System that lets to use their 
libraries over the Visual Studio .NET in order to develop our custom application. 
 
The most advanced GIS nowadays are the ESRI solutions. ESRI has the 
application ArcGis that has a Software Development Kit that could be installed 
over the Visual Studio .NET. ArcGis SDK is a very large library, able to carry out 
all kind of map transformation and visualizations. Also this library has a very 
expensive cost license. FM does not need this kind of library, it just need a 
slight library that could be able to show a simple map using WMS layers and the 
capacity to paint custom symbols over the map. 
 
The library selected for this purpose is the SharpMap. SharpMap is an easy-to-
use mapping library for use in web and desktop applications. It provides access 
to many types of GIS data, enables spatial querying of that data, and renders 
maps. The engine is written in C# and based on the .Net 2.0 Framework. 
SharpMap is released under GNU Lesser General Public License. 
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5.1.4. Video Input and GoogleEarth plugin 
 
The FM has to be able to show video streaming from the video inputs of the 
computer. For this it is required to use a library that list the different video inputs 
and allows configuring some of the parameters. 
 
To solve this need it is going to be used the ‘DirectX.Capture’ library that it is a 
Microsoft product completely compatible with the .NET platform. The library can 
look for the video devices in the computer. Then the devices can show its 
preview in the application and also configure the frame size and frame rate. 
This library has a limitation that each one of the video inputs just can show its 
preview in one area in the same application, the preview cannot be duplicated. 
But it is not a problem because there no case where we need to display the 
same camera in two areas. 
 
In the video configuration it is going to be added a simulated video cam. Using a 
GIS it is possible to simulate a similar view to a video camera on-board. In case 
that the flying UAS does not have a video camera in the payload or this is not 
available. The pilot user might need an artificial simulation of the on-board view. 
 
To solve this, it is going to be used the Google Earth API. This API allows the 
developer to configure most of the parameters of the Google Earth. It can be 
configured the camera point of view, the movements, the navigation controls, 
the layers, etc. This API is only available in JavaScript for web applications. So 
that, for using this API it is necessary to incrust a web browser in the application 
and use the JavaScript over it. This API uses the Google Earth layers, so if the 
user wants to use the simulated camera the computer must be connected to 
internet in order to consult online the Google Earth layers. 
5.1.5. Joystick Input 
 
Visual Studio .NET does not allow the developer to access directly to the 
joystick devices connected to the computer. For this reason it is necessary to 
use an external library. The used library has to be compatible with Visual Studio 
.NET. It has been used the ‘DirectX.DirectInput’ library because it can works 
over the .NET platform, and it is a Microsoft product. For using this library is 
necessary installing the DirectX Software Development Kit. 
 
The library can find the joysticks devices connected to the computer and 
acquire them. Each time the developer wants, it can be consulted the state of all 
the axis and buttons in the hardware joystick. 
 
5.2. FM service interaction 
 
The FM is a monitor service for most of the information generated in the 
platform. This requires that the FM has to receive all the necessary information. 
The connection between the FM and the rest of the services is done through the 
MAREA by using the primitives Variables and Events. Next there are listed all 
the interactions of the FM, classified in input information and output information. 
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5.2.1. Input information 
 
Next Table 5.1 lists the different input information that arrives to the FM. The 
input information can be classified in four groups, depending of the kind of 
information: telemetry, engine, electrical and navigation. 
 
Protocol 
Primitives Name Composition
Data 
Type Range Unit Description
Roll
Pitch
Yaw
X
Y
Z
X
Y
Z
Latitude Double 0 to 2π rad radians
Longitude Double 0 to 2π rad radians
Altitude (MLS) Float UAS Range meters
Pressure Altitude Float UAS Range meters
North
East
Down
Indicated Airspeed
True Airspeed
North
East
Down
status Bool on/off
amper Float amper
percentage Float %
volt Float volt
status Bool on/off
consumption Float amper
status Bool on/off
consumption Float amper
id_wp Integer No Range id
Latitude Double 0 to 2π rad radians
Longitude Double 0 to 2π rad radians
Altitude (MLS) Float UAS Range meters
Speed Float UAS Range m/s
fly_over Bool bool
Acceleration in UAS X, Y and Z 
axis.
Variable uavAngles Float 0 to 2p rad radians Roll, Pitch and Yaw angles of the UAS
Variable uavAcceleration Float Device Range m / s2
Variable uavPosition 3D UAV Position
Variable uavRateTurn Float UAV Range rad / s2 Rate of Turn in UAS X, Y and Z axis.
Airspeed data in the UAS
Variable uavSpeed Float UAS Range m / s 3D speed in the UAS
Variable uavAirspeed Float UAS Range m / s
Mission DurationTime
Variable windEstimated Float UAS Range m / s 3D wind speed in the UAS
Variable missionTime Float UAS Range ms
UAS Range radians Bearing UAS angle
Variable cht CHT Float Device Range ºC Cylinder Heat Temperature 
Variable bearing Bearing Float
Exhaust Gas Temperature
Variable fuel_flow Bearing Float UAS Range gph Fuel flow to the engines
Variable egt EGT Float Device Range ºC
Revolutions per minute in the 
engineVariable rpm RPM Float Device Range RPM
Fuel level in the UAS tanks
Variable ManifoldPressure ManifoldPressure Float Device Range kpsi Manifold pressure
Variable fueltank1 FuelTank1 Float Device Range liters
Camera status
Variable Electrical_CPU Device Range CPU status
Variable Electrical_Camera Device Range
on/off Alternator status
Variable Electrical_Battery Device Range Battery status
Variable Electrical_Alternator status Bool Device Range
Event newWP New waypoint parameters loaded to the VAS
Variable currentWP No Range Current waypoint id
Variable vasState (See VAS) VAS state
id_wp Integer id
State Enum N / A
 
 
Table 5.1: Input FM information. 
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The telemetry information inputs are the following ones: uavAngles, 
uavAcceleration, uavRateTurn, uavPosition, uavSpeed, uavAirspeed, 
windEstimated, missionTime, and bearing. The telemetry information can be 
produced by different services. In the platform the main telemetry generator is 
the VAS, we have also other smaller services that emulate virtual aircrafts. 
 
The engine information inputs are: cht, egt, fuel_flow, fueltank1, 
ManifoldPressure and rpm. These inputs are published by the Engine Manager 
Service. 
 
The electrical information inputs are: Electrical_alternator, Electrical_Battery, 
Electrical_Camera and Electrical_CPU. The electrical information is generated 
and published by the Electrical Manager Service.  
 
Finally the input navigation information is the subscriptions: currentWP, 
vasState and newWP. 
 
5.2.2. Output information 
 
Although that the FM is almost a monitor service, it can also produce its own 
information. The pilot in command can modify some of the navigation 
parameters as the VAS state, the Direct state parameters and also generate an 
own waypoint navigation queue. The following Table 5.2 lists the output 
navigation information published by FM. 
 
 
Protocol 
Primitives Name Composition
Data 
Type Range Unit Description
id_wp Integer No Range id
Latitude Double 0 to 2π rad radians
Longitude Double 0 to 2π rad radians
Altitude (MLS) Float UAS Range meters
Speed Float UAS Range m/s
fly_over Bool bool
Set the UAS airspeed
Variable ChangeVasState Enum (See VAS) N/A Set the VAS state
Variable newUavSpeed Float UAS Range m/s
State
IAS
Set the UAS bearingBearing
Altitude(MLS) Float UAS Range meters
Variable newUavBearing Float UAS Range rad
Clear all the flight plan 
waypointsclear
Variable newUavAltitude Set the UAS altitude
Variable clearWps Bool N/A N/A
Discard the indicated WP
Variable ChangeVasQueue Bool N/A N/A
WP idVariable DiscardWP Integer N/A N/A
Event newWP New waypoint parameters loaded to the VAS
Changes the WP queueChange
 
 
Table 5.2: Output FM information. 
 
The ChangeVasState is used to request for a VAS state change, when it 
changes the FM receives a vasSate as it lists the Table 5.1. The publications 
used to modify the Direct state parameters are: newUavSpeed, newUavBearing 
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and newUavAltitude. The rest of the navigation publications: clearWps, 
discardWP, ChangeVasQueue and newWP are used to control the alternative 
waypoint queue that the pilot in command can generate from the FM.  
 
5.3. User Controls 
 
The FM architecture definition requires that the FM must be implemented in 
different pieces. Each one of the boxes in the PS and MFS distribution must be 
an independent piece of code that could be reused in different places on the 
FM. 
 
The implementation of the application is going to use User Controls. A User 
Control is a custom control created by a developer, usually by combining other 
controls, often intended for use in a specific application. A User Control allows 
the developer to create custom properties and events and then incrust this User 
Control over any form or another User Control. 
 
The different UC for the FM can be configured externally almost completely. 
Using the properties of the UC, it has been set up custom properties to change 
any of the parameters. This properties can changed from the properties window 
in the visual development environment without changing a single line of code. 
 
Figure (Figure 5.1.) shows an example of a custom UC, this is the gauge 
indicator. From the properties window it can be changed all the colors, the 
USAL variable selected, the unit visualization, the scale minimum and maximum 
values, the scale steps, the warning areas, the refresh interval, etc. 
 
 
 
Figure 5.1. Gauge Indicator Properties 
 
 
All the UC also includes a size property. Modifying this property the control 
adapts its visualization to the new size. This property is useful when form size is 
modified and all the containing controls have to be adapted. 
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In the FM there any many UC that interact between them and share many 
different information. There are two ways to interact between the UC in the FM. 
If the information to share is punctual and auto generated by the UC, the UC will 
generate its custom event. Is some cases there is information that different UC 
in the FM use and it is not necessary to make copies of this information in all 
the places where is needed. 
 
To solve this problem it is going to be used a class implemented as a singleton 
pattern. The singleton pattern is a design pattern that is used to restrict 
instantiation of a class to one object. This is useful when exactly one object is 
needed to coordinate actions across the system. The singleton it is going to be 
used to locate the common information used in the FM by the different UC. For 
example, all the telemetry that the FM is subscribed is copied in the singleton. 
Then all the UC that need this information just they have to consult the right 
object in the singleton. 
 
The FM is the monitoring display for almost all the information generated in the 
network. Most of this data, like the telemetry, it is generated in a high rate 
frequency by the data producers. This information could be displayed in 
different ways, in visual indicators, in textboxes, etc. Showing this kind of 
information in a high rate frequency it is not necessary. In the visual indicators it 
is not necessary because the human eye cannot see so faster changes, and in 
the textboxes a high frequency change of the value could produce confusion in 
the user. Also a high refresh rate produces that the computer has to make more 
processes and uses more memory. So the solution is to control the refresh rate 
of every control in the FM in order to optimize the FM performance. 
 
The main form of the FM contains a refresh timer set it at fifty milliseconds. 
Each time the timer ends throws a ‘Tick’ event to all the controls in the main FM 
form. If a control contains more controls, the containing control also throws the 
event to the rest of the controls. 
 
Each one of the controls contains a property called ‘_refresh_interval’. In the 
visual development environment this property could be set it. When a control 
receives the ‘Tick’ event, it discounts fifty milliseconds to the ‘_refresh_interval’. 
If the interval arrives to zero, the control is refreshed and the ‘_refresh_interval’ 
returns to its initial value. With this solution it can be controlled all the refresh 
events for all the controls. 
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CHAPTER 6. FLIGHT MONITOR IMPLEMENTATION 
 
In this chapter it is going to be described the FM implementation. Once it is 
defined the architecture with all the functionalities and designed the application, 
it can be implemented. 
 
The FM has too many different parts to implement; it is not a simple application. 
The difficult in the implementation of the FM is not the high complexity of the 
code; the difficulty is the big amount of medium complex code to develop. The 
current version of the application has around 202 files and 48.369 code lines. A 
visual application requires many code lines to control all the properties of the 
visual controls; it is necessary to take into account every time the interaction 
with the user, the sizes, the colors, all the use cases and the ergonomics. 
 
The pilot in command uses his/her own hand to interact with the MFS; it is 
different as the usual mouse pointer. We have to take into account different 
aspects during the visual implementation. The normal mouse pointer is small 
and precise; when it is used it does not cover the rest of the objects in the 
screen. If we design the MFS for touch screen mode, our hands are less 
precise as a mouse pointer, and also are bigger so it covers part of the screen. 
 
The visual implementation is developed for being in the right side of the FM 
workstation. All the objects that interact with the user in the MFS are located in 
the right side of the screen. If we locate these objects on the left the user’s hand 
would cover the entire screen. 
 
In this Chapter 6 it is going to be explained the organization of the FM project in 
the develop environment. After that it is described the PS and MFS 
implementation showing the screenshots. During this master thesis it has been 
developed two other applications different as the FM. These two applications 
are the GeoServer and the GoogleEarth Display service. Both applications 
interact with the FM and are explained in the last two sections of this chapter. 
 
6.1. Flight Monitor project organization 
 
Because of the big amount of files, the project solution has been organized very 
similar to the distribution of the screens. There are six main folders that contain 
most of the project files. Next figure (Figure 6.1.) shows the project distribution. 
 
In the ‘dll’ folder there are the libraries used in the different parts of the FM. 
Visual Studio does not have a solution for all the FM needs, so external libraries 
have been used for the implementation. In the ‘FlightMonitor-XMLConfig’ folder 
there are the xml files used to configure the FM. 
 
The ‘Tools’ folder contains the classes used to store the information used in the 
FM. There are classes for storing the airfield information, the UAS properties, 
the engine information and the electrical information. These classes are also in 
charge to parse the configuration xml files.  
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The ‘Resources’ folder contains all the images used in the application. Many of 
the controls use as a visual aspect an image, as the navigation arrows in the 
maps. 
 
The ‘PilotScreen’ folder has all the files that run in the PS. These files are 
classified in four groups, as in the screen distribution: ‘Alerts’, ‘EFIS’, 
‘FlightPlan’ and ‘Video’. In the first folder can be found the alerts panels and the 
individual alerts. The ‘EFIS’ folder contains the four information summaries, the 
electrical, the PFD, the engine and the general. The ‘FlightPlan’ folder has the 
flight plan monitoring area. Finally in the ‘Video’ it can be found the files that 
show the central video area. 
 
 
 
Figure 6.1: FM project distribution 
 
The ‘MultifunctionScreen’ contains all the different views in the MFS. The first 
folder called ‘_General’ contains the main menu and the submenus. The 
following folders follow the same distribution as in the menu, classified in the 
groups defined in previous chapters. 
 
Outside the folders there are the main important classes that form the core of 
the application. The ‘FlightMonitorForm’ is the main form of the FM; the form is 
extended in full screen and includes the PS and the MFS. The 
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‘FlightMonitorService’ is the main class of the project; this class follows the 
MAREA specification in order to be able to be executed from the MAREA. The 
‘ExchangeArea’ is the singleton class used in the FM. And the 
‘geVirtualCam.htm’ file that contains the javascript code for the GoogleEarth 
plugin. 
 
The FM is a visual application that monitors most of the information of the 
platform. In order to organize the service and being able to reuse source code, 
the entire service it constructed almost all of UC. These objects are being 
reused in different parts in the FM. Next Figure 6.2 shows the organization of 
the different user controls in the three status view in the MFS. We can see that 
many UC have been reused. The diagram shows witch UC contains another 
ones. The number in the connection indicates the number of this kind of UC are 
contained in the previous one. 
 
For example the ‘UC_indicator_gauge’ has been reused 49 times just in these 
three views. In the annex A.x there is the table x.x that lists the UC distribution 
for the entire FlightMonitorForm. 
 
 
 
Figure 6.2: User controls organization for the status views in the MFS. 
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6.2. Pilot Screen implementation 
 
This section describes the implementation of the PS. Next figure (Figure 6.3) 
shows the view of the PS during a flight mission. The PS has been designed 
and implemented in order that the user can find all the necessary information of 
the flight in a fast look. 
 
As it can be seen, all the controls follow the same visualization, in order to not 
highlight an area more than another. Nothing has to disturb the pilot in 
command, just in case that an alarm is activated. In this screenshot we can see 
that there is red alarm because there is not a joystick connected to the FM. 
 
 
 
Figure 6.3: Pilot Screen screenshot. 
 
 
The flight plan map locates the UAS in a parking area of the El Prat airport. 
During the flight, in this map in showed the UAS path, the UAS orientation and 
the location of the flight plan waypoints. 
 
The current view of the video area is connected to the simulated on-board video 
using the GoogleEarth plugin. The video area can be configured from the video 
administrator in the MFS. 
 
Below the PS there are the four information boxes. The first one is the Engine 
Display, the current UAS has one engine and one fuel tank. The second box is 
the Primary Flight Display that monitors the UAS telemetry. The visualization 
distribution follows the most common telemetry indicators used in aircraft 
systems, on the center there is the artificial horizon, on the left the airspeed 
indicator, on the right the altitude indicator and vertical speed indicator and 
below the heading indicator. 
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The third box is the Electrical Display. We can see that the current UAS 
configuration contains six different batteries. Each one is monitored in a 
different indicator displaying its parameters. 
 
Last box is the General Display. This display has a clock showing the mission 
time, a textbox with the current VAS state that in this screen shot is the ‘Parking’ 
and also the UAS geopositioning. Below there is a text console that displays 
information messages of the platform, for example the VAS state changes and if 
the telemetry is correctly generated. 
 
6.3. MultiFunction Screen implementation 
 
The MFS has many different views. All of them can be selected from the MFS 
menu, this menu is organized in four groups: Navigation, Autopilot, Status and 
Configuration. 
 
In the Architecture Chapter this views have been described following the menu 
organization. In order to explain the views implementation and its use during a 
flight mission, the views are going to be explained following the flight mission 
use. With this classification we obtain a most clearly explanation and also the 
use case in the FM. 
 
The flight mission from the FM point of view has different phases. First of all we 
have to explain the view that interconnects all the phases and control the VAS: 
the VAS view from the Autopilot group. 
 
The first phase is the configuration one. The Conf & Check view is used to 
obtain all the configuration xml files. These files set up the UAS properties, the 
electrical and engine settings… In the Configure & Check state, the services in 
the network begin sending the telemetry, the engine information and the 
electrical information. Once the information is correct it is time to check the 
General, Engine and Electrical views. 
 
After that it is necessary to configure the FM. There are four things to configure, 
each one in a different view: the Cartography, the Video, the Joystick and the 
Screens. 
 
Once all the FM and the system are configured, the flight mission can begin. 
The first phase and used view is the Parking Check view. In this phase the pilot 
in command checks the UAS functionalities in order that all the systems work 
properly. 
 
When the Parking Check is correct the VAS can change to the Taxi states. In 
the Taxi view the pilot in command can pilot the UAS from the parking area to 
the runway. 
 
The pilot in command can change to the Take-Off states when the UAS arrives 
to the runway. The Take-Off view displays the UAS path over a map. 
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When the UAS arrives to the security altitude, the VAS changes to the Waypoint 
Navigation state. The VAS is able to follow the flight plan generated from the 
Flight Plan Manager or follow the flight plan generated from the FM. 
 
Once the flight plan is finished, the system can change to the landing states. 
For the landing states: Land Pattern, Landing and Abort, there is the Land view. 
 
When the UAS is in ground, the pilot returns to the Taxi view in order to put 
back the UAS in the correct parking area. After that the flight mission is finished. 
 
VAS view 
 
The VAS Operational States view (Figure 6.4) shows over a schema all the 
states of the VAS. The current state is showed in green. The user can change 
the VAS state by clicking one of the available transitions in yellow. When the 
system is initialized, the VAS state is ‘Stop’. 
 
 
 
Figure 6.4: VAS Operational States screenshot. 
 
 
Some of the states require a user interaction to activate some of the transitions. 
For example to activate the transition between the Parking Check state and the 
Taxi states the Parking Check list must be validated. For these interactions, 
there is a dedicated area in the top-right side, there are fast-access buttons to 
the dedicated states views. 
 
Also in this view has been located the navigation parameters. The user can 
change the navigation parameters by the keyboard and sending the new 
parameters. These parameters are used during the Directed state in the 
Navigation states. 
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Configure & Check view 
 
The first step in the FM is to change to Configure and Check state. In this state 
the VAS begins generating the telemetry, the electrical information, the engine 
information, etc. The current Configure and Check view is not the final version. 
During this view the configuration xml files are loaded locally. The current view 
lets the user to select the path of the different required xml files. In next 
developments, the view would be similar but changing the browser for a request 
to a dedicated service that will generate these xml files. The screenshot of this 
view is shown in Figure 6.5). 
 
 
 
Figure 6.5: Configure & Check screenshot. 
 
Status views 
 
Once the system is in the Configure and Check state and all the information 
generated by the VAS is correct, we can check it from the different status views. 
In the figure (Figure 6.6) it can be seen the General Telemetry view in the 
Status group. This view shows the same information that displays the Primary 
Flight Display in the PS and some additional information. 
 
The distribution of the information is different as in the PFD; the PFD shows a 
lot of information in a very small place. There each data has in own indicator, 
depending the data type has its different format indicator. Each indicator 
displays the information in a visual way and in text format. Also they display it in 
different units. 
 
The mission time is displayed in the top left with a seconds precision. Below 
that there is the positioning indicator. It shows the latitude and longitude values 
in text format and also the altitude value. The altitude has also a visual 
indicator. 
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Figure 6.6: General Telemetry and Engine Information screenshots 
 
 
The airspeed area in the top right side has two gauge indicators. One for the 
indicated airspeed and another for the true airspeed. The gauge is able to 
display the information in two units and the warning areas. Below there is the 
angles information area. The angles displayed are the roll, pitch and yaw 
angles. Each one has an indicator with its different UAS outline. 
 
The down side of the view is dedicated to the three dimension indicators. The 
acceleration, 3D speed, rate of turn and 3D wind estimated are values with 
three components. This kind of indicator is able to show this kind of information; 
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it has a two dimension circumference and a bar for the third dimension. This 
indicator also displays the values in two units. 
 
The Engine Information view (Figure 6.6) is similar to the General Telemetry 
one. This view displays the information in gauges, the values in text format and 
they have out of range alarms. 
 
The left side is used to display the information related with the engines, it is able 
to display from one to four engines. In this screenshot there is only one engine 
in the UAS, if there were more it will appear the other engines near the ‘1’ white 
button. Also each engine could have one to four cylinders, this case has just 
one, and each cylinder displays the cylinder head temperature (CHT) and the 
exhaust gas temperature (EGT). Also each engine displays the fuel flow, the 
manifold pressure and the revolutions per minute (RPM). 
 
The right side is used to display the fuel information. This area is able to display 
from one to three fuel tanks. Each fuel tank indicator displays the value in a 
gauge, in text format and also has an out of fuel alarm. 
 
This two previous views are static, they does not have interaction with the pilot 
in command. They are automatically configured when the xml files are loaded. 
The Electrical Information view requires the user interaction. 
 
The main area of the Electrical Information view (Figure 6.7) is a schema of the 
UAS. This schema can be changed from the navigation buttons in the top right 
side. In the right down side, there are six components indicators. Each indicator 
displays the own values of a specific component. The first time the electrical 
view is loaded, no electrical components are selected to show its information. 
The user has to select the electrical components to display, a maximum of six. 
  
 
 
Figure 6.7: Electrical Information screenshot 
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The process of selecting a component to display takes two movements. The 
first movement is selecting the box where he wants to display the component; 
the box border will be highlighted. Then the user has to select the component 
from the aircraft schema. After that, the component will appear painted with the 
box color and its information showed in the box. 
 
Configuration views 
 
Once the xml configuration files are loaded and the telemetry is well generated, 
the FM has to be configured. There are four views for that, the Cartography, the 
Video, the Joystick and the Screens. It is better to configure this parameters 
after having the telemetry correct. For example, if the pilot in command wants to 
configure the cartography needs the correct geopositioning in order to look for 
the correct maps. 
 
The Cartography Configuration (Figure 6.8) is a cartography administrator for all 
the map areas in the FM. When the FM is loaded, the cartography administrator 
looks for all the cartography clients in the FM, and then shows their identifiers in 
the clients list. 
 
First of all, it is necessary to load the website of the WMS server. When the 
‘Load’ button in clicked, the WMS Layers list is filled with all the available layers 
in the server. After that, the pilot in command can assign to each client a layer 
configuration: a WMS layer, a zoom level, a refresh rate and if the map will 
follow the UAS movement automatically. This configuration is displayed in the 
map preview. 
 
 
 
Figure 6.8: Cartography Configuration screenshot. 
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Figure 6.9: Video Configuration screenshot. 
 
The Video Configuration view (Figure 6.9) has a clients list and a video sources 
list. The pilot in command can assign to each client a video source. It can be 
configured some of the video parameters and see the result in the preview. 
 
Next figure (Figure 6.10) shows the screenshot of the Joystick Configuration 
view. From this view the user must configure the hardware joystick connected to 
the FM. Current joysticks has a lot of different buttons and axis, all of the six 
available axis are used for the deflection surfaces and the trimmers. The 
buttons can be assigned to different actions in the FM. The current version of 
the FM just admits buttons for the brakes and to turn on/off the engine. From 
the configuration xml file this buttons can be assigned. 
 
The joystick configuration only updates the joystick data in some specified VAS 
states, in the automatic states the joystick is turn it off. On the left there are 
alarms indicating if there is a hardware connected and if the joystick is updating 
in the current VAS state. In case that there was not a hardware connected, the 
user can use the trackbars manually to simulate the joystick. 
 
The Screens Configuration (Figure 6.10) view has a simple visualization, but it 
has required a lot of code lines in all the controls in the FM. Depending the 
computer where the FM was executed, the displays could be different. This 
view shows the hardware screens connected to the computer and its properties.  
 
The user can select where to assign the PS and the MFS. Also he has the 
option to show both in a single screen. There is a message console that checks 
if the selected configuration is correct, it is required to select a PS client and a 
MFS client. The optimal configuration is a panoramic screen for the PS and a 
4:3 touchscreen for the MFS. When the FM is loaded, if the FM finds two 
screens, assigns the PS to the primary screen and the MFS to the secondary. If 
the FM just finds one screen, it shows the PS and the MFS in the primary 
screen. 
Flight Monitor Implementation   39 
 
 
 
 
Figure 6.10: Joystick Configuration and Screens Configuration screenshots. 
 
Parking Check view 
 
Before beginning the flight mission it is necessary to check all the UAS systems. 
The purpose of this state is to carry out a test list; this process is called Parking 
Check. One of the xml files loaded in the Configure and Check state was the 
Parking CheckList. This file contains a list of all the available tests for the 
current UAS configuration. The tests could be manual or automatic.  
 
The Parking Check view has two visualizations (Figure 6.11). They are very 
similar, in the left there is the test list and on the right the Hangar Cam. This 
camera is useful to control the UAS during the tests; the pilot in command is in 
the Ground Control Station and not in the hangar in front of the UAS. 
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The first visualization is showed first when the parking check is loaded. In the 
test list area are shown the entire available test for the current UAS 
configuration. The pilot in command can select the test to perform below.  
 
The second visualization (Fig 6.11) is showed before the user select the tests to 
perform. Then the pilot in command can check one by one the tests selected. 
The box below the video area shows the current test to check with its own 
information. Finally, the Parking Check has to be completely checked, it is not 
considered correct if all the tests are not OK. 
 
 
 
Figure 6.11: Parking Check screenshots. Second visualization. 
 
Taxi view 
 
When the parking check is correct, the UAS must go from the parking area to 
the header runway. This transition is done in the Taxi states: Manual Taxi and 
Auto Taxi. This Taxi view (Figure 6.12) is a map monitor for the different 
taxiways of the airfield. It is also used after the landing states, to return from the 
runway to the parking area to finish the flight mission. 
 
The pilot in command can select, on the right side of the view, if the taxiway is 
from a parking area to a header runway or from a header runway to a parking 
area. Depending the option, the source and destination panels display the 
available parking areas or the runways. 
 
When the source and destination are selected, the third panel offers to the pilot 
in command the available taxiways. All the available parking areas, runways 
and taxiways are shown in the map, and the selected ones are shown in green 
color. 
 
The user can also select the map zoom. There are five options: airfield, parking 
area, runway, taxiway and UAS. When the option is changed, the map adapts 
the zoom value and the center position to the specific object. 
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Figure 6.12: Taxi screenshot. 
 
Take-Off view 
 
When the UAS arrives to the header runway selected, the system can move to 
the Take-Off states. The Take-Off view (Figure 6.13) monitors the take-off 
maneuver.  
 
 
 
Figure 6.13: Take-Off screenshot. 
 
In the top of the view there are five indicators that display the indicated 
airspeed, the altitude, the vertical speed, pitch angle and yaw angle. These 
indicators allow the pilot in command to control the most important telemetry 
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values related with the take-off. The indicators are able to show the 
recommended values and ranges for each telemetry value, in order that the 
pilot in command could check it. 
 
On the right the pilot in command can change some of the parameters for the 
take-off maneuvers. The map displays the UAS location and the waypoints of 
the maneuver. 
 
This view is not completely developed yet. We need aeronautical knowledge to 
implement the waypoint and path calculations. This calculations use the xml 
files from the airfield and the UAS to calculate the waypoint locations. This is 
one of the future works for the FM. 
 
Flight Plan view 
 
The Flight Plan view (Figure 6.14) lets monitoring the current UAS navigation 
over a map. This view is could be used during the Waypoint Navigation state or 
during the Manual state. There are different waypoints generators in the 
system, the FM shows all of them. In blue color are shown the waypoints of the 
complete flight plan. In green color are shown the current waypoints that the 
VAS is flying, they are sent from the flight plan manager. And in yellow color are 
shown the waypoint queue that the pilot in command can generate by itself. 
 
 
 
Figure 6.14: Flight Plan screenshot. 
 
The waypoint queue showed could be selected, after that all the waypoints in 
the selected queue are listed on the right side. The pilot in command can select 
one specific waypoint in order to see its information; also this waypoint will 
appear in red color over the map. 
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If the Flight Monitor Alternative queue is selected, the user can generate its own 
waypoint queue. The pilot in command does not need to introduce the 
coordinates manually; the coordinates will be generated automatically when the 
map is clicked. The user can also control when the queue is activated or 
disactivated. 
 
Landing view 
 
After the UAS finishes the navigation, has to return to the airfield for the landing 
maneuver. The landing maneuver has three phases. The first one is the land 
pattern where UAS waits for its landing turn. The second phase is the traffic 
pattern where the UAS integrates to the landing final queue. Finally the third 
phase is the final leg where the UAS is aligned with the runway and it is 
approximating to ground. The Land view (Figure 6.15) monitor the three landing 
phases in order to take more detail of them. 
 
In the top of the view there are five indicators that display the most important 
telemetry values related with the landing. The indicators are able to show the 
recommended values and ranges for each telemetry value. 
 
On the right the pilot in command can change some of the parameters for the 
landing maneuvers. There is a panel for each one of the phases. Depending the 
selected phase the map visualization will change. In both patterns the map 
adapts its visualization; in the final leg the map shows a side-view for 
approximation of the UAS to the runway. 
  
This view is not completely developed yet. We need aeronautical knowledge to 
implement the waypoint and path calculations. This is one of the future works 
for the FM. 
 
 
 
Figure 6.15: Landing screenshot.  
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6.4. GeoServer 
 
The FM uses cartographies in many places, and in the future other services will 
use it too. It is not a good solution working with these cartographies locally in 
each computer. It will require a huge memory space and also these 
cartographies will be duplicated in each computer. 
 
The solution is to use a map server. This kind of servers allows the users to 
share and edit geospatial data. The server used is the GeoServer that is an 
open source server written in Java. The GeoServer is configured from the web 
administrator, Figure 6.16. 
 
 
 
Figure 6.16: GeoServer web administrator. 
 
GeoServer supports the Open Geospatial Consortium (OGC) standards. The 
standard used is the Web Map Service (WMS). WMS is a standard protocol for 
serving georeferenced map images over the internet that are generated by a 
map server using geospatial data. Using this protocol the FM just has to 
connect using WMS to the GeoServer to look for the maps. 
 
Depending the map file resolution, the map could be small and we will need to 
visualize more than one map file at once. Using a plugin, in the GeoServer the 
user can load image mosaics. An image mosaic is the merge of contiguous map 
files with the same resolution and format. 
 
Another problem is that the high resolution maps files are very heavy. If the user 
wants to visualize the map from a high altitude, it is not necessary so high map 
resolution. If we use a map with lower resolution, the visual result will be the 
same using less computer memory. The solution is solved by another plugin in 
the GeoServer, this plugin allows the user to load image pyramids. An image 
pyramid is a multiple image mosaic with different resolutions. The mosaic is 
duplicated many times and each layer of the pyramid has a different resolution. 
So that, when the client makes a WMS request, depending of the zoom level, 
the GeoServer will return the specific layer of the pyramid. 
Flight Monitor Implementation   45 
6.5. GoogleEarth Display service 
 
The GoogleEarth Display service (Figure 6.17) is another service for the 
platform that was developed during this Master Thesis. The whole platform 
involves a lot of services that each time we want to test a service during a flight 
mission have to be executed. We had the need to have a light and fast service 
able to show a map and over it locate the UAS and the flight plan waypoints. 
 
Using the GoogleEarth plugin this service was developed in order to solve this 
need. The Figure 6.17 shows the service during a flight mission. We can see 
that almost the whole form is used to display the map. On the right the user can 
consult the UAS positioning and modify some of the visualization parameters. 
 
It can be selected if the map will follow automatically the UAS or if the user can 
use the navigation controls to move the map. If it is in the automatic mode, it 
can be configured the refresh interval and the camera altitude. 
 
The user can also introduce other UAS in order to monitor all of them in the 
map. Each UAS can be configured with a different color, path width and 
transparency. 
 
Using the GoogleEarth plugin we can use the additional GoogleEarth layers as 
the terrain, the roads, the buildings and the borders. The only limitation of this 
service is that is totally necessary to have an internet connection in the 
computer in order to connect with the GoogleEarth server. 
 
 
 
Figure 6.17: GoogleEarth Display service. 
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK 
 
 
In this chapter provides a final analysis of the Master Thesis. The conclusions 
are the final review for the project. It has to take into account the initial 
objectives and requirements in order to compare them with the final result. The 
conclusions are separated in two, the project conclusions and the personal 
conclusions. After that we describe the future work that must be done in the FM 
after that Master Thesis. Finally there is an environmental impact description for 
that project. 
 
7.1. Project Conclusions 
 
Once the application has finished, it is necessary to review the initial objectives. 
Comparing the initial objectives with the final result we will acquire the project 
conclusions. 
 
The initial objectives are listed below, including a conclusion and comment of 
each one. 
 
• The application has to be integrated inside the ICARUS control 
architecture. 
The final version of the FM follows all the platform specifications and 
requirements. Also the FM is able to interact with other services in 
the platform. 
 
• Define the architecture for the FM, then design and implement it. 
The application has been developed following these phases, first 
defining the architecture, then the design and finally the 
implementation. All the requirements listed as needs for the pilot in 
command have been accomplished. 
 
• Test and check the FM. 
During the FM implementation, it has been tested with the complete 
platform. The current version is completely stable and interacts with 
the rest of the services.  
 
• The FM would allow the user to make a complete flight mission for UAS. 
Using the final version of the FM we have carried out complete 
simulated flight missions. The FM can be configured at all and it 
follows all the states and phases for the flight, monitoring all the 
necessary information for each phase. 
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7.2. Personal Conclusions 
 
It has been a pleasure for me to have been part of a large project. This master 
thesis is not an isolated project; it is part of a development environment where 
we interact with other researchers. 
 
After working in this ground station for about two years, it makes me feel proud 
showing a complete, stable and functional version of it. It has been hard to 
accomplish all the objectives and requirements. The FM is an application that is 
continuously improving and been tested, so it is difficult solving all the needs 
appeared during these two years. 
 
Also I am so grateful of having the opportunity of writing a paper for the AIAA09 
congress. This paper reflects the work done in the research group during these 
two years. Publish a paper in a conference specialized in this field means that 
our project is recognized and well done. 
 
Finishing the five years stage at the university in this way, with this master 
thesis, is a very good way. It is a nice final project, both academically and 
personally, to finish the engineering. 
 
7.3. Future Work 
 
The first version of the FM was developed more than one year ago, since that 
the application was continuously changing and growing. This currently FM 
version is the most developed and stable one so far. The FM interaction with 
the other services in the platform is finished. 
 
The FM could be in constantly growing and improving. The current version is 
able to make a complete flight. Next developments and improvements will allow 
the user to make more operations. 
 
Next are listed the next future works that can be implemented. 
 
• Complete the take-off and landing views. 
Current development is only the view. The application is prepared to 
show all the necessary information of these flight phases. The 
services in charge to generate this information are being developed 
by other researches of the Icarus group. 
 
• Complete the alarm panels. 
The alarm panels are not finished yet. When the contingency service 
will be finished more alarms will appear to be located in these panels. 
 
• Test the engine and electrical information displays. 
In the current version of the platform there is not a service that 
produces this kind of information. So that, the current views are 
static, they cannot show any real information. 
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• Improve the FM reusability. 
Current version of the FM includes many UC that can be reused in 
different places. The next step is to convert these UC in a library; this 
will allow that other services or applications could use these UC. 
 
• Show the application to a professional pilot and test it. 
This is necessary in order to check if the FM solves all the needs of a 
pilot in command. This work will allow correcting some details that a 
developer inexperienced in flight applications could not see. This 
interaction with an experienced user will polish the FM in order to get 
a completely operative application for UAS missions. 
 
7.4. Environmental Impact 
 
As it can be seen, the project is the development of a software application. So 
that this has not directly environmental benefits, but the final goal of the Icarus 
research has a completely environmental benefit. 
 
The FM will allow controlling a UAS mission over any kind of terrain and any 
time. If it is compared a mission operated by a UAS and a manned aircraft, 
there are many benefits for the UAS. 
 
The use of a UAS benefits the environment by not using lots of fuel, it is much 
quieter, it does not require staff on board, etc. The project also takes into 
account the future applications. The first application which Icarus is working is 
to controling, monitoring and surveillance of forest fires. In the future the system 
could be extended to the rescue and maritime surveillance, weather control, 
forest monitoring, fauna monitoring, etc. 
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