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Abstract
Although barium titanate is one of the most widely studied ferroelectric materials, questions
about the nature of its phase transition remain. There are two competing models for this
transition (displacive and order–disorder) and experiments detect signs of both types of
transition. To study this issue computationally requires the simulation of large, disordered
systems on the atomic scale.
In this PhD I have developed a new classical force field for BaTiO3 which, in essence, is an
ionic model. The free parameters within this force field were fitted to data generated from
density-functional theory (DFT) simulations. Properties that were not used in the fitting
procedure calculated with the resulting force field were found to be in excellent agreement
with those calculated via DFT.
The potential energy surface of BaTiO3 has been explored in detail using DFT and the force
field, enabling both sublattice and single ion displacements to be studied, and highlighting in
particular the important role played by the oxygen ions.
Dynamical simulations show behaviour compatible both with experiments that have been
interpreted as evidence for displacive transitions and with experiments interpreted as evidence
for order–disorder transitions. In particular, when the local structure of the phases was
studied, the locations of the ions were found to be consistent with a displacive model, whereas
the calculated distribution of polarisation densities was more characteristic of an order–
disorder model. The direction of the local relative displacements of titanium and oxygen ions
was also considered. The deviation of this displacement from the 〈111〉 directions produced
excellent agreement with experimental measurements of the tetragonal phase, and a similar
effect was found in the orthorhombic phase. These dynamical simulations were found to be
very sensitive to a range of factors such as supercell size.
4
Acknowledgements
I am indebted to my supervisors Paul Tangney and Arash Mostofi for the help and guidance
they have given me over the years. I would also like to thank David McComb who, though
only fleetingly being one of my supervisors, inspired this project and gave great insight into
experimental work going on in this field. I am also grateful to Peter Haynes, my academic
mentor, for his support throughout my PhD.
My PhD was undertaken as part of the Centre for Doctoral Training (CDT) in Theory
and Simulation of Materials (TSM), funded through research grant EP/G036888/1 from
the Engineering and Physical Sciences Research Council (EPSRC). I would like to thank
Adrian Sutton, the original Director of the CDT, whose enthusiasm for the field of materials
simulation convinced me to do this PhD, and the CDT administration staff (Lilian Wanjohi
and Miranda Smith) for ensuring the smooth running of the CDT. My fellow students in the
CDT were always on hand to discuss ideas with. Particular thanks go to my own year group,
namely: Richard Broadbent, David Edmunds, Robert Horton, Jassel Majevadia, and Aeneas
Wiener.
This was an interdisciplinary project and I was made equally welcome by the Materials
Department (via the Imperial branch of the Thomas Young Centre) and by the Physics
Department (via the Condensed Matter Theory group). I would also like to thank my
fellow members of the Mostofi group, who were always willing to share their knowledge and
experience. In particular I would like to thank Fabiano Corsetti who helped me learn how to
run DFT simulations.
My PhD project was largely computational based and would not have been possible without
access to the excellent high-performance computing resources available at Imperial, namely
the supercomputers cx1 and cx2, maintained by Simon Burbidge and Matthew Harvey. I also
made use of the Condensed Matter Theory computer cluster maintained by James Spencer,
who provided a lot of support on computational issues throughout the PhD.
I would also like to thank Katherine Bayliss for helping me with my grammar, and to my
parents and sister for their kind support.
5
Contents
Front matter
Declaration of authorship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
List of figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
List of tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
List of abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1 Introduction 13
1.1 What is a ferroelectric? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3 Barium titanate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4 Order–disorder vs. displacive models . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.6 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 Methods of atomistic simulation 21
2.1 Quantum mechanical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Phonon calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Effective Hamiltonians . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Atomistic force fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5 Other techniques and concepts . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3 Models of the phase transition 36
3.1 Description of the models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Experimental literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Simulation literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4 New force field 45
4.1 Review of force fields for perovskites . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Form of the force field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 Parameterising the force field . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Caveats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6
Contents 7
5 Quality of the force field 59
5.1 Additional configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Potential energy surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 Ground-state structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 Phonon modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.5 Born effective charges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.6 Elastic constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6 Considerations for dynamical simulations 71
6.1 Defining an instantaneous polarisation . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Supercell size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7 Potential energy surface 81
7.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.2 Sublattice displacements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.3 Volume effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
7.4 Single ion displacements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
8 Nature of the phases 101
8.1 Polarisation density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
8.2 Local structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
8.3 Constant pressure simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.4 Re-orientation of the minima . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.5 Correlations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
9 Constant pressure simulations 128
9.1 Time and length scales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
9.2 Phase transition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
9.3 Order of the transition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
9.4 Phase transition temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
9.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
10 Summary and future work 148
10.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
10.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
References 153
7
Contents 8
Appendices
A Piezo–, pyro– and ferroelectricity . . . . . . . . . . . . . . . . . . . . . . . . . 160
B Description of the phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
C DFT convergence tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
D Force field parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
8
List of figures
1.1 Illustration of ferroelectric domains . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2 The perovskite structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3 The phases of barium titanate . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4 Illustration of the order–disorder and displacive models . . . . . . . . . . . . 18
2.1 Illustration of a unit cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Illustration of correlations between periodic images . . . . . . . . . . . . . . . 31
3.1 Atomic displacements in a 1D lattice . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 The effective potential energy within the different models . . . . . . . . . . . 38
3.3 The structure of the orthorhombic phase according to Comes et al. . . . . . . 40
3.4 Illustration of double well distribution . . . . . . . . . . . . . . . . . . . . . . 42
4.1 Illustration of induced electric dipoles . . . . . . . . . . . . . . . . . . . . . . 49
5.1 Comparison of paths through the PES of BaTiO3 . . . . . . . . . . . . . . . . 62
5.2 Comparison of phonon modes . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.1 Illustration of how polarisation changes with unit-cell choice . . . . . . . . . . 72
6.2 Unit cells for defining polarisation . . . . . . . . . . . . . . . . . . . . . . . . 73
6.3 Polarisation density against time for a range of different supercells . . . . . . 76
6.4 Spatial correlations in a 5× 5× 5 supercell . . . . . . . . . . . . . . . . . . . 77
6.5 Spatial and temporal correlations in supercells of various sizes . . . . . . . . . 78
7.1 The sublattice potential energy surface . . . . . . . . . . . . . . . . . . . . . . 85
7.2 PES at a series of different volumes . . . . . . . . . . . . . . . . . . . . . . . . 91
7.3 Comparison of energy differences and Ti displacements against volume . . . . 92
7.4 Ionic configurations used when single ion displacements were considered . . . 95
7.5 PES for single ion displacements . . . . . . . . . . . . . . . . . . . . . . . . . 96
8.1 Polarisation density against time for all four phases . . . . . . . . . . . . . . . 102
8.2 Subcell polarisation density distribution . . . . . . . . . . . . . . . . . . . . . 104
8.3 Decomposition of polarisation distribution of the orthorhombic phase . . . . . 106
8.4 Distribution of ionic positions for all four phases . . . . . . . . . . . . . . . . 110
8.5 Distribution of bond lengths of all four phases . . . . . . . . . . . . . . . . . . 113
8.6 Distribution functions from an NPT simulation of the cubic phase . . . . . . 115
8.7 Illustration of the re-orientation of the eight sites. . . . . . . . . . . . . . . . . 118
8.8 Correlations in the cubic phase . . . . . . . . . . . . . . . . . . . . . . . . . . 121
9
List of figures 10
8.9 Correlations in the tetragonal phase . . . . . . . . . . . . . . . . . . . . . . . 122
8.10 Correlations in the orthorhombic phase . . . . . . . . . . . . . . . . . . . . . . 123
8.11 Correlations in the rhombohedral phase . . . . . . . . . . . . . . . . . . . . . 124
8.12 Illustration of the effect of a phonon mode on correlations . . . . . . . . . . . 125
8.13 Polarisation density against time for a single subcell . . . . . . . . . . . . . . 126
9.1 Temperature evolution of supercell polarisation density . . . . . . . . . . . . . 130
9.2 Illustration of the effect of the time scale simulated . . . . . . . . . . . . . . . 131
9.3 Correlations in NPT simulations . . . . . . . . . . . . . . . . . . . . . . . . . 133
9.4 Average polarisation density against temperature . . . . . . . . . . . . . . . . 135
9.5 Temperature evolution of supercell polarisation density at −6.2 GPa . . . . . 136
9.6 Temperature evolution of subcell polarisation density . . . . . . . . . . . . . . 137
9.7 Growth of a second peak in the polarisation distribution function . . . . . . . 138
9.8 Temperature evolution of Ti displacement . . . . . . . . . . . . . . . . . . . . 139
9.9 Average volume against temperature . . . . . . . . . . . . . . . . . . . . . . . 140
9.10 Thermal expansion in the cubic phase . . . . . . . . . . . . . . . . . . . . . . 141
9.11 Illustration of first- and second-order transitions . . . . . . . . . . . . . . . . 142
9.12 Average potential energy against temperature . . . . . . . . . . . . . . . . . . 143
9.13 Eight-sites model of the tetragonal phase . . . . . . . . . . . . . . . . . . . . 147
B.1 The structure of the phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
C.1 Convergence with respect to DFT parameters . . . . . . . . . . . . . . . . . . 167
C.2 DFT force convergence for a 3× 3× 3 supercell . . . . . . . . . . . . . . . . . 169
10
List of tables
4.1 Quality of fit for the force field . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 Potential energy difference calculated with two different force fields . . . . . . 57
5.1 Quality of fit for different sets of ionic configurations . . . . . . . . . . . . . . 60
5.2 Comparison of the ground-state structure . . . . . . . . . . . . . . . . . . . . 63
5.3 Comparison of Born effective charges . . . . . . . . . . . . . . . . . . . . . . . 67
5.4 Comparison of elastic constants . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.1 Energy differences vs. supercell size . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2 Potential energies of different configurations . . . . . . . . . . . . . . . . . . . 99
8.1 Comparison of experimentally and computationally determined structures . . 111
8.2 Angle of re-orientation of the 〈111〉 minima . . . . . . . . . . . . . . . . . . . 119
9.1 Transition temperatures obtained by different simulation techniques . . . . . 144
D.1 Parameters of the ionic terms in the force field . . . . . . . . . . . . . . . . . 173
D.2 Parameters of the pairwise terms in the force field . . . . . . . . . . . . . . . 173
D.3 Parameters of the ionic terms in the unused force field . . . . . . . . . . . . . 174
D.4 Parameters of the pairwise terms in the unused force field . . . . . . . . . . . 174
11
List of abbreviations
Materials:
BaTiO3 Barium titanate
KNbO3 Potassium niobate
PbTiO3 Lead titanate
Simulation techniques:
DFPT Density-functional perturbation theory
DFT Density-functional theory
EH Effective Hamiltonian
FF Force field
MC Monte Carlo
MD Molecular dynamics
Functionals:
LDA Local-density approximation
PBE Perdew Burke Ernzerhof
Experimental techniques:
IR Infrared
NMR Nuclear magnetic resonance
XAFS X-ray absorption fine structure
Ensembles:
NPE Constant moles, pressure and energy
NPT Constant moles, pressure and temperature
NVE Constant moles, volume and energy
NVT Constant moles, volume and temperature
General:
PES Potential energy surface
XC Exchange-correlation
12
Chapter 1
Introduction
Barium titanate (BaTiO3) is a ferroelectric material, and consequently has many interesting
electrical properties that are useful in electronic devices. However, on the atomic scale many
basic questions about its behaviour remain unanswered, and in this thesis these questions are
studied by simulating BaTiO3 on this scale. In this chapter the concept of ferroelectricity
is introduced, the properties of barium titanate are discussed, and many of the concepts
explored in more detail later on in the thesis are briefly outlined, so that the overarching
aims of this work can be put into context.
1.1 What is a ferroelectric?
A dielectric material polarises when an external electric field is applied, i.e. it gains a non-zero
electrical polarisation (a vector quantity). When the electric field is removed the polarisation
of most dielectric materials falls to zero; however, ferroelectric materials remain polarised
and are said to have a spontaneous polarisation. These ferroelectric materials are often just
referred to simply as ferroelectrics, and to be classed as a ferroelectric must have, in addition
to a spontaneous polarisation, multiple, stable orientations of this spontaneous polarisation,
which can be switched between by the application of a finite electric field. This spontaneous
polarisation is caused both by the arrangements of the ions and the electrons. In fact a phase
can only be ferroelectric if its structure does not possess inversion symmetry, and symmetry
also dictates that ferroelectric materials are piezoelectric (polarisation varies with applied
stress) and pyroelectric (polarisation varies with temperature), the reason for this being
outlined in Appendix A. It should also be noted that most ferroelectric materials have an
unpolarised high-temperature phase, called the paraelectric phase.
Ferroelectric materials have multiple possible orientations of their spontaneous polarisation.
For example, a ferroelectric material with tetragonal symmetry could have its polarisation
vector parallel to any one of the six 〈100〉 directions (note that angle brackets denote a set of
directions and square brackets denote a specific direction, these directions being expressed in
terms of the lattice vectors). In general it is not energetically favourable for the orientation
and magnitude of the spontaneous polarisation to be homogeneous throughout the whole
crystal. The reason for this is that this polarisation is caused in part by positive ions moving
in one direction, and negative ions in the opposite direction. This effectively creates an excess
of positive charge on one surface, and an excess of negative charge on another. These surface
13
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charges have an electric field associated with them, which costs energy. This energy cost
can be reduced by allowing the orientation of the spontaneous polarisation to be different
in different parts of the crystal, these regions being arranged in such a way as to minimise
surface charge, as illustrated in Fig. 1.1. These regions are called domains and the boundaries
between regions are called domain walls. The exact size and arrangement of these domains is
also affected by strain and impurities. These domains typically occur on length scales greater
than hundreds of nanometres (see the paper of Schilling et al. [1] for some recent observations
of domains in BaTiO3). This length scale is much larger than the atomistic scale simulations
performed here, so domains are not studied in this thesis.
+
+
+
+
+
-
-
-
-
-
(a) One domain. (b) Four domains.
Figure 1.1: Illustration of ferroelectric domains. The arrows indicate the direction of
the spontaneous polarisation in a given domain. The single domain results in charges on
two of the surfaces of the crystal, whereas the four domains do not.
For more information about ferroelectrics the classical textbook by Lines and Glass [2] is
a good place to start; however, my own preference is for the textbook by Bilc and Žekš [3]
for the theory behind ferroelectric materials and the textbook by Jona and Shirane [4] for
the properties of individual ferroelectrics. These textbooks are relatively old, so for a more
modern introduction I would recommend the textbook edited by Rabe, Ahn and Triscone [5].
1.2 Applications
Ferroelectric materials are very sensitive to external effects such as electric fields, strain,
and temperature because they are also dielectric, piezoelectric and pyroelectric materials,
and this sensitivity is often most pronounced near a phase transition. The result of these
external stimuli is to alter the spontaneous polarisation. This change in polarisation produces
a current, making ferroelectric materials useful in electronic devices such as temperature
sensors. The reverse piezoelectric effect (a current changes the polarisation, resulting in a
change in the shape of the crystal) is observed in ferroelectric materials and is exploited in
actuators, which are devices that use currents to produce very small changes in the dimensions
of a material and so, for example, can be used to position objects with high precision. Also
ferroelectrics typically have large dielectric constants, so using a ferroelectric material as a
dielectric in a capacitor allows the capacitor to be reduced in size but have the same value of
capacitance. Ferroelectric materials could, therefore, be used to create nanoscale capacitors
14
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for use as memory storage devices.
Another way of creating memory storage devices using ferroelectric materials is to make use
of the domain structure. If a ferroelectric has two types of domain, each differing by the
direction in which the spontaneous polarisation points, these two types of domain could be
used as 1s and 0s, enabling binary data to be stored.
More information about applications can found in the reviews by Scott [6] and Dawber, Rabe
and Scott [7]. The second review focuses on how thin films of ferroelectric material can be
used in memory storage devices.
1.3 Barium titanate
BaTiO3 was the first ferroelectric with the perovskite structure to be discovered and it is an
industrially important material, being incorporated into billions of capacitors every year [6].
The perovskite structure describes materials with the generic formula ABX3, which can be
described by a unit cell with cubic symmetry where the A ions are located at the corners
of the unit cell, the B ion in the centre, and the X ions in the centres of the faces. This
structure is illustrated in Fig. 1.2. For BaTiO3 the Ti ion is in the centre of the unit cell and
is surrounded by six O ions, which can be thought of as forming a cage around the Ti ion.
Other ferroelectric oxides have the same structure at high temperatures; e.g. lead titanate
(PbTiO3) and potassium niobate (KNbO3). As BaTiO3 was the first such ferroelectric with
this very simple structure to be discovered, and has such useful properties, a large number of
papers have been written about it. However (as will be discussed in the next section), it is
not fully understood on the atomic scale.
Figure 1.2: The perovskite structure. The unit cell for the perovskiteABX3 is shown,
where the A ions are in green, the B ion in blue, and the X ions in red. For the
case of BaTiO3 this structure represents the prototype structure (also known as the
high-symmetry structure), where the green circles are Ba ions, the blue circle a Ti ion,
and the red circles O ions.
15
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BaTiO3 has four phases∗. At high temperatures (> 398 K) BaTiO3 has cubic symmetry;
this cubic phase is not ferroelectric so it is said to be the paraelectric phase as it polarises in
response to an applied electric field. Between 278–398 K BaTiO3 has tetragonal symmetry and
is ferroelectric, the direction of the spontaneous polarisation vector being parallel to one of the
〈001〉 directions. Between 183–278 K it has orthorhombic symmetry and is ferroelectric, the
direction of the spontaneous polarisation vector being parallel to one of the 〈110〉 directions
(where this direction is given relative to the lattice vectors of the pseudo-monoclinic description
of the orthorhombic phase given in Appendix B). And at low temperatures (< 183 K) it has
rhombohedral symmetry and is ferroelectric, the direction of the spontaneous polarisation
vector being parallel to one of the 〈111〉 directions. In the cubic phase the unit cell is a cube;
in the other phases the unit cell expands in the direction of the spontaneous polarisation
(relative to the cubic phase), and contracts in the direction perpendicular to it. These phases
are illustrated in Fig. 1.3 and the phase transition temperatures (the temperatures at which
BaTiO3 changes phase) were obtained from the Landolt-Börnstein database [8]; this database
collates experimental data about a whole host of materials. KNbO3 has the same sequence of
phases as BaTiO3, suggesting that the underlying physics is similar and hence that studying
the properties of one will illuminate the properties of the other. PbTiO3, on the other hand,
has only a cubic and a tetragonal phase.
(a) (b) (c) (d)
Figure 1.3: Representations of the unit cells of the different phases of BaTiO3. The red
arrow denotes the direction of polarisation. (a) Cubic phase. (b) Tetragonal phase. (c)
Orthorhombic phase. (d) Rhombohedral phase. The unit cell expands in the direction
of the arrow and contracts in the direction perpendicular to it. This figure was inspired
by an image in Chapter 4 of the textbook by Jona and Shirane [4].
The local instantaneous structure of BaTiO3 is a matter of some debate (as discussed in the
next section and at length in Chapter 3). Strictly speaking it is only the high temperature
phase of BaTiO3 that has the cubic perovskite structure, and this is only the case within
the displacive model (or on a time and space average within both models). Regardless of
∗Actually, as discussed in the Landolt-Börnstein database [8], there are five phases. At temperatures above
1733 K there is an additional phase which has hexagonal symmetry. If the system is cooled rapidly enough
this hexagonal phase can be observed at room temperature, but it is not fully stable. Since this phase is only
stable at very large temperatures it is normally ignored in the literature, to the extent that it is rarely even
mentioned. It is not investigated in this thesis.
16
Chapter 1. Introduction 17
model, however, the ions within BaTiO3 never move far from their positions in the perovskite
structure so this structure is a good reference point and is often referred to as the prototype
structure or the high-symmetry structure.
1.4 Order–disorder vs. displacive models
The exact local instantaneous structures of the phases of BaTiO3 are not well understood,
and neither are the temporal and spatial correlations of the ion’s positions. There are two
competing models: the displacive model; and the order–disorder model. To explain the
difference between these models imagine splitting a crystal of BaTiO3 up into a series of
five-atom blocks (called subcells), each block containing one formula unit of BaTiO3 (i.e. one
Ba ion, one Ti ion and three O ions). Each of these blocks can be assigned a polarisation
vector, the direction of which is the same as that in which the Ti ion has moved from its
position in the prototype structure, and opposite to the direction in which the O 6 cage has
moved (where the position of the O6 cage is the average of the positions of the six O ions
within it).
In the displacive model, ignoring thermal vibrations, each of these polarisation vectors is
identical. In each phase the magnitude and direction of these polarisation vectors change,
but they always point in the same direction as the total polarisation of the whole system,
whose direction in a given phase is depicted in Fig. 1.3.
The order–disorder model used to describe BaTiO3 is called the eight sites model because, in
the cubic phase, the displacements of the ions from the prototype phase in any given block
are parallel to one of the eight 〈111〉 directions, and the polarisation of a given block may flip
between these eight possible values. The displacement of the ions in a given block may only
be parallel to four of the 〈111〉 directions in the tetragonal phase (as illustrated in Fig. 1.4),
two in the orthorhombic phase, and one in the rhombohedral phase. Within this model it is
only the average polarisation vector of a block that is parallel to the directions depicted in
Fig. 1.3. The rhombohedral phase is identical in the two models.
At the time that the structure of each phase was experimentally determined the displacive
model was thought to be correct. For this reason the positions of the ions they obtained were
given in terms of this model, and these observed structures are listed in Appendix B.
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(a) (b)
Figure 1.4: Illustration of the order-disorder and displacive models. Each square
represents a five-atom formula unit of BaTiO3, and the arrow indicates the direction in
which the Ti ion within that unit has moved from its position in the prototype structure.
If a polarisation vector were to be assigned to each five-atom formula unit, this vector
would be parallel to the arrow. This is a two-dimensional version of the tetragonal phase
where in the displacive model the arrow in each formula unit is identical, and in the
order–disorder model the arrow is pointing in one of two possible directions. In each case
the average direction of polarisation is approximately the same.
1.5 Aims
The question of whether BaTiO3 is best described by an order–disorder model or a displacive
one is, in short, asking what the instantaneous structure of BaTiO3 is on the atomic scale. As
electronic devices that incorporate ferroelectric materials get smaller and smaller this issue
becomes ever more important. One method of investigating it is to simulate the dynamics
of the constituent ions, but if the order–disorder model is correct this would require the
simulation of a large number of ions on the atomic scale.
The two most common types of atomistic simulations are those in which the electrons are
treated quantum mechanically and those in which an empirical classical model of the electrons’
charge distribution is used. In general, methods based on quantum mechanics hardly require
any empirical inputs, needing only the positions and types of every atom in the system
as input parameters; methods based on classical physics, however, also need a model that
describes the bonding in the material, the quality of this model determining the accuracy
of this approach. Quantum mechanical techniques are, therefore, less biased than classical
ones by preconceptions about the underlying chemistry, meaning that they are often more
transferable to different bonding environments; however, they require more computational
resources. For this reason, it is not practical to use quantum mechanical techniques to study
the dynamics of large disordered systems (such as BaTiO3 if the order–disorder model is
correct).
The aim of this PhD is to develop a deeper understanding of the nature of the phases of
BaTiO3 and of the transitions between these phases. In order to achieve this a new force field
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for simulating BaTiO3 (a classical model that takes the positions of the atoms as an input
and returns the forces on them and the energy of the system as outputs) was created that
has accuracy approaching that of density-functional theory (DFT), a simulation technique
based on quantum mechanics. This was done by systematically adjusting the free parameters
within the force field until certain quantities calculated with both DFT and the force field
agreed to within an acceptable tolerance. This is a multiscale approach because information
from the electronic scale (DFT) was used to create an atomic-scale model (the force field).
With this force field the energetics of BaTiO3, the structure of its phases, and the mechanisms
behind the phase transitions have been explored to gain more insight into this fascinating
material.
1.6 Overview
This thesis can be broadly split into three sections: introductory material (Chapters 1–3),
methodology (Chapters 4–6) and results (Chapters 7–10), though this division is not exact.
This introduction is extended by first discussing different ways in which BaTiO3 can be
simulated on the atomic scale (Chapter 2), and secondly by discussing order–disorder and
displacive models in more detail and reviewing what evidence there is in the literature for
the model that is the best description of BaTiO3 (Chapter 3).
The new force field I created is described and compared to other force fields in Chapter 4;
in essence, it is an ionic model where the dipole moments on the ions are calculated self-
consistently. In Chapter 5 its agreement with DFT is tested and is found to be very good,
suggesting that the force field is a reliable method for studying BaTiO3 in detail.
Chapter 6 considers many technical aspects of how to use the force field in dynamical
simulations. It is shown that in constant pressure simulations care needs to be taken over
how polarisation is defined, with an appropriate definition being introduced. The effects of
changing the size of the system, the supercell size, are also studied, and it is shown that such
a change even affects the phase that is observed.
Both DFT and the force field were used to study the potential energy surface (PES) of
BaTiO3 (Chapter 7). The results showed that the oxygen ions play at least as important
a role in the energetics of BaTiO3 as the titanium ions. The energetics associated with
displacing a single ion within a supercell are also explored.
The four phases of BaTiO3 were studied using the force field by performing dynamical
simulations at constant volume (Chapter 8). Some of the results (e.g. the distribution of
subcell polarisation) are consistent with either an order–disorder or a displacive model, though
slightly more suggestive of the former than the latter. However, others (e.g. the distribution
of the displacement of the Ti ions from their high-symmetry positions) are more indicative of
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a displacive model.
The phase transitions were studied by performing dynamical simulations at constant pressure
(Chapter 9). A phase transition was observed that had the hallmarks of an order–disorder
transition. It is also discussed how the length and time scales simulated are likely to have a
significant impact on the observed dynamics.
All these results are summarised in Chapter 10 and possible avenues for future research
discussed.
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Methods of atomistic simulation
There exist many different ways of simulating materials on the atomic scale. Here the theories
behind the approaches that are typically used to study ferroelectric materials are briefly
outlined. These approaches are density-functional theory (DFT), effective Hamiltonians (EH),
and atomistic force fields (FF). Each of these can calculate energies and forces that can
then be used in other methods such as molecular dynamics (MD) and Monte Carlo (MC)
simulations, techniques that are also touched upon in this chapter.
2.1 Quantum mechanical methods
Particle physicists are continuously dividing matter into smaller and smaller parts, but in order
to understand the properties of materials the smallest particles that need to be considered
are the electrons and the nuclei. These particles are described by quantum mechanics. In
theory, by solving the equations of quantum mechanics the properties of any substance
can be understood. For complicated systems solutions can only be found by introducing
approximations. These approximations come in two types: approximations to the underlying
theory; and approximations in the numerical calculations.
Approximations in the theory can include approximate exchange-correlation functionals used
in DFT, the use of pseudopotentials, and the neglect of relativistic terms. These are generally
uncontrollable or poorly controlled approximations; validating them for a specific system would
require significant effort (for example performing simulations with fewer approximations).
Approximations in the numerical calculations can include finite plane-wave cut-off in the basis
set expansion, finite Brillouin zone sampling, and the supercell approximation. These are
generally controllable and are determined by the level of accuracy that needs to be achieved
(within the level of theory being used).
Solutions to the equations of quantum mechanics can, therefore, be split into three types:
i) Analytic solutions that exist for simple toy-models (such as the quantum harmonic
oscillator), for the hydrogen atom and for an H+2 ion.
ii) Non-analytic solutions, yet to all intents and purposes numerically exact solutions, can
be found using configuration interaction and renormalisation group methods (and, more
recently, the full configuration interaction quantum Monte Carlo approach of Alavi [9]).
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These ‘exact’ numerical solutions tend to be limited to small systems (of the order of
tens of atoms) and are exact in the sense that few approximations in the theory have
been made.
iii) Approximate numerical solutions can be found by methods such as Hartree-Fock and
DFT where approximations both in the theory and in the numerical calculations have
been made.
Various different approximations and computational methods exist, each balancing accuracy
against computational cost. In solid state physics, DFT is the approach most commonly
applied to weakly-correlated systems such as ferroelectric crystals. The theory behind DFT
will be outlined in this section.
2.1.1 Born-Oppenheimer approximation
The main difficulty in solving the Schrödinger equation for a real material is that the potential
energy of the system depends on the positions of all the electrons and nuclei, and in general
is non-separable. In order to make these equations tractable, approximations have to be
made. The first such approximation is the Born-Oppenheimer approximation. This is based
on the observation that the mass of an electron is roughly two thousand times smaller than
the mass of a proton, leading to the conclusion that the electrons can be considered to
respond instantaneously to any change in the positions of the nuclei. As a result, for a fixed
configuration of the nuclei, the electrons may be considered to be governed by a Schrödinger
equation where the nuclei are in a static arrangement, and the nuclei to be governed by a
Schrödinger equation in which the effective potential contains the energy associated with the
equilibrium electronic configuration. Changing the positions of the nuclei and recalculating
the electronic energy maps out the potential energy surface (PES) in which the nuclei reside.
Most often, in practice, the motion of the nuclei in this PES is solved using MD techniques
(the ideas behind MD are the subject of Section 2.5.3), treating the nuclei as classical point
particles.
Within this approximation, therefore, the potential energy (E) seen by the nuclei when the
electrons are in the ground state can be obtained by solving the time-independent electronic
Schrödinger equation. If the electronic Hamiltonian is denoted by Hˆe and the wavefunction
by Ψ, then the ground-state energy is given by:
E = min
Ψ
〈Ψ| Hˆe |Ψ〉
〈Ψ|Ψ〉 . (2.1)
Consider a system of nuclei and electrons where the ith electron is located at position ri, and
the Ith nucleus has charge ZI and is located at RI . For such a system this Hamiltonian (in
Hartree atomic units) is
Hˆe = −12
∑
i
∇2i +
1
2
∑
i 6=j
1
|ri − rj | +
∑
i,I
ViI(ri −RI) + En-n({RI}) , (2.2)
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where
ViI(ri −RI) = − ZI|ri −RI | , (2.3)
and En-n is the nuclei-nuclei interaction term (a function of the positions of all the nuclei).
2.1.2 Density-functional theory
Even after the Born-Oppenheimer approximation has been made, solving the electronic
Schrödinger equation remains a computational challenge. DFT was outlined in two landmark
papers as a way of tackling this challenge. In the first of these papers [10], written by
Hohenberg and Kohn, it was shown that all observable properties of a system could, in
principle, be written as functionals of the density of the electrons, where this density is a
function of position, n(r). For a system of N electrons where electron 1 is located at r,
electron 2 at r2, electron 3 at r3, etc., and the wavefunction of the system is denoted by Ψ
(and is normalised to unity), the electron density has the following form:
n(r) = N
∫ ∫
. . .
∫
|Ψ(r, r2, . . . , rN )|2 dr2 dr3 . . . drN . (2.4)
Hohenberg and Kohn proved that a given ground-state electron density uniquely determines
the potential energy term within the electronic Hamiltonian (up to an additive constant) and,
therefore, all the eigenstates of the system. Furthermore, they demonstrate that a functional
of the electron density describing the energy of a system exists and that the electron density
which minimises this functional is the ground-state electron density. This first paper, however,
established only the existence of such a functional, not its mathematical form. In the second
paper [11], Kohn and Sham constructed an auxiliary Hamiltonian which describes a fictitious
system of non-interacting ‘electrons’ in an external potential VKS such that this system has
the same density as the real N -electron system. The ground-state energy of the interacting
system can then be calculated from the energies of the non-interacting ‘electrons’. These
‘electrons’ are described by N one-body Schrödinger equations known as the Kohn-Sham
equations:
[∇i + VKS(r)]φi(r) = Eiφi(r) i ∈ [1, N ] , (2.5)
where φi(r) is the one-electron state with energy Ei, and is a function of position r. If these
states are normalised to unity the electron density now has the form:
n(r) =
∑
i
|φi(r)|2 . (2.6)
Since the ‘electrons’ are non-interacting each Kohn-Sham equation is independent, so they are
in principle easier to solve than the N -electron Schrödinger equation. However, the difficulty
comes in determining the potential VKS. Kohn and Sham showed that a unique potential
does in principle exist and can be written as:
VKS(r) =
∫
n(r′)
|r− r′| dr
′ +
∑
I
ViI(ri −RI) + VXC(r) . (2.7)
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The term VXC[n(r)] is the exchange-correlation (XC) potential, which takes into account the
effect of both the antisymmetric nature of the wavefunction, and correlations between the
motion of the actual electrons; unfortunately there exists no exact analytic expression for
this term. However, the contribution of the XC potential to VKS is relatively small and DFT
has been so successful because simple approximations for this potential produce accurate
results. The XC functional, EXC[n], is related to the XC potential via the equation
VXC(r) =
δEXC[n]
δn(r) . (2.8)
One such XC functional is the local-density approximation (LDA), which approximates this
term with the XC functional derived for a homogeneous electron gas.
The energy of the interacting system can then be related to the energies of the one-electron
states as follows:
E =
N∑
i=1
Ei − 12
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ + EXC[n]−
∫
VXC(r)n(r)dr , (2.9)
where the summation is over occupied states. A full derivation of this equation can be found
in the original paper by Kohn and Sham [11].
Originally finding the ground-state energy was a matter of solving Eq. (2.1), thus determining
the many-particle wavefunction that minimises the potential energy. DFT has recast the
problem into that of solving a non-interacting Schrödinger equation. However, one important
thing to note from Eq. (2.7) is that the potential felt by the ‘electrons’ is dependent on the
electron density, and hence on the one-electron states. The Kohn-Sham equations, therefore,
must be solved self-consistently with the equation for the electron density.
One of the disadvantages of DFT is how the computational time scales with the system size.
The computational cost of a calculation scales as the cube of the number of electrons, the
result being that simulating several hundred atoms requires a large amount of computational
resource (though this is heavily dependent on the nature of the calculation and the accuracy
required). At first sight the problem looks intractable because on the atomic scale a bulk
crystal is effectively infinite and so contains an infinite number of electrons, but in fact it can
be split up into smaller volumes, unit cells, that tessellate to reproduce the whole crystal.
Bloch’s theorem exploits this translational symmetry so that Brillouin zone sampling can be
used to make solving the Kohn-Sham equation practicable again.
2.1.3 Bloch’s theorem and Brillouin zone sampling
Crystallographers describe a perfect infinite crystal by a unit cell. This unit cell has a certain
shape and size (described by lattice vectors), contains within it a small number of atoms, and
when tessellated throughout all space reproduces the infinite crystal (as depicted in Fig. 2.1).
There is an infinite number of different unit cells that could be used to describe any given
crystal, and a unit cell that contains the minimum possible number of atoms is known as the
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Figure 2.1: Illustration of a unit cell. Imagine that the black circles are infinitely
repeated in the pattern shown. This pattern could then be reproduced by repeatedly
tessellating either of the shapes (and the circles within them) depicted in blue. A unit
cell works in the same way in three dimensions. The infinite crystal can be thought of as
the tessellation of a 3D shape (containing atoms) throughout all space.
primitive unit cell. The Fourier transform of the perfect crystal lattice produces a reciprocal
lattice which can also be described in terms of unit cells. One choice of primitive cell in
reciprocal space is called the first Brillouin zone and has the same symmetry elements as the
full reciprocal lattice.
For a perfect crystal Bloch’s theorem states that the single-particle states, φi, can be written
in the following form:
φik = eik·ruik(r) , (2.10)
where uik(r) is a periodic function with the same periodicity as the crystal, and k is an
arbitrary point in reciprocal space. Furthermore, because k vectors that differ by a reciprocal
lattice vector G can be shown to be equivalent, k may be restricted to the first Brillouin
zone. For an infinite crystal, one can therefore consider a finite number of occupied states
(each labelled by the index i), but at all possible values of k in the first Brillouin zone.
Using Bloch’s theorem in this way means that many properties of the system are calculated
via integrals over reciprocal space. For example the electron density becomes:
n(r) ∝
∑
i
∫
|φik(r)|2 dk , (2.11)
where the integral is over the first Brillouin zone. Such integrals have to be approximated
and this is done by only evaluating the property of interest, e.g. electron density, at a small
number of k-points (this approach is known as k-point sampling).
So far the form of the functions uik has not been discussed. There are many ways of
representing these functions within DFT, and the one used throughout this work, plane-wave
DFT, is outlined below.
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2.1.4 Plane-wave DFT
The central idea behind plane-wave DFT is that because uik is periodic it can be expanded
as a Fourier series. In particular, it can be expanded in terms of plane waves in the following
way:
φik = eik·ruik(r) = eik·r
∑
G
cGe
iG·r =
∑
G
cGe
i(k+G)·r , (2.12)
where cG is the expansion co-efficient. In principle an infinite number of plane waves should
be included, but in practice only a finite number of waves can ever be calculated. These
states, therefore, are expanded in terms of plane waves with increasing kinetic energy until
a certain cut-off kinetic energy has been reached. In the notation above each plane wave
has a different wavevector k+G. If this cut-off kinetic energy is denoted Ecut-off, then the
condition for including a plane wave in the expansion is
1
2 (k+G)
2 < Ecut-off . (2.13)
This approximation is systematically improvable, i.e. increasing the cut-off energy makes
the calculated energy of the system more accurate, but this cut-off is usually kept as low
as possible to minimise the computational cost. The variational principle guarantees that
adding extra terms to this plane-wave expansion can only lower the energy of the system,
and the error in the energy is of the order of the square of the error in the Kohn-Sham states.
Determining the one-electron states now becomes a problem of determining the set of
expansion co-efficients; other methods of performing DFT calculations instead expand these
wavefunctions in terms of other sets of basis functions.
2.1.5 Pseudopotentials
The electronic states on an atom must be orthogonal. In order to satisfy this condition higher
energy states are required to have more nodes and, therefore, exhibit more oscillations close
to the nucleus. To accurately capture these oscillations would require a very large number of
plane waves to be included in the basis. Many calculations would then require prohibitively
large computational resource to cope with such big basis sets.
However, information about all the states is not, in practice, needed. Electronic states on an
atom can be split into two types: core states and valence states. The valence states are the
higher energy states that are involved in bonding. Since the core states are not associated
with bonding they are, to a good approximation, independent of the chemical environment
and, therefore, the changes in energy that determine many physical properties are dependent
only on the valence states.
This implies that the exact form of the core states does not need to be known and, therefore,
that the core states do not need to be explicitly included in calculations. This would then
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mean that the states describing the valence electrons can have fewer nodes and so be described
by fewer plane waves. However the effects of the core electrons cannot be simply ignored, so
the Coulomb potential close to the nucleus is replaced by a smoother potential, known as a
pseudopoential.
In this section the main ideas behind DFT have been outlined and the many approximations
explored. For more information the electronic structure textbook by R. Martin [12] is an
excellent place to start.
2.2 Phonon calculations
At finite temperatures the atoms within a crystal lattice vibrate about their equilibrium
positions. One way of characterising this motion is to consider the normal modes of vibration,
the phonon modes. As will be discussed in Chapter 3, these phonon modes are a key concept
in the displacive model of the ferroelectric phase transition. Computationally there are two
main ways of calculating them: density-functional perturbation theory (DFPT), and finite
difference calculations.
2.2.1 Density-functional perturbation theory
Within the Born-Oppenheimer approximation, first derivatives of the potential energy (E)
with respect to atomic displacements can be obtained by applying the Hellman-Feynman
theorem. For example, consider the derivative with respect to the αth component of the
displacement from equilibrium of nucleus I (uIα):
∂E
∂uIα
=
〈
Ψ
∣∣∣∣∣ ∂Hˆe∂uIα
∣∣∣∣∣Ψ
〉
=
∫
n(ri)
∂ViI
∂uIα
dri +
∂En-n
∂uIα
, (2.14)
where n(r) is the electron density defined by Eq. (2.4).
Second derivatives can then be obtained by again applying the Hellman-Feynman theorem,
which when applied to Eq. (2.14) above gives:
∂2E
∂uIα∂uIβ
=
∫
∂n
∂uJβ
∂ViI
∂uIα
dri +
∫
n
∂2ViI
∂uIα∂uJβ
dri +
∂2En-n
∂uIα∂uJβ
. (2.15)
Since ViI and En-n have analytic forms their derivatives can be calculated by hand, and n can
be calculated from a DFT simulation. The only term, therefore, that needs to be determined
is ∂n/∂uJβ . DFPT first linearises this term so that it is the first-order change in n in response
to a change in nuclei positions that needs to be calculated. The electron density, n, is a
function of the electronic wavefunction, so this change in n may be calculated via perturbation
theory. DFPT follows just such an approach, deriving from first-order perturbation theory a
set of equations that have to be solved self-consistently to work out this change in n and,
therefore, the phonon modes. Hence DFPT consists of an initial DFT calculation to generate
n and then an additional calculation to generate the phonon modes. More details can be
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found in the excellent review by Baroni et al. [13] upon which the explanation above was
based.
DFPT is not restricted to calculating the response of the system to ionic displacements. It
can also be extended to look at the response to a finite electric field, allowing Born-effective
charges and the high-frequency dielectric tensor to be calculated. The interested reader is
again directed to the review by Baroni et al. [13] for more details.
2.2.2 Finite difference calculations
The finite difference approach to calculating phonon modes (popularised by Frank, Elsässer
and Fähnle [14]) can be used in conjunction with any technique that can generate forces, be
it based on quantum mechanics or classical physics. The phonon modes are related to the
second derivatives of the potential energy with respect to the positions of the nuclei, and
these second derivatives can be written as:
√
mImJDIJαβ =
∂2E
∂uIα∂uJβ
= −∂FIα
∂uJβ
≈ −∆FIα∆uJβ , (2.16)
where FIα is the α component of the force acting on the Ith nucleus, mI is the mass of the Ith
nucleus, and these second derivatives can be thought of as the components of thedynamical
matrix (D). These second derivatives can be determined by displacing the relevant nucleus
by a small amount, and then calculating the forces felt on all of the ions in the system. The
symmetry of the system can be used to reduce the number of displacements that need to be
considered in order to construct the whole dynamical matrix. This approach only requires
knowledge of forces, so can be used to calculate phonon modes from DFT or from a force
field. However, both DFT and force fields use periodic boundary conditions to simulate bulk
materials, so only phonons whose wavelengths are commensurate with the size of the system
being simulated can be calculated (periodic boundary conditions are discussed further in
Section 2.5).
2.3 Effective Hamiltonians
EH approaches create a simplified Hamiltonian that depends on only a small number of
degrees of freedom. An atomic scale EH splits up the infinite crystal into a series of small
units, each of these units having a number of degrees of freedom associated with it, this
number being smaller than number of degrees of freedom in the full atomic system and hence
represents a coarse-grained view. In this section the ideas behind the EH constructed for
BaTiO3 by Zhong, Vanderbilt and Rabe [15, 16] are outlined. A similar EH for PbTiO3 has
been constructed by Waghmare and Rabe [17].
The EH of Zhong, Vanderbilt and Rabe [15, 16] was based upon several observations about
the phases of BaTiO3. One of these was that, within the displacive model of the ferroelectric
phase transitions, all the phases of BaTiO3 can be described by a five-atom unit cell which is
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obtained from a small distortion of the high-symmetry prototype structure. This led them
to divide the infinite crystal up into five-atom unit cells (this is a slight simplification) each
having the prototype structure. Each of these unit cells had associated with it several degrees
of freedom that represented various distortions of that unit cell. Strictly speaking these are
no longer unit cells as each one may be distorted differently, so they shall henceforth be
referred to as subcells. Another observation was that the frequencies of only a small number
of phonon modes, the soft modes, were highly temperature dependent. At zero Kelvin the
frequencies of the prototype-structure soft modes were found to be imaginary [18, 19, 20],
indicating that in terms of potential energy this structure is unstable.
Infinite-wavelength (Γ-point) soft modes were observed which corresponded to a collective
motion of all of the ions within the crystal, and the difference in the position of the ions
in each phase could be treated approximately as being due to one of these modes. Some
of the degrees of freedom of the EH were derived from these Γ-point soft modes. Zhong,
Vanderbilt and Rabe [15, 16] calculated this soft mode via DFPT and made the local mode
approximation which, in essence, says that the ratio of the displacements of the ions within
a given subcell is also given by the Γ-point soft mode, even when these displacements are
different in different subcells. This means that within a given subcell the ions cannot move
independently, as the position of one ion determines the position of the others, but that in
principle the ions in different subcells are independent.
To clarify this approximation consider a simplified system where each unit cell contains only
one Ti ion and one O ion. From the Γ-point soft mode it is found that if all the Ti ions move
from their positions in the prototype structure by an amount ηTi then all the O ions must
move a corresponding amount ηO. The local mode approximation then states that if a single
Ti ion moves from its position in the prototype structure by an amountηTi, then the single
O ion in that subcell must also move a corresponding amount ηO.
The other degrees of freedom were associated with the strain on a given subcell. Strain was
chosen because the shape of the unit cell changes in each phase and because ferroelectricity
is known to be highly sensitive to strain.
Next, a Hamiltonian was constructed that depended only on these degrees of freedom.
The terms within this Hamiltonian are combinations of these degrees of freedom that are
compatible with the symmetry of the crystal and that capture most of the underlying physics.
Each of these terms has a prefactor, and Zhong, Vanderbilt and Rabe [15, 16] calculated
these prefactors from DFT, using the LDA XC functional, by considering how the potential
energy varied when sets of ions were displaced in various directions.
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2.4 Atomistic force fields
Atomistic force fields (also known as interatomic potentials) are another way of simulating
materials on the atomic scale, and as with EH-based approaches the electrons are not
explicitly included. A force field is a simplified mathematical description of the bonding. It
can be thought of as comprising two parts: an analytic form for the potential energy as a
function of atomic positions; and a set of parameters. The analytic form is generally based
on assumptions about the bonding (e.g. whether it is ionic, covalent or metallic). These
equations contain free parameters that determine the relative strengths of the underlying
physical interactions. The exact values of these parameters have to be chosen such that the
force field describes the material of interest, in this case BaTiO3, rather than a different, but
similar material. For example, the Born-Mayer potential for the energy (E) between two ions
separated by a distance R has the following analytic form:
E(r) = e−R/R0 , (2.17)
where A and R0 are the free parameters.
In both simulations based on force fields and simulations based on EHs, the electrons are
not explicitly included. This makes these approaches more computationally efficient than
DFT, allowing larger systems to be studied. With an EH not all of the ions may move
independently, restricting the structures that can be simulated. A force field, however, will,
within certain limits, compute energies and forces wherever the atoms are placed, giving full
atomic-level resolution. Furthermore, if the description of the bonding is good enough it
should give reasonable answers in relatively extreme scenarios, such as when atoms have been
removed, where the system no longer resembles the prototype structure and so an EH cannot
be used.
2.5 Other techniques and concepts
DFT, EH and force fields are all methods that can be used to calculate the potential energy
of a ferroelectric material. Since these methods produce similar outputs there is a range of
techniques and concepts relevant to all of them. The concepts and techniques of particular
use for simulating BaTiO3 are discussed in this section.
2.5.1 Periodic boundary conditions and supercells
A unit cell can be simulated by the application of periodic boundary conditions. These
periodic boundary conditions mean that only one unit cell is explicitly simulated and if
information about an atom in a different unit cell is required that information is instead
taken from the identical atom in the simulated unit cell. To clarify, imagine the scenario
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where the origin of every unit cell is given by:
Rn = naa + nbb+ ncc , (2.18)
where na, nb and nc are integers and a, b and c are the three vectors that describe the edges
of the unit cell. The atoms at positions r and r + Rn are identical (the equivalent atom
in different unit cells), so any information (such as the dipole moment) about the atom at
position r+Rn can, instead, be obtained from the atom at position r.
At finite temperatures the situation becomes more complicated. Atoms vibrate about their
equilibrium positions and then, in general, the crystal cannot be split up into exact repeating
units. In this case a larger cell containing many primitive cells of the perfect cell is required
to approximately capture the behaviour of the atoms; this cell no longer represents a unit
cell, and is instead called a supercell. This supercell should be made as large as possible but,
if the bulk system is being studied, it is still extremely small when compared to the real
crystal, so to avoid a disproportionate number of the simulated atoms being on the surface
periodic boundary conditions are applied. Computationally these boundary conditions mean
that if an atom were to leave a supercell by crossing one of the cell boundaries, it would
reappear at the opposite boundary.
These boundary conditions effectively tessellate the supercell throughout all space, creating
unphysical correlations between an atom in the supercell and the equivalent atom in the
periodic repeats of the supercell (its periodic image) as shown in Fig. 2.2. These correlations
are minimised by making the supercell as large as possible.
Figure 2.2: Illustration of correlations between periodic images. The black circles
represent atoms and the rectangles unit cells. When an atom in the supercell (the blue
rectangle) is moved in the direction of the arrow, all the equivalent atoms in the periodic
repeats of the supercell (the red rectangles) move by the exact same amount.
2.5.2 Relaxation
The atomic configuration or structure of a crystal is described by the positions of the atoms
within the unit cell and the lattice vectors that define the unit cell itself. Any method that
can calculate the potential energy of an atomic configuration can be used to minimise the
potential energy of the system with respect to one of these parameters. For example, the
position of the Ith ion (all other ions being fixed) that minimises the potential energy can be
found, and this would be described as relaxing the position of ion I.
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2.5.3 Molecular dynamics
If the co-ordinates and velocities of the atoms are specified at a given instant and there
is some method of calculating the forces on the atoms (for example a force field, an EH,
or DFT), the location of the atoms at a subsequent time can be estimated by numerically
integrating Newton’s second law. A series of such integrations can be performed to map out
the motion of the atoms with time. This approach is called molecular dynamics (MD), and
since Newton’s second law is used the atoms are being treated classically.
The MD simulations presented in this thesis were performed with an in-house code which uses
the Verlet integration algorithm. To illustrate this algorithm, consider a single ion located at
position R with mass m. If the force acting on this ion is denoted F and time is denoted t,
then from Newton’s second law:
F = md
2R
dt2 . (2.19)
This equation can then be approximated by replacing the second derivative with a second-order
central finite-difference term as follows:
F = mRt+∆t − 2Rt +Rt−∆t∆t2 , (2.20)
where time has been split up into discrete intervals of duration ∆t, and Rt denotes the
position of the ion at time t. This can then be rearranged to give:
Rt+∆t = 2Rt −Rt−∆t + ∆t
2F
m
. (2.21)
This equation shows how the position of the ion at time t + ∆t can be calculated from
knowledge of the force acting on the ion and the position of the ion at times t and t−∆t.
This algorithm can then be used to plot out the motion of the ion and be easily extended to
study the dynamics of multiple ions.
MD records the location of the atoms at a series of different times, the interval between
sequential times being called the timestep (∆t). The smaller the timestep used the smaller
the errors in the numeric integration become, but the time a given simulation takes increases.
These errors are particularly large if the atoms move substantially between timesteps. Typic-
ally a timestep of roughly 1 fs is chosen as it is small enough to resolve very fast vibrations
(cf. diatomic hydrogen has a vibrational period of 8 fs [21], which is one of the fastest atomic
vibrations).
With MD as described above the NVE ensemble is being simulated (number of atoms, the
volume of the system and the energy of the system are held constant). It is often preferable
to hold temperature constant rather than energy (the NVT ensemble), but a definition of
the temperature of the atoms is thus required. The temperature (T ) of the atoms can be
calculated, via the equipartition theorem, from the average kinetic energy (K) as follows:
K =
∑
I
〈12mIv2I 〉 =
f
2 kBT , (2.22)
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where mI is the mass of atom I, vI the velocity of atom I, f the number of degrees of
freedom, and kB Boltzmann’s constant. This expression uses the average velocity of each
atom, so temperature is an average property of the system. However, it is useful to define
an instantaneous temperature, T (t), that is a function of time t. This is done by replacing
the average kinetic energy appearing in Eq. (2.22) with the instantaneous kinetic energy.
Since the velocity of any given particle fluctuates, this instantaneous temperature will also
fluctuate. The standard deviation of the temperature (s) can be calculated assuming that
the atomic velocities follow a Maxwell-Boltzmann distribution, and is given by:
s =
√
2
f
T . (2.23)
The temperature of the system is set to a target temperature Ttarget by an algorithm known
as a thermostat. Throughout this thesis the velocity rescaling thermostat was used. With this
algorithm, when the deviation of the instantaneous temperature from the target temperature
is noticeably greater than would be expected from Eq. (2.23), the velocity of every atom is
multiplied by a factor β to rescale the instantaneous temperature to be the target temperature.
This factor β is:
β =
√
Ttarget
T (t) . (2.24)
The velocities are only rescaled if the following criterion is satisfied:
|T (t)− Ttarget| > 52f Ttarget , (2.25)
to ensure that the instantaneous temperature is allowed to fluctuate by more than one
standard deviation.
The velocity rescaling thermostat is far from perfect; it does not reproduce the NVT ensemble,
instead it just ensures that the kinetic energy of the system is roughly what would be
expected at the target temperature and whenever the temperature of the system is rescaled
the dynamics of the system experience an unphysical discontinuity. Nevertheless, throughout
this thesis when the velocity rescaling algorithm is used the simulation will be described as
being in the NVT ensemble. The MD simulations in this thesis, therefore, start with an
NVT simulation to set the temperature but are then followed by an NVE simulation, and
data is obtained from the NVE simulation rather than the NVT simulation to avoid these
discontinuities.
Phase transitions are often accompanied by a change in volume of the system and, therefore,
it is more appropriate to hold pressure (p) constant rather than volume to generate either the
NPE or NPT ensembles, depending on whether a thermostat is also applied. This is done via
an algorithm known as a barostat, and in the constant pressure simulations presented in this
thesis the Parrinello-Rahman barostat [22] was used. This barostat allows the volume and
shape of the supercell to vary with time. To see how this barostat works the Lagrangian (L)
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of the system needs to be considered. This Lagrangian can be written as:
L =
∑
I
1
2mIv
2
I − E , (2.26)
where E is the potential energy of the system. The Parrinello-Rahman barostat replaces
this with an extended Lagrangian (Lext.) which has two additional terms. The first term is
pressure multiplied by the volume of the supercell (Ω), the second term is analogous to the
kinetic energy of the atoms with the lattice parameters (a, b, and c) playing the part of the
dynamical variables. This second term contains a free parameter (Mcell) which is analogous
to the mass term in the kinetic energy. The extended Lagrangian, therefore, has the following
form:
Lext. =
∑
I
1
2mIv
2
I − E − pΩ +
1
2Mcell
(
a˙2 + b˙2 + c˙2
)
. (2.27)
The Euler-Lagrange equation is then used to derive the equations of motion, and the reader
is referred to the original paper by Parrinello and Rahman [22] for details.
Whilst MD can use forces from DFT this is computationally expensive, meaning that only
much smaller systems can be studied compared to generating the forces from either a force
field or an EH. This also means that fewer timesteps can be simulated when DFT is used
and, therefore, processes on longer time-scales are not captured.
2.5.4 Monte Carlo
The name Monte Carlo is given to a wide range of different techniques that involve the
use of random numbers. When studying BaTiO3 the Monte Carlo method (abbreviated to
MC) refers specifically to the Markov Chain Monte Carlo method and, in particular, its
implementation via the Metropolis algorithm.
To understand Markov Chain Monte Carlo, consider the following integral:
I =
∫
f(x)P (x)dx , (2.28)
where f(x) is a function which depends on many variables (represented here by the vector x),
and P (x) is the probability distribution function of these variables. From now on, let us refer
to a given value of x as the state of the system. In statistical mechanics this integral could
be a thermodynamic average; for example, x could be the positions of the ions in a crystal, f
the energy of the system, and P the Boltzmann distribution.
Following the explanation from Berg’s textbook [23], this integral can be re-written in the
form:
I = lim
M→∞
1
M
M∑
n=1
f(xkn) , (2.29)
where xk1 , xk2 , etc. are states that are members of a subset of all possible states. This subset
contains M states, and is constructed such that the states within it are distributed according
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to P . This integral can now be estimated from the equation:
I ≈ 1
M
M∑
n=1
f(xkn) . (2.30)
The problem of calculating the integral has now been converted into the problem of con-
structing the subset of states that is distributed according to the probability distribution
P . In Markov Chain Monte Carlo this subset is created by simulating a fictitious dynamical
process where the system moves from state to state, each state that the system moves to
being added to the subset. The next state to be added to this subset (xkn+1) is generated from
the current state (xkn). This next state is generated by first considering a possible candidate
state which is then either accepted and moved to, or rejected. The acceptance of a given
candidate state is a random process, where the probability of acceptance is calculated only
from information about the candidate state and the current state, and hence satisfies the
definition of a Markov process. One algorithm for calculating these acceptance criteria is
that devised by Metropolis et al. [24].
2.6 Summary
Atomistic simulations can be performed in a variety of different ways. Whilst quantum
mechanics based approaches do involve a number of approximations, they are still very
accurate; this, coupled with the availability of easy-to-use robust codes (particularly for
DFT), has lead to the widespread adoption of such techniques. Force fields and EH-based
approaches, on the other hand, require the construction of simplified models which may only
be applicable to a single material. They are both, however, much more computationally
efficient than DFT. The advantage of force fields over EH methods is that they can, in
principle, be used in more situations because the motion of the ions are not rigidly coupled.
For example, defects could be studied with a force field but not with an EH.
The next chapter discusses the question of whether the phase transitions are best described
by an order–disorder or a displacive model, and includes a review of the simulation literature
where results obtained from many of the techniques described in this chapter will be referred
to. To distinguish between these two models requires the simulation of large, disordered
systems, so either a force field or an EH is required. As will be seen in the next chapter,
only EHs have been widely applied to investigating this question and the aim of this work is
instead to study it with a new force field that will be introduced in Chapter 4.
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Models of the phase transition
Ferroelectric materials typically have a high-temperature paraelectric phase, only transitioning
to a ferroelectric phase as the temperature is lowered below some critical temperature ( Tc).
There are two main models that describe the microscopic origin of this paraelectric–ferroelectric
transition, the displacive model and the order–disorder model. For BaTiO 3 the question of
which model is a better description has been a matter of some debate. The theory behind these
two models is outlined in this chapter, as are the results from experiments and simulations
that have been done to understand this transition in BaTiO3.
3.1 Description of the models
The displacive model of the paraelectric–ferroelectric phase transition was first proposed
by Cochran [25] and is normally understood in terms of phonon modes. Usually the term
phonon mode refers to a normal mode found from the curvature at the potential energy
minimum, and hence such modes are not temperature dependent. In the case of BaTiO3 the
high-symmetry cubic structure is not a potential energy minimum but might be a free energy
minimum in some temperature range. The concept of a phonon mode is, therefore, extended
by re-defining it in terms of the curvature at the free energy minimum, and the resulting
phonon modes are then temperature dependent.
Within this model the high-temperature cubic phase of BaTiO3 has the high-symmetry cubic
structure, this structure being a free energy minimum. Some of the low-frequency phonon
modes of this structure are highly temperature dependent, particularly those associated with
a collective motion of all the ions where symmetry-equivalent ions are identically displaced,
i.e. a phonon mode with infinite wavelength (a Γ-point phonon mode). As temperature is
decreased the frequency of one such mode decreases; the mode softens. At the transition
temperature this frequency has decreased to zero, as has the associated restoring force, so
the ions remain displaced from the prototype structure. The structure of all four phases
of BaTiO3 within this model can be described by a five-atom unit cell; the experimentally
derived structures are listed in Appendix B.
To clarify what is meant by a collective mode, consider a one-dimensional lattice which
contains just one type of atom (as illustrated in Fig. 3.1). Each atom is labelled by the index
n and at the potential energy minimum each atom is separated from its nearest neighbour
by a distance a. The atoms move and the distance of the nth atom from its position in the
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minimum energy structure is denoted un. For a collective mode (for example a phonon mode)
the displacements of all these atoms are related (they are not independent) and can typically
be expressed as:
unk(t) = Ak cos (kan− ωkt) , (3.1)
which has the form of a wave with wavenumber k and frequency ω, with t denoting time
and A being a constant. The subscript k indicates a dependence on the exact value of the
wavenumber.
Figure 3.1: Atomic displacements in a one-dimensional lattice. The black circles
indicate the positions of the atoms in the minimum energy structure. In this structure
all the atoms are equivalent and are separated by a distance a. The grey circles show
the actual positions of the ions and the displacement of the nth ion from its position in
the minimum energy structure is labelled un.
In an order–disorder model the high-temperature phase is disordered; only the average
structure corresponds to the high-symmetry prototype phase. For BaTiO3 the order-disorder
model proposed by Comes et al. [26] and Chaves et al. [27] involves each Ti ion in the crystal
being displaced from the prototype structure. Each Ti ion can be displaced in one of eight
directions, corresponding to the eight 〈111〉 directions, and the O ions surrounding each Ti
ion will have some corresponding displacement. The location of any given Ti ion, therefore, is
said to be occupying one of eight possible sites. In the cubic phase all eight sites are equally
populated. Each five-atom formula unit (or subcell) within the crystal, therefore, is polarised
as it would be in the rhombohedral phase, but with a different polarisation and strain in
each cell (such a structure is often said to have local rhombohedral symmetry); however, the
space and/or time average of these subcell polarisations is zero. Also, within this model the
polarisation of each of these subcells is able to flip between these eight possible values. Below
the transition temperature these Ti ions populate only four of these eight sites, leading to
the average structure having tetragonal symmetry. In the orthorhombic phase two sites are
populated, and in the rhombohedral phase just one. This implies that, within this model, the
experiments that determined the structures listed in Appendix B calculated only the average
structure of a subcell.
Another way of thinking about these models is to consider an effective Hamiltonian where
each subcell, labelled i, feels an effective potential energy, Eeff, due to the configuration
of the other ions in the crystal. The ions within this subcell are restricted to moving
collectively, the ratio of their movements being determined by the soft-mode eigenvector, η.
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Within the displacive model Eeff is temperature dependent, having a single minimum at high
temperatures. Below the transition temperature, Tc, multiple minima appear, corresponding
to the different possible orientations of the tetragonal phase. There is then a symmetry
breaking where the system chooses one of these orientations. Within the order–disorder model
the effective potential energy does not change with temperature, always having multiple
minima. It is simply the ability to hop between minima which changes with temperature.
These models are illustrated in Fig. 3.2.
Figure 3.2: Illustration of the effective potential energy within the displacive and
order–disorder models inspired by a figure in Ref. [28]. Here Eeff is the effective potential
energy seen by subcell i, and ηi is the local mode of this subcell. Occupied minima are
indicated by a grey circle.
Situations where these models could be hard to distinguish can be envisaged. For example,
consider an order–disorder model where the energy barrier between the multiple minima is
small compared to room temperature. At high temperatures, therefore, this energy barrier is
negligible and the system approximately behaves in the same way as if Eeff were a single well
(as in the displacive model). The fact that Eeff has multiple minima only becomes apparent
at temperatures just above Tc, so at these temperatures the system obeys an order–disorder
model. This is known as crossover behaviour. Within such a crossover model the high
temperature phase has the prototype structure, but close to the transition temperature
clusters of the tetragonal phase form, different clusters having different orientations. These
clusters grow and combine as the temperature is lowered until, below Tc, all the clusters
have combined and the whole crystal has tetragonal symmetry. Such clusters are known as
precursor clusters.
3.2 Experimental literature
The experimental literature can be split roughly into two: that which attempts to determine
the structure of the phases, and that which tries to determine the dielectric response of the
phases.
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3.2.1 Complex dielectric function
The paper by Stern and Yacoby [28] discusses many early experiments performed on BaTiO3,
such as infrared (IR) spectroscopy and Raman scattering. Both of these methods involve
bombarding a sample with electromagnetic radiation, thus exciting vibrational modes of
the system through the charges on the ions. These methods can be thought of as probing
the complex dielectric function of the system, which is a function of frequency. Within a
displacive model one of the peaks in the frequency-dependent dielectric function is associated
with a phonon mode that softens with temperature. This means that the frequency at which
this peak occurs decreases with temperature asTc is approached from above, becoming zero
at Tc, and then increases as temperature is lowered even further. Within an order–disorder
model, however, de Gennes [29] showed that in the ordered, ferroelectric phases a peak whose
frequency decreases to zero at Tc is also expected, but that the frequency at which this
peak occurs remains zero in the disordered, paraelectric phase. This peak is associated with
excitations of the ordered phase that correspond to waves in the direction of polarisation
of adjacent subcells. This would means that in the cubic phase only the displacive model
predicts a peak whose frequency decreases as temperature is lowered. As discussed by Stern
and Yacoby [28], such a peak was observed, and this led to the prevalent picture for a long
time being the displacive model, to the extent that when experimental structures were given,
for example in the Landolt-Börnstein database [8], the displacive model is assumed and the
possibility of disorder is not mentioned.
More recent experiments that probe this dielectric function have been performed on both the
tetragonal phase [30] and the cubic phase [31, 32], finding two highly temperature dependent
peaks in each phase. Determining the exact origin of these peaks is not straightforward, as
it involves comparing the experimental results to results derived from simplified models of
BaTiO3. Hlinka et al. [30] conclude that one of the peaks observed in the tetragonal phase is
typical of a displacive transition, and the other of an order–disorder transition. Ponomareva et
al. [31] conclude that one of the peaks observed in the cubic phase corresponds to a soft mode,
and that the other is due to correlations parallel to the Cartesian axes caused by precursor
clusters. However, they avoid drawing any conclusions about whether or not these peaks can
be explained by the order–disorder model of Comes et al. [26]. Deng [32], however, concludes
that the soft mode seen by Ponomareva et al. [31] in the cubic phase can indeed be explained
within an eight sites order–disorder model.
3.2.2 Structure of the phases
The original evidence for the order–disorder model was the X-ray diffraction data generated
by Comes et al. [26]. X-ray crystallography records the Fourier transform of the original
crystal lattice. In the rhombohedral phase they observed peaks that they associated with an
ordered phase, but all the other phases had intensity outside of the major peaks suggesting
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some form of disorder. Their analysis concluded that the cubic, tetragonal and orthorhombic
phases were disordered, with every subcell having local rhombohedral symmetry. Their
results also suggested that there were correlations in Ti displacements. For example in the
orthorhombic phase the crystal had an average polarisation along [110] and the Ti ions
where either displaced from high-symmetry along [111] or [11¯1], but they were not randomly
distributed throughout the crystal. The Ti displacements were randomly distributed along
the [100] and [001] directions, but formed correlated chains in the [010] direction of length
between 10 and 25 cells. Similarly they deduce that in the tetragonal phase, where the
average polarisation was along [001], the displacements of Ti ions were highly correlated along
the [100] and [010] directions, and in the cubic phase correlated chains were expected along
[100], [010] and [001]. Whilst this is seemingly strong evidence for an order–disorder model, a
year later Huller [33] found that this diffuse X-ray scattering could also be explained by a
displacive model. Huller’s work, combined with the observation of a softening mode discussed
above, led to the model of Comes et al. falling out of favour. However, new experiments,
discussed below, suggest that Comes et al. may in fact have been correct.
Figure 3.3: Illustration of the structure of the orthorhombic phase according to Comes et
al. [26]. The squares represent unit cells, and the arrows are the direction along which
the Ti ion within that cell has been displaced from the prototype structure. All grey unit
cells are identical as are all white unit cells. The average polarisation of such a crystal is
along [101].
Recently the structure of all four phases has also been studied in more depth. X-ray absorption
fine structure (XAFS) experiments probe the structure by shining X-rays of a known energy
at a sample and recording the incident and transmitted intensities of these X-rays. From this
the absorption of X-rays as a function of incident energy can be plotted. The major peaks on
such a plot correspond to the energy needed to excite core electrons of a particular atom.
The absorption coefficient of energies just above such a peak depend strongly on the local
environment of the atom (and in particular the nearest neighbour distance), and in studying
this Ravel et al. [34] found that the XAFS spectrum of every phase of BaTiO3 more closely
corresponds to local rhombohedral distortions than local cubic, tetragonal or orthorhombic
distortions. This was done by seeing how well the experimental data could be fitted to models
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that assumed these different local symmetries. They also conclude that the Ti ion could not
have been displaced along one of the 〈111〉 directions in the tetragonal phase. They suggest
that in this phase the eight sites were re-orientated by12◦ towards the elongated axis. Such
an effect is known as re-orientation of the minima.
This contrasts with Zalar et al. [35, 36] who used nuclear magnetic resonance (NMR) spec-
troscopy to study BaTiO3. NMR uses a magnetic field to split certain nuclear energy levels.
Electromagnetic radiation then bombards the sample, and if the frequency of that radiation
corresponds to the energy difference between the split levels a resonance peak will be ob-
served in the transmitted intensity of radiation. Zalar et al. [35, 36] observed large peaks
corresponding to 47Ti and 49Ti isotopes. The signal around these large peaks is dependent
on the local environment, and they conclude that each subcell within the sample has local
tetragonal symmetry in the cubic phase, suggesting tetragonal precursor clusters.
Both Stern and Yacoby [28] and Zalar et al. [35, 36] conclude that the differences between these
XAFS and NMR results is probably due to the time scales involved; the XAFS experiments
determined the structures with a temporal resolution of 1 fs, whereas the NMR experiments
determined the structures with a temporal resolution of roughly 10 ns. Their idea was that
the hopping rate between the eight sites is somewhere between these two time scales; the
NMR experiment, therefore, only measured the average structure. This was also discussed in
the excellent review by Stern [37], who also notes that in these studies the disorder is seen
at temperatures well above Tc and that this implies that it cannot just be crossover from a
purely displacive model at high temperatures to an order–disorder model near the transition
temperature.
3.3 Simulation literature
DFT is often used to study the structures of materials, the four phases of BaTiO3 being no
exception. the structure of these phases is typically determined, for example in the work
by Ghosez, Gonze and Michenaud [38], by simulating a five-atom unit cell with periodic
boundary conditions. The lattice parameters and the positions of the ions are varied until
the potential energy of the system is minimised. For BaTiO3 this results in a ground-state
structure that has rhombohedral symmetry. To calculate the structure of the other phases
this minimisation procedure is repeated but constraints on the values of the lattice parameters
and ionic positions have to be applied to ensure that the resulting structure has the required
symmetry. This approach considers a crystal of BaTiO3 to be composed of identical subcells,
and so corresponds to the displacive model. When only considering a five-atom unit cell the
prototype structure is found to be the lowest potential energy structure that is consistent
with cubic symmetry (though, in terms of potential energy, this structure is unstable). Zhang,
Cagin and Goddard III [39] considered larger unit cells and found a structure that also has
cubic symmetry, but had a lower potential energy than the prototype structure. This new
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structure is built up of subcells that have their ions displaced according to one of the eight
sites of the order–disorder model. Strictly speaking this structure is not disordered as the
direction of polarisation of adjacent subcells is related. In fact,the x component of subcell
polarisation is reversed in subcells adjacent to each other in the x direction, and similarly
in the y and z directions. This shows that a particular order–disorder model for the cubic
phase has lower potential energy than a purely displacive one. Whilst their work gives some
insight, it is not conclusive because a more elaborate arrangement of subcell polarisation
vectors might lower the potential energy further, and entropic effects have been ignored.
DFPT has been used to calculate the phonon modes of BaTiO3. As this is a ground-state
method the phonons correspond to zero Kelvin, or non-interacting, phonons. Imaginary-
frequency phonon modes were found by Ghosez, Gonze and Michenaud [18, 19, 20] for the
high-symmetry prototype structure of BaTiO3. These imaginary frequencies were not only
observed at the Γ-point, but also at a range of wavelengths around it. By calculating this
range they concluded that it was energetically favourable for linear chains consisting of five
polarised subcells to form, but not smaller chains. They also calculated this critical chain size
by analysing the second derivatives of the potential energy with respect to ionic displacements,
reaching the same conclusions. One limitation of this approach is that the phonon picture
presupposes small amplitude displacements, whereas an order–disorder picture presupposes
larger amplitude displacements. It is also far from clear what conclusions can be safely drawn
from a normal mode expansion about an unstable minimum.
Zhong, Vanderbilt and Rabe [15, 16] used their EH to study the phases of BaTiO3. This
EH was used in Monte Carlo simulations to determine the probability distributions of the
Cartesian co-ordinates of the local mode (η). These distributions were found to be double
peaked in the cubic phase (an illustration of such a double peak is given in Fig. 3.4). This
suggests that there are eight preferred values for η, each lying parallel to one of the 〈111〉
directions, indicative of an order–disorder model. They also found that as temperature in
their simulations was increased these double wells became single wells.
Figure 3.4: Illustration of double well probability distribution where ηx is the x
component of the local mode.
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Studies by Marqués [40] and by Marqués and Gonzalo [41] also used the EH created by
Zhong, Vanderbilt and Rabe [15, 16] in Monte Carlo simulations. From these Monte Carlo
simulations, of a 9 × 9 × 9 supercell, they extracted a series of ionic configurations. For
each of these configurations the positions of the ions within one subcell were varied, within
the local mode approximation, to determine the positions which minimised the effective
potential energy. The probability distribution of these positions had eight peaks in the cubic
phase, corresponding to Ti ions being displaced from high-symmetry along one of the 〈111〉
directions, and four peaks in the tetragonal phase, suggesting disorder. They also showed that
the time averaged effective potential energy had a single minimum in each of these phases, so
the time averaged potential is what one would expect from a displacive model. However, in
an EH simulation the positions of individual ions within a given subcell are rigidly coupled,
so full atomic-level information is unavailable. Also, one known problem with this EH was
demonstrated by Tinte et al. [42] (note that Vanderbilt and Rabe, two of the creators of the
EH, are also authors of Ref. 42), and is that it incorrectly predicts that the volume of the
system decreases, rather than increases, with temperature.
Geneste [43] also used the EH created by Zhong, Vanderbilt and Rabe [15, 16] in Monte Carlo
simulations. He calculated the pair correlation functions for the components of polarisation
(Pi). In the cubic phase Px was more correlated in the x direction than along either the y
or z directions; similarly Py was more correlated along the y direction, and Pz along the
z direction, though in each case this correlation decays with distance. This large correlation
along the Cartesian axes agrees with the predictions of Comes et al. [26] from X-ray scattering
data. However, this study did not look at temporal correlations.
3.4 Summary
The experiments mentioned above all make some form of measurement which is then compared
to what is expected from very simplified models of BaTiO3. A conclusion is then drawn
as to whether the measurement is more similar to the results expected from a simplified
order–disorder model or from a simplified displacive model. This means that whilst a large
body of evidence suggests that an order–disorder mechanism is playing an important role in
the phase transitions, it is not definitive and is still not universally accepted. For example, a
2007 paper by Maksimov [44] cites much of the above research but concludes that there must
be some way to explain it within a displacive model. However, the fact that the experiments
with finer spatial resolution (which are therefore better able to distinguish between the
models) conclude that there is local rhombohedral symmetry is strong evidence in favour
of the order–disorder model. It is also clear that there is preferential correlation along the
Cartesian axes. Atomistic simulations, on the other hand, would allow the instantaneous
positions of the ions to be directly studied rather than inferred, and for true atomic-level
resolution a force field is needed.
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In the following chapter a new force field for BaTiO3 is created with the express purpose of
exploring these issues further. Chapter 7 explores in detail the PES of BaTiO3, including a
study of whether or not it is energetically favourable for a single subcell to polarise in an
otherwise unpolarised crystal. Chapter 8 includes a detailed study of the four phases of BaTiO3
by means of constant volume MD simulations, where particular attention is given to the
location of the ions and the distances between them. Additionally, in Chapter 8 re-orientation
of the minima is studied in all four phases, and both spatial and temporal correlations are
calculated. Chapter 9 studies how subcell polarisation changes with temperature within
NPT simulations in order to explore the paraelectric–ferroelectric phase transition. These
investigations all make use of this new force field for BaTiO3, the details of which are the
focus of the next chapter.
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New force field
In this chapter a new force field for BaTiO3 is introduced. A force field or ‘potential’ is a
mathematical expression describing the potential energy of the system as a function of atomic
positions, and its derivatives with respect to these positions. These equations are an analytic
form (or model) that describes the relevant interactions that are deemed important for a
particular material, and contains free parameters. The process by which these parameters
are determined is called the parameterisation procedure, and this typically involves adjusting
the parameters until the force field accurately reproduces certain quantities that have been
determined by another approach. Typically this data is obtained either from experiments or
from simulations that are based on quantum mechanics. The resulting force field is said to
have been fitted to such data.
Here the analytic form of this new force field is presented, the parameterisation procedure
used explained, and the force fields developed previously by other groups discussed.
4.1 Review of force fields for perovskites
In many cases, materials have similar properties because they have the same dominant physical
interactions, suggesting that force fields used to model a whole class of materials (i.e. simple
oxides) could have the same analytic form, the exact values of the free parameters determining
which particular material is being described. This may be the case for ferroelectric oxides
that have the perovskite structure at high temperatures (e.g. BaTiO3, KNbO3 and PbTiO3).
However, Cohen et al. [45, 46] found that the bonds between atoms in PbTiO3 are more
covalent in nature than in BaTiO3, so an analytic form appropriate for one may not be
appropriate for the other. Nevertheless in this section force fields that have been used to
describe both BaTiO3 and PbTiO3 will be discussed briefly.
Force fields typically treat BaTiO3 as a series of ions which are ionically bonded. In an ionic
model it is important that the ions have an electric dipole moment that can change with
time (the ions are said to be polarisable), and previous force fields differ in the way in which
they model these dipole moments. Including dipole moments is particularly important for
oxides, as shown by Cohen, Boyer and Mehl [47], who found that for a wide range of oxides
longitudinal-optical phonons were in poor agreement with experiment when dipole moments
were ignored.
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One method of including polarisability in a force field is through the shell model. In this
model, an ion is described by a point charge, representing the nucleus and the tightly-bound
core electrons, and a shell, representing the valence electrons. The core–shell interaction
is treated as though there were a spring linking the two. Polarisability is hence included
since, in a given environment, the centre of the shell need not correspond to the location
of the core. Khatib et al. [48] have shown that shell models are capable of reproducing the
phonon dispersion curves of cubic BaTiO3 when the core–shell interaction of the oxygen
ion is taken to be both anharmonic and anisotropic. Tinte et al. [49, 50] took this model
and re-parameterised it using data obtained from both DFT (using the LDA XC functional)
and from experiment. This data consisted of: the change in potential energy calculated
(from DFT) when certain ions were moved in certain directions; the experimental lattice
parameter; and the experimental phonon dispersion curves. Tinte et al. [49, 50] showed
that the resulting force field correctly reproduces the order in which the different phases are
observed as temperature is increased, but all the transition temperatures were found to be
lower than those measured experimentally. One of the disadvantages of this force field is
that, since the core–shell interaction is treated as being anisotropic, the underlying model
contains an explicit directional bias, and, therefore, can be applied only to systems with
well-defined crystal directions, similar to those of a perfect BaTiO3 crystal. In an effort to
move away from this limitation, Tinte et al. [51] created a new potential using isotropic
core–shell interactions. In order to improve the transition temperatures, the energy differences
used in the parameterisation were artificially increased by a factor of two.
Goddard III et al. [52, 53] have created an interatomic potential for BaTiO3 parameterised
solely from DFT data (using the PBE XC functional [54]). In their work the shell model is
extended so that the core and shell of the ion have a Gaussian charge distribution, and the
charge on a given shell is allowed to vary with time. Their parameterisation was done in two
stages. First the electrostatic parameters were fitted to charge distributions produced by
DFT, and then the non-electrostatic terms were fitted to reproduce DFT potential energy vs.
volume graphs for both the cubic and the tetragonal phases of BaTiO3. Their force field was
then used to study the charge and polarisation distribution in domain walls [55].
The limitations of the shell model are that the short-range interactions are highly coupled to
the long-range interactions because the short-range interactions are modelled as interactions
between neighbouring shells. This means that in a shell model, when the dipole moment of
an ion changes (for example because of the long-range electrostatics) this is modelled by a
change in position of that ion’s shell with respect to the core, which necessarily affects the
short-range interactions because the distance between neighbouring shells has also changed.
The phase transition temperatures of BaTiO3 obtained from these force fields (Tinte et al. [51]
and Goddard III et al. [52, 53]) are discussed in Chapter 9 Section 9.4.
Shin et al. [56, 57] created a force field for PbTiO3 which was fitted to data from DFT
(with the LDA XC functional). Configurations generated from ab initio MD, in which
46
Chapter 4. New force field 47
MD is performed on the ground-state DFT potential energy surface, were used in the
parameterisation procedure. Their force field takes the covalent nature of the Pb–O and
Ti–O bonds into account by including a term that favours configurations where the ions
are a certain distance apart. Their force field has been applied widely, having been used
to study nucleation and growth of domains in PbTiO3 [58], and to study the nature of the
ferroelectric–paraelectric transition in PbTiO3 [59].
The aim of my work is to create a new force field for BaTiO3 that is primarily an ionic model
but is not a shell model. This new force field uses a functional form that has been successfully
applied to a number of complex oxides. In particular, the ability of this functional form to
accurately simulate TiO2 [60] suggests that it may also be a good description of BaTiO3.
The main difference between this force field and those previously used to describe BaTiO3 is
the way in which the dipole moments are calculated, which takes into account the deviation
of the ions from perfect point charges (as discussed below).
All the free parameters within this new force field were fitted to DFT data only (cf. Tinte
et al. [49, 50], who used both DFT and experimental data); using a single source of data
ensures that all the data used is consistent and known to the same level of accuracy. The
parameterisation procedure used (described in Section 4.3) fits all the free parameters at
once with the aim of accurately reproducing the dynamics that would be obtained if DFT
were to be used (cf. Goddard III et al. [52, 53], who first fit the electrostatic terms, and then
separately fit the other terms). The advantage of this approach is that the parameterisation
procedure can correct for deficiencies in the model. For example, the charge on a given ion
produced by the parameterisation procedure may be less than that expected from DFT so as
to account for a screening mechanism which was left out of the model. It is inevitable that
there will be deficiencies because the model approximates the bonding to be ionic, with only
small deviations from perfect ionicity.
4.2 Form of the force field
The form of the force field used here has previously been applied by Tangney and Scandolo to
SiO2 [61] and MgO [62], and also by Han et al. [60] to TiO2. This force field contains two types
of interactions: short-range non-electrostatic interactions; and longer ranged electrostatic
interactions. The total potential energy of the system (E) can be written as
E = Esr + Ees , (4.1)
where Esr is the contribution of the short-range interactions to the total potential energy of
the system, and Ees is the contribution from the longer-ranged electrostatic interactions.
The short-range interactions contain the effects of interactions such as Pauli repulsion that
become important when the ions are close together, and in this force field these interactions
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are modelled by a Morse-stretch potential [63] which has the form
Esr =
∑
i>j
Dij
(
eγij[1−rij/r
0
ij] − 2e
γij
2 [1−rij/r0ij]
)
, (4.2)
where rij is the distance between ions i and j and the symbols Dij , γij and r0ij represent
material-specific parameters (how these are determined is described in Section 4.3).
The electrostatic interactions included in this force field involve charges and dipoles. Here the
charge on ion i is labelled qi and the dipole moment of ion i is written as the vector di, with
the components of this vector being written as dγi . The other parameter used to describe the
electrostatics is the polarisability of ion i, here written as αi. This polarisability relates the
electric field at the location of ion i (labelled E) to the dipole moment of the ion as follows:
di = αiE . (4.3)
Using this notation the electrostatic contribution to the potential energy of the system has
the form
Ees = 14pi0
∑
i>j
 qiqj
rij
+
∑
γ
∇γ
dγi qj − qidγj
rij
−
∑
γ,β
∇β∇γ
dγi d
β
j
rij
+∑
i,γ
(dγi )
2
2αi
, (4.4)
where ∇γ = (∂/∂rij)γ . The first term in this equation represents charge–charge interactions,
the second charge–dipole interactions, the third dipole–dipole interactions, and the fourth is
the potential energy cost of inducing a dipole on an ion. Computationally this equation is
evaluated using Ewald summation; a description of this technique can be found in Chapter 12
of the textbook on molecular simulation (2 ed.) by Frenkel and Smit [64]. Both the charges
and the polarisabilities of the ions are free parameters in the force field, though all atoms of
the same species (e.g. all the Ti ions) are identically described. However, the dipole moment
on each ion is a quantity that is allowed to change with time, meaning that in order to
calculate Ees a method is needed for calculating these dipole moments.
Determining these dipole moments at any given time is complicated by the fact that Eq. (4.3)
is, strictly speaking, wrong because it treats the ions as having no spatial extent (i.e. they
are treated as points). When the distance between ions becomes comparable to atomic radii
the dipole moment is affected by the close proximity of the dipole moments of neighbouring
ions. Consider the following scenario (which is illustrated in Fig. 4.1): a cation and anion
are near each other. Both of these ions can be thought of as consisting of an electron cloud
surrounding a nucleus. In general the electrons around the anion can distort more easily as
they are less strongly bound. In this scenario the electron cloud of the anion is distorted in
order for the electrons to move closer to the positively charged cation. This distortion, shown
in Fig. 4.1(a), induces a dipole moment on the anion. Now the ions are moved closer together.
If the ions are close enough the electron cloud of the anion is distorted by the proximity of
the electron cloud of the cation. This additional interaction adds a further distortion to the
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(a) (b)
Figure 4.1: Illustration of induced electric dipoles. The nuclei are represented by circles
and the electrons by rings. The anion is coloured green, and the cation blue. (a) The
electrons from the anion rearrange to become closer to the cation, creating an electric
dipole moment. (b) The ions are closer together so short-range repulsion between
electrons on each of the ions causes the electrons on the anion to rearrange, which can
be thought of as creating an additional dipole moment.
electron cloud and, therefore, can be thought of as inducing an additional dipole moment
which will be denoted here by dsri .
This force field uses the approach developed by Wilson and Madden [65, 66] to determine the
values of these induced short-range dipole moments. Within this approach these short-range
dipole moments have the form
dsri = αi
∑
j 6=i
qirij
r3ij
fij(rij) , (4.5)
and
fij(rij) = cij
4∑
k=0
(bijrij)k
k! e
−bijrij , (4.6)
where cij and bij are additional free parameters. Wilson and Madden [65] chose this functional
form because it had previously been used by Tang and Toennies [67] to model how van der
Waals interactions change when ions are very close together. Wilson and Madden [65] tested
this formalism in a wide range of crystalline environments, finding that the dipole moments
it produced were in good agreement with those calculated by DFT. They also found that the
resulting dipole moments behaved more sensibly than those produced by a shell model.
When short-range dipole moments are included Eq. (4.3) becomes:
di = αiE + dsri . (4.7)
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This means that the only quantity not yet specified that is needed to work out the dipole
moment on ion i (located at ri) is the electric field at ri. This electric field can be calculated
from simple electrostatics if all the charges and dipole moments are known. At first this may
seem like a problem: to calculate the dipole moments you need to know the electric field; to
calculate the electric field you need to know the dipole moments. However, computationally
the equations that determine the electric field and the dipole moments can be solved self-
consistently, i.e. an initial guess for the dipole moments is used and then this guess is
systematically refined until both equations are satisfied. During such a self-consistent cycle
the dipole moment at the nth iteration, d(n)i , is given by
d(n)i = αi E
(
ri; {d(n−1)j }j 6=i; {rj}j 6=i
)
+ dsri , (4.8)
where E(ri) is the electric field at position ri and its dependence on the dipole moments and
positions of all the other ions is indicated. Note that whilst Eqs. (4.2)–(4.5) have the form of
a pair potential (the potential energy being a sum of only interactions between pairs of ions),
the dipole moment of a particular ion is calculated from knowledge of the charges and dipole
moments of all the other ions, and in this way many-body interactions are being included in
the force field.
The equations given in this section describe the force field by describing the potential energy
of the system as a function of the co-ordinates of the ions. The force acting on any given ion
can be obtained from this potential energy by taking the appropriate derivative. However,
in order to use it in a simulation the values of the parameters Dij , γij , r0ij , qi, cij , bij and
αij need to be specified so that this force field approximately describes BaTiO3, rather than
another ionic material. This set of parameters will be labelled{η}, and the values are listed
in Appendix D. The next section will outline the procedure by which they were obtained.
4.3 Parameterising the force field
In order to use this force field, the set of parameters, {η}, needs to be determined. Ideally, a
large number of consistent, precise and accurate experimental data sets would be used to fix
these parameters; in practice, however, only a few experimental data points are available.
This means that either the number of parameters, and consequently the complexity of the
force field, must be decreased or these parameters should be determined theoretically. Modern
simulations based on quantum mechanics (such as DFT) can provide a large volume of data,
and they include most of the subtleties of the bonding. The reason for not tackling the
whole problem using these techniques is that the length and time scales accessible to them
are several orders of magnitude below those accessible with a force field. In this work DFT,
which calculates energies, forces and stresses (all quantities a force field can also calculate), is
used. The same atomic configurations are simulated both in DFT and with the force field,
and the set of parameters is varied until the following quantities calculated with the force
field are as close to the values calculated with DFT as the functional form will allow:
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• Each component of force acting on each ion in each configuration.
• The relative potential energies of the configurations.
• Each component of the internal stress tensor of the simulation cell in each configuration.
This idea of fitting to quantum mechanical forces was first introduced by Ercolessi and
Adams [68]. It was extended to include stresses by Laio et al. [69], and to include energy
differences by Tangney and Scandolo [61].
The parameterisation procedure applied here used forces, energy differences and stress from
DFT as input data. To quantify how well the resulting force field reproduces this data a
measure of the quality of fit, Γ, is needed, and following Ref. 60:
Γ ( {η} ) = ωf∆F ( {η} ) + ωs∆S ( {η} ) + ωe∆E ( {η} ) . (4.9)
Here ∆F , ∆S and ∆E are the quality of fit for the forces, stresses and energy differences
respectively, and their associated weights are labelled ωf , ωs and ωe. These weights take into
account the different numbers of data points for each quantity, e.g. for a given configuration
of N ions there are 6 independent components to the stress tensors and 3N force components.
For Nc configurations, each of which contains N ions, the quality of fit for these quantities is
given by
∆F =
√
Nc∑
k=1
N∑
i=1
∑
α
|FαFF,ki − FαDFT,ki|2√
Nc∑
k=1
N∑
i=1
∑
α
(
FαDFT,ki
)2 , (4.10)
∆S =
√
Nc∑
k=1
∑
α,β
|σα,βFF,k − σα,βDFT,k|2
B
√
6Nc
, (4.11)
and
∆E =
√
Nc∑
k,l
[(
EFFk − EFFl
)− (EDFTk − EDFTl )]2√
Nc∑
k,l
(
EDFTk − EDFTl
)2 , (4.12)
where Fαki is component α of the force acting on ion i in configuration k; σ
α,β
k is component
αβ of the stress tensor of configuration k; Ek is the potential energy of configuration k; and
whether the quantity was calculated with DFT or with the force field (FF) is also indicated.
The numerator of these terms quantifies the difference between the values calculated with
the force field and with DFT, whereas the denominator quantifies the significance of this
deviation. In the case of stress the denominator is related to the bulk modulus, B, of the
material as this is a measure of how much stress is needed to deform the material∗. Note that
∗The concept of bulk modulus is discussed in more detail in Section 5.6 of Chapter 5.
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the larger these measures (Γ, ∆F , ∆S and ∆E) become, the worse the agreement between
the force field and DFT becomes.
Now that the quality of fit can be defined, atomic configurations (called snapshots) have to
be chosen for use in the parameterisation procedure, i.e. it is the forces on the ions in these
configurations which will be calculated with DFT and used as input data. In practice only a
finite number of snapshots can be used, so the chosen snapshots need to be representative of
the typical arrangement of the ions within actual BaTiO3. The reason for this is that the
force field is not a perfect description of BaTiO3 so there is a trade-off between transferability
(the ability of the force field to describe a wide range of atomic configurations) and accuracy.
It is too much to hope that the force field will work perfectly in all situations, so it is more
important that the force field accurately describes BaTiO3 under normal circumstances than
under abnormal ones.
These snapshots, therefore, have to be chosen carefully. One way to choose them is to
perform a series of simulations at constant pressure, each one corresponding to a different
temperature. Then some of the configurations of the system in these simulations are chosen
to be the snapshots. Ab initio MD (where the forces are generated from quantum mechanical
simulations) can be used, but it is computationally expensive; this means that the snapshots
may not be well separated in time, and as a result the forces in different snapshots may
be correlated and, therefore, the set of snapshots would contain less information. In this
work classical MD (where the forces are generated from the force field) is used to create the
snapshots. The procedure is as follows:
1. Create an initial set of configurations.
2. Use these configurations to compute forces, energy differences and stresses with the
force field and with DFT.
3. Minimise Γ with respect to {η}†.
4. Using the new {η}, run an MD simulation in the NPT ensemble to equilibrate the
system to a given temperature and pressure.
5. Run an MD simulation in the NPE ensemble and extract a new set of configurations,
these configurations being well separated in time.
6. Repeat this process using these new configurations instead of the initial configurations
and continue repeating until Γ converges.
In the first iteration a sensible guess for the initial configurations has to be made. This
guess will never be perfect so the force field generated in this iteration will not be truly
†The Powell minimisation algorithm (a description of which can be found in Numerical Recipes 3rd ed.
Chapter 10 [70]) was used.
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representative of real BaTiO3. Consequently the second set of configurations generated
from this first version of the force field will not be representative, but they should be more
representative then the configurations used in the previous step. As the iterations continue it
is hoped that the configurations become more and more representative, and the force field
becomes a better and better description of BaTiO3.
Wang and van Voorhis [71] have studied the issue of whether the atomic configurations used
in the parameterisation procedure should be generated from classical MD (the approach used
here) or from ab initio MD. They conclude that there are situations where either approach
fails to create an accurate force field and they advocate using a combination of configurations
generated from both classical and ab initio MD. This was not done here due to the large
computational cost of performing ab initio MD simulations of reasonably large supercells.
4.3.1 Adjustments for multi-phase systems
BaTiO3 has four different phases and so it is reasonable to assume that configurations typical
of one phase may not be typical of the other phases. To ensure that the force field can simulate
all these phases, therefore, the snapshots used in the parameterisation procedure should be
taken from all four phases. This necessitates redefining how the quality of fit is measured.
To see why consider, for example, forces. Typical forces are smaller in magnitude in the
low-temperature phase because the ions do not move as far from their equilibrium positions.
Since these forces are small, whilst the percentage difference between the DFT derived forces
and the force field derived forces may be large, the absolute difference will be small. If the
absolute differences between these forces in the low-temperature phase are markedly smaller
than these differences in the other phases, the data from the low-temperature phase will
hardly contribute to the summations in both the numerator and denominator of Eq. (4.10),
the equation which defines ∆F . The resulting fit will, therefore, favour the high-temperature
phases at the expense of the low-temperature phases. Similar behaviour is expected with the
stresses.
To avoid this, ∆F and ∆S were here redefined to be
∆F = 1
Nc
Nc∑
k=1
√
N∑
i=1
∑
α
|FαFF,ki − FαDFT,ki|2√
N∑
i=1
∑
α
(
FαDFT,ki
)2 (4.13)
and
∆S = 1
Nc
Nc∑
k=1
√∑
α,β
|σα,βFF,k − σα,βDFT,k|2
√
6B
. (4.14)
With this new definition the fractional difference between DFT stresses and force field stresses
in every snapshot is calculated separately and then summed (and the same for the forces).
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The result is that the fractional difference in each snapshot has equal weighting, regardless of
the magnitudes of the forces or stresses in the snapshots.
4.3.2 The parameterisation of the force field for BaTiO3
The parameterisation procedure has been explained for the general case, and it consists of a
series of different types of computation, namely: MD simulations to compute the snapshots;
DFT and force field calculations to compute forces, energy differences and stresses; and
minimisations of the cost function to compute the optimal set of force field parameters.
The technical details behind these computations depend on the particular material being
considered. Below the exact way in which they were performed in order to generate the new
force field for BaTiO3 presented in this work is explained.
In each iteration of the parameterisation process twenty snapshots were used; five each from
MD simulations performed at 100 K, 200 K, 300 K and 500 K. Each snapshot used was a
3× 3× 3 supercell (i.e. the system simulated consisted of a five-atom formula unit of BaTiO3
repeated three times along each axis, making 135 atoms in total), and periodic boundary
conditions were applied. This was the largest system that could realistically simulate within
DFT with the computational resources available. In general the larger the supercell the
better as this minimises any artificial correlations arising from an ion interacting with any of
its periodic images. During the parameterisation procedure both DFT and MD simulations
were performed on these supercells.
The MD simulations (using an in-house code) were equilibrated to a constant temperature
of either 100 K, 200 K, 300 K or 500 K by applying a velocity-rescaling thermostat. The
pressure was held constant by means of a Parrinello-Rahman barostat [22], where the barostat
mass was set to 1× 107 au (roughly 0.9 times the total mass of the ions within the supercell).
This, therefore, approximately corresponded to the NPT ensemble, and 30 ps were simulated.
An additional 30 ps were then simulated in the NPE ensemble, and during these simulations
snapshots were extracted every 5 ps. In all these simulations a time step of 35 au (roughly
0.85 fs) was used.
The DFT simulations were then performed using the plane-wave DFT code Quantum ES-
PRESSO [72]. These simulations used the LDA XC functional, norm-conserving pseudo-
potentials, a 170 Ry kinetic energy cut-off, and a 3 × 3 × 3 grid of k-points. Convergence
tests that show the appropriateness of these parameters (and a further discussion about the
technical details) can be found in Appendix C, though it is worth commenting here on the
choice of XC functional.
Different XC functionals produce different lattice parameters. For example, the LDA XC func-
tional underestimates the lattice parameter of cubic BaTiO3 by between 1–2% [73]. However,
it is also known that if the volume of the system is fixed at a certain value all XC functionals
calculate roughly the same structural parameters (see, e.g., the paper by Wahl, Vogtenhuber
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and Kresse [74], or the review by Rabe and Ghosez [73]). This suggests that the choice of
XC functional is unimportant if any error in the unit-cell volume is corrected for and so it is
common within the DFT community to fix the volume of the system to the experimental
volume. Also, because the exact structure of all but the rhombohedral phase is still a matter
of debate, a definitive comparison to the high-temperature phases cannot be made. The
LDA XC functional was chosen because I had created a set of pseudopotentials for use with
this XC functional that performed well in testing (these pseudopotentials are described in
Appendix C). The underestimation of the unit-cell volume was then corrected separately
either by holding volume constant in the simulations or by holding pressure constant. When
pressure is held constant the value of this pressure has to be chosen, which is, in effect, an
additional free parameter. In Chapter 9 this pressure was chosen to be −8.5 GPa. This value
was an estimate of the pressure required to correct the underestimation of the volume. This
estimate was produced from early calculations that were carried out before the parameterisa-
tion procedure was completed, so is a rough guess at the pressure required to produce the
experimental volume.
The cost function also contains four numbers that need specifying, the weights appearing in
the cost function, Eq. (4.9), being three of them. The values chosen were:
ωf = 1.0 ; ωs = 0.1 ; ωe = 0.05 . (4.15)
These values reflect the fact that there is more data about the forces than about the stresses,
and more data about the stresses than about the energy differences. The parameterisation
procedure therefore prioritises the quantities about which there is more information. The
final fit is insensitive to the exact values of these weights as long as the energy differences
and stresses are given a relatively small weight. The remaining number is the bulk modulus,
which was taken to be 100 GPa as this is, to within an order of magnitude, what is observed
in experiment (cf. in the cubic phase the bulk modulus was found by experiment to be
162 GPa [8]).
The technical details above explain exactly how the parameterisation procedure was performed
in order to generate the force field for BaTiO3. However, two force fields were in fact generated,
the only difference between them being the exact value at which pressure was held constant
in the MD simulations; in one it was held constant at 0.0 GPa, in the other −8.5 GPa (here
they will be referred to as the 0.0 GPa force field and the −8.5 GPa force field respectively).
As mentioned above, the value of −8.5 GPa was a rough estimate of the pressure required to
reproduce the experimental unit-cell volume. The idea was that a different force field might
be more appropriate in different circumstances. For example, all the results presented in
Chapter 9 are obtained from simulations in which the pressure was held constant at −8.5 GPa.
It is therefore arguable that the −8.5 GPa force field should be used in these simulations as the
snapshots used to create it should more closely correspond to the conditions which it is being
used to simulate. The parameters for both force fields are listed in Appendix D. Table 4.1
shows the number of iterations used in the parameterisation procedure that generated each
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force field, and the minimised cost function at the end of the last iteration. Note that different
configurations were used to generate each force field.
pFF (GPa) Iterations Γ (%) ∆F (%) ∆E (%) ∆S (%)
0.0 6 12.58 12.38 4.74 0.41
-8.5 3 16.16 16.08 2.76 0.42
Table 4.1: Quality of fit for the new force field. Γ, ∆F , ∆E and ∆S are measures of
the error in the force field’s ability to reproduce DFT data and are defined in the text.
Roughly speaking, Γ is a measure of the total error, ∆F a measure of the errors in the
forces, ∆E a measure of the errors in the potential energy differences, and ∆S a measure
of the errors in the stresses. The quality of fit in the last iteration of the parameterisation
procedure of two force fields is listed, one force field being parameterised from snapshots
corresponding to the system having a pressure of 0.0 GPa, the other from snapshots
corresponding to the system having a pressure of −8.5 GPa (the pressure being denoted
by pFF). Each of the force fields was produced by a different number of iterations of the
parameterisation procedure, the exact number of iterations being listed in this table.
As can be seen in Table 4.1, the 0.0 GPa force field agrees more closely with DFT than the
−8.5 GPa. This might suggest that the analytic form of the force field is less appropriate at
larger volumes.
A test of these force fields is how well they model the same situation at the same volume.
The following scenario was considered. A single five-atom unit cell of BaTiO3 was simulated
with periodic boundary conditions, where the volume and shape of the unit cell were fixed at
the experimental cubic-phase values (these values are listed in Appendix B). The potential
energy difference between the prototype structure and the lowest energy arrangement of the
Ti ions and O ions within that unit cell was calculated. Note that a single ion is not being
moved on its own as all of its periodic images also move, so technically a sublattice is being
moved. This change in potential energy (∆E˜) calculated with the two force fields and with
DFT is listed in Table 4.2. The value calculated with the 0.0 GPa force field agrees much
more closely with DFT than the −8.5 GPa force field.
Ideally the choice of negative pressure used in a simulation would ensure that the simulated
volume and the experimental volume agree. For this reason, the better agreement of the
0.0 GPa force field than the −8.5 GPa force field to DFT at this experimental volume led to
the empirical choice to use only the 0.0 GPa force field, even when studying the system at a
constant pressure of −8.5 GPa. Work on the −8.5 GPa force field was therefore abandoned
(which is why only three iterations of the parameterisation procedure were performed), and
all the results presented in this thesis were produced with the 0.0 GPa force field, which from
now on will be referred to as just the force field.
The largest errors are in the force field’s ability to reproduce DFT forces; a measure of
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Method pFF (GPa) ∆E˜ (meV)
DFT — 41.0
FF 0.0 35.3
FF −8.5 12.6
Table 4.2: Comparison of the potential energy difference (∆E˜) between the prototype
structure and the structure when the Ti and O sublattices are fully relaxed, as calculated
by DFT and by the two force fields that were parameterised from snapshots obtained
from simulations at different pressures (pFF). The unit cell simulated contained five
atoms and the volume and shape of this unit cell were fixed at the experimental cubic
phase values listed in Appendix B.
this difference is ∆F , which was found to be roughly 12.4%. Is this close agreement? One
way of finding out is to compare it to the difference in forces produced by different DFT
XC functionals, which is in some sense a measure of the uncertainty in the values of the DFT
forces because it is not always clear a priori which XC functional should be used. To quantify
this difference, in analogy to the definition of ∆F in Eq. (4.13), the following measure was
defined:
∆FXC =
1
Nc
Nc∑
k=1
√
N∑
i=1
∑
α
|FαPBE,ki − FαLDA,ki|2√
N∑
i=1
∑
α
(
FαLDA,ki
)2 . (4.16)
The forces on the ions within fifteen snapshots were calculated with both the LDA XC func-
tional and the PBE XC functional‡. Of these 15 snapshots 5 were extracted from a 100 K
MD simulation, 4 from a 200 K MD simulation, 3 from a 300 K MD simulation and 1 from a
500 K MD simulation; in each case the pressure was held constant at 0.0 GPa. ∆FXC was
found to be 22%, significantly larger than ∆F , suggesting that the agreement between the
force field and the DFT data (using the LDA XC functional) is better than the agreement
between different XC functionals.
4.4 Caveats
The parameterisation procedure used MD simulations to generate the parameterisation
snapshots. However, the properties of the final force field were not known at the start of this
procedure, so some assumptions had to be made in order to perform these MD simulations, in
particular the values of the phase transition temperatures and the appropriate supercell size
to use. It is therefore worthwhile commenting, with the knowledge gained from the chapters
‡When using the PBE XC functional a kinetic energy cut-off of 70 Ry was used with ultrasoft pseudopotentials,
and when using the LDA XC functional a kinetic energy cut-off of 170 Ry was used with norm-conserving
pseudopotentials. In both cases a 3 × 3 × 3 grid of k-points was used. With these parameters forces are
converged to less than 1 meV/Å.
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that follow, on the soundness of these assumptions.
The temperatures simulated in the parameterisation procedure (100 K, 200 K, 300 K and
500 K) were chosen because the experimental phase transition temperatures suggest that
at each one of these four temperatures a different phase will be observed. However, the
transition temperatures measured by the force field may not agree with experiment. In fact
the underestimation of the lattice parameter results in smaller energy barriers (as discussed
in Section 7.3 of Chapter 7), suggesting that when the pressure is held at 0.0 GPa, as was the
case in the parameterisation procedure, the transition temperatures would be underestimated.
Whilst this is the case, supercell size effects are even more severe. In Chapter 6 it is shown
that a supercell size of 3× 3× 3, as was used in the parameterisation procedure, produces the
cubic phase at temperatures at which the rhombohedral phase is expected. This suggests that
only configurations corresponding to the cubic phase were in fact used in the parameterisation
procedure. This is unfortunate but unavoidable as the computational cost of using bigger
supercells is prohibitively large. Nevertheless, Chapter 5 shows good agreement between
a whole host of properties calculated with DFT and with the force field. One explanation
for this agreement is that since the arrangement of atoms in all the phases is very similar
(particularly in the order–disorder model), the configurations obtained from the cubic phase
do contain information relevant to the other phases. It is also worth noting that using data
from four different temperatures does ensure that information about the effect of supercell
volume is included because the supercells will expand with increasing temperature.
4.5 Summary
A new force field for BaTiO3 has been created that treats the system as being comprised of
polarisable ions, where this polarisability includes many-body interactions. The parameters
within this force field were fitted to DFT data (forces, energy differences and stresses). The
error in the fitted forces was roughly 13%, so the force field should be capable of reproducing
the dynamics of the system. However, it is not clear whether the errors on other properties
that can be measured in simulations (such as Born effective charges and elastic constants) are
small enough. Further tests are therefore necessary, and this is the focus of the next chapter.
58
Chapter 5
Quality of the force field
A force field consists of two parts: an analytic form and a set of free parameters. The
procedure for determining the free parameters within my new force field was outlined in
the previous chapter, and consisted of finding the parameters that resulted in the closest
agreement between certain quantities calculated with the force field and with DFT. These
quantities were calculated for a given set of ionic configurations and were: the forces acting on
the ions in these configurations; the internal stress of the simulation cell in each configuration;
and the potential energy differences between configurations.
This procedure resulted in good agreement between these quantities calculated with the
force field and with DFT, though not perfect agreement. This good agreement with DFT
indicates that the underlying physics and chemistry is being correctly described; however,
the question of whether this agreement is close enough remains. In this chapter a series of
tests are performed to check that other measurable properties of the system (observables)
calculated with the force field are in acceptable agreement with DFT.
The quantities considered in these tests include: energy differences, forces and stresses
for configurations not used in the fitting procedure; the change in potential energy when
various sets of ions are displaced; the structure of the ground-state; Born effective charges;
phonon modes; and elastic constants. All these tests were carried out on the well-defined
rhombohedral and prototype structures, the structure of the high-temperature phases being
investigated with the force field in Chapter 8.
All the results from DFT simulations presented in this chapter were obtained using the LDA
XC functional, a kinetic-energy cut-off of 170 Ry, and a 9× 9× 9 grid of k-points. The DFT
convergence tests that show the appropriateness of these DFT parameters can be found in
Appendix C.
5.1 Additional configurations
As described in Chapter 4, an iterative fitting procedure was used in which, at each iteration,
a different set of atomic configurations was considered. This procedure was deemed converged
when the quality of the fit from successive interactions of the parameterisation procedure
had converged, the quality of the fit being a measure of the agreement between DFT and the
force field on a given set of configurations (conversely the disagreement may be thought of as
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the error in the force field’s ability to reproduce DFT data). This means that the resulting
force field has been optimised to reduce this error on the ionic configurations used in the final
iteration, the other iterations ensuring that the ionic configurations used in the final iteration
are representative of the DFT PES. The assumption is that this model captures the most
important aspects of the underlying physics and would, therefore, reproduce DFT data for
configurations not used in the final iteration of the fitting procedure almost as well as for
configurations that were.
A good test of this assumption is to take the configurations that would have been used in
a hypothetical additional iteration of the fitting procedure, and calculate the quality of fit
with the force field. Note that the force field is not re-parameterised with respect to these
new configurations; here the quality of fit is being used solely as a measure of the agreement
between DFT and the force field.
In the previous chapter a measure of the quality of fit (Γ)∗ was defined which had three
contributions: the fit in the energy differences (∆E); the fit in the force components (∆F );
and the fit in the components of the stress tensor (∆S). In short, Γ is a measure of the error in
the values of forces, energy differences and stresses calculated by the force field in comparison
to those calculated by DFT. Table 5.1 shows the quality of fit for the configurations used in
the final iteration, and for the configurations that would have been used in a hypothetical
additional iteration. There is a slight increase in the errors for the additional configurations
compared to the configurations used in the final iteration, but this is to be expected as the
same force field, which had been optimised to minimise Γ for the final configurations only,
was used in both cases. Overall there is good agreement between the force field and DFT for
both sets of configurations.
Configuration Γ (%) ∆F (%) ∆E (%) ∆S (%)
Final 12.58 12.38 4.74 0.41
Final+1 13.33 13.07 5.83 0.44
Table 5.1: Quality of fit for different sets of ionic configurations. Γ, ∆F , ∆E and ∆S
are measures of the error in the force field’s ability to reproduce DFT data and are
defined in Chapter 4. Γ is a measure of the total error, ∆F a measure of the errors in
the forces, ∆E a measure of the errors in energy differences, and ∆S a measure of the
errors in stresses. Note that the same force field was used with each configuration.
5.2 Potential energy surface
Whilst energy differences were included in the fitting procedure, it was important to check
that the force field accurately describes the DFT PES of BaTiO3 because both DFT and
∗Perversely if this measure is large the quality of the fit is poor, and if it is small the quality of the fit is good.
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the force field would be used later to study this PES in depth (see Chapter 7). In Chapter 7
displacements of sublattices (i.e. when one ion is displaced in a unit cell all the equivalent ions
in other unit cells are identically displaced) are considered. This was done for comparison
with existing results [46, 45] and because it allows us to compare the force field on a greatly
simplified PES. A five-atom unit cell is typically chosen to describe BaTiO3, and as all
the phases in the displacive picture may be thought of as small displacements from the
high-symmetry prototype structure, it is displacements from this prototype structure that are
typically considered. Any set of sublattice displacements can be thought of as a path through
the PES. The following paths were calculated both with the force field and with DFT:
1. Displacing the Ti sublattice from the prototype structure along the [111] direction
whilst keeping the other sublattices fixed.
2. Displacing the Ti sublattice from the prototype structure along the [111] direction and
relaxing the O sublattices.
In each case the unit cell volume was fixed at the experimental cubic phase volume, and the
potential energy was calculated by both DFT and the force field as the Ti sublattice was
displaced by different amounts. The results are shown in Fig. 5.1. Whilst there appears to be
a cusp in the curve produced by the second path, this is actually two curves corresponding to
two different arrangements of the O ions; one arrangement corresponds to the O ions being
displaced from the prototype structure in the [111] direction, and the other arrangement
corresponds to the O ions being displaced in the [1¯1¯1¯] direction (this is discussed in more
detail in Section 7.2.1 of Chapter 7). The force field does not capture the small energy drop
observed when the Ti sublattice alone is displaced (see path 1.), probably because this energy
drop is so small and the fit to energy differences is not perfect. The rest of the PES is well
characterised. As discussed in Chapter 7 Section 7.3, this small energy drop is reproduced by
the force field at larger unit cell volumes where this energy drop, as measured by DFT, is
larger.
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Figure 5.1: Comparison of paths through the potential energy surface of BaTiO3
calculated with DFT and with the force field (FF). The top curves correspond to displacing
only the Ti sublattice (path 1.) and the bottom curves correspond to displacing the Ti
sublattice and also relaxing the O sublattices (path 2.). In each case the displacement,
in fractional co-ordinates and therefore dimensionless, of the Ti sublattice from the
prototype structure (δTi) was plotted against potential energy. The zero of energy in
the DFT and FF results is arbitrary; in both cases the lowest value of energy plotted
was chosen to be the zero of energy.
5.3 Ground-state structure
The ground-state structure of BaTiO3 can be written, in fractional co-ordinates, as:
Ba (0, 0, 0)
Ti
(
1
2 + δTi,
1
2 + δTi,
1
2 + δTi
)
O
(
1
2 + δOII ,
1
2 + δOII , 0 + δOI
)
O
(
1
2 + δOII , 0 + δOI ,
1
2 + δOII
)
O
(
0 + δOI , 12 + δOII ,
1
2 + δOII
)
(5.1)
where δTi, δOI , and δOII are fractional displacements from the prototype structure. The
ground-state structure has rhombohedral symmetry, the lattice vectors all have length a, and
the angle between any pair of vectors is labelled α.
The structural parameters calculated with both DFT and the force field are listed in Table 5.2,
and were calculated by minimising the potential energy with respect to atomic positions and
lattice vectors. The calculated parameters generated by the force field agree closely with
those generated by DFT, but the agreement with the experimental values is less good. DFT
(with the LDA XC functional) underestimates a by roughly 2%, and all the displacements
from the prototype structure are also underestimated.
This problem is well known in the DFT community (e.g. see Rabe and Ghosez [73]) and is
typically overcome by fixing the volume of the unit cell to that measured by experiment.
That is one approach that I have used (particularly in Chapter 8), but to determine the
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phase transition temperatures it is more appropriate to fix the pressure instead of the volume
because the phase transitions are accompanied by changes in volume and unit-cell shape. In
Chapter 9 a negative pressure of −8.5 GPa is applied via a Parrinello-Rahman barostat [22].
When this value was chosen the properties of the force field had not been been fully explored
and, as can be seen in Table 5.2, its application results in too large a unit cell, with the
sublattices being displaced from the prototype structure by too large an amount (showing
that strain couples strongly to the ferroelectric distortion). An ideal value of this pressure
must, therefore, lie somewhere between 0 GPa and −8.5 GPa, and this approach is capable of
correcting either the lattice parameters or the structural parameters. It is not necessarily the
case that the value of pressure that best reproduces the experimental lattice parameter is also
the value that best reproduces the structural parameters. This negative pressure is, therefore,
an additional tunable parameter in my model when performing constant pressure simulations,
and needs to be chosen to ensure agreement of the lattice parameters with experiment.
a (Å) α δTi δOI δOII
DFT (LDA) 3.921 89.99◦ 0.004 −0.004 −0.007
FF (0 GPa) 3.929 89.98◦ 0.005 −0.005 −0.005
FF (−8.5 GPa) 4.014 89.93◦ 0.013 −0.014 −0.023
Exp. [8] 4.001 89.87◦ 0.011 −0.011 −0.018
Table 5.2: Comparison of the ground-state structure calculated via different methods.
The ground-state structures calculated with the force field are labelled FF and are
followed, in brackets, by the applied pressure. Note that whilst the pressure was varied,
the same force field was used in both cases.
5.4 Phonon modes
Information about the phonon modes was not used in the parameterisation procedure and is,
therefore, a good test of the force field. The phonon modes were calculated from the force
field using the finite-displacement method [14]. This involves taking a supercell and displacing
some of the ions within it away from their equilibrium positions. The restoring force acting
on a displaced ion provides information that can be used to calculate the frequency of phonon
modes whose wavelengths are compatible with the size of the supercell. These modes can be
compared to those calculated from DFPT, an extension of DFT which calculates phonon
frequencies by considering how the electron density changes in response to a perturbation,
this perturbation being caused by a small shift of the nuclei away from equilibrium. These
techniques were discussed in Chapter 2 and further details can be found in the review by
Baroni et al. [13].
Here the finite-difference calculations were performed with the program fropho [75] and an
in-house program. The displacement patterns that needed to be studied were determined by
fropho and the forces acting on these ions (according to the force field) were then determined
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by the in-house program. These forces were then processed by fropho to calculate the phonon
modes. Three supercell sizes were used (10 × 10 × 10, 12 × 12 × 12 and 14 × 14 × 14) in
order to calculate the frequencies of phonons with a wide range of wavelengths. The DPFT
calculations were performed with the Quantum ESPRESSO [72] suite of programs.
The phonon dispersion curves of two different ionic configurations were calculated using these
two methods, the first configuration being the prototype structure with the experimental
cubic lattice vectors and the second being the theoretical ground state (as calculated by
DFT). This theoretical ground state consists of the ionic configuration and the lattice vectors
that give the lowest potential energy, and corresponds to the values given in the first row of
Table 5.2.
Phonon dispersion curves plot wavenumber (k, a vector with three components) against
frequency (ω). In general this is a four dimensional space, so the dispersion curves are
traditionally plotted only along certain paths through the Brillouin zone (k-space) that
traverse various high-symmetry points. The high-symmetry points considered here (in terms
of reciprocal lattice vectors) are:
Γ (0, 0, 0)
X
(
1
2 , 0, 0
)
M
(
1
2 ,
1
2 , 0
)
R
(
1
2 ,
1
2 ,
1
2
)
The path through the Brillouin zone considered here is: Γ→ X →M → Γ→ R→M .
The calculated phonon dispersion curves are shown in Fig. 5.2, where imaginary phonon
frequencies have been plotted as negative numbers. Good agreement is seen throughout
the whole Brillouin zone. The phonon dispersion curves of both phases are very similar
apart from a few low frequency modes which have imaginary frequency in the cubic phase
(indicating that this phase is unstable) and real frequencies in the rhombohedral phase, as
expected from the displacive model (see Chapter 3 for a discussion of how phonon modes
behave according to this model). An in-depth study of the phonon modes of BaTiO3 can be
found in the PhD thesis of Ghosez [20].
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(a) Prototype phase (a=4.0 Å).
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(b) Theoretical ground state.
Figure 5.2: Comparison of phonon modes calculated with DFPT and with the force
field, here labelled FF. In these graphs imaginary frequencies have been plotted as
negative numbers.
5.5 Born effective charges
Ghosez [20] used Born effective charges to investigate ferroelectricity in BaTiO3. Born
effective charges are a measure of the change in polarisation for a given displacement of a
sublattice. The Born effective charge is a tensor quantity whose components are defined as
follows:
Z?κ,αβ = Ω
∂Pβ
∂uκ,α
∣∣∣∣
E=0
. (5.2)
Here Pβ is the component of the electrical polarisation parallel to the β axis, uκ,α is the
displacement of sublattice κ parallel to the α axis, E is an external electric field, and Ω is the
volume of the unit cell.
The force field is fitted so that it reproduces energy differences, forces and stresses produced
by DFT in order to give an accurate representation of the PES. When calculating these
forces, energy differences and stresses many different interactions are taken into account (for
example electrostatic interactions from charges or from dipoles), but it is only the total values
that are fitted to, e.g. the total force produced by the force field is fitted to the total force
produced by DFT, rather than fitting the different interactions separately. This means that
individual interactions may not agree between the force field and DFT, so it is instructive to
see how well Born effective charges, a measure of one of the electrostatic interactions, are
reproduced by the force field.
As the wavelengths of phonon modes approach infinity their frequencies can be related to
Born effective charges. For polar materials there is a splitting between infinite-wavelength
longitudinal optical phonon modes (LO modes) and infinite-wavelength transverse optical
phonon modes (TO modes). For optical phonon modes the oscillations of different sublattices
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are out of phase, so for long wavelengths this series of dipoles creates a long-wavelength
electric field. This LO-TO splitting arises because as a given wavelength approaches infinity
a large electric field is produced in the direction of the wave which opposes the motion in the
direction of the field, thereby increasing the frequency. Therefore the energetics of moving
ions parallel to or perpendicular to this wave are very different. The magnitude of this
splitting is related to Z?/
√
ε (see Baroni et al. [13] for details), where ε is a component of the
high-frequency limit of the relative permittivity tensor. This splitting occurs in the frequency
of phonon modes, so is a property of the dynamical behaviour of the ions. This means that
it should be reproduced by the force field, and consequently Z?/
√
ε, rather than just Z?,
should agree between DFT and the force field. Since this effect is observed as wavelengths
approach infinity, the agreement of this quantity can be thought of as one measure of the
quality of the long-range interactions produced by the force field.
A less rigorous way of thinking about this is as follows. The long-range forces will be
dominated by the electrostatic interactions because these decay the slowest with distance.
The Coulomb force between point charges qi and qj within a medium with relative permittivity
εr has the prefactor qiqj/εr, so one could say that qi/
√
ε characterises the strength of the
Coulomb forces and that it is, therefore, not surprising that the long-range dynamics are
characterised by Z?/
√
ε.
A comparison of Z?i and Z?i /
√
ε for the prototype structure is given in Table 5.3. Z?i is an
eigenvalue of the Born effective charge tensor of a particular sublattice, and ε is an eigenvalue
of the high-frequency permittivity tensor. Note that for the prototype structure all the
eigenvalues of ε are equal, as are all three eigenvalues of the Born effective charge tensor of
both the Ba and Ti sublattices. The O sublattice has two distinct eigenvalues, one parallel to
the Ti–O bond (here labelled O‖), and one perpendicular to it (here labelled O⊥). These
tensors therefore have the following form
ε =

ε 0 0
0 ε 0
0 0 ε
 , (5.3)
Z?Ba =

Z?Ba 0 0
0 Z?Ba 0
0 0 Z?Ba
 Z?Ti =

Z?Ti 0 0
0 Z?Ti 0
0 0 Z?Ti
 Z?O =

Z?O⊥ 0 0
0 Z?O⊥ 0
0 0 Z?O‖
 , (5.4)
where Z?O is the Born effective charge tensor of the first O sublattice listed in Eq. (5.1), the
Born effective charge tensors of the other O sublattices being related to it by symmetry.
Table 5.3 shows excellent agreement between Z?/
√
ε calculated by DFT and by the force
field, suggesting that the long-range dynamics are being correctly captured. Born effective
charges calculated by the force field, however, are roughly half of the values calculated by
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sublattice Z?DFT Z?FF Z?DFT/
√
εDFT Z
?
FF/
√
εFF
Ba 2.74 1.53 1.05 1.08
Ti 7.38 3.84 2.84 2.71
O‖ -5.83 -3.05 -2.24 -2.15
O⊥ -2.15 -1.16 -0.82 -0.82
Table 5.3: Comparison of the eigenvalues of the Born effective charge tensor (Z?) of
different sublattices and Z? scaled by the square root of the relative high-frequency
permittivity (ε), as calculated by the force field (FF) and by DFPT. The values of ε
were calculated to be εDFT = 6.78 and εFF = 2.01. The effective charges listed are per
charge of the electron, and the relative high-frequency permittivity is dimensionless.
DFT, so whilst the long-range forces that the force field produces are accurate (and these
long-range interactions are dominated by the electrostatic interactions), the exact division
between forces produced by charges and forces produced by dipoles is probably incorrect.
As the total forces are correct the force field should be more than adequate to study the
dynamics of the ions, but if the force field were to be used in situations far from those used
in the parameterisation procedure (for example in systems with defects) the disagreement in
the exact origin of the force could become important.
5.6 Elastic constants
The different phases of BaTiO3 not only have different volumes, but also have different shapes.
It is, therefore, important that the force field correctly reproduces the energetics involved in
deforming the system, this being quantified by the elastic constants and by the bulk modulus
of the material.
The elastic constants of a material, written as the components of the stiffness tensor (cij),
relate components of the stress tensor (σi) to components of the strain tensor (j):
σi =
∑
j
cijj , (5.5)
where Voigt notation has been used to reduce the rank-two stress and strain tensors to
rank-one tensors, and the rank-four stiffness tensor to a two-index matrix (see, e.g., the
appendix of Nye’s book [76] on tensor properties of crystals). In essence, if a given elastic
constant is large it is hard to deform the material in the associated direction.
Since stress is related to force, and strain to the amount a material deforms, it is not surprising
that, for small strains, the potential energy of the system (E) may be written as:
E − E0 = Ω
∑
i
σii = Ω
∑
i,j
cijij , (5.6)
where Ω is the volume of the material and E0 is the potential energy of the undeformed
system (for further details see Chapter 22 of Ashcroft and Mermin [77]). Within a simulation
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the strain on the system can easily be varied by perturbing the vectors that define the unit
cell, keeping the fractional co-ordinates of the ions fixed. By choosing an appropriate strain
to apply, the summation in Eq. (5.6) can be restricted to contain just one elastic constant the
value of which can then be determined by varying the magnitude of this strain and recording
the change in potential energy. A quadratic function can then be fitted to the data and the
elastic constant extracted. This approach only requires some method for calculating the
potential energy of the system, so both DFT and the force field may be used.
The bulk modulus (B) of a material measures its resistance to a uniform compression. This
may be written as:
B = −Ω
(
∂p
∂Ω
)
T
= Ω
(
∂2E
∂Ω2
)
T
, (5.7)
where p is the applied pressure and temperature (T ) is held constant. One method for
calculating B in the cubic phase, therefore, is to vary the lattice parameter, and hence the
volume, and record the potential energy. A function can then be fitted to this data and
an estimate of the bulk modulus obtained. In this section the value of the bulk modulus
obtained in this manner is labelled B1.
Another way of calculating the bulk modulus involves linearising Eq. (5.7) as:
B = σ Ω∆Ω , (5.8)
where ∆Ω is a finite change in volume and σ is the magnitude of the applied hydrostatic
stress, i.e. the stress tensor has the form:
σ = (σ σ σ 0 0 0)ᵀ . (5.9)
For a system with cubic symmetry the resulting strain will have the form:
 = (   0 0 0)ᵀ . (5.10)
The fractional change in volume, therefore, can be written as:
∆Ω
Ω =
(1 + ) a (1 + ) b (1 + ) c− abc
abc
= 3 , (5.11)
where a is the magnitude of lattice vector a, b is the magnitude of lattice vector b, and c is
the magnitude of lattice vector c. Substituting Eq. (5.5) and Eq. (5.11) into Eq. (5.8), and
writing σ as σ1 because the stress is hydrostatic, gives
B =
∑
j c1jj
3 , (5.12)
and in the cubic phase c12 equals c13, which results in
B = 13 (c11 + 2c12) . (5.13)
The bulk modulus can also, therefore, be calculated from the elastic constants and in this
section the resulting value is labelled B2.
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Table 5.4 lists these elastic constants and bulk moduli calculated for the prototype structure.
In each case the lattice parameter was fixed at the value that minimises the potential energy
of the undeformed structure. Whilst there is good agreement between DFT and the force field,
there is poor agreement with experiment. This is likely to be due to the LDA XC functional,
which is known to overbind. This disparity in the elastic constants has previously been
observed by Piskunov et al. [78], who looked at the ability of a wide range of XC functionals
to reproduce the elastic constants, and other properties, of a series of ferroelectric perovskites.
They too found that the LDA XC functional overestimates the elastic constants.
a0 (Å) c11 (GPa) c12 (GPa) c44 (GPa) B1 (GPa) B2 (GPa)
DFT [78] 3.96 358 115 150 204 196
DFT 3.92 370 123 138 204 205
FF 3.93 312 139 140 202 199
Exp. [8] 4.00 206 140 126 162 162
Table 5.4: Comparison of elastic constants (cij) and bulk moduli (B) calculated with
the force field (FF), with my DFT results, the DFT results of Piskunov et al. [78] and
by experiment. Two different methods of calculating B were used, as discussed in the
text, with both the FF and DFT.
One interesting point to note is that the bulk modulus is in excellent agreement between DFT
and the force field, but that the calculated values of c11 and c12 are in less good agreement.
This is surprising because Eq. (5.13) equates the bulk modulus to a combination of these
two elastic constants. This suggests that the effect of a uniform scaling of all three lattice
vectors is being correctly reproduced by the force field, but that the effect of expanding or
contracting a single lattice vector is not being captured as well.
5.7 Summary
In this chapter it has been shown that there is excellent agreement between properties
calculated with DFT and with the new force field. This suggests that the good agreement
between DFT and the force field for interatomic forces translates into an acceptable accuracy
on observables. The good agreement also suggests that the force field is an accurate way
of performing atomistic simulations of BaTiO3 and that one can, therefore, use it to study
BaTiO3 with confidence.
It appears that the main limitation on the accuracy of the force field is not the underlying
model, nor the fit to DFT, but the choice of XC functional. With a different XC functional,
better agreement with experiment may be achieved. The main problem arising from the
choice of the LDA XC functional is that the force field underestimates the lattice parameter of
BaTiO3. As mentioned previously, this can be addressed by running simulations either with
the volume held constant or with a constant pressure applied. The drawback of applying a
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constant pressure is that its value is an additional parameter that has to be chosen empirically.
Also, holding either volume or pressure constant in a simulation are approaches best suited to
studying bulk BaTiO3, being difficult to apply to the simulation of free surfaces. Nevertheless
bulk BaTiO3 can be studied and many interesting questions about it, such as the nature of
the phase transitions, remain unanswered.
The main focus of this chapter was to verify that the force field agrees with DFT on properties
not included in the fitting procedure. This is certainly the case. A question that has not
been explored or discussed here is what phase transition temperatures this new force field
predicts. To answer this question involves running large, dynamical simulations, and the next
chapter outlines various factors, such as supercell size, that affect such simulations.
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Considerations for dynamical simulations
One of the aims in creating the force field is to study the phases of BaTiO3. To do so requires
running large, dynamical simulations. The main focus of this chapter is to explore one of the
principal factors that dramatically affect these simulations, namely supercell size, and one
key concept that is needed to analyse the results of such simulations, namely how to define
polarisation.
6.1 Defining an instantaneous polarisation
Ferroelectric materials have a switchable spontaneous polarisation, this being one of their
defining features and in BaTiO3 one of the main differences between the three ferroelectric
phases is the direction of this polarisation. Polarisation is, therefore, a key quantity to extract
from any simulation of BaTiO3 and here how to measure it is discussed.
The polarisation (P) of a finite number of ions can be defined as:
P =
∑
i
qiri , (6.1)
where qi is the charge on the ion located at ri . In a truly infinite crystal the situation is
more complicated as this sum diverges. However, the concept of a bulk polarisation density
(polarisation per unit volume) is still important because physical quantities related to it, such
as piezoelectric and pyroelectric constants, have a bulk component, a component which is
independent of surface structure and chemistry. One approach is to define the polarisation
density of the whole crystal as being the same as the polarisation density of a given unit
cell, but this leads to the resulting polarisation density being dependent on the arbitrary
choice of this unit cell. This dependence is illustrated in Fig. 6.1 and discussed at length in
the review by Tagantsev [79]∗. This review discusses how the quantities that experiments
actually measure are related to derivatives of polarisation density and, therefore, any choice
of unit cell may be made because polarisation differences are independent of this choice.
∗In this chapter the problem of defining a bulk polarisation density for a classical, ionic model is being
discussed. The associated problem for a quantum system is addressed by the modern theory of polarisation.
A good introduction to the modern theory of polarisation and its application to the study of ferroelectric
oxides is given by Resta [80].
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(a)
(b)
Figure 6.1: Illustration of how polarisation changes with unit-cell choice. The arrows
indicate the direction and magnitude of the polarisation vector of each unit cell.
6.1.1 Constant pressure simulations
To study the phase transitions of BaTiO3 (the results of this study are the focus of Chapter 9)
simulations at constant pressure were run. This involved allowing the volume and shape of
the simulated system to vary. I found that, for such a system, polarisation differences were
no longer independent of the choice of unit cell.
To demonstrate this consider the following scenario. At time t0 the system has the high-
symmetry prototype cubic structure. The description of this system is chosen to be a five-atom
unit cell tessellated throughout all space, the fractional co-ordinates of the atoms within this
unit cell being:
Ba (0, 0, 0)
Ti
(
1
2 ,
1
2 ,
1
2
)
O
(
1
2 ,
1
2 , 0
) (
1
2 , 0,
1
2
) (
0, 12 ,
1
2
)
.
(6.2)
The lattice vectors all have equal magnitude, labelled a0, and are mutually orthogonal. This
description of the unit cell results in the following polarisation density (ρ):
ρ0 =
1
a20
qTi + 2qO
2

1
1
1
 . (6.3)
Suppose that at a subsequent time, t1, the ions are found to have the same fractional co-
ordinates but one of the lattice vectors has changed its length to a1. The polarisation density
at time t1, therefore, is:
ρ1 =
1
a0a1
qTi + 2qO
2

1
1
a1
a0
 . (6.4)
If all the ions had their formal charges (i.e. qBa = +2, qTi = +4 and qO = −2) both ρ0 and
ρ1 would be zero. However, this is not the case with the force field (see Appendix D for
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a full list of force field parameters). With this force field qTi + 2qO 6= 0, and since in the
scenario being considered a1 6= a0 the difference in polarisation densities between these two
times (ρ1−ρ0) is clearly non-zero. By symmetry, however, the crystal at both t0 and t1 must
have zero polarisation, meaning that the change in polarisation density must also be zero.
Hence using this five-atom unit cell to define the polarisation density of the system results in
incorrect polarisation density differences when the lattice vectors change. This shows that
when lattice vectors vary, for example in constant pressure simulations, more care must be
taken over the appropriate choice of unit cell.
6.1.2 Definition of an instantaneous polarisation density
A suitable choice of primitive unit cell needs to be made in order to measure the instantaneous
polarisation density. This choice should allow us to assign a polarisation density to the system
at any given moment by summing contributions from all the localised cells, each of which
contains one Ba, one Ti and three O atoms. To solve the problem mentioned previously,
this choice should ensure that if the polarisation density is zero by symmetry, the calculated
polarisation density is also zero. It was shown in Section 6.1.1 that this is not the case for
the traditional five-atom unit cell described by Eq. (6.2).
The description of the local cell that I have chosen to use includes all ions that are on corners,
edges and faces of the five-atom unit cell, even if they would be included within the crystals by
periodic boundary conditions. This choice of cell is illustrated in Fig. 6.2. To avoid counting
a given ion multiple times, the contribution to the polarisation from ions which are located
at the corners of the cell is weighted by a factor of 18 , the contribution from ions located on
the faces is weighted by a factor of 12 , and the contribution from ions located on edges is
weighted by a factor of 14 . These weights also ensure that the unit cell is charge neutral and
stoichiometric.
(a) (b)
Figure 6.2: Unit cells for defining polarisation. (a) Five-atom unit cell. (b) Unit cell
that includes all ions located on corners, edges and faces.
The advantage of this unit cell choice is that the prototype structure has the same point-group
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symmetry as the crystal itself. This ensures that if symmetry forces a component of the
polarisation density of the crystal to be zero (at zero Kelvin), it also forces the equivalent
component of the polarisation density of the unit cell to be zero.
So far only the ionic contribution to the polarisation has been considered. At every time
step each ion, as modelled by the force field, has an electric dipole moment associated with
it. This dipole moment also contributes to the polarisation. If the dipole moment of ioni is
labelled di and the weighting of ion i is labelled ωi, the total polarisation of a unit cell can
be written as:
P =
∑
i in cell
ωi (qiri + di) , (6.5)
where the sum over di can be thought of as the electronic contribution to the total polarisation,
and the sum over charges multiplied by ionic positions can be thought of as the ionic
contribution.
The unit cells considered up to now, as depicted in Fig. 6.2, have been primitive unit cells.
However, it is also important to be able to define a polarisation density for a supercell. The
polarisation of a supercell is taken to be the summation of the polarisations of the individual
subcells contained within it.
6.2 Supercell size
To simulate bulk BaTiO3 computationally a finite number of atoms are explicitly simulated
in a supercell, the effects of the others being included by the application of periodic boundary
conditions. The supercell is constructed from the primitive unit cell containing one formula
unit of BaTiO3, i.e. five atoms, being repeated N times along each lattice vector. This forms
an N ×N ×N supercell. Such a simulation corresponds to bulk BaTiO 3 when N becomes
very large, but the larger the value of N the more computationally expensive the simulation
becomes. It is, therefore, important to find the lowest value of N at which the simulated
system still behaves like the bulk material.
For the case of constant pressure simulations there is an additional parameter that has to
be specified, the mass associated with the lattice vectors (as discussed below). In order to
study the effect of varying the size of the supercell, i.e. the value of N , the way in which this
barostat mass scales with system size needs to be determined.
6.2.1 Supercell barostat mass scaling
The simulations presented in this thesis hold pressure constant by means of the Parrinello-
Rahman barostat [22]. This barostat treats every component of the three lattice vectors as a
dynamical variable. As discussed in Chapter 2 Section 2.5.3, this is done via an extended
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Lagrangian approach, where this Lagrangian (Lext.) can be written as
Lext. =
∑
i
1
2miv
2
i − E − pΩ +
1
2Mcell
(
a˙2 + b˙2 + c˙2
)
, (6.6)
with mi being the mass of the ith ion; vi its velocity; E the potential energy; p the value of
pressure required; Ω the supercell volume; a, b and c the magnitudes of the lattice vectors;
Mcell being the cell mass parameter which quantifies the inertia of the lattice vectors (a
fictitious quantity used by the barostat algorithm); and a dot over a quantity denoting that a
derivative with respect to time has been taken.
If the size of the supercell is varied this Lagrangian scales as N3 (as can be seen most clearly
from the pΩ term), which implies that, assuming everything else is kept constant, Mcell must
scale linearly with N . This scaling law will be assumed throughout.
6.2.2 Results
To study the effect of changing the size of the supercell, a series of supercells of different sizes
was studied. The system, in each case, was brought to thermal equilibrium by running a
12 ps MD simulation in the NPT ensemble†, the temperature being set to 350 K and the
pressure to -8.5 GPa. This was followed by a 80 ps MD simulation in the NPE ensemble, with
the polarisation of the supercell being outputted every 0.08 ps. The barostat mass for the
9× 9× 9 supercell was set to 1.31× 107 au (roughly 0.04 times the total mass of the atoms
in the supercell), this mass being extrapolated via the scaling law derived above to determine
the mass of supercells of different sizes. In every simulation a timestep of 35 au was used.
Figure 6.3 shows polarisation density against time for a range of different supercell sizes‡.
The 9× 9× 9 supercell was found to be polarised with rhombohedral symmetry, as was the
7× 7× 7 supercell but larger polarisation fluctuations were observed in the smaller of these
supercells. For both the 3 × 3 × 3 and 5 × 5 × 5 supercells the polarisation density of the
system averaged to zero, so very different behaviour was observed in these different cases.
The polarisation of both the 3×3×3 and 5×5×5 supercells fluctuates about zero, which can
be interpreted in two ways: either the system is in the cubic phase and has no net polarisation;
or the system has a net polarisation but the direction of this polarisation precesses with time.
These two interpretations can be distinguished if the supercell is split up into a series of
subcells, each containing one formula unit of BaTiO3. In the case of the cubic phase, at any
given instant the polarisations of the subcells are approximately uncorrelated, whereas in the
case of a precessing global polarisation vector, at any given instant the polarisations of each
†Strictly speaking the NPT ensemble is only approximately simulated as the velocity rescaling thermostat only
ensures that the kinetic energy of the system is set to a value that corresponds to the required temperature.
‡Figure 6.3 shows the results for supercells of the form N ×N ×N where N is an odd number; even values of
N were also tried and the same trend observed.
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Figure 6.3: Polarisation against time for a range of different supercell sizes.
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subcell are aligned, the direction in which they align being a function of time. These two
models can, therefore, be distinguished by computing correlation functions.
The correlation function, Ci (∆r,∆t), quantifies the correlations between the polarisation
vectors of two subcells separated in space by a displacement of ∆r, and separated in time by
a period of ∆t. This function may be written as:
Ci (∆r,∆t) =
〈Pi (r0 + ∆r, t0 + ∆t)Pi (r0, t0)〉r0,t0
〈Pi (r0, t0)Pi (r0, t0)〉r0,t0
, (6.7)
where Pi (r0, t0) is the ith component of the polarisation vector of the subcell located at
position r0 at time t0. The notation 〈. . .〉r0,t0 indicates that an average is performed over all
possible choices of space-time origins (r0, t0). The normalisation of this function has been
chosen such that the autocorrelation of a subcell, at zero time separation, is unity.
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Figure 6.4: Spatial correlations in a 5× 5× 5 supercell along the three Cartesian axes.
Ci is the correlation of the ith component of subcell polarisation, as described in Eq. (6.7),
for two subcells separated in space by a distance ∆r (∆t = 0). When the graphs are
plotted against ∆x this separation between the subcells is solely in the x direction; when
the graphs are plotted against ∆y this separation between the subcells is solely in the
y direction; and when the graphs are plotted against ∆z this separation between the
subcells is solely in the z direction.
Figure 6.4 plots the correlation function along paths parallel to the x, y, and z axes for the
5× 5× 5 supercell. The x component of polarisation of a given subcell was found to have
little correlation with the x component of polarisation of subcells neighbouring it in either
the y or z directions, but a larger correlation with subcells neighbouring it in the x direction.
Similarly the y component was more correlated in the y direction and the z component in the
z direction. The same trend was observed for the 3× 3× 3 supercell, but there are fewer data
points in this smaller supercell. Since not all the components of polarisation were strongly
correlated in all directions these results are inconsistent with a precessing global polarisation
vector, and because these correlations are the same as those observed by Geneste [43] for
the cubic phase of BaTiO3 (calculated from an EH-based approach), my results demonstrate
that the 3× 3× 3 and 5× 5× 5 supercells closely resemble the cubic phase of BaTiO3 at the
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same temperature at which a 9× 9× 9 supercell observes the rhombohedral phase on the
timescales simulated. A comparison of spatial correlations for supercells of differing sizes is
given in Fig. 6.5(a), showing that supercell size has a pronounced effect.
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Figure 6.5: Correlations in supercells of various sizes: (a) spatial correlations as
described by Eq. (6.7); (b) temporal correlations as described by Eq. (6.8). For the
spatial correlation functions the correlation of the y component of polarisation of two
subcells separated by distance ∆x in the x direction is plotted.
Temporal correlations can also be studied as a function of supercell size. To simplify this
analysis a new correlation function, g(∆t), is constructed that only considers the temporal
correlations between a subcell and itself at a different time (i.e. no spatial separation, ∆x = 0)
and includes information about all three components of polarisation. This is done to reduce
the number of parameters that need to be considered. This correlation function has the form
g(∆t) = 〈
∑
i Pi (0, t0 + ∆t)P (0, t0)〉t0
〈∑i Pi (0, t0)Pi (0, t0)〉t0 , (6.8)
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where the denominator ensures that this function is unity when ∆t equals zero. This
correlation function was evaluated at a range of different supercell sizes and the results are
given in Fig. 6.5(b), showing that correlations decay to zero in small systems (as expected in
the cubic phase), and decay to a finite value in large systems (as expected in the rhombohedral
phase). At a given separation in time the temporal correlations were found to be larger in
larger supercells.
This large dependence on supercell size can be explained by a simple model where the
rhombohedral structure is only stable when a cluster of subcells each having this structure
forms, and where the size of this cluster is greater than some critical value. The stability of
such a polarised cluster in a real material is size-dependent. Larger clusters are more stable
and less vulnerable to thermal fluctuations. The same is true for simulation cells. Smaller
cells are more vulnerable (less resistant) to thermal fluctuations which destroy correlations.
This model is motivated by the work of Ghosez, Gonze and Michenaud [18, 19, 20], who
deduced from DFPT calculations on the cubic phase of BaTiO3 that the cubic phase was
unstable to the formation of linear chains of polarised subcells if the length of these chains
was greater than a certain critical length, calculated to be five unit cells. A similar conclusion
is also reached in Chapter 7 Section 7.4, where a polarised cluster is directly simulated with
the force field.
Consider the following scenario: a 3×3×3 supercell is polarised with rhombohedral symmetry,
every subcell being identically polarised. Thermal fluctuations then flip the direction of
polarisation of one of these subcells, and periodic boundary conditions mean that the
polarisation vectors of the periodic images of this subcell are also flipped. Since the supercell
size is relatively small this results in a large density of misaligned subcells, and there are now
no linear chains (or clusters) of identically polarised subcells whose length is greater than the
critical value. The rhombohedral phase, therefore, is no longer energetically favourable and
the system instead has cubic symmetry on a time average. This means that the rhombohedral
phase can only be stable in supercells whose size is large enough that periodic boundary
conditions do not enhance thermal fluctuations to such an extent that chains (or clusters)
greater than the critical size cannot form.
6.3 Summary
This chapter has presented a new procedure for calculating an instantaneous polarisation
that is valid even if the volume of the system varies with time. The effect of changing the
size of the supercell has also been investigated, with the results suggesting that a supercell
size of at least 7× 7× 7 is required, and that ideally a supercell size of 9× 9× 9 or greater
should be used.
Now that a new force field has been developed, the effects of supercell size have been studied,
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and a procedure for calculating polarisation has been created, BaTiO3 can be studied in
earnest. Chapter 7 uses DFT and the force field to study the PES of BaTiO3, and Chapters 8
and 9 present the results of dynamical simulations.
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Potential energy surface
The potential energy surface (PES) of a material maps out how its potential energy depends
on the positions of the nuclei contained within it. The aim of exploring a PES is to understand
why different structures are energetically favourable by considering how the energetics of
the system depend on the configuration of the atoms. In general this is a 3N -dimensional
problem (where N is the number of atoms) which is both computationally difficult to explore
and conceptually difficult to interpret; one typically, therefore, displaces a subset of the atoms
in various directions of interest. Here displacements of whole sublattices and displacements
of single ions were considered, enabling a new way of characterising the PES to be developed.
Other studies of the PES, however, only considered displacements determined by analysing
phonon modes, and it is therefore worth outlining the theory behind phonon modes here.
7.1 Theory
When the nuclei positions correspond to a stationary point, s.p., in the PES, the potential
energy of the system, E, can be expanded about the potential energy of the stationary point,
E0, in the following way:
E = E0 +
∑
i,j
∑
α,β
1
2
∂2E
∂uiα∂ujβ
∣∣∣∣
s.p.
uiαujβ , (7.1)
where uiα is the displacement of the ith nucleus in the α direction away from its stationary-
point position. Exploring the PES around this stationary point, therefore, can be achieved
by exploring the properties of the Hessian matrix, Dij , defined as:
Dijαβ ≡ ∂
2E
∂uiα∂ujβ
∣∣∣∣
s.p.
. (7.2)
Additional information can be gained by considering how the ions oscillate about this
stationary point. From Newton’s second law one can write:
mi
∂2uiα
∂t2
= − ∂E
∂uiα
, (7.3)
where t denotes time and mi is the mass of the ith atom. Taking the Fourier transform with
respect to time of this equation and substituting in Eq. (7.1) gives
miω
2u˜iα =
∑
jβ
Dijαβu˜jβ , (7.4)
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where ω is a frequency of oscillation and u˜iα is the Fourier transform of uiα. This equation is
traditionally symmetrised by making the substitution
u˜′iα =
√
miu˜iα , (7.5)
giving
ω2u˜′iα =
∑
jβ
D′ijαβu˜
′
jβ , (7.6)
where D′ij is the dynamical matrix. This dynamical matrix has the form:
D′ijαβ ≡
Dijαβ√
mimj
. (7.7)
The eigenvectors of this dynamical matrix are related to the phonon modes. Details of how
to calculate such modes computationally can be found in the review by Baroni et al. [13].
In the section that follows a distinction is made between Hessian modes and dynamical modes.
Hessian modes are eigenvectors of the Hessian matrix given in Eq. (7.2) whereas dynamical
modes are solutions to Eq. (7.4), these solutions being obtained from the eigenvectors of
the dynamical matrix. These two types of modes are different because the mass of the ions
appears in Eq. (7.4).
7.2 Sublattice displacements
One way of reducing the phase space that needs to be explored is to consider only displacements
of sublattices (i.e. when one ion is displaced in a unit cell all the equivalent ions in other unit
cells are identically displaced). In BaTiO3 a five-atom unit cell is typically chosen and, as
all the phases in the displacive picture may be thought of as small displacements from the
high-symmetry prototype structure, it is displacements from this prototype structure that
are typically considered. Any set of sublattice displacements can be thought of as a path
through the PES, and in the following subsections various different paths are considered, as
is the effect of changing the volume of the unit cell.
In papers by Cohen and Krakauer [46] and Cohen [45], both the PES of BaTiO3 and of
PbTiO3 were characterised by first calculating the phonon modes of the prototype structure
of these materials with DFPT. For both materials they found phonon modes with imaginary
frequencies, called soft modes. Soft modes with infinite wavelength were observed, which
correspond to a collective motion of all the sublattices away from the prototype structure
(which is a saddle point) to a more stable structure. Cohen plotted the change in potential
energy when all the sublattices were displaced, the relative displacements of the different
sublattices being given by the soft mode. The amplitude of this displacement was varied
(keeping the ratio fixed) and the corresponding change in potential energy calculated with
DFT. For the rest of this chapter infinite-wavelength imaginary-frequency modes calculated
from the Hessian matrix will be referred to as Hessian soft modes, and infinite-wavelength
imaginary-frequency modes calculated from the dynamical matrix as dynamical soft modes.
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The advantage of this soft-mode based approach is that it converts the problem of exploring
the 3N˜ -dimensional phase space, where N˜ is the number of sublattices, into a one dimensional
problem, where this dimension is the amount that the sublattices are displaced in the direction
of the soft mode. An additional advantage is that this approach can be applied to a wide
range of ferroelectric materials, allowing easy comparison between them. This approach,
however, does not necessarily capture all the interesting features of the PES as the ions cannot
move independently. Here new ways of characterising the PES of BaTiO3 are presented, and
what they reveal about the energetics is discussed.
Throughout this section the potential energy was calculated with DFT, and the phonon modes
with DFPT. The LDA XC functional was used in both cases. The DFT parameters used, along
with convergence tests, can be found in Appendix C and, to summarise, consist of a 170 Ry
kinetic energy cut-off, a 9× 9× 9 grid of k-points, and norm-conserving pseudopotentials.
Both DFT and DFPT calculations were performed with the Quantum ESPRESSO [72] suite
of programs.
7.2.1 Characterising the PES
Within the displacive model, all the phases of BaTiO3 can be described by small distortions
of the high-symmetry cubic perovskite structure, the prototype structure. The lowest energy
phase has rhombohedral symmetry and it is, therefore, interesting to study displacements
from the prototype structure that have rhombohedral symmetry. The ground-state structure
of the system is rhombohedral and can be related to the prototype structure as follows:
Ba (0, 0, 0)
Ti
(
1
2 + δTi,
1
2 + δTi,
1
2 + δTi
)
O
(
1
2 + δOII ,
1
2 + δOII , 0 + δOI
)
O
(
1
2 + δOII , 0 + δOI ,
1
2 + δOII
)
O
(
0 + δOI , 12 + δOII ,
1
2 + δOII
)
(7.8)
where δTi, δOI , and δOII are fractional displacements from the fractional co-ordinates of the
prototype structure. The following displacement patterns (paths) were considered:
A Displacing the Ti sublattice along the [111] direction whilst keeping the other sublattices
fixed (δOI = 0, δOII = 0).
B Displacing the Ti sublattice along the [111] direction and allowing the O sublattices
to relax (the starting guess for the positions of the O sublattices was that they were
displaced in the [1¯1¯1¯] direction).
C Displacing the Ti sublattice along the [111] direction and allowing the O sublattices
to relax (the starting guess for the positions of the O sublattices was that they were
displaced in the [111] direction).
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D Displacing all sublattices in the [111] direction, the ratio of these displacements being
determined by the Hessian soft mode. The ratio of δTi : δOI : δOII for this mode was
calculated to be 1 : −1.1322 : −0.4687 from DFPT.
E Displacing all sublattices in the [111] direction, the ratio of these displacements being
determined by the dynamical soft mode. The ratio of δTi : δOI : δOII for this mode was
calculated to be 1 : −1.6431 : −0.7135 from DFPT.
F Displacing all sublattices in the [111] direction from the ground-state structure, the ratio
of these displacements being determined from finite difference calculations performed
with DFT (this is discussed below). The ratio of δgsTi : δ
gs
OI : δ
gs
OII for this mode was
calculated to be 1 : 0.678 : 0.669.
In each case the shape of the unit cell was fixed to be a cube, and the volume of the unit cell
was fixed at that of the experimental observed cubic phase (where the parameter is 4.0 Å, as
discussed in Appendix B).
Paths A–C characterise the PES by allowing the sublattices to relax rather than applying a
rigid displacement to all sublattices, and paths D and E, which correspond to the approaches
typically found in the literature, have been included for comparison. The changes in potential
energy associated with these paths are shown in Fig. 7.1. These results show that even when
the Ti sublattice is not displaced from the centre of the unit cell, a substantial lowering of
potential energy can be obtained by displacing the O sublattices parallel either to [111] or to
[1¯1¯1¯]. This same analysis could have been performed with displacements parallel to any of
the 〈111〉 directions and, by symmetry, the same results would be obtained.
Curves B and C in Fig. 7.1 were both produced by relaxing the O sublattices, but they are
very different. This difference occurs because the algorithm which calculates the minimum
energy structure (the Broyden-Fletcher-Goldfarb-Shanno algorithm, a description of which
can be found in Numerical Recipes 3rd ed. Chapter 10 [70]) requires a starting guess for the
initial positions of the O sublattices, and a different starting guess can result in a different
structure being produced. This would occur if the algorithm found a structure which was a
minimum with respect to small displacement from it (a local minimum), but where a lower
energy structure did exist (the global minimum). If the algorithm did not try a large enough
displacement it would incorrectly find that the local minimum was the configuration that
had the lowest potential energy.
In this case the O ions are expected to displace in the opposite direction to the Ti sublattice,
creating an overall polarisation. The initial guesses used here, therefore, corresponded to the
O ions being initially displaced from the prototype structure parallel either to [111] or to [1¯1¯1¯].
If the wrong choice was made, for example if both the Ti and O sublattices were displaced
parallel to [111], the minimisation algorithm finds a local minimum and does not realise that
an even lower value of potential energy could be obtained by moving the O sublattices so
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(a) Comparison of potential energy against Ti sublattice displacement for
various sublattice displacements.
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(b) Comparison of potential energy against Ti sublattice displacement for
various sublattice displacements.
(c) Illustration of atomic positions. Dots represent the Ti ion and circles
the O6 cage. The arrows indicate the direction in which either the Ti or
the O6 cage has displaced from its high-symmetry position.
Figure 7.1: PES of BaTiO3. Note that the zero of energy is arbitrary and that the
sublattice displacements are given in fractional co-ordinates. Curve A: Ti sublattice only
was displaced from high symmetry. Curves B and C: Ti sublattice was displaced and the
O sublattices were also allowed to relax. Curve D: Ti and O sublattices were displaced
according to the Hessian soft mode. Curve E: Ti and O sublattices were displaced
according to the dynamical soft mode. Curve F: Ti and O sublattices were displaced
according to a mode calculated from the ground-state structure.
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that they are instead displaced along [¯11¯1¯]. An illustration of the directions in which the Ti
and O ions have been displaced along each curve can be seen in Fig. 7.1(c). This means that
for a given Ti displacement plotted in Fig. 7.1 the minimum potential energy is given either
by curve B or curve C, depending on which is lower. Figure 7.1(c) also shows that at the
point where curves B and C intersect the Ti sublattice displacements are the same for both
curves (δTi = 0), but that the O sublattice displacements are different. It is worth noting
that displacing only the O sublattices from the prototype structure reduces the energy much
more than only displacing the Ti sublattice, suggesting the O ions play a huge role in the
energetics.
A feature of Fig. 7.1(a) is that neither the curve produced by the Hessian soft mode (curve D)
nor the curve produced by the dynamical soft mode (curve E) goes through the lowest energy
data point. The overlap between the sublattice displacement that takes the system from the
prototype structure to the minimum energy structure and the Hessian soft mode is 96%, and
the overlap between the sublattice displacement that takes the system from the prototype
structure to the minimum energy structure and the dynamical soft mode is 99%. These
overlaps were calculated by writing the displacements as vectors of the form
η = (δTi δTi δTi δOI δOII δOII δOII δOI δOII δOII δOII δOI )
ᵀ , (7.9)
normalising these vectors, and then taking the dot product, i.e. the overlap between η1 and
η2 is
η1√
η1 · η1
· η2√
η2 · η2
(7.10)
when expressed as a fraction. These overlaps are often quoted (for example in the introduction
of Ghosez’s book [81] on modelling ferroelectric oxides) as evidence that the soft mode captures
all the important energetics and consequently that the local mode approximation, which EH
approaches are based upon, is justified. What Fig. 7.1(a) shows is that even though these
overlaps are very large, on the energy scale that characterises the PES the minima predicted
by these methods are noticeably different from the actual minima, so the soft mode may
not approximate the energetics well, whereas paths A–C do. These overlaps therefore give a
somewhat misleading impression.
The soft-mode analysis involves displacing the sublattices from the prototype structure by a
fixed ratio, keeping this ratio fixed, and varying the amplitude of this displacement. Instead
of applying such a displacement pattern to the prototype structure, a fixed-ratio displacement
pattern can instead be applied to the ground-state structure. For consistency with the
previous calculations, this ground state is taken to be the minimum energy structure when
the volume and shape of the unit cell are fixed at their experimental cubic phase values. This
86
Chapter 7. Potential energy surface 87
displacement pattern has the form:
Ba (0, 0, 0)
Ti (0.512 + δgsTi, 0.512 + δ
gs
Ti, 0.512 + δ
gs
Ti)
O
(
0.488 + δgsOII , 0.488 + δ
gs
OII , δ
gs
OI − 0.020
)
O
(
0.488 + δgsOII , δ
gs
OI − 0.020, 0.488 + δ
gs
OII
)
O
(
δgsOI − 0.020, 0.488 + δ
gs
OII , 0.488 + δ
gs
OII
)
(7.11)
where δgsTi, δ
gs
OI , and δ
gs
OII are the fractional displacements of each sublattice from the ground-
state structure. The ratio of δgsTi : δ
gs
OI : δ
gs
OII was calculated via a finite difference approach,
i.e. the Ti sublattice was displaced from the ground state by a very small amount ( δgsTi was
small but non-zero) and the O sublattices were allowed to relax. The relaxed positions of the
O sublattices could then be related to the position of the O sublattices in the ground state,
i.e. δgsOI and δ
gs
OII have been calculated from a given value of δ
gs
Ti. Following this approach
the ratio of δgsTi : δ
gs
OI : δ
gs
OII was calculated to be 1 : 0.678 : 0.669. The sublattices were
then displaced from the ground state and the potential energy recorded, with the relative
displacements of the sublattice being given by this ratio. As depicted in curve F of Fig. 7.1(b),
this displacement pattern reproduces the PES produced by displacing the Ti sublattice
and relaxing the O sublattices. This path does not resemble either of the soft-mode paths
through the PES, which could have important consequences for approaches (such as EH-based
approaches) that are based on soft modes. The disadvantage of this new path is that it does
not go through the prototype structure, whereas the paths derived from the soft modes do.
7.2.2 Collective Born effective charge
Relaxing sublattices has allowed the PES to be characterised in a new way, showing that the
O sublattices contribute substantially to the energy lowering that stabilises the ferroelectric
phase (see Fig. 7.1), but a more quantitative analysis can be made by considering Born
effective charges. The Born effective charge tensor of sublattice κ is defined as:
Z?κ,αβ = Ω
∂Pβ
∂uκ,α
∣∣∣∣
E=0
. (7.12)
Here Pβ is the component of the electrical polarisation parallel to the β axis, uκ,α is the
displacement of sublattice κ parallel to the α axis, E is an external electric field, and Ω is the
volume of the unit cell. The Born effective charge tensor of the prototype phase of BaTiO3 is
diagonal when expressed in the basis of the unit cell vectors.
Consider the Born effective charge of the Ti sublattice for a displacement along [111]:
Z?Ti,111 = Ω
∂P111
∂uTi,111
∣∣∣∣
E=0
. (7.13)
A collective Born effective charge can be defined as follows:
Z?111 =
1
A
Ω
∑
κ
∂P111
∂uκ,111
∣∣∣∣
E=0
δu¯κ , (7.14)
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where δu¯κ is the displacement of sublattice κ along the Hessian soft mode, the Hessian soft
mode is used because it is a simple path that passes through the prototype structure, and A is
a normalisation constant. This normalisation constant was chosen such that the displacement
of the Ti sublattice parallel to the [111] axis is unity. The result of this was that equal
displacements of the Ti sublattice were used to calculate both Z?Ti,111 and Z?111, with only
the displacements of the O sublattice being different between the two cases: in the former
they do not move; in the latter they move along the soft mode. Z?Ti,111, therefore, describes
the change in polarisation when the Ti sublattice is displaced by one unit, and Z?111 describes
the change in polarisation when the Ti sublattice is displaced by the same amount and in
addition the other sublattices are also displaced, the relative displacements of the different
sublattices being given by the Hessian soft mode. From DFPT these Born effective charges
were calculated to be:
Z?Ti,111 = 3.69 e
Z?111 = 8.55 e
Z?111
Z?Ti,111
= 2.31
(7.15)
where e is the absolute value of the charge of the electron.
This demonstrates quantitatively that the O sublattices not only contribute substantially to
the energetics, but that they also contribute substantially to the change in polarisation of
the prototype structure when sublattices are displaced by infinitesimally small amounts.
Typically in the literature the structure and behaviour of BaTiO3 is explained in terms of the
location of the Ti ion. For example, the eight-sites order–disorder model is normally explained
in terms of the Ti ion being displaced along one of the 〈111〉 directions without reference to
the location of the other ions. This can be a useful shorthand because the direction in which
the Ti ion is displaced is the same as the direction of polarisation, and in the case of an EH
model, if a Ti ion is displaced then the surrounding ions are also displaced. However, the
danger is that a casual reader could come to the conclusion that the behaviour of the Ti ion
dominates the underlying physics, which, as demonstrated above, is clearly not the case.
7.3 Volume effects
The volume of the unit cell is known to have a large effect on measured properties of BaTiO3,
and in this section the new way of characterising the PES introduced above is used to gain a
greater understanding of this effect.
7.3.1 Previous studies
As discussed in Section 7.2.1, papers by Cohen and Krakauer [46] and Cohen [45] studied
the PES by displacing the sublattices according to the soft mode eigenvector. They noticed
that both the maximum decrease in potential energy obtainable with such a displacement
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and the amount by which the sublattices needed to be displaced to achieve this maximum
decreased when the volume of the unit cell was decreased. This suggests that as volume is
increased the value of the spontaneous polarisation also increases, but they only considered
two different volumes. Here a more detailed study of hydrostatic strain will be undertaken
where the ions are not constrained only to move according to the soft mode eigenvector.
The choice of XC functional is known to affect the ground-state structural parameters
obtained from DFT simulations. Wahl, Vogtenhuber and Kresse [74] studied this effect
in the tetragonal phase of BaTiO3. They determined the structural parameters that both
minimised the potential energy and were consistent with tetragonal symmetry. This analysis
was performed at a range of volumes and with a range of XC functionals. They found
that the same structural parameters would be obtained, approximately, regardless of the
XC functional used if the volume of the unit cell was the same in each case. In the tetragonal
phase the Ti sublattice is displaced from high symmetry, and they found that the value of
this displacement increases with increasing volume, again suggesting that higher volumes
lead to an increased value of the spontaneous polarisation. One question not addressed in
their paper is whether or not energy barriers calculated with different XC functionals also
agree when the volume of the system is the same in the different calculations; this is an issue
that will be studied here.
Diéguez et al. [82, 83] studied how misfit strain affected BaTiO3. Misfit strain occurs when a
film of a material, in this case BaTiO3, is grown on a substrate of a different material that
has a different lattice parameter. Near the interface the lattice parameter of the film is forced
to be the same as that of the substrate, and the film therefore has a misfit strain. Diéguez et
al. [82, 83] studied this misfit strain by scaling two of the lattice parameters of cubic BaTiO3
and then relaxing the sublattices. Here let us call the strained directions x and y (with
associated lattice parameters ax and ay, which Diéguez et al. took to be equal) and the
unstrained direction z (with associated lattice parameter az). If ax >> az the polarisation
vector was found to be in the x–y plane, whereas if ax << az the polarisation vector was
parallel to the z direction. This suggests that polarisation is enhanced in a given direction if
the lattice parameter in that direction is increased. In this section hydrostatic, rather than
misfit, strain is studied to see if similar effects occur.
In this section an increased level of understanding of how volume affects the PES will be
gained by applying the method of characterising the PES introduced in the previous sections
to study the effects of hydrostatic strain in detail. This approach involves fully relaxing the
sublattices, rather than constraining their relative displacements to be in the ratio determined
from the soft mode eigenvector. This study will be undertaken with the force field, with DFT
using the LDA XC functional, and with DFT using the PBE XC functional. Using these three
different methods allows two key questions to be addressed: firstly does the PES produced
by the force field agrees with DFT at a wide range of unit cell volumes, and secondly do
different XC functionals find the same energy differences when the volume of the unit cell is
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fixed at a certain value.
7.3.2 Results
In order to address these questions the PES has to be compared at a series of different volumes
(the PES at three different volumes is shown in Fig. 7.2). The PES surface is, in general, a
function of the co-ordinates of all the ions in the system, which has a large number of degrees
of freedom. To simplify the comparison, therefore, a small set of numbers that characterise
the PES (at a given volume) need to be identified. These quantities must represent the major
features in the PES. I have chosen these key features to be three energy differences and two
Ti sublattice displacements, namely:
• The maximum decrease in potential energy obtainable by displacing only the Ti
sublattice from its high-symmetry position (ETi).
• The maximum decrease in potential energy obtainable by displacing only the oxygen
sublattices from their high-symmetry positions (EO).
• The maximum decrease in potential energy obtainable by displacing all the sublattices
from their high-symmetry positions (Etot).
• The Ti sublattice displacement associated with ETi (∆Ti).
• The Ti sublattice displacement associated with Etot (∆tot).
These energy differences and Ti displacements are illustrated in Fig. 7.3(a).
Figures 7.3(b) and 7.3(c) compare these key quantities when calculated with the force field,
with DFT using the LDA XC functional, and with DFT using the PBE XC functional∗.
By calculating these quantities with two different XC functionals the assumption that the
energetics are basically independent of the XC functional once the difference in volume has
been corrected may be tested.
As Figs. 7.3(b) and 7.3(c) show, energy differences and Ti displacements were found to vary
dramatically with unit cell volume. At small volumes the prototype structure was energetically
favourable, but at larger volumes the rhombohedral structure became energetically favourable.
As the volume was increased further the prototype structure became increasingly energetically
unfavourable and the polar distortion also increased.
Cohen [45] suggested that the structure of ferroelectric materials is governed by a delicate
balance between short-range repulsive forces that favour the paraelectric phase, and long-
∗When using the PBE XC functional a kinetic energy cut-off of 70 Ry was used with ultrasoft pseudopotentials,
and when using the LDA XC functional a kinetic energy cut-off of 170 Ry was used with norm-conserving
pseudopotentials. In both cases a 9×9×9 grid of k-points was used. With these parameters energy differences
are converged to less than 0.25 meV and forces to less than 1 meV/Å.
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(a) a = 3.93Å.
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(b) a = 3.97Å.
 0
 10
 20
 30
 40
 50
 60
 70
 80
−0.03 −0.02 −0.01 0.00 0.01 0.02 0.03
E
n e
r g
y  
( m
e V
)
δTi
A B C
(c) a = 4.03Å.
Figure 7.2: The PES at a series of different volumes (as calculated from DFT with the
LDA XC functional). Note that the zero of energy at each volume was set to the lowest
value of energy plotted, and that the sublattice displacements are given in fractional
co-ordinates. Curve A: Ti sublattice only was displaced from high symmetry. Curves B
and C: Ti sublattice was displaced and the O sublattices were also allowed to relax.
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(a) Definitions of the various energy differences and Ti sublattice displace-
ments considered.
(b) Energy differences as a function of lattice parameter as measured with
the force field (FF), with DFT using the LDA XC functional, and with
DFT using the PBE XC functional.
(c) Ti sublattice displacements as a function of lattice parameter as meas-
ured with the force field (FF), with DFT using the LDA XC functional,
and with DFT using the PBE XC functional.
Figure 7.3: Comparison of energy differences and Ti sublattice displacements at a
range of different lattice parameters. In each case the unit cell was fixed to be a cube.
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range electrostatic forces that favour a ferroelectric phase. This is consistent with the results
presented here and suggests that at small volumes the sublattices are closer together so
short-range interactions dominate and the prototype structure is energetically favoured, and
conversely at large volumes the sublattices are less constrained by short-range repulsion and
can move relative to one another to create an energy lowering polar distortion.
At volumes where the prototype structure was no longer energetically favourable, all three
calculation methods found that δEtot > δEO > δETi and that ∆tot > ∆Ti. The sublattice
displacements were found to be larger when calculated with the LDA XC functional than
with the PBE XC functional, and the force field gave smaller sublattice displacements than
those calculated with either XC functional. Also, the LDA XC functional gave slightly larger
energy differences than PBE, and the force field calculated slightly smaller energy differences
than with either PBE or LDA. The differences in these calculated quantities, at a given
volume, are, however, dwarfed by the effect of changing the volume by a few percentage points.
This suggests that the major component of the discrepancies in predicted properties between
XC functionals comes indirectly through the fact that they predict different ground-state
volumes, and since the PES is very sensitive to volume this has a big effect.
The trends in how these quantities varied with volume, however, agreed between all three
methods. The main disagreement between these methods is the value of the critical volume at
which displacing only the Ti sublattice becomes energetically favourable. This critical volume
was found to be smallest when calculated with the LDA XC functional; the next smallest
value was obtained with the PBE XC functional, and the largest value was obtained with
the force field. The energy differences associated with this displacement are very small and
consequently larger disagreement might have been expected. However, all three techniques
found volumes at which it was energetically favourable to displace the Ti and O sublattices,
but not the Ti sublattice alone, giving further weight to the idea that the Ti ions do not
dominate the energetics.
7.4 Single ion displacements
All the results presented in the previous sections have been for sublattice displacements.
These sublattices have been based on a five-atom unit cell, so the calculated displacements
and energy barriers are those characteristic of a displacive model. Additional information
can be gained by considering how the potential energy of the system changes when a single
ion is displaced.
Periodic boundary conditions effectively tessellate a single unit cell throughout space. This
means that if an ion is displaced within the unit cell all the equivalent ions in the copies of the
cell, the periodic images of the ion, are also displaced. To simulate single ion displacements
with periodic boundary conditions requires making this unit cell as large as possible by
including within it a large number of formula units. This is known as a supercell. If the
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supercell is large enough, the periodic image of any ion is far enough away from the ion
itself that their mutual interaction can be considered negligible, and the results obtained
are essentially the same as those that would be obtained if a single ion were displaced in an
infinite crystal. This supercell approach therefore requires the simulation of a large number of
atoms, so the force field is used instead of DFT because it is computationally more efficient.
Here a number of scenarios have been considered. In each case a 7 × 7 × 7 supercell was
simulated with the force field. This supercell consisted of 343 subcells, where a subcell is
one of the constituent five-atom formula units. In all the scenarios considered below the
ions in all but one of these subcells were fixed, and henceforth these fixed subcells are called
background cells. The ions in the remaining subcell were displaced in various directions, and
henceforth this subcell will be called the selected cell. The Ba ions were always fixed at the
corner of each subcell, and to avoid any ambiguity in the choice of which three O ions to
displace, all the O ions in the O6 cage surrounding the Ti ion in the selected cell were allowed
to move. In each scenario the ions in the background cells were arranged differently:
1. The background cells all corresponded to the prototype structure.
2. The background cells were all polarised in the same direction, each with rhombohedral
symmetry.
3. The background cells all corresponded to the prototype structure, apart from a shell of
subcells surrounding the selected cell.
4. The configuration of the background cells was taken from a molecular dynamics simula-
tion performed at 400 K†.
These scenarios are illustrated in Fig. 7.4. Within each of these scenarios the supercell
lattice vectors were fixed at their experimental cubic phase values and two ionic paths were
considered which were analogous to those used when sublattice displacements were studied.
The first of these paths involved the Ti ion being displaced from the centre of the selected cell
along the [111] direction with the surrounding O6 cage fixed at its high-symmetry position,
and the second involved the Ti ion being displaced along the [111] direction and all the O
ions within the O6 cage being allowed to relax.
For scenario 1, where all the background cells corresponded to the prototype phase, the
prototype structure was found to be energetically favourable for the selected cell, as shown
in Fig. 7.5(a). This reinforces the idea that more than one unit cell must polarise in order
for ferroelectricity to be energetically favourable. Note that this corresponds to treating the
†The molecular dynamics simulation consisted of a 32 ps NVT simulation (with a 35 au timestep) of a 7×7×7
supercell where the volume and shape of the supercell were fixed to the experimentally determined values for
the cubic phase and the temperature was set to approximately 400 K, followed by a 100 ps NVE simulation
from which the configurations were extracted.
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(a) Scenario 1. (b) Scenario 2.
(c) Scenario 3 (first shell). (d) Scenario 4.
Figure 7.4: Illustration of the ionic configurations used in the study of the effect of
single ion displacements on the PES. Each rectangle represents a subcell and the grey
subcell is the subcell in which the displacement of ions is investigated, called the selected
cell. An arrow indicates that the arrangement of the ions within that subcell is such that
it may be considered to be polarised in the direction of the arrow.
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(a) Scenario 1: cubic background.
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(b) Scenario 2: rhombohedral background.
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(c) Scenario 3: first shell.
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(d) Scenario 3: second shell.
 0
 100
 200
 300
 400
 500
 600
 700
−0.025 0.000 0.025
E
n e
r g
y  
( m
e V
)
δTi
A B
(e) Scenario 4: hot background.
Figure 7.5: PES for single ion displacements (displacements given in fractional co-
ordinates). Curve A: Ti ion is moved whilst the surrounding O6 cage is at its high
symmetry position. Curve B: Ti ion is displaced and the surrounding O6 cage is allowed
to relax. Each figure has a different zero of energy, the zero of energy being chosen such
that the lowest value of energy plotted was zero.
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background cells in a mean field sense and shows that under such an approximation a single
well is observed, corresponding to a displacive model.
For scenario 2, where the background cells corresponded to the rhombohedral phase, the
rhombohedral structure was found to be energetically favourable for the selected cell, as shown
in Fig. 7.5(b) (i.e. it was favourable for the selected cell to polarise in the same direction as
the surrounding cells, as one would expect).
Scenario 3 was a combination of scenarios 1 and 2. In scenario 3 the background cells
corresponded to the prototype structure apart from a shell of subcells around the selected cell.
All the subcells within this shell were polarised in the same direction, with rhombohedral
symmetry. The first shell considered consisted of all background cells that shared either a face,
an edge or a corner with the selected cell (i.e. the 1st, 2rd and 3rd nearest neighbour subcells
were polarised). The second shell considered consisted of the first shell and in addition all
background cells that shared either a face, an edge or a corner with the first shell (i.e. the
1st–6th nearest neighbour subcells were polarised). With the first shell the prototype structure
was found to be energetically favourable for the selected cell, i.e. it was not energetically
favourable for it to polarise like the subcells surrounding it (in fact a small energy drop of
0.02 meV/subcell was observed, but this is probably smaller than the accuracy of the force
field). With the second shell it was found to be energetically favourable for the selected cell
to polarise in the same direction as the subcells within the shell. This second shell and the
selected cell form a 5× 5× 5 cluster of polarised subcells, so this result is consistent with the
work by Ghosez, Gonze and Michenaud [18, 19, 20], who found that within the prototype
phase a linear chain of five polarised subcells was energetically favourable, but not smaller
chains. Their result was inferred from DFPT data from the prototype phase, whereas here
a polarised cluster has been directly simulated. My analysis was repeated for a range of
different supercell sizes. In each, the energy drop (∆E) obtained by relaxing the positions of
the ions in the selected cell (which initially had the prototype structure) when surrounding it
by the second shell (where the 1st–6th nearest neighbour subcells are polarised) was recorded,
and the results are listed in Table 7.1. There is a marked decrease in this energy difference as
supercell size is increased. Increasing the supercell size corresponds to both decreasing the
density of polarised clusters, and increasing the distance between them. This result therefore
suggests that it is energetically favourable to have more clusters.
In scenario 4 the background cells were taken from an MD simulation performed at 400 K, so
the configuration of the ions corresponds to a hot system in the cubic phase. In this case
the supercell was found to have no overall polarisation, but each individual cell was locally
polarised with rhombohedral symmetry. As shown in Fig. 7.5(e), the prototype structure was
not found to be energetically favourable for the selected cell; in fact, when the ionic positions
were relaxed, the ions in the selected cell arranged themselves so as to approximately recreate
the polarisation of the subcell it replaced from the hot ionic configuration. Several different
configurations were used for the background cells and the same behaviour was found. This
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Supercell size ∆E (meV)
7× 7× 7 170.86
9× 9× 9 62.16
10× 10× 10 45.11
11× 11× 11 35.62
Table 7.1: Difference in energy between the selected cell having the prototype structure
and the energy when the ions in the selected cell were relaxed, ∆E, for a series of different
supercell sizes. In each case the selected cell was surrounded by a two-deep shell of
polarised subcells.
suggests that for a given configuration of background cells there is only one potential energy
minimum for the selected cell, so whilst the polarisation of the selected cell varies over time,
at any given instant it experiences a single well. When the positions of the O ions were
relaxed two different initial guesses for the positions of the O ions were considered: O ions
displaced along [111]; and O ions displaced along [1¯1¯1¯]. Nevertheless, it may be the case
that there are multiple minima but the energy minimisation algorithm used always finds
just one of these minima, or even just a local minimum, for both starting guesses. Whilst
this is probably unlikely, a more systematic investigation would consider a large number of
randomly generated initial guesses. Such an approach has not been used here.
The PES for single ion displacements in all four scenarios is shown in Fig. 7.5. The graphs
corresponding to each scenario used a different zero of energy for clarity, but this makes
comparisons between graphs impossible unless the potential energy of one point on each of
the graphs is given on a common energy scale. Table 7.2, therefore, lists the potential energy
differences between the selected cell having the high-symmetry structure in scenarios 1, 3 and 4
(corresponding to the point δTi = 0 on curve A in each graph) and the selected cell having the
high-symmetry structure in scenario 2. In each case the selected cell has the same structure,
but the background cells are arranged differently, and the potential energy difference is
positive because scenario 2 had more polarised subcells and so was lower in energy.
Strictly speaking the results obtained from displacing ions in a supercell are only the same as
when single ions are displaced in an infinite crystal if the supercell is infinitely large. However,
these simulations were repeated (but fewer data points obtained) with a 9× 9× 9 supercell
to check that the trends observed in the 7× 7× 7 supercell are still observed. This was found
to be the case, suggesting that the trends discussed are not an artefact of supercell size used,
and that it is justifiable to assume that the conclusions drawn really do hold for single ion
displacements within an infinite crystal.
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Scenario ∆E′/subcell (meV)
1 317.74
31 317.68
32 317.98
4 320.36
Table 7.2: Potential energy of a subcell with the high-symmetry structure when the
surrounding subcells had different configurations corresponding to the different scenarios
illustrated in Fig. 7.4. In each case the potential energy listed has had the value calculated
from scenario 2 subtracted from it, so that all values are given on a common energy
scale. Consequently the value for scenario 2 is zero by definition, and is not listed. These
values are, therefore, potential energy differences and are labelled ∆E′. The superscript
on the two entries for scenario 3 refer to which shell is being considered (see text for a
description of these shells).
7.5 Summary
The work in this chapter fills in many of the missing gaps in the understanding of the PES
of BaTiO3 by introducing a new method of characterising it. I have shown that the O ions
arguably play a more significant role in the energetics of BaTiO3 than the Ti ions, and that
the soft-mode based approach to characterising the PES does not fully capture all the features
of the PES. Having said that, the soft-mode approach is very useful for two reasons: firstly it
can be easily applied to a wide range of materials; and secondly it creates a one-dimensional
path through the PES that connects the prototype structure to points very close to two of
the minima.
At small volumes the prototype structure was found to be the ground state, the rhombohedral
phase only becoming energetically favourable at larger volumes. Energy differences associated
with sublattice displacements were found to increase dramatically with unit cell volume,
as were the Ti sublattice displacements associated with them. Good agreement was found
between these quantities calculated at a given volume with the LDA XC functional and with
the PBE XC functional. The main difference was the volume at which displacing only the Ti
sublattice from high symmetry became the lowest energy structure.
The force field allowed the energetics of displacing single ions from the prototype structure to
be studied. A single subcell with the prototype structure was still stable when all the subcells
surrounding it were unpolarised, but it was unstable when a shell two deep of polarised subcells
surrounded it. This is consistent with Ghosez [20], whose DFPT calculations suggested that
five unit cells need to identically polarise before the prototype structure becomes energetically
favourable.
The key ideas highlighted by these results are the following: both the Ti and O ions contribute
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substantially to the energetics; energy barriers are very sensitive to changes in volume; and
that the energetics of an individual subcell depends strongly on the subcells surrounding it,
i.e. the environment that it is in.
Throughout this chapter the potential energy of the system was explored by re-arranging the
ions and then calculating the potential energy. This gave valuable insight into the energetics
of BaTiO3, but neglected the effect of temperature. The force field, being computationally
less expensive than DFT, allows the dynamical simulation of BaTiO3 at a range of different
temperatures, and the results of such simulations are the focus of the next two chapters.
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Chapter 8
Nature of the phases
The previous chapter focused on the PES and, therefore, the properties of BaTiO3 at zero
Kelvin. This chapter presents the results of finite-temperature simulations of all four phases
of BaTiO3 to clarify whether a displacive or an order–disorder model is the most appropriate
description.
Molecular dynamics (MD) simulations were performed using the force field (as discussed
in Chapter 4, this force field was parameterised from snapshots extracted from simulations
corresponding to a pressure of 0.0 GPa) and an in-house MD program. The timestep was
set to 35 au (approximately 0.85 fs) and a 9× 9× 9 supercell was simulated with periodic
boundary conditions. Four simulations were performed, one for each phase, and to ensure
that the correct phases were simulated the size and shape of each supercell was fixed to the
experimental value of the associated phase (as listed in Appendix B). Each simulation was
first brought to the required temperature by applying a velocity rescaling thermostat (i.e. the
NVT ensemble was approximately simulated) for roughly 18 ps; the data was then extracted
from a subsequent NVE-ensemble simulation for over 30 ps. This procedure ensured that
the average kinetic energy of the system during the NVE ensemble simulation was typical
of the temperatures at which that phase occurs experimentally, the rhombohedral-phase
simulation having an average temperature of 100 K, the orthorhombic-phase simulation
having an average temperature of 250 K, the tetragonal-phase simulation having an average
temperature of 301 K, and the cubic-phase simulation having an average temperature of
424 K. The data from these NVE simulations was only outputted every 100 timesteps (every
0.09 ps) in order to increase the speed of the simulations.
Throughout this chapter the Cartesian axes x, y, and z are defined to lie along the directions
closest to a, b and c respectively for each phase. The desired symmetry was imposed on the
system by fixing the supercell lattice vectors, meaning that the interplay between polarisation
and strain was neglected.
8.1 Polarisation density
Ferroelectric materials have a switchable spontaneous polarisation, this being one of their
defining features. In this section the overall polarisation density of each supercell is studied,
and then this polarisation density is broken down into components arising from individual
subcells.
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8.1.1 Supercell polarisation density
The polarisation density of each supercell was calculated using the procedure detailed in
Chapter 6 and the results for MD simulations of the four phases at representative experi-
mentally observed temperatures can be seen in Fig. 8.1.
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Figure 8.1: Polarisation density against time for all four phases. Each component of
polarisation density is plotted separately and the abbreviation cubic has been used for the
cubic phase (424 K), tetra. for the tetragonal phase (301 K), ortho. for the orthorhombic
phase (250 K), and rhom. for the rhombohedral phase (100 K). Note that polarisation
density has been labelled P/Ω to denote that it is polarisation (P ) divided by supercell
volume (Ω).
As shown in Fig. 8.1, in the cubic phase all three Cartesian components of the system’s overall
polarisation density fluctuated about zero, in the tetragonal phase two components fluctuated
about zero but the other component fluctuated about a non-zero value, in the orthorhombic
phase only one component fluctuated about zero whereas the other two fluctuated about
a non-zero value, and in the rhombohedral phase all three components fluctuated about a
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non-zero value. This is exactly what one would expect since by fixing the lattice vectors
these symmetries have been imposed, but it does suggest that these simulations are indeed
capturing the four phases.
The experimental value for the spontaneous polarisation density of the tetragonal phase was
found by Merz [84] to be approximately 26 µCcm−2, falling to 17 µCcm−2 close to 400 K.
This is roughly double the polarisation density observed in Fig. 8.1. This is not surprising
because electrostatic quantities, such as Born effective charges, calculated with the force field
were shown to be approximately half of the values produced by DFT (Chapter 5 Section 5.5).
As discussed in Section 5.5, whilst electrostatic quantities such as charges are underestimated,
the total force on an ion produced by the force field agrees closely with the forces produced
by DFT, and therefore the dynamics and the positions of the ions produced by the force field
should be very close to those that would have been obtained if these simulations had been
performed with DFT. Nevertheless, whilst the exact value of the polarisation density may
not be correct, qualitative information (and approximate quantitative information) about
how these polarisation densities behave in the real system can be gained.
8.1.2 Subcell polarisation density
The total polarisation density of the supercell should, assuming the supercell is large enough,
be the same in an order–disorder and in a displacive model. As discussed in Chapter 3, the
polarisation density of individual subcells is different in the two models. In the displacive
model each subcell should at any instant, ignoring thermal noise, be polarised in the same
direction as the supercell polarisation; in the order–disorder model, however, the polarisation
of any subcell is parallel to one of the 〈111〉 directions, and only the average polarisation is
in the same direction as the supercell polarisation.
At every hundred timesteps the supercell was split up into constituent subcells. Each of these
subcells, at each of the recorded timesteps, was assigned its own polarisation density via
the procedure described in Chapter 6. The distribution of these polarisation densities was
then constructed by binning∗ this data and then normalising it. It should be noted that this
process involves combining data from subcells separated in both time and space, but does
not constitute a time and/or space average of subcell polarisation density. The normalisation
was chosen to be the total number of data points multiplied by the width of the bin (the
same normalisation procedure was used for all the histograms presented in this chapter).
The reason for this was that some simulations ran for a few more interactions than others
and some bin widths were chosen to be smaller than others in order for the features in the
distributions to be clearly shown. Choosing this normalisation therefore enables calculated
∗Binning is the process of splitting up a continuous variable, in this case subcell polarisation density, into a
set of discrete intervals (known as bins) and recording the number of times (the frequency) the continuous
variable is measured to fall within that interval. The size of the interval is known as the bin width.
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Figure 8.2: Polarisation density distribution for all four phases. Each component of
polarisation density is plotted separately and the abbreviation cubic has been used for the
cubic phase (424 K), tetra. for the tetragonal phase (301 K), ortho. for the orthorhombic
phase (250 K), and rhom. for the rhombohedral phase (100 K). Note that polarisation
density has been labelled P/Ω to denote that it is polarisation (P ) divided by subcell
volume (Ω).
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frequency densities to be more easily compared. For each supercell these histograms contain
over 290,000 data points and the bin width has been chosen so as best to display the data;
smaller bin widths were also tried to check that the same trends are still observed. Note that
the volume of each subcell was taken to be the supercell volume divided by the number of
subcells, i.e. the average subcell volume.
The distribution of each Cartesian component of subcell polarisation density is shown in
Fig. 8.2. These graphs are effectively histograms where each bar has been replaced by a single
point at the mid-point of each bar; a cubic spline was also plotted through these data points
to make any trends more transparent.
These distributions are roughly what one would expect in either the eight-sites order–disorder
model or the displacive model. However, the slight double peak noticeable in some graphs
(in particular that of the orthorhombic phase) would indicate an order–disorder model.
For example, the x component of polarisation density in the orthorhombic phase has a
double-peaked distribution whereas the other two components have single-peaked distribution
functions, which suggests that the polarisation density is peaked along two of the 〈111〉
directions. It should be noted that the region between these two peaks is highly populated
and that, in the case of the cubic phase, the double-peaked distributions expected from an
eight-sites order–disorder model have become flat plateaus. In the order–disorder model this
would suggest that the energy barriers between each of the eight sites are of comparable size
to the thermal energy. However, a completely flat plateau would be compatible with the
displacive model if the energy surface were very flat.
Within an EH model the position of one ion within a subcell determines the positions of
all the other ions because their positions are rigidly coupled (as discussed in Chapter 2
Section 2.3). The positions of all the ions can, therefore, be described by a single three-
component vector called the local mode. Born effective charges can be used to convert these
local modes into polarisation vectors, meaning that in an EH-based model studying the
subcell polarisation density distribution is roughly equivalent to studying the distribution
functions of the local mode. This has been done by Zhong, Vanderbilt and Rabe [15, 16],
who did find a double-peaked distribution in the cubic phase which they suggest is evidence
that the phase transitions is at least partially order–disorder in nature, and has been further
studied by Marqués and Gonzalo [40, 41] and Geneste [43], who all used the same EH as
Zhong, Vanderbilt and Rabe [15, 16]. It is reassuring that the results obtained with this new
force field agree with this well established EH.
8.1.3 Ionic and electronic components
Within the force field every ion has a dipole moment associated with it; the polarisation of a
given subcell (Ptotal) may, therefore, be considered the sum of an ionic polarisation (Pion)
and an electronic polarisation (Pelec), where the electronic part is the sum of all the dipole
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moments in the subcell with appropriate weightings (see Chapter 6 for details). Following
the notation of Chapter 6, if ion i has charge qi, dipole moment di and is located at position
ri, the total subcell polarisation has the form
Ptotal = Pion + Pelec =
∑
i
ωiqiri +
∑
i
ωidi, (8.1)
where ωi is the associated weighting (1 for a Ti ion, 12 for an O ion and
1
8 for a Ba ion) and
the summations only include ions within the subcell.
Figures 8.3 (a) and (b) show the breakdown of the x and y components, respectively, of the
subcell polarisation density of the orthorhombic phase into an electronic polarisation density
and an ionic polarisation density. These two components (x and y) were chosen because one
had a typical double-peaked distribution and the other a typical single-peaked distribution.
The z component was not plotted because it exhibits the same behaviour as the y component.
Note that the distribution of the y component actually has a small shoulder. This is due to a
slight fluctuation in the y component of polarisation which can be seen between 5 ps and
10 ps in Fig. 8.1.
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Figure 8.3: Decomposition of the subcell polarisation density distribution of the
orthorhombic phase. Both the x and y components are shown, the first row corresponding
to the x component and the second row to the y component. (a) and (b) decompose the
total polarisation density distribution function into ionic (labelled Ion.) and electronic
(labelled Elec.) contributions. (c) and (d) plot the electronic contribution alongside the
distribution of the dipole moments of each species. In each case the polarisation of the
system or the dipole moment of an ion has been divided by the volume of the subcell (Ω).
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Figures 8.3 (a) and (b) show that the position of the peak in the total polarisation distribution
function is equal to the summation of the positions of the corresponding peaks in the ionic and
electronic polarisation distribution functions. This is compatible with the interpretation that
the peaks in the total polarisation function are caused by the alignment of the electronic and
ionic polarisation densities (whereas one might have expected them to be anti-aligned). These
graphs also show that the ionic polarisation is larger than the electronic polarisation, but that
they have similar magnitudes. Another interesting point is that the double-peaked distribution
of the ionic polarisation is much less distinct than that of the electronic polarisation. This could
be because the peaks in the ionic polarisation distribution function are broadened more by the
thermal motion of the ions than the peaks in the electronic polarisation distribution function.
This would be due to the positions of the ions explicitly appearing in the equation for the
ionic polarisation, but not in the equation for the electronic polarisation, and only indirectly
affecting the electronic polarisation because the dipole moment of an ion adiabatically responds
to the positions of the ions.
Experimental observations (as discussed in Chapter 4 of the textbook Jona and Shirane [4])
also suggest that the electronic polarisation and the ionic polarisation of a whole crystal
are aligned because the value of ionic polarisation calculated from the positions of the ions
is approximately half of the value obtained when the total polarisation is measured. This
suggests that the ionic and electronic polarisations have similar magnitudes in the real system,
which agrees with the results of these simulations.
The distributions of the dipole moments of different species (again in the orthorhombic phase)
are shown in Figs. 8.3 (c) and (d) for the x and y components respectively. To be more
precise, the dipole moments of individual species were not plotted; instead the electronic
polarisation of a given subcell was split into three parts, one from the dipole moment of the
Ti ion, one from the dipole moments of all the O ions in the subcell, and one from the dipole
moments of all the Ba ions in the subcell as follows:
Pelec =
∑
i
dTii +
∑
j
1
2d
O
j +
∑
k
1
8d
Ba
k , (8.2)
where i labels the Ti ions in the subcell, j labels the O ions, and k labels the Ba ions.
When the distribution of subcell polarisation density is double peaked, an equivalent double-
peaked distribution for the Ti and O6 dipole distributions was observed. The positions
of the peaks in the electronic polarisation distribution function are equal to the sum of
the positions of the corresponding peaks in the Ti and O6 dipole distribution functions.
This is compatible with a model within which the Ti and O6 dipole moments are, when
there is a peak in the electronic polarisation distribution, aligned, and that the Ti ions
contribute more to the electronic polarisation than the O6 cage. The Ba ion dipole moment
distribution was observed to have a single peak about zero, suggesting that it contributes
little to the electronic polarisation. This alignment of the dipole moments of the Ti and O
ions is somewhat surprising as in most ionic crystals the dipole moment of the anion points in
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the opposite direction to the dipole moment on the cation, because the electrons on the anion
displace towards the positive cation whilst the electrons on the cation displace away from
the negative anion. However, this alignment might explain why the electronic polarisation is
large enough to contribute almost as much to the total polarisation as the ionic polarisation
does.
For the case of a single-peaked distribution of the subcell polarisation density, an equivalent
single-peaked distribution for the Ti and O6 dipole distributions was observed. Again this
could indicate that the Ti and O6 dipole moments are, for the majority of the time, aligned,
and that the Ti ions contribute more than the O6 cage to the electronic polarisation. The Ba
ion dipole moment distribution was again observed to have a single peak, but in this case it
was found to be shifted very slightly from zero, suggesting that it makes a small contribution
to the electronic polarisation.
8.2 Local structure
Within an EH model the ions in a given subcell do not move independently; the ratio of
their displacements from the prototype phase is specified by the soft-mode eigenvector. The
distribution of the displacement of the Ti ion is double-peaked in the cubic phase, so the
distribution of O ion displacements must also be double-peaked, and since the polarisation
is calculated by weighting these displacements by the Born-effective charges, this is also
double-peaked.
The previous section shows that the new force field does produce a very slight double-peaked
distribution for subcell polarisation, but it should noted that with this model the atomic
displacements of different species may have different distributions because the ions are not
rigidly constrained to move together. Also, as discussed earlier, this force field is likely to
calculate the positions of the ions more accurately than it calculates electrostatic properties
such as polarisation densities (in the sense that they are closer to the values that would have
been obtained with DFT), and so give more insight into the behaviour of the real system.
8.2.1 Positions of the ions
One question that can be posed is at what position a given species has the largest probability
of being located, i.e. where the peaks in the probability distribution function for an ion’s
position are. Studying this is equivalent to studying the actual distribution of the positions
of the ions observed within a simulation. To do this requires the definition of an origin for
each subcell. This was done by firstly splitting a supercell with lattice vectors a, b and c up
into Nx ×Ny ×Nz subcells, where the origin of each of these subcells is located at:
nx
Nx
a + ny
Ny
b+ nz
Nz
c (8.3)
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where nx, ny and nz are integers between 0 and either Nx, Ny or Nz. This enables the
position of every ion to be compared to what would be expected in a simple five-atom unit cell
description. All four phases of BaTiO3 can be characterised by the structure of a primitive
unit cell in which the positions of the ions, in fractional co-ordinates, have the form
Ba (0 + δBaa, 0 + δBab, 0 + δBac)
Ti
(
1
2 + δTia,
1
2 + δTib,
1
2 + δTic
)
O6
(
1
2 + δOa,
1
2 + δOb,
1
2 + δOc
)
,
(8.4)
where the average of the positions of the six O ions in the O6 cage is listed in order to
compress the number of parameters that need to be studied, and the lattice vectors are
different in each of the phases.
This approach only works if the origin of the supercell is chosen such that the Ba ions are
vibrating about the origin of each subcell. This is further complicated because there may
be a small net momentum of the supercell, so the position of its centre of mass may drift
systematically with time. To counteract this, therefore, the average position of all the Ba
ions at each timestep (relative to one particular Ba ion) was calculated and then all the ions
within the supercell were shifted by a constant vector such that the average positions of
the Ba ions were reset to a reference position. This reference position was different for each
phase and was set to the average positions of the Ba ions when they are separated by integer
multiples of the lattice vectors listed in Appendix B, i.e. uniformly distributed throughout
the supercell. This both counteracts any net drift and ensures that the Ba ions are vibrating
about the origin of each subcell.
Figure 8.4 shows the distribution of Ti displacements for all four phases, these distributions
being calculated in the same way as the polarisation density distributions. Curiously, in
the orthorhombic phase, even though the x component of polarisation density has a clear
double-peaked distribution (see Fig. 8.2) which is characteristic of an order–disorder model,
the corresponding distribution of the displacement of the Ti ion from the centre of the unit
cell was found to have a single peak. This demonstrates that in this phase the Ti ion spends
more time at a single position than anywhere else, a result consistent with the displacive
model; multiple peaks associated with any of the 〈111〉 directions are not observed. Figure 8.4
also shows that for all four phases the Ti displacement distribution is what would be expected
in the displacive model.
The same behaviour is seen in the O6 cage displacements, as shown in Fig. 8.4. These
distributions have single peaks and the position of these peaks is what would be expected
in a displacive model. One thing to note is that these distributions are narrower than the
Ti ion peaks, suggesting that the Ti ion is more mobile. The distribution of the Ba ion
displacements is also shown in Fig. 8.4. These indicate that the location at which the Ba ions
spend the most time is the origin of the subcells, as one would expect from either model.
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Figure 8.4: Distribution of ionic positions for all four phases. The displacements are
relative to the fractional co-ordinates expected in the centrosymmetric high-symmetry
atomic arrangement for each given phase, as given in Eq. (8.4), and the a, b and c
components of this displacement have been plotted separately. The abbreviation cubic
has been used for the cubic phase (424 K), tetra. for the tetragonal phase (301 K), ortho.
for the orthorhombic phase (250 K), and rhom. for the rhombohedral phase (100 K).
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The positions of the peaks in Fig. 8.4 are the fractional co-ordinates at which the ions are
most frequently located. These positions were used to define a set of fractional co-ordinates
for the ions and are listed in Table 8.1. The peak positions were extracted from graphs where
a smaller bin width had been used than in those of Fig. 8.4 for greater accuracy, and are in
excellent agreement with experimental results that assumed the displacive model.
Phase Method δTia δTib δTic δOa δOb δOc
cubic FF — — — — — —
cubic exp. — — — — — —
tetra. FF — — 0.014 — — -0.014
tetra. exp. — — 0.014 — — -0.018
ortho. FF — 0.013 0.014 — -0.012 -0.012
ortho. exp. — 0.010 0.010 — -0.012 -0.012
rhom. FF 0.012 0.012 0.012 -0.014 -0.014 -0.014
rhom. exp. 0.013 0.013 0.013 -0.013 -0.013 -0.013
Table 8.1: Comparison of the structure of the cubic, tetragonal (tetra.), orthorhombic
(ortho.) and rhombohedral (rhom.) phases calculated from the force field (FF) and
from experiment [8] (exp.). The values given are the deviations from the high-symmetry
structure for that phase, these deviations being defined in Eq. (8.4). A dash denotes
a value of zero. The force field results are the positions of the peaks in the position
distribution functions of a given species, these results being accurate to±0.002. Where
necessary, the structure has been inverted with respect to the results shown in Fig. 8.4
to allow easier comparison to experimental results. The results for the Ba ions are not
listed because the peaks were always found to be centred about zero in all four phases.
These results could indicate that the ions are oscillating about the positions expected from
the displacive model. This could be because the free energy has a single minimum associated
with these positions, or it could be because there are multiple minima in the free energy
surface but the energy barriers between these minima are small compared to the thermal
energy so the ions do not feel the effect of these barriers.
The frequency plots only show how much time an ion spends at a given position; however,
the ions travel slower when at the top of an energy barrier between two sites. Another
interpretation, therefore, is that the ions are hopping between the eight sites of the order–
disorder model but spend more time hopping between the sites then they do between hops.
The position data, therefore, is compatible with either model, and whilst the double-peaked
distribution in the orthorhombic phase subcell polarisation density distributions is suggestive
of an order–disorder model, more simulations are needed before definitive conclusions can be
drawn. It should also be noted that the true picture is in any case likely to be a combination
of both models.
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8.2.2 Distance between ions
The previous sections have shown that whilst subcell polarisation densities exhibit some of the
signatures of an order–disorder model, the positions of the ions are what would be expected
from a displacive model. These polarisation densities had ionic components which were also
shown to have a double-peaked distribution function in the orthorhombic phase (see Fig. 8.3).
The ionic component is related to the distance between the ions, and in this section it is
further explored by calculating the distribution functions of these distances, the results being
shown in Fig. 8.5. Note that again the average position of the O6 cage is considered, not the
position of individual O ions; this is to reduce the number of graphs to a more manageable
number.
As can be seen in Fig. 8.5 the Ba–O6 cage distance is single-peaked in all phases, as is
the Ti–Ba distance. The Ti–O6 distribution is single-peaked when the associated ionic
polarisation distribution is single peaked, and it is double-peaked when the associated ionic
polarisation distribution is also double-peaked. This shows that the ionic polarisation is
dominated by the Ti–O distance. However, a clear double peak can only be seen in the
x component of the Ti–O6 distribution for the orthorhombic phase, whilst flat plateaus are
observed in some of the other phases.
The results presented so far in this chapter begin to build up a picture about the dynamics
of the ions in BaTiO3. It is the orthorhombic phase which shows the clearest signs of an
order–disorder model, and the following observations can be made about this phase:
• The distribution of the x component of subcell polarisation density is double-peaked.
• The distribution of the x component of a species’ displacement from its position in the
high-symmetry structure is single-peaked.
• The distribution of the x component of the Ti–O6 distance is double-peaked.
These results suggest that, in the orthorhombic phase, the most likely position in which to
find any particular ion is that given by the structures from the displacive model. However,
the motion of any given Ti ion is highly correlated to the surrounding O6 cage in such a way
that the displacement between them has a double-peaked distribution, where these peaks
correspond to two of the 〈111〉 directions.
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Figure 8.5: Distribution of distances between species for all of four phases. The distance
parallel to each of the a, b and c directions has been plotted separately. The abbreviation
cubic has been used for the cubic phase (424 K), tetra. for the tetragonal phase (301 K),
ortho. for the orthorhombic phase (250 K), and rhom. for the rhombohedral phase
(100 K).
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8.3 Constant pressure simulations
In the previous simulations the results were obtained from constant volume simulations, and
in some of the calculated distributions (most noticeably in the cubic phase) flat plateaus were
observed. In the order–disorder model these distributions should be double-peaked; however,
it is not clear whether instead two small peaks are in fact present. Here constant pressure
simulations for the cubic phase are presented where these trends are much clearer, allowing
firmer conclusions to be drawn.
A 9× 9× 9 supercell was simulated within MD using a timestep of 35 au, the same timestep
as was used previously. A 12 ps NPT simulation was performed to set the temperature,
followed by a 60 ps NPE simulation from which the data was extracted every 100 timesteps.
The pressure was set to −8.5 GPa (in order to counteract the volume underestimation, as
discussed in Chapter 5 Section 5.3) using the Parrinello-Rahman barostat [22] with a barostat
mass of 1.31× 107 au, and the average temperature during the NPE simulation was 499.8 K.
As shown in Table 5.2, this pressure leads to an overestimation of the system volume which
results in larger potential energy barriers (as shown in Chapter 7). In order to plot subcell
polarisation density the volume of a subcell must be estimated. During these simulations
the supercell volume and shape changed at every timestep, and it is not straightforward to
decompose this supercell volume into a volume associated with each subcell. The subcell
volume was, therefore, calculated approximately by taking the time-averaged supercell volume
and dividing it by the number of subcells.
The supercell, on average, was found to have no overall polarisation. Figure 8.6 shows that
whilst the x component of polarisation has a very clear double-peaked distribution, the
distribution of the Ti ion displacement has a clear single peak, as does the centre of mass of
the O6 cage, suggesting that the position at which the Ti ion spends most of its time is the
centre of the unit cell. However, the distance between the Ti ion and the centre of the O6
cage has clear double peaks. This suggests that the motion of the Ti ions and the surrounding
O6 cage is coupled in such a way that whilst the position at which they have the highest
probability of being found is the centre of the cell, at any given moment they are most likely
to be displaced such that the distance between them is non-zero, and this distance is aligned
along one of the 〈111〉 directions. This demonstrates that at any given instant a subcell is
likely to have, approximately, rhombohedral symmetry. These results agree with the results
of the previous NVE simulations, but because the form of the distributions is much clearer
the identification of whether a distribution function is single-peaked or double-peaked is less
subjective.
Also shown in Fig. 8.6 are the same quantities for a single subcell, where the frequencies have
not been normalised so that the different number of data points used in each case is clear.
The results for a single subcell have more noise due to there being fewer data points, but the
same trends can be seen.
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8.4 Re-orientation of the minima
The eight-sites order–disorder model is normally explained by saying that, in a given phase,
the Ti ions in the system are displaced from the centre of a subcell in a direction parallel to
one of a subset of the eight 〈111〉 directions. However, it is only in the cubic phase where
symmetry requires such displacements to be parallel to the 〈111〉 directions. In the other
phases the displacements may be parallel to slightly different directions, and this is known as
re-orientation of the minima.
Ravel et al. [34] concluded from their XAFS results (discussed in Chapter 3) that if the
order–disorder model is correct, the multiple sites in the tetragonal phase no longer exactly
correspond to the Ti ions being displaced along the one of the 〈111〉 directions, but that
instead the minima shift towards the c axis by roughly 11.7◦. Zalar et al. [35, 36] similarly
conclude from their NMR experiments that if an eight-site model is assumed their results also
suggest a re-orientation of approximately 12◦ in the tetragonal phase. Stern [37] suggests that
whilst similar experiments have not yet been performed on the orthorhombic phase a similar
re-orientation should be observed, but that this re-orientation should be less pronounced
than that observed in the tetragonal phase.
Zhang, Cagin and Goddard III [39] performed DFT calculations in which they relaxed the
positions of the ions within large supercells of BaTiO3 (whilst constraining the symmetry to
that of a given phase) to investigate whether a disordered structure has lower potential energy
than an ordered one. The low energy structures they obtained had large correlations along
the Cartesian axes between the displacements of the ions in neighbouring subcells. They
mention in passing that they observed, in the tetragonal phase, an angle of 10.8◦ between the
direction that the Ti ions had been displaced from the centre of the unit cell and the nearest
〈111〉 direction. The limitations of their calculation of this angle, which was not the focus of
their study, were that the result corresponded to 0 K and because a finite-sized supercell was
used, structures with lower potential energy may exist. Nevertheless, their calculated angle is
in good agreement with experiment.
8.4.1 Results
In this section this re-orientation is directly investigated by analysing the finite-temperature
simulations of all four phases discussed previously (the NVE simulations), in which the system
was allowed to take on any structure it preferred. As discussed earlier in this chapter, the
eight-sites behaviour is not observed in the location of the Ti displacement, but is observed
in the Ti–O6 distance in some phases. In fact Zalar et al. [35, 36] described the structure
in terms of the Ti ions being displaced relative to the O ions, which corresponds to the
Ti–O distance. One method of measuring this re-orientation would be to measure the angle
between each subcell polarisation vector and the [111] direction at a series of different times,
and then to calculate the average of this angle. The problem with this approach is that the
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angle is worked out by taking the inverse cosine of the dot product of the normalised versions
of these two vectors. Mathematically this function returns multiple values; computational
algorithms, however, only return one value so some information is lost. In particular:
arccos (cos (θ)) = arccos (cos (−θ)) , (8.5)
which means that if at one time the angle between the vectors was θ and at another time
it was −θ the algorithm would return θ in both cases, resulting in the average angle being
calculated to be θ rather than 0. Clearly a different approach is needed.
Here three approaches were used:
1. The positions of the peaks in the distribution of the total polarisation (dpeak) were
used to define a vector. If the distribution function of a component had two peaks, the
position of just one of the peaks was used. The angle between this vector and the [111]
direction was then calculated and labelled θpeak. To ensure that the [111] direction was
the closest of the set of 〈111〉 directions to the polarisation vector, the absolute value of
each component of this polarisation was used in the calculation of this angle, i.e., using
summation convention over repeated indices,
θpeak = arccos
 |dpeaki | [111]i√
dpeakj d
peak
j
√
[111]k[111]k
,
 (8.6)
where [111]k denotes the kth component of the [111] direction. The conclusions of
Zalar et al. [35, 36] were based on the re-orientation of the Ti displacement with
respect to the O ions, and so the distribution functions that most closely resemble this
displacement are the ionic polarisation distribution and the Ti–O6 distance distribution.
However, in this approach the total polarisation was used instead because the double
peaks were much more pronounced, reducing the error in the measured position of the
peaks.
2. The space and time average of subcell ionic polarisation was calculated ( 〈Pion〉r,t ).
Then the absolute value of each component of this vector was taken, and the angle
between this resulting vector and the [111] direction was measured. This angle is
labelled θpol and has the form:
θpol = arccos
 |〈P ion〉i| [111]i√
〈P ion〉j〈P ion〉j
√
[111]k[111]k
 . (8.7)
The absolute value of the ionic-polarisation vector was used to ensure that the [111]
direction was the closest of the set of 〈111〉 directions to this vector.
3. At a series of different times the angle between the instantaneous subcell ionic-
polarisation vector and the [001] axis was measured (note that because the lattice
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vectors are held constant the directions of the [001] and [111] axis do not vary with
time). This angle is labelled ϑc. The angle between the [111] direction and the [001]
axis was also measured, and is labelled θ˜c (these angles are illustrated in Fig. 8.7), i.e.:
ϑc(t) = arccos
 |P ioni | [001]i√
P ionj P
ion
j
√
[001]k[001]k
 , (8.8)
θ˜c(t) = arccos
 [111]i [001]i√
[111]j [111]j
√
[001]k[001]k
 . (8.9)
The absolute value of each component of the ionic-polarisation vector was used to
ensure that the [111] direction was the closest of the set of 〈111〉 directions to this
vector. This process was repeated with the angles relative to the a and b axes instead of
the c axis, enabling a greater understanding of the spatial re-orientation. These angles
are equivalent to those studied by Zalar et al. [35, 36], who found that ϑc − θ˜c = −12◦
in the tetragonal phase.
Figure 8.7: Illustration of the re-orientation of the eight sites. The drawn cuboid
represents a subcell in the tetragonal phase. The blue arrow indicates the direction of
subcell ionic polarisation (the observed position of the polarisation) and the red arrow
denotes the [111] direction (the direction in which one would expect the polarisation
vector to lie). θ is the angle between the [111] direction and the ionic-polarisation vector,
ϑc is the angle between the [001] direction and the ionic-polarisation vector, and θ˜c is
the angle between the [001] and [111] directions. Note that because the blue arrow is not
necessarily in the [001]-[111] plane, it need not be the case that θ˜c = θ + ϑc.
The calculated angles are listed in Table 8.2 and it should be noted that, for consistency,
they were calculated from the NVE simulations discussed earlier in the chapter. For both
the cubic and rhombohedral phases these angles should be zero, so any deviation from zero
gives an estimate of the errors inherent in this measurement. These results show that in
the tetragonal phase the eight sites are re-orientated by approximately 12◦ from the [111]
direction towards the c axis. There is also a re-orientation away from the a and b axes of
roughly 9◦. This agrees with the results of Ravel et al. [34], who experimentally measured
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the shift towards the c axis, and adds extra information about the shift relative to the other
two axes. In the orthorhombic phase these results show that the eight sites re-orientate such
that the site along the [111] direction shifts by an angle of roughly 10◦ away from the a axis
with minimal changes with respect to the other two axes.
Phase θpeak θpol 〈ϑa − θ˜a〉t 〈ϑb − θ˜b〉t 〈ϑc − θ˜c〉t
cubic 0◦ 0.1◦ 2.4◦ 2.4◦ 2.3◦
tetra. 17◦ 14.2◦ 8.9◦ 9.0◦ −11.0◦
ortho. 9◦ 8.7◦ 9.7◦ −2.3◦ − 1.3◦
rhom. 0◦ 0.2◦ 0.6◦ 0.6◦ 0.6◦
Table 8.2: Angle of re-orientation of the 〈111〉 minima for the cubic, tetragonal (tetra.),
orthorhombic (ortho.), and rhombohedral (rhom.) phases. The angles are defined in
Eqs. (8.6)–(8.9).
8.4.2 Validation
The force field has been used to study this re-orientation and, whilst Chapter 5 showed
that a wide range of quantities calculated with the force field agree closely with the values
calculated with DFT, it would be useful to understand whether the angles listed in Table 8.2
would change significantly if they had instead been calculated with DFT. It is not possible
to re-calculate these angles with DFT because the computational cost of the necessary ab
initio MD is prohibitively high, this being the very reason the force field was created. However,
static calculations can be performed on a smaller system to check whether angles determined
with the force field agree with DFT for that system.
This smaller system was created by describing the tetragonal phase by a single five-atom unit
cell (with the tetragonal phase lattice vectors given in Appendix B) and simulating it with
periodic boundary conditions†. Explicitly simulating only a five-atom unit cell corresponds to
a completely ordered crystal, so does not necessarily correspond to the real material. However,
its small size means that its structure can easily be relaxed with both DFT and the force
field, allowing comparisons to be made.
After the sublattices were relaxed, the Ti sublattice was observed to be displaced from high
symmetry in a direction almost parallel to the [111] direction, and the O sublattices to have
moved approximately in the opposite direction. The question is whether these displacements
are actually parallel to the [111] direction. To study this a vector (d) was constructed, this
vector being the difference between the position of the Ti sublattice and the average position
†As with previous DFT calculations a plane-wave cut-off of 170 Ry kinetic energy, a 9× 9× 9 grid of k-points,
norm-conserving pseudopotentials, and the LDA XC functional were used (convergence tests can be found in
Appendix C).
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of the O sublattices in the relaxed structure. The lattice vectors were not relaxed, being fixed
at their tetragonal phase values found by experiment (the values are listed in Appendix B).
This vector was calculated with both DFT and the force field, finding:
dDFT =

9.9
9.9
13.6
× 10−2 Å ; dFF =

10.1
10.1
13.4
× 10−2 Å . (8.10)
The angle between the vector dDFT and the [111] direction was found to be 8.6◦, and the
angle between the vector dFF and the [111] direction was found to be 7.6◦.
Both the angle of re-orientation and the associated displacement vector (d) in this simple
system produced by DFT and the force field agree, suggesting that the angles calculated in
the more complicated case (with only the force field) will give similar results to those that
would have been obtained if DFT had been used.
8.5 Correlations
In Section 8.1.2 the distribution of subcell polarisation densities in each phase was studied.
However, these distributions were calculated by combining data from subcells separated in
space and/or time, and so give no information about correlations between subcells. Even
in the order–disorder model correlations are expected. The order–disorder model proposed
by Comes et al. [26] and Chaves et al. [27] predicts large correlations in subcell polarisation
densities parallel to the Cartesian axes.
Correlations have been extensively explored with EHs. Geneste [43] used the EH created
by Zhong, Vanderbilt and Rabe [15, 16] to study spatial correlations in all four phases of
BaTiO3. Here the spatial correlations found with the force field (a fully atomistic approach)
are presented and the analysis is extended by also considering temporal correlations.
The correlation function Ci (∆r,∆t) used here was first introduced in Section 6.2.2 of
Chapter 6. This function measures the correlations between the polarisation vectors of two
subcells separated in space by a displacement of ∆r, and separated in time by ∆t. This may
be written as
Ci (∆r,∆t) =
〈Pi (r0 + ∆r, t0 + ∆t)Pi (r0, t0)〉r0,t0
〈Pi (r0, t0)Pi (r0, t0)〉r0,t0
, (8.11)
where Pi (r0, t0) is the ith component of the polarisation vector of the subcell located at
position r0 at time t0. The notation 〈. . .〉r0,t0 indicates that an average is performed over all
possible choices of space-time origins (r0, t0). The normalisation of this function has been
chosen such that the autocorrelation of a subcell, at zero time separation, is unity.
Figures 8.8–8.11 show the measured correlations in the NVE simulations of each phase. In
each case the spatial correlations are plotted along three paths: a path parallel to the x axis;
a path parallel to the y axis; and a path parallel to the z axis. For example, along a path
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parallel to the x axis only the x co-ordinates of the positions of the two subcells differ, the y
and z co-ordinates being identical. These spatial correlations have been plotted at a range of
different temporal separations (i.e. ∆t has a range of different values).
Subcell polarisation is caused in part by cations and anions displacing in opposite directions,
resulting in their being either closer together or further apart. Polarisation is, therefore,
associated with the relative displacement of charged ions. This means that correlations
between subcell polarisations can be associated with optical phonon modes, as these modes
arise from the correlated motion of ions in different subcells where adjacent ions move in
opposite directions. When the ionic displacements are parallel to a phonon wavevector, the
phonon mode is a longitudinal mode (e.g. the correlation of Px along ∆x), and when the ionic
displacements are perpendicular to a phonon wavevector, the phonon mode is a transverse
mode (e.g. the correlation of Py along ∆x).
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Figure 8.8: Correlations in the cubic phase between the polarisation vectors of two
subcells located a distance ∆r away from each other (where r is parallel either to the
x axis, y axis or z axis) and separated in time by ∆t.
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Figure 8.9: Correlations in the tetragonal phase between the polarisation vectors of
two subcells located a distance ∆r away from each other (where r is parallel either to
the x axis, y axis or z axis) and separated in time by ∆t. The polarisation vector of the
supercell is parallel to the [001] direction.
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Figure 8.10: Correlations in the orthorhombic phase between the polarisation vectors
of two subcells located a distance ∆r away from each other (where r is either parallel
to the x axis, y direction or z direction) and separated in time by ∆t. The polarisation
vector of the supercell is parallel to the [011] direction.
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Figure 8.11: Correlations in the rhombohedral phase between the polarisation vectors
of two subcells located a distance ∆r away from each other (where r is parallel either to
the x axis, y axis or z axis) and separated in time by ∆t. The polarisation vector of the
supercell is parallel to the [111] direction.
To summarise these results the components of subcell polarisation are split into two types:
components parallel to a direction along which the supercell polarisation is non-zero (here
called aligned components); and components parallel to a direction along which the supercell
polarisation averages to zero (here called unaligned components). For example, in these
simulations the tetragonal phase has an overall polarisation in the z direction only, so the
z component of subcell polarisation is an aligned component, and the x and y components
are unaligned components.
The results show that aligned components (such as the z component in the tetragonal
phase) have large spatial correlations which do not decay with time. This is to be expected
because the overall polarisation of the crystal is caused by this alignment and does not
change with time. Unaligned components (such as the x and y components in the tetragonal
phase) were found to be noticeably more correlated along the direction parallel to that
particular component (associated with longitudinal optical phonon modes) than along the
direction perpendicular to it (associated with transverse optical phonon modes), and all these
correlations do decay with time. The correlations in the unaligned components decayed very
quickly, on a time scale of roughly 0.3 ps. This directional dependence of the correlation of
unaligned components agrees with the results obtained by Geneste [43].
One curious thing to note is that, for an unaligned component, the correlation between a
subcell and the same subcell 0.08 ps later (∆r = 0 and ∆t = 0.08 ps) is smaller than the
corresponding correlation between two different subcells four unit cells away (e.g. ∆x = 4
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and ∆t = 0.08 ps). For example, this can be seen in the graph of Cx against ∆x when
∆t = 0.08 ps in Fig. 8.8. The opposite might have been expected to occur, i.e. that the closer
a subcell was to the origin the more its polarisation would be correlated to that of the origin
subcell at ∆t = 0.00 ps. It should be noted that this effect is only observed in correlations
along the same direction as the polarisation component considered, so might be associated
with longitudinal phonons.
A possible explanation is that there exists a phonon mode whose frequency is such that after
0.08 ps the polarisation vectors of subcells close to the origin have changed to be less like the
polarisation of the origin subcell at 0.0 ps, but the polarisation vectors of subcells far from
the origin have changed in such a way as to resemble more closely that of the origin subcell at
0.00 ps. This explanation requires the existence of a longitudinal optical phonon whose period
is close to 2× 0.08 ps (approximately 200 cm−1), as illustrated in Fig. 8.12. Experimentally,
a longitudinal phonon of frequency 182 cm−1 has been observed in BaTiO3 [85].
Figure 8.12: Illustration of the possible effect of phonon modes on subcell polarisation
correlations. The red arrow represents the magnitude of the x component of polarisation
of the subcell at the origin at ∆t = 0.00 ps. 0.08 ps later, all the arrows have changed
in accordance with a phonon mode. Now the arrow next to the origin has negative
magnitude, so is negatively correlated with the red arrow, whereas the arrow furthest
from the origin now closely resembles the red arrow.
This is one possible explanation. In order to explore this question, correlations when
∆t < 0.08 ps should also be studied; unfortunately, however, data was only outputted every
0.08 ps in these simulations. This could be particularly important because the polarisation
of a single subcell in these simulations fluctuated roughly on this time scale (see Fig. 8.13).
This, therefore, would be an interesting avenue for further investigation.
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Figure 8.13: Polarisation density against time for a single subcell in the cubic phase.
The data points are plotted every 0.08 ps.
8.6 Summary
In this chapter all four phases of BaTiO3 were studied to investigate whether the displacive
model or the order–disorder model best described them. The results showed signs of both
these models. If only the positions of each ion were recorded one would have concluded that
BaTiO3 could be well described by a displacive model, because the distribution functions of
these positions were found to be single-peaked, with the positions of these peaks being close
to those determined from experiments that assumed the displacive model. EH models do not
see this effect because the positions of all the ions are highly coupled through the local mode
approximation; when the distribution of this local mode is calculated [15, 16, 40, 43] it is
found to be characteristic of an order–disorder model. Order–disorder behaviour was observed
in the simulations presented in this chapter in the distribution of the subcell polarisation
density in the NPT simulations, and the ionic part of this was shown to be primarily due to
the Ti–O bond. However, the NVE simulations were less clear and the distribution of subcell
polarisation density could be consistent with either an order–disorder model, or a displacive
model with a flat energy landscape (though the results of the orthorhombic phase were more
suggestive of the former than the latter).
This suggests a possible new model for the phases of BaTiO3 that combines both the displacive
and order–disorder models, where the ions vibrate about the positions expected from the
displacive model but the vibrations of the Ti and O ions are highly correlated, leading to
local rhombohedral symmetry at any given instant.
Ravel et al. [34] postulated that in the tetragonal phase the eight sites of the order–disorder
model are no longer parallel to the 〈111〉 directions, but re-orientate, so for example the
position of the site associated with the [111] direction re-orientates by 12◦ towards the c axis.
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The simulations in this chapter directly measured this re-orientation and calculated this angle
to be roughly 11◦, as well as observing that there was also a re-orientation with respect to the
a and b axes. A similar re-orientation was also observed in the orthorhombic phase and, as
predicted by Stern [37], this re-orientation was found to be less pronounced than that observed
in the tetragonal phase. These re-orientations are calculated by assuming the order–disorder
model, so it could be argued, slightly tenuously, that the ability to calculate definite angles
of a reasonable magnitude is a point in favour of the order–disorder model. Irrespective of
this, these results give an interesting insight into what a more detailed order–disorder model
must look like in order to be consistent with the results of these simulations.
Correlations were also studied, finding the same spatial correlations as Geneste [43], but
calculating them from a fully atomistic force field rather than from an EH. Even in the
cubic phase, large correlations in subcell polarisation densities were observed in directions
parallel to the Cartesian axes, as suggested in the original eight-sites order–disorder model of
Comes et al. [26] and Chaves et al. [27]. This analysis was then extended by considering the
time dependence of these correlations, finding that the correlations which decay with time do
so on a very short time scale (approximately 0.3 ps).
The four phases of BaTiO3 were simulated in this chapter by setting the shape and volume
of the supercell to that determined by experiment and setting the temperature to a value
at which these phases have been observed. This approach worked very well and allowed
interesting new conclusions to be drawn about these phases. However, to investigate the
phase transitions themselves, constant pressure simulations should be performed because the
volume and shape of a unit cell are different on either side of a transition. Such simulations
would also enable the temperatures at which these transitions occur to be calculated and
compared to results from experiment and other methods. This is the focus of the next
chapter.
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Constant pressure simulations
Previously in this thesis it has been shown that the new force field agrees closely with DFT
(see Chapter 5), but that the underestimation of the unit cell volume calculated with the LDA
XC functional had a pronounced effect on both structural parameters and energy barriers
(see Chapter 7 Section 7.3). This problem can be circumvented by holding either the volume
or the pressure constant within a simulation. Constant volume simulations were indeed
performed (see Chapter 8), giving valuable insight into the structure of the bulk phases. In
this chapter results from constant pressure simulations are presented.
Holding pressure constant means that volume fluctuations are included, and since the system
is so sensitive to volume this could noticeably affect the observed dynamics. Allowing the size
and shape of the supercell to vary is particularly important at temperatures close to a phase
transition because at either side of such a transition these parameters are different, and at
temperatures close to a phase transition the exact values of the lattice vectors are not known.
Constant pressure simulations were run at a wide range of temperatures in order to explore
the paraelectric–ferroelectric phase transition. The phase observed at a given temperature
may depend on the size of the supercell considered and the amount of time simulated; this
issue is also explored in this chapter.
Note that the following results were obtained by simulating a series of 9× 9× 9 supercells
(the largest supercell size that could be comprehensively studied with the computer resources
available) with an in-house MD code using a timestep of 35 au as before. In each case an
initial 12 ps NPT simulation∗ was performed to set the temperature, followed by a 50 ps
NPE simulation from which physical properties (such as ionic positions and dipole moments)
were outputted every 100 timesteps. The pressure was set to −8.5 GPa using the Parrinello-
Rahman barostat [22] with a barostat mass of 1.31× 107 au. This pressure was chosen as a
best-guess of the pressure needed to obtain the experimental volume.
∗Strictly speaking since the velocity rescaling thermostat was used the NPT ensemble is only approximately
simulated. The thermostat only ensures the kinetic energy of the simulated system is what would be expected
at the required temperature.
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9.1 Time and length scales
In this section calculated polarisation densities and spatial correlations are presented to assess
whether the time and length scales simulated (50 ps and a 9 × 9 × 9 supercell) are large
enough that all the important effects are being captured.
9.1.1 Polarisation density
Switchable spontaneous polarisation is the major characteristic of ferroelectric materials,
so it is an important quantity to consider. Figure 9.1 shows how the supercell polarisation
density varied with time at a range of different temperatures. These results show that
at temperatures below 400 K the polarisation density is what would be expected in the
rhombohedral phase (all three components are non-zero and approximately equal), and that
above 450 K the polarisation density is what would be expected in the cubic phase. At
temperatures between 400 and 450 K large fluctuations were observed in the polarisation
density and it was, therefore, not possible to assign a definitive phase to these simulations.
These results suggests either that all three phase transitions occur within a temperature
range of 50 K, or that this force field only produces a rhombohedral–cubic phase transition.
The fluctuations described above show something interesting. Consider the graph that
corresponds to 400 K. This temperature was simulated for approximately 50 ps and the
polarisation density is what would be expected in the rhombohedral phase, but with large
fluctuations. The question is: what would have been observed if a smaller amount of time
had been simulated? Figure 9.2 illustrates what would have been seen if only a 3 ps window
had been simulated. Depending on the initial state of the system (the positions and velocities
of all the ions) at the start of the 3 ps simulation, either the orthorhombic or rhombohedral
phase might be observed, as the components of polarisation in the 3 ps windows depicted
in Fig. 9.2 are very different. This happens because the time scale simulated (3 ps) is less
than the time scale of the fluctuations. It is not unreasonable to suppose that fluctuations
could also be happening on much longer time scales so whilst the 50 ps simulation finds
the rhombohedral phase, a longer simulation could see a different phase. So the temporal
resolution with which the system is studied may, in part, determine the observed phase.
Fluctuations in time appear to be very important. This is also the case experimentally, as
discussed in the review by Stern [37]: when BaTiO3 was studied with NMR [35, 36] (which
has a temporal resolution of 10 ns) local tetragonal symmetry was observed in the cubic
phase and when this phase was studied with XAFS [34] (which has a temporal resolution of
1 fs) local rhombohedral symmetry was observed.
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Figure 9.1: Temperature evolution of supercell polarisation density (P/Ω). Each
Cartesian component of polarisation is plotted separately, and in a different colour. The
data was extracted from NPE simulations run at a constant pressure of −8.5 GPa.
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Figure 9.2: Illustration of the effect of the time scale simulated. Supercell polarisation
density (P/Ω) as a function of time at 400 K. The red boxes indicate what might be
observed if only 3 ps were simulated. The abbreviation ortho. has been used for the
orthorhombic phase and rhom. for the rhombohedral phase.
9.1.2 Correlations
As in Chapters 6 and 8, correlations between the polarisation vectors of two subcells separated
in space by a displacement ∆r, and separated in time by ∆t, are described by the following
correlation function:
Ci (∆r,∆t) =
〈Pi (r0 + ∆r, t0 + ∆t)Pi (r0, t0)〉r0,t0
〈Pi (r0, t0)Pi (r0, t0)〉r0,t0
, (9.1)
where Pi (r0, t0) is the ith component of the polarisation vector of the subcell located at
position r0 at time t0. The notation 〈. . .〉r0,t0 indicates that an average is performed over all
possible choices of space-time origins (r0, t0). The normalisation of this function has been
chosen such that the autocorrelation of a subcell, at zero time separation, is unity. Periodic
boundary conditions mean that spatial separations greater than four unit cells cannot be
evaluated; for example, a spatial separation of +6 subcells is equivalent to −3 subcells because
of these boundary conditions.
The results depicted in Fig. 9.1 (and later in Figs. 9.4 and 9.6) show that at any given
temperature the x, y and z components of the supercell polarisation density are approximately
the same over the time scales considered (at a given temperature the system had either cubic
or rhombohedral symmetry), and that the distribution functions of the corresponding three
components of subcell polarisation density are (ignoring fluctuations on short time-scales)
identical. This lack of directional dependence suggests that correlations only need to be
studied along one spatial direction. Here spatial correlations were always calculated along
paths parallel to the x axis, i.e. ∆r = (∆x, 0, 0). The components of subcell polarisation
can then be split into two types: the component parallel to this path (the x component);
and components perpendicular to it (in this case the y component was chosen). Spatial
correlations between polarisation components parallel to this path are called longitudinal
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correlations, and correlations of polarisation components perpendicular to this path are
called transverse correlations. So in the nomenclature of Eq. (9.1) longitudinal correlations
are described by the function Cx (∆x,∆t) and transverse correlations are described by the
function Cy (∆x,∆t), where ∆x indicates that the path is parallel to the x axis.
These correlation functions are plotted in Fig. 9.3 at a range of different temperatures. The
main results are the following:
• At 250 K (top row) both longitudinal and transverse components are highly correlated,
as would be expected in the rhombohedral phase.
• The longitudinal correlations (the left panel) decrease more gradually with increasing
temperature than the transverse correlations (the right panel). In fact, the transverse
correlations decrease sharply between 426 K and 447 K.
• At 500 K (bottom row) both longitudinal and transverse correlations decay to zero with
time. At these higher temperatures the longitudinal correlations decay more slowly
than the transverse correlations.
• At all temperatures longitudinal correlations are more persistent in space than transverse
correlations. For example, the correlations between adjacent subcells at the same instant
(∆t = 0.0 ps) at a given temperature are larger for longitudinal correlations than for
transverse ones.
The correlations observed at 500 K are consistent with the correlations calculated in constant
volume simulations of the cubic phase (see Chapter 8 Section 8.5). The main difference is that
in these high-temperature constant pressure simulations the correlations decay to zero after
approximately 2 ps, an order of magnitude slower than the decay rate found in the constant
volume simulations. This large difference in time scales between the constant volume and
constant pressure simulations of the high-temperature cubic phase suggests that allowing the
lattice vectors to vary (and hence coupling strain to polarisation) is having a large effect.
With regard to temporal and spatial resolution, the most important thing to note is that
at 500 K, when ∆t=0.0 ps, there is large spatial correlation of the longitudinal polarisation
component, even four subcells away. This leads to two important conclusions.
Firstly, this suggests that if the system had only been probed on a very short time scale these
pronounced correlations could have lead to the conclusion being incorrectly drawn that the
system was not cubic.
Secondly, if the system is in the cubic phase at this temperature these correlations would be
expected to decrease to zero with increasing spatial separation. The fact that they do not
when ∆t=0.0 ps suggests that the supercell size used (9×9×9) may be too small. This is not
necessarily unexpected because the X-ray crystallography experiments of Comes et al. [26]
predicted the existence of long chains of correlated subcells in all but the rhombohedral phase.
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Figure 9.3: Spatial correlation functions at a series of different temperatures and tem-
poral separations (∆t). Ci is the correlation of the ith component of subcell polarisation,
as described in Eq. (9.1), for two subcells separated in space by a distance ∆x in the
x direction. Longitudinal correlations are described by the function Cx (∆x,∆t), and
transverse correlations by the function Cy (∆x,∆t).
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They deduce that such chains are 10–25 unit cells long, so very large supercells would have
to be simulated in order to capture this behaviour. The supercell size used was shown in
Chapter 6 Section 6.2.2 to affect the observed phase and, therefore, to alter the calculated
transition temperatures.
9.1.3 Discussion
Time and length scales are expected to have a large effect on the observed dynamics, and
since the length scale of fluctuations often grows as the temperature of the system approaches
a phase transition temperature, and the rate at which these fluctuations decay decreases,
(see, e.g., Chapter 2 of Yeoman’s textbook on statistical mechanics [86]), these effects are
likely to be pronounced close to a transition.
Phase transition temperatures are calculated by simulating the system at a range of different
temperatures and noting the symmetry of the system at each temperature. As discussed, the
measured transition temperature (Tij) between phases i and j will depend on the duration
simulated (τ), and the system size studied (L, a three-dimensional vector). Figure 9.2 shows
that the initial state of the system (i.e. the positions and velocities of all the ions at the start
of the simulation) also affects the observed phase. If the state of the system at the start of a
simulation is denoted R then these transition temperatures can be said to be a function of
these parameters, i.e.
Tij(τ,L,R) . (9.2)
Here a choice of 50 ps was chosen as the duration simulated, and the supercell size was
chosen to be 9× 9× 9; with these values each simulation has a relatively small computational
cost, allowing a large range of temperatures to be simulated. Whilst these values might
possibly be too small to capture all the behaviour of real BaTiO3, the system being studied
is nevertheless a ferroelectric material which undergoes a paraelectric–ferroelectric phase
transition. Exploring this observed phase transition in detail therefore gives useful insight
into the physical processes which determine the behaviour of ferroelectric materials.
9.2 Phase transition
To further study the phase transition observed in Fig. 9.1, average volume and average
polarisation density were calculated as a function of temperature.
9.2.1 Polarisation density
One additional way of studying supercell polarisation density is to plot its average value
against temperature, as is done in Fig. 9.4. The absolute value of each component of
polarisation density was plotted because each data point was obtained from an independent
simulation and the relative orientation of the polarisation within each simulation may be
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different. For example, in the rhombohedral phase the polarisation vector of the supercell
could be aligned along any of the eight 〈111〉 directions.
Error bars, corresponding to the standard error of the mean, were added to the components
of polarisation density plotted in Fig. 9.4. Each simulation corresponded to studying the
dynamics over approximately the same amount of time (50 ps), so the noticeable difference
in the sizes of these error bars is primarily due to the fluctuations in polarisation observed
previously in Fig. 9.1, rather than a large disparity in the number of data points used when
the averages were taken. These error bars are largest in the temperature range 400–500 K, the
same range of temperatures in which the values of this average polarisation density change
the most, suggesting that fluctuations are largest close to the phase transition.
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Figure 9.4: Average polarisation density against temperature. Each component has
been plotted separately and a smooth line through the data added to make the trend
clearer. The absolute value of each component is plotted because each simulation was
independent and, therefore, their polarisation vectors may be orientated along a different,
symmetry-related direction. The data was extracted from an NPE simulation run at a
constant pressure of −8.5 GPa.
Similar MD simulations which corresponded instead to a negative pressure of −6.2 GPa were
also performed, but only a small number of temperatures were simulated and for just 14 ps.
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The polarisation density as a function of time is plotted in Fig. 9.5. In these the rhombohedral
phase was observed at approximately 250 K and a cubic phase at approximately 300 K (see
Fig. 9.5), suggesting that the temperatures at which the phase transitions occur is very
sensitive to volume, but that regardless of the exact value of the applied pressure, all the
phase transitions occur in a temperature range of approximately 50 K.
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Figure 9.5: Temperature evolution of supercell polarisation density (P/Ω). Each
Cartesian component of polarisation is plotted separately, and in a different colour. The
data was extracted from NPE simulations run at a constant pressure of −6.2 GPa.
The simulations in which the pressure was held constant at −8.5 GPa were analysed further by
considering how the subcell polarisation density evolved with temperature. The distributions
of subcell polarisation densities obtained from these simulations are plotted in Fig. 9.6. In
these graphs the normalisation constant was chosen to be the total number of data points
multiplied by the histogram bin width, and the volume of the subcells was assumed to be
the average supercell volume divided by the number of subcells. These results show that at
roughly 100 K each component of polarisation density has a single peak in its distribution
function, corresponding to the polarisation vectors of all the subcells being aligned along the
same 〈111〉 direction. As temperature is increased a smaller second peak is observed, which
indicates that the polarisation vectors of some subcells are able to flip (flipping refers to the
vector re-orientating such that it is aligned with a different 〈111〉 direction). As temperature
is increased this secondary peak grows (as illustrated in Fig. 9.7), suggesting that more and
more subcell polarisation vectors are able to flip, until at approximately 450 K the two peaks
are of equal heights and the system appears cubic (because the system spends equal amounts
of time in each of the eight sites and the average subcell polarisation is zero). This suggests a
very smooth evolution from the rhombohedral phase to the cubic phase as temperature is
increased, and the double-peaked distribution is characteristic of an order–disorder phase
transition.
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Figure 9.6: Temperature evolution of subcell polarisation density (P/Ω) distribution
functions. Each component of polarisation is plotted separately, and in a different colour.
The data was extracted from an NPE simulation run at a constant pressure of −8.5 GPa.
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Figure 9.7: Growth of a second peak in the polarisation distribution function. The
distribution functions of the x component of subcell polarisation density (Px/Ω) are
plotted at two different temperatures. These are enlarged versions of graphs contained
within Fig. 9.6.
In Chapter 8 the results of constant volume rather than constant pressure simulations were
presented and analysed. For those simulations many different distribution functions were
plotted to fully explore the behaviour, but the most striking results came from just two types
of distribution functions: the distribution of total subcell polarisation (as plotted for the
constant pressure case in Fig. 9.6); and the distribution of the displacement of the Ti ion
from the centre of a subcell (as plotted for the constant pressure case in Fig. 9.8). These
two sets of distribution functions were of such interest because one (subcell polarisation)
suggested an order–disorder transition (though only clearly in the orthorhombic phase) and
the other (Ti ion displacement) suggested a displacive transition. For this reason, instead of
repeating the lengthy analysis presented in Chapter 8 for the constant pressure case, here
only these two sets of distribution functions are presented. These show the exact same trend
as in the constant volume simulations.
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Figure 9.8: Temperature evolution of Ti displacement. δTix is the x component of the
displacement of the Ti ion from the centre of the subcell measured in fractional units.
The data was extracted from an NPE simulation run at a constant pressure of −8.5 GPa.
139
Chapter 9. Constant pressure simulations 140
9.2.2 Supercell volume
Tinte et al. [42] showed that one of the main problems with the EH of Zhong, Vanderbilt
and Rabe [15, 16] is thermal expansion (note that Vanderbilt and Rabe are also authors of
Ref. 42); this EH incorrectly predicts that the volume of the system decreases, rather than
increases, with temperature. To check that a similar error does not occur with my force
field, Fig. 9.9 plots the average volume observed in MD simulations at a series of different
temperatures. These simulations used the same parameters as those described above (note
that the pressure was held constant at −8.5 GPa). This figure shows that no such problem
with thermal expansion occurs with this force field, but that the volume does decrease as
the temperature is increased in the temperature range associated with the phase transition
observed in Fig. 9.4. This drop in volume at the transition has been also observed by Tinte et
al. [42] with a force field based on the shell model, and has additionally been observed
experimentally by Shirane and Takeda [87]. One possible cause of this anomalous volume
decrease is that the decrease in correlations between subcells in the higher temperature phase
reduces anharmonicities and, therefore, reduces thermal expansion.
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Figure 9.9: Average supercell volume against temperature. The volumes listed have
been divided by the total number of subcells.
Shebanov [88] measured the lattice parameter as a function of temperature experimentally,
allowing volume against temperature data produced by the force field to be compared to
experiment. In the cubic phase the experimental volume per subcell is roughly 64 Å3, but
with the force field this volume is greater than 66 Å3. To make comparisons easier the
experimental volume as a function of temperature, Ωexp(T ), is either shifted (labelled a) or
scaled (labelled b) so that it agrees with the volume given by the force field, ΩFF(T ), at a
reference temperature of 447 K, i.e.
Ω˜aexp(T ) = Ωexp(T ) + [ΩFF(T0)− Ωexp(T0)] (9.3)
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Ω˜bexp(T ) = Ωexp(T )
ΩFF(T0)
Ωexp(T0)
. (9.4)
Comparison to both of these experimentally derived curves is given in Fig. 9.10 and shows
that the force field overestimates thermal expansion.
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Figure 9.10: Thermal expansion in the cubic phase. Volume against temperature
in the cubic phase has been plotted as calculated by the force field (FF), and from
experiment (Exp.) [88]. The volume plotted is per subcell. To make comparison easier
the experimental data was plotted in two ways: a) a constant was added to the volume
so that the curves agree at a temperature of 447 K; and b) the volume was multiplied by
a constant so that the curves agree at a temperature of 447 K.
9.3 Order of the transition
A phase transition is said to be of order n if the nth derivative of the free energy with respect
to a thermodynamic variable (such as temperature, pressure, or number of particles) is a
discontinuous function. However, all lower-order derivatives, such as the (n−1)th derivative,
are continuous functions, where the functions referred to are functions of thermodynamic
variables, and the discontinuity is observed at the phase transition. Typically a phase
transition is either first or second order, and the properties of such transitions are summarised
in Fig. 9.11.
One thing to note is that the order of the transition does not give any direct evidence for
whether a transition is best described by a displacive model or by an order–disorder model.
For example, in Chapter 4 of the textbook by Bilc and Žekš on ferroelectric materials [ 3] a
displacive model is presented that produces a second-order transition, and in Chapter 5 an
order–disorder model is presented which also produces a second-order transition.
Since temperature and pressure were held constant in the simulations it is the Gibbs free
energy that should be considered and Fig. 9.11 suggests that the following three quantities
(or types of quantities) should be looked at:
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Figure 9.11: Illustration of first- and second-order transitions. Gibbs free energy (G),
its first derivative with respect to the thermodynamic variable ξ, and a component of the
total polarisation vector of the system (Pi) are plotted against ξ. The phase transition
occurs at ξ = ξc.
1. The Gibbs free energy as a function of temperature.
2. Components of supercell polarisation density as a function of temperature.
3. Derivatives of the Gibbs free energy as a function of temperature.
Unfortunately Gibbs free energy is not a quantity that is calculated easily within an MD simu-
lation and is almost impossible in this instance as the system is far from the harmonic regime.
The only energy calculated is the potential energy, the average potential energy within a
simulation being plotted against temperature in Fig. 9.12. This gives no information about
the order of the transition, but the smooth increase of the potential energy as temperature is
increased suggests that there is not a sudden change in the arrangement of ions at a particular
temperature.
The average value of the components of polarisation density as a function of temperature
were previously shown in Fig. 9.4. These graphs seem to indicate a smooth evolution of a
component of polarisation from a non-zero value in the rhombohedral phase, to an average
value of zero in the cubic phase. This smooth transition is typical of a second-order transition,
and a smooth transition is also indicated by Fig. 9.6 which shows how the distribution of
subcell polarisation density changes with time. However, the large fluctuations close to the
transition temperature led to large error bars, and these could be obscuring a sharp fall in
polarisation density at the transition, indicative of a first-order transition. The polarisation
density against temperature plots are, therefore, inconclusive. These error bars would be
expected to decrease with increasing supercell size, so this issue could, in principle, be resolved
but would require more computational resources.
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Figure 9.12: Average potential energy against temperature. The data was extracted
from an NPE simulation run at a constant pressure of −8.5 GPa.
Information about only one derivative of the Gibbs free energy, volume, is known. Volume
(Ω) can be related to the Gibbs free energy (G) via
Ω =
(
∂G
∂p
)
T,N˜
, (9.5)
where p indicates pressure, and both the temperature (T ) and the number of particles (N˜) are
held constant. Volume against temperature was previously plotted in Fig. 9.9, and something
resembling a discontinuity was observed at the phase transition (this has also been observed in
experiments [87]). This suggests that the observed transition is first-order; however, smaller
error bars would be required in order to be certain.
Now that the transition which is observed in my simulations has been explored in more detail,
it is worth comparing it to the transitions observed by other methods. Normally it is the
phase transition temperatures which are reported, so it is these which are discussed in the
next section.
9.4 Phase transition temperatures
Only two phases (the cubic and rhombohedral) were clearly observed in the dynamical
simulations discussed above. There was a small temperature range (400–450 K) where no firm
conclusions about the symmetry of the system could be drawn. In this section the transition
temperatures determined by other groups, and the methods by which they obtained them,
will be discussed.
9.4.1 Calculated transition temperatures
On the atomistic scale BaTiO3 has been previously studied (as discussed in Chapter 4) with
the EH of Zhong, Vanderbilt and Rabe [15, 16]; the force field of Tinte et al. [50]; and the
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force field of Goddard III et al. [52]. The transition temperatures produced by these three
approaches, and the values observed in experiments, are compared in Table 9.1. In order to
truly compare these values the methods used to determine these temperatures in each case
need to be understood.
Method TCT (K) TTO (K) TOR (K) Ref.
FF Tinte 190 120 90 50
FF Goddard IIIa 301 280 228 53
FF Goddard IIIb ∼ 400 — — 52
EH 290 230 197 15
Experiment 393 278 183 8
Table 9.1: Table comparing transition temperatures obtained by different simulation
techniques. The two force fields are distinguished by the name of one of the authors
of the paper introducing the force field (FF). The transition temperature Tij is for the
transition from phase i to phase j, where C=cubic, T = tetragonal, O=orthorhombic,
and R= rhombohedral. Two sets of transition temperatures are listed for the FF of
Goddard III et al. as two methods were used: a) temperatures calculated via phonon
modes; and b) temperatures calculated from dynamical simulations at constant volume.
Zhong, Vanderbilt and Rabe [15, 16] determined the phase transition temperatures from
their EH by using it within MC simulations of a 12× 12× 12 supercell at a range of different
temperatures to determine the average value of the local mode at that temperature, a
transition being denoted by a large change in the components of the local mode. These
simulations were performed at a constant pressure to allow the volume of the system to
change.
Tinte et al. [50] calculated the transition temperatures from their force field by simulating
a 7× 7× 7 supercell of BaTiO3 at a range of different temperatures within MD. They also
performed their simulations at constant pressure and calculated the average values of both
the polarisation density and the lattice parameters at each temperature. The transition
temperatures were taken to be the temperatures at which these values changed significantly
(the change being both abrupt and larger than any fluctuations).
The transition temperatures predicted by the force field of Goddard III et al. [52] were
calculated in two ways. In the PhD thesis of Zhang [53] (one of the creators of the force
field [52]), the transition temperatures were calculated by calculating the free energy as a
function of temperature for each phase. This was done by first determining the structure of
the four phases; for example, the structure used for the cubic phase was disordered with a
high degree of correlation along the three Cartesian axes. Then the free energy was calculated
by calculating the phonon modes using DFT and the frozen-phonon method. This allows the
calculation of which phase has the lowest free energy at a given temperature. As can be seen
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in Table 9.1, this resulted in all the phases occurring within a very small temperature range.
The main limitation of this approach is it depends heavily on whether the structures used for
each phase are indeed correct.
The other method used to study the phase transition temperatures of the force field of
Goddard III et al. [52] was to simulate BaTiO3 at a range of different temperatures (in
fact only three temperatures were simulated: 600 K; 500 K; and 400 K) and to study the
displacement of the Ti ions. The supercells simulated were quite small, consisting of only
4× 2× 1 subcells. Constant volume MD simulations were performed where the volume of
the supercell was chosen to be the volume found experimentally, and the shape was chosen
to be a cuboid with lattice parameters a = b < c, the ratio of a to c being the average of
the ratio in the cubic and tetragonal phases. This approach is more satisfactory than the
phonon-based approach because the ions can find the structure that they prefer, but it is
much less satisfactory than constant pressure simulations because the volume and shape of
the system were chosen arbitrarily and in all likelihood a different choice would noticeably
change the answer. This, coupled with the small number of temperatures considered and the
small size of the supercells simulated, makes a definitive comparison with the other simulation
methods difficult.
Table 9.1 shows that most simulation techniques underestimate the transition temperatures
of BaTiO3. The approach to measuring these transition temperatures that has the least
limitations is performing dynamical simulations at a range of different temperatures, in each
case keeping pressure rather than volume constant. This was the approach that was used with
my force field earlier in this chapter. However, identification of the phase transitions proved
difficult due to large fluctuations associated with the small temporal and spatial resolution of
the simulations.
9.4.2 Discussion
The new force field failed to reproduce the phase transition temperatures found experimentally,
but a transition from the rhombohedral phase to the cubic phase was observed between 400
and 450 K. Simulations corresponding to temperatures within this range were observed to
have large fluctuations in the total polarisation density, making it impossible to assign a
definitive phase to these simulations. This inability to model the transition correctly is at
stark odds with the excellent agreement between the force field and DFT shown in Chapter 5
and, as shown in Table 9.1, transition temperatures calculated by other groups are in much
closer agreement with experiment. It is also worth noting that when the lattice vectors are
fixed at their experimental values (as was the case in Chapter 8) dynamics consistent with
each phase were observed at temperatures at which these phases are experimentally found.
This suggests one of three things: that DFT is not correctly capturing the important
interactions; that the dynamics of the lattice vectors are not correctly coupling to the
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dynamics of the ions; or that this force field is an accurate description of BaTiO3 but the
time and length scales simulated are too small. Whilst it is certainly true that the length
and time scales simulated are likely to be too small (particularly if the system is partially
disordered), Tinte et al. [49, 50] use similar, but smaller spatial and temporal resolution and
do see all four phases.
If the quality of the DFT data is the problem, the obvious candidate for the cause of this
error is the choice of XC functional. However, this is not consistent with the fact that another
force field [50] and an EH [15, 16] which are also parameterised from DFT using the LDA
XC functional do reproduce all four phases within constant pressure simulations. The range
in experimentally observed transition temperatures (the highest transition temperature minus
the lowest one) is roughly 200 K; the EH finds a range of 110 K, the other force field a range
of 100 K, and here a range of 50 K. One possible cause of this difference in the temperature
range is the particular LDA pseudopotentials used. LDA XC functionals are known [ 73] to
underestimate the lattice parameter of the cubic phase by 1–2%. This means that even if the
same XC functional is used, different results may be obtained.
The DFT data used to parameterise the force field by Tinte et al. [49, 50] underestimated the
cubic lattice parameter by 1.6% and the DFT data used to parameterise the EH of Zhong,
Vanderbilt and Rabe [15, 16] underestimated the cubic lattice parameter by 1%. The DFT
data used in this study underestimates the lattice parameter by 2%.
An underestimation of 2% in the lattice parameter corresponds to 0.08 Å, which is larger
than the 0.05 Å that the Ti ions move between phases, meaning that this is a large effect. It
was shown in Chapter 7 Section 7.3 that unit cell volume has a pronounced effect on the size
of the energy barriers. In an order–disorder model there are multiple barriers (as illustrated
in Fig. 9.13). It may be the case in the simulations presented in this thesis that when the
system has enough energy to surmount one barrier (and hence leave the rhombohedral phase)
it also has enough energy to surmount all the other barriers (and hence enter the cubic phase).
If the problem is the coupling between the dynamics of the lattice vectors and the dynamics
of the ions then the exact values of both the barostat mass and the external pressure would
be important. Systematically varying barostat mass, applied pressure and temperature
simultaneously would require large amounts of computational resource and so was not
undertaken here.
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Figure 9.13: Eight-sites model of the tetragonal phase. The cuboid represents a five-
atom unit cell of the tetragonal phase. The 〈111〉 directions are shown in blue. All the
Ti ions within the crystal are either displaced along the 〈111〉 directions marked with red
dots, or along those marked with green dots. The energy barrier for hopping between
sites of the same colour is different to that for hopping between sites of a different colour.
9.5 Summary
In this chapter dynamical simulations corresponding to a pressure of −8.5 GPa were run.
These simulations found a cubic phase at high temperatures, a rhombohedral phase at
low temperatures, and a transition between these two phases between 400–450 K. Large
fluctuations in the simulations meant that the question of whether the tetragonal and
orthorhombic phases also occurred in this narrow temperature range remains unanswered.
The observed phase transition consisted of all subcells being polarised along the same 〈111〉
direction at low temperatures. As temperature increased, the polarisation vectors of more
and more subcells were able to flip until at high temperatures the polarisation vectors of
a subcell could be parallel to any of the eight 〈111〉 directions. This phase transition is,
therefore, consistent with an order–disorder model. A discontinuity was observed in the unit
cell volume at the phase transition temperature, suggesting that the transition is first order.
As discussed, the limited time and length scales accessible in simulations are likely to have
an impact on the observed dynamics because they determine whether all the important
fluctuations are being captured. This would be a particularly important avenue for future
work.
The phase transition temperatures calculated were too high, and the orthorhombic and
tetragonal phases were not observed. This is a limitation of the new force field and could be
due to the XC functional used, the pseudopotentials used, the value of applied pressure used,
or incorrect coupling between the motion of the ions and the motion of the lattice vectors.
Nevertheless, this force field is based on a realistic ionic model which has a ferroelectric ground-
state, so exploring its behaviour is equivalent to exploring the behaviour of a hypothetical
ferroelectric material, even if it does not fully represent BaTiO3 itself.
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Summary and future work
How are the atoms in each phase of BaTiO3 arranged? What drives the phase transitions?
These are simple questions to state, but no definitive answers have yet been found. The work
presented in this thesis provides new insight by studying the dynamics of the ions within
BaTiO3. This has been achieved through the use of a new atomistic force field for BaTiO 3
created for this purpose. Here the main conclusions of this work are summarised and possible
extensions to this research suggested.
10.1 Summary
Recent studies of the local structure of the cubic phase of BaTiO3 disagree with each other.
The NMR experiments of Zalar et al. [35, 36] found local tetragonal symmetry, whereas
the XAFS experiments of Ravel et al. [34] found local rhombohedral symmetry (for more
details see Chapter 3 Section 3.2). Both Stern and Yacoby [28] and Zalar et al. [35, 36]
suggest that BaTiO3 is well described by the eight-sites order–disorder model of Comes et
al. [26], but that these differing results are due to the different time scales on which these
experiments probe the system, this being approximately 1 fs for the case of XAFS and 10 ns
for the case of NMR. These results are, therefore, interpreted as evidence in favour of the
order–disorder model, though proponents of the displacive model are not convinced (see, for
example, Maksimov [44]). One of the problems with interpreting the experimental results
is that they have to be compared to very simple models of what would be expected to be
observed in either the order–disorder model or the displacive model. Atomistic simulations,
on the other hand, allow the positions and dynamics of the ions themselves to be studied,
making interpreting the results (at least in theory) much easier.
The literature on atomistic simulations of BaTiO3 is dominated by the EH of Zhong, Vanderbilt
and Rabe [15, 16]. Simulations performed with this EH find that the distribution of subcell
polarisation is what would be expected from the order–disorder model. However, this EH
has been shown to incorrectly model thermal expansion (see Tinte et al. [42]) and all EH
approaches rigidly couple the motions of the ions within a subcell, so do not give true
atomic-level resolution. Force fields, on the other hand, enable the system to be studied with
full atomic-level detail, but only two modern force fields for BaTiO3 exist, that of Tinte et
al. [50] and Goddard III et al. [52], and neither has been widely adopted. Here a third force
field has been introduced in order to shed new light on the phases (and phase transitions) of
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BaTiO3.
This new force field is a simple ionic model in which ions carry charges and dipole moments,
the latter being determined self-consistently at each time step. The free parameters within
this force field have been adjusted to minimise any discrepancies between energy differences,
forces and stresses calculated by this force field and those calculated by DFT using the
LDA XC functional. Phonon modes, potential energy differences, Born effective charges
and structural parameters calculated with the force field agree closely with those calculated
using DFT (see Chapter 5), which suggests that the model is capturing the majority of
the underlying physics and that one can be confident that results obtained from it are
representative of the behaviour of BaTiO3.
This was a multiscale approach; it took information from a theory that treats the system as
a collection of electrons and nuclei (DFT), and used it to parameterise a model that treats
the system as a collection of ions (the force field). The aim of this approach was to combine
some of the accuracy of DFT calculations with the computational efficiency of simple models
so that large, dynamical systems could be accurately studied.
This force field was used in conjunction with DFT to study the PES of BaTiO3 (see Chapter 7).
DFT was used to study sublattice displacements and a new way of characterising the PES
was introduced that highlighted the important role the oxygen ions play, and showed that
the energetics are not dominated by the titanium ions. This is an important point because
the behaviour of BaTiO3 is often described in terms of the titanium ions alone; whilst such a
description may be a useful shorthand, this work suggests that it is slightly misleading. It
was also shown that the Γ-point soft mode is not as good a description of the PES as has
often been thought.
The exploration of the PES was extended by performing supercell calculations with the force
field to study the effects of localised displacements rather than relative shifts of sublattices.
It was found that it was not energetically favourable to displace the ions in a single subcell
from their high-symmetry positions if all the surrounding subcells were unpolarised. The
subcells surrounding a single unit cell (up to the sixth nearest neighbours) were required
to be polarised before a significant displacement became energetically favourable. This is
consistent with the conclusions drawn by Ghosez, Gonze and Michenaud [18, 19, 20] from
DFPT simulations. They found that waves of dipoles with finite wavelength are stable,
which they conclude implies that a cluster of polarised subcells above a critical size is stable.
However, here finite clusters of dipoles were shown to be stable by directly simulating them
and calculating the potential energy. Whilst the conclusion of each approach is the same,
here it has been obtained by direct simulation of the system of interest, rather than being
inferred from indirect evidence.
It was shown in Chapter 6 that polarisation density differences measured using the conventional
five-atom unit cell are incorrect when constant pressure simulations are run. A procedure
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that generates the correct values, involving choosing a unit cell such that the symmetry of
ions in that subcell (when considered as an isolated cluster) has the same symmetry as the
whole crystal, was created.
In addition to this (also in Chapter 6), supercell size was explored. In order to obtain
consistent results, the scaling of barostat mass with supercell size had first to be derived.
Simulations of different-sized supercells were then performed which showed that supercell
size has a large effect on the properties of BaTiO3, to the extent that the observed phase
depended on it. These results suggest that a supercell size of at least 7 × 7 × 7 should be
used. A model was suggested to explain this effect that assumes that a cluster larger than a
critical size is required for a ferroelectric phase to be stable, and that thermal fluctuations are
magnified by periodic boundary conditions in small supercells to such an extent that these
clusters are disrupted. In Chapter 9 there is additionally a discussion of how the time scale
over which the system is simulated is also likely to affect the observed phase (as discussed
above, this is also suggested by experimental). For example, if a 9 × 9 × 9 supercell were
simulated for 10 ps at 400 K it might appear cubic, but it is feasible that it could appear
tetragonal had a larger supercell been simulated for longer.
Dynamical simulations (where volume was held constant) of all four phases of BaTiO3 were
also performed (see Chapter 8). The distribution of subcell polarisation was found to be
consistent with either a displacive or an order–disorder model. However, the results from the
orthorhombic phase had a clear double peak in one of the distribution functions, which is not
consistent with a purely displacive model. Further weight is given to the interpretation that
the subcell polarisation distributions are more consistent with an order–disorder model by
the very clear double peaks in subsequent constant pressure simulations of the cubic phase.
Such behaviour had previously been seen in EH-based approaches [15, 16, 40, 41, 43] (which
do not give full atomic-level resolution), but with this force field new behaviour is observed
when the positions of the atoms are considered. The positions at which the ions were most
likely to be found were calculated to be those associated with the displacive model. It is very
interesting that depending on the way in which the data from these simulations is analysed
(i.e. whether subcell polarisation or the displacement of the ions is considered), a different
conclusion could be drawn about the relative merits of the order–disorder and displacive
models. This may explain why it is so hard to experimentally determine which model is
a better description and, of course, suggests that the truth is in fact some combination of
the two models. One such combination has been hypothesised here, where the ions oscillate
about their positions in the displacive model, but these oscillations are coupled in such a
way that the Ti–O bonds behave in an eight-sites order–disorder manner. This new model is
certainly consistent with the results, but so might others.
Also studied was the direction of the relative displacement of the titanium and oxygen ions in
a given subcell (see Chapter 8). A vector can be drawn between the centre of mass of an O6
cage and the titanium ion within it, and the order–disorder model suggests that this vector
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lies parallel to one of the 〈111〉 directions. Experiments suggest that this vector re-orientates
itself in each phase. This was observed in the simulations presented in this thesis, with the
re-orientation angle measured in the tetragonal phase agreeing closely with the experimental
results of Ravel et al. [34]. These simulations also found a similar re-orientation in the
orthorhombic phase which, whilst predicted by Stern and Yacoby [28], has not previously
been studied in simulations or experiments. It would be interesting to see if future experiments
do observe this.
The phase transitions predicted by this force field were also explored (see Chapter 9). Only a
cubic–rhombohedral phase transition was observed (as temperature was lowered), and an
anomaly was found in plots of supercell volume against temperature, suggesting that this
was a first-order transition. This transition had the hallmarks of an order–disorder transition.
As discussed in this chapter, the length and time scales simulated are likely to have a large
effect on the observed transitions, and it is not at all clear whether the inability to see all
three phase transitions is due to this or if it is indicative of a problem with the force field.
Very few NPT simulations of BaTiO3 with an atomistic force field have ever been performed
(I am only aware of the work of Tinte et al. [50]), as most force fields are used either in
NVT simulations or in other contexts (e.g. calculating phonons). Tinte et al. [50] do, however,
observe all four phases of BaTiO3 in their NPT simulations, though they simulate a shorter
amount of time than was done here. It is interesting to note that the time scale simulated
here was roughly 50 ps (cf. 20 ps for Tinte et al. [50]), whereas the discussion of experimental
temporal resolution above suggests that when studying a single subcell time scales greater
than 10 ns are required before cubic symmetry is seen. This suggests that the time scales
studied here are likely to be too small to correctly determine the phases.
10.2 Future work
To really compare different approaches to studying BaTiO3 on the atomistic scale, a detailed
knowledge of the length and time scales on which properties such as volume and subcell
polarisation fluctuate is needed. With this knowledge the size of the system and the amount
of time for which it needs to be studied would be known, and then atomistic simulations
could be performed that are representative of actual bulk BaTiO3. In particular, the time
and length scales needed to capture the dynamics close to a phase transition are unknown,
though the experimental results of Comes et al. [26] suggest that system sizes larger than
100 Å× 100 Å× 100 Å might be needed. One place to start such an investigation would be
to expand the work on spatial and temporal correlations.
Also, as discussed in Chapter 3, the behaviour of finite-temperature phonon modes is very
different in the two models. This could be explored by calculating the phonon power spectrum
as a function of temperature from the Fourier transform of the velocity-velocity correlation
functions, enabling direct observation of the softening of optical modes in a simulation.
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The effects of finite electric fields on the system could also be simulated with the force field.
This would enable the electrical susceptibility to be studied as a function of temperature,
which might allow firmer conclusions to be drawn about the order of the observed phase
transition. Another approach to determining the order of the transition would be to search
for a latent heat in simulations of larger supercells.
One bulk property of BaTiO3 not studied here is ferroelectric domains. To study these would
require very large supercell sizes, but it would be interesting to see exactly how subcells in the
boundary between domains behave. In particular, it is not clear how the ions within a domain
boundary would be arranged in an order–disorder model. It would also be enlightening to
see how phases and domains nucleate.
It would also be instructive to see how well the force field coped with structural defects, for
example oxygen vacancies. It may be that the force field correctly calculates defect energies,
but if it does not a new force field may have be created where atomic configurations that
contain vacancies are included in the parameterisation procedure. Hopefully this would result
in a force field more suited to studying systems containing such defects.
In this thesis the properties of bulk BaTiO3 have been studied, but due to the large un-
derestimation of the lattice parameter when no external pressure is applied the force field
presented here cannot be easily used to study surfaces. It is likely that if the parameterisation
procedure were repeated with either the Wu-Cohen [89] or PBEsol [90] XC functional the
resulting force field would produce a more realistic lattice parameter when no pressure is
applied, and would, therefore, be more suitable for studying surfaces and thin films. This
would be particularly worthwhile because the size of ultra thin films that experimentalists
can fabricate is approaching the size that can be reasonably simulated computationally and
it would, therefore, allow direct comparison between experiments and simulations.
The model that underlies the force field is an ionic one and it has shown much promise. A
good force field for PbTiO3 has been created by Shin, Lee and Rappe [57] based on a covalent
model, and it is thought [46, 45] that PbTiO3 is more covalent in character than BaTiO3.
Nevertheless it would also be interesting to see how well the form of the more ionic force field
used here can represent PbTiO3.
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Appendix A
Piezo–, pyro– and ferroelectricity
By symmetry ferroelectric materials are also piezoelectric and pyroelectric materials. This
appendix will outline why. The argument relies on two principles: Neumann’s principle and
Curie’s principle. Neumann’s principle tells us that any physical property associated with a
crystal will be invariant under the same symmetry operations as the crystal itself. Curie’s
principle tells us that if an external field is applied to a system, the resulting system will
process any symmetry elements that are common to both the original system and the external
field.
These principles both involve the symmetry of the system, so let us divide all crystals into
three types based on their symmetries (the symmetry operations under which they remain
invariant): non-polar crystals, chiral crystals and polar crystals. Non-polar crystals have a
centre of inversion (for every point r the point −r is identical), chiral crystals have a centre of
rotoinversion (r can be mapped to an identical point by first rotating it, and then reflecting
it about a mirror plane that is normal to the axis of rotation), and polar crystals have neither
a centre of inversion nor a centre of rotoinversion.
In non-polar crystals no unique direction can be defined because any direction r′ is identical to
direction −r′. Therefore, by Neumann’s principle, such crystals cannot have vector properties
associated with them. This means that non-polar crystals cannot have a spontaneous
polarisation. Similarly, chiral crystals cannot have a spontaneous polarisation. This can be
seen by considering a crystal with just rotational symmetry. The only unique direction in such
a crystal is along the axis of rotation, but in a crystal possessing a centre of rotoinversion there
is a mirror plane normal to this axis, so even in this direction a vector would be mapped onto
another, distinct vector. It is only polar crystals that can have a spontaneous polarisation.
This implies that ferroelectric crystals are a subset of polar crystals.
Curie’s principle tells us that if an external field is applied to a system, the resulting system
will process any symmetry elements that are common to both the original system and the
external field. This means that if a strain (a symmetric tensor) is applied to a non-polar
crystal the centre of inversion is preserved, so it cannot gain polarisation and is not, therefore,
piezoelectric. The rotoinversion symmetry possessed by a chiral crystal is not preserved
by an applied strain so, in general, chiral crystals become polarised when strained and are,
therefore, piezoelectric materials. Polar materials can already be polarised and, as there is
nothing forcing this polarisation to remain the same, in general this polarisation will change
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with applied strain. Therefore only polar and chiral crystals may be piezoelectric.
Now consider changing the temperature. Temperature is a scalar field and so does not change,
ignoring phase transitions, the symmetry of these crystals. The chiral and non-polar crystals
do not, therefore, become polarised when temperature is changed. The polarisation of the
polar crystals is not constrained to be the same when the temperature is varied so will, in
general, change. Only polar crystals are therefore said to be pyroelectric.
It has been shown above that a ferroelectric crystal is a polar crystal, and symmetry implies
that, in general, it is therefore both pyroelectric and piezoelectric.
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Description of the phases
Barium titanate has four phases (as depicted in figure B.1) and the experimental data that
describes these phases is collated in the Landolt-Börnstein database [8]. Here the structural
parameters of each phase are summarised for reference. Note that this data assumes a
displacive model.
(a) (b) (c) (d)
Figure B.1: Representations of the primitive unit cells of the four phases of BaTiO3.
The green circles are barium ions, the red circles oxygen ions, and the blue circle a
titanium ion. (a) Cubic phase. (b) Tetragonal phase. (c) Orthorhombic phase. (d)
Rhombohedral phase. Note that the pseudo-monoclinic description of the orthorhombic
phase is used throughout this thesis.
In all the sections below the magnitudes of the three lattice vectors are denoted a, b and c.
The angles between lattice vectors a, b and c are labelled α, β, and γ, where α is the angle
between b and c, β the angle between a and c, and γ is the angle between a and b. These
lattice vectors trace out the edges of the unit cells shown in Fig. B.1.
B.1 Cubic phase
The cubic phase of BaTiO3 has the following fractional co-ordinates:
Ba (0, 0, 0)
Ti
(
1
2 ,
1
2 ,
1
2
)
O
(
1
2 ,
1
2 , 0
) (
1
2 , 0,
1
2
) (
0, 12 ,
1
2
)
.
(B.1)
The lattice vectors are all orthogonal with equal magnitudes (a = b = c; α = β = γ = 90◦).
Miyake and Ueda [91] found that a = 3.996 Å at 393 K. Shebanov [88] measured the lattice
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parameters of all four phases of BaTiO3 at a range of different temperatures, enabling a
function to be fitted to the data. This function gives a = 4.010 Å at the same temperature
at which Miyake and Ueda measured it to be 3.996 Å. This gives a percentage difference in
the experimental values of this lattice parameter of 0.35%, and for ease an intermediate value
for a of 4.000 Å has been used for the cubic phase experimental lattice parameter throughout
this thesis.
For use in DFT simulations it is tempting to use the function describing how a varies with
temperature to extrapolate a to its value at zero Kelvin. This has not been done here,
however, because extrapolation tends to give much larger errors than interpolation.
B.2 Tetragonal phase
The tetragonal phase of BaTiO3 was found by Harada et al. [92] to have the following
fractional co-ordinates:
Ba (0, 0, 0)
Ti
(
1
2 ,
1
2 ,
1
2 + δTi
)
OI
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2 ,
1
2 , 0 + δOI
)
OII
(
1
2 , 0,
1
2 + δOII
) (
0, 12 ,
1
2 + δOII
)
(B.2)
where δTi = 0.0135, δOII = −0.0150 and δOI = −0.0240. The unit cell vectors were found by
Rhodes [93], at 293 K, to have magnitudes a = b = 3.9920 Å and c = 4.0361. They found the
angles between the lattice vectors to be α = β = γ = 90◦.
B.3 Orthorhombic phase
The fractional co-ordinates of the orthorhombic unit cell at 263 K were determined by
Shirane et al. [94], who described it with a ten-atom unit cell to emphasise its symmetry.
Here their description has been converted to a five-atom primitive unit cell (known as the
pseudo-monoclinic description) to allow easier comparison with the other phases. This gives:
Ba (0, 0, 0)
Ti
(
1
2 ,
1
2 + δTi,
1
2 + δTi
)
OI
(
0, 12 + δOII ,
1
2 + δOII
)
OII
(
1
2 ,
1
2 + δOII , 0 + δOI
) (
1
2 , 0 + δOI ,
1
2 + δOII
)
(B.3)
where δTi = 0.010, δOI = −0.016, and δOII = −0.010. Shirane et al. [94] found the magnitude
of the lattice vectors, when converted to the five-atom unit cell, to be: a = 3.990 Å,
b = c = 4.013 Å. They found the angles between the lattice vectors to be α = 89.87◦ and
β = γ = 90◦.
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B.4 Rhombohedral phase
The fractional co-ordinates of the rhombohedral unit cell were found by Hewat [95] to be:
Ba (0, 0, 0)
Ti
(
1
2 + δTi,
1
2 + δTi,
1
2 + δTi
)
O
(
1
2 + δOII ,
1
2 + δOII , 0 + δOI
)
O
(
1
2 + δOII , 0 + δOI ,
1
2 + δOII
)
O
(
0 + δOI , 12 + δOII ,
1
2 + δOII
)
(B.4)
where δTi = 0.013, δOI = −0.18, and δOII = −0.011. Jona and Pepinsky [96] found the lattice
parameters of this phase, at 105 K, to be a = 4.001 Å, and α = β = γ = 89.84◦.
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DFT convergence tests
In plane-wave DFT the accuracy of a simulation is determined in part by several parameters
that have to be chosen manually. These are: the number of k-points used to sample the
Brillouin zone; the number of plane waves included in the basis set; and the tolerance within
which the total energy is converged during the self-consistent cycle. In practice, the number of
plane waves is set by specifying the maximum value of kinetic energy that a plane wave in the
basis-set expansion may have (as discussed in more detail in Chapter 2 Section 2.1.4). In this
appendix a description of the pseudopotentials used is given, as are the results of convergence
tests that show that the DFT calculations presented in this thesis have indeed been converged
with respect to these parameters. Throughout the thesis the LDA XC functional was used.
C.1 Pseudopotentials
In plane-wave DFT the electron–nucleus terms appearing in the Kohn-Sham equations are
often replaced with pseudopotentials. These pseudopotentials are smoother than the original
potentials they replace, so fewer plane waves have to be used, making calculations quicker.
This replacement only alters the core states, so as long as the properties of interest only
depend on the valence states this is a valid approach.
Two of the main choices that have to be made when creating pseudopotentials for a given atom
are which electrons to treat as valence electrons, and what cut-off radii to choose. A cut-off
radius is the distance from the nucleus outside which the pseudopotential is indistinguishable
from the original potential. In practice, the pseudopotential has a different form depending
on the angular momentum state of the electron, so a cut-off radius needs to be specified
for each value of angular momentum appearing in the valence states. Here a given cut-off
radius will be labelled ri, where i will indicate the value of angular momentum to which it
corresponds.
The choices I made when creating the pseudopotentials used in the DFT simulations (with
the LDA XC functional) whose results are presented in this thesis were the following. For Ba
5s2 5p6 5d0 were treated as valence states and the cut-offs used were rs=0.912 Å, rp=0.942 Å,
and rd=1.476 Å. For Ti 3s2 3p6 3d2 were treated as valence states and the cut-offs used were
rs=0.582 Å, rp=0.635 Å, and rd = 0.688 Å. For O 2s2 2p4 were treated as valence states and
the cut-offs used were rs=0.582 Å and rp=0.587 Å.
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These pseudopotentials are of the norm-conserving type, i.e. where the norm of a wavefunction
integrated over the core of an atom (from the nucleus to the cut-off radius) gives the same
value regardless of whether the pseudopotential or the full potential was used. With ultrasoft
pseudopotentials [97], the other main type of pseudopotential, this condition is relaxed and a
correction is applied when they are used.
C.2 Five-atom unit cell
In Chapters 5 and 7 the ground-state structure and various paths through the potential
energy surface of BaTiO3 were calculated. This involved calculating energies, forces and
stresses for a five-atom unit cell (40 electrons), so it is the convergence of these quantities
that is tested here. The five-atom unit cell whose fractional co-ordinates are
Ba (0.00, 0.00, 0.00)
Ti (0.50, 0.52, 0.50)
O (0.50, 0.50, 0.00)
O (0.47, 0.00, 0.50)
O (0.00, 0.50, 0.00)
(C.1)
and whose lattice vectors are all orthogonal with magnitude 4 Å was used in these convergence
tests. Two atoms within this unit cell have been displaced from their high-symmetry positions,
the magnitude of these displacements being typical of those between different phases of BaTiO3.
They have been chosen to ensure that the forces on these atoms are non-zero. The magnitudes
of the lattice vectors are roughly 2% larger than the relaxed values, so there will also be a
stress on this unit cell. The forces on the atoms in this unit cell, the stress on this unit cell, and
the energy difference between this unit cell and the high-symmetry structure were calculated
with a range of different energy cut-offs and k-point grids. In each case the self-consistent
cycle was converged to less than 3× 10−7 meV/atom. The following comparisons reveal that
a cut-off energy of 170 Ry and a 9× 9× 9 grid of k-points provide sufficient accuracy.
C.2.1 Energy differences
In Chapter 7 the potential energy surface was explored and the smallest change in potential
energy was observed when only the titanium sublattice was displaced from high symmetry.
This energy difference was roughly 5 meV, so in order to resolve such energy differences the
DFT parameters were chosen so that energy differences are converged to below 0.1 meV.
Figures C.1(a) and C.1(b) show how the difference in energy between the high-symmetry
cubic structure and the atomic configuration given in Eq. (C.1) converges with respect to the
DFT parameters.
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Figure C.1: Convergence with respect to DFT parameters. In each case the difference
in the quantity being calculated from the final, most converged data point is plotted.
Where the plane-wave cut-off energy was varied, a constant 9× 9× 9 grid of k points
was used, and where the size of the k-point grid was varied, the plane-wave cut-off was
set to 170 Ry.
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C.2.2 Forces
In the atomic configuration specified in Eq. (C.1), the titanium sublattice has been displaced
parallel to the y axis. The titanium sublattice experiences a force of roughly 140 meV/Å in
this direction. In order to be able to resolve such forces, the DFT parameters were chosen so
that forces are converged to below 1 meV/Å. Figures C.1(c) and C.1(d) show how the force
on the yth component of the titanium atom converges with respect to the DFT parameters.
C.2.3 Pressure
In Chapter 7 unit-cell volume was found to have a pronounced effect on the potential energy
surface of BaTiO3. Even a change in the lattice parameter of 1% (a 3% change in the volume)
had a large impact on the energetics. The convergence of volume (Ω) can be related to the
convergence of pressure (p) via the bulk modulus (B):
∆Ω
Ω =
∆p
B
. (C.2)
Experimentally the bulk modulus is found to be roughly 200 GPa [8]. This means that to
converge volume to within 0.05% requires the pressure to be converged to less than 0.1 GPa.
Figures C.1(e) and C.1(f) show how the pressure, defined as a third of the trace of the stress
tensor, converges with respect to the DFT parameters.
C.3 Supercell
In Chapter 4 DFT simulations on a 3× 3× 3 supercell were used to create the force field;
this is a 135 atom unit cell (1080 electrons). In each direction this supercell is, therefore,
three times bigger than the one considered in the previous section. The kinetic energy cut-off
determined in the previous section can still be used, and since the k-space grid is a reciprocal
space quantity it can be reduced to a 3× 3× 3 grid. In the previous section the self-consistent
cycle was deemed complete when the total energy had converged to below 3×10−7 meV/atom,
but in the supercell calculation the self-consistent cycle was stopped when the total energy
had converged to below 1× 10−4 meV/atom. This was done to speed up the calculations.
C.3.1 Forces
In the fitting procedure data from DFT simulations was used to determine the parameters in
the force field. The error in the fitting procedure was dominated by the error in fitting the
forces, so it was important to check that the forces on a typical configuration used in the
fitting procedure were converged. The fitting procedure used atomic configurations generated
from molecular dynamics simulations run at 100 K, 200 K, 300 K, and 500 K. The forces on
the atoms in the lowest temperature configurations (100 K) will experience the smallest forces
and, therefore, any convergence errors in these forces will be proportionately larger. Here the
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convergence of the forces in one of these low-temperature configurations will be checked. The
convergence needs to be much less than the error in fitting the forces (roughly 12%).
In the first few iterations of the fitting procedure a lower kinetic energy cut-off of 120 Ry
was used in order to speed up the calculations. The final few iterations were run with an
increased kinetic energy cut-off of 170 Ry. In both cases a 3 × 3 × 3 grid of k-points was
used and the self-consistent cycle stopped when the total energy had converged to below
1 × 10−4 meV/atom. The forces calculated with both these sets of DFT parameters are
compared to a more highly converged simulation in Fig. C.2. All three simulations calculated
the forces on the same atomic configuration. The highly converged simulation used a kinetic
energy cut-off of 200 Ry and a 5× 5× 5 grid of k-points, and converged the self-consistent
cycle to below 1× 10−7 meV/atom. The difference between the highly converged forces and
the forces calculated with the other parameters defines a DFT error.
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(c) Highly converged vs. 170 Ry cut-off.
Figure C.2: DFT force convergence for a 3 × 3 × 3 supercell. a) Distribution of
the force components of every atom. The atomic configuration was taken from a
molecular dynamics simulation run at a temperature of 100 K. b) Distribution of the
difference between force components calculated from a highly converged simulation and
calculated with the DFT parameters used in the first iterations of the fitting procedure.
c) Distribution of the difference between force components calculated from a highly
converged simulation and calculated with the DFT parameters used in the final iterations
of the fitting procedure.
The spread in the values of the forces is of the order 1000 meV/Å and in both cases the DFT
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error for these forces is smaller than 10 meV/Å. This is less than a 1% error on the forces
arising from DFT convergence, much less than the 12% error encountered when matching
the DFT forces to the force field forces. The convergence of the DFT simulations, therefore,
could not have had a large effect on the potential parameters that were generated.
C.3.2 Pulay pressure
Since volume has such a pronounced effect on the PES it was important that the stresses
used in the parameterisation procedure were as accurate as possible. The use of a plane-wave
basis set introduces an error in the diagonal terms of the stress tensor, which was corrected
for by adding a Pulay stress to these terms where the Pulay stress is taken to be a third of
the Pulay pressure. Below the theory behind Pulay pressure is outlined and the value of the
Pulay stress that was used in the parameterisation procedure is given.
Nielsen and Martin [98, 99] determined how stress could be calculated from a DFT simulation.
Froyen and Cohen [100], however, noted that in the case of plane-wave DFT there is an added
complication when pressure (defined as a third of the trace of the stress tensor) is calculated.
This complication arises because simulations typically include all plane waves with energy
below a fixed cut-off energy (Ecut-off) in the basis-set expansion, which means that if the
volume changes the number of plane waves also changes. This change in the number of plane
waves is not included when pressure is calculated from plane-wave DFT. They derived a
correction term by considering the total energy (Etotal) calculated by DFT as a function of
volume (Ω) and of the number of plane waves in the basis-set expansion (Npw). Then the
pressure (p) of a system can be written as:
p ≡ −dEtotaldΩ = −
{
∂Etotal
∂Ω
∣∣∣∣
Npw
+
(
∂Etotal
∂Npw
)
Ω
dNpw
dΩ
}
= ppw + ppulay , (C.3)
where the term
ppw = −∂Etotal
∂Ω
∣∣∣∣
Npw
(C.4)
is the pressure calculated in a plane-wave DFT simulation, and the term
ppulay = −
(
∂Etotal
∂Npw
)
Ω
dNpw
dΩ (C.5)
is the Pulay pressure, a correction term. Froyen and Cohen [100] showed that:
ppulay = 2Ecut-off3Ω
∂Etotal
∂Ecut-off
∣∣∣∣
V
. (C.6)
When energy differences have been converged, increasing Ecut-off results primarily in an
improved description of the core states. These core states are independent of the exact atomic
configuration, and so Eq. (C.6) shows that once energy differences have been converged ppulay
is also independent of the exact atomic configuration. For a given Ecut-off, therefore, this
Pulay pressure only needs to be calculated once.
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In the supercell calculations used in the parameterisation procedure Ecut-off was chosen to be
170 Ry. The stress at 170 Ry can be written as:
ppw(Ecut-off = 170 Ry) = p− ppulay(Ecut-off = 170 Ry) . (C.7)
p was approximated by the value of ppw at a very high energy cut-off, 200 Ry, implying that
ppulay(Ecut-off = 170 Ry) = ppw(Ecut-off = 170 Ry)− ppw(Ecut-off = 200 Ry) . (C.8)
Since ppulay is independent of atomic configuration it was calculated once, for a given cut-off
energy, and used to correct the diagonal components of the stress tensor calculated by DFT
for all the configurations used in the parameterisation procedure. This was done by adding
the Pulay pressure to each diagonal term. The Pulay pressure was calculated as described
above. For a cut-off energy of 170 Ry, as used in the final iterations of the parameterisation
procedure, five different atomic configurations all resulted in a value of ppulay = 0.101 GPa.
For the early iterations of the parameterisation procedure a smaller cut-off, 120 Ry, was used,
and the corresponding value of ppulay was calculated to be 0.774 GPa.
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Appendix D
Force field parameters
The force field introduced in Section 4.2 of Chapter 4 consists of two types of terms: those
associated with each species (ionic terms); and terms between species (pairwise terms). In fact
two force fields were parameterised: one from configurations extracted from MD simulations in
which the pressure was held constant at 0.0 GPa; and one from configurations extracted from
MD simulations in which the pressure was held constant at −8.5 GPa. All the MD simulations
presented in this thesis were performed with the force field parameterisation from 0.0 GPa data,
as this force field was better at reproducing DFT data. For completeness the parameters that
describe both force fields are listed here, where the force field parameterised from −8.5 GPa
data is called the unused force field to emphasis that it was not used to generate any results,
whereas the other force field is just called the force field.
The free parameters determined by the fitting procedure for the force field are listed in
Tables D.1 and D.2, and for the unused force field in Tables D.3 and D.4.
172
Appendix D. Force field parameters 173
Parameter set for the force field
Ba Ti O
q 1.129561 2.552789 -1.227450
α 5.992728 8.224916 3.354578
Table D.1: Parameters of the ionic terms in the force field (in Hartree atomic units).
Ba–Ba Ba–Ti Ba–O
D 1.2834825387× 10−3 6.9688443177× 10−4 2.4092274269× 10−2
γ 7.7191850292× 100 8.3883096233× 100 8.6663931384× 100
r0 1.0864465723× 101 1.2184482072× 101 5.0085937258× 100
b 7.5490433601× 10−1 1.5714536147× 100 6.8814618314× 10−1
c 1.2079200565× 100 −2.9460908894× 100 2.8074233047× 10−1
Table D.2: Parameters of the pairwise terms in the force field (in Hartree atomic units).
Ti–Ti Ti–O O–O
D 1.1646405210× 101 5.2860150684× 10−3 1.5047586448× 10−7
γ 3.5438212679× 101 9.8847084953× 100 2.0114755378× 101
r0 4.3556010159× 100 4.7849686671× 100 1.1040194002× 101
b 2.4420209949× 100 4.4159903571× 100 1.6244410169× 100
c 2.4398309949× 104 −6.7554854164× 101 3.9860679904× 100
Table D.2 continued: Parameters of the pairwise terms in the force field (in Hartree
atomic units).
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Parameter set for the unused force field
Ba Ti O
q 1.154561 2.491363 -1.215308
α 6.539645 7.405823 3.627816
Table D.3: Parameters of the ionic terms in the unused force field (in Hartree atomic
units).
Ba–Ba Ba–Ti Ba–O
D 1.5829151952× 10−3 5.3778694839× 10−4 1.5053557952× 10−2
γ 9.6997712832× 100 9.3185409743× 100 9.0468230233× 100
r0 8.9015590679× 100 1.0266823399× 101 5.2030388166× 100
b 1.1241104200× 104 1.2702647359× 100 1.2933997034× 100
c 1.1225317159× 104 −1.1024706611× 100 4.1647558469× 10−1
Table D.4: Parameters of the pairwise terms in the unused force field (in Hartree atomic
units).
Ti–Ti Ti–O O–O
D −5.9191992746× 10−7 5.0877527544× 10−3 1.6047586442× 10−7
γ 2.0229658787× 101 1.0063137597× 101 1.9449294172× 101
r0 1.1899313654× 101 4.7292961190× 100 1.1631740165× 101
b 6.3354148849× 104 4.2284877638× 100 1.2371870518× 100
c 6.3322248849× 104 −4.7113737948× 101 1.6135698766× 100
Table D.4 continued: Parameters of the pairwise terms in the unused force field (in
Hartree atomic units).
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