We study the sequences generated by neuronal recurrence equations of the form
Introduction
Caianiello and De Luca [1] have suggested that the dynamic behavior of a single neuron with memory, which does not interact with other neurons, can be modeled by the following recurrence equation:
where • x(n) is a variable representing the state of the neuron at t = n.
• x(0); x(1); : : : ; x(k − 2); x(k − 1) are the initial states.
• k is the memory length, i.e., the state of the neuron at time t = n depends on the states x(n−1); : : : ; x(n−k) assumed by the neuron at the k previous steps t = n−1; : : : ; n−k.
• a j ( j = 1; : : : ; k) are real numbers called the weighting coe cients. More precisely, a j represents the in uence of the state of the neuron at time n − j on the state assumed by the neuron at time n.
• Â is a real number called the threshold. The system obtained by interconnecting several neurons is called a neural network. These networks were introduced by McCulloch and Pitts [17] , and are quite powerful. Neural networks are able to simulate any sequential machine or Turing machine if an inÿnite number of cells is provided. Recently, neural networks have been studied extensively as tools for solving various problems such as classiÿcation, speech recognition, and image processing [5] . The ÿeld of application of threshold functions is large [10, 14, 15, 5] . The spin moment of the spin glass system is one of the most cited example in solid-state physics that has been simulated by neural networks.
Neural network is usually implemented by using electronic components or is simulated in software on a digital computer. One way in which the collective properties of a neural network may be used to implement a computational task is by way of the concept of energy minimization. The Hopÿeld network is a well-known example of such an approach. The Hopÿeld network has attracted a great deal of attention in the literature as a content-addressable memory [13] .
Given a ÿnite neural network, the conÿguration assumed by the system at time t is ultimately periodic. As a consequence, there is an integer p¿0 called the period (or a length of a cycle) and another integer T ¿0 called the transient length such that • Y (p + T ) = Y (T ), • @T and p (T ; p ) = (T; p) T ¿T and p¿p such that Y (p + T ) = Y (T ), where Y (t) = (x(t); x(t − 1); : : : ; x(t − k + 2); x(t − k + 1)). The period and the transient length of sequences generated are good measures of the complexity of the neuron.
Although a great variety of results have been established on recurrence equations modeling neurons with memory, some mathematical properties are still very intriguing and many problems are being posed. For example, the question remains as to whether there exists a neuronal recurrence equation with transients of exponential length [2] .
In this work, we give a positive answer to this question by exhibiting a neuronal recurrence equation with memory which generates a sequence of exponential transient length and exponential period with respect to the memory length. The paper is organized as follows: in Section 2, some preliminary results are presented. Section 3 is devoted to the construction of neuronal recurrence equation of exponential transient length. In Section 4, we study the behavior of neuronal recurrence equation of exponential transient length. Proof. Without loss of generality, we can assume that for all -, 16-¡g, we have T -6T g . It su ces to apply the construction used in the demonstration of Lemma 1 to the sequences {x -(n) : n¿0}, 16-6g.
Lemma 2 is not suitable to build a neuronal recurrence equation that generates an exponential transient length, because in the state of the art, no recurrence neuronal equation that exhibits an exponential transient length is known. Lemma 2 can be divided into two parts: the ÿrst part of Lemma 2 is the study of the transient length and can be seen as an extension of Lemma 1, and the second part of Lemma 2 is the study of the length of period and is the same result as in Lemma 1.
In [23] , an integer k, which is a multiple of 6 (i.e., k = 6m) is considered, a positive real number Â¿2m and k real coe cients (a j ) 16j6k are deÿned as follows:
In [23] , for each r, 16r6m − 1, the ÿrst k terms of the sequences {x r (n) : n¿0} are deÿned as follows: 
In [23] , it is also shown that
From Eqs. (3)- (5), it is concluded [23] that with the parameters deÿned in Eq. (2), the sequence {x r (n) : n¿0} generated by the neuronal recurrence Eq. (1) is of period 3m − r.
From the fact that {x r (n) : n¿0} describes a cycle of period 3m − r, and from Eq. 
In [23] , the sequences {x r (n) : n¿0} are used to construct a neuronal recurrence equation with exponential period by applying Lemma 1.
It is established in [20] that:
Lemma 3 (Ndoundam and Matamala [20] ). ∀t; r ∈ N, t¿k and 16r6m − 1
Proof. From Eq. (6) we deduce the result.
In order to present some properties of the sequence {x r (n) : n¿0}, we introduce the following notation: Notation 1. Let us deÿne S1(r; n) as
and let be a strictly negative real number such that ∀r; 16r6m − 1 max{S1(r; n) − Â : S1(r; n)¡Â and n¿k}6 :
Subsequently, we will consider that Â is an even integer greater or equal to 4m. x r (n − j)63, therefore it follows that −3k(Â + m)6S1(r; n). Since Â is an even integer, on the basis of Eqs. (1) and (2), we easily deduce that S1(r; n) ¡ Â ⇒ S1(r; n)6Â − 1:
From the evolution of the sequence {x r (n) : n¿0}, we know that for t ∈ {k; k+1; : : : ; k+ 3m − r − 2; k + 3m − r − 1} the only t at which x r (t) = 1 is k and that S1(r; k) = Â. From the fact that the sequence {x r (n) : n¿0} has period 3m − r, we deduce that S1(r; n)¿Â ⇒ S1(r; n) = Â:
From the fact that ∀n ∈ N,
It follows from the deÿnition of that ∈ [−1; 0[. Let {v(n) : n¿0} be the sequence whose ÿrst k terms are deÿned as follows: 
and the other terms are generated by the following neuronal recurrence equation:
The parameters a j ; 16j6k and Â used in neuronal recurrence Eq. (8) are those deÿned in Eq. (2). The following lemma, which is easy to prove, characterizes the evolution of the sequence {v(n) : n¿0}.
Lemma 5. In the evolution of the sequence {v(n) : n¿0}, we have:
The instability of the sequence {x 1 (n) : n¿0} occurs as a result of the convergence of the sequence {v(n) : n¿0} to 0 0 · · · 0 0.
Notation 2.
• (x) is the number of prime numbers less than or equal to x. We set s = (3m) − (2m).
• p 0 ;p 1 ; : : : ;p s−1 are the prime numbers that lie between 2m and 3m such that p i ¡p i+1 .
• #(x) = p6x; p prime ln(p).
• h = (s + 1)k is the length of the memory of some neuronal recurrence equations.
• L 1 = (s+1) lcm(p 0 ; p 1 ; : : : ; p s−1 ; 3m−1) and L 2 = (s+1) lcm(p 0 ; p 1 ; : : : ; p s−1 ) denote the period of some neuronal recurrence equations.
Let {y(n) : n¿0} be the sequence whose ÿrst h terms are deÿned as follows:
where
The parameters a j and k are those deÿned in Eq. (2). We choose that the sequence {y(n) : n¿0} be the shu e of the subsequences of prime period so that the period of the sequence {y(n) : n¿0} be the greatest possible with respect to the size of the memory.
Remark 1. (a)
The ÿrst h terms of the sequence {y(n) : n¿0} are obtained by shufing the k terms of each subsequence {x r (n) : 16n6k} where r ∈ { 0 ; 1 ; : : : ; s−1 } ∪ {1}.
(b) The neuronal recurrence Eq. (10) is obtained by applying the construction of Lemma 1 to the neuronal recurrence Eq. (1) whose parameters are given in Eqs. (2) and (3).
(c) It is possible that in (a) and (b), ∃i, 06i6s − 1 such that i = 1; in this case the sequence {x 1 (n) : n¿0} can be taken into account twice.
From [4] and from the fact that the sequence {y(n) : n¿0} is the shu e of the s + 1 subsequences and from its construction, we can write: Lemma 6. ∀t ∈ N such that t = q(s + 1) + i with q ∈ N and 06i6s:
The next lemma gives the period of the sequences {y(n) : n¿0}.
Lemma 7. The sequence {y(n) : n¿0} describes a cycle of length L 1 .
Proof. By applying Lemma 1 and given the fact that the subsequences {x r (n) : n¿0} describe a cycle of length 3m − r, we deduce the result.
We denote by {w(n) : n¿0} the sequence whose ÿrst h terms are deÿned as:
The ÿrst h terms of the sequence {w(n) : n¿0} are obtained by shu ing the k terms of each of the sequences:
0 0 0 0 : : : 0 0 0 6m (14) and the other terms of the sequence {w(n) : n¿0} are generated by the following neuronal recurrence equation:
The next lemma gives the period of the sequence {w(n) : n¿0}.
Lemma 8. The sequence {w(n) : n¿0} generates a cycle of length L 2 .
Proof. By application of Lemma 1 and given the fact that the subsequences {x r (n) : n¿0} describe a cycle of length 3m − r, we deduce the result.
Remark 2. On the basis of the composition of automata [4] and the deÿnition of , we can conclude that:
• max{S2(n)−Â 1 : S2(n)¡Â 1 and n¿h} = max{S1(r; n)−Â : S1(r; n)¡Â and n¿k}6 , and • max{S3(n)−Â 1 : S3(n)¡Â 1 and n¿h} = max{S1(r; n)−Â : S1(r; n)¡Â and n¿k}6 .
Results on the dynamics of sequences y and w
In this subparagraph, we recall and give some interesting results on dynamics of the sequences {y(n) : n¿0} and {w(n) : n¿0}.
The following lemma characterizes the sequence {y(n) : n¿0} and {w(n) : n¿0} in terms of the sum of h consecutive terms.
Proof. Based on the fact that the sequences {y(n) : n¿0} (respectively, {w(n) : n¿0}) are the shu e of s + 1 (respectively, s) subsequences of the form {x r (n) : n¿0} and on the Lemma 3, we deduce the result. The set of indexes d 1 such that y(h − d 1 ) = 1 are the union of the following three subsets:
{i}; (17a)
From the construction and the evolution of the neuronal recurrence equation {y(n) : n¿0}, we deduce that the set of indexes ' such that h '=1 y(t − ') = 3s + 3 is the union of the following three subsets:
where j 1 is a positive integer whose value is function of t. The proof will be done by contradiction. Let us suppose that f∈A y(t − f) = 3s + 2:
Eq. (19) and the hypothesis h f=1 y(t − f) = 3s + 3 imply that
Eq. (20) implies that j 1 = 0, which itself implies that (3m − 1)(s + 1) + 1 + j 1 = ∈ A and (6m − 2)(s + 1)
which is in contradiction with the fact that f∈A y(t − f) = 3s + 2. We can conclude that: f∈A y(t − f)63s + 1.
Construction of the neuronal recurrence equation z
The basic idea is to construct a sequence {z(n) : n¿0} whose terms are generated by the following neuronal recurrence equation:
and whose the ÿrst h terms are initialized as follows:
which exploits the instability of the sequence {x 1 (n) : n¿0} to generate an exponential transient length.
We deÿne the parameters c f and Â 2 as follows:
b f + ÿ; 16f6h and f ∈ A; (23)
We have deÿned the parameters c f , f ∈ A so that the s+1 subsequence of the sequence {z(n) : n¿0} converge to the sequence {v(n) : n¿1}. 
Notation 4. Let Q(n) be deÿned as follows:
We establish below a proposition which states a relation between z(n), S2(n) and Q(n).
Proof. The state of the neuron z at time n is given by the formula:
By hypothesis, ∀f; 16f6h we have z(n − f) = y(n − f). From Eq. (26) it follows that
Below, we establish two propositions which provide the link between the value of Q(n) and the sequence z(n).
Proof. By hypothesis, we have f∈A z(n − f) = 3s + 2. It follows that ÿ f∈A z(n − f) = ÿ(3s + 2) = :
It follows that Q(n) = ÿ=8. Thus −7ÿ=86Q(n)6 − .
We want to exploit the fact that
• the instability of the sequence {x 1 (n) : n¿0}, to prove that the sequence {z(n) : n¿0} describes an exponential transient length.
We intend to divide the dynamic of the sequence {z(n) : n¿0} into four phases.
Dynamical behavior of the neuronal recurrence equation z
This study is done in two steps: ÿrst we analyze the transient phase and next the cyclic phase.
Transient phase
The transient phase of the sequence {z(n) : n¿0} unfolds during three phases. Phase 1. We want the dynamics of the sequence {z(n) : n¿0} to verify the relation: ∀t ∈ N such that 06t6h − 2 + L 1 , we have z(t) = y(t):
Phase 1 starts at time 0 and ÿnishes at time h − 2 + L 1 .
In the lemma below, we prove that the sequence {z(n) : n¿0} veriÿes the properties of phase 1.
Lemma 11. In the evolution of the neuronal recurrence equation {z(n) : n¿0}, ∀t ∈ N such that 06t6h − 2 + L 1 , we have
Proof. The proof will be done by induction on t:
Basic case: Steps 06t6h − 1. The result can be deduced from Eq. (22).
Induction hypothesis. We suppose the property is true at all steps n − 1 such that
Step n: Firstly, we want to show that f∈A y(n − f)63s + 1. Based on the value of h f=1 y(n − f), we can distinguish three cases: • h f=1 y(n − f)63s + 1 It is clear that f∈A y(n − f)6 h f=1 y(n − f)63s + 1.
• h f=1 y(n − f) = 3s + 2 From the deÿnition of the set A and the dynamics of the neuronal recurrence equation {y(n) : n¿0}, it is clear that f∈A y(n−f) = 3s+2 if and only if n ≡ h−1 mod (L 1 ). We can deduce that n ∈ {h; h+1; : : : ; h−2+L 1 } implies that f∈A y(n−f)63s +1.
• h f=1 y(n − f) = 3s + 3 By application of Lemma 10, we can deduce that f∈A y(n − f)63s + 1. From the previous di erent cases, and by applying Proposition 3, we deduce that
Secondly, we want to show that z(n) = y(n). From the induction hypothesis and Proposition 1, we know that:
. Given the value of S2(n), we shall distinguish two cases:
This implies that y(n) = 1. From Eq. (27), we have 0¡Q(n). It follows that z(n) = 1 = y(n).
Case 2: S2(n)¡Â 1 . This implies that y(n) = 0. From Remark 2, we have S2(n) − Â 1 6 . From Eq. (27), we have Q(n)6 − . It follows that S2(n) + Q(n) − Â 1 6 − ¡0. Consequently, z(n) = 0 = y(n).
Phase 2. We want that the state of the sequence {z(n) : n¿0} at time h − 1 + L 1 to be 0, even when the state of the sequence {y(n) : n¿0} at time h − 1 + L 1 is 1. In other words,
Phase 2 occurs at time h − 1 + L 1 . In the lemma below, we prove that the sequence {z(n) : n¿0} veriÿes the properties of phase 2.
Proof. By applying Proposition 1, we deduce that
, we have y(h − 1) = x s (k) = 1. Considering the fact that the period of the neuronal recurrence equation {y(n) : n¿0} is L 1 , we deduce that y(h − 1 + L 1 ) = 1. From the construction of the neuronal recurrence equation {y(n) : n¿0}, we can deduce that S2(h − 1 + L 1 ) = Â 1 . The deÿnition of the set A and the Proposition 2 implies Q(h − 1 + L 1 ) = ÿ=8. On the other hand, we conclude that
Remark 4. By basing ourselves on Lemma 6, Lemma 11, Lemma 12 and on the period of the sequence {x i (n) : n¿0}, we deduce that the terms of the sequence {z(n) : n¿0} verify the following relations: After phase 2, the behavior of the sequence {z(n) : n¿0} begins to be di erent from the behavior of the sequence {y(n) : n¿0}.
Phase 3. This phase starts at time h+L 1 and ÿnishes at time −1+(9m+1)(s+1)+L 1 . We want the (s + 1)th subsequence of the sequence {z(n) : n¿0} converge to the null sequence 00 · · · 00.
Lemma 13. In the evolution of the neuronal recurrence equation {z(n) : n¿0}, ∀t ∈ N such that 06t¡(3m + 1)(s + 1), we have
Proof. The proof will be done by induction on t. Basic case: Induction hypothesis. Assuming that
Step l:
From (c) of Lemma 5, Lemma 11 and Lemma 12, we have
From the fact that ∀l ∈ {0; 1; : : : ; (3m+1)(s+1)−1}, we have l+h+L 1 ≡ h−1 mod (L 1 ), using the deÿnition of the set A and Lemma 10, we can deduce that
From Proposition 3, Eqs. (30) and (31), we deduce that
From Eq. (29) and induction hypothesis, we can write
. On the basis of the value of l, we shall distinguish two cases:
Case 1: l ≡ s mod (s + 1). It follows that l + 1 ≡ 0 mod (s + 1) and l + 1 − (3m − 1)(s + 1) ≡ 0 mod (s + 1), which implies that b l+1 = 0 and b l+1−(3m−1)(s+1) = 0. Consequently, we have
Given the value of S2(l + h + L 1 ), we can distinguish two subcases:
It follows that:
ÿ being negative, we conclude that:
Let q ∈ N such that l = q(s + 1) + s, we have 06q63m. From the fact that the sequence {z(n) : n¿0} is the shu e of (s + 1) subsequences, from Remark 4 and by induction hypothesis, we can deduce that
From (b) of Lemma 5, we have
It follows that
From Eqs. (32) and (37), we can deduce
From Eqs. (29) and (39), it follows that:
Notation 5. We set L 3 = (9m + 1)(s + 1) + L 1 , which represents the minimum of the set {t : t ∈ N; z(t − h + f) = w(f) and 16f6h}. We set L 4 = L 3 − h, which represents the beginning of the cyclic phase. The sequence {z(n) : n¿0} describes a cycle during its fourth step. The subparagraph below is devoted to this study.
Cyclic phase
When the (s + 1)th subsequence of the sequence {z(n) : n¿0} converges to the null sequence 00 : : : 00, the sequence {z(n) : n¿0} evolves as the sequence {w(n) : n¿0} with a time lag.
Phase 4. This phase starts at time L 4 and describes a cycle of length L 2 . We establish a result that gives the link between the sequence {z(n) : n¿0} and the sequence {w(n) : n¿0}.
Proof. The proof shall be done by a strong induction on t.
From these estimations, we deduce that for x¿e 5 , we have
This allows us to state the result in Corollary 2. 
This allows us to deduce that
On the basis of Corollary 2 and Eq. (48), we deduce Corollary 3.
Corollary 3.
2m¡p¡3m; p prime
Our main result is the following: In the paragraph below, we include in the general framework the study of the neuronal recurrence equations of Caianiello and De Luca.
Comparison
Neuronal recurrence equations (1) can be transformed in a neuronal equation of McCulloch and Pitts in the following manner:
where 
From this fact, the study of neuronal recurrence equations (1) 
is the state of the neuron -at time t, x -(t) ∈ {0; 1}, • b -is the threshold of the neuron -, • a -j is the weighting coe cient that represent the in uence of the state of the neuron j at time t on the state assumed by the neuron -at time t + 1. If the matrix A = (a -j ) 16-; j6k is symmetric, then Eq. (51) represents the dynamics of a Hopÿeld net. Hopÿeld nets can be used in optimization problems, for instance the traveling salesman problem [15] .
In the study of the synchronous evolution of Hopÿeld nets, it is shown that the following theorem holds.
Theorem 2 (Goles and Olivos [12] and Hopÿeld [14] ). If the interaction matrix A is symmetric, the parallel evolution of the network N = (I; A; b) converges to ÿxed points or two cycles.
The following result is also shown.
Theorem 3 (Goles and Olivos [11] , Hopÿeld [14] and Goles [6] ). If the interaction matrix A is symmetric, with the additional hypothesis that a ii ¿0, the sequential iteration of the network N = (I; A; b) converges to ÿxed points.
In the study of Hopÿeld nets, Goles and MartÃ nez [9] have shown the following result:
Theorem 4 (Goles and MartÃ nez [9] ). For any n ∈ N, there exists a symmetric neural network (A; b) such that its synchronous transient length satisÿes (A; b)¿2 n=3 .
In Table 1 , we compare the type of matrix, size of memory, number of neurons, transient length of the results obtained in this paper and in [9] . Goles [7] has also shown that Proposition 4 (Goles [7] ). Let A be an integer symmetric matrix. Then the transient length of the network is either null or it is bounded by In the case we have a real symmetric matrix A, Goles has already given another bound of the transient [8] of symmetric networks iterated synchronously.
Conclusion
From a neuronal recurrence equation that describes an exponential cycle, we have deduced a neuronal recurrence equation that describes an exponential transient length and exponential period. The technique used for this passage is inscribed in the framework of structural construction. Structural construction methods are the general and more powerful tools used in the study of sequences generated by neuronal recurrence equations [10, 3, 4, 16, 19, 20, 22, 23, 18] .
