Abstract Differential linear repetitive processes are a distinct class of 2D continuousdiscrete linear systems of both applications and systems t h e oretic interest. In the latter area, they arise, for example, in the analysis of both iterative learning control schemes and iterative algorithms for computing the solutions of nonlinear dynamic optimal control algorithms based on the maximum principle. Repetitive processes cannot be analysed/controlled by direct application of existing systems theory and to date there are few results on the specification and design of control schemes for them. This paper uses an LMI setting to develop the first really significant results in this problem domain.
Introduction
The essential unique characteristic of a repetitive, also termed multipass in the early literature, process can be illustrated by considering machining operations where the material or workpiece involved is processed by a sequence of passes of the processing tool. Assuming that the pass length a (i.e. the duration of a pass of the processing tool) is finite and constant, the output vector, or pass profile, y r ( t ) , 0 5 t 5 a (t being the independent spatial or temporal variable) produced on the kth pass acts as a forcing function on the next pass and hence contributes to the dynamics of the new pass profile y x +~( t ) , 0 2 t 2 a, k 2 0.
Industrial examples of these processes include long-wall coal cutting and metal rolling opera tions; see [l, 21 for a detailed treatment. Also cases exist where adopting a repetitive process setting for analysis has major advantages over alternatives, so-called algorithmic examples. This is especially true for classes of iterative learning control (ILC) schemes [3] and of nonlinear dynamic optimal control problems based on the maximum principle [4] . In the former area, the stability theory for linear repetitive processes proves to be a natural setting for the analysis of a powerful clam of control laws in a subject area which has seen many successful practical implementations.
The basic unique control problem for repetitive processes is that the output sequence of pass profiles can contain oscillations that increase in amplitude in the pass-to-pm direction (i.e. in the kdirection in the notation for variables used here). Such behavior is easily generated in simulation studies and on scaled models of industrial examples such as long-wall coal cutting (see [I] for a detailed treatment). Also these processes cannot be stabilized/controlled, in all but a few very restrictive special cases, by application of standard (or 1D) control systems techniques (such an a p proach would essentially ignore their key defining feature and the effects of resetting the initial (or boundary) conditions before the start of each new pass). (Elements of 1D linear systems theory, such as stability tests, can, of course, be employed where appropriate/relevant.) To remove these deficiencies and provide the essential starting point for a comprehensive control/systems theory for these processes, a rigorous stability theory has been developed [5, 61. This theory is based on an abstract model of the dynamics in a Banach space setting which includes all processes with linear dynamics and a constant pass length as special cases. Also the results of applying this theory to a range of subclasses have been reported -including the differential linear repetitive processes considered here where the resulting conditions can be tested by direct application of 1 D linear systems stability tests, e.g. in the frequency domain.
Unlike the 1D linear systems case, however, the 'Nyquist-like' stability tests which can he used in this case do not provide any measures of relative stability or form the basis for systematic control systems design. In actual fact, little is yet available in this general area. This paper shows that using an LMI setting enables very significant progress to be achieved in terms of the specification and computation of stability margins and systematic algorithm8 for the design of a (potentially) very powerful class of control laws. We begin in the next section by giving the required barkground definitions and results.
Background
The state space model of the differential linear repetitive processes considered here has the following form over 0 5 t 6 a, k 2 0, i r + i ( t ) = Axr+i(t) + Bur+i(t) + Bovr(t) Yk+lW = CZk,l(t) + D=r+1(t) + DOYk(t)
(1)
Here on pass k, z r ( t ) is the n x 1 state vector, y r ( t ) is the m x 1 pass profile vector, and ur ( t ) is the 1 x 1 vector of control inputs. To complete the process description, it is necess a r y to specify the 'initial conditions' -termed the boundary conditions here, i.e. the state initial vector on each pass and the initial pass profile. Here no loss of generality arises from assuming is an m x 1 vector whose entries are known functions oft. The stability theory [5, 6] for linear repetitive processes is based on an abstract model of the underlying dynamics in a Banach space setting which includes all such processes as special cases. In effect, this consists of two distinct concepts termed asymptotic stability and stability along the pass respectively where the former is a necessary coudition for the latter. Noting again the unique control problem for these processes, asymptotic stability demands that bounded input sequences (pass initial conditions, disturbances and control inputs) produce bounded sequences of pass pro6les (in a well defined sense) over the finite pass length and stability along the pass demands that this property holds independent of this parameter. Hence, in general, it will be the stronger property of stability along the pass which will be required.
Several equivalent sets of necessary and sufficient conditions for stability along the pass of processes have moduIus strictly less than unityVs = w , w 2 0.
L M I based Stability Analysis
The starting point here is the third condition of Note. In this paper the symbols >, 2, and < will be used to denote positive definite, positive semi definite and negative definite properties respectively of matrices. The conditions under (a) and (b) in this last definition can be reduced to conditions on the matrices of a minimal state space realization of S (7) . In particular, suppose that S(y) has a minimal state space realization given by the quadruple {F, G, H, J } such that In general, the reverse conclusion to this last corollary is not true -a counter-example can be found in [SI. If, however, the example under consideration is singleinput singleoutput then the result of this corollary is necessary and sufficient.
To develop an LMI solution of the 2D Lyapunov equation here, first note that (6) can be rewritten in the form xFG2AT -Wo*' +xTW1.o + W1,"& < 0 (9) where Gz = diag{Ws, WZ}, W3 is an arbitrary symmetric positive definite n x n matrix and Now apply the Schur complement and thenEre and post-multiply (9) by the matrix diag{I,, W2} to yield the equivalent condition which is clearly in the LMI form and we have the following result.
Theorem 3 A differential linear repetitive process of the form (1) w stable along the pass if the LMI of (11) is feasible. A currently (essentially) open problem is how exactly these stability relate to expected process performance.
LMI based Controller Design
In terms of the design of control schemes for differential linear repetitive processes, most work to date has been done in the ILC area [3] . Here it has become clear that a very powerful class of control laws results from using feedback action on the current pass augmented by feedforward action from the previous pass. Here we consider a control law of the following form over Now introduce the matrices Then we have the following which is the second major result in this paper (which results directly from interpreting (11) closed loop).
Theorem 5 Suppose that a differential linear repetitive process of the form described by (1) i s subjected to a control law of the form (19). Then the resulting closed loop process is stable along the pass if 3 symmetric matrices W1 > 0, Wa > 0 and W3 > 0 such that
The difficulty with the matrix inequality of Theorem 5 is that it is nonlinear in its parameters. It can, however, be replaced hy the following result where each of the inequalities is a strict LMI with a linear constraint which also gives a formula for computing K in (19). This follows hy first noting that the above condition can he rewritten (by direct substitution for the relevant submatrices) in the following form 6 
Conclusions
Differential linear repetitive processes are a distinct class of 2D continuous-discrete linear systems of both applications and systems theoretic interest. In applications, they arise in iterative learning control schemes and in sclution algorithms for nonlinear dynamic optimal control algorithms based on the maximum principle. Repetitive processes cannot be analysed/controlled by direct application of existing systems theory and to date there have been few results on the specification and design of control schemes for them. This paper has used an LMI setting to develop the first really significant results in this key area. Starting from an LMI interpretation of a 2D Lyapunov equation based interpretation of stability, a complete design procedure for a class of control laws based on combining feedback control action on the current pass (here state feedback action has been used) combined kith feedforward action based on .the previous pass profile. (Experience in the iterative learning control application strongly suggests that such control laws are very powerful). The resulting design procedure can be implemented by direct application of standard MATLAB based LMI routines. Also it has been shown that this method leads to easily computed stability margins and extends naturally to the problem of control law design to meet specified stability margins.
