Abstract. In the paper, the authors review and survey some new results on the large Schröder numbers. These results were obtained by the authors and their coauthors from January 2016 and can be summarized up as follows. 
little Schröder numbers s n . They are named after the German mathematician Ernst Schröder.
A large Schröder number S n describes the number of paths from the southwest corner (0, 0) of an n × n grid to the northeast corner (n, n), using only single steps north, northeast, or east, that do not rise above the southwest-northeast diagonal. The first eleven large Schröder numbers S n for 0 ≤ n ≤ 10 are 1, 2, 6, 22, 90, 394, 1806, 8558, 41586, 206098, 1037718.
The little Schröder numbers s n form an integer sequence that can be used to count the number of plane trees with a given set of leaves, the number of ways of inserting parentheses into a sequence, and the number of ways of dissecting a convex polygon into smaller polygons by inserting diagonals. The first eleven little Schröder numbers s n for 1 ≤ n ≤ 11 are 1, 1, 3, 11, 45, 197, 903, 4279, 20793, 103049, 518859. They are also called the small Schröder numbers or the Schröder-Hipparchus numbers, after Ernst Schröder and the ancient Greek mathematician Hipparchus who appears from evidence in Plutarch to have known of these numbers. They are also called the super-Catalan numbers, after Eugéne Charles Catalan, but different from a generalization of the Catalan numbers [13, 22, 33 ].
1.2.
Generating functions of the Schröder numbers. In [5, Theorem 8.5.7] , it was proved that the large Schröder numbers S n have the generating function (1.1)
S n x n , which can also be rearranged as
In [5, Theorem 8.5.6] , it was proved that the little Schröder numbers s n have the generating function
s n x n .
For more information on the Schröder numbers S n and s n , please refer to [5, 7] and plenty of references therein. S n x n .
Accordingly, we acquire S n = 2s n+1 , n ∈ N. See also [5, Corollary 8.5.8] . This relation shows that it is sufficient to analytically investigate the large Schröder numbers S n .
1.4. Several Known Results. It is well known that there have been several simple formulas for the large Schröder numbers. For example, the large Schröder numbers can be computed by
and satisfy the recursive relation
Main Results for the Large Schröder Numbers
Now we state our main results: several explicit formulas, a recursive formula, several integral representations, and some properties for the large Schröder numbers S n .
2.1. Several Explicit Formulas for the Large Schröder Numbers. After studying the generating functions G(x) and G(x), defined by (1.1) and (1.2), we obtain several explicit formulas for the large Schröder numbers S n by several approaches.
Theorem 2.1 ([25, Theorem 1]).
For n ∈ N, the large Schröder numbers S n can be computed by = 0 for q > p ≥ 0, the double factorial of negative odd integers −2n − 1 is defined by
for n = 0, 1, . . . , and x n is the falling factorial
Theorem 2.2 ([9, Theorem 4]).
For n ∈ N, the large Schröder numbers S n can be computed by
2.2.
A Recursive Formula for the Large Schröder Numbers. Applying Leibniz's theorem to the equality (1.4), we can find the following recursive formula for the large Schröder numbers S n .
Theorem 2.3 ([9, Theorem 5]).
For n ≥ 0, the large Schröder numbers S n satisfy the recursive formula (2.5)
2.3.
Integral Representations for the Large Schröder Numbers. In light of the Cauchy integral formula in the theory of complex functions, we can establish several integral representations for principal branches of the generating function G(z) = G(−z) on the cut complex plane C \ −2 √ 2 − 3, 2 √ 2 − 3 and, consequently, derive several integral representations for the large Schröder numbers S n . 
on the cut complex plane C \ −2 √ 2 − 3, 2 √ 2 − 3 has the integral representations
where
2 su du,
are positive. Consequently, (a) the generating function G(t) is completely monotonic on 2 √ 2 − 3, ∞ and a Stieltjes transform; (b) the large Schröder numbers S n for n ≥ 0 can be represented by the integral representations
10)
and (2.12)
The second integral representations in (2.9) and (2.12) are simpler, more significant, and more useful.
2.4. Some Properties of the Large Schröder Numbers. Employing integral representations for the large Schröder numbers S n , we can discover the following properties of the large Schröder numbers S n .
Theorem 2.5 ([24, Theorem 1.1]). Let the Schröder function S x be defined by replacing n by x in (2.12). Then the function (x+1)!S x for x ≥ 0 is absolutely convex on [0, ∞). Consequently, the sequence {(n + 1)!S n } n≥0 is absolutely convex and, particularly, convex.
The Schröder function S x is absolutely monotonic on − . Consequently, the sequence {S n } n≥0 is absolutely monotonic and, particularly, convex. (a) If a i for 1 ≤ i ≤ m are non-negative integers, then (2.14)
Corollary 2.1 ([24, Corollary 1.1]). The sequence n!S n for n ≥ 0 is (logarithmically) convex.
Corollary 2.2 ([24, Corollary 1.2]).
If ≥ 0 and n ≥ k ≥ 0, then
Relations Between the Large Schröder and Central Delannoy Numbers.
Central Delannoy numbers D(n) are the number of "king walks" from the (0, 0) corner of an n × n square to the upper right corner (n, n). Central Delannoy numbers D(n) have the generating function (2.17)
Central Delannoy numbers D(n) and the large Schröder numbers S n can be represented each other in the form of determinants. 
Notions and Lemmas
In order to understand and prove our main results, we need the following notions and lemmas. In [2, 21] , it was defined implicitly and explicitly that an infinitely differentiable and positive function f is said to be logarithmically completely monotonic on an interval I if the inequality 0 ≤ (−1) In [31, Definition 2.1], it was defined that a Stieltjes transform is a function f : (0, ∞) → [0, ∞) which can be written in the form
where a, b are nonnegative constants and µ is a nonnegative measure on (0, ∞) such that ∞ 0 1 1+s dµ(s) < ∞. In [3, Theorem 1.2], it was proved that a positive Stieltjes transform must be a logarithmically completely monotonic function on (0, ∞), but not conversely.
Recall from [37, p. 108, Definition 4] that a sequence µ n for n ≥ 0 is said to be completely monotonic if its elements are non-negative and its successive differences satisfy (−1) k ∆ k µ n ≥ 0 for n, k ≥ 0, where
Theorem 4a in [37, p. 108] reads that a necessary and sufficient condition for the sequence µ n for n ≥ 0 to be completely monotonic is µ n = 1 0 t n dα(t) for n ≥ 0, where α(t) is non-decreasing and bounded for 0 ≤ t ≤ 1.
In [17, pp. 375-386] , it was recited that, if f ∈ C ∞ (a, b) and f (2k) (x) ≥ 0 for k ≥ 0 and x ∈ [a, b], we say that f is an absolutely convex function; if f ∈ C ∞ (a, b) and
, then we say that f is a completely convex function. Similarly, if elements of a sequence µ n for n ≥ 0 are non-negative and (−1) k ∆ 2k µ n ≥ 0 for n, k ≥ 0, then we say that the sequence µ n for n ≥ 0 is completely convex; if elements of a sequence µ n for n ≥ 0 are non-negative and ∆ 2k µ n ≥ 0 for n, k ≥ 0, then we say that the sequence µ n for n ≥ 0 is absolutely convex.
For more information on the above notions, please refer to the monograph [17, Chapter XIII] and the papers [11, 12, 14, 32] .
3.2. Lemmas. In combinatorial mathematics, the Bell polynomials of the second kind B n,k are defined by
In combinatorial analysis, the Faà di Bruno formula plays an important role and can be described by
in terms of the Bell polynomials of the second kind B n,k . See [7, p. 139, Theorem C].
Lemma 3.1 ([7, p. 135]).
For n ≥ k ≥ 0, we have
where a and b are any complex numbers.
Lemma 3.2 ([30, Theorem 3.1] and [36, Lemma 2.5]).
For n ≥ k ≥ 0, the Bell polynomials of the second kind B n,k satisfy . Let u(x) and v(x) = 0 be two differentiable functions. Let U (n+1)×1 (x) be an (n + 1) × 1 matrix whose elements u k,1 (x) = u (k−1) (x) for 1 ≤ k ≤ n + 1, let V (n+1)×n (x) be an (n + 1) × n matrix whose elements
for 1 ≤ i ≤ n + 1 and 1 ≤ j ≤ n, and let |W (n+1)×(n+1) (x)| denote the determinant of the (n + 1) × (n + 1) matrix
Then the nth derivative of the ratio
can be computed by
Lemma 3.6 ([35, Theorem 2.1])
. Let M be a square matrix of order n × n and partitioned as
Let K −1 denote the inverse of an invertible matrix K.
(a) If B is a k × k matrix and C nonsingular, then the determinant of M can be computed by
(b) If A, B, C, D are respectively p × p, p × q, q × p, and q × q matrices and if D is invertible, then the determinant of M can be computed by 
has the integral representation
where ρ(s) is defined by 
is positive for all (λ, s) ∈ (0, 1) × (0, ∞).
Lemma 3.9 ([27, Theorem 1.1]). Let n ∈ N and a = (a 1 , a 2 , . . . , a n ) be a positive sequence, that is, a k > 0 for 1 ≤ k ≤ n, and no any two are same. For z ∈
, 1) and
Let σ be a permutation of the set {1, 2, . . . , n} such that σ(a) = a σ(1) , a σ(2) , . . . , a σ(n) is a rearrangement of a in an ascending order a σ(1) < a σ(2) < · · · < a σ(n) . Then the principal branch of the geometric mean G n (a + z1) has the Lévy-Khintchine representation 1 , a 2 , . . . , a n ) is a positive and strictly increasing sequence, that is, 0 < a 1 < a 2 < · · · < a n , then the principal branch of the weighted geometric mean
for z ∈ C \ [−a n , −a 1 ] has the Lévy-Khintchine representation
where the density
Lemma 3.11 ([24, Lemma 2.2]).
For α > 1, β ∈ R, and k ∈ N, the definite integral 
Proofs of Main Results
We are now in a position to outline proofs of our main results.
4.1.
Six proofs of the formula (2.1). The explicit formula (2.1) was proved by five approaches in [25] .
4.1.1. First Proof of the Formula (2.1). The outline of the first proof is utilizing the expansion
which can be derived from
and differentiating on both sides of (4.1).
4.1.2.
Second Proof of the Formula (2.1). Making use of the formulas (3.2), (3.3), and (3.4) to compute the mth derivative of √ x 2 + 6x + 1 results in the formula (2.1).
4.1.3. Third Proof of the Formula (2.1). Applying Lemma 3.5 to the functions
and v(x) = x and employing the formulas (3.8) and (3.9) by induction result in the formula (2.1).
4.1.4.
Fourth Proof of the Formula (2.1). Employing (3.9) to compute the determinant obtained in the third proof leads to the formula (2.1) once again.
4.1.5. Fifth Proof of the Formula (2.1). Combining the equation (1.2) with (4.2) finds
The explicit formula (2.1) is thus proved once again.
4.1.6. Sixth Proof of the Formula (2.1). It suffices to show that the right-hand sides of the formulas (1.5) and (2.1) are equal, that is,
which can be carried out by Zeilberger's algorithm.
4.2.
Proof of the Formula (2.2). The generating function (1.1) can be rearranged as
Then, by virtue of the formulas (3.2) and (3.5), the nth derivative of G(x) equals
for n ∈ N. Further making use of the formulas (3.3), (3.6), and (3.7) reveals
as x → 0 + . By the formulas (3.2), (3.3), and (3.4), we have
As a result, we can obtain the formula (2.2).
Proof of Theorem 2.2. From (1.2), it follows that
which implies that, for n ≥ 2,
Therefore, we obtain
Similarly, we have
Making use of
in the above formulas yields the explicit formulas (2.3) and (2.4). The proof of Theorem 2.2 is complete.
4.4.
Proof of Theorem 2.3. From (1.1), it follows that
Squaring on both sides of the above equation and comparing coefficients of x n for n ≥ 4 yield
Replacing n by n + 4 in this equality and simplifying immediately lead to the recursive formula (2.5). The proof of Theorem 2.3 is thus complete. 
Applying x = 3 + 2 √ 2 and y = 3 − 2 √ 2 to Lemma 3.7 yields the integral representation (2.7) immediately.
From the positivity of the functions (s) = ρ 4 √ 2 s on (0, ∞), it follows that
for all k ≥ 0. Hence, the function G(t) is completely monotonic on 2 √ 2 − 3, ∞ . From (1.2) and the relation (4.4)
it is not difficult to see that the integral representation (2.10) is valid. Substituting x = 3 + 2 √ 2, y = 3 − 2 √ 2, and λ = 1 2
into Lemma 3.8 results in the integral representation (2.8) readily.
Since F (s) > 0, as stated in Lemma 3.8, we have
By definition, the complete monotonicity of the function G(t) is verified again. The integral representation (2.11) is readily acquired by considering again the relation (4.4) and interchanging the order of integrations.
Setting n = 2, a 1 = 3 − 2 √ 2, and a 2 = 3 + 2 √ 2 in Lemma 3.9, or letting n = 2,
in Lemma 3.10, leads to 
where x ∈ [0, ∞) and p > 0 such that
Applying f (x) = S x to these inequalities and taking x , p ∈ {0} ∪ N lead to the inequalities in (2.13). The proof of Theorem 2.6 is complete.
4.8. Proof of Theorem 2.7. In [16] and [17, p. 367] , it was obtained that, if f is completely monotonic on [0, ∞), then
By Lemma 2.4, applying f (x) = G(x) in (2.9) to inequalities in (4.5) and taking the limit
The determinant inequalities in (2.14) follow. In [17, p. 367, Theorem 2], it was stated that, if f is a completely monotonic function on [0, ∞), then (4.6)
By Lemma 2.4, replacing f (x) by G(x) in (4.6) and taking the limit x → 0 + give
The product inequality (2.15) follows. The proof of Theorem 2.7 is complete. By virtue of Lemma 3.12, the forms (2.18) and (2.19) respectively follow immediately.
On the other hand, we can also expand the left-hand side of the equation (4.7) into a series
The identity (2.20) is thus proved. The proof of Theorem 2.9 is complete.
