ABSTRACT The PEP tool is a Programming Environment based on Petri Nets. Sophisticated programming and veri cation components are embedded in a user-friendly graphical interface. The basic idea is that the programming component allows the user to design concurrent algorithms in an easy-to-use imperative language, and that the PEP system then generates Petri nets from such programs in order to use Petri net theory for simulation and veri cation purposes. The main focus of this paper is the reference component which represents the bridge between these two worlds. We integrate references in the formal semantics and present some of the provided features. Among others the simulation of a parallel program can be triggered through the simulation of a Petri net. Program formulae can be transformed automatically into net formulae which can then be an input for the veri cation component.
Introduction
The PEP 1 tool is a Programming Environment based on Petri Nets 6] .
In order to support the main phases of the development of parallel systems (shown in Fig. 1 ) it is not su cient to provide editors for parallel systems, compilers into Petri nets (PN) and simulators as well as analysis and verication algorithms for PN. Only an integrated reference component exploits the full functionality in an adequate way. Users do not have to leave the model they have chosen for the modelling of parallel systems. This paper describes how simulation of a parallel program is triggered through the Institut f ur Informatik, Universit at Hildesheim, Marienburger Platz 22, D-31141 Hildesheim, bernd@informatik.uni-hildesheim.de 1 The PEP project is nanced by the DFG (German Research Foundation). This work has been partially supported by the HCM Cooperation Network EXPRESS (Expressiveness of Languages for Concurrency) simulation of the corresponding PN and how program formulae are transformed automatically into net formulae which are in turn used as an input for the integrated e cient model checker. This paper is structured as follows. Section 2 describes the PEP framework dealing with di erent types of objects. Parallel nite automata (PFA) and the programming language B(PN) 2 (Basic Petri Net Programming Notation) are brie y introduced in sections 3 and 4. The M-net model is presented in more detail in section 5. The most interesting part of the construction of references is presented in section 6 where the M-net semantics for B(PN) 2 covering references is given. After presenting an example in section 7, a temporal logic for B(PN) 2 is introduced in section 8. The usage of references in the PEP tool is depicted in section 9 where new simulation and program veri cation facilities are explained. Finally, a conclusion and pointers to relevant literature are given. satis es a property given in terms of a temporal logic formula. 5. A reference component, which is a kind of a database server, administers the references between the di erent objects which are related to one modelling approach. For instance, the compiler B(PN)
2 )
M-net outputs the relationship between parts of the program (such as actions) and parts of the net (such as transitions) to the reference component. Later on, during the simulation, the M-net simulator may communicate with the reference component in order to request that the B(PN) 2 simulator highlights (or executes) an action which corresponds to the currently executed transition. The interaction between the reference component and the other components is an essential feature of the PEP system.
PFA
In PEP B(PN) 2 speci c PFA are considered. A PFA is a collection of nite automata (FA) 14] acting in parallel, where one FA corresponds to one process in a program. An FA consists of a start node, a set of local nodes, a set of exit nodes, a set of arcs between these nodes and a labelling function that annotates each arc with a B(PN) 2 action. A start node (such as node 1 in Fig. 4) represents the initial state of one process and an exit node (such as node 5) represents a state in which the process has terminated. Thus no outgoing arcs are accepted for exit nodes. In Fig. 4 a PFA consisting of two FA modelling the Peterson algorithm for mutual exclusion of two processes is shown. In the de nition of the formal semantics we will see that action terms are used to synchronise accesses to variables; and that the resulting nets do not contain action terms.
In addition to the well-known standard de nitions given so far, we need some new auxiliary de nitions.
We have chosen to base nearly all references (even those of places) on atomic actions and blocks of a program, because these are easier to de ne than points in the control ow. Therefore, we introduce the function f which maps each atomic action and each block of a B(PN) 2 program to a unique cardinal. A very simple enumeration is su cient.
Ref The element of the set Data-Tag = fvg is used to mark the places indicating that a variable has a certain value. This data-tag in uences for instance the positioning of transitions during synchronisation, and the generation of value assertions during unfolding into an LL net.
De nition of M-nets
To cover references and data-tags as well, we have to extend the original de nition. The main extensions concern the de nitions of the operator and of the basic synchronisation, where the handling of references (but not of data-tags) is introduced.
De nition 5.1 M-nets
An M-net N is a triple (P; T; ) such that P is a set of places, T is a set of transitions with P \ T = ;, and is a function with domain P (P T) ( shows part of an M-net with one entry place Pa, one internal place Pb (which holds the value of variable X), one transition Ta and two arcs.
The transition rule for M-nets is explained informally with the example: If place Pa is marked, transition Ta can occur in two di erent ways: variable id is bound to and X 0 can be bound either to 1 or to 2. Thus, the is removed from Pa and either 1 or 2 is put on Pb.
Composition operations
To de ne the composition operations, we extend the auxiliary net manipulation operators de ned in 5]:
(N) and (N) denote the set of entry and, resp. exit places of N; fP 1 ; : : : ; P n g multiplies n sets of places. It is essential that the set of references of a created place is the union of the sets of references of the original places.
(e.g., ffp 1 g; fp 2 ; p 3 gg = fp 12 ; p 13 g with %(p 12 ) = %(p 1 ) %(p 2 )); and N fP 1 ; : : : ; P n g adds fP 1 ; : : : ; P n g to N and removes P 1 : : : P n .
Parallel composition (see left part of Fig. 6 ) is de ned as independent juxtaposition:
Sequential composition (see middle part of Fig. 6 ) merges the exit places of the rst net with the entry places of the second. References are handled by the operator. N 1 ; N 2 = (1N 1 2N 2 ) f(1N 1 ) ; (2N 2 )g: 2 The following gures are simpli ed: brackets around arc annotations, action terms and references, variables on arcs (like id) which can only be bound to , empty sets, primes around value assertions, and labels of internal places are omitted to improve readability.
Choice (see right part of Fig. 6 ) merges the entry places of the nets and the exit places of the nets. References are handled by the operator. N 1 N 2 = (1N 1 2N 2 ) f (1N 1 ); (2N 2 )g f(1N 1 ) ; (2N 2 ) g: The iteration construct is N 1 N 2 N 3 ] (see Fig. 7 ) which produces the e ect of one execution of N 1 , followed by zero or more executions of N 2 , followed by one execution of N 3 . Once more, references are handled by the operator. N 1 N 2 N 3 ] = (1N 1 2N 2 3N 3 N 
Synchronisation and restriction
Communication is performed by transition synchronisation. The intuition is that synchronisation of a net w.r.t. an action symbol (NsyA) is performed through a series of basic synchronisations. During a basic synchronisation two corresponding action terms (A( ) and A( )) are considered. The communication is performed by a most general uni er which renames the variables in the action terms appropriately. It is important that references and data-tags of places are not e ected, whereas the set of references of the resulting transition summarises the sets of references of the involved transitions.
Synchronisation is often followed by restriction. The restriction N rs A removes all transitions whose annotations contain action terms A( ) or A( ) together with adjacent arcs. Fig. 8 shows a typical example of synchronisation followed by restriction. This mechanism is used for block structuring. In this example, variable access is depicted. The rst subnet shows a place (which may contain a value of a variable X) and a transition for the di erent access possibilities. The second subnet shows one access to X, decreasing the value by 1. 6 Formal semantics Now, we associate an M-net (prog) with every program prog of the syntax in such a way, that references and data-tags are created automatically as needed. We proceed top-down through the syntax. First, we will consider programs and blocks. The nets for the declarations of variables are then given directly. After presenting the semantics of the di erent command connectives for parallel, sequence, choice and iteration, we give the semantics of an atomic action. The de nition of the semantics is fully compositional.
Programs and blocks
The begin-end program brackets are semantically nearly transparent. The renaming function ? f(block) adds the references f(block) and f(block) to the entry and exit places of (scope), respectively.
De nition 6.1 (begin scope end) = ? f(block) ( (scope))
6.1
A scope may consist of a sequence of variable declarations decl followed by a command com. The nets for the declarations are juxtaposed with the net for the command (followed by termination actions for variables). The resulting net is rst synchronised and then restricted w.r.t. certain action symbols. This ensures that always the correct variable is accessed.
De nition 6.2 (decl; scope) = ( (decl)k (scope); T (decl))sy (decl) rs (decl) with T (decl) = (
e Xterm x ) and (decl) = fX,Xtermg (for X). 6.2
Data variables
The semantics of variables is extended by the introduction of the data-tag v and a reference for the variable. T10 and T12 may both synchronise with the variable accesses from within the control ow. Note that T10, which provides the initialisation of the variable, is not annotated by a special initialisation action term. This reduces the size of the nets and (what may be more important) the size of the nite pre x of the branching process, because a variable is initialised at the rst access and not (perhaps uselessly) at declaration time. T11 and T13 both synchronise with the corresponding termination transition from within the control ow. We will not consider channels and stacks here.
Atomic actions
The semantics of an atomic action hexpri is an M-net (hexpri) with only one transition. The inscription of this transition is constructed recursively from the action terms of the used variables and equations to force the intended equalities at a later synchronisation. In AS the set of action terms is collected; E is used to compose the expression and SC is necessary to (do com enter alt-set od) = (com) R(alt-set) E(alt-set)];
and R(alt-set 1 alt-set 2 ) = R(alt-set 1 ) R(alt-set 2 ) E(alt-set 1 alt-set 2 ) = E(alt-set 1 ) E(alt-set 2 )
R(com; exit) = E(com; repeat) = N stop = ( R(com; repeat) = E(com; exit) = (com) 6.6
Example
In this section we continue considering the Peterson algorithm already modelled as a PFA. Fig. 10 shows the automatically generated B(PN) 2 program.
The values of f(block) and f(hexpri) are given in brackets. Fig. 12 shows the corresponding Petri box. Petri boxes can be considered as a special case of M-nets where, e.g., all places have singleton type f g. In comparison with the HL net it is interesting to see the value assertions (like 'i1=0' for place P25) which are easy to generate and very useful for program veri cation. 
hi1'=0i; hi2'=0i; (13) repeat repeat od od end end end P5   P6   P7   P8   P9   P23   P24   P10   P11   P12   P13   P14   P17   T15   T9   T16  T18  T19  T4   T6  T7   T20  T1  T2  T3   T10   T12 P9   P23   P25   P10   P11   P12   P13   P14   P17  T8  T9   T28  T29  T30  T31  T10   T13  T16  T19   T2   T6   T7   T22   T3   T4   T25   T26 The model checker for safe PN integrated in PEP has been developed by Esparza 9] and implemented by Graves 13] . This algorithm uses an optimised version of the nite pre x of the branching process of a safe PN 8] and a temporal logic formula as inputs, and then checks whether or not the formula holds for the corresponding net. The original de nition of syntax and semantics of these formulae can be extended in a way similar to 16] in order to cover program properties as follows.
De nition 8.1 Syntax of a branching time logic
For a safe marked net N = (P; T; ) the set of branching time formulae is de ned by the following syntax:
::= true j p j c j v j : j ^ j 3 with (p 2 P; c Con-Points; v 2 Val-Assert), where 3 represents the operator`there exists a reachable marking such that '. Other operators such as _ or 2 can be derived. E.g., 1 _ 2 = :(: 1^: 2 ) and 2 = :3: , respectively.
8.1
The semantics of formulae is de ned in the standard way in terms of (reachable) markings. The only extension is the introduction of a transformation for value assertions and subsets of control points which is essential for case studies like in 12].
De nition 8.2 Transformations
A subset c of control points is replaced with the subformula (p 1 _ _p n ) where fp 1 ; ; p n g = fp i 2 Pjc % p (p i )g. A value assertion v is replaced with the subformula (p 1 _ _ p n ) where fp 1 ; ; p n g = fp i 2 Pjv 2 % p (p i )g.
8.2
De nition 8.3 Semantics of a branching time logic formula A formula 3 holds for a marking M, if there is a marking reachable from M for which holds. A 3-free formula can be evaluated directly in a given marking (using the fact that N is safe). A formula holds for N = (P; T; ) if it holds for the initial marking 4 M 0 .
8.3
9 Pro ting from references in the PEP tool
In this section we exploit how users of the PEP tool can pro t from references and we explain some parts of the implementation.
The whole PEP tool is designed in a very modular way in order to be extendable and regarding the fact that it is developed at universities. Therefore, also the reference component is modularised as far as possible.
In the current implementation references are stored in individual les (one for each kind of references, e.g., B(PN) 2 $ HL net) and most of the functionality is o ered by a couple of auxiliary programs which are, for instance, used by the reference component.
It is crucial, that the validity of references is controlled. In the project window of the PEP tool the user can see whether or not, e.g., the HL net is connected to the B(PN) 2 program, i.e., whether or not the references between these objects are valid. Editing the program implies that the references become invalid.
Show references modes
The editors integrated in the PEP tool provide di erent modes to exploit the references.
In the HL net editor, e.g., the user can select a transition (or a place) and depending on the mode (chosen by the user) the corresponding parts of the program (colours are used to distinguish between hexpr i, hexpr i and hexpr i ) or the transition(s) (or place(s)) of the LL net are highlighted.
The B(PN) 2 editor o ers a comfortable possibility to select actions or blocks of a program. After selecting a single atomic action hexpr i the user can ask for:
1. all transitions whose references contain f(hexpri), and 2. all places whose references contain f(hexpri) or, resp., f(hexpri) .
The same is possible if multiple atomic actions are selected, only that all the corresponding values of f(hexpr k i) are considered. In addition, the search can be narrowed to those transitions (or places) whose references match exactly the selected action(s) (= instead of ). The user can choose to which of the other editors the results of the request are forwarded. This feature can, e.g., be used to edit program formulae in the formula editor.
Simulation
Users who modelled a parallel system by writing a B(PN) 2 program most certainly wants to simulate its behaviour. Perhaps, they do not even want to see the PN. The references constructed by the compiler according to the semantics de ned above enable the reference component to o er (among others) this simulation possibility.
The rst way is to trigger program simulation by PN simulation. A random or interactive simulation of the HL or LL net can be started and the simulator simply passes the reference (i.e. f(hexpri)) of each ring transition via the reference component to the program editor/simulator where the corresponding action is highlighted.
Second, an interactive simulation of the program is provided as follows. During each step, the program editor/simulator requests the references of all enabled transitions from the PN simulator. Then it o ers an adequate possibility to choose among the activated actions and the possible variable bindings which are then forwarded to the PN simulator in order to re the corresponding transition.
Program veri cation
Formulae can be edited either directly in the formula editor or by use of the program editor and the reference component. In addition, the reference component o ers macro expansion features. In the Peterson example, (see Fig. 10 { Fig. 12 ), e.g., LIVE(6) is expanded via 2 3 ( PRESET(T2) _ PRESET(T3) ) to 2 3 ( (P12^P21) _ (P12^P17) ). Thus, it is possible to verify properties like:
1.`Does the mutual exclusion property hold?' or`Is it not possible that both processes are in their critical sections simultaneously?' : 3 (f6 ; 7g^f12 ; 13g)
2.`Is it always possible that a process enters its critical section?' can be expressed in three di erent ways:
(a) 2 ( ( 3 f6 ; 7g^( 3 f12 ; 13g ) ) (b) 2 ( ( 3 ( ('i2=0' _ 't=1')^f6 ; 7g ) )( 3 ( ('i1=0' _ 't=2')^f12 ; 13g ) ) ) (c) LIVE(6)^LIVE(12) The model checker as well as other analysis algorithms (such as deadlock checkers) returns a sequence of transitions if possible. The tool o ers a possibility to visualise this sequence (using an interactive or automatic simulation) in one (or more) of the editors.
The integrated INA 17] tool o ers, among others, the possibility to calculate invariants of Petri nets which can then be displayed, for instance, in the corresponding program by use of the reference component.
Conclusion
We brie y presented some of the main features of the PEP tool. Furthermore, we tried to point out the usefulness of a sophisticated reference component in order to extend PN simulation and PN veri cation to program simulation and program veri cation. We believe that a reference component of this style can improve many other tools.
We regret that we could not exploit the other parts of the reference component (like PFA $ B(PN) 2 and HL net $ LL net) in a more detailed way due to restrictions on the length of this paper. For a more detailed overview of the PEP system we refer the reader to 6] and the various papers which are available at http://www.informatik.uni-hildesheim.de/ pep.
