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Abstract
We use a control framework to analyze the digital vendor’s profit max-
imization problem. The vendor captures market share by focusing costly
effort on post-launch product maintenance, which influences user perception
of the product and drives a revenue stream associated with product use. Our
theoretical results show necessary and sufficient conditions for product main-
tenance to decline over a product’s life-cycle, thus showing conditions when
Lehman’s 7th law of software evolution holds. We also numerically illustrate
control paths under different market conditions.
1. Introduction
Digital distribution platforms for software applications represent a large
and continuously growing environment for product distribution. This is an
environment where software vendors experience unique benefits and chal-
lenges. For example, because software quality may change post-launch, firms
can look to maximize market share through focus on product maintenance.
A strong focus on maintenance is recognized; however, maintaining this ded-
ication is expensive and faces decreasing returns over time. Consequently,
developers must balance current and future effort costs to maximize revenue
over a product’s life-cycle.
We believe this issue is especially relevant now, as digital distribution
platforms (e.g. iTunes, GooglePlay, Steam) have revolutionized the way con-
sumers purchase digital products like music, mobile applications, and video
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games. These platforms also represent a significant venue of profit; for exam-
ple, Apple’s iTunes recorded over $4 billion in revenue during the first quarter
in 2014 alone [1]. While digital markets represent a great opportunity for
potential sales, firms looking to maximize revenue from digitally-distributed
software must first understand the digital market and its particular chal-
lenges.
In this paper, we model the problem of resource allocation for maintaining
a product (e.g., software) that is being delivered through a digital medium
(e.g., an online store). We assume the product provides a continuous revenue
stream over the course of its lifetime (e.g., a digital subscription model), and
that the firm has a vested interest not only in total profit, but also in the
scrap value from total end-of-life market share. In particular, this market
share may determine net initial revenue from its next product release. We
model this problem as an optimal control problem in which effort towards
product maintenance (e.g., in-version bug fixes, minor enhancements, etc.)
affects not only the revenue stream but also consumer uptake.
Our theoretical and numerical findings demonstrate that, in the face of
increasing marginal costs on production maintenance, firms should steadily
lower their focus on maintenance over a product’s life-cycle as long as the
perceived quality of the product reaches a certain threshold. These results are
supported by established literature on software evolution; as such, our model
provides an analytic underpinning for Lehman’s 7th law of software evolution,
which states that ”the quality of an E-type system will appear to be declining
unless it is rigorously maintained and adapted to operational environment
changes” [2]. This law is often nicknamed the ”declining quality” law in the
literature.
The major contributions of this paper are: (i) We use a parsimonious
optimal control model of digital product maintenance to provide analytic
underpinnings for Lehman’s 7th law of software evolution under general con-
ditions; (ii) we show that the structure of this model leads to a simplified set
of necessary conditions on the optimal control and (iii) we use these simpli-
fied necessary conditions to derive analytical results and rules-of-thumb for
firms. Lastly, (iv) we use these results along with the matrix Riccati equation
to derive necessary and sufficient conditions for optimality in the form of a
system of differential equations with boundary conditions.
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2. Related Work
Modeling the development of large software systems has been an on-going
area of research since the 1970’s [3]. Models of reliability of software that in-
clude costs have also been investigated [4] in the literature since the early 90s.
Even before the advent of modern digital eco-systems, digital distribution has
been a popular topic of research in software engineering and management sci-
ence in the past two decades. This paper investigates the optimal policy for
post-launch maintenance of a software product to maximize firm revenue; as
such, our research sits at the intersection of software engineering and oper-
ations research. Therefore, in this section we highlight the two streams of
literature pertinent to our paper, as well as our contribution to the literatures
.
Within the software engineering literature, a lot of attention has been
given to the quality of software systems over time. The seminal work by
Lehman proposes eight laws of software evolution that have been the subject
of rigorous empirical research [2]. For example, Munson notes that developing
metrics for software measurement is a key element in software engineering
[5]. The author proposes a precise definition for software fault as a means of
measuring declining quality in a software system and offers empirical support
for the 7th law. Other studies also find empirical support for the law of
declining quality in traditional software settings [6] [7] [8] [9] as well as the
mobile applications setting [10]. To our knowledge, our paper is the first to
provide analytic support for the frequently observed 7th law.
Within the operations management (OM) literature, optimal control mod-
els have been used to study software development [11], enhancement and
lifetime of software systems [12], and open source development [13]. Dy-
namic optimization problems are also used in cooperative advertising re-
search ([14, 15]), which studies the strategic interactions between two firms
in a differential game. Our paper uses control theory to study the optimal
path of post-launch product maintenance to maximize firm profits. Our key
finding provides analytic support for a well-studied empirical law of software
evolution.
3. Model and Analytic Results
We consider a single firm selling a product on digital distribution plat-
forms. Market share changes according to a maintenance-mediated rumor-
spreading model described below. The firm’s objective is to maximize a
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combination of market share and profit during the product’s post-launch
life-cycle by controlling time allotted to product maintenance (rather than,
e.g., developing a new product or version).
Define ut : R+ → [0,∞) to be the single valued function of time that
captures all efforts related to maintaining a quality product, with ut = 0
representing no effort towards product maintenance. Let xt ∈ [0, 1] denote
the proportion of users who have adopted the vendor’s product at time t, i.e.,
the proportional market share of the firm at time t. For notational simplicity,
we drop the subscript t. We first consider the more general control problem
faced by the firm, then provide a specific example with linear functions for
revenue stream R(u) and value function of product maintenance pi(u).
3.1. General Case
The firm’s optimal control problem is:


max Ψ(x(T )) +
∫
T
0
R(u)x− Cu2 dt
s.t. x˙ = pi(u)x(1− x)
x(0) = x0 > 0, u ≥ 0
(1)
We assume x(t), u(t) ∈ L2[0,∞) and we also require u(t) to be differ-
entiable almost everywhere. We will find a smooth expression for u˙ in the
spirit of Equation 3 of [16]. In the generic form, R(u) represents the rev-
enue stream as a function of u, and we assume R(u) is increasing, concave,
twice-differentiable, and non-negative. The units of R(u) are in dollars per
market-share proportion. The constant C is the cost coefficient of product
maintenance so that costs are quadratic in maintenance effort. In our con-
text, this accounts for the increasing marginal cost of resources as a firm
dedicates more time and manpower to a product. This is shown to be a
reasonable modeling assumption in digital goods (see [17]). The function
Ψ(x(T )) is the salvage value of market share at the terminal time T ; i.e., the
value the firm places on end-of-life market share for the product. We assume
that Ψ is differentiable, concave and monotonically increasing in x(T ).
The state dynamics are given by a modified Bass equation [18, 19, 20, 21],
which in this context is a logistic model of rumor spreading mediated by
product quality. Here, pi(u) is the value function of u, which denotes the
utility users derive from the product relative to the next best option. In
our model, pi(u) governs the sign of the equation of motion - a product only
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experiences market growth if users prefer it to the next best alternative.
We assume pi(u) is increasing, concave, and twice-differentiable. To derive
analytic results, we use a change of variables to simplify the model.
From the equation of motion, we have:
dx
x(1− x)
= pi(u) dt.
Assume the formal anti-derivative of the right-hand-side to be:
V (t) =
∫
pi(u(t)) dt.
We can rewrite the state variable as:
x =
1
1 + A exp (−V )
, (2)
where exp (−V ) = e−V , and
A = eV0
1− x0
x0
> 0
is a constant of integration determined by x0 and V (0) = V0. This allows us
to rewrite Ψ as a function of V (T )):
Ψ(V (T )) = Ψ
(
1
1 + A exp (−V (T ))
)
.
This function is monotonic in V (T ) and hence pseudoconcave by our assump-
tions on Ψ. Equation 1 can now be written as the modified problem:


max Ψ
(
1
1 + A exp (−V (T ))
)
+
∫
T
0
R(u)
1 + A exp (−V )
− Cu2 dt
s.t. V˙ = pi(u)
V (0) = V0, u ≥ 0.
(3)
Before proceeding, note:
1. R(u) is assumed to be increasing and concave.
2. 1/ (1 + A exp (−V )) is increasing.
3. pi(u) is assumed to be increasing and concave.
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4. −Cu2 is concave.
Because R(u) is increasing and u2 is symmetric, we can safely ignore the con-
trol constraint u ≥ 0. We show in Equation 6 (below) that this assumption
is justified. The Hamiltonian for the modified optimal control problem is:
H =
R(u)
1 + A exp (−V )
− Cu2 + λpi(u),
where λ is the co-state. The co-state dynamics must satisfy:
dλ
dt
= −
∂H
∂V
= −
A exp (−V )R(u)
(A exp (−V ) + 1)2
= −R(u)x(1 − x), (4)
and the transversality condition requires:
λ(T ) = Ψ′
(
1
1 + A exp (−V (T ))
)
A exp(−V (T ))
(1 + A exp(−V (T )))2
=
Ψ′(x(T ))x(T ) (1− x(T ))
because:
x(1− x) =
A exp(−V )
(1 + A exp(−V ))2
. (5)
Note however, this is the co-state in terms of V , expressed in terms of x.
The final time value λ(T ) is positive and the time derivative of λ is strictly
negative, since R(u) > 0. Therefore we have:
Lemma 1. For all time t ≥ 0, the co-state λ is positive and decreasing.
The Hamiltonian is (strictly) concave in the control u, and thus we have:
Lemma 2. Any solution u∗ to Hu = 0 satisfies the necessary conditions:
1. Hu = 0 and
2. Huu < 0, the strong Legendre-Clebsch condition
and therefore, it maximizes the Hamiltonian at all times.
It is worth noting that the two conditions in Lemma 2 along with the
fact that V ∗ (x∗, resp.) and λ∗ solve the resulting Euler-Lagrange two-point
boundary value problem form the complete set of necessary conditions for
the optimal control problem. When we add the additional requirement that
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the corresponding Riccati equation is bounded on [0, T ], these form sufficient
conditions for a weak local maximal optimal controller [22]. We discuss this
sufficient condition in Section 3.3.
Given the necessary conditions of the optimal control problem, we study
solutions to Hu = 0. A solution to Hu = 0 yields the implicit equation:
u(t) =
1
2C
(
R′(u(t))
A exp (−V (t)) + 1
+ λ(t)pi′(u(t))
)
=
1
2C
(R′(u(t))x(t) + λ(t)pi′(u(t))) (6)
We note also that u∗(t) ≥ 0 for all t, since R′(u), pi′(u) > 0. Thus our
assumption to ignore the constraint u ≥ 0 is now justified.
Proposition 1. Assume u∗ is a solution to the optimal control problem.
Then, optimal focus on product maintenance (i.e., u∗) is decreasing if and
only if:
pi(u) >
pi′(u)R(u)
R′(u)
.
Proof. Differentiating Equation 6 with respect to t and substituting the value
for λ˙ in terms of V (see Equation 4) yields1:
u˙ =
AeV (pi(u)R′(u)− R(u)pi′(u))
(A+ eV ) ((A+ eV ) (2C − λ(t)pi′′(u))− eVR′′(u))
(7)
By assumption pi′(u), R′(u) > 0 and pi′′(u), R′′(u) < 0. Therefore, the de-
nominator of Equation 7 is always positive. The numerator is positive if and
only if:
pi(u)R′(u)−R(u)pi′(u) > 0 ⇐⇒ pi(u) >
pi′(u)R(u)
R′(u)
Proposition 1 states that focus on product maintenance decreases if the
valuation of the product surpasses the threshold determined by the relation-
ship between R(u), R′(u), and pi′(u). That is to say, when consumers value
1Simplification performed using MathematicaTM.
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the firm’s product above the next best alternative past a certain threshold, it
is in the firm’s best interest to decrease focus on product maintenance. This
is often observed in practice, when one product on the market is established
as the best option. Decreasing product maintenance is actually the optimal
strategy for the firm as long as perceived product value is above a threshold.
Proposition 1 also provides a general analytic result in support of Lehman’s
7th law of software evolution. Because rigorous maintenance and adaption
to operational environment changes are cost prohibitive, the quality of the
digital good appears to be declining over time. This is not to say actual
product quality must necessarily decrease over time, as effort may be drawn
off to develop the next product iteration.
In the next section, we study the case when R(u) and pi(u) are linear to
show that u is always decreasing given this assumption. The linear case also
allows us to derive a simpler form for the optimal control.
3.2. Linear Case
Assume R(u) and pi(u) are linear and take the form R(u) = αu and
pi(u) = β · (Pu− pi0), where β > 0 is the coefficient of market share change.
Assume Ψ(x(T )) = ρx(T ), for ρ ≥ 0, which is non-decreasing and concave,
as required. A larger value for β results in larger changes in market share.
The firm’s optimal control problem can be rewritten as:


max ρx(T ) +
∫
T
0
αux− Cu2 dt
s.t. x˙ = β · x(1− x) (Pu− pi0)
x(0) = x0, u ≥ 0.
(8)
Now, pi0 > 0 is the explicit value users derive from the next best alterna-
tive, assumed to be constant over a product’s life-cycle. Under the change
of variables:
dV
dt
= βPu− βpi0.
while Equation 2 is still valid for x in terms of V . Using this information,
we can simplify the integral in the modified problem objective function of
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Equation 8:∫
T
0
αux− Cu2 dt =
∫
T
0
αu
1 + A exp (−V )
− Cu2 dt =
∫
T
0
α
βP
1
1 + A exp (−V )
dV +
αpi0
P
1
1 + A exp (−V )
− Cu2 dt =
α
βP
log (A+ exp(V )) |T0 +
∫
T
0
αpi0
P
1
1 + A exp (−V )
− Cu2 dt.
The scrap value for the simplified optimal control problem is:
Ψ˜(V (T )) =
ρ
1 + A exp(−V (T ))
+
α
βP
log (A + exp(V (T ))) . (9)
The revised Hamiltonian for this simpler problem is:
H =
αpi0
P
1
1 + A exp (−V )
− Cu2 + λβ(Pu− pi0).
The necessary conditions discussed in Lemma 2 still hold. Thus, solving
Hu = 0 leads to the expression:
u ≡
βP
2C
λ. (10)
Since the Euler-Lagrange system of differential equations are necessary con-
ditions, we know that the state and co-state must satisfy:
V˙ =
(βP )2
2C
λ− βpi0,
λ˙ = −
αpi0
P
A exp(−V )
(1 + A exp(−V ))2
.
(11)
Using these equations, we can now find a simple system of differential equa-
tions governing u and the original state variable x, that will necessarily be
satisfied by any solution to the optimal control problem.
Corollary 3. The optimal state and control for Equation 8 necessarily satisfy
the following two-point boundary value problem:

x˙ = βx(1− x)(Pu− pi0)
u˙ = −
αβpi0
2C
x(1 − x)
x(0) = x0
u(T ) =
1
2C
(αx(T ) + βPρx(T )(1− x(T ))) .
(12)
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Proof. The state dynamics and initial condition are given. Substituting the
result from Equation 11 into Equation 10 and using Equation 5, we obtain
the expression for u˙:
u˙ = −
βP
2C
αpi0
P
A exp(−V )
(1 + A exp(−V ))2
= −
αβpi0
2C
x(1− x). (13)
Differentiating Equation 9 with respect to V and constructing the transver-
sality condition yields:
λ(T ) = ρ
A exp(−V (T ))
(1 + A exp(−V (T )))2
+
α
βP
1
1 + A exp(−V (T ))
=
ρx(T )(1− x(T )) +
α
βP
x(T ).
Solving for u(T ) using λ(T ) and Equation 10 yields:
u(T ) =
1
2C
(βPρx(T )(1− x(T )) + αx(T )) .
This completes the proof.
It is clear that u˙ should be decreasing in the linear case because pi′(u) = P
and R′(u) = α. Therefore:
pi
pi′
= u−
pi0
P
< u =
R
R′
.
This agrees with the result shown in Corollary 3, where clearly u˙ ≤ 0.
The right-hand-sides of the dynamics are smooth in both x and u. Conse-
quently from any starting point over the time horizon [0, T ], there is a unique
solution curve in the x − u phase space satisfying the boundary conditions.
Thus, assuming u∗ is the form of the optimal control, this curve is the unique
solution to the problem. Furthermore, note that u˙ < 0. Thus, u(0) > 0 and
u(T ) ≥ 0 since x is constrained (by its dynamics) to remain in the interval
[0, 1] and all parameters are assumed to be non-negative.
The fact that u˙ < 0 shows that at optimality, focus on product mainte-
nance is a monotonically decreasing function. In the specific case where R(u)
and pi(u) are linear, firms should always devote the most effort towards prod-
uct maintenance at the beginning of the product life-cycle and continuously
scale back maintenance effort over time.
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Corollary 4. Suppose x and u are the state and optimal controls. Then:
x(u) = C˜ −
CP
αpi0
u2 +
2C
α
u, (14)
where:
C˜ = x(T ) +
CP
αpi0
u(T )2 −
2C
α
u(T ). (15)
That is, x varies quadratically in u.
Proof. From the system of differential equations given in Corollary 3, we can
express x solely as a function of u. Note:
x˙
u˙
=
dx
du
= −
2C
αpi0
(Pu− pi0) . (16)
Integrating Equation (16) yields an expression for the state variable as a
function of the control:
x(u) = C˜ −
CP
αpi0
u2 +
2C
α
u
where C˜ is the constant of integration. We have an expression for u(T ):
u(T ) =
αx(T ) + βPρx(T ) (1− x(T ))
2C
Thus we can solve for C˜, given in Equation 15.
Corollary 5. Assume the optimal control is given by Expression 13. Exactly
one of the following holds:
1. u(0) > pi0/P , u(T ) ≥ pi0/P and thus x(T ) ≥ x(0) and market share
increases monotonically.
2. u(0) > pi0/P , u(T ) < pi0/P and market share increases and then de-
creases, and the final relationship between x(T ) and x(0) is determined
by the relationship between u(T ) and u(0).
3. u(0) ≤ pi0/P and thus x(T ) ≤ x(0) and market share decreases mono-
tonically.
Proof. The closed-loop expression for x in u (Equation 14) is maximized at
u = P/pi0. Thus, if u(0) > P/pi0, the x value increases quadratically (and
monotonically) as u decreases to P/pi0. At this point, x begins to decrease if
u drops below P/pi0. (See Section 4 for examples.)
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From Corollaries 4 and 5 we can characterize the optimal path of product
maintenance in three different market conditions. We illustrate these paths in
Section 4. In the next section we show sufficiency conditions for our general
model.
3.3. Sufficient Conditions for Optimality
For this section, let f(V, u) = pi(u) and let H(V, u, λ) be the Hamiltonian
for Problem 8 cast as a minimization problem:
H =
−R(u)
1 + A exp(−V )
+ Cu2 + λpi(u)
Sufficient conditions for optimal control problems are discussed extensively in
[23, 24, 22, 25, 26, 27, 28, 29], with the boundedness of the (matrix) Riccati
equation, which arises from an accessory minimization problem [23, 29]:
−S˙ = HV V + 2fV S − (HuV + fuS)
2H−1
uu
S(T ) = −ΨV V |t=T
on the interval [0, T ] being sufficient to ensure the identified optimal control
is a (weak) local maximum assuming the conditions in Lemma 2 are satisfied
when V and λ solve the Euler-Lagrange equations. Notice we have −ΨV V |t=T
rather than ΨV V |t=T as we have converted to a minimization problem.
In this case, we can return to the formulation in the state x (rather than
V ) and develop a complete set of necessary and sufficient conditions for u∗ to
be a (weak local) optimal control, since determining the unknown parameter
A in Equation 2 is difficult without a closed form expression for u(t). Note
first that:
x˙ = pi(u)x(1− x)
is given and from Equation 4 we deduce that:
λ˙ = R(u)x(1− x)
since the sign of R is changed in the objective function. Note λ is now
negative and increasing as a result of the sign change (in contrast to Lemma
1). From Equation 7, we deduce that:
u˙ =
(R′(u)pi(u)− pi′(u)R(u))x(1− x)
2C −R′′(u)x+ λpi′′(u)
.
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This yields the same criteria for the sign of u˙ as before (which is expected),
except now u˙ is expressed in terms of the original state x and the co-state λ
from the transformed problem. Rewriting the Riccati equation in terms of x,
u and λ yields:
S˙ = R(u)(1− 2x)x(1− x) +
(R′(u)x(1− x)− pi′(u)S)2
2C − R′′(u)x+ λpi′′(u)
.
Lastly, we can compute −ΨV V |t=T in terms of x(T ):
−ΨV V |t=T =
(Ψ′(x(T )) (2x(T )− 1)−Ψ′′(x(T ))x(T ) (1− x(T ))) x(T ) (1− x(T )) .
Finally, we have the following sufficiency result:
Proposition 2. Suppose that x∗, u∗, λ∗ and S∗ solve the following system
of differential equations:
x˙ = pi(u)x(1− x),
λ˙ = R(u)x(1− x),
u˙ =
(R′(u)pi(u)− pi′(u)R(u))x(1 − x)
2C −R′′(u)x+ λpi′′(u)
,
S˙ = R(u)(1− 2x)x(1− x) +
(R′(u)x(1− x)− pi′(u)S)2
2C − R′′(u)x+ λpi′′(u)
,
x(0) = x0,
λ(T ) = −Ψ′(x(T ))x(T ) (1− x(T )) ,
2Cu(T ) = R′(u(T ))x(T )− λ(T )pi′(u(T )),
S(T ) = −ΨV V |t=T ,
(17)
S is bounded over the interval [0, T ] and for all time t ∈ [0, T ], and u(t)
satisfies the fixed point condition:
2Cu(t) = R′(u(t))x(t)− λ(t)pi′(u(t)).
Then (x∗, u∗) are a (weak local) optimal state and control for Problem 1.
Proof. If (x∗, u∗, λ∗, S∗) is a solution, then the corresponding V ∗ and λ∗ must
satisfy the Euler-Lagrange equations for the modified original problem. The
13
fact that u∗ satisfies the fixed point property ensures that it solves Hu = 0,
which when taken with the fact that Huu > 0 implies that the Hamiltonian
is minimized. From [23, 22], the fact that S is bounded on [0, T ] is sufficient
to ensure that (x∗, u∗) is a weak local optimal state/control solution, since
the necessary conditions from Lemma 2 are satisfied.
While this is difficult to prove in closed form, it is not unreasonably to
expect S to be bounded in general, since the right-hand-side S˙ is smooth in its
constituent unknowns, however this must be checked to ensure optimality for
certain. As in Section 3.2, the conditions Proposition 2 simplify substantially
in the linear case. The derivation is straight-forward and omitted for space.
4. Numerical Example of the Linear Case
We compare the theoretical results obtained from our model in Section 3
with a more complex model that does not yield a simple theoretical analysis.
The objective is to show the rules of thumb obtained for the simpler model
hold in the more complex case. In particular, we add a discount factor r to
the objective functional to more accurately reflect the time-value of money.
We also consider the more complex general Bass model [18, 19, 20, 21] with
an innovation coefficient A > 0. The resulting optimal control problem is
then: 

max
∫
T
0
e−rt[αux− Cu2] dt
s.t. x˙ = β(A(1− x) + x(1− x)) (pi(u)− pi0)
ut > 0, x ∈ [0, 1], x(0) = x0
(18)
For simplicity, we set ρ ≡ 0 so that the firm in question is not explicitly
concerned with market share at the end of the maintenance period. The
remaining parameters are given the following values:
T = 4; α = 2; β = 0.5; pi0 = 0.5; P = 1; r = 0.05; C = 1; A = 0.05;
We divide the figures into the three cases presented in Corollary 5. Each
case represents a different starting market share; we see that the optimal
control path for the focus on product maintenance heavily depends on x0.
In Figure 1, we see the optimal control path for product maintenance and
market share for the firm under Case 1 of Corollary 5. At this level of market
share, it is profitable to maintain a relatively high level of maintenance to
14
Figure 1: Market conditions with x0 = 0.5
maximize revenue. Market share monotonically increases for the product life-
cycle, even though product maintenance is decreasing over time, consistent
with Lehman’s 7th law. Case 1 represents a vendor with a large, established
market share. With a strong dedication to maintenance, the firm is able to
secure more market share throughout the product life-cycle.
Figure 2: Market conditions with x0 = 0.3
In Figure 2, we see the optimal control path for maintenance and market
share for the firm under Case 2 of Corollary 5. When x0 = 0.3, it is no
longer profitable to rigorously maintain the product; as a result, market
share monotonically decreases for the product life-cycle. Case 2 represents
a vendor with small market share who wishes to maximize revenue without
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incurring high costs. In our model, it is too costly for this firm to gain market
share. Instead, the firm capitalizes on short-term profits before market share
deteriorates. Maintenance effort is much lower at every point in time in Case
2 compared to Case 1.
Figure 3: Market conditions with x0 = 0.4
In Figure 3, we see the optimal control path for product maintenance and
market share for the firm under Case 3 of Corollary 5. Because numerical
examples are sensitive to initial values, a decrease in x0 of 10% is sufficient to
shift both the optimal control path and market share behavior. There is less
focus on maintenance at every time t. Market share first increases, peaks,
then decreases. From Corollary 5, we know that the peak is reached when
u = pi0
P
. Unlike the first case, the vendor is not incentivized to sustain the
necessary maintenance effort for constant market growth. In this case, focus
on product maintenance lies between efforts in Case 1 and 2.
5. Conclusion and Future Directions
In this paper, we propose a parsimonious optimal control problem to
model a firm’s dynamic decision-making process during software development
and distribution. We examine the relationship between market share and
product maintenance when operating in a digital market. Our theoretical
analysis demonstrates that market share behavior can be characterized as
a function of product maintenance dedication and firm specific conditions;
though market share may increase or decrease over the product life-cycle,
maintenance effort should always be decreasing as long as the perceived value
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of the product is above a certain threshold. This finding is independent of
initial conditions and the salvage value of end-of time market share, providing
an analytic foundation for Lehman’s 7th law of software evolution.
To help visualize our findings, we employ numerical examples of the linear
case when maintenance effort is always decreasing over time. These numerical
illustrations emphasize the different optimal control paths under different
market conditions. As expected, initial market share and cost of product
maintenance play critical roles in the vendor’s decision-making process. Our
theoretical results are robust to discounting as well an innovation coefficient.
For future work, it would be instructive to determine whether the suffi-
cient conditions for optimality can be simplified even further or if this prob-
lem is inherently difficult to confirm the optimality of a solution to the derived
necessary conditions. Additional model extensions would include incorpo-
rating the market share into the cost of production C or considering a more
general revenue function R(u, x). It would also be interesting to consider the
problem of market share gain in an even more fundamental epidemic model.
We also look to extend our research by analyzing the case with multiple
vendors in a digital market setting. The addition of other firms adds compe-
tition, changing the dynamics of the model from an optimal control problem
to a differential game, as each firm must account for the actions of all other
firms at every time t. We hope to better understand how our results hold
up in this game-theoretic setting. Another avenue of research involves pa-
rameterizing peer review feedback as an endogenous variable that firms can
influence through marketing and focus on product maintenance. This would
add to the richness of the model and may help better fit empirical data, at
the cost of a more concise model.
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