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Abstract
This thesis uses first principles techniques, mainly the ab initio random structure
searching method (AIRSS), to study anode materials for lithium– and sodium– ion
batteries (LIBs and NIBs, respectively). Initial work relates to a theoretical structure
prediction study of the lithium and sodium phosphide systems in the context of
phosphorus anodes as candidates for LIBs and NIBs. The work reveals new Li–P and
Na–P phases, some of which can be used to better interpret previous experimental
results. By combining AIRSS searches with a high-throughput screening search from
structures in the Inorganic Crystal Structure Database (ICSD), regions in the phase
diagram are correlated to different ionic motifs and NMR chemical shielding is predicted
from first principles. An electronic structure analysis of the Li–P and Na–P compounds
is performed and its implication on the anode performance is discussed. The study is
concluded by exploring the addition of aluminium dopants to the Li–P compounds to
improve the electronic conductivity of the system.
The following work deals with a study of tin anodes for NIBs. The structure
prediction study yields a variety of new phases; of particular interest is a new NaSn2
phase predicted by AIRSS. This phase plays a crucial role in understanding the alloying
mechanism of high-capacity tin anodes, work which was done in collaboration with
experimental colleagues. Our predicted theoretical voltages give excellent agreement
with the experimental electrochemical cycling curve. First principles molecular dynam-
ics is used to propose an amorphous Na1Sn1 model which, in addition to the newly
derived NaSn2 phase, provides help in revealing the electrochemical processes.
In the subsequent work, we study Li–Sn and Li–Sb intermetallics in the context of
alloy anodes for LIBs. A rich phase diagram of Li–Sn is present, exhibiting a variety of
new phases. The calculated voltages show excellent agreement with previously reported
cycling measurements and a consistent structural evolution of Li–Sn phases as Li con-
centration increases is revealed. The study concluded by calculating NMR parameters
on the hexagonal- and cubic-Li3Sb phases which shed light on the interpretation of
reported experimental data.
xWe conclude with a structure prediction study of the pseudobinary Li–FeS2 system,
where FeS2 is considered as a potential high-capacity electrochemical energy storage
system. Our first principles calculations of intermediate structures help to elucidate
the mechanism of charge storage observed by our experimental collaborators via in
operando studies.
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Chapter 1
Introduction and Background
One of the most vital challenges of our society is to reduce heat-trapping emissions
and avoid the adverse effects of global warming. A big step towards this objective was
made recently in the Paris climate summit, where most countries of the world agreed
to take actions to limit the global warming to well below 2oC [1]. Many research and
innovation programs have been launched across the globe to develop alternative and
environmentally friendly technologies for the next-generation of electric mobility and
stationary applications. These new technologies include, among others; solar energy, H2
energy, fuel cells and batteries. In particular, significant efforts have been driven towards
the discovery of new advanced materials that can facilitate the development of batteries
with improved properties such as: more extended range, lower weight and lower cost.
Traditionally, the development of new materials depended mainly on the researcher’s
experience and intuition and was undertaken in experimental laboratories. Significant
advances in computational capabilities and computer simulations have become an
essential part of materials design. In this context, ab initio atomistic simulations, i.e.
simulations that are directly based on physical laws, can provide insights into processes
at the atomic and electronic scale without requiring any experimental input. The
structure of materials is generally the starting point for computational simulations,
so knowing the structure is fundamental for performing such studies. However, the
prediction of crystal structures has been a long-term challenge in the physical sciences,
mainly because for each chemical composition there could be, in principle, an infinite
number of possible atomic arrangements with an associated local minimum in the
potential energy surface of the studied system. Recently, many advanced techniques
have been proposed to address the structure prediction problem. Throughout this
work, we will combine ab initio structure prediction and computational methods for
studying new materials for energy storage systems.
2 Introduction and Background
1.1 Batteries
A battery is a device capable of converting energy stored in chemical bonds, chemical
energy, into electrical energy and vice versa. A battery consists of one or more basic
electrochemical units called cells, which are connected in parallel or serial arrangements
to fulfil the voltage and current levels desired. This basic electrochemical unit is
typically composed of two electrodes and a separator between them. During discharge,
electrons are freed from the negative electrode, the anode, to the electrical circuit
and accepted by the positive electrode, the cathode. As oxidation occurs at the
anode, ions migrate through an ion conducting yet electrically insulating electrolyte
towards the cathode leading to reduction process and thus balancing the electron flow.
Figure 1.1 shows the flow of electrons and ions schematically during the discharge
processes. The difference in the electrochemical potential between the electrodes, which
are disconnected from any external load, defines the open-circuit voltage, Voc, of the
battery. In this case, the equilibrium lithium intercalation voltage is determined by
188 | Chem. Soc. Rev., 2014, 43, 185--204 This journal is©The Royal Society of Chemistry 2014
cell comprises a positive electrode (cathode); a non-aqueous
liquid electrolyte, typically LiPF6 salt in an organic solvent; and
a negative electrode (anode), normally of graphite. The good
intercalation behaviour of the conventional cathode, layered
LiCoO2, was first reported in the early 1980s,
39,40 leading to
successful commercialization in 1991. The electrode reactions
during discharge can be written
Anode: LixC6(s)- xLi
+(soln) + 6C(s) + xe! (3)
Cathode: Li1!xCoO2(s) + xLi
+(soln) + xe!- LiCoO2(s) (4)
During charging, a voltage applied across the electrodes
forces lithium ions to be extracted from the LiCoO2 crystal.
These diﬀuse through the electrolyte, and are intercalated
between the graphite sheets in the anode material. During
discharge, Li ions return to the cathode via the electronically
insulating electrolyte, with electrons passing around the exter-
nal circuit providing useful power for the device.
The conventional LiCoO2 cathode adopts the a-NaFeO2
structure (Fig. 3) with consecutive alternating [CoO2]
! and Li+
layers; the Co3+ and Li+ ions are octahedrally coordinated in a
cubic close packed (ccp) O2! lattice, resulting in a rhombo-
hedral structure. The cathode is one of the limiting compo-
nents in lithium-ion batteries because the amount of lithium
that can be reversibly extracted and re-inserted influences the
overall capacity, while its Fermi energy aﬀects the cell voltage.
The next-generation of lithium ion batteries for electric
vehicles and grid storage applications will require LiCoO2 to
Fig. 2 Schematic diagram of a first-generation rechargeable lithium-ion
cell. During charging, lithium ions flow to the negative electrode through
the electrolyte and electrons flow from the external circuit. During
discharge the directions are reversed, generating useful power to be
consumed by the device.
Fig. 3 Representative crystal structures of cathode materials for lithium-ion batteries: (a) layered a-LiCoO2; (b) cubic LiMn2O4 spinel; (c) olivine-
structured LiFePO4; (d) bII-Li2FeSiO4; and (e) tavorite-type LiFeSO4F. Li ions are shown as light green spheres, CoO6 octahedra in blue; MnO6 octahedra in
mauve, Fe–O polyhedra in brown, PO4 tetrahedra in purple, SiO4 tetrahedra in yellow, SO4 tetrahedra in grey, and in (e) fluoride ions in dark blue. Black
lines demarcate one unit cell in each structure.
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Fig. 1.1 Electrochemical process of a typical Li-ion cell during discharge i lustrating
how Li ions flow from the negative electrode (anode) through the electrolyte to the
positive electrode (cathode) and electrons flow through the external circuit generating
power. Figure taken from Ref. 2.
the difference i lithium chemical potential between cathode and anode which is the
change of the free energy, ∆Gr, of the electrode material with lithium content. The
open circuit voltage, Voc, is a function of the free energy change of the combined
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anode/cathode reaction, and can be expressed by the Nernst equation,
Voc = −∆Gr
zF
, (1.1)
where z is the charge that is transferred, and F is the Faraday constant. The charge
and discharge processes (denoted as “ch” and “dis” respectively in equations) may
involve the diffusion of electroactive species, absorption of electroactive material and
chemical reactions among other complex processes. Together, these produce an internal
resistance, Rb, within the battery, which implies that the voltage developed during the
discharge, Vdis, and the one needed to charge the battery, Vch, are different from the
open-circuit voltage by
Vdis = Voc − η(q, Idis) (1.2)
and,
Vch = Voc + η(q, Ich) (1.3)
where η = Ich/disRb, is the battery overvoltage, and q is the state of the charge. At a
fixed current, I, a percentage efficiency can be defined by
100×
∫Qdis
0 Vdis(q)dq∫Qch
0 Vch(q)dq
(1.4)
where, Q, is the total charge per unit weight (capacity) given in (Ah kg−1) delivered
by the current I = dq/dt [3]. In practice Q(I) depends on the current, I, due to the
limitation of the ionic diffusion at high currents, this is known as a reversible loss of
capacity. Irreversible loss of capacity typically involves a change in the electrode volume,
degradation and chemical reactions which produce a passivating solid-electrolyte
interphase (SEI). The Coulombic efficiency is defined by the ratio of delithiation to
lithiation capacity,
100× Qdis
Qch
. (1.5)
Other quantities to be considered are the output power derived by a battery at
discharge, P = VdisIdis, and the total stored energy, which can be expressed in terms
of the total time, ∆t, for its complete discharge at a constant Idis,
energy =
∫ ∆t
0
IdisVdis(t)dt =
∫ Q
0
IdisVdis(q)dq, (1.6)
where the gravimetric energy density, (Wh kg−1), depends on the discharge current via
the cell capacity, Q.
4 Introduction and Background
1.2 Li-Ion Batteries
Owing to their relatively high specific energy and capacity, Li-ion batteries (LIBs)
are the energy source of choice for portable electronic devices [4]. Despite the vast
technological advances made since the first commercial LIB was released by Sony in
1991, the specific energy of commercial LIBs is limited to approximately 250 Whkg−1,
which is half of that required for a family car to travel 300 miles without recharge
[5]. The demand for higher specific energies and capacities motivates the study of
novel materials for the next generation of LIBs. In Li-ion batteries (LIBs), the energy
is stored in the electrodes which are made of Li-intercalation compounds. Typical
LIBs are composed of a graphite anode, a non-aqueous liquid electrolyte and a layered
LiCoO2 cathode, and the energy conversion is achieved by the following reactions:
Cathode : Li1−xCoO2 + xLi+ + xe− → LiCoO2
Anode : LixC6 → xLi+ + xe− + C6
Full Reaction : LiC6 + CoO2 → C6 + LiCoO2,
(1.7)
which can produce 3.7 V, a capacity of about 3.5 Ah kg−1 and a specific energy of
over 200 Wh kg−1 [5]. A schematic of the relative electron energies of the electrodes
and electrolyte with an energy gap, Eg, between the highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) is presented in Fig.
1.2. An anode with electrochemical potential, µA, above the LUMO will reduce the
electrolyte, whereas a cathode with µC below the HOMO will oxidise the electrolyte
unless a passivating SEI is formed. Therefore, the electrochemical potentials should be
placed within the thermodynamically stable energy window of the electrolyte, Eg, thus
constraining the open-circuit voltage, Voc = (µA − µC)/e 6 Eg. The formation of an
SEI creates a barrier for electron transfer between the electrode and electrolyte, thus
allowing kinetic stability at a larger Voc [3].
Electrodes in a Li-ion battery must be designed in a way such that the electro-
chemical potentials are matched to the HOMO and LUMO of the electrolyte. Due to
its high electropositivity and high theoretical capacity (3860 mA h g−1), elemental Li
would be the anode of choice. However, its electrochemical potential lies above the
LUMO of most of the known practical electrolytes. The formation of an SEI across
the elemental Li anode allows the use of Li as an anode of half-cells utilised in the
measurement of the electrochemical potentials of practical electrodes relative to the
Li metal energy level. The SEI must be a good ionic conductor, thus enabling fast
Li+ transfer between the electrode and the electrolyte [6, 7] but also an electronic
1.3 Na-Ion Batteries 5
Fig. 1.2 Schematic open-circuit energy diagram of an aqueous electrolyte. φA/C are the
anode and cathode work functions, Eg is the electronic energy gap of the electrolyte
and µA/C are the chemical potentials of the anode and cathode. The electrochemical
potentials of the electrodes are said to be matched if µA is not higher than the LUMO
and µC is not lower than the HOMO of the electrolyte, thus constraining the open
circuit voltage. However, SEI formation allows stability to larger Voc (illustrated with
shaded boxes and arrows). The figure has been reproduced from Goodenough et al.[3].
insulator. If the SEI degrades during charge/discharge, this can result in the formation
of dendrites which can grow across the electrolyte and short circuit the cell.
1.3 Na-Ion Batteries
Unlike Li, Na is a highly abundant and low-cost active element which has a relatively
uniform geographical distribution. Therefore, Na-ion batteries (NIBs) have received
significant recent attention. Despite some disadvantages, such as its larger ionic radius
(1.02 Å compared to 0.76 Å for Li) and the lower cell potential of most Na systems [8],
NIBs are considered to be one of the most promising alternatives to meet large-scale
electronic storage needs [9]. In spite of similarities between elemental Li and Na, Na
systems present significantly different kinetic and thermodynamic properties [10]. The
widely used graphite negative anode in LIBs is not successful for NIBs [11] due to
a poor specific capacity and bad cyclability. The Si alloy suggested for LIBs is not
suitable for NIBs as the Na concentration in Na-Si systems is limited to 50 % [9].
Therefore, most recent studies have focused on Na-Sn and Na-Sb systems [9].
6 Introduction and Background
1.4 Storage Mechanisms in Li- and Na-Ion Batter-
ies
The excellent cyclability of commercial LIBs relies on the low volume expansion of
graphite when Li is inserted, which does not damage the SEI formed. Graphite is an
outstanding anode material for LIBs batteries, mainly because of its relatively high
specific capacity, low average voltage, low voltage hysteresis, good rate capability, low
irreversible capacity. Furthermore, graphite exhibits low volume expansion during
lithiation, good cyclability, high Coulombic efficiency, good electronic conductivity and
is based on an inexpensive and abundant material. However, the fact that only 1/6
Li-ion can be inserted per C atom upon lithiation limits the battery specific capacity
and energy. In order to increase this capacity, materials with alternative lithiation
mechanisms have been explored. An illustration summarising the different reaction
mechanisms adapted from Ref. 12 is shown in Figure 1.3. The insertion mechanism
which has a lower price and a higher structural stability, can be
used (0.1 r x r 0.3) instead. Recent progress in the study of
layered LiMO2 phases led to the satisfactory evaluation of
LiNi1!y!zMnyCozO2 phases, among which LiNi1/3Mn1/3Co1/3O2
has raised the most interest, since it yields capacities over
200 mA h g!1 through the oxidation of divalent nickel,
followed by cobalt, while manganese ions remain in the +4
oxidation state. Alternatively, batteries using manganese
oxides16 have also been commercialised. These have the
advantage of a minor price and a lower toxicity but the
disadvantages of inferior specific capacity (120 mA h g!1 for
LiMn2O4) and poorer performance upon ageing due to
manganese dissolution by traces of HF, which may be formed
by the slight decomposition of the LiFP6 in the electrolyte,
caused by traces of water. Fundamental studies indicate that
these issues could be overcome to meet commercial standards
through the knowledge of structure–property relationships.17
Negative electrode materials in all current commercial
lithium–ion batteries are carbonaceous. However, even if their
chemical formula is the same, this by no means implies that
they all have the same characteristics. Indeed, many types of
carbon materials are available,18 and the intercalation process
is strongly influenced by their surface area, morphology,
crystallinity and orientation of the crystallites. Indeed, they
present a large variety of degrees of graphitization and layer
ordering. In addition to pure hexagonal 2H (ABABAB stacking)
and rhombohedral 3R (ABCABC stacking), partially ordered
materials are common, and commonly described by the
relative fractions of 2H, 3R and random stacking. Disordered
stacking arrangements include both turbostratic (when
graphitic planes are still parallel but shifted or rotated) and
cases in which the planes are not parallel (commonly termed
unorganized carbon). Highly disordered carbons achieve
larger lithium intercalation values, but their poorer reversibility
has resulted in commercial batteries being mostly based on
graphitic carbon. In this case, the lithium uptake is LiC6
(with 372 mA h g!1 capacity) and is concomitant with a
transformation to AAAA stacking.
Electrolyte
Conventional lithium–ion battery electrolytes consist of LiPF6
dissolved in a mixture of organic solvents, since these solutions
oﬀer very high ionic conductivities (410!3 S cm!1) and are
compatible with the battery voltage operation window. They
are always based on carbonate solvents, which are aprotic,
polar and have a high dielectric constant, which enables them
to solvate lithium salts to high concentrations (41 M).
Commercial mixtures diﬀer depending on the manufacturer,
but generally contain two to four solvents, one of them always
being ethylene carbonate (EC), which has a high dielectric
constant. Since its melting point is relatively high (36.4 1C),
low viscosity co-solvents are typically used. These are most
typically linear alkyl carbonates, such as dimethyl carbonate,
diethyl carbonate or ethyl methyl carbonate.19 The presence of
EC is critical for the reversibility of the reaction at the
negative electrode because it decomposes reductively on the
graphite surface upon first charging at around 0.8 V vs.
Li+/Li0, forming an SEI layer of decomposition products
(see Fig. 4).20 Its composition is not fully ascertained, but
Fig. 5 A schematic representation of the diﬀerent reaction mechanisms observed in electrode materials for lithium batteries. Black circles: voids in
the crystal structure, blue circles: metal, yellow circles: lithium.
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Fig. 1.3 Different rea tion mechanisms of anode mat rials for Li- an Na-ions batteries.
Voids in the crystal structure are represented in black; blue represent metallic or
semi-metallic elements and yellow Li/Na. The figure has been adapted from Ref. 12.
involves intercalation of ions between layers without breaking the bonds of the host
structure. Typically, redox reactions occur without causing large changes to the host
structure leading to high cycle stability, but low storage capacity. An improvement
in the storage capacity can be achieved with lloying r acti s ere a metallic or
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semi-metallic element M is lithiated/sodiated forming Li/NaMw structures. Figure 1.4
shows the volumetric and gravimetric capacity for selected materials. From Figure 1.4a
Fig. 1.4 (a) Volumetric capacities calculated at the state of full lithiation and (b)
gravimetric capacities of selected elements. The figure has been adapted from Ref. 13.
it becomes clear that other elements beyond graphite should be considered in other
to increase the energy density of Li-ion cells. However, alloying between Li/Na and
M allows the formation of structures which can incorporate large amounts of Li/Na.
For example, the reaction between Li and Sn forms Li4.4Sn implying 4.4 atoms per Sn
atom. However, alloy anodes suffer from poor performance caused by large irreversible
capacities and low cycle life [14]. Causes of this poor performance include cracking
and pulverisation of active material, a reaction of Li with SEI, slow Li kinetics and
formation of highly stable compounds which lead to trapping of Li ions in the host
material. Conversion materials provide another lithiation mechanism, consisting of the
reaction of a binary transition metal compound, MaXb (M = transition metal, X =
O, S, F, P, N ...) with Li. Upon lithiation, metallic nanoparticles are embedded in a
matrix of LiyX and the transition metal M is reduced to its metallic state which leads
to high capacities. Conversion anodes are in early development stages and suffer from
similar problems to alloy materials.
1.5 Electrochemical Testing
One of the most popular tools used to evaluate the electrode’s specific capacity and
cycling stability is galvanostatic testing. During the galvanostatic test constant current
is applied to the electrode and the reduction/oxidation of electroactive species result in
the variation of the electrode potential with time. The cell can be charged/discharged
at different rates usually denoted as nC, which means that fully charge/discharge is
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3.1.1. Understanding plateaus in the electrochemical proﬁle
As reported earlier, the potential proﬁles (Fig. 1) upon initial
inspection consist of four plateaus, denoted from 1 to 4 in Fig. 2,
which are attributed to bi-phasic reactions [8,9]. For Na/Sn contents
larger than about 0.5e0.6 Na/Sn, three conjugated plateaus are
observed during discharge and charge, as numbered 2, 3 and 4 in
Fig. 2. All plateaus, except charge plateaus 2 and 3, systematically
start with a potential dip (typically 10e20 mV, depending on the
current) followed by an increase of potential. Ellis et al. speculated
that these features are not thermodynamic but linked to an
improvement of the Na-ion diffusion as (de)alloying progresses [9].
It is clear that the features are kinetic in nature, however, the
increase and decrease in potential are more likely related to the
nucleation and growth of the new phase clusters, as is generally
observed on many bi-phasic electrode systems, such as Sn, Si or
LiFePO4 for Li-ion systems [18e20] and generally described for
electrochemically induced phase transitions [21].
Several other reactions not yet described by others [8,9] are
also present during Na-ion (de)insertion. For example the ﬁrst
plateau around 0.45 V during discharge (Fig. 1a) may actually be
composed of two plateaus, as discerned on a thin electrode
(Fig. 1b) and clearly visible on Fig. 2a when using a current below
C/100 during the second cycle. This double plateau at 0.45 V was
only obtained during the second discharge after full desodiation at
2 V during the ﬁrst charge (Fig. 2a), and is also visible in the data
presented in Ref. [9]. Given the similar voltages of these plateaus,
we denote them 10 and 100. These plateaus encompass Na/Sn con-
tents ranging from 0 to 0.25 and from 0.25 to 0.5. The NaeSn
system includes several phases for low Na contents, i.e. NaSn5,
NaSn4, Na5Sn13, NaSn2, Na7Sn12 [22], some of which may be
formed during the reactions associated with these plateaus.
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Fig. 1. Electrochemical potential proﬁles obtained during the ﬁrst (black) and second
(gray) cycles for (a) thick and (b) thin Sn ﬁlm electrodes cycled between 0.005 and 2 V.
Figure (a) shows the ﬁrst cycles obtained on a micro-weighted 2 mm thick Sn electrode
and a typical second cycle. The electrode was measured using 15.79 mA cm!2 discharge
current and 7.89 mA cm!2 charge current, respectively C/70 and C/130. Figure (b) shows
the ﬁrst cycles’ potential proﬁles for a 100 nm thick Sn electrode measured with
a current of 3.95 mA cm!2. The arrow highlights the anomalous high voltage plateau
measured during the second discharge.
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Fig. 2. (a) First two electrochemical cycles of a micro-weighted thick electrode (ﬁrst
cycle also presented in Fig. 1a) between 0.005 and 2 V. 17 h rest was allowed between
the ﬁrst (black curve) and second (gray curve) cycles. First cycle was measured at
15.79 mA cm!2 (C/70) during discharge and 7.89 mA cm!2 (C/130) during charge and
second cycle was measured with 7.89 mA cm!2 (C/130). The inset shows the start of the
discharges, highlighting the presence of two plateaus when using a lower current,
from 0 to 0.25 Na/Sn and from 0.25 to 0.5 Na/Sn. Figure (b) compares the ﬁrst cycle
charge potential proﬁles (amount of Na/Sn removed from the electrode) shown in
Fig. 1a and b for a thick and thin electrodes. The numbers denote the different plateaus.
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Fig. 1.5 Voltage profile reported by Baggetto et al.[15], showing the complex form of
the electrochemical potential profile, where the first plateau was shown to be comprised
of two and three plateaus on discharge and charge, respectively.
achieved in 1/n hours. A typical galvanostatic charge/discharge curve is generally
plotted in terms of voltage (electrode potential referenced to Li metal in the case of
LIBs) as a function of specific capacity (mAhg−1), which can be calculated from the
charge transferred at a particular C rate. An example of such an experiment reported
by Baggetto et al.[15] in the context of Sn anodes for Na-ion batteries is shown in
Fig re 1.5. As observed in the voltage curve reported by Baggetto, these curves are
composed of plateaus, suggesting that structural changes occur as the anode is, in this
case, sodiated. One of he key purposes of this work is to use computational techniques
to elucidate such changes.
1.6 Structural nd Electro hemical Properties
Thi work will focus primarily on single element LIBs and NIBs’ alloy anodes. Un-
derstanding the structural chang s as the anod is cycled is crucial when studying
electrochemical behaviour of anodes. Despite the ariety of complex experimental
nd theoretical tools 1 that ar applied for this purpo e, a full understanding of the
structural evolut on when a o es are lithiated/sodia d often remains unresolved. In
many cases, voltage cu ves of alloy elemental alloying anodes show stepped profiles
which are indicative of two-phase reactions, as seen for example in the Na–Sn experi-
1Experimental Techniques include thermoanalytical investigations, microscopy techniques, X-rays
absorption and spectroscopy and nuclear and magnetic resonance spectroscopy among others. A full
list and description of these techniques can be found in Ref. 16.
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mental voltage curve presented in Figure 1.5. These two-phase reactions can involve,
for example, crystalline-crystalline and crystalline-amorphous phase transitions. Not
surprisingly, many of the phases formed during cycling are metastable structures, as
lithiation/sodiation might take place far from equilibrium. An example of an indicative
of a metastable (or unknown) phase formation during lithiation was reported in Ref 17
based on the appearance of an XRD peak at 2θ ≈ 22.5◦ which corresponded to a molar
ratio of 2Li:1P at 0.63 V. Another signature of metastable phase formation during
lithiation was observed in a Li–Ge study[18], where a continuous shift in the operando
NMR signal was interpreted as a smooth structural transformation as Li7Ge3 converts
to Li7Ge2 via a series of metastable phases. A large part of this dissertation will be
dedicated to predicting the structure of new Li–X and Na–X (X is the anode material
of interest) binary compounds with computational methods. As will be described in
following chapters, density-functional theory (DFT) will be used for structure prediction
purposes. We will aim to show that despite the limitations of DFT to model periodic
systems of limited size, these crystal structures are helpful to elucidate local structure
arrangements, predict the electrochemical behaviour of systems and suggest ways of
improving anode performances.

Chapter 2
Ab initio Modeling
The quantum-mechanical theory developed during the 20th century provides an under-
standing of physical properties of matter at the atomic scale. Within this formalism,
states of matter involving an ensemble of atoms can be described by a set of atomic
nuclei and electrons interacting between them without any empirical information
needed. However, in practice, the full quantum-mechanical many-body problem can be
solved exactly only for a few systems. This chapter aims to give an introduction to the
many-body problem and present the elegant density-functional theory (DFT), which
has become the main quantum-mechanical modelling method used to investigate the
electronic structure in atoms, molecules and condensed phases. This thesis chapter
highlights techniques in atomistic modelling relevant to the research presented in this
thesis. The intrigued reader is referred to "Electronic Structure Calculations for Solids
and Molecules: Theory and Computational Methods" written by Jorge Kohanoff [19].
2.1 The Many-Body Problem
The Hamiltonian1 that describes a system composed of a set of P atomic nuclei and N
electrons interacting via electrostatic forces is given by,
Hˆ =− 12MI
P∑
I=1
∇2I −
1
2
N∑
i=1
∇2i +
1
2
P∑
I=1
P∑
J ̸=I
ZIZJ
|RI −RJ | −
1
2
P∑
I=1
N∑
i=1
ZI
|RI − ri|
+ 12
N∑
i=1
N∑
j ̸=i
1
|ri − rj| , (2.1)
1All the quantities are given in Hartree units.
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which can be decomposed into five terms (appearing in order in Eq. 2.1): the nuclei
kinetic energy, TI , the electron kinetic energy, Te, the interaction between the nuclei,
EI , the potential acting on the electrons due to the presence on the nuclei, Vext and the
electron-electron interaction, Vint. Born and Oppenheimer [20] proposed a decoupling
of the motions of nuclei and electrons due to the large difference between their masses
and the assumption that the electronic wavefunction can respond instantaneously to
the change in the potential. This implies that the ions can be assumed to be fixed
when solving the electronic problem. The Hamiltonian in Eq. 2.1 can be rewritten as,
Hˆ = Te + EN(R) + Vext(r,R) + Vint(r), (2.2)
where the nuclear coordinates, RI , are parameters of Hamiltonian and the wavefunction
of the system depends on the electronic degrees of freedom and the parameters RI ,
Θ(R1,R2, ...,RP , r1, r2, ..., rN), (2.3)
where P , is a set of P nuclear coordinates and N a set of N electronic coordinates.
Physical and chemical properties of the system can be derived by solving the time-
independent Schrödinger equation,
HˆΘi = ϵiΘi, (2.4)
where ϵi and Θi are the energy eigenvalues and system eigenstates respectively. The
full quantum-mechanical problem is almost impossible to solve for the vast majority
of systems of interest. The main reason for this difficulty arises in the two-body-like
nature of the Coulombic interactions between the electrons, where the probability of
finding an electron at a specific point, r, depends on the location of all the remaining
ones. This "correlation" between electrons implies that electronic wavefunction cannot
be written in terms of one-electron wavefunctions making Eq. 2.4 hard to decouple
and almost impossible to solve in 3N degrees of freedom 2. Now it has become clear
that some approximation is needed to deal with the many-body problem, the first to
be presented is the Hartree approximation.
2Exact analytic solutions are available for homogenous electron gas, atoms with few electrons a
few small molecules.
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2.1.1 The Hartree Approach
The Hartree approach [21] is based on the simple assumption that the many-electron
wavefunction, ψ(r), can be expressed as a product of one-electron orbitals,
ψ(r) =
N∏
i=1
ϕi(ri). (2.5)
Within this approximation, the solution can be found by applying the fundamental
variational principle,
⟨ϕ| Hˆ |ϕ⟩
⟨ϕ|ϕ⟩ > E0, (2.6)
which combined with the normalisation constraints of the wavefunctions, leads to the
Hartree equation, (
Te + V (i)eff (R, r)
)
ϕi(r) = ϵiϕi(r), (2.7)
with
V
(i)
eff (R, r) = Vext(R, r) +
∫ ∑N
j ̸=i |ϕj(r′)|2
|r− r′| dr
′. (2.8)
The Hartree equation (Eq. 2.7), can be solved in a self-consistent way, where the ith
wavefunction equation depends on the remaining wavefunctions. The resulting energy
is given by summing the eigenvalues obtained from Eq. 2.7 minus the double-counted
electron-electron interaction,
EH =
N∑
i
ϵi − 12
N∑
i=1
N∑
j ̸=i
Jij, (2.9)
where
Jij =
∫ ∫ |ϕi(ri)|2|ϕj(rj)|2
|ri − rj| dridrj. (2.10)
Of course, this crude approximation leads to a poor estimation on the energies, mainly
because the symmetric nature of the wavefunction under the exchange of particles,
which violates the Pauli exclusion principle. It should be stressed that often the
orbital dependence of V (i)eff is removed to simplify the calculations, which leads to the
self-interaction error due to the interaction between the ith electron and itself. The
error due to the symmetry of the wavefunction was addressed by Slater [22] and Fock
[23], which led to the Hartree-Fock approximation.
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2.1.2 The Hartree-Fock Approach
The Hartree-Fock approximation is based on using a Slater determinant as a trial
wavefunction, which ensures its anti-symmetry, thus guaranteeing satisfaction of the
Pauli exclusion principle. The resulting wavefunction is written as,
ψ(x1,x2, · · · ,xN) = 1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣
ϕ1(1) ϕ2(1) · · · ϕN(1)
ϕ1(2) ϕ2(2) · · · ϕN(2)
... ... . . . ...
ϕ1(N) ϕ2(N) · · · ϕN(N)
∣∣∣∣∣∣∣∣∣∣∣∣
where in ϕi(j), the subscript i refers to the ith orbital and (j) denotes the spatial
and spin coordinates xj = (rj, σj). The solution of the many-electron problem can be
obtained similarly to the case of the Hartree approximation. The resulting Hartree-Fock
equations only differ from Eq. 2.7 by the addition of a non-local exchange term to
Veff ,
Veff (R, r) =Vext(R, r) +
∫ ∑N
j ̸=i |ϕj(r′)|2
|r− r′| dr
′
−
[∫ ∑N
j ̸=i ϕ
∗
i (r′)ϕj(r′)
|r− r′| dr
′δσi,σj
]
ϕj(r)
ϕi(r)
. (2.11)
The additional term in the effective potential arises from the anti-symmetrisation of
the wave function which also introduces a spin dependence. In contrast to the Hartree
approximation, the potential experienced by an electron from the remaining ones is
no longer a classical Coulomb mean-field, but a non-local potential which depends on
the positions of the other electrons and tends to keep electrons with the same spin far
from each other.
The energy resulting from the Hartree-Fock approximation, EHF , can be shown to
be,
EHF =
N∑
i
ϵi − 12
N∑
i=1
N∑
j=1
(Jij −Kij), (2.12)
with
Kij =
∫ ∫ ϕ∗i (i)ϕ∗j(j)ϕi(j)ϕj(i)
|ri − rj| dxidxj. (2.13)
The exchange term, Kij , in Eq. 2.12 has a pure quantum-mechanical origin and reduces
the Coulomb repulsion between like-spin electrons. It also should be stressed that the
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case i = j was included in Eq. 2.12 as the Coulomb integral Jii is exactly cancelled by
Kii, which leads to a self-interaction-free energy.
The Hartree-Fock method gives satisfactory approximations for certain systems
such as atoms, small molecules and some solids. The main limitation of the method is
that a single Slater determinant does not represent the full many-body wavefunction
and thus neglects correlations which further reduce the energy of the system. The
contribution to the energy arising from correlation is usually defined to be the difference
between the “exact” energy of the system, which is generally unknown, and the HF
energy.
Many other techniques were proposed which improve the accuracy of the Hartree-
Fock method such as multi-determinantal and perturbative methods. These are usually
referred as Post-HF methods and their survey is beyond the scope of this report. The
main limitation of these techniques is the scaling of the computational cost with the
number of electrons, which constrains the calculations to small systems.
A significant breakthrough was made by density-functional theory, which is presented
in the next section.
2.2 Density-Functional Theory
In parallel to Hartree, L. H. Thomas and E. Fermi proposed a different approach to
solving the many-body problem, where the full electronic density was used as the
fundamental variable. Within the Thomas-Fermi theory, the energy was expressed as
a functional of the electron density, where the kinetic exchange and correlation energy
were approximated using the well-known results for the homogeneous electron gas.
The Thomas-Fermi approach failed to describe systems such as atoms and molecules,
mainly because of the crude approximation of the kinetic energy, which was calculated
locally using the density at each point of space. The most important aspect of the
theory was to introduce fundamental concepts such as energy functionals and the local
density approximation, which were the basis of future DFT.
2.2.1 Hohenberg-Kohn Theorem
The Hohenberg-Kohn (HK) theorems [24] aimed to give a formal mathematical frame-
work to the idea that the energy can be expressed in terms of the electronic density, as
proposed by Thomas and Fermi. The theorem is divided into two parts, their proofs
can be found elsewhere and will be not presented here.
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Theorem I. The groundstate electron density, ρ(r), of a system unambiguously
determines the external potential, Vext.
From the first theorem, one can deduce that the electronic density also determines
the wavefunction ψ(r), which should also be obtained by solving the full many-body
problem.
Theorem II. Given an arbitrary density, ρ˜(r), normalised to the electron number,
N , of the system from Theorem I one can define a variational energy, Ev, as follows,
Ev[ρ˜(r)] = F [ρ˜(r)] +
∫
ρ˜(r)Vext(r)dr, (2.14)
with
F [ρ˜(r)] = ⟨ψ[ρ˜(r)]| Tˆe + Vˆint |ψ[ρ˜(r)]⟩ , (2.15)
where ψ[ρ˜(r)] is the ground state wavefunction of a potential with ground state
electronic density ρ˜(r). For any ρ˜ ̸= ρ,
E0 = Ev[ρ] < Ev[ρ˜]. (2.16)
Although the HK theorems provide a mathematical basis for DFT, the functional,
F [ρ], still requires the knowledge of the full many-body wavefunction ψ(r). A practical
solution to this problem was proposed by Kohn and Sham [25] and is presented below.
2.2.2 Kohn-Sham Equations
The main problem that arises when trying to solve the many-body problem within
the HK approach is that the kinetic energy term, ⟨ψ[ρ˜(r)]| Tˆe |ψ[ρ˜(r)]⟩, cannot be
expressed in terms of the electron density in a trivial manner. As mentioned above,
the Thomas-Fermi approach, which expresses the kinetic energy as a function of the
electronic density, fails to describe bounded states.
Inspired by the HF method, Hohenberg and Kohn suggested finding a system of
non-interacting electrons which reproduces the same density of the interacting system,
where the kinetic energy can be calculated exactly via,
Te = −12
N∑
i=1
fi ⟨ϕi| ∇2 |ϕi⟩ , (2.17)
where, fi is the occupation of the ith orbital. The kinetic energy term in Eq. 2.17 does
not equal the KE energy of the full interacting system, as correlations are not taken
into account. However, this portion of the KE can be included in the correlation energy
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term. Once it has been assumed that the electronic density of the interacting and
non-interacting systems are the same, the Hamiltonian of the non-interacting reference
system, HˆR, is expressed as,
HˆR =
N∑
i=1
[
−12∇
2
i + VR(ri)
]
, (2.18)
where VR is the reference potential. The wavefunction of these non-interacting electrons
can be expressed in terms of a Slater determinant as in Eq. 2.11, and the electronic
density is given by,
ρ(r) = 2
Ns∑
i=1
|ϕi(r)|, (2.19)
where Ns = N/2 and the orbitals are doubly-occupied. The single-electron orbitals can
be obtained by solving the Schrödinger-like equation,
HˆKSϕi(r) ≡
(
−12∇
2
i + VR(ri)
)
ϕi(r) = ϵiϕi(r). (2.20)
Now, an energy functional can be written in term of the density, ρ,
EKS[ρ] = TR[ρ] +
∫
ρ(r)Vext(r)dr+
1
2
∫ ∫ ρ(r)ρ(r′)
|r− r′| drdr
′ + EXC [ρ], (2.21)
where,
TR[ρ] = −
NS∑
i=1
⟨ϕi| ∇2 |ϕi⟩ , (2.22)
and EXC is the exchange-correlation energy. The term EXC in the KS energy functional
contains not only the correlation ignored in TR, but also the exchange and correlation
arising from the electron-electron interactions.
So far some mathematical manipulations were performed in order to simplify the
many-body problem. The full interacting system has been expressed in terms of a
non-interacting reference system with orbitals ϕi, often called KS orbitals, and all
the exchange and correlation contributions from the KE and the electron-electron
interactions were gathered in the EXC term.
In order to solve Eq. 2.18 we need to know the reference potential VR(r). The
reference potential is responsible for ensuring that the density of the reference system
is the same as the density of the true interacting system. This can be done by applying
the variational principle to EKS[ρ] and ER[ρ] under the constraint
∫
ρ(r)dr = N . By
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comparing between resulting chemical potentials3 of these two systems, VR is obtained,
VR(r) = Vext(r) +
∫ ρ(r′)
|r− r′|dr
′ + µXC [ρ](r), (2.23)
with
µXC [ρ](r) =
δEXC [ρ]
δρ(r) . (2.24)
It is clear that as in the case of Hartree and HF theories, the potential depends on
the orbitals via the electronic density, so again the KS equations need to be solved
self-consistently.
In this section, we have restricted ourselves to spin-independent systems for simplic-
ity. The KS theory can be extended to include spin polarisation by decomposing the
spin densities into two independent components with spins up and down ρ = ρ↑ + ρ↓.
2.2.3 The Exchange-Correlation Term
Eq. 2.21 defines the total energy of the system and together with Eq. 2.20 provides a
solution to the many-body problem. The next challenge is to give an approximation
to EXC [ρ], which contains all the unknown contributions from the exchange and
correlations of the interacting electrons.
The Local Density Approximation (LDA)
The idea behind the LDA is to approximate EXC using the analytic expressions for
the exchange and correlation energies of an homogeneous electron gas system, given by
Wigner [26] and Ceperly and Alder [27]. The inhomogeneous system is then considered
to be locally homogeneous at every point in space r, and the LDA exchange-correlation
term can be expressed as,
ELDAXC [ρ] =
∫
ρ(r)ϵLDAXC [ρ(r)]dr (2.25)
where ϵLDAXC [ρ(r)] is the exchange-correlation energy density of an homogeneous electron
gas system.
The LDA approximation works remarkably well in bulk metals, and favourable
results can be obtained for molecules and semiconductors as well. Geometries of
covalent, ionic and metallic bonded systems, including bonds lengths and angles, are
well-represented and can reproduce experimental values within a few percent.
3The chemical potential is given by the Lagrange multiplier in δδρ(r)
(
E[ρ]− µ ∫ ρ(r)dr) = 0
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Despite its surprising successes, the LDA suffers from various limitations. Systems
like strongly-correlated transition metal oxides, where a gap is opened due to correla-
tions, are poorly described by the LDA. Well-localised states are poorly represented
within the LDA because the self-interaction in the Hartree term is not cancelled by
the exchange-correlation. It has been shown that the fundamental energy gap of a
system, Eg, is given by two contributions, Eg = ϵg +∆XC , where ϵg is the KS energy
band gap of a system with N electrons and ∆XC is the derivative discontinuity of EXC
with respect to the particle number [28, 29]. The LDA fails to reproduce the derivative
discontinuity, thus leading to an underestimation of Eg by tens of percents.
The General Gradient Approximation (GGA)
The GGA aims to address the inhomogeneities in the electron density by expanding
the density up to a second-order gradient. The most widely used functional is the
GGA functional suggested by Perdew, Burke and Ernzerhof (PBE) [30]. In general,
the PBE functional retains all the successes of the LDA, and in most cases improves
binding energies and bonds lengths, though some of these improvements are unjustifi-
able. Properties of semiconductors are slightly better described, and there is a minor
improvement in the energy band gap compared to LDA. However, GGA still fails to
describe strongly-correlated systems, as the non-locality of the exchange and correlation
terms are not fully taken into account. Pathological problems of the LDA such as
the self-interaction in the Hartree term and the failure to reproduce the experimental
energy gap are still present.
GGA+U Approach for Self-Interacting Error Correction
The non-physical self-interaction of an electron within LDA and GGA can be overcor-
rected by adding a U interaction to the DFT Hamiltonian as in the Hubbard model
[31]. Within the GGA+U approach implemented by Dudarev [32], the self-interaction
error is corrected by shifting the system to integer occupations numbers for the d
orbitals which are more physical than the partially occupied outcome obtained by pure
GGA and LDA. The U parameter can be chosen to reproduce any experimental data
(such as the electronic band gap) [32] or can also be determined ab initio [33].
2.2.4 Dispersion Corrections in Density-Functional Theory
Dispersion forces which originate in long-range electron correlations (i.e., van der Waals
or dispersion interactions) are not well described within LDA or GGA [34]. These
20 Ab initio Modeling
forces can be represented by the Lennard-Jones potential, VLJ ,
VLJ = 4ϵ
[(
σ
r
)12
−
(
σ
r
)6]
, (2.26)
where σ is the distance where VLJ = 0, r is the distance between atoms measured from
one centre to the other and ϵ is the interaction strength. The 1/r12 term describes
the repulsive forces and −1/r6 the attractive forces. The attractive term is the one
missing within LDA/GGA [34]. Dispersion corrections schemes aim to recover the
−1/r6 asymptotic behaviour in the interaction between particles, and the energy arising
from this contribution is added to the total “LDA/GGA” energy. In this work, we use
the semi-empirical dispersion correction (SEDC) scheme proposed by Grimme in 2006
[35]. Within Grimme’s approach, the pairwise dispersion interaction as a result of van
der Waals interactions in a system is calculated as a function of the distance between
two given atoms and a damping function which reduces the dispersion energy to zero
for atoms that are very close to each other.
2.3 Computational Methods
The KS formalism requires a large number of numerical algorithms and strategies
for solving the set of N coupled, three-dimensional, partial differential equations
self-consistently. Different techniques exist to solve the KS equations; here we will
concentrate on the plane waves / pseudopotential method, which is implemented in
the CASTEP code [36]. Again, the aim is not to survey all the details of the numerical
machinery behind the code, but to present in a general way the two main aspects of
the methodology.
2.3.1 Bloch Theorem, k-Points Sampling and Plane Waves
Condensed systems are generally composed of a large number of atoms and electrons
which are generally hard to be treated by computer programs. Fortunately, when
dealing with periodic systems one can recall to the Bloch theorem, which states that a
wavefunction of an electron in an external periodic potential, V (r) = V (r+ ai) can be
expressed as,
ψk(r) = eik·ruk(r), (2.27)
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where uk(r) is a function with the same periodicity of the potential. Due to the
periodicity of uk(r), ψk can be expanded in a Fourier series,
ψk(r) = eik·r
∑
G
Ck+GeiG·r (2.28)
where G = n1b1 + n2b2 + n3b3 are the reciprocal lattice vectors. Following this result,
it can be shown that the wavefunction of all the electrons in an infinite solid can be
mapped onto a finite number of electrons in the unit cell (or the Brillouin zone (BZ)
in reciprocal space) with infinite numbers of Bloch states, k, and the relation between
these and the electron energy is given by the band structure of the solid.
To obtain the total energy of the system, certain k-points must be chosen to
perform a numerical integration across the BZ. The BZ should be sampled, such that
the numerical integral gives the best estimate of the real integral. Different schemes
exist, although the most popular, and the one used in this work, is the Monkhorst-Pack
scheme [37].
The single particle KS states must be somehow represented mathematically and
usually a linear combination of functions from a basis set is chosen. Here, we focus
on plane waves which are solutions of the Schrödinger equation in the presence of a
constant external potential. A single electron orbital, ϕ(k)j , at a given k point in the
BZ, can be written in terms of plane waves (PW), φkG(r), with corresponding weighting
factors, Cjk(G), as follows:
ϕ
(k)
j =
∞∑
G
Cjk(G)φkG(r), (2.29)
where
φkG(r) =
1√
Ω
ei(k+G)·r. (2.30)
It is seen from Eq. 2.29 that the wavefunction ϕ(k)j obeys the Bloch theorem, as it is a
product of a phase factor (embedded in the definition of the PW in Eq. 2.30) and a
Fourier transformed periodic function, which justifies the choice of PWs for solids and
condensed systems.
The Schrödinger equation can be solved in reciprocal space where it becomes an
eigenvalue problem of the expansion coefficients Cjk(G). The kinetic energy term is
diagonal in reciprocal space whereas the potential term is local in real space, so in
practice, both the wavefunction and density are Fourier transformed for convenience
from reciprocal to real space and back using the fast Fourier transform algorithm.
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The PW expansion requires, in principle, an infinite number of G, however, the
Fourier coefficients Ck(G) decrease as |k+G| increases and the expansion is truncated
for practical implementations. A cut-off energy, Ecut, is defined such that all plane
waves with kinetic energy lower that Ecut are included in the expansion.
Despite the advantages offered by the PW basis, a huge number of PW’s are needed
to describe the wavefunctions in the vicinity of the atomic nucleus, which can exhibit
sharp peaks and fast spatial oscillations. The large number of components needed to
describe the core region makes a practical computer calculation difficult. However,
since the core region does not influence the chemical bonding, the pseudopotential
approach was introduced to overcome this difficulty.
2.3.2 The Pseudopotential Approximation
Under the pseudopotential (PP) approximation, the core electrons are frozen and thus
are treated together with the nucleus as non-polarisable ion cores. The interaction
between the valence electrons and the core electrons plus the nucleus in the core region
is represented by an effective potential (called the pseudopotential). In addition to
removing the core electrons, the rapidly-varying part of the valence electron wavefunc-
tion inside the core region, r < rc, is replaced by a smooth function, which can be
described by a more manageable number of plane waves.
The pseudopotential should account for the orthogonalisation of the valence wave-
function to the core state. This implies that the PPs are (in most cases) non-local, e.g.
they act differently on different angular momentum states. For example, in the case
of oxygen, the valence state 2s need to be orthogonal to the 1s core state, but on the
other hand, the 2p state does not experience any orthogonality constraint, as it has a
different quantum number.
The PP is constructed in such way that the scattering properties are the same as
in the all-electron case, thus reproducing the same physical properties.
2.4 Ab Initio Molecular Dynamics
Molecular dynamics simulations have been critical in understanding the structural
and dynamical properties of non-crystalline or amorphous systems where experiments
give only limited information about the atomic configuration. In ab initio molecular
dynamics (AIMD), ionic forces used in the molecular dynamics simulations are derived
2.4 Ab Initio Molecular Dynamics 23
directly from the electronic ground state within DFT increasing the accuracy of the
computed observables.
2.4.1 Born-Openheimer Method
Within the ab initio molecular dynamics (AIMD) method, the motion of nuclear
degrees of freedom is dictated by classical equations of motion on an exact ground
state electronic surface. The Newtonian equations of motion are given by,
MI
d2RI(t)
dt2 = −
∂
∂RI
⟨ψ(R)| Hˆe |ψ(R)⟩ − ∂EN(R)
∂RI
, (2.31)
where, Hˆe, is the electronic Hamiltonian, whose expectation value is given by the KS
energy functional in Eq. 2.21. The forces acting on each nuclear coordinate can be
derived as follows,
FI =
∂EKS[ρ](R)
∂RI
= −
∫
ρ(r)∂Vext(r−RI)
∂R +
P∑
J ̸=I
ZIZJ
RIRJ
|RI −RJ |3 , (2.32)
where it should be noted that this expression holds for basis functions which do not
depend on nuclear coordinates, such as plane waves. Other atom-centred truncated
basis sets introduces additional forces known as Pulay forces [38].
The classical equations of motion in Eq. 2.31 are integrated using an integration
algorithm such as the Verlet algorithm which demands that the time must be discretised
and a time step δt must be chosen. A large time step requires fewer MD steps to achieve
a certain sampling time, on the other hand, the total energy of the system cannot
be conserved if the time step is too large. Another aspect to be considered is that
CASTEP uses extrapolation algorithms [39–41] to extrapolate the KS wavefunctions
and density from step-to-step, leading to a speed-up of the calculation. For small time
steps, the SCF will require fewer iterations to achieve the electronic ground state. The
choice of the optimal time step involves much trial and error. It has been suggested
that a reasonable choice is a tenth of the smallest phonon period of the system.
The CASTEP code allows performing the MD simulation using different thermo-
dynamic ensembles such as NVE, NVT, NPH and NPT. The simulation carried out
through this work are in an NVT ensemble where the temperature is imposed by a
thermostat as implemented by Tuckerman et al.[42].
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2.5 Gauge-Including Projector Augmented Waves
Method
When an insulating non-magnetic material is placed in a uniform external magnetic
field, an orbital current, j(r), is created by the flow of electrons. The local field at
the nucleus, Bin, and how it differs from an applied external magnetic field can be
calculated via the Biot-Savart law,
Bin =
µ0
4π
∫
dr′j(r′)× r− r
′
|r− r′|3 . (2.33)
The effect of the induced magnetic field can be represented in terms of the external
magnetic field, Bext, by the shielding tensor, σ(r) defined as,
Bin = −σ(r)Bext. (2.34)
To obtain the shielding tensor from first principles, the induced current needs to be
calculated. Since the Zeeman shift (splitting of energy levels in a magnetic field) is a
small term in the Hamiltonian, the orbital current can be computed within perturbation
theory. The numerical implementation involves practical difficulties which need to be
overcome. Calculating the orbital current will require the knowledge of the expectation
value of the position operator, r, which: 1) will diverge at large values of |r| and 2)
cannot be represented under periodic conditions. The divergence problem is overcome
by deriving an alternative expression for the current through the use of a sum rule and
by recognising that the Green’s function is localised in the case of an insulator. Hence
the induced current remains finite at large |r| values. A solution to the periodicity
problem has been proposed [43, 44] by considering the response to a magnetic field
with a finite wavelength, q.
The efficient calculation of the shielding tensor for extended systems requires the
use of the pseudopotential approach. It has been shown that core electrons have
a small chemically sensitive contribution to shielding [45]. However, the behaviour
of the valence wavefunction near the nucleus is critical to describing the shielding,
and a naive pseudopotential theory fails for all but the lightest elements [46]. The
projector augmented wave (PAW) method of van der Walle and Bloch [47] allows
the straightforward reconstruction of all-electron wavefunctions from their pseudised
equivalents. The gauge including projector augmented waves (GIPAW) method [44]
proposed by Pickard and Mauri is simply an extension of this theory appropriate for
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systems in an external magnetic field by including projectors that fulfil the requirement
of gauge invariance.
After calculating the chemical shielding, σ, one might need to compare the results
to the experimentally measured chemical shift, δ, which is the change in the shielding
relative to a standard. This comparison requires the knowledge of the shielding of the
reference standard, σisoref , which can be obtained by performing a calculation on the
standard compound itself. Often, the reference standard is a liquid or solution, hence
not suitable for DFT calculations. In this case two common procedures are commonly
used: 1) plotting a graph of calculated shielding, σcalc., against experimental shifts,
δexp., and obtaining σisoref by fitting to δexp. = ασcalc. + σisoref. or 2) using a secondary
reference for which the calculation is possible.
2.6 Computing Electrode Properties Using Ab Ini-
tio methods
2.6.1 Thermodynamic Phase Stability
The thermodynamical phase stability of a system can be assessed by comparing the
free energy of different phases. For a closed system with a number of species N
held at constant temperature and pressure, the Gibbs free energy, G{P, T,N}, is the
thermodynamic potential required. For a binary system with a element A atoms and b
element B atoms, volume V , entropy S and energy E, G can be expressed as:
G{T, P, a, b} = E{T, P, a, b}+ PV {T, P, a, b} − TS{T, P, a, b}. (2.35)
Equation 2.35 can be simplified by considering that only solid phases are involved
at equilibrium. Therefore the PV term can be assumed to be negligible [48]. As all
stability assessments carried out throughout this work are at zero temperature, entropic
effects will be not taken into account.
Under the approximations defined above, the relevant term that defines the ther-
modynamic potential is the energy E. It is possible then to define a formation energy
per atom, E{AaBb}, of a given binary phase of elements A and B with stoichiometry
AaBb as,
Ef/atom =
E{AaBb} − aE{A}− bE{B}
a+ b . (2.36)
An approximation to E can be obtained directly from the DFT total energy resulting
from a typical ionic relaxation. The formation energies of each structure can then
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be plotted as a function of the B element concentration, u = b
a+b , starting at u = 0
and ending at u = 1. A convex hull can then be constructed between the chemical
potentials at (u,Ef/atom) = (0, 0) and (1, 0) drawing the tie-line that joins the lowest
energy structures, provided that it forms a convex function. This construction gives
access to the 0 K stable structures since the second law of thermodynamics demands
that the (free) energy per atom is a convex function of the relative concentrations of
the atoms [49]. A formation energy plot illustration for a hypothetical A-B system is
given in Figure 2.1a. The convex hull construction also allows assessing the stability of
a phase versus the convex hull. The distance of the phase from the tie-line, usually
expressed in meV/atom, is equivalent to the negative of the energy needed for the
decomposition reaction from the phase to the stable products. By definition, this
energy is zero for a stable structure.
2.6.2 Average Voltage Curves Derived from DFT Total Ener-
gies
We have outlined in Section 1 the importance of electrochemical testing to study
electrode performance. Fortunately, voltages can be obtained fairly simply from DFT
total energies and an average voltage curve can be constructed. For two given phases
on the convex hull, Ax1B and Ax2B with x2 > x1, the following two-phase reaction is
assumed,
Ax1B+ (x2 − x1)A→ Ax2B. (2.37)
The voltage, V , is given by,
V =− ∆G
x2 − x1 ≈ −
∆E
x2 − x1
=− E(Ax2B)− E(Ax1B)
x2 − x1 + E(A),
(2.38)
where it is assumed that the Gibbs energy can be approximated by the internal
energy, since the pV and thermal energy contributions are small [48]. The theoretical
voltage curve calculated from the stable structures in the hypothetical A-B system are
illustrated in Figure 2.1b, where the plateaus arise from the two-phase transformations
of the adjacent phases in the convex hull.
In this chapter, we have described the computational methods which will be used
throughout this thesis. In the following chapters, we will show how the different com-
putational techniques are applied to predict the existence of new phases, study physical
2.6 Computing Electrode Properties Using Ab Initio methods 27
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
u in AuB1-u
-0.70
-0.60
-0.50
-0.40
-0.30
-0.20
-0.10
0.00
Fo
rm
at
ion
 E
ne
rg
y (
eV
/a
to
m
)
A1B4
A3B2
A3B14
A4B3
a)
b)
0 0.5 1 1.5 2
x in AxB
0
0.5
1
1.5
2
Vo
lta
ge
 [V
]
A1B4
A3B2
Fig. 2.1 a) Formation energy per atom versus the fractional A concentration in a
hypothetical A-B compound. The convex hull (tie-line) is constructed by joining the
stable structures (red dots). Blue dots denote metastable structures which appear
above the convex hull construction. b) Average voltages relative to A calculated for
the structures found on the convex hull.
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and chemical properties of electrode materials and help to interpret experimental
observables. For a discussion of limitations of these techniques and suggested ways to
further develop them in future work, we refer the reader to Chapter 8.
Chapter 3
Structure Prediction
3.1 Background
A precise knowledge of the positions of the atoms composing a given material is one
of the most valuable assets for the theoretical quantitative description its properties.
Knowing the crystal structure is particularly relevant in the computational modelling
field, where most calculations need a description of a primitive cell as a starting point.
In the case of energy-related materials, the knowledge of the crystal structure enables us
to calculate essential properties such as average voltage curves, diffusion coefficients and
pathways as well as spectroscopy quantities which can help to interpret experimental
observables. When performing a structure prediction study, the researcher is usually
interested in finding the thermodynamically stable structure; however, as we will
see throughout this work, low-energy metastable structures can play a crucial role in
understanding the behaviour of a system. Metastable structures are particularly relevant
in the study of electrochemical processes, which usually occur out of equilibrium.
The prediction of the atomic arrangement of materials without any underlying
empirical information is a very challenging task, mainly due to the exponential increase
in the number of local minima as a function of the system size [50]. Different methods
have been proposed to address this challenge, including stochastic approaches such as
Monte Carlo basin hopping (MCBH) [51] and genetic algorithms [52]. The simulated
annealing (SA) approach is inspired by the annealing process in metallurgy, where ma-
terials are heated and cooled in a controlled manner to achieve a certain microstructure
with desired properties. The potential energy surface (PES) of a candidate structure is
explored by randomly moving ions using molecular dynamics or Monte Carlo algorithms
[52]. The probability, P , of accepting a change in the positions of the atoms with an
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energy difference, ∆E, between the final and initial configuration can be given by,
P = e−
∆E
kBT , (3.1)
for positive values of ∆E, where kB is the Boltzmann’s factor and T the temperature.
The change is otherwise accepted for steps leading downhill in the PES (i.e. ∆E < 0).
Initially, a high temperature is used, such that high energy barriers can be overcome
to prevent the atoms from being constrained to a single configuration corresponding to
one of the (many possibly) local minima that exist in the PES (single-point restriction).
The temperature is then decreased slowly, thus reducing the probability that any
large change occurs in the atomic configuration, and hopefully encouraging the system
towards the global minimum. The MCBH method [51] is closely related to simulated
annealing. In MCBH atomic configurations obtained after each Monte Carlo move are
relaxed to the nearest PES local minimum, and the minimised energies are used for
the criterion defined in Eq. 3.1. The sampled regions of the PES are transformed into
an assemblage of flat plateaux, reducing the energy barriers between local minima and
speeding up the algorithm. The main limitation of these approaches is that they start
from a single-point in the PES and certain regions might thus be missed. In practice,
SA and MCBH have been applied to some inorganic solids [53, 54] as well as inorganic
[55] and Lennard-Jones clusters [56].
Finally, genetic algorithms for structure prediction are based on principles of the
Darwinian theory of natural evolution. Initially, a population of structures is generated
which represents the configurational space and avoids single point restrictions. The
algorithm is composed of different stages such as "mating", "mutation" and "natural
selection", thus trying to mimic the evolutionary process. Genetic algorithms have
managed to predict structures of biological systems [57], different types of clusters [52]
and multicomponent interfaces [58], among other applications [59].
The approaches described above have shown successes and failures in different areas
of materials science and a full discussion of them will not be presented here. A different
approach to tackle the structure prediction problem is the ab initio random structure
searching method (AIRSS) introduced by Pickard and Needs in a high-pressure study
of silane [60]. In that study, the authors proposed the generation of a vast number of
configurations of atoms inside a given unit cell. Such configurations would then be
relaxed so as to minimise enthalpy, thus a sampling of the local minima of the PES
under scrutiny. The main advantage of AIRSS compared to the methods mentioned
above is that biases/constraints in the searches are, for the most part, introduced
explicitly and based on simple considerations (e.g., not allowing atoms to be on top of
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each other). More generally, sensible constraints are often based on known experimental
information and/or chemical/physical intuition.
In the following sections, we will briefly introduce the AIRSS method, discuss the
basic underlying principles describing its successes and show how it can be used in the
study of energy-related materials.
3.2 Ab initio Random Structure Searching
A standard AIRSS calculation includes the following steps:
1. A set of atoms is placed at random positions in a random unit cell derived from
randomly generated lattice vectors.
2. The resulting structure is relaxed as to minimise enthalpy using Hellman-Feynman
forces derived from DFT.
3. The structure and energy obtained in step 2 are stored, and the process is
repeated from step 1. In practice, since the calculations are independent of each
other, the generation of the structures and their subsequent relaxation can be
performed simultaneously.
4. The low-energy structures thus obtained are relaxed again with more accurate
parameters (k-points sampling, energy cut-off, more accurate pseudopotentials,
etc.).
One then repeats the steps 1 to 3 until enough confidence is established that the global
minimum – or a relevant local minimum – has been found.
For the periodic solids studied here, vector lengths and angles are randomly gen-
erated and renormalised to a random unit cell volume of ±50% of mean volume.
The mean volume is calculated by either adding up atomic volumes or relaxing a
structure with the same number of atoms. At this stage, the search can be biased
by restricting the allowed stoichiometries, choosing, for instance, even numbers of
formula units and/or creating structures with a given number of symmetry operations.
Since the number of formula units accommodated in the primitive cell of the final,
minimum-enthalpy structure, is most times unknown a priori, the number of units
is normally randomised as well. By biasing the search in such a way, we reduce the
portion of the PES hypervolume that needs to be explored and, consequentially, the
overall computational cost of the search. We point out, however, that such a biasing
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Fig. 3.1 Flow chart showing the steps involved in a typical AIRSS search. For a given
system, AIRSS initially generates random structures which are then relaxed to a local
minimum in the potential energy surface (PES) using forces calculated from DFT. The
process is repeated until convergence is achieved. The right-hand side of the chart
show examples of initial random Li1P1 structures and the resulting Li1P1-P21/c ground
state.
strategy can lead to the exclusion of unexpected – and potentially new – structures
from the searching space which, thus, might never be found.
Once a candidate structure is found, it is relaxed to a local minimum. Structure
relaxation is the most time-consuming part of the AIRSS process, and the cost and
accuracy of the calculations depend on the parameters chosen for the DFT calculations
such as the number of k-points, energy cut-off, tolerances among many other parameters
needed for the setup of the calculation.
This process is repeated until a predefined stopping criterion is fulfilled. One
strategy is to stop the search when the lowest-energy structure appears a repeated
number of times, which can be an indicator that the global or a relevant local minimum
of the PES has been found. These steps are illustrated in Figure 3.1.
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3.2.1 Details Behind the Success of AIRSS
Since its introduction, AIRSS has been applied to investigate a broad range of systems,
including high-pressure systems [60, 61] and defects in solids [62–64]. More recently
it has been used successfully in studying new materials for Li-ion batteries anodes
[65, 66], where it has been shown that a combination of AIRSS and experimental
techniques such as nuclear magnetic resonance (NMR) and pair distribution function
analysis is capable of elucidating the structure change in Li-Si and Li-Ge systems
during charge and discharge. One of the main reasons for its success originates in the
smooth shape and unique properties of the PES of an assembly of atoms, which have
been described in detail in Ref. 61. To describe these properties and the role they play
in the AIRSS method, it is useful to think about the PES as a collection of “basins of
attraction”, where each basin is a set of points in configuration space from which the
system can only go “downhill” in energy upon relaxation. A significant portion of the
PES corresponding to structures with atoms placed very close to each other have no
minima. The exclusion of irrelevant parts of the PES from the searches significantly
reduces the computational cost involved in each study. It has been shown [67] that
the hypervolume of the basins is larger for low energy minima, which can be thought
as a direct consequence of the smoothness of the PES. Also, low-energy basins tend
to be found close to each other with relatively small energy barriers between them
[61]. A feature that can act against the researcher is that the probability distribution
of the basins’ energy behaves close to a Gaussian [68]. However, this is balanced by
the distribution of the basins’ hypervolume, which turns out to decrease as a power
law in the basins’ energy minimum [67]. The large volume of basins corresponding
to low-energy structures and the probability distribution of the volumes suggest that
these structures might be (relatively) easily found with a uniform random sampling of
the energy landscape and this offers a qualitative rationalisation of the successes of
AIRSS [61].
3.2.2 Structure Randomness and Searching Biases
Starting from entirely randomly generated structures would make the searches pro-
hibitively computationally intensive. However, one can reduce the number of possible
configurations by biasing the searches using sensible initial structures. By the word
“sensible”, we mean “physical”, for example, structures with physical densities and
distances between atoms.
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It is unlikely that a structure with atoms extremely close to each other corresponds
to any low energy minima; moreover, in some cases, unphysical bond lengths can cause
difficulties in achieving self-consistency when solving the Kohn-Sham equations (see
Section 2.2.2). Therefore, starting structures with bond distances smaller than a preset
cut-off distance are rejected and not further relaxed. The more information of the
system we have, a priori, the more productive and efficient our searches can be. This
information might be obtained from experimental data or chemical ideas and can be then
manifested in the generation of the initial structures. In the absence of any previous
information on the system, one should consider starting from completely random
structures. The three-dimensional arrangement of crystalline materials corresponds
to one of the 230 symmetry space groups. By imposing a degree of symmetry, we
eliminate a significant part of the PES which makes our searching computationally
more efficient. The initial structures could then be generated by randomly searching
over all space groups.
3.2.3 The AIRSSMethod in the Prediction of Energy-Related
Materials
We have discussed in Section 1 the importance of knowing the changes in the local
structure of an electrode when lithiated/sodiated. We have also mentioned that
charge/discharge processes can take place far from equilibrium and reaction pathways
can include metastable structures which are experimentally unknown. Throughout this
work, we exploit AIRSS’ capability of accessing not only new stable phases but also
new metastable phases which, as will become apparent in the following chapters, have
in many cases helped to uncover trends in the structural motifs of lithium compounds
[69]. Below, we will survey some of the challenges involved in performing searches
with a particular emphasis on binary intermetallic systems (Li- and Na-X, where X is
generally a Group 14 or 15 element) and the strategies used to perform these searches
in the most accurate and efficient way.
Details behind the searches
One of the main challenges involved in the searches is finding the correct accu-
racy/efficiency balance that will enable us to cover the PES of a particular system at
an acceptable computational cost (and time). Many of the difficulties involved in the
searches are related to their stochastic nature, where DFT parameters are determined
for structures which are unknown a priori.
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When exploring a binary system, A-B, we start with a broad AIRSS search with
all possible stoichiometries for x = 1− 9 and y = 1− 9 in AxBx, up to 4 formula units.
It should be remarked that this biases the search toward fewer-atom stoichiometries
(e.g. A1B1), and analysis of the system must be in the context of the total number of
searches per stoichiometry. The phase space explored by the AIRSS method can be
extended by relaxing experimentally obtained crystal structures from the Inorganic
Crystallographic Structure Database (ICSD) using the species swapping method [66],
where the anions and cations of all the combinations of crystal structures formed
by elements in the same Group as A and B are swapped to AxBy. The inclusion of
structures obtained from databases provides extra information to enhance the PES and
spot regions of interest in the phase diagram which can be further explored with AIRSS.
The species swapping method also offers valuable information about the system which
can be used to further bias the searches and increase its efficiency as we described in
Section 3.2.1.
A typical AIRSS study involves an initial search with less accurate DFT parameters
followed by a more accurate refinement of the structures found within a predefined
"energy distance" from the convex hull, w, (see figure 3.2). In this work, unless stated
otherwise, we converge our calculations against two main DFT parameters: the number
of k-points used for the Brillouin-zone integrations and the energy cut-off. For the
remaining parameters needed to set up the calculation, we follow the predefined setups
suggested by CASTEP [70], where a “Coarse” setting is used for the searching step
and "Fine" setup for the refining of the low-energy structures. For the initial searches,
we use the "XX_PBE00.usp" library which requires low energy cut-offs making the
searches as efficient as possible. However, "soft" pseudopotentials (i.e. pseudopotentials
that require lower energy-cutoffs [71]) suffer from poor transferability which is essential
in high-throughput calculations [72]. For the refinement of the low-energy structures,
we use the validated on-the-fly generated CASTEP pseudopotentials [73].
The formation energy of a given structure can vary between the two sets (the initial
search and the final refined results) by some value, ∆, due to the differences in the
accuracy of the pseudopotentials and convergence parameters used. A structure which
is outside w in the initial search can be, in principle, within this range in the final
polished set and therefore would be overlooked in the refinement process. To minimise
this problem, we select a set of structures before performing the search and calculate
their formation energies using high-accuracy parameters set and pseudopotentials. The
obtained formation energies are taken as a reference and are subsequently recalculated
with the parameters and pseudopotentials which were chosen for the search. As a
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general rule, we require that the largest difference in the formation energy found in the
set, ∆max, to be smaller than half the distance from the hull chosen for the refinement,
∆max<w/2.
Dispersion corrections can be required for layered systems where van der Waals
forces play a significant role in obtaining the correct system geometry [35]. However,
their effect on the energetics of bulk metals and layered phases remains unclear [74, 75].
Since formation energies are more important than accurate volumes for the convex
hull and voltage calculations, we do not apply these corrections unless necessary as,
for example, in NMR calculations which are very sensitive to ion positions.
As discussed in Section 2.2.3, the energy band gap in strongly-correlated systems
can be underestimated by tens of percents within LDA or GGA. This self-interaction
error can be corrected by adding a U interaction (as in the Hubbard model to localised
orbitals) to the DFT Hamiltonian [32] when accurate band gaps are needed. However,
we have observed that for the particular system of interest in the study of Li-Fe-S the
formation energy of the system did not seem to change significantly after adding the
U parameter [76]. Therefore, in this work, we have only added the self-interaction
correction to specific structures of interest following the search to assess the effect of
the U parameter on the geometry. This will be detailed in Chapter 7.
Choosing the optimal parameters to perform a search usually requires trial and
error, and the strategy adopted can be system-dependent. In the following chapters
describing the resulting outcome of this work, we will specify the challenges related to
each system and how these were tackled.
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Fig. 3.2 Formation energy per atom versus the fractional A concentration in a hypo-
thetical A-B compound. The convex hull (tie-line) is constructed by joining the stable
structures (red dots). Blue dots denote metastable structures which appear above
the convex hull construction within the energy distance w and will be considered for
the final refinement, and grey dots indicate metastable structures which are beyond a
distance w from the convex hull.

Chapter 4
Ab initio Study of Phosphorus
Anodes for Lithium and
Sodium-Ion Batteries

Abstract
Phosphorus has received recent attention in the context of high-capacity and high-rate
anodes for Li- and Na-ion batteries. Here, we present a first principles structure
prediction study combined with NMR calculations which gives us insights into its
lithiation/sodiation process. We report a variety of new phases found by the ab initio
random structure searching (AIRSS) and the atomic species swapping methods. Of
particular interest, are a stable Na5P4–C2/m structure and locally stable structures
found less than 10 meV/ formula unit (f.u.) from the convex hull, such as Li4P3–P212121,
NaP5–Pnma and Na4P3–Cmcm. The mechanical stability of Na5P4–C2/m and Li4P3–
P212121 has been studied by first principles phonon calculations. We have calculated
average voltages which suggest that black P (BP) can be considered as a safe anode in
Li-ion batteries due to its high Li insertion voltage, 1.5 V; moreover, BP exhibits a
relatively low theoretical volume expansion compared with other intercalation anodes,
216% (∆V/V ). We identify that specific ranges in the calculated chemical shielding
can be associated with specific ionic arrangements, results which play an important role
in the interpretation of NMR spectroscopy experiments. Since the lithium-phosphides
are found to be insulating even at high Li concentrations we show that Li–P-doped
phases with aluminium have electronic states at the Fermi level suggesting that using
aluminium as a dopant can improve the electrochemical performance of P anodes.
4.1 Introduction
Reaction of P with three Li or Na atoms produces Li3P [77] and Na3P [78] respectively;
this corresponds to a large theoretical capacity of 2596 mAhg−1 and theoretical volume
expansion ∆V/V of 216 % for Li3P and 391 % for Na3P from black P (BP). Of the
several known allotropes, black P, red P, and the recently synthesised phosphorene [79]
have been studied as candidates for LIB and NIB anodes [80–82]. Recent experimental
studies [17, 83–85, 10, 86, 87] showed that the addition of carbon to the P anode leads
to an improvement in the reversibility of charge/discharge processes, probably due
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to an enhancement in its electrical conductivity and mechanical stability. The study
conducted by Qian et al.[10, 86], showed that amorphous P/carbon nano composite
anodes are capable of achieving relatively high storage capacities per total mass of
composite, 2355 mAhg−1 for LIBs and 1765 mAhg−1 for NIBs, good capacity retention
after 100 cycles and high power capabilities at high charge/discharge rates. Recently,
a phosphorus-graphene hybrid has been proposed as the anode material for LIBs[88]
and NIBs[89] showing improved electrochemical performances.
All the experimental studies agree that Li3P and Na3P are formed during the
discharge process; however, the formation of other phases during the lithiation/sodiation
process remains unclear. In the case of LIBs, differential capacity plots suggest the
formation of LixP phases. However the assignment of the XRD spectra can be
challenging [17, 10, 86, 82]. In a study presented by Sun et al.[83], it has been
suggested, based on ex situ XRD, that crystal phases of Li–P form at the end of the
charge. Recently [90], an ab initio molecular dynamics (AIMD) study suggested an
amorphous-to-crystalline phase transition in Li–P. AIMD has also been applied recently
to Na–P [91], where a change from an intercalation to an alloying sodiation process at
Na0.25P has been proposed.
During Li/Na insertion and extraction, anodes are expected to form non-equilibrium
structures. Evidence of a metastable structure formation in the Li–P system has
been reported by Park et al.[17], where the authors suggested the formation of Li2P
phase during the first discharge based on an electrochemical study. In the case of
the well-studied Li-Si system, the lithiation induces an electrochemical solid phase
amorphisation, where the crystalline Si is consumed to form a LixSi amorphous phase
[92]; nevertheless, the equilibrium crystalline compounds are generally used as a first
step in order to study the electromechanical process (See Ref. 9 and references therein).
Ab initio techniques have been shown to be successful in giving insights into a
better understanding of different processes occurring in an electrode [65, 93, 18]. From
total energies, important properties of an electrode like voltage profiles and volume
change can be estimated. In addition, NMR parameters can be calculated for certain
systems offering a powerful method to understand the local structure of the studied
system as well as a way of complementing experimental studies. First principles 31P
NMR calculations were successfully applied to study calcium phosphates [94] and
aluminophosphates [95], where good agreement between experimental and calculated
NMR data was reported.
In this work, we present an ab initio study of Li–P and Na–P compounds. We first
perform a structure prediction study combining atomic species swapping along with
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ab initio random structure searching methods for the Li–P and Na–P systems. We
report various new stable and metastable structures and suggest connections between
Li/Na contents and expected ionic arrangements. Lithiation/sodiation processes are
assessed by calculating average voltage profiles, electronic density of states and NMR
chemical shifts of the ground state phases, allowing us to predict the local environment
evolution of P under lithiation/sodiation. We conclude by considering the effect of
dopants on the electronic structure of Li–P compounds, where we propose doping the
anode with aluminium in order to improve the anode performance.
4.2 Results
Smaller number of about 20000 Li–P structures and 5000 Na–P structures were
generated by AIRSS. The fewer structures for the Na–P system was due to the
accuracy of the Na pseudopotential required for the searches and the larger basis set,
which made the search considerably more expensive computationally. The phase space
explored by the AIRSS method was extended by relaxing experimentally obtained
crystal structures. All combinations of {Li,Na,K}-{N,P,As,Sb} crystal structures at
different stoichiometries were obtained from the Inorganic Crystallographic Structure
Database (ICSD). For each structure, the anions and cations were swapped to Li/Na
and P respectively and then relaxed using DFT forces.
4.2.1 Lithium Phosphide
Figure 4.1 shows the formation energy as a function of Li concentration of the low-energy
structures obtained by the search. The stable structures found on the convex hull, in
increasing Li concentration order, are black P–Cmca, LiP7–I41/acd [96], Li3P7–P212121
[97], LiP–P21/c [98], Li3P–P63/mmc [99] and Li–Im3¯m. A novel DFT Li4P3–P212121
phase is found 4 meV/f.u. above the convex hull, well within DFT accuracy. All the
known Li–P phases are found on the convex hull, except for LiP5–Pna21 [96] which is
found 12 meV/f.u. from the convex tie-line in our 0 K DFT calculation. The average
voltage profile was calculated between pairs of proximate stable structures relative to
Li metal. A plot of the average voltages as a function of Li concentration is presented
in Figure 4.2.
Table 4.1 summarises the structures presented in Figure 4.1. The convex hull
construction reveals new metastable structures, which are of importance when studying
the lithiation process of the anode during cycling, as the anode is unlikely to reach
44 Ab initio Study of Phosphorus Anodes for Lithium and Sodium-Ion Batteries
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x in P1-xLix
-0.77
-0.66
-0.55
-0.44
-0.33
-0.22
-0.11
0.00
Fo
rm
at
ion
 E
nt
ha
lpy
 (e
V/
un
it)
Tubes 
Cages 
3-D Networks
Chains
Broken chains Isolated  ions
LiP5LiP7
Li3P
Li3P7
LiP
Li3P11
LiP6
Dumbells
LiP2
Li5P4
Li3P4
Li4P3
Li3P2
Li6P
Li5P
Li4P
Li2P
LiP7
LiP5
Li3P
Li4P3
LiP
Li3P7
Li2P
Li5P4
u in P1 u iu
F
o
rm
a
ti
o
n
E
n
th
a
lp
y
(e
V
/
fo
rm
u
la
u
n
it
)
Fig. 4.1 Formation enthalpy per atom versus the fractional Li concentration in the
Li–P compound. The convex hull (tie-line) is constructed by joining the stable
structures obtained by the searches. The convex hull has been divided into four main
regions to guide the eye, highlighting the kind of ionic arrangement in each region.
Selected structures are shown with green and purple spheres denoting Li and P atoms,
respectively, with the purple lines indicating P–P bonds. For a full description of the
phases, see Table 4.1.
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Fig. 4.2 Average voltages relative to Li metal calculated for the structures found on
the convex hull (Figure 4.1).
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Table 4.1 Description of the experimental and predicted LixP phases. We indicate with
a star (⋆) the stable phases which are found on the convex hull. We identify four main
regions with different ionic arrangements; for 0 ≤ x ≤ 0.5 the structures show tubes,
cages and 3-D networks composed of three and two P bonds, for 0.5 < x < 1.33 P
chains and broken chains, for 1.33 < x ≤ 2 P dumbells and for concentrations larger
than x = 2 the structures are mainly composed of isolated P ions. The CIF files of the
structures obtained by AIRSS can be found in the Supporting Information, Ref. 69.
Stoichometry x in LixP Distance from Space Structure origin Description
the hull [eV/f.u.] group
black-P ⋆ 0 Cmca
LiP7 ⋆ 0.143 I41/acd Known Li–P phase [96] P tubes
LiP6 0.167 0.046 R3¯m AIRSS P 3-D network
LiP5 0.2 0.012 Pna21 Known Li–P phase [96] P 3-D network
Li3P11 0.273 0.017 Pbcn Swapping from Na3P11 [100] P11 cages
Li3P7 ⋆ 0.429 P212121 Known Li–P phase [97] P7 cages
LiP2 0.5 0.041 P21 AIRSS Black P - like layers
Li3P4 0.75 0.043 C2/m AIRSS Chair-like chains
LiP ⋆ 1 P21/c Known Li–P phase [98] P helix
Li5P4 1.3 0.012 C2/m Swapping from Na5As4 [101] 4 P zig-zag chains
Li4P3 1.333 0.006 P212121 AIRSS 3 P zig-zag chains
Li3P2 1.5 0.03 Pm AIRSS P dumbbells
Li2P 2 0.02 P21/c AIRSS P dumbbells
Li3P ⋆ 3 P63/mmc Known Li–P phase [99] Isolated P ions
Li4P 4 0.044 C2/m AIRSS Isolated P ions
Li5P 5 0.046 Cmma AIRSS Isolated P ions
Li6P 6 0.033 P 1¯ AIRSS Isolated P ions
Li ⋆ Im3¯m
thermodynamic equilibrium during charge and discharge. We identify that the struc-
tures can be categorised in four main regions according to their P ionic arrangement,
as is highlighted in Figure 4.1. As the Li concentration is increased, the structures
change as follows: tubes, cages and 3-D networks → chains and broken chains → P
dumbbells → isolated P ions.
For 0 ≤ x ≤ 0.5, in LixP structures are composed mainly of tubes, cages and 3-D
networks where threefold P bonding is mainly favoured. The least lithiated phase
found on the hull is LiP7 which shows tubular helices of connected P7 cages along the
[001] axis. LiP6–R3¯m and LiP5–Pna21 exhibit relatively similar structures formed by
3-D networks with the majority of the P ions threefold coordinated. The next structure
found on the convex hull is Li3P7, where the P tubes are broken, forming isolated
P7 cages dispersed in the 3D structure. AIRSS has found a LiP2–P21/c structure 41
meV above the convex hull. The structure is formed of 2-D layers of P arranged in a
distorted armchair-like fashion.
In the 0.5 < x < 1.33 region the structures are significantly different, tending to
form chains and broken chains. The structure of LixPx, x=5-9, has recently received
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Fig. 4.3 Phonon dispersion curve of Li4P3– P212121. The absence of any imaginary
frequency modes in the Brillouin zone confirms the stability of a structure in terms of
lattice dynamics.
attention in the context of inorganic double-helix structures [102], where it was shown
that AIRSS predicts the P21/c symmetric Li1P1 bulk phase; moreover, the stability of
an isolated double-helix was demonstrated by phonon calculations. Two phases are
found very close to the hull in this region, Li5P4 and Li4P3. Li4P3–P212121 is an AIRSS
structure with a formation enthalpy 4 meV/f.u. above the tie-line, a difference which
is within DFT accuracy. Li5P4–C2/m was obtained by swapping ions from Na5As4
[101] and it is found 10 meV/f.u. above the convex hull. Both structures are formed by
three (Li4P3) and four-bonded (Li5P4) in-plane chains, see Figure 4.1 for an illustration.
We have explored the possible mechanical stability of Li4P3–P212121 by performing a
phonon calculation, the calculated phonon dispersion is presented in Figure 4.3. The
stability of a structure in terms of lattice dynamics is confirmed by the absence of any
imaginary frequency in the Brillouin zone. AIRSS predicts a Li3P4–C2/m structure 43
meV above the convex hull, composed of chair-like chains of P ions.
For 1.33 < x ≤ 2 two structures are found by AIRSS, Li2P–P21/c and Li3P4–C2/m,
which form P-P dumbbells. Dumbbell formation in Li-X (X=S,Si,Ge) systems, has
played an important role in the interpretation of the electrochemical behaviour in
terms of structure transformation [18, 66].
For concentrations larger that x=2 the P structures are formed by isolated P ions.
The most lithiated phase found on the convex hull is Li3P [77], a phase which is
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Table 4.2 Volume change calculated for the stable Li–P phases found on the convex hull
relative to black P. Phosphorus undergoes a relatively small volume expansion compared
to other typical volume changes of ca. 300 % in other intermetallic Li compounds. The
volume changes were calculated using the DFT-GGA lattice parameters.
x in LixP Volume per P atom (Å3) Volume change (%)
0 19.28
1/7 24.75 28.37
3/7 28.34 47
1 31.29 63.32
3 58.37 202.78
generally observed at the end of discharge in electrochemical experiments [17, 10, 86].
Three more structures are found by the AIRSS searches for x > 3, Li4P, Li5P and Li6P,
all of them composed of isolated P atoms.
From the obtained geometry optimised lattice constants, we calculate the volume
change of P as it is lithiated. Phosphorus undergoes a relatively small volume expansion
compared to other typical volume changes of ca. 300 % in other intermetallic Li
compounds. The resulting volume per P atom and volume change are summarised in
Table 4.2.
The electronic density of states (eDOS) of the structures found on the convex
hull were calculated with the OptaDOS code [103] and are shown in Figure 4.4.
All structures, except for Li, show a semiconducting-like eDOS, which is surprising
especially for the phases with high Li concentration.
The experimental ability to measure NMR spectra during charge and discharge of
a battery can be an extremely powerful tool to elucidate the structural evolution of
the anode during the lithiation [65]. We have calculated the P chemical shielding for
the stable structures of the Li–P system. We have included the LiP5–Pna21 chemical
shielding calculation for comparison with the experimental data reported in Ref. 104.
A plot of the correlation between the calculated and experimental NMR parameters of
LiP5[104], Li3P[85] and black P[87] is presented in Figure 4.5, where a good correlation
is seen between experimental and calculated values.
The resulting NMR parameters of all the structures are illustrated in Figure 4.6.
A general trend is observed in chemical shielding, where the latter increases with the
Li concentration in LixP. We identify three main regions in the chemical shielding
described in Figure 4.6 which can be roughly related to the number of Li and P nearest
neighbours (See caption in Figure 4.6 for a detailed description).
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Fig. 4.4 Total electronic density of states of the Li–P phases found on the convex hull.
The Li–P structures exhibit a semiconductor-like eDOS even for high Li concentrations.
4.2.2 Sodium Phosphide
Na–P forms similar structures to those found for Li–P, as expected due to their similar
chemistry. However, the convex hull of the NaP system, as shown in Figure 4.7, exhibits
two main differences: first, the Li1P1 phase has a lower formation energy than Na1P1
by approximately -0.125 eV, the second is that the Li3P phase has lower formation
energy than Li1P1 by -0.125 eV, whereas Na3P has higher formation energy than Na1P1
by 0.05 eV/f.u.. These differences are manifested in the calculated average voltages (see
Figures 4.8 and 4.2), where the Na–P voltage profile drops to lower values at high Na
concentrations. The stable phases predicted by the DFT calculations are summarised
in Table 4.3.
The least sodiated Na–P structure found in the Na–P convex hull construction is
a locally stable NaP5– Pnma phase, which was obtained by swapping species from
LiP5 [96]. Increasing the Na content, two known phases are found on the convex
hull, Na3P11–Pbcn [100] and Na3P7–P212121 [97]. In the 0.45 < x < 1 region we find
three structures with rather different ionic arrangements, exhibiting broken black P
- like layers (NaP2– C2/m [106]), P six-fold rings (Na2P3–Fddd [107]) and in-plane
connected chains ( Na3P4–R3¯c predicted by AIRSS). For x > 1 the structures show
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31P NMR
Fig. 4.5 Correlation between the 31P NMR calculated chemical shielding, σcalc., and
experimental chemical shifts, δexp., referenced relative to an 85% H3PO4 aqueous
solution for LiP5[104] Li3P [85] and black P [87]. The data was fitted to a linear
function δexp. = ασcalc. + σref. with resultant fitting parameters α = −0.96± 0.1 and
σref. = 245.9 ± 34.1. The deviation of α from the ideal value of −1 is well known
when correlating between calculated shielding and experimental shifts (See Ref. [105]
for details), the obtained σref. was used to reference the presented NMR results (See
Figures 4.6 and 4.11). Our resulting α and β are in agreement with Refs. 94, 95 within
the reported uncertainty.
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Fig. 4.6 Calculated 31P NMR chemical shifts, referenced using σref. obtained from
Figure 4.5, for various Li–P compounds showing the change in chemical shielding as the
local environment of P changes. For visualisation purposes, a Lorentzian broadening
is assigned to the calculated 31P NMR parameters. For each crystallographic site, a
cluster with a radius of 3 Å is shown and labelled accordingly. We have coloured the
background to guide the eye between the three regions, above -45 ppm, below -155
ppm and an intermediate region. Above -45 ppm the structures predominantly have
three P nearest neighbours (NNs) and one or no Li NN. Below -155 ppm the P has
more than six Li NNs. In the intermediate region, the P ions tend to have four or five
NNs of which two to three are P atoms.
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Fig. 4.7 Formation enthalpy per atom versus the fractional Na concentration in the Na–
P compound. The convex hull (tie-line) is constructed by joining the stable structures
obtained by the searches.
Table 4.3 Description of the experimental and predicted NaxP phases. We indicate
with a star (⋆) the stable phases which are found on the convex hull. The Na–P
structures show similar ion arrangements as those observed in Li–P (see Figure 4.1
for illustration), with differences in the 0.45 < x < 1 region and the absence of P
dumbbells. The CIF file of the structures obtained by AIRSS can be found in the
Supporting Information, Ref. 69.
Stoichometry x in LixP Distance from Space Structure origin Description
the hull [eV/f.u.] group
black-P ⋆ 0 Cmca
NaP5 0.2 0.002 Pnma Swapping from LiP5 [96] P 3-D network
Na3P11 ⋆ 0.273 Pbcn Known Na–P phase [100] P11 cages
Na3P7 ⋆ 0.429 P212121 Known Na–P phase [97] P7 cages
NaP2 0.5 0.02 C2/m Swapping from KSb2 [106] Black P - like broken layers
Na2P3 0.667 0.037 Fddd Swapping from K4P6 [107] P six-fold rings
Na3P4 0.75 0.034 R3¯c AIRSS In-plane connected chains
NaP ⋆ 1 P21/c Known Na–P phase [98] P helix
Na5P4 ⋆ 1.25 C2/m Swapping from Na5As4 [101] 4 P zig-zag chains
Na4P3 1.333 0.002 Cmcm Swapping from K4P3 [108] 4 P zig-zag chains
Na3P ⋆ 3 P63cm Swapping from Na3As [101] Isolated P ions
Na3P 3 0.005 P63/mmc Known Na–P [77] Isolated P ions
Na ⋆ Im3¯m
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Fig. 4.8 Average voltages relative to Na calculated for the structures found on the
convex hull (Figure 4.7).
Table 4.4 Volume change calculated for the stable Na–P phases found on the convex
hull relative to black P. The volume changes were calculated using the DFT-GGA
lattice parameters.
x in NaxP Volume per P atom (Å3) Volume change (%)
0 19.28
3/11 29.98 55.50
3/7 36.25 88.04
1 42.33 119.58
5/4 49.37 156.10
3 94.89 392.25
similar arrangements as in the Li–P system, although, unlike in Li–P, Na–P does not
seem to favour dumbbell formations. The Na5P4–C2/m obtained by swapping atoms
from Na5As4 [101] exhibits a layered structure consisting of Na sheets separated by
four-bonded in-plane P chains. This new phase is predicted to be thermodynamically
stable by our calculations. Furthermore, its calculated phonon dispersion presented in
Figure 4.9 curve confirms the stability of the phase in terms of lattice dynamics. The
volume changes were calculated as for Li–P and are shown inTable 4.4.
As in the Li–P system, the Na–P phases exhibit a semiconducting behaviour, except
for the Na5P4 phase which shows a finite value of eDOS at the Fermi energy.
4.2.3 Aluminium Doping of Phosphorus
To suggest a way for improving the electrical conductivity of P anodes we have tested
the effect of different extrinsic dopants on the electronic DOS of Li–P compounds by
performing interstitial defects AIRSS searches. The initially generated structures were
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Fig. 4.9 Phonon dispersion curve of Na5P4–C2/m. The absence of any imaginary
frequency in the Brillouin zone confirms the stability of a structure in terms of lattice
dynamics.
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Fig. 4.10 Total electronic density of states of the Na–P phases found on the convex
hull. The Na–P phases exhibit a semiconductor-like eDOS, except for the Na5P4 which
has a finite value of eDOS at the Fermi level.
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Fig. 4.11 Calculated 31P NMR chemical shifts for various Na–P compounds showing the
change in chemical shielding as the local environment of P changes. For visualisation
purposes, a Lorentzian broadening is assigned to the calculated 31P NMR parameters.
For each crystallographic site, a cluster with a radius of 3 Å is shown and labelled
accordingly. The background has been coloured as in Figure 4.6 to emphasise regions in
the chemical shift associated with specific atomic arrangements. Despite the similarities
to the Li–P, it may be more difficult to experimentally differentiate the mid and high
sodiated regions due to a more similar chemical shielding.
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Table 4.5 Coordination number (CN) of the aluminium ion for all the Li–P doped
phases. A cut-off of 3 Å has been used.
Structure P CN Li CN
8LiP7 + 1Al 4 –
64LiP + 1Al 4 4
36Li3P + 1Al 3 8
composed of the underlying perfect crystal plus the interstitial element positioned
randomly. Consequently, the ionic positions were relaxed keeping the lattice vectors
fixed. The electronic DOS of the lowest-energy structures were then calculated using
OptaDOS.
Silicon and aluminium interstitial defect searches were carried out in a 2× 2× 1
LiP supercell composed of 32 LiP formula units, we denote these structures as 32LiP +
1Si and 32LiP + 1Al, respectively. The eDOS calculation revealed that the aluminium
point defect introduces electronic states at the Fermi energy (EF ), whereas the silicon
defect introduces states within the band gap but with the eDOS remaining zero at EF .
To further investigate the effect of Al doping, AIRSS searches were performed in larger
Li–P cells with different Li concentrations. The cells were chosen to be large enough
to allow a maximum stress of ca. 0.5 GPa. Figure 4.12 shows the resulting eDOS of
8LiP7 + 1Al, 64LiP + 1Al and 36Li3P + 1Al for the lowest-energy structure resulting
from the searches. AIRSS found the Al preferred site in LiP7 between the P tubes and
coordinated to 4 P atoms. In the case of Li1P1, the aluminium ion is found between
the helical P chains. The environment of the Al atom in the Li3P structure is more
difficult to define. To clarify, we report the coordination number of the aluminium ion
for all the structures in Table 4.5. The CIF files of the aluminium doped structures
obtained by AIRSS can be found in the Supporting Information, Ref. 69.
From Figure 4.12, we learn that the formed Li–P compounds with different Li
concentrations exhibit finite electronic DOS at EF , suggesting that doping P with
aluminium could increase the electronic conductivity of the anode, thus improving its
performance.
4.3 Discussion
We have presented a study of Li–P and Na–P systems using AIRSS and atomic species
swapping of ICSD structures. We have shown that the combination of the two methods
allows us to have access not only to the ground state structures, but also metastable
56 Ab initio Study of Phosphorus Anodes for Lithium and Sodium-Ion Batteries
-1.5 0 1.5
Energy (eV)
0
0.01
0.02
0.03
0.04
eD
OS
 (e
ln/
eV
/Å
3 ) Bulk LiP7 eDOS 
8LiP7 + 1Al eDOS
(a) 8LiP7 + 1Al eDOS
-1.5 0 1.5
Energy (eV)
0
0.01
0.02
0.03
0.04
eD
OS
 (e
ln/
eV
/Å
3 ) Bulk LiP eDOS
64LiP + 1Al eDOS
(b) 64LiP + 1Al eDOS
-1.5 0 1.5
Energy (eV)
0
0.01
0.02
0.03
0.04
eD
OS
 (e
ln/
eV
/Å
3 ) Bulk Li3P eDOS
36Li3P + 1Al eDOS
(c) 36Li3P + 1Al eDOS
Fig. 4.12 Electronic density of states in the vicinity of EF for different Li–P compounds
found on the convex hull (black line - dashed background) and Li–P with one aluminium
interstitial defect (dashed red line). A finite electronic DOS is found at the Fermi
energy for the Li–P compounds + Al, contrary to pristine Li–P compounds which
exhibit band gaps around the Fermi level.
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phases found close to the convex hull. These structures might form at room temperature
and non-equilibrium conditions, e.g. , during lithiation/sodiation. The aim of this
work is to elucidate the structural evolution of P anodes during the lithiation/sodiation
as well as to give insights into their electronic structure, some of these aspects are
discussed below.
The method of AIRSS + atomic species swapping has been shown to predict a variety
of locally stable phases in the Li–P system (see Table 4.1 for full description). Combining
the known phases with those predicted in this work, we are able to catalogue P ionic
arrangements according to their Li concentration. This has proved to be extremely
valuable when attempting to understand electrochemical processes, as has been recently
shown in Ref. 93 for LiS batteries. Our findings suggest that the lithiation mechanism
proposed in Ref. 17, Black P → LixP→LiP→Li2P→Li3P, could be reinterpreted in
terms of tubes, cages and 3-D networks → chains and broken chains → P dumbbells
→ isolated P ions. Moreover, phases found by our structure searching can clarify
possible intermediate structures more robustly. Park et al.[17] predicted the existence
of a metastable Li2P structure based on the appearance of a XRD peak at 2θ ≈ 22.5◦
which corresponded to a molar ratio of Li:P 2 at 0.63 V. Our Li2P–P21/c structure
exhibits a high-intensity predominant peak at 2θ ≈ 25◦, a discrepancy which can be
attributed to the difference between the DFT and experimental lattice parameters.
The convex hull of the Na–P system predicts a locally stable NaP5–Pnma phase
which is very close to the convex hull; this phase has been synthesised at high-pressure
[109]. A new phase, Na5P4, with C2/m symmetry, is predicted to be stable by the
convex hull construction. The phonon dispersion of the stable phase, Na5P4–C2/m,
and the Li4P3–P212121 metastable phase found very close to the convex hull suggest
that these predicted structures are mechanically stable and might be observed in future
experiments.
Red P is an experimentally interesting and low-cost alternative to black P for
LIBs and NIBs. The convex hull is barely affected by the change of allotrope (i.e., by
changing the P chemical potential). The insertion voltage, however, was lowered from
1.5 to 1.2 V in the case of Li–P. The lattice parameters of red P are overestimated
due to the absence of dispersion forces. The addition of SEDCs to all the compounds
affects the calculation of the energetics of the system. Furthermore, we also found that
the convex hull did not change when using the red P chemical potential with fixed
experimental lattice parameters
NMR chemical shielding calculations reveal a general trend in the local environment
change of both Li–P and Na–P systems as the Li/Na content is increased. For Li–P
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the chemical shielding range was roughly divided into three regions, where each region
was correlated with distinct local ionic arrangements. These calculations were driven
by the experimental ability to measure NMR shifts, where the assignment of the local
environments of the probed ion can be particularly challenging. Na–P shows a similar
trend to Li–P, as can be appreciated in Figure 4.11. However, there is an overlap
between the regions in the NMR spectrum mainly due to the wide range of Na3P11
peaks, which might make the assignment of the experimental data more difficult. We
have considered the effect of aluminium doping to the limiting case of Na3P. Our
findings show that the effect of Al to Na3P is not as obvious as in Li3P. Although we
see a finite electronic states at EF , these are part of a dip in the DOS at the vicinity of
EF , suggesting that these could arise due to the inability of GGA-DFT to correctly
reproduce the band gap.
The open-circuit voltage of a full cell, Voc, is the difference between the cathode
voltage, VC and the anode voltage VA, Voc = VC − VA. The Li–P and Na–P systems
exhibit a relatively high average voltage profile which will then result in a lower voltage
of the full cell and, therefore, a reduced energy density of the battery. The Na–P voltage
profile differs from the Li–P profile, the voltage drops to 0.28 V in the case of the Na3P
phase, whereas in the case of Li–P it drops to 0.8 V at the same Li concentration.
Despite this disadvantage, high voltages prevent the formation of Li dendrites, thus
enhancing the safety of the battery. A second advantage of high voltages versus Li
metal is the prevention of electrochemical reduction of the electrolyte as SEI forms,
which can improve the cyclability of the battery [110]. Another important aspect
to consider is the volume change of P under lithiation/sodiation which may affect
the stability of the SEI. The fully lithiated/sodiated Li3P and Na3P phases expand
approximately 200% and 390% respectively. In the case of Li, this is considerably less
than other Li intermetallics such as silicon where the volume expansion can reach more
than 300%. However, the volume expansion of Na3P is comparable to the one achieved
by Na15Sn4, where the volume expansion is 420% but accommodating 3.5 Na ions per
Sn.
Despite several advantages, pure P shows a relatively poor cyclability [17, 83]. Park
et al.[17] attributed the low performance of P anodes to its low electronic conductivity.
Sun et al.[83] showed that black P samples exhibit good conductivity properties, and
put the low performance of the anode down to the non-crystallinity of the samples.
Our results show that even for low concentrations of Li, Li–P compounds can exhibit a
relatively large band gap, e.g. , 1.7 eV for LiP7, compared to the experimental 0.33
eV of black P, hinting than the conducting properties of black P can be worsened as
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the anode is lithiated. To address this, we have sought to reduce the band gap of
Li–P compounds by doping them with aluminium. Furthermore, we have performed
a preliminary study on the effect of Ge and Ga doping on the electronic structure of
Li–P compounds, where results show a similar behaviour as Si and Al respectively.
32LiP +1Ga exhibits a larger eDOS at EF compared to 32LiP +1Al, 22.88 eln/cell
and 10.78 eln/cell respectively. However, the lighter weight and high abundance of
aluminium make it a promising dopant.
4.4 Summary
We have presented above an ab initio study of P anodes for Li and Na-ion batteries and
proposed a theoretical lithiation/sodiation process using the structure prediction AIRSS
method. Our searches reveal the existence of a variety of metastable structures which
can appear in out-of-equilibrium processes such as charge and discharge. In particular,
a Li4P3–P212121 AIRSS structure is found to lie very close to the convex hull, and a
new Na5P4–C2/m structure obtained by the species swapping method is found stable
at 0 K. The dynamical stability of these structures was probed by phonon calculations.
Our calculations showed a high theoretical voltage vs. Li metal for Li–P, which makes
P a good candidate for safe anodes at high rate charges. We have calculated 31P
NMR chemical shielding and related them to local structure arrangements, which
combined with future 31P NMR experiments can elucidate lithiation and sodiation
mechanisms. Finally, we have studied the effect of dopants on the electronic structure
of Li–P compounds, where we conclude that doping the anode with aluminium can
improve its electrochemical behaviour.

Chapter 5
Structure Prediction of Li–Sn and
Li–Sb Intermetallics for
Lithium-ion Batteries Anodes

Abstract
A variety of new stable and metastable Li–Sn and Li–Sb intermetallics generated by
the ab initio random structure searching (AIRSS) and species swapping methods are
presented. There include LiSn2–P4/mmm, Li2Sn3–P 1¯, Li7Sn9–P42/n, Li3Sn2–P21/m,
Li5Sn3–Im3¯m, Li2Sn–Cmcm, Li8Sn3–R3¯m, Li3Sn–P32, Li7Sn2–P 1¯, Li4Sn–P21, Li5Sn–
P6/mmm, Li7Sn–Fmmm, LiSb–P4/mmm, Li8Sb5–Fd3¯m, Li8Sb3–P2/c, Li4Sb–C2/m,
Li9Sb2–P 3¯m1, Li5Sb–P6/mmm, Li6Sb–R3¯m, Li8Sb–Pc and Li9Sb–Cmcm. The Li–Sn
theoretical voltage curve was calculated to high–accuracy mainly from experimentally
known structures and shows excellent agreement with experimental electrochemical
cycling measurements previously reported. Li2Sn was found to lie on the convex hull to
within density-functional theory accuracy, and its mechanical stability was investigated
by calculating the density of states of the phonon spectrum. The new structures
obtained by AIRSS show a consistent structural evolution of Li–Sn phases as the
Li concentration is increased. First principles NMR calculations on the hexagonal–
and cubic–Li3Sb phases are performed. Our NMR results are compared to findings
of Johnston et al., Chemistry of Materials (2016) 28, 4032 and are proposed as a
diagnostic tool to interpret experimental data.
5.1 Introduction
Li–Sn –Sb intermetallics have received renewed attention in recent years, particularly in
the field of Li–ion batteries (LIBs), where Sn and Sb have been suggested as potential
Li-alloy candidates to replace the currently used graphite intercalation anodes[13]. The
binary Li–Sn phase diagram [111] shows the existence of Li2Sn5, LiSn, Li7Sn3, Li5Sn2,
Li13Sn5, Li7Sn2, and Li22Sn5. However, a more accurate description of Li22Sn5 was
suggested to be Li17Sn4 [112]. A voltage curve of Li–Sn using a coulometric titration
technique was presented by Wang et al. [113] at 25 oC and 400 oC. At 400 oC the
Li5Sn2 phase found at 25 oC was no longer present and a Li2Sn5 phase arose. Courtney
et al.[114] performed an ab initio calculation of the voltage curve considering the
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known experimental Li–Sn structures. They showed good agreement with experiment
up to x = 2.5 in LixSn. However, the calculated voltage increased at x = 2.5 due to
a metastable Li5Sn2 phase included in the calculation and was followed by a sharp
drop at x = 2.6, which makes the match between the experimental and theoretical
curves around this point questionable. It was suggested that for x > 2.5 the structure
adopted a body-centred cubic-like lattice with Li and Sn atoms similar to that seen in
Li22Sn5, but with short range order characteristics. A more recent comparison between
experimental and calculated voltage curves using known phases was reported by Tran et
al. [115] by using formation energies directly from the Materials Project [116]. A fairly
good agreement was shown up to x = 2.5, and a deviation from the experiment was
seen at larger Li concentration values. We note that default k–point setting used in the
1.x versions of the Materials Project might have been inadequate to accurately sample
the Brillouin zone of metallics systems, resulting in inaccurate formation energies.
Unlike the Li–Sn case where many phases are present, only two are reported in
the Li–Sb phase diagram [117]: Li2Sb and Li3Sb. Two polymorphs of Li3Sb have been
reported: an ambient pressure hexagonal P63/mmc phase and a high–pressure cubic
Fm3¯m one. Upon lithiation of Sb, two plateaus are observed which correspond to
Li2Sb and Li3Sb [118]. Interestingly, both the cubic and hexagonal phases have been
shown to form electrochemically [119, 118]. During delithiation, Li2Sb is generally no
longer observed, and Li3Sb is converted directly to Sb, leading to hysteresis in the
voltage curve [120]. The origin of the hysteresis has been discussed recently by Chang
et al.[121].
Compound Sn–Sb phases have also been considered as potential anodes for LIBs
in several works (see references in Ref. 13) and have shown improved electrochemical
performance. The plateaus observed in the voltage curve have been attributed mainly
to multi-phase reactions usually involving LixSb / LixSn phases (see for example
Ref.122). TiSnSb has also received attention in the context of anode materials for
LIBs, where a reversible capacity of 540 mA h g−1 and 4070 mA h cm−3 at a 2C rate
and good cyclability were reported [123, 124]. The proposed lithiation mechanism
in TiSnSb involves the formation of different Li–Sn and Li–Sb phases, some of them
thought to be metastable with an as–yet unknown crystalline structure [123, 124].
Here, we present a structure prediction study of Li–Sn and Li–Sb intermetallics
by combining the ab initio random structure searching method (AIRSS) with high–
throughput screening from the International Crystal Structure Database (ICSD). We
describe new stable and metastable phases predicted by our method including new
Li8Sn3–R3¯m and Li7Sn2–P 1¯ phases which lie on the convex hull construction. We
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discuss the implication of these structures to the theoretically obtained voltage curve
and compare to previous experimental studies. A study of the mechanical stability of a
new Li2Sn phase obtained by AIRSS is presented. We conclude with NMR calculations
of the hexagonal– and cubic–Li3Sb compounds which are compared to experimental
findings observed in Ref. 124.
5.2 Results
To gain initial understanding of the system, all combinations of {Li,Na,K}–{Si,Ge,Sn,Pb}
and {Li,Na,K}–{P,As,Sb,Bi} crystal structures at different stoichiometries were ob-
tained from the ICSD. For each structure, the anions and cations were swapped to Li
and Sn from the set of {Li,Na,K} and {Si,Ge,Sn,Pb}, respectively, and to Sb from
{P,As,Sb,Bi}. Subsequently, approximately 9000 Li–Sn structures and 5000 Li–Sb
structures were generated by AIRSS. The resulting structures were then relaxed using
Hellman–Feynman forces calculated from DFT. The low energy structures obtained in
the initial search were then refined with higher accuracy using a k–point spacing finer
than 2π × 0.03Å−1 and an energy cut–off of 800 eV along with more accurate pseu-
dopotentials1. This level of accuracy was used to calculate all properties throughout
this study unless stated otherwise.
NMR chemical shielding was calculated using the Gauge Including Projector Aug-
mented Wave (GIPAW) algorithm [44] implemented in CASTEP. The 7Li shifts were
referenced using a secondary reference, Li2CO3, at +1.1 ppm versus the 1.0 M LiCl
(aq) primary reference at 0.0 ppm.
Phonon dispersion curves were calculated using Density–functional perturbation
theory in CASTEP [125] using norm-conserving pseudopotentials2, the BZ was sampled
using a Monkhorst-Pack grid [37] with a k–point spacing finer than 2π × 0.03 Å−1 and
the plane wave basis set was truncated at an energy cut–off of 1200 eV. The structures
were fully relaxed at this level of accuracy.
1Pseudopotentials generated by the CASTEP on–the–fly generator:
Li 1|1.2|10|15|20|10U:20(qc=6)
Sn 3|2.2|10|15|20|50:51:42
Sb 3|2.2|10|15|20|50:51:42(compat7)
2Pseudopotentials generated by the CASTEP on–the–fly generator:
Li 1|1.2|18|21|24|10N:20N(qc=8)
Sn 3|2.4|12|14|16|50N:51N:42N(qc=8)
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Fig. 5.1 Formation energy per atom versus the fractional Li concentration in the Li–Sn
compound. The convex hull (tie–line) is constructed by joining the stable structures
obtained by the searches. Only the lowest energy structure for each composition within
20 meV/atom from the convex hull is shown. Blue dots are for structures obtained by
AIRSS, red dots for previously known structures and green dots for new structures
obtained by swapping species from previously know phases. The phase diagram has
been divided into regions illustrating the trends in the ionic arrangements obtained by
the structure prediction study.
5.2.1 Lithium Stanides
In Figure 5.1 we present a plot of formation energy as a function of Li concentration
for structures obtained by the combined AIRSS and species swapping method. For
clarity, only the lowest-energy structures within 20 meV/atom from the convex hull
were included. The convex hull construction reveals a variety of new phases which were
not experimentally reported. A description of the structures is given in Table 5.1.
Low Li–content structures – x < 1 in LixSn
AIRSS finds three new structures with a small positive energy above the tie–line, well
within DFT accuracy, in the range LixSn x ≤ 1: LiSn2, Li2Sn3 and Li7Sn9.
LiSn2–P4/mmm appears 8 meV/atom from the tie-line. The structure has a
double-layer of Sn with intercalated Li as can be seen in Figure 5.2 a.
Li2Sn3–P 1¯ is 6 meV/atom above the convex hull tie–line. The structure shows a
similar ionic arrangement as the one observed in LiSn2–P4/mmm: double and single
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Table 5.1 Description of the experimental and predicted LixSn phases found within 20
meV/atom from the convex hull. We indicate with a star (⋆) the most energetically
favourable phases which are found on the convex hull.The CIF files of the structures ob-
tained by AIRSS and the swapping method can be found in the Supporting Information,
Ref. 126.
Stoichiometry x in LixSn Distance from Space Structure origin
the hull [meV/atom] group
Sn⋆ 0.0 0 I41/amd
Li2Sn5⋆ 0.4 0 P4/mbm Known phase [127]
LiSn2 0.5 8 P4/mmm AIRSS structure
Li2Sn3 0.6 6 P 1¯ AIRSS structure
Li7Sn9 0.8 19 P42/n AIRSS structure
LiSn ⋆ 1.0 0 P2/m Known phase [128]
Li3Sn2 1.5 12 P21/m AIRSS structure
Li5Sn3 1.7 5 Im3¯m AIRSS structure
Li2Sn 2.0 1 Cmcm AIRSS structure
Li7Sn3 2.3 2 P21/m Known phase [129]
Li5Sn2 2.5 2 R3¯m Known phase [130]
Li13Sn5⋆ 2.6 0 P 3¯m1 Known phase [131]
Li8Sn3 ⋆ 2.7 0 R3¯m Swap from Li8Pb3 [132]
Li3Sn 3.0 6 P32 AIRSS structure
Li7Sn2 ⋆ 3.5 0 P 1¯ AIRSS structure
6 Cmmm Known phase [133]
Li15Sn4 3.8 6 I 4¯3d Known phase [134]
Li4Sn 4.0 13 P21 AIRSS structure
Li17Sn4⋆ 4.25 0 F 4¯3m Known phase[112]
Li22Sn5 4.4 11 F 4¯3m Known phase [135]
Li5Sn 5.0 19 Pmma AIRSS structure
Li7Sn 7.0 18 C2 AIRSS structure
Li ⋆ 0 Im3¯m
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LiSn2–P4/mmm Li2Sn3–P 1¯ Li7Sn9–P42/n Li1Sn1–Pmm2 Li3Sn2–P21/m Li5Sn3–Im3¯m
Fig. 5.2 Structures found by AIRSS within 0 < x ≤ 1.7 in LixSn which exhibit layer–like
Sn structures. a) LiSn2–P4/mmm is found 8 meV/atom from the convex hull. It
features double layers of Sn ions with cubic angles and intercalated Li in-between. b)
The Li2Sn3–P4/mmm phase is predicted by AIRSS 6 meV/atom above the convex
hull. The structure shows alternate double– and single–layers of four–membered rings
of Sn atoms arranged in a cubic geometry. c) Li7Sn9–P42/n showing distorted two-
dimensional sheets of Sn atoms linked by a Sn atom between the layers at the edge
of the primitive cells. Flat sheets of Li are intercalated between the Sn layers. d)
Li1Sn1–Pmm2 structure discovered by AIRSS showing layers of Sn atoms arranged in
a cubic fashion with intercalated sheets of Li in-between. e) Li3Sn2–P21/m structure
obtained by AIRSS formed of intercalated zigzag-like Sn ions and almost flat Sn sheets.
f) Li5Sn3–P 4¯3m is an AIRSS structure found 1.7 meV/atom from the convex hull.
Sn ions form a three-dimensional cubic arrangement and a Li bcc–like sub–lattice.
Green and purple spheres denote Li and Sn atoms, respectively, with the purple lines
indicating Sn–Sn bonds.
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Table 5.2 Li1Sn1 structures’ formation energies relative to the experimentally reported
α–Li1Sn1–P2/m. AIRSS has found a new Li1Sn1–Pmm2 structure comparable energet-
ically at 0 K with the experimentally known α– and β–Li1Sn1 phases. The new Li1Sn1
structure features layers of Sn atoms arranged in a cubic fashion with intercalated
sheets of Li in-between as seen in Figure 5.2 d.
Relative formation Symmetry Volume Description
energy [meV/f.u.] [Å3/f.u.]
0 P2/m 41.83 Known phase [128]
14 Pmm2 41.87 AIRSS structure
17 I41/amd 42.84 Known phase [136]
layers of four–membered rings of Sn atoms arranged in a cubic symmetry alternating
(ABAB...) as seen in Fig 5.2 b.
Li7Sn9–P42/n is found 19 meV/atom from the tie–line. The structure is composed
of distorted two–dimensional sheets of Sn atoms linked by a Sn atom at the edge of
the primitive cells between the layers. Flat sheets of Li are intercalated between the
Sn layers. An illustration of the structure can be seen in Figure 5.2 c.
Structures between 1 ≤ x ≤ 4.4 in LixSn
Two stable polymorphs are known to exist between 1 ≤ x ≤ 4.4 in LixSn, α–Li1Sn1–
P2/m [128] and β–Li1Sn1–I41/amd [136]. AIRSS has found a new Li1Sn1–Pmm2
structure comparable energetically at 0 K with the reported ones, as listed in Table
5.2. The new Li1Sn1 structure features layers of Sn atoms arranged in a cubic fashion
with intercalated sheets of Li in-between (See Figure 5.2 d ). The indistinguishable
energy differences between the Pmm2 and the reported α and β phases, suggest that
Li1Sn1–Pmm2 is thermodynamically stable at 0 K.
In addition to Li1Sn1, this region shows a variety of new structures very close
to the convex hull (see Table 5.1 for details). Li3Sn2–P21/m, Li5Sn3–P 4¯3m, Li2Sn–
Cmcm, Li3Sn–P32 and Li4Sn–P21 were found by AIRSS. Li3Sn2–P21/m is formed of
intercalated zigzag–like Sn ions and almost flat Sn sheets. (See Figure 5.2 e.)
The tendency of the Li–Sn metastable phases to form cubic–like arrangements is
again observed in Li5Sn3–Im3¯m. The Sn ions are found to be arranged in a three–
dimensional cubic arrangement and Li forms a bcc–like sub–lattice as seen in Fig.
5.2f.
The Li2Sn–Cmcm phase is found 1 meV/atom above the hull. The structure is
formed by in–plane zigzag–like Sn ions as seen in Fig. 5.3 a and b. Since Li2Sn–Cmcm
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Fig. 5.3 Li2Sn–Cmcm is found 1 meV/atom from the convex hull (effectively indistin-
guishable from the hull within DFT accuracy). The structure is formed by in-plane
zigzag-like Sn ions viewed from a) a direction and b) b direction. c) The mechanical
stability of the structure has been investigated by means of its phonon spectrum, where
no soft or negative modes were found. Green and purple spheres denote Li and Sn
atoms, respectively, with the purple lines indicating Sn–Sn bonds.
has not been found before we studied its dynamical stability by calculating the full
density of states (phonon spectrum) as presented in Figure 5.3 c.
The convex hull construction predicts a Li8Sn3–R3¯m structure to be stable at 0
K. The structure was obtained by swapping the Pb ions in Li8Pb3 [132] to Sn. The
structure consists of Sn dumbbells combined with isolated Sn atoms as shown in
Figure 5.4. AIRSS predicts a Li7Sn2–P 1¯ phase 6 meV/atom lower in formation energy
than the experimentally reported Cmmm phase. This difference remains unchanged
after using a finer k–point sampling, increased energy cut–off and larger fast Fourier
transform grids, suggesting that the energy difference is fully converged at the PBE
level of theory. The Li7Sn2–P 1¯ structure contains isolated Sn ions, and an illustration
of the structures is presented in Figure 5.5. The higher Li content structures in this
region, Li3Sn and Li4Sn, comprise isolated Sn atoms.
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Fig. 5.4 Li8Sn3–C2/m is a structure obtained by swapping the Pb ions in Li8Pb3 [132]
to Sn. The structure is predicted to be stable according to the convex hull construction
at 0 K and features Sn dumbbells combined with isolated Sn atoms. Green and purple
spheres denote Li and Sn atoms, respectively, with the purple lines indicating Sn–Sn
bonds.
Fig. 5.5 The Li7Sn2–P 1¯ structure is predicted to be stable according to the convex hull
construction at 0 K. The structure shows isolated Sn atoms embedded in a sea of Li.
Green and purple spheres denote Li and Sn atoms, respectively.
High Li–content structures
The predicted Li–Sn phase diagram reveals metastable structures predicted by AIRSS
which are found closer than 20 meV to the convex hull at stoichiometries of x = 5 and
7 in LixSn. All the structures contain Sn atoms dispersed in a sea of Li atoms.
Implications for theoretical voltage curve
In Figure 5.6 we present for comparison the voltage curve calculated from the stable
structures obtained here and the reported voltage curves in Refs. 113 and 114.
5.2.2 Lithium Antimonides
A plot of formation energy per atom as a function of Li concentration for the Li–Sb
system is presented in Figure 5.7. We have included the lowest–energy structures within
30 meV/atom from the convex hull which are described in Table 5.3. No structures
from species swapping were found in this range. In addition to the experimentally
known Li2Sb and Li3Sb phases, AIRSS predicts three metastable structures within
30 meV/atom from the convex hull in the range of x < 3 in Li3Sb: Li1Sb1–P4/mmm,
Li8Sb5–Fd3¯m and Li8Sb3–P2/c. Li1Sb1–P4/mmm is formed of sheets of cubic–arranged
Sb (see Fig. 5.8), similar to Li1Sn1–P4/mmm listed in Table 5.2. Li8Sb5–Fd3¯m and
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Fig. 5.6 Li–Sn average voltages relative to Li metal calculated for the structures found
on the convex hull (Fig. 5.1). The theoretical voltage curve follows the coulometric
titration experiment reported in Ref. 113 at 400oC for x > 1. The discrepancy between
the calculated and experimental (coulometric titration ) voltage curves in 2 < x < 2.6
arises from the fact that Li7Sn3 and Li5Sn2 were not included in the voltage curve
calculation, since only structures on the hull were used. The 400oC experimental curve
shows a drop at x = 0.66 which is not described by the calculated voltage curve. AIRSS
predicts a metastable Li2Sn3–P 1¯ structure which could be responsible for the observed
phase transition.
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Fig. 5.7 Formation energy per atom versus the fractional Li concentration in the Li–Sb
compound. The convex hull (tie–line) is constructed by joining the stable structures
obtained by the searches. Only the lowest energy structure for each composition within
0.03 eV from the convex hull is shown.
Table 5.3 Description of the experimental and predicted LixSb phases found within 0.03
eV/fu from the convex hull. We indicate with a star (⋆) the most energetically favourable
phases which are found on the convex hull. The CIF files of the structures obtained by
AIRSS and the swapping method can be found in the Supporting Information, Ref.
126..
Stoichiometry x in LixSb Distance from Space Structure origin
the hull [meV/atom] group
Sb 0 0 R3¯m
LiSb 1 23 P4/mmm AIRSS
Li8Sb5 1.6 26 Fd3¯m AIRSS
Li2Sb⋆ 2 0 P 6¯2c Known phase [137]
Li8Sb3 2.6 24 P2/c AIRSS
Li3Sb⋆ 3 0 Fm3¯m Known phase [138]
Li4Sb 4 25 C2/m AIRSS
Li9Sb2 4.5 24 P 3¯m1 AIRSS
Li5Sb 5 8 P6/mmm AIRSS
Li6Sb 6 8 R3¯m AIRSS
Li8Sb 8 12 Pc AIRSS
Li9Sb 9 16 Cmcm AIRSS
Li 0 Im3¯m
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Fig. 5.8 Li1Sb1–P4/mmm structure discovered by AIRSS showing layers of Sb atoms
arranged in a cubic fashion with intercalated sheets of Li in-between. Green and brown
spheres denote Li and Sb atoms, respectively, with the brown lines indicating Sb–Sb
bonds.
Fig. 5.9 Li8Sb5–Fd-3m and Li8Sb3–P2/c found by AIRSS within 0.03 meV/atom from
the convex hull. The structures show Li ions tetrahedrally bonded to Sb. Green and
brown spheres denote Li and Sb atoms, respectively.
Li8Sb3–P2/c feature Li ions with four tetrahedrally arranged Sb neighbours. An
illustration of the structures is presented in Figure 5.9.
The Li–Sb system presents a wide variety of metastable structures very close to
the hull tie line at high–Li concentration, including x = 4, 4.5, 5, 6, 8, 9. Remarkably,
AIRSS managed to find structures very close to the convex hull at almost all attempted
stoichiometries in this regime, suggesting that insertion of antimony into amorphous
lithium is energetically favourable.
5.3 Discussion
The Li–Sn phase diagram presents a large variety of structures within 20 meV/atom
from the convex hull. Having access to metastable structures has been shown to be
extremely insightful when studying electrochemical processes since these might occur
far from equilibrium. AIRSS was able to reveal a pattern in the metastable structures
for increasing Li content. By visual inspection, all the experimentally known and
new derived structures obey the same structural trend which can be interpreted in
terms of: cubically arranged layers → zig-zag chains + dumbbells → isolated atoms.
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Structural trends in lithium intermetallics have been observed in a variety of studies
performed by us, such as the Li–Ge [18], Li–S [93] and Li–P [69] systems, where the
understanding of general structural changes upon lithiation played a critical role in the
interpretation of high–resolution experiments. For example, this has been demonstrated
in the interpretation of the continuous shift of the 7Li resonance in the in–situ NMR
spectra of the Li–Ge system by a structural transformation from Li7Ge3 to Li7Ge2
predicted by AIRSS and the species swapping method [18] .
New stable Li2Sn–Cmcm, Li8Sn3–R3¯m and Li7Sn2–P 1¯ phases were predicted by
the combined AIRSS + species swapping approach. Li8Sn3 was not considered in the
analysis of the phase diagram of the Li–Sn system presented by Sanger et al.[111].
However, a previous study performed by Gasior et al.[139] suggested its existence.
To the best of our knowledge, this is the first time its structure has been presented.
Li2Sn–Cmcm has been obtained by AIRSS and is 1 meV/atom above the convex
hull. The distance is well within DFT accuracy and comparable with known Li–Sn
phases such as Li5Sn2 and Li7Sn3. We have analysed the mechanical stability of the
Li2Sn–Cmcm phase and found no negative phonon frequencies, suggesting that the
structure should be mechanically stable at 0 K. An ill–defined form of Li7Sn2 has
been observed at the end of lithiation of TiSbSn anodes [123, 124]. We hypothesise
that the less ordered Li7Sn2–P 1¯ phase revealed by AIRSS can form under certain
electrochemical conditions, explaining the misfit between Operando Mossbauer spectra
and the fit using the Li7Sn2–Cmmm phase [123].
The Li1Sn1 phase obtained by AIRSS presents a layered arrangement similar to
those observed in the Li–Si and Li–Ge systems [66] which were predicted to be stable
at high–pressures. Interestingly, different phases with very similar ionic arrangement
were obtained within a formation energy of 8 meV/atom. Within this range are also
found the known the P2/m and I41/amd Li1Sn1 structures. Li1Sn1–Pmm2 is found 7
meV/atom above the Li1Sn1–P2/m ground state and 1 meV below Li1Sn1–I41/amd.
From the stable structures found on the convex hull, we have calculated the
theoretical voltage curve. Our theoretical voltage curve was obtained mainly from
experimentally known structures and shows an excellent agreement with the coulometric
titration experiment reported in Ref. 113 at 400oC for x > 1. The discrepancy
between the calculated and experimental (coulometric titration) voltage curves in
2 < x < 2.6 arises from the fact that Li7Sn3 and Li5Sn2 were not included in the
voltage curve calculation since only stable structures were considered. Below x = 1,
the high–temperature experimental voltage curve shows a sloped shape due to liquid
state of Sn–rich phases at 400oC [140]. The room temperature coulometric titration
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experiment shows well-defined plateaus also below x = 1. First, a voltage drop is
observed at x = 0.4, which has been attributed to Li2Sn5 and is well described by
our calculated voltage curve. However, a major discrepancy is observed at x ≈ 0.66,
where a sharp voltage drop in the experimental voltage curve is not reproduced by
our theoretical calculation. AIRSS predicts a Li2Sn3–P 1¯ phase 6 meV/atom from
the convex hull. The proximity of the structure to the convex hull suggests that this
potential candidate could form under specific electrochemical conditions. The formation
of a Li2Sn3 phase has been previously discussed [141], but its crystalline structure has
never been reported. For x > 2.6 in LixSn, our calculated voltage curve describes
remarkably well the high–temperature experiment reported by Wang et al.[113] but
not the low–temperature experiment which shows plateaus positioned at the same
stoichiometries but at higher voltages. The differences between the experiments at
different temperatures beyond x = 2.6 (hundreds of meVs) can not be justified by
entropic effects which were measured [142] to be of the order of tens of meVs. Based on
these findings we hypothesise that the 25 oC experiment is diffusion limited; however,
further work is needed to fully understand whether the difference in the voltage is
due to diffusion limitations or kinetically driven. Both attempts by Courtney and
Tran fail to describe the experimental voltage curves beyond x = 2.5. Our convex hull
shows that the x ≤ 2.5 and x ≥ 2.5 regimes are separated by the formation of Sn–Sn
dumbbells at x = 2.5 which can facilitate the single phase reaction observed at x ≥ 2.5.
We believe that in the galvanostatic test the system evolves via two-phase reactions up
to the dumbbell region and from there it goes to a single-phase/amorphous regime.
This has been seen in other systems such as Li–Ge, where dumbbells were predicted
both in the metastable and stable regions over a range of voltages. These subsequently
allowed to interpret the NMR data (see Ref. 18 for details).
Our Li–Sb phase diagram is less rich with only three metastable phases appearing
between 0 < x < 3 in Li3Sb within 30 meV/atom from the convex hull. Experimental
studies observe only two stoichiometries formed electrochemically, which correspond to
the known Li2Sb and both hexagonal and cubic Li3Sb. The Li–Sb system exhibits a
preference to form a layered phase with P4/mmm symmetry at Li1Sb1, as observed in
other systems such as Li–Si, Li–Ge and Li–Sn. Our search shows a variety of structures
at x > 3 in LixSb close to the convex hull tie–line, some of them within the accuracy
of the DFT functional and therefore indistinguishable from stable. AIRSS searches
at almost all stoichiometries we tried in this regime find structures very close to the
convex hull which suggests low formation energies of Sb interstitials in rich–lithium
environments. Furthermore, these phases were found after only a few attempts hinting
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that these structures might be easy to form. We have further investigated the possible
effect of formation of high-lithium content phases on the system electrochemistry by
calculating the average voltages of the lowest energy metastable structures, Li4Sb, Li5Sb
and Li6Sb, both in the absence and presence of Li3Sb. Our results show that voltages
drop to values close to zero when these phases are included. In Ref. 120 a comparison
between cycle performances for different Sb composites using two voltage windows,
0.8–2.0 V and 0.0–2.0 V, is presented (see Figure 5 therein). The Sb/C composite
operating within 0.8–2.0 V was shown to perform significantly better compared to the
same anode cycled within the voltage range between 0.0 and 2.0 V. The difference in
the performance was mainly attributed to degradation caused due to large volume
changes originating in the formation of Li3Sb when using the voltage window of 0.0–2.0
V. However, large volume changes also occur when lithiating to Li2Sb (∆V/V = 93%,
comparable to volume expansion in Al anodes [143]), without much performance
degradation, hence we suggest that the formation of highly–lithiated phases also play a
part in efficiency degradation due to the proximity their voltage to Li which can cause
lithium–plating.
Ex situ NMR measurements reported in Ref. 124 reveal two positive shifts at 3.8
and 7 ppm which have been assigned to Li3Sb–related phases. The 7 ppm resonance
was suggested to correspond to a Li defect site in Li3Sb (see the Supporting Information
therein for details). In addition, a series of negative resonances were reported and
ascribed to changes in the electronic structure [124]. It is not only the negative
resonances that make the full interpretation of the NMR pattern challenging, but
also possible contributions from hexagonal–Li3Sb (observed in minor fractions in Ref.
118) and off-stoichiometry Li3−δSb (formation of vacancies in the Li tetrahedral sites
as suggested in Ref.124). The present implementation of the GIPAW algorithm [44]
enables us to access numerically the chemical shielding of phases with a finite band
gap in the electronic density of states. We have calculated the NMR chemical shifts of
the Li3Sb Fm3¯m and P63/mmc phases, which are of particular interest since it has
been suggested that both form during the electrochemical process [118]. Our GIPAW
calculations for the cubic–Li3Sb phase reveal two resonances at 3.1 (the octahedral
site) and 9.1 ppm (from two tetrahedral sites). For the hexagonal–Li3Sb phase, two
resonances are found at 9.7 and 6.6 ppm. An illustration with the resulting chemical
shift is presented in Figure 5.10. These were also calculated at two different pressures,
both 2 and -2 GPa, where a maximum difference of 1 ppm was obtained suggesting
that the results are robust with respect to volume changes associated with our choice
of exchange–correlation functional. The calculated chemical shifts are close to the
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Fig. 5.10 Calculated 7Li NMR chemical shifts of the Li3Sb Fm3¯m and P63/mmc
phases showing two resonances at 3.1 (the octahedral site) and 9.1 ppm (from two
tetrahedral sites) arising from the cubic–Li3Sb phase and two resonances at 9.7 and
6.6 ppm from the hexagonal–Li3Sb phase. Li–Sb distances corresponding to each site
are also shown. The 7Li shifts were referenced using a secondary reference, Li2CO3, at
+1.1 ppm versus the 1.0 M LiCl (aq) primary reference at 0.0 ppm.
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positive resonances observed in Ref. 124. Our results provide, for first time, robust
first principles chemical shifts for both phases which can be used as a diagnostic tool to
evaluate relative contributions from octahedral and tetrahedral sites in cubic–Li3Sb and
peak positions for both the hexagonal and cubic phases. In addition, the calculations
revealed a trend in the Li–Sb bond distances which are found to increase as the chemical
shift decreases.
5.4 Summary
Despite several studies in the Li–Sn / Li–Sb systems, lithiation mechanisms are still far
from being well–understood. We have performed a structure prediction study to give a
better understanding of possible structural arrangements in these systems. The unique
capability of AIRSS has provided access to metastable structures and enabled us to
identify possible general structural evolutions of Sn and Sb under lithiation, from layers,
through zig-zag-chains, then dumbbells to isolated atoms. Since our extensive searches
find no structures near the hull which do not obey these trends, we believe these motifs
to be dominant during cycling. This insight could not have been gained from structure
databases since the metastable structures are also required to uncover the trends in
the lithiation process, even if they play a minimal role in the voltage curves. We have
discovered new phases including Li2Sn–Cmcm, Li8Sn3–R3¯m and Li7Sn2–P 1¯, which aid
in the interpretation of subsequent experimental observations. The calculated voltage
curve of the Li–Sn system was obtained mainly from experimentally known structures
and shows good agreement to the experimentally observed voltage curve. Previous
voltage curves presented were compared against standard galvanostatic measurements,
and this is the first time, to the best of our knowledge, that a comparison between the
DFT voltage curve and coulometric titration experiments has been made. We believe
that the predictive nature of this work will stimulate an experimental revision of the
system and the new structures and structural trends discovered provide important
insights about the system. The new candidate phases discovered in this work will play
a significant role in subsequent high-quality experimental investigations, in particular
of multi-species electrodes such as LiSnSb and LiSnSbTi, where the need for a detailed
(beyond the voltage profile) understanding of structures becomes more acute. By
performing first principles NMR calculations, we have elucidated the origin of the
stoichiometric Li3Sb references of both the hexagonal and cubic phases. We have
described the expected relative intensities and local order corresponding to each site
and showed a trend in the NMR chemical shift as the Li–Sb bond distances change.
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These results were compared to the findings of Johnston et al., Chemistry of Materials
(2016) 28, 4032 and proposed as a tool for better understanding of experimental studies.
In summary, our study helps us to understand previous experimental findings and
provide a detailed description of possible structural arrangements that can aid the
interpretation of future results and guide experimental studies.
Chapter 6
Ab initio Structure Prediction
Study of Tin Anodes for
Sodium-Ion Batteries

Abstract
Sodium-ion batteries (NIBs) are a potential alternative to their successful and widely
used lithium-counterpart, mainly due to the significantly lower cost and high availability.
However, a suitable anode material with good cycling performance has not been found.
Tin has been one of the most studied materials in this context, and there is clear
evidence for the formation of crystalline Na–Sn phases during charge and discharge,
however, their assignment is not clear yet. We present a structure prediction study of
the Na–Sn system using first principle methods. We report a phase diagram of Na–Sn
where new stable and metastable structures are presented. Of particular interest is a
new NaSn2–P6/mmm, structure predicted by the ab initio random structure searching
method formed by honeycomb-like layers of Sn intercalated with Na, for which the
dynamical stability of the lattice was determined by phonon calculation. We explore
the stability of a NaSn3 phase derived from NaSn2–P6/mmm to assess the stability
of an experimentally observed layered structure. The effect of an amorphous Na1Sn1
phase on the calculated average voltage curve is studied by comparing to experimental
data.
6.1 Introduction
The importance of crystalline phase formation in the understanding of the electro-
chemical process has been highlighted in several recent studies of the Na–Sn system
[144–146, 15, 147]. During Na insertion and extraction non-equilibrium structures are
formed in the anode, which differ from the thermodynamically known stable Na–Sn
phases [145, 147]. Despite significant advances, several questions regarding the reaction
mechanisms alloying the anode remain open.
The electrochemical properties of the Na–Sn system were first investigated when
four Na–Sn alloys were discovered through electrochemical reactions in pyridine so-
lutions, namely Na4Sn, Na2Sn, NaSn and NaSn2. More recently, intense interest in
the Na–Sn electrochemical system began with a theoretical voltage profile of Na–Sn
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calculated by Chevrier et al.[144] using known crystal structures from the International
Crystallographic Structure Database (ICSD), including NaSn5, NaSn, Na9Sn4 and
Na15Sn4. A subsequent experimental work [145] presented a galvanostatic electrochem-
ical profile with four distinguishable plateaus, which were assigned to the two-phase
sodiation mechanism proposed by Chevrier et al., although there was a large discrep-
ancy between the calculated and experimental results. Ellis et al.[146] proposed a
slightly different mechanism for the first plateau, where a composition of NaSn3 was
determined by coulometry. The authors were the first to identify the formation of
an amorphous species of approximate composition NaSn, and also demonstrate the
formation of additional crystalline intermediates but, with the exception ofNa15Sn4
Na15Sn4, their diffraction patterns do not match any known structures for these phases.
An in situ transmission electron microscopy study [148] of a nano-sized Sn anode
suggested a distinct phase transformation: a first step two-phase reaction from pure
Sn to amorphous NaSn2, followed by a single-phase reaction formed by amorphous
Na9Sn4, Na3Sn, and crystalline Na15Sn4 phases. A more detailed study by Baggetto et
al.[15], showed a more complex form of the electrochemical potential profile, where the
first plateau was shown to be composed of two and three plateaus on discharge and
charge, respectively. The experimental work was accompanied by a DFT calculation
of theoretical voltages using the Na–Sn known phases and a search for metastable
phases using the cluster-expansion method. Ex situ XRD at different voltages revealed
the formation of three crystalline phases: an unknown phase with an electrochemical
composition of Na0.6Sn, at the end of the first plateau, a Na5Sn2-R3¯m DFT phase at
the end of the third and Na15Sn4 under full sodiation. The formation of an amorphous
phase was observed at the end of the second plateau. In a more recent study [147] study,
Baggetto et al. reinvestigated the NaxSn phases with x ≥ 1. From solid state reaction
methods, it was concluded that: Na7Sn3–R3¯m, a defect variant of Na5Sn2–R3¯m, forms
at ambient pressure and the composition of Na5Sn2[15] was not correct; Na7Sn3 forms at
the expense of the thermodynamically-stable Na9Sn4–Cmcm due to its slow formation
kinetics and that the reported Na14.78Sn4–Pnma [149] phase could be Na16−xSn4 Na
richer that Na15Sn4.
Significant gaps in our knowledge of the phases formed during Na insertion are
still present. In the following, we present an investigation into these phases using a
combination of structure prediction, combining ab initio random structure searching
(AIRSS) with high-throughput screening from the ICSD. The unique capability of
AIRSS to access metastable phases enables us to explore the Na–Sn system and predict
new structures which were used by our experimental collaborators in the interpretation
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mation of additional crystalline intermediates but, with the 
exception of Na15Sn4, their diffraction patterns do not match 
any known structures for these phases. An operando transmis-
sion electron microscopy (TEM) study of tin nanoparticles 
suggested a different phase transformation: a first step two-
phase reaction from pristine Sn to amorphous NaSn2, followed 
by single-phase reactions resulting in amorphous Na9Sn4 and 
Na3Sn phases, and finally a crystalline Na15Sn4 phase.18 It 
should be noted that significant differences in the experimental 
setup used in the TEM study, such as a solid NaOH + Na2O 
electrolyte in place of a conventional liquid electrolyte and the 
use of potential rather than current control, could have an ef-
fect on the observed sodium insertion mechanism.19 Work by 
Baggetto et al. on tin thin films showed a more complex form 
of the electrochemical potential profile.7 The first process 
around 0.4 V was shown to be composed of two processes on 
discharge, but only a single process on charge. Their experi-
mental work was accompanied by a density functional theory 
(DFT) calculation of theoretical voltages using the known Na-
Sn phases and metastable phases generated using the cluster-
expansion method. Using x-ray diffraction (XRD), they fur-
thered previous analysis by assigning the DFT calculated 
Na5Sn2–R3m̅ structure to the phase formed at the end of the 
third process. In a more recent study, the same group per-
formed a reinvestigation of NaxSn phases with x ≥ 1.20 The 
XRD pattern of a phase synthesised by solid-state reaction 
methods matched Na7Sn3–R3m̅, a defect variant of Li5Sn2–
R3m̅ with sodium substituted for lithium; therefore it was pos-
tulated that this, not Na5Sn2, is the product of the electrochem-
ical reaction with tin. The authors propose Na7Sn3 forms at the 
expense of the thermodynamically-stable Na9Sn4–Cmcm due 
to its slow formation kinetics. 
Clearly, there remain significant gaps in understanding of the 
phases formed during sodium insertion.  In the following, we 
present an investigation into these phases using a combination 
of structure prediction, combining ab initio random structure 
searching (AIRSS) with high–throughput screening from the 
ICSD, and experiment. The unique capability of AIRSS to 
access metastable phases enables us to explore the Na-Sn sys-
tem and predict new structures. Operando measurements cir-
cumvent problems associated with sample degradation, which 
can complicate the interpretation of ex situ data, and can addi-
tionally observe metastable intermediates that may be subject 
to relaxation effects during post-mortem analysis. We use 
operando XRD, pair distribution function (PDF) analysis and 
solid-state NMR (ssNMR) to probe both local structure and 
longer-range in order to analyse the structure of the phases 
formed. In particular, the following questions are addressed: 
(i) the number and nature of the crystalline phase(s) formed 
during the first electrochemical process, about which little is 
known; (ii) the structural features of the amorphous phase 
formed during the second electrochemical process; (iii) the 
phase formed during the third process, where there remains a 
lack of consensus within the literature; Na9Sn4, Na7Sn3 and 
Na3Sn, have all been suggested as potential candidates. 
RESULTS 
Theory overview 
In Figure 1a, we present a plot of formation enthalpy as a 
function of sodium concentration for the structures obtained 
by AIRSS and the swapping species method. For clarity, only 
the lowest energy structures, within 0.02 eV/atom of the con-
vex hull, are included. A description of these structures is 
found in Table S1. Despite the existence of a low-temperature 
(thermodynamic) phase of tin, α-Sn, we have used the meta-
stable phase β-Sn to set the chemical potential since the latter 
is used experimentally as the battery anode. The convex hull 
construction predicts the following stable phases: NaSn5 
(P42̅1m), NaSn2 (P6/mmm), Na5Sn8 (P2/c), NaSn (I41/acd),  
Figure 1. (a) Formation enthalpy per atom vs the fractional sodium concentration in the Na-Sn compound. The convex hull (tie-line) is 
constructed by joining the stable structures obtained by the searches. Only the lowest energy structure for each composition within 0.02 
eV/atom from the convex hull are shown. (b) Electrochemistry data for a sodium-tin cell cycled at a rate of C/20 (corresponding to achiev-
ing a capacity of 847 mAhg-1 in 20 hours) between 2 and 0.001 V (black line). Observed electrochemical processes are indicated with ar-
rows. Average potentials relative to sodium metal calculated for the structures found on the convex hull are shown as red lines calculated 
by DFT. The blue line corresponds to the potentials calculated by DFT using structures which best fit the experimental observations 
(namely NaSn2, a-NaSn, Na5Sn2 and Na15Sn4). The theoretical profiles are aligned with the experimental profile (removing process “0”) 
such that it starts with process 1ʹ. Experimental data are normalized (to allow ready comparison with theory) such that 3.75 Na are inserted 
(and removed) during processes 1ʹ through 4ʹ (data plotted vs capacity may be found in Figure S1). 
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Fig. 6.1 (a) Formation nthalpy per atom vs the fractiona Na concentratio in the Na–
Sn compound. The convex hull (tie-line) is constructed by joining the stable structures
obtained by the searches. Only the lowest energy structure for each composition within
0.02 eV/atom from the convex hull is shown. (b) Electrochemistry data for a Na–Sn
cell cycled at a rate of C/20 (corresponding to achieving a capacity of 847 mA h g−1
in 20 hours) between 2 and 0.001 V (black line). Observed electrochemical processes
are indicated with arrows. Average potentials relative to sodium metal calculated for
the structures found on the convex hull are shown as red lines calculated by DFT. The
blue line corresponds to the potentials calculated by DFT using structures which best
fit the experimental observations (namely NaSn2, a-NaSn, Na5Sn2 and Na15Sn4). The
figure has been taken from Ref. 150
of operando XRD, pair distribution function (PDF) analysis and solid-state NMR
(ssNMR).
6.2 Results
In Figure 6.1a we present a plot of formation enthalpy as a function of Na concentration
for all the structures obtained by AIRSS and the swapping species method. For clarity,
only the lowest-energy structures, within 0.02 eV/atom from the convex hull, are
included. A description of the structures is found in Table 6.1. Despite the existence of
a low-temperature (thermodynamic) phase of Sn, α-Sn, we have used the metastable
phase β-Sn to set the chemical potential since the latter is used experimentally as the
battery anode. The convex hull construction reveals a variety of new phases which
were not previously experimentally reported, as described in Table 6.1.
86 Ab initio Structure Prediction Study of Tin Anodes for Sodium-Ion Batteries
Table 6.1 Description of the experimental and predicted NaxSn phases found within
0.02 eV/f.u. from the convex hull. We indicate with a star (⋆) the stable phases which
are found on the convex hull.
Stoichiometry x in NaxSn Distance from Space Structure origin
the hull [eV/atom] group
Sn ⋆ 0 0 I41/amd
NaSn17 0.059 0.018 Fd3¯m Swap from Na0.40Si17 [151] †
NaSn5 ⋆ 0.2 0 P 4¯21m Known Na–Sn phase [152]
NaSn4 0.250 0.011 Cc Derived from NaSn2–P6/mmm
NaSn3 0.333 0.007 Pmmm AIRSS
0.012 Pm3¯m AIRSS
NaSn2 ⋆ 0.5 0 P6/mmm AIRSS
Na5Sn8 ⋆ 0.625 0 P2/c Known Na–Sn phase Na1.17Sn2 [153] †
NaSn ⋆ 1 0 I41/acd Known Na–Sn phase [154]
Na2Sn 2 0.01 P21/c AIRSS
0.02 R3¯m Swap from Li2Si
Na9Sn4 2.25 0.004 P63/mmc Known Na–Sn phase [155]
Na7Sn3 ⋆ 2.333 0 P3212 Swap from Li7Si3 [156]
Na5Sn2 2.5 0.006 R3¯m Swap from Li5Sn2 [157]
Na13Sn5 2.6 0.005 P 3¯m1 Swap from Li13Sn5 [158]
Na8Sn3 2.667 0.006 R3¯m Swap from Li8Pb3 [159]
Na13Sn4 3.25 0.007 Pbam Swap from Li13Si4 [160]
Na15Sn4 ⋆ 3.75 0 I 4¯3d Known Na–Sn phase
Na4Sn 4 0.006 Pnma Known Na–Sn phase Na14.8Sn4 [149] †
Na21Sn5 4.2 0.01 F 4¯3m Swap from Li21Si5 [156]
Na17Sn4 4.25 0.011 F 4¯3m Swap from Li17Sn4 [161]
Na ⋆ 0 Im3¯m
† Partial occupancies were set to one.
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Na7Sn3 (P3212) and Na15Sn4 (I43̅d). Of these, the structures of 
NaSn5, Na5Sn8, NaSn, and Na15Sn4 have been experimentally 
reported.21–24 In addition, a number of metastable phases are 
identified, with energies close to the convex hull. In Figure 1b, 
we present the voltage curve calculated from these stable 
structures, which exhibits a reasonable agreement with an 
experimentally obtained curve.  
The convex hull shows three stable structures with a sodium 
content ≤ Na0.5Sn: NaSn5,21 Na5Sn822 (Na1.17Sn2 with partial 
occupancies set to one) and a NaSn2–P6/mmm, structure ob-
tained by AIRSS. The predicted NaSn2–P6/mmm structure 
(AlB2 structure type) has a formation energy 0.015 eV/atom 
lower than the experimentally known NaSn2–C2/m Zintl 
phase.25 Baggetto et al. obtained a series of phases with the 
NaSn2 composition, using a cluster-expansion method. They 
provided a total of 27 different structures in the SI, of which 
four are reported to have stoichiometry NaSn2. One of these 
phases (P2/m) actually has a stoichiometry of Na1Sn1, the re-
maining three having space groups C2/c, P21/m and P63/mmc. 
They are all similar in terms of Sn-Sn connectivity to our 
P6/mmm structure, but differ in containing irregular hexagons 
or non-planar layers. The closest match is their monoclinic 
P21/m phase, which was not included within their analysis of 
the Na-Sn convex hull.7 Relaxation of this structure with the 
DFT level of theory presented here led to another local mini-
ma with Cmmm symmetry, rather than our P6/mmm structure. 
Given the large number of structurally related phases with this 
composition, we have assessed the dynamical stability of our 
P6/mmm structure by performing a phonon calculation. The 
obtained dispersion shown in Figure 2a shows no negative 
frequencies suggesting that the phase is dynamically stable at 
0 K. The convergence of the phonon dispersion with respect to 
the BZ point sampling was found to be very slow, particularly 
the mode corresponding to the out-of-plane Sn vibrations. 
Using a spacing of 0.03 Å-1 led to imaginary frequencies in the 
vicinity of q=0,0,0.5 Å-1. A spacing of 0.0175 Å-1 was found to 
be sufficient to converge the phonon dispersion, probably hint-
ing a strong coupling between phonon modes and the Fermi 
surface.  
In this region we further identify three metastable structures 
within 0.02 eV/atom from the convex hull: NaSn17 which was 
obtained by swapping species from Na0.40Si1726 with partial 
occupancies set to 1 and two AIRSS structures, NaSn4–Cc and 
NaSn3–Pm3m̅. Phases with a stoichiometry of NaSn4 and 
NaSn3 have been observed as shown in the Na-Sn phase dia-
gram,27 nevertheless no crystal structure of these phases has 
been reported experimentally. Our predicted NaSn4 and NaSn3 
structures exhibit similar connectivity to that found in NaSn5, 
being mainly composed of a 3-D network of Sn atoms. We 
note that this AIRSS derived NaSn3 structure is distinct from 
the phase of the same stoichiometry discussed later as part of 
the experimental results. The experimentally known Na5Sn13 
structure also falls within this composition range,28 but is 
found 0.023 eV/atom from the convex hull, which is above our 
0.02 eV/atom cut-off, and is therefore not included in our 
analysis. 
Moving to higher concentrations, Na1Sn1–I41/acd is the only 
stable phase found in NaxSn 0.5 < x < 2. Beyond this (Na2Sn 
to Na3.5Sn), the structures exhibit Sn-Sn dumbbells. Our DFT 
calculations predict that the Na7Sn3 phase, obtained by swap-
ping species from Li7Si3–P3212, is stable whereas the experi-
mentally reported Na9Sn429 phase is found 4 meV/atom above 
the convex hull tie line. 
The lowest sodium content structure in this region is a meta-
stable Na2Sn–P21/c AIRSS structure. The structure is formed 
of non-collinear Sn-Sn dumbbells. The Na7Sn3 and Na9Sn4 
structures mentioned above are found on increasing in sodium 
further, followed by Na5Sn2, Na13Sn5, Na8Sn3 and Na13Sn4. All 
these metastable structures are very close to the tie line of the 
convex hull construction. The concentration of Sn-Sn dumb-
bells in Na2Sn, Na9Sn4, Na7Sn3 and Na5Sn2 is gradually low-
ered as Na concentration is increased, forming a mixture of 
Sn-Sn dumbbells and isolated atoms in Na13Sn5, Na8Sn3 and 
Na13Sn4. This tendency to form a series of structurally related 
dumbbell-containing compounds has been observed in the 
Li-Si30 and Li-Ge30,31 systems and we refer the reader to refer-
ence 30 for a detailed description of the structures. Of course, a 
difference is observed in the dumbbell distances compared to 
the Li-Si,Ge systems, however, a similar trend is observed, as 
is shown in Figure S14: the distance of the Sn-Sn dumbbells 
increases with Na concentration reaching a maximum at 
Na5Sn2, at this concentration the dumbbells start to break up 
allowing the remaining Sn-Sn dumbbells to relax. 
At the highest sodium concentrations (>Na3.5Sn) we find the 
stable Na15Sn4 – I43̅d phase, along with three metastable phas-
es at higher sodium concentrations: Na4Sn–Pnma (which is a 
known Na-Sn phase with partial occupancies set to one), 
Na21Sn5–F43̅m and Na17Sn4–F43̅m which were obtained by
Figure 2. (a) Phonon dispersion curve of NaSn2–P6/mmm. The absence of any imaginary frequency in the Brillouin zone confirms the 
stability of a structure in terms of lattice dynamics. (b) A projection of the NaSn2 structure viewed down the c-axis; (c) A projection of the 
NaSn2 structure viewed down the (110) plane; sodium atoms are shown in yellow, tin in grey. 
 Fig. 6.2 a) Phonon dispersion curve f NaSn2–P/6mmm. The absence of any imaginary
frequency in the Brillouin zone confirms the stability of a structure in terms of lattice
dynamics. (b) A projection of the NaSn2 structure viewed down the c-axis; (c) A
projection of the NaSn2 structure viewed down the (110) plane; Na atoms are shown
in yellow, Sn in grey.
The convex hull construction predicts the following stable phases: NaSn5–P42¯1m,
NaSn2–P/6mmm, Na5Sn8–P2/c, NaSn-I41/acd, Na7Sn3–P3212 and Na15Sn4–I43¯. Of
these, the structures of NaSn5, Na5Sn8, NaSn, and Na15Sn4 have been experimentally
reported. In addition, some metastable phases are identified, with energies close to the
convex hull. In Figure 6.1 b, we present the voltage curve calculated from these stable
structures, which exhibits a reasonable agreement with an experimentally obtained
curve.
The convex hull shows three stable structures with a sodium content of x ≤ 0.5
in NaxSn: NaSn5–P42¯1m [152], Na5Sn8 [153] (Na1.17Sn2 with partial occupancies set
to one) and a NaSn2–P/6mmm, structure obtained by AIRSS. The predicted NaSn2–
P/6mmm (AlB2 structure type, see Figure 6.2b) structure has a formation energy
0.015 eV/atom lower than the experimentally known NaSn2–C2/m Zintl phase.
Baggetto et al. obtained a range of phases with the NaSn2 composition, using a
cluster-expansion method. They presented a total of 27 distinct structures in the SI,
four of which are reported to have stoichiometry NaSn2. One of these phases (P2/m)
has a stoichiometry of Na1Sn1, the remaining three having space groups C2/c, P21/m
and P63/mmc. They are all similar with respect to Sn-Sn connectivity to our P6/mmm
structure but differ in containing irregular hexagons or non-planar layers. The closest
match is their monoclinic P21/m phase, which was not included in Baggetto’s analysis
of the Na–Sn convex hull. Relaxation of this structure with the DFT level of theory
presented here led to another local minimum with Cmmm symmetry, rather than our
P6/mmm structure. Given the large number of structurally related phases with this
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(a) x=1/4
(b) x=1/3
Fig. 6.3 Metastable NaSn4 and NaSn3 structures predicted by AIRSS. Sn atoms are
shown in purple and Na atoms in yellow.
composition, we have assessed the dynamical stability of our P6/mmm structure by
performing a phonon calculation. The obtained dispersion shown in Figure 6.2a shows
no negative frequencies suggesting that the phase is dynamically stable at 0 K. The
convergence of the phonon dispersion with respect to the size of BZ sampling was
found to be very slow, particularly the mode corresponding to the out-of-plane Sn
vibrations. Using a spacing of 0.03 Å−1 in the BZ sampling led to imaginary frequencies
in the vicinity of q=0,0,0.5 Å−1. A spacing of 0.0175 Å−1 was found to be sufficient to
converge the phonon dispersion, probably hinting at a strong coupling between phonon
modes and the Fermi surface. In this region, we further identify three metastable
structures within 0.02 eV/atom from the convex hull: NaSn17 which was obtained by
swapping species from Na0.4Si [151] with partial occupancies set to 1 and two AIRSS
structures, NaSn4–Cc and NaSn3–Pm3¯m. Phases with a stoichiometry of NaSn4 and
NaSn3 have been observed as shown in the Na–Sn phase diagram [111]; nevertheless,
no crystal structure of these phases has been reported experimentally. Our predicted
NaSn4 and NaSn3 structures exhibit similar connectivity to that found in NaSn5, being
mainly composed of a 3-D network of Sn atoms. An illustration of the two AIRSS
phases are shown in Figure 6.3 The experimentally known Na5Sn13 [162] structure also
falls within this composition range, but is found to lie 0.023 eV/atom from the convex
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Fig. 6.4 Metastable Na2Sn structure predicted by AIRSS. Sn atoms are shown in purple
and Na atoms in yellow.
hull, which is above our 0.02 eV/atom cut-off, and is therefore not included in our
analysis.
Moving to higher concentrations, Na1Sn1–I41/acd is the only stable phase found
in NaxSn for 0.5 < x < 2. Beyond this (Na2Sn to Na3.5Sn), the structures exhibit
Sn-Sn dumbbells. Our DFT calculations predict that the Na7Sn3 phase, obtained by
swapping species from Li7Si3-P3212, is stable whereas the experimentally reported
Na9Sn4 [155] phase is found to lie 4 meV/atom above the convex hull tie line. The
lowest sodium content structure in this region is a metastable Na2Sn-P21/c AIRSS
structure. The structure is formed of non-collinear Sn-Sn dumbbells as illustrated in
Figure 6.4. The Na7Sn3 and Na9Sn4 structures mentioned previously are found on
increasing in sodium further, followed by Na5Sn2, Na13Sn5, Na8Sn3 and Na13Sn4. All
these metastable structures are very close to the tie line of the convex hull construction.
The concentration of Sn-Sn dumbbells in Na2Sn, Na9Sn4, Na7Sn3 and Na5Sn2 is
gradually lowered as the Na concentration is increased, forming a mixture of Sn-Sn
dumbbells and isolated atoms in Na13Sn5, Na8Sn3 and Na13Sn4. This tendency to form
a series of structurally related dumbbell-containing compounds has been observed in
the Li-Si [66] and Li-Ge [66, 18] systems and we refer the reader to reference [66]for
a detailed description of the structures. Of course, a difference is observed in the
dumbbell distances compared to the Li-Si,Ge systems, however, a similar trend is
observed, as is shown in Figure 6.5: the distance of the Sn-Sn dumbbells increases with
Na concentration reaching a maximum at Na5Sn2, at this concentration the dumbbells
start to break up allowing the remaining Sn-Sn dumbbells to relax.
At the highest sodium concentrations (x ≤ 3.5 in NaxSn) we find the stable
Na15Sn4–I 4¯3d, along with three metastable phases at higher sodium concentrations:
Na4Sn-Pnma (which is a known Na–Sn phase with partial occupancies set to one),
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Na21Sn5–F 4¯3m and Na17Sn4–F 4¯3m which were obtained by swapping species from
Li-Sn phases. All these structures contain isolated Sn atoms.
6.3 Discussion
The electrochemical study undertaken by our collaborators [150] shows several processes
which were denoted as follows: 0, 1, 2, 3, and 4 (see Figure 6.1b). Sloping regions
towards the end of processes 2, 3 and 4 were referred to as 2’, 3’ and 4’. These results
are overall in good agreement with the study reported by Baggetto et al.[15].
Our predicted NaSn2–P6/mmm structure consisting of honey-comb-like layers of Sn
separated by layers of sodium was used [150] to assign the phase remaining at the end of
process 1, where an excellent agreement with the PDF and diffraction data was observed
(see Figure 4 in Ref. 150). Baggetto et al.[15] suggested the existence of a conjugate
plateau at around 450 mV which was further investigated by our collaborators. The
operando measurement obtained at slower rate revealed two phases that grow between
Sn and NaSn2 which resulted in some additional peaks in the diffraction data [150].
To account for the lowered symmetry, a model structure with Na0.5Sn0.5 occupancy
(NaSn3–Pmmm) was proposed and shown to contain the additional reflections in the
diffraction pattern. To assess the stability of this structure, we generated a Na4Sn8
supercell of NaSn2–P6/mmm in which we exchanged one sodium atom for a Sn atom
to give a stoichiometry of NaSn3 (Na3Sn9). This phase was relaxed using the same DFT
level of theory as used in the convex hull construction. The resulting NaSn3–Pmmm
structure was relaxed without any major ionic rearrangement and is found at only 7
meV/atom from the convex hull tie-line.
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Fig. 6.6 Schematic temperature profile of the amorphous NaSn preparation.
NMR measurements of the NaSn2 phase reveal strongly Knight shifted features
[150] consistent with the likely electronic properties of the stanine-like Sn layer. The
slow convergence of the phonon spectra with respect to the k-point sampling could also
hint at a strong electron-phonon coupling and a complex Fermi surface shape. These
properties are consistent with the structural similarities of this phase to structures
such as MgB2, which were studied in the context of high-temperature superconductors
[163]. The full understanding of the electronic structure of NaSn2 is beyond the scope
of this study.
It has been shown [15, 150] that the processes occurring at approximately 220 mV
(2 and 2’) result in the breakdown of almost all long-range structure, resulting in the
formation of an amorphous solid. This region in the cycling curve has been shown to
correspond to an approximate stoichiometry of x = 1 in NaxSn. In order to investigate
the nature of this amorphous structure, we generated an Na1Sn1 amorphous phase
using ab initio molecular dynamics. For this purpose, a 64 atoms cubic supercell with
composition Na1Sn1 was created by placing the atoms in random positions obeying
the density and minimum atomic distances found in Na1Sn1-I41/acd. The system was
heated to 1000 K at 1K/fs , equilibrated during 3 ps, cooled at a rate of 1K/fs to
300 K and equilibrated for 40 ps. Finally, the atomic configurations were sampled
over the last 5 ps. Figure 6.6 shows a temperature profile of the preparation of the
amorphous phase. The sampled atomic configurations were averaged, and the resulting
structure was relaxed using the same level of theory. We have studied the effect of
the amorphous phase on the voltage curve, as seen in Figure 6.1 b (blue dotted line).
Qualitatively, the voltage curve obtained using the crystalline Na1Sn1 phase better
describes the charge curve in this region, whereas the discharge curve is better described
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by the amorphous Na1Sn1 phase; the much more well-defined plateaus during charging
also being suggestive of the formation of a more ordered structure. During charging
(sodium removal), the relative mobility of Na+ ions and the need only to make rather
than break bonds may make the formation of a crystalline structure more favourable.
This may explain the better representation of the charge curve by the crystalline
Na1Sn1, and is indicative that the mechanism for sodium removal may differ from
that of sodium insertion contrary to previous reports [15, 146]. The amorphous model
obtained from the molecular dynamics simulation was also used by our collaborators as
a starting point for a Reverse Monte-Carlo (RMC) refinement against a the operando
PDF experiment [150]. By combining RMC with a real-space least-squares refinement,
it was concluded that the structures formed in processes 2 and 2’ correspond to an
amorphous structure consisting primarily of chains of Sn atoms and further insertion
of Na ions into the remaining NaSn2.
The structures in the 2 < x < 3.5 range in NaxSn exhibit Sn-Sn dumbbells. Our
calculations predict different dumbbell phases at similar energies. A similar behaviour
has also been observed in other systems [66, 18]. The Na7Sn3 phase, obtained by
swapping species from Li7Si3-P3212, is stable whereas the experimentally reported
Na9Sn4 phase is found to lie 4 meV above the convex hull. It has been suggested [150]
that the structures formed during these process are very similar to Na2Sn, Na7Sn3 and
Na5Sn2 – three structures that differ principally through the occupancy of one of their
sodium sites.
Beyond x = 3.5 in NaxSn we find Na15Sn4–I 4¯3d on the convex hull. The formation
of Na15Sn4 has been claimed to be observed experimentally in past works [145, 146, 15].
In a more recent study conducted by our collaborators, the Na15Sn4 structure was
observed in ex-situ PDF measurements but not during their operando PDF experiments.
Apart from the stable Na15Sn4- I-43d, we find three metastable phases at higher Na
concentrations: Na4Sn-Pnma (known Na–Sn phase with partial occupancies set to
one), Na21Sn5-F-43m and Na17Sn4-F-43m which were obtained by swapping species
from Li-Sn phases.
6.4 Summary
We have successfully utilised the method of AIRSS + atomic species swapping to
predict a variety of stable and locally stable structures. This theoretical framework
was used by our experimental collaborators to fully model their operando PDF and
XRD data, which, combined with information from operando ssNMR measurements,
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provided a comprehensive understanding of the Na–Sn electrochemical system [150].
We have demonstrated in this study how having access to the possible metastable
structures can be very insightful when studying electrochemical processes, since these
might occur far from equilibrium. Our structure prediction study was the driving force
for the revision of the Na–Sn system and played a crucial role in the understanding of
sodiation processes in Sn anodes.

Chapter 7
Elucidation of the Local Structure
Evolution of the Li-FeS2 System: A
Structure Prediction Study

Abstract
Conversion reaction schemes have been the focus of recent studies in the context
of high-capacity electrochemical energy storage. Within these systems, electrode
materials are entirely transformed during charge and discharge. In this work, we use
structure prediction and first-principles calculations of Li-Fe-S ternary phases to gain
a better understanding of the mechanism of charge storage in the Li−FeS2 system.
We reveal new local structure motifs in the discovered phases which are then used
by our experimental collaborators to understand the local structure evolution of the
conversion material FeS2 with the aid of operando studies.
7.1 Introduction
A conversion reaction is generally referred to as the reversible electrochemical reaction
of lithium with transition metal oxides. The process is characterised by a first discharge
reaction that proceeds as follows:
MaXb + (bn)Li+ + (bn)e− → aM0 + bLinX, (7.1)
where the transition metal and anion are denoted by M and X respectively.
The detailed understanding of the structural evolution of lithiation processes, which
has played a crucial role in the development of Li-ion batteries [3], becomes a challenging
task for conversion schemes, mainly due to the dramatic structural and compositional
changes during cycling [164]. Average structure methods, including X-ray diffraction
(XRD), are not suitable for studying conversion systems due to the significant extent
of disorder present during the reactions [165, 166]. However, local structure methods
have been proven to provide valuable insights in a variety of studies [167–169]
Several works have been focused on FeS2 as a potential candidate for both negative
and positive electrodes in Li- and Na-ion batteries. These include studies in the context
of a cathode for high-temperature batteries [170, 171], room temperature secondary
batteries with organic electrolytes [172, 173] and, more recently, anode materials for Na-
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Fig. 7.1 (a) FeS2-Pa3¯ consists of a fcc lattice of Fe atoms (green) octahedrally-
coordinated by disulfides, highlighted in yellow. Reported Li−Fe−S ternary phases
proposed to be intermediate products during the cycling of FeS2: (b) Li2FeS2-P 3¯m1
with layers of FeS6 octahedra with Li (grey) in tetrahedral sites between the layers [173],
(c) Li2FeS2-0P 3¯m1 with layers of mixed occupancy Li and Fe tetrahedrally-coordinated
by S [176], and (d) Li1.77Fe1.17S2-P3 with mixed and partial occupancy (white) of Li
and Fe in corner-sharing tetrahedra [177]. The figure has been taken from 76.
ion batteries [174]. Furthermore, a primary Li−FeS2 battery has been commercialised
by Energizer [175]. In the FeS2 pyrite phase, Fe2+ forms a face-centered cubic lattice
with each Fe octahedrally-coordinated as seen in Figure 7.1a. FeS2 can theoretically
store 4 mol Li per formula unit, with a complete discharge reaction described as follows:
FeS2 + 4Li+ + 4 e− → Fe0 + 2Li2S. (7.2)
However, as discussed in detail in Ref. 76, the reaction in Eq. 7.2 only describes the
first discharge cycle. The structural evolution beyond the first cycle has been shown to
follow a different lithiation path which needs to be elucidated to gain insights into the
battery performance [76].
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During cycling of FeS2, most studies agree that Fe1−xS (x = 0 to 0.2) compounds
and other off-stoichiometry binaries are formed [178–180]. It has also been proposed
that a Li−Fe−S intermediate is stable over a range of Li compositions [181–183].
The reported ternary intermediates include: a layered FeS6 octahedra with Li in
the van der Waals gap (Figure 7.1b) [173, 184], a structure with layers of Li and Fe
tetrahedrally-coordinated by S between layers of LiS6 octahedra (Figure 7.1c) [176]
and a three-dimensionally connected, disordered structure with mixed and partial
occupancies of Li and Fe tetrahedrally-coordinated by S (Figure 7.1d) [177].
In this work, we perform a structure prediction study of the pseudobinary LixFeS2
system. A phase diagram is constructed with the calculated and previously reported
phases, and a theoretical voltage is obtained from the structures which are predicted
to be thermodynamically stable. We show that the system has a strong preference to
form structures with Fe tetrahedrally-coordinated by disulphides and structural motifs
are revealed. We conclude by assessing the effect of the GGA+U method [32] on the
formation energy of the system and discuss how the structures obtained here help
to elucidate the local structure of intermediate states of charge in operando studies
undertaken by our experimental collaborators.
7.2 Results
Approximately 2200 Li−Fe−S structures were generated by AIRSS to investigate the
reaction of FeS2 with x= 1, 1.5, 2, 3 and 4 in LixFeS2. It is known experimentally
that the discharge product of the lithiated FeS2 system resembles a combination of Fe
and Li2S after reacting with 4 mol Li. However, performing the search in the ternary
phase space quickly becomes computationally prohibitive, and so AIRSS calculations
over the range were carried out to yield descriptions as single phase products. For the
same reasons, the electrochemical curve is calculated based on the pseudobinary phase
diagram (Figure 7.3).
The formation energies of the calculated structures are plotted as a function of
composition in Figure 7.3a. Detailed information about the phases on the hull, and
several just above it, are provided in Table 7.1.
Among the structures included in Table 7.1 are two previously published Li2FeS2
phases which are shown in Figure 7.1. We found the P 3¯m1 structure with octahedrally-
coordinated Fe (Figure 7.1b) to be 0.110 eV/atom above the hull. For the P 3¯m1
structure with sites half occupied by Li and Fe tetrahedrally-coordinated by S (Figure
7.1c), two 1x2 supercells were adapted with different patterning of Li and Fe on the
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sites, such that each is fully occupied by one or the other. These supercells were found
to have formation energies about 0.050 eV/atom above the hull. While more rigorous
methods would be needed to more exactly provide the relative energies of the these
published phases relative to the hull, this would require computationally intensive
efforts and would have insignificant relevance to this study.
The metastable calculated phases at the composition Li1.5FeS2 were considered
by our experimental collaborators [76] in order to analyse the operando PDF of the
intermediate and related charge products of cycling measured over the sloped region of
the second discharge at 1.74V with about 1.2mol Li (see Figures 7 and 8 in Ref. 76).
The metastable Li1.5FeS2 structures considered consist of Li between 1D or quasi-1D
chains of FeS4 tetrahedra, each with a unique local motif beyond the first coordination
shell. The P 1¯ structure (Figure 7.2a) consists of disrupted corrugated chains, which
meet to form a group of four corner-sharing tetrahedra, referred as a “tetrad” motif
(Figure 7.2(i)). The P21 structure (Figure 7.2b) has edge-sharing FeS4 tetrahedra
that arrange as corrugated chains (Figure 7.2(ii)), with Li between them. The Pnma
phase (Figure 7.2c) has linear chains of edge-sharing FeS4 tetrahedra (Figure 7.2(iiii),
derived from Materials Project [116]). Among the other calculated structures with
tetrahedrally-coordinated Fe, each had one of these three motifs.
Tie-lines connect the minimum energy structures and the chemical potentials, FeS2
and Li, to create the convex hull. The hull outlines the thermodynamic equilibrium
phases in the simplified (pseudobinary) ternary system predicted to form as Li reacts
with FeS2. Considering that each phase transformation occurs as a two-phase reaction
upon lithiation, a potential curve was calculated for the lowest energy structures (Figure
7.3b) using Equation 2.38.
7.3 Discussion
Experimental work performed in Ref. 76 by Butala et al. showed by combining
operando PDF and ex-situ XAS that tetrahedral features are dominant in the local
structure of products beyond the first cycle [76] in Li-FeS2 cells. This was in contrast to
previous literature that suggests octahedral coordination of Fe by S, either in ternary
phases or in off-stoichiometry FexSy pyrrhotite [180, 178, 182]. Moreover, the local
structure of previously proposed ternary phases with FeS4 tetrahedra (Figure 7.1c and
d) were not a good fit to the measured PDF [76].
We have performed a first-principles structure prediction study of the pseudobinary
LixFeS2 system to support the experimental findings and gain insights in the local
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Uiso of each atom were reﬁned in a single-phase ﬁt with a
nanoparticle size (the parameter spdiameter in PDFgui) of
40 Å. It is important to note that the “tetrad” phase has the
more complex local structure and the lowest symmetry; this
enables reﬁnement of more Fe−Fe correlation distances and
parameters that contribute to the goodness of ﬁt of this local
motif to measured PDF.
Fitting over this small range, on the same length scale of the
structural motifs, gave good ﬁts with small diﬀerence curves
(Figure 9). While the corrugated and linear chains (Figure
9ii,iii) ﬁt the local structure quite well (Figure 9b,c), there are
still several correlations not completely captured by these
motifs. Both the ﬁt and the nature of the diﬀerence curve show
the tetrad structural motif (in the P1 ̅ phase) best models the
local structure of the measured PDF (Figure 9i,a). The low
symmetry of the P1 ̅ structure and the corresponding larger
number of reﬁned parameters undoubtedly contribute to the
goodness of ﬁt to the measured data. This structure also has the
most variety of connectivity, with both edge- and corner-
sharing tetrahedra, which enables it to ﬁt the local structure.
When reﬁned to higher r, the overall quality of ﬁt decreases,
which suggests the local and average structures are diﬀerent. In
particular, it appears that the local structure resembles the local
motifs described by the calculated phases, but there is
insuﬃcient correlation of these units to give a periodic
structure. We carried out ﬁts to the three published structures
(shown in Figure 1 and described above) with similar ﬁtting
conditions as the calculated structures and less satisfactory ﬁts
(Figure S7).
Of the local structures considered, the tetrad motif present in
the Li1.5FeS2 with P1̅ symmetry gave the best local ﬁt.
Accordingly, this is a possible structural unit in the intermediate
products. However, there could be a variety of local motifs
contributing to the measured PDF. From PDF and XAS, we
know the local structure of the intermediate and charge
products are similar. By ﬁtting the P1̅ structure to 15 Å at
various states of charge above the lower potential plateau, on
both the ﬁrst charge and second discharge, we see many of the
features are captured (Figures S8 and S9). It is important to
note that the average structure is not well-deﬁned by the P1 ̅, or
any other, of the phases we considered; when we extend the
good local ﬁt for the tetrad motif to even 15 Å, the overall ﬁt is
not as good (Figure S8).
Pair Distribution Function Analysis of Discharge Products.
By XAS,24,25,54 transmission electron microscopy,4,5,58 and 26Fe
Mössbauer,26 among other methods, researchers have pre-
viously found that the metal formed during the discharge of
conversion electrodes tends to occur as disordered clusters of
metal atoms on the order of 10 Å to 50 Å in diameter.
Deviations of the structure of nanoparticles from the bulk
structure has been observed for several systems, including gold
nanoparticles.59
As previously mentioned, for FeS2 the ﬁrst and second
discharge products locally resembled Fe and Li2S. Upon a
closer look we found equilibrium body-centered cubic (bcc) Fe
did not fully capture the local structure of the ﬁrst discharge
product (Figure S10), which has been previously observed for
other Fe-based conversion electrode materials.11,13 Comparing
the PDF of the ﬁrst discharge product to a two-phase ﬁt of Li2S
and bcc Fe, bcc Fe contributes an extra peak at 5.6 Å and does
not capture the peaks at 6.3 and 8.7 Å (Figure S10). From
similar comparisons to the local structure of face-centered cubic
and body-centered tetragonal Fe, we found these local
structures were not a good match to the measured PDF. We
also compared the local structure of the ﬁrst discharge to
hexagonal close-packed (hcp) Fe, which was close, but like bcc
Fe had extra or missing peaks (Figure S10); hcp Fe captured
Figure 8. Several structures with the composition Li1.5FeS2 with
tetrahedrally coordinated Fe from AIRSS calculations. (a) Li1.5FeS2
with P1 ̅ symmetry has both edge- and corner-sharing FeS4 tetrahedra
(GGA+U). (b) Li1.5FeS2 with P21 symmetry has corrugated chains of
edge-sharing tetrahedra (PBE), and (c) Li1.5FeS2 with Pnma symmetry
has linear chains of edge-sharing tetrahedra (derived from Materials
Project, relaxed by PBE).
Figure 9. Fits of three calculated structures with the composition
Li1.5FeS2 with tetrahedrally coordinated Fe to data collected at 1.74 V
and 1.2 mol of Li during the second discharge and various local
structure motifs. (a) Li1.5FeS2 with P1 ̅ symmetry has both edge- and
corner-sharing FeS4 tetrahedra, which we refer to as (i) a “tetrad”. (b)
Li1.5FeS2 with P21 symmetry has (ii) corrugated chains of edge-sharing
tetrahedra. (c) Li1.5FeS2 with Pnma symmetry has (iii) linear chains of
edge-sharing tetrahedra.
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Uiso of each atom were reﬁned in a single-phase ﬁt with a
nanoparticle size (the parameter spdiameter in PDFgui) of
40 Å. It is important to note that the “tetrad” phase has the
more complex local structure and the lowest symmetry; this
enables reﬁnement of more Fe−Fe correlation distances and
parameters that contribute to the goodness of ﬁt of this local
motif to measured PDF.
Fitting over this small range, on the same length scale of the
structural motifs, gave good ﬁts with small diﬀerence curves
(Figure 9). While the corrugated and linear chains (Figure
9ii,iii) ﬁt the local structure quite well (Figure 9b,c), there are
still several correlations not completely captured by these
motifs. Both the ﬁt and the nature of the diﬀerence curve show
the tetrad structural motif (in the P1 ̅ phase) best models the
local structure of the measured PDF (Figure 9i,a). The low
symmetry of the P1 ̅ structure and the corresp nding large
number of reﬁned parameters undoubtedly contribute to the
goodness of ﬁt to the measured data. This structure also has the
most variety of connectivity, with both edge- and corner-
sharing tetrahedra, which enables it to ﬁt the local structure.
When reﬁned to higher r, the overall quality of ﬁt decreases,
which suggests the local and average structures are diﬀerent. In
particular, it appears that the local structure resembles the local
motifs described by the calculated phases, but there is
insuﬃcient correlation of these units to give a periodic
structure. We carried out ﬁts to the three published structures
(shown in Figure 1 and described above) w th similar ﬁtting
conditions as the calculated structures and less satisfactory ﬁts
(Figure S7).
Of the local structures considered, the tetrad motif present in
the Li1.5FeS2 with P1̅ symmetry gave the best local ﬁt.
Accordingly, this is a possible structural unit in the intermediate
products. However, there could be a variety of local motifs
contributing to the measured PDF. From PDF and XAS, we
know the local structure of the intermediate and charge
products are similar. By ﬁtting the P1̅ structure to 15 Å at
various states of charge above the lower potential plateau, on
both the ﬁrst charge and second discharge, we see many of the
features are captured (Figures S8 and S9). It is important to
note that the average structure is not well-deﬁned by the P1 ̅, or
any other, of the phases we considered; when we extend the
good local ﬁt for the tetrad motif to even 15 Å, the overall ﬁt is
not as good (Figure S8).
Pair Distribution Function Analysis of Discharge Products.
By XAS,24,25,54 transmission electron microscopy,4,5,58 and 26F
Mössbauer,26 among other methods, researchers have pre-
viously found that the metal formed during the discharge of
conversion electrodes tends to occur as disordered clusters of
metal atoms on the order of 10 Å to 50 Å in diameter.
Deviations of the structure of nanoparticles from the bulk
structure has been observed for several systems, including gold
nanoparticles.59
As previously mentioned, for FeS2 the ﬁrst and second
discharge products locally resembled Fe and Li2S. Upon a
closer look we found equilibrium body-centered cubic (bcc) Fe
did not fully capture the local structure of the ﬁrst discharge
product (Figure S10), which has been previously observed for
other Fe-based conversion electrode materials.11,13 Comparing
the PDF of the ﬁrst discharge product to a two-phase ﬁt of Li2S
and bcc Fe, bcc Fe contributes an extra peak at 5.6 Å and does
not capture the peaks at 6.3 and 8.7 Å (Figure S10). From
similar comparisons to the local structure of face-centered cubic
and body-centered tetragonal Fe, we found these local
structures were not a good match to the measured PDF. We
also compared the local structure of the ﬁrst discharge to
hexagonal close-packed (hcp) Fe, which was close, but like bcc
Fe had extra or missing peaks (Figure S10); hcp Fe captured
Figure 8. Several structures with the composition Li1.5FeS2 with
tetrahedrally coordinated Fe from AIRSS calculations. (a) Li1.5FeS2
with P1 ̅ symmetry has both edge- and corner-sharing FeS4 tetrahedra
(GGA+U). (b) Li1.5FeS2 with P21 symmetry has corrugated chains of
edge-sharing tetrahedra (PBE), and (c) Li1.5FeS2 with Pnma symmetry
has linear chains of edge-sharing tetrahedra (derived from Materials
Project, relaxed by PBE).
Figure 9. Fits of three calculated structures with the composition
Li1.5FeS2 with tetrahedrally coordinated Fe to data collected at 1.74 V
and 1.2 mol of Li during the second discharge and various local
structure motifs. (a) Li1.5FeS2 with P1 ̅ symmetry has both edge- and
corner-sharing FeS4 tetrahedra, which we refer to as (i) a “tetrad”. (b)
Li1.5FeS2 with P21 symmetry has (ii) corrugated chains of edge-sharing
tetrahedra. (c) Li1.5FeS2 with Pnma symmetry has (iii) linear chains of
edge-sharing tetrahedra.
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Fig. 7.2 Several structures with t e composition Li1.5FeS2 with tetrahedrally-
coordinated F gen ated by AIRSS calcul tions and corresponding local structure
motifs. (a) Li1.5FeS2 with P 1¯ symmetry has both edge- and corn -sharing FeS4 tetra-
hedra, which is referred as (i)“tetrad”. (b) Li1.5FeS2 with P21 symmetry has corrugated
chains of edge-sharing tetrahedra (ii), and (c) Li1.5FeS2 with Pnma symmetry has
linear chains (iii) of edge-sharing tetrahedra (derived from Materials Project). The
figure has been taken from Ref. 76.
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Fig. 7.3 (a) Enthalpy per atom versus the fractional lithium concentration in the
Li−FeS2 system, simplifying the treatment of the system from a ternary to a pseu-
dobinary. The convex hull is constructed by joining the stable structures obtained by
the searches with tie lines. For further description of these phases, see Table 7.1. (b)
Based on the stable phases, a prediction of the potential curve upon the first discharge
involves several two-phase transformations: from FeS2 to Li2FeS2, from Li2FeS2 to
Li3FeS2, and finally from Li3FeS2 to Li4FeS2. The figure has been extracted from Ref.
76.
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structure arrangement of Li-Fe-S. Various local motifs were discovered by AIRSS, most
of them featuring tetrahedral Fe arrangements. Of particular interest is the Li1.5FeS2
stoichiometry which showed three different motifs: “tetrad”, corrugated chain and
linear chain (see Figure 7.2). These phases were used by our experimental collaborators
in the interpretation of operando PDF analysis [76], where the best fit for the local
structure at intermediate states of charge was given by the “tetrad” motif (Figure 7.2a,i)
which has both edge- and corner-sharing FeS4 tetrahedra. Less good fits were observed
for those motifs with linear or corrugated chains of edge-sharing FeS4 tetrahedra.
Our calculated electrochemical curve presented in Figure 7.3b is at slightly higher
potential than the experimental first discharge obtained by our collaborators in Ref.
76, a difference which has been attributed to the overpotential associated with kinetics,
nanostructuring and creation of surfaces [187, 188, 76] in conversion materials. However,
we keep in mind that, if treated as a true ternary system, the formation of Li2S and
Fe would be more favourable than the predicted Li4FeS2. Beyond the first discharge,
the comparison between the calculated and experimental voltage curves is even more
challenging, since the charge product is structurally comparable to an intermediate
product rather than to FeS2 [76], so the reaction is expected to follow a different
lithiation path.
To address the effect of the self-interaction correction on the formation energy of
the system, we have relaxed the calculated Li1.5FeS2 phases using a GGA+U method
[32]. We used the DFT+U approach implemented in CASTEP where the U parameter
was added to the d orbital of the transition metal [32]. The U parameter can be
chosen to assimilate any experimental band gap. U parameters ranging from 2 eV
to over 5 eV have been reported for first principles calculations of various transition
metal chalcogenides [189–191]. We have used a value of U = 4 eV, as was used for
Li−Fe−S−O compounds [192], which falls within the range of reported U values.
As seen in Table 7.2 we do not observe a significant change in the energetics of the
system. However, an average increase of 15% in the cell volume is observed. The
increment of the lattice parameters with increasing U value has been observed in other
studies[32, 193].
7.4 Summary
We have performed a structure prediction study of the pseudobinary LixFeS2 system.
The structures predicted by AIRSS revealed a strong preference of the system to form
FeS4 tetrahedra and a new structure motif of edge- and corner shared tetrahedra
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Table 7.2 Li3Fe2S4 structural formation energies, cell volumes and spin arrangements
using GGA+U correction with U = 4 eV.
Relative formation Symmetry Volume Magnetic Ordering Structure origin
energy (meV/atom) (Å3/f.u.)
0 P21 176.5 AFM AIRSS
0.002 Pnma 178.2 FM MP*
0.003 P 1¯ 177.8 FM AIRSS
0.015 P21 174.9 FM AIRSS
∗ Derived from Materials Project ID:mp-768360[116]
(Li1.5FeS2–P 1¯) was discovered. This phase played a crucial role in the interpretation
of operando PDF analysis, where it was used to assign the local structure of an
intermediate state of charge. This work is another example of how the combination of
first-principles structure prediction with high-resolution experiments can shed light
upon poorly-understood cycling mechanisms. We are confident that this combined
approach is an effective tool for understanding the structural evolution of conversion
reaction electrode candidates in particular and storage systems in general.

Chapter 8
Conclusions and Outlook
The use of ab initio methods to address any scientific question usually relies on one
key aspect: knowledge of the materials crystal structure. In this thesis, we have used
AIRSS combined with a species swapping method to deal with the theoretical search
and description of alternative materials for lithium- and sodium-ion batteries anodes.
Throughout the different studies presented, our approach has proven to be successful in
different scenarios: 1) we have performed a completely theoretical study[69] where we
predicted properties of phosphorus anodes for LIBs and NIBs, 2) we have performed
a theoretical study [126] mainly focused on understanding previously reported Li-Sn
and Li-Sb studies and encouraging the revision of the systems by performing new
high-resolution experiments, 3) we have performed a theoretical study of the Na-Sn
system which has led to a collaboration [150] with experimentalists resulting in a
high-impact study and finally, 4) we have addressed a specific experimental question
by performing a structure prediction study of the pseudobinary Li-FeS2 [76] where a
structure predicted by AIRSS played a crucial role in revealing the structural evolution
of the conversion electrode.
Our study on phosphorus anodes for LIBs and NIBs revealed new Li-P and Na-P
phases including a stable Na5P4–C2/m structure and locally stable structures found
less than 10 meV/f.u. from the convex hull, such as Li4P3–P212121, NaP5–Pnma and
Na4P3–Cmcm. These were used to help interpret previously performed studies. In
addition, we predicted the NMR chemical shift of Li-P and Na-P phases in order to
provide experimentalists with a tool to help assign experimental data, which was proven
to be helpful in subsequent ongoing studies. By studying the electronic properties of the
Li-P system, we found a semiconducting-like eDOS in almost all phases including those
with high lithium concentration, which would explain part of the poor performance of
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phosphorus anodes. To suggest a way of overcoming the poor electronic conductivity,
we showed that when doping the Li-P phases with aluminium, electronic states appear
at the Fermi level which can improve the electronic behaviour.
In a subsequent work, Li-Sn and Li-Sb intermetallics were studied. Using AIRSS’s
unique capabilities we were able to identify possible structural evolutions of Sn and Sb
under lithiation, from layers, through zig-zag-chains, then dumbbells to isolated atoms,
which we believe are dominant during cycling. The voltage curve obtained in our study
was found to be in excellent agreement with a previously reported coulometric titration
experiment. NMR calculations were used to understand the origin of the stoichiometric
Li3Sb chemical shifts of both the hexagonal and cubic phases which have been a source
of debate in the literature. We have described the expected relative intensities and
local order corresponding to each site and showed a trend in the NMR chemical shift
as Li-Sb bond distances change. The clear trend in the structural ordering and motifs
discovered in the Li-Sn system provide an excellent starting point for the revision of
the Li-Sn by means of high-resolution experiments.
In our work on tin anodes for NIBs, we presented a detailed study of the Na-Sn
phase diagram where a variety of new phases were discovered. Our theoretical study
was the driving force for a collaboration with experimentalists in the Grey Group
(Department of Chemistry, University of Cambridge) which resulted in a high-impact
[150] publication reporting on a combined theoretical-experimental approach. Our
discovered NaSn2–P6/mmm structure was used to model operando PDF and XRD
data. Combined with information from operando ssNMR measurements, our predicted
phases and computational studies described in Chapter 6 provided a comprehensive
understanding of the sodium-tin electrochemical system.
Finally, we were tasked by our experimental collaborators in the Ram Seshadri
group (University of California, Santa Barbara) to study the the LixFeS2 pseudobinary
system in the context of conversion electrodes for high-capacity electrochemical energy
storage. By performing a structure prediction study, we have discovered local structure
motifs and the preference of the system to form FeS4 tetrahedra when lithiated. Of
particular interest, we have discovered a Li1.5FeS2–P 1¯ phase with a new structure motif
of edge- and corner-sharing tetrahedra which was identified as the local structure of an
intermediate state of charge by our collaborators using operando PDF analysis.
Ab initio methods are becoming an important tool in the materials discovery process,
helping to reduce the time and expense involved in the synthesis of experimental samples
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in several areas of materials science. This approach has been increasingly adopted by the
materials energy community, where the continuous growth of available computational
resources and increasing accuracy and efficiency of ab initio methods present a huge
opportunity to researchers. Throughout this thesis, we have focused on applying
computational tools to discover materials and study their properties with particular
emphasis on collaborative work with experimentalists. Despite the many successes
described above, there are still challenges to be overcome, some of which are being
addressed at the time of writing this work in the Morris group.
In our studies, we provide a static, 0 K picture of the lithiation/sodiation processes
which might raise some questions about the ability of our approach to interpreting
experimental data. We have shown throughout this thesis that the phases discovered
can provide an important starting point, which accompanied by experimental studies,
enable us to understand the “real” lithiation/sodiation mechanisms. Moreover, AIRSS
provides us with the unique capability of accessing metastable phases which can appear
in a high-temperature far-from-equilibrium processes. Despite the fact that finite
temperature effects were beyond the scope of this work, we believe these are important
to be included and assessed in future development and a general framework to include
them is currently under work within the Morris group.
On many occasions during this work, we have asked ourselves whether the convex
hull construction can provide information about lithiation/sodiation pathways. In
other words, we have been looking for ways to link between the static (0 K phase
diagram) and dynamic (e.g. experimental information obtained from operando studies)
pictures. Even though that the convex hull only provides us with a picture of the
thermodynamic limit and gives no information on atomistic pathways, our experience
indicates that pathways are also dictated by similar nearby structures of different
stoichiometry and nanostructuring of the electrode along with the energetics. This is
due to the external driving force acting in a battery and the formation of metastable
structures. We have, in many, cases identified regions in the convex hull that followed
well determined structural trends which were interpreted as fundamental mechanisms in
the chemistry of the system. However, further work is needed to 1) develop techniques
to identify these regions through their structure similarity, 2) use the structural motifs
to bias the searches and increase their efficiency and 3) develop a way to calculate
"more realistic" voltage curves which can give a better description of the experimental
cycling curve.
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