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Abstract—This paper addresses the transmission network
expansion planning problem under uncertain demand and
generation capacity. A two-stage adaptive robust optimization
framework is adopted whereby the worst-case operating cost
is accounted for under a given user-defined uncertainty set.
This work differs from previously reported robust solutions
in two respects. First, the typically disregarded correlation of
uncertainty sources is explicitly considered through an ellipsoidal
uncertainty set relying on their variance-covariance matrix. In
addition, we describe the analogy between the corresponding
second-stage problem and a certain class of mathematical pro-
grams arising in structural reliability. This analogy gives rise
to a relevant probabilistic interpretation of the second stage,
thereby revealing an undisclosed feature of the worst-case setting
characterizing robust optimization with ellipsoidal uncertainty
sets. More importantly, a novel nested decomposition approach
based on results from structural reliability is devised to solve
the proposed robust counterpart, which is cast as an instance
of mixed-integer trilevel programming. Numerical results from
several case studies demonstrate that the effect of correlated
uncertainty can be captured by the proposed robust approach.
Index Terms—Correlated uncertainty, ellipsoidal uncertainty
set, nested decomposition, structural reliability, transmission
network expansion planning, two-stage robust optimization.
NOMENCLATURE
This section lists the main notation used throughout the
paper. Symbol “ ˆ ” is used to represent the optimal value
of a specific variable. Additional symbols with superscripts
“(k)” and “(m)” are used to indicate the value of a specific
variable at iterations k and m of the outer loop, respectively.
Similarly, superscript “(ν)” is used to denote results obtained
at iteration ν of the inner loop.
A. Sets
Ω(·) Feasibility set of x.
D Uncertainty set.
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B. Constants
β Conservativeness parameter.
ǫIL Convergence tolerance for the inner loop.
ǫOL Convergence tolerance for the outer loop.
Π Investment budget.
σ Scaling factor.
Σ Variance-covariance matrix.
b Vector of operating cost coefficients.
CL Vector of investment cost coefficients.
d¯ Vector of mean or forecast values.
L Matrix used in the affine mapping of d.
C. Decision Variables
α Approximation of the worst-case operating cost.
d Vector of uncertain generation capacities and
demands.
d
D Vector of uncertain demands.
dG Vector of uncertain generation capacities.
v Vector of binary variables representing expan-
sion decisions.
x Vector of second-stage variables associated with
the system operation under uncertainty such as
production and consumption levels, load shed-
ding, and network-related variables.
xm Vector of operation-related variables under the
worst case identified at iteration m.
y Vector of uncertain generation capacities and
demands used for the analogy with structural
reliability methods.
D. Functions
Φ(·) Cumulative distribution function of the standard
normal distribution.
cO,min(·) Minimum operating cost.
cO,wc(·) Worst-case operating cost.
fobj(·) Objective function of the analogous problem.
E. Others
η Vector of dual variables associated with the
constraints fixing the values of d.
µ Dual variable of the analogous problem.
CMP Approximation of the optimal total cost provided
by the master problem.
CSP Approximation of the optimal total cost provided
by the subproblem.
2z Vector of perturbations associated with the affine
mapping of d.
I. INTRODUCTION
DECISION making associated with the investment in thetransmission network plays a key role in power system
planning in both centralized and competitive frameworks.
This paper addresses the transmission network expansion
planning problem under correlated uncertainty. Transmission
network expansion planning consists in determining how to
expand and reinforce the transmission network in order to
meet the future demand with the available generation assets
[1]. The thrust of this paper is the integration of the two
main uncertainty sources characterizing this planning problem,
namely demand and available generation capacity. Uncertain
demand growth has been the primary driver of conventional
transmission network expansion planning models. Within the
current context where the growing installation of renewable-
based generation assets comes into play, network planners also
face unprecedented levels of uncertainty related to available
generation capacity. Moreover, due to their strong relation
to meteorological phenomena, the spatial correlations of re-
newable energy sources and demand consumptions within a
given geographical area may be significant [2]–[4]. Thus, this
paper is devoted to accounting for the effect of such correlated
uncertainty on transmission network investment decisions.
Researchers have begun to examine two-stage adaptive
robust optimization [5] as a suitable framework to handle
uncertainty in the transmission network expansion planning
problem [6]–[12]. Wu et al. [6] applied adjustable robust
optimization to the transmission network expansion planning
problem under uncertain nodal demands. The resulting trilevel
program was addressed by a greedy randomized adaptive
search procedure relying on the duality-based transformation
of the second-stage max-min problem to a nonlinear single-
level equivalent, which was solved by a modified branch-
and-bound algorithm. Jabr [7] extended the model described
in [6] to include uncertain renewable-based generation and
a cardinality uncertainty set where uncertainty budgets were
introduced to control the conservativeness of the fluctuation-
interval-based uncertainty characterization. Jabr proposed the
application of Benders decomposition, which involved the
iterative solution of a master problem and a max-min subprob-
lem associated with the second stage. The original max-min
subproblem was cast as a single-level equivalent relying on
mixed-integer linear programming. Chen et al. [8] analyzed the
same problem presented in [7] using a polyhedral uncertainty
set and two different criteria, namely minimax cost and
minimax regret. The resulting trilevel robust counterparts were
addressed by the column-and-constraint generation algorithm
[13], thereby also involving the iterative solution of a master
problem and a max-min subproblem associated with the sec-
ond stage. The max-min subproblem was transformed into an
equivalent mixed-integer linear program using Karush-Kuhn-
Tucker optimality conditions. Ruiz and Conejo [9] addressed
essentially the same planning model analyzed in [7] and [8]
with the methodology described in [8], albeit for a differ-
ent polyhedral uncertainty set. Mı´nguez and Garcı´a-Bertrand
[10] proposed a column-and-constraint generation algorithm
relying on the duality-based single-level transformation of the
resulting max-min subproblem to effectively solve the robust
counterparts modeled in [7]–[9] for the cardinality uncertainty
set used in [7]. Using the formulation and the column-and-
constraint generation algorithm presented in [10], Mı´nguez
et al. [11] developed a block coordinate descent method for
the subproblem, which was suitable for practical instances.
Finally, Zhang and Conejo [12] described a robust planning
model incorporating both long- and short-term uncertainties. In
[12], the solution approach relied on a column-and-constraint
generation algorithm wherein the resulting bilinear subprob-
lem associated with the second stage was solved by an outer
approximation.
In [6]–[12], the optimal expansion plan considers the worst-
case realization of uncertain parameters in a user-defined
set, referred to as uncertainty set. Thus, uncertain parameters
representing uncertain nodal demands and generation capac-
ities are modeled as decision variables. Such an endogenous
characterization of uncertainty gives rise to a robust coun-
terpart that is formulated as a mixed-integer trilevel program
where first-stage decisions are associated with the upper-
level problem whereas the second stage corresponds to the
two lowermost optimizations. The upper level determines the
least-cost investment decisions while considering the operation
under all uncertainty realizations within a pre-specified uncer-
tainty set. For a given upper-level decision vector, the middle
level identifies the worst-case parameter values maximizing
the operating cost. Finally, the lower level models the least-
cost system operation for the investment decisions and the
uncertainty realizations determined in the upper and middle
level, respectively. Unfortunately, available robust models for
transmission network expansion planning [6]–[12] rely on
cardinality and polyhedral uncertainty sets disregarding the
correlation of uncertain parameters. It is worth mentioning that
the correlation of wind power generation [2], [3] and demand
[4] may play a crucial role when investment decisions are
involved.
Motivated by the modeling limitation characterizing previ-
ously reported robust models [6]–[12], this paper is focused
on the proposal of a novel two-stage adaptive robust approach
for transmission network expansion planning where correlated
uncertainty sources are explicitly accounted for. As a salient
modeling aspect, rather than using previous cardinality and
polyhedral uncertainty sets, the proposed approach relies on
an ellipsoidal uncertainty set based on the first and second
moments of the probability distribution of the uncertain param-
eters, i.e., mean or forecast values and the variance-covariance
matrix [14]–[16].
The consideration of an ellipsoidal uncertainty set gives
rise to two major modifications with respect to the trilevel
robust counterparts addressed in [6]–[12]: 1) nonlinear terms
are part of the middle-level problem, and 2) an equivalent
discrete representation of the uncertainty set can no longer
be obtained. The solution to this type of trilevel programs
constitutes a challenging field that is still unsolved by the
operations research community. Note that the unavailability of
a binary-variable-based equivalent for uncertain demands and
3generation capacities precludes the application of the solution
approaches previously reported in [6]–[12].
As a salient methodological feature, this paper proposes
a novel nested decomposition approach involving two loops.
In the outer loop, the original problem is decomposed into
a master problem and a subproblem through a column-and-
constraint generation algorithm [13]. The inner loop is devoted
to the solution of the max-min subproblem at each iteration of
the outer loop. Due to the use of an ellipsoidal uncertainty set,
the second-stage problem and hence the max-min subproblem
are analogous to an instance of mathematical programming
arising in structural reliability, for which a decomposition
technique was developed in [17]. Using this analogy, the
inner loop comprises the application of such a decomposition
method to the max-min subproblem.
Similar to previous works [6]–[12], global optimality is
not guaranteed and a measure of the distance to the global
optimum is not provided. This drawback is overcome here by
restarting the inner loop so that most of the solution space is
searched. The proposed multi-start decomposition framework
allows avoiding local optima, eventually reaching the global
optimum. Moreover, the above analogy allows straightfor-
wardly assessing the quality of the solution of the inner loop
through an out-of-sample assessment based on Monte Carlo
simulation. Thus, the proposed technique represents a valuable
approximation in the absence of exact solution methodologies.
Admittedly, alternative uncertainty sets, such as the poly-
hedral instances applied in [18]–[23] for robust generation
scheduling and dispatch, can be used to incorporate correlation
in robust transmission network expansion planning. Bearing in
mind that, to the best of the authors’ knowledge, this is the
first attempt to address robust transmission network expansion
planning under correlated uncertainty, the adoption of an
ellipsoidal rather than polyhedral uncertainty set is motivated
by the following three reasons:
1) The correlation structure of uncertain parameters is con-
sidered through their variance-covariance matrix, which
can be obtained in a straightforward and simple way.
2) The level of conservativeness is easily controlled by
a single parameter, which is beneficial for practical
implementation purposes.
3) Relevant and methodologically advantageous findings of
structural reliability are leveraged. Such findings enable:
a) The development of a computationally efficient
and scalable solution approach, wherein one of the
optimization problems that are iteratively solved
has an analytical solution.
b) The informed choice for the conservativeness pa-
rameter.
c) The validation of the solution quality based on an
out-of-sample assessment relying on Monte Carlo
simulation.
Such motivations are backed by the numerical experience
reported in this paper, where we show the performance of
the proposed approach with several case studies including a
practical benchmark based on the Polish 2383-bus system.
The major contributions of this paper are as follows:
1) We propose a novel two-stage adaptive robust opti-
mization model with an ellipsoidal uncertainty set for
transmission network expansion planning that allows
incorporating correlated uncertainty.
2) Based on our numerical experience, we show that dis-
regarding the effect of correlated uncertainty may lead
to suboptimality.
3) We describe the relevant analogy between the second
stage and a certain class of mathematical programs that
are of interest within the context of structural reliability.
This analogy allows quantifying the solution quality.
4) We present a novel nested approach combining
the column-and-constraint generation algorithm and
a decomposition-based method previously applied to
structural reliability analysis. Note that the structural
reliability problems upon which our work is built involve
a single optimization level. Thus, the proposed approach
represents an original extension of the application scope
of structural reliability methods to a multilevel decision-
making framework.
The remainder of the paper is structured as follows. Sec-
tion II presents the proposed two-stage robust planning model.
Section III describes the analogy between the second-stage
problem and an instance of mathematical programming used
in structural reliability. Section IV is devoted to the solution
approach. In Section V, numerical results are provided and
analyzed. Relevant conclusions are drawn in Section VI.
Finally, the Appendix provides a detailed formulation of the
lower-level problem.
II. PROPOSED MODEL
Using a compact formulation, this section presents an ellip-
soidal uncertainty set suitable for the correlation of uncertainty
sources followed by the proposed robust counterpart for trans-
mission network expansion planning under uncertainty.
A. Ellipsoidal Uncertainty Set
Network planners face two main sources of uncertainty,
namely generation capacities dG and demands dD, which
are hereinafter represented by the uncertain parameter vector
d = (dG, dD)T . Based on [15], we propose modeling the cor-
related uncertainty of such parameters through an ellipsoidal
uncertainty set, denoted by D, which can be expressed using
the Mahalanobis distance as follows:
D =
{
d :
(
d− d¯
)T
(Σ)
−1 (
d− d¯
)
≤ β2
}
. (1)
The ellipsoidal uncertainty set formulated in (1) features two
advantages over the cardinality and polyhedral uncertainty sets
used in existing robust counterparts for transmission expansion
planning [6]–[12], namely 1) correlation is precisely accounted
for through the variance-covariance matrix Σ, thereby al-
lowing a more realistic characterization of uncertainty, and
2) a single nonnegative conservativeness parameter, β, is
considered, thereby enabling a simpler control of the degree
of robustness.
B. Compact Problem Formulation
Under the worst-case setting featured by adjustable robust
optimization [5], the proposed robust expansion planning
model determines the optimal network investment decisions in
4the first stage, i.e., before the realization of uncertainty, while
accounting for the optimal reaction against uncertainty in the
second stage. The proposed two-stage robust counterpart can
be cast as the following trilevel program:
Minimize
v
CL
T
v + σcO,wc(v) (2)
subject to:
CL
T
v ≤ Π (3)
v ∈ {0, 1} (4)
where cO,wc(v) is provided by:
cO,wc(v) = Maximize
d
cO,min(v,d) (5)
subject to:
(
d− d¯
)T
(Σ)
−1 (
d− d¯
)
≤ β2 (6)
and where cO,min(v,d) is obtained from:
cO,min(v,d) = Minimize
x
bTx (7)
subject to:
x ∈ Ω(v,d). (8)
Note that the upper-level problem (2)–(4) represents the first
stage, whereas the two lowermost optimization levels (5)–(8)
model the second stage.
The upper-level problem (2)–(4) determines the optimal
expansion plan v minimizing a composite objective function
comprising the investment cost and the worst-case operating
cost subject to an investment budget (3) and the integrality of
v (4). The scaling factor σ is used to make investment and
worst-case operating costs comparable quantities.
The second-stage max-min problem (5)–(8) provides the
worst-case operating cost, cO,wc(v). In the middle-level prob-
lem (5)–(6), the maximization of the minimum operating
cost in (5) identifies the vector of worst-case uncertainty
realizations d within the ellipsoidal uncertainty set (6). In
turn, the lower-level problem (7)–(8) provides the vector of
operating decisions x minimizing the operating cost (7) over
the feasibility space (8) for given vectors v and d. As is
customary in the related literature [6]–[12], the lower-level
problem (7)–(8) is a linear program parameterized in terms of
v and d. For quick reference, a detailed formulation of the
lower-level problem (7)–(8) can be found in the Appendix.
An important feature of problem (5)–(8) is that, as per (7)–
(8), cO,min(v,d) is a monotonically increasing function of
dD and a nonincreasing function of dG. As a consequence, as
expression (6) represents a boundary for d, such a constraint
holds as an equality at the optimum.
III. ANALOGY BETWEEN THE SECOND-STAGE PROBLEM
AND STRUCTURAL RELIABILITY ANALYSIS
A relevant analogy can be drawn between the second-stage
problem (5)–(8) and the following mathematical program:
Minimize
y
fobj(y) =
(
y − d¯
)T
(Σ)
−1 (
y − d¯
)
(9)
subject to:
cO,min(v,y) ≥ cO,wc(v) : µ (10)
where y denotes a vector of decision variables modeling
uncertain parameters, cO,wc(v) represents the optimal value of
the objective function maximized in (5), µ is the dual variable
associated with (10), and cO,min(v,y) is obtained from:
cO,min(v,y) = Minimize
x
bTx (11)
subject to:
x ∈ Ω(v,y). (12)
Expressions (9)–(10) correspond to the formulation associ-
ated with the structural reliability First-Order-Second-Moment
approach [24]. This method only uses the first two moments of
the probability distribution of the uncertain parameters (mean
and variance-covariance), which is equivalent to assuming that
uncertain parameters are normally distributed. The First-Order-
Second-Moment approach can be used to estimate the proba-
bility of obtaining an operating cost not exceeding cO,wc(v).
Hereinafter, this probability is referred to as confidence level.
Bearing in mind that, in general, the minimum operating cost
cO,min(v,y) is a piecewise linear function with respect to
vector y, the confidence level can be estimated approximately
as [24]:
Prob
(
cO,min(v,y) ≤ cO,wc(v)
)
∼= Φ
(√
fobj(yˆ)
)
(13)
where yˆ is the optimal solution to problem (9)–(12) and, as per
(9), the optimal value of the objective function is fobj(yˆ) =(
yˆ − d¯
)T
(Σ)
−1 (
yˆ − d¯
)
.
As explained in [24], the First-Order-Second-Moment
method provides an approximation of the confidence level due
to the simplification adopted in the probability calculation and
the use of only the first two moments of the probability distri-
bution of the uncertain parameters. Although (13) constitutes
an approximation, it is a good estimate which improves its
accuracy as the value of
√
fobj(yˆ) increases, as is shown in
the computational experiments.
Analogously to problem (5)–(8), constraint (10) holds as an
equality at the optimal solution to problem (9)–(12), yˆ. Thus,
in case no degeneracy exists for cO,min(v, yˆ), yˆ must sat-
isfy the following Karush-Kuhn-Tucker necessary optimality
conditions:
∇y
{(
y − d¯
)T
Σ
−1
(
y − d¯
)}∣∣∣
yˆ
+µ∇y
{
cO,min(v,y)
}∣∣
yˆ=0
(14)
cO,min(v, yˆ)− cO,wc(v) = 0 (15)
where we are taking into consideration that the conservative-
ness parameter β is positive. It is worth mentioning that β = 0
represents the deterministic case for which conditions (14)
and (15) do not hold. In this case, the only feasible solution
corresponds to the expected values yˆ = d¯, which is not of
interest within a robust framework.
Note that (14) can be equivalently cast as:
1
µ
∇y
{(
y − d¯
)T
Σ
−1
(
y − d¯
)}∣∣∣
yˆ
+∇y
{
cO,min(v,y)
}∣∣
yˆ = 0.
(16)
Moreover, from (9):
(
yˆ − d¯
)T
(Σ)
−1 (
yˆ − d¯
)
− fobj(yˆ) = 0. (17)
5d1
Maximize cost
 cO,min(v,d) 
d2
d
Feasible region
defined by 
constraint (6)
(b) Cost maximization in problem (5)
_
(8)
d1
Increasing 
cost direction
d2
d
(a) Second-stage problem (5)
_
(8)
Expected value
Optimal solution
cO,wc(v)-contour
β -ellipsoid
(c) Mahalanobis distance minimization in problem (9)
_
(12)
y1=d1
y 2
=
d
2
d
Feasible region
defined by 
constraint (10)
Minimize 
Mahalanobis
distance
Fig. 1. Graphical interpretation of the analogy.
According to [25], expressions (16) and (17) correspond to
the Karush-Kuhn-Tucker necessary optimality conditions for
the middle-level problem (5)–(6) if the following conditions
hold:
1) The vector of decision variables y becomes d so that
yˆ = dˆ.
2) The gradient of the minimum operating cost
cO,min(v,y) with respect to y particularized at
yˆ, i.e., ∇y
{
cO,min(v,y)
}∣∣
yˆ is unique so that no
degeneracy exists.
3) β2 = fobj(yˆ) = fobj(dˆ).
In such a case, using (13), Φ(β) represents an approximate
estimation for the confidence level associated with the optimal
solution to (5)–(8), i.e., Prob(cO,min(v,d) ≤ cO,wc(v)).
The analogy between the second-stage problem and struc-
tural reliability analysis is graphically illustrated in Fig. 1 for
a two-dimensional example. In the three subplots of Fig. 1,
the solid gray line represents the contour of the optimal
cost cO,wc(v) in (5) and (10), whereas the solid black line
represents the ellipsoid with Mahalanobis distance equal to
β defined by constraint (6). Analogously, dashed gray and
black lines represent other cost contours and ellipsoids, respec-
tively. In Fig. 1(a), the optimal solution to problem (5)–(8) is
represented in the space of uncertain parameters d. Fig. 1(b)
shows how the optimal solution to problem (5)–(8) is achieved
by maximizing cO,min(v,d) within the feasible region (gray
shaded area) defined by the ellipsoid associated with (6). As
can be observed in Fig. 1(c), the same solution can be attained
by minimizing the Mahalanobis distance in (9) within the
feasible region (gray shaded area) defined by constraint (10).
The relevance of the above analogy for the solution of the
original problem (2)–(8) is twofold. First, we can benefit from
the availability of a solution procedure, as described in Section
IV. In addition, the solution to the second stage represents
an approximation of the value-at-risk (or quantile) of the
minimum operating cost associated with a confidence level
given by Φ(β). Such a probabilistic interpretation is useful for
the network planner in order to make an informed decision on
the choice for the conservativeness parameter β. Moreover, the
solution quality of the second stage can be straightforwardly
validated by an out-of-sample assessment based on Monte
Carlo simulation. Due to the use of the approximate expression
(13), the confidence level resulting from the out-of-sample
assessment may differ from the estimation provided in (13).
Thus, the difference represents an indicator of the quality of
the approximation and the appropriateness of the selected β.
IV. SOLUTION APPROACH
This section describes the novel two-loop approach pro-
posed to address problem (2)–(8). The outer loop consists in
the application of the column-and-constraint generation algo-
rithm to the original trilevel robust counterpart, thereby giving
rise to the iterative solution of a single-level master problem
and a max-min subproblem. The inner loop is another iterative
procedure whereby the max-min subproblem at each outer-
loop iteration is approximately solved by the decomposition-
based method described in [17].
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The master problem constitutes a relaxation for problem
(2)–(8) where a set of valid operating constraints are iteratively
added. The addition of such constraints, which are set up
with information from the subproblem, allows obtaining a
more robust expansion plan at each iteration. At iteration k
of the column-and-constraint generation algorithm, the master
problem is formulated as the following mixed-integer linear
program:
Minimize
α,v,xm
CL
T
v + σα (18)
subject to:
Constraints (3)–(4) (19)
α ≥ bTxm;m = 1, . . . , k − 1 (20)
xm ∈ Ω(v,d
(m));m = 1, . . . , k − 1 (21)
α ≥ 0 (22)
where the additional vectors of decision variables xm corre-
sponding to x are associated with the uncertainty realizations
identified by the subproblem at iteration m through d(m).
The objective function (18) is identical to (2) except for the
last term, where cO,wc(v) is replaced with its approximation
α. Expression (19) includes the upper-level constraints. As
per (20), the operating cost corresponding to the uncertainty
realizations identified at iteration m represents a lower bound
for α. Constraints (21) correspond to lower-level constraints
(8). Finally, the nonnegativity of α is imposed in (22).
B. Subproblem
At each iteration k of the column-and-constraint gener-
ation algorithm, the subproblem determines the worst-case
uncertainty realizations yielding the maximum value of the
minimum operating cost for a given upper-level decision
provided by the previous master problem. Mathematically, the
subproblem is a max-min problem comprising the second-
stage problem (5)–(8) parameterized in terms of the given
upper-level decision variables v(k).
Here, we propose solving such a bilevel problem through
a decomposition-based method that was originally devised to
deal with an instance of mathematical programming arising in
structural reliability similar to (9)–(10), as explained in [17].
Thus, extending the application scope of this technique to han-
dle a max-min problem constitutes a relevant methodological
contribution of this work.
Based on [17], the proposed method involves the iterative
solution of two optimization problems: 1) the subproblem for
middle-level variables, wherein lower-level variables x are
fixed in the max-min subproblem; and 2) the subproblem
for lower-level variables, wherein middle-level variables d are
fixed in the max-min subproblem.
By fixing d in the max-min subproblem at iteration k of the
column-and-constraint generation algorithm, the subproblem
for lower-level variables at iteration ν of the inner loop is
formulated as the following linear program:
cO,min(v(k),d(ν)) = Minimize
d,x
bTx (23)
subject to:
x ∈ Ω(v(k),d) (24)
d = d(ν) : η (25)
where the vector of dual variables η represents the sensitivities
of the optimal value of the objective function minimized in
(23), i.e., the minimum operating cost cO,min(v(k),d(ν)), with
respect to infinitesimal perturbations of the fixed vector of
uncertainty realizations. As can be observed, problem (23)–
(25) comprises expressions (23) and (24), corresponding to
the lower-level problem (7)–(8) for given upper-level decisions
v(k), as well as expression (25) whereby middle-level variables
d are fixed.
Following the steps described in [17], the fixed values of
middle-level variables used in problem (23)–(25) result from
the optimal solution to the previous subproblem for middle-
level variables. Note also that the application of the decom-
position method presented in [17] relies on the availability
of an analytical expression for the minimum operating cost,
cO,min(v,d), in terms of middle-level variables, d. In the
absence of such an expression in the max-min subproblem,
at each iteration of the inner loop, the subproblem for middle-
level variables is built upon the first-order Taylor series
approximation of the minimum operating cost around the
uncertainty realizations identified at the previous iteration.
Thus, at iteration ν of the inner loop, the subproblem for
middle-level variables is cast as follows:
Maximize
d
cO,min(v(k),d(ν−1)) + η(ν−1)
T
(d− d(ν−1))
(26)
subject to:
(
d− d¯
)T
(Σ)
−1 (
d− d¯
)
≤ β2. (27)
The approximate minimum operating cost maximized in
(26) is based on the optimal minimum operating cost
cO,min(v(k),d(ν−1)) and the sensitivity vector η(ν−1) pre-
viously obtained from (23)–(25). The maximization of the
approximate minimum operating cost is subject to middle-level
constraint (6), as formulated in (27).
Based on [26], the analytical solution to problem (26)–(27)
is given by:
d = d¯+ β
Ση(ν−1)√
η(ν−1)
T
Ση(ν−1)
. (28)
Once initial values for middle-level variables d are selected,
the inner loop iteratively solves the linear program (23)–(25)
and the analytical expression (28) equivalent to (26)–(27),
which are both computationally inexpensive. This iterative
process terminates when the minimum operating cost remains
unchanged within a user-defined tolerance.
Due to the nonconvexity of the max-min subproblem, the
inner loop only guarantees the attainment of a suboptimal
solution, which corresponds to a local optimum in case no
degeneracy exists, i.e., if the gradient of the minimum op-
erating cost is unique. Note that this type of local solution
7corresponds to the minimum of a linear cost function with
one convex equality constraint, for which their gradients being
parallel is the necessary and sufficient condition for local
optimality. Nevertheless, if the iterative algorithm converges
to a solution where degeneracy occurs, neither local nor
global optimality can be ascertained but the algorithm might
still provide appropriate solutions. In fact, the probability
approximation (13) still holds. Thus, the proposed nested
decomposition provides a lower bound for the optimal solution
to the original trilevel problem. To verify the quality of the
solution, different initial conditions have been tested for the
inner loop. Our computational experience described in Section
V revealed fast convergence and consistent results.
C. Algorithm
The proposed nested decomposition works as follows:
1) Initialization of the outer loop.
• Set the iteration counter of the outer loop k to 1.
• Set the initial expansion plan v(k) = 0.
2) Initialization of the inner loop. Set the iteration counter
of the inner loop ν to 1 and select initial values for d(ν).
3) Solution of problem (23)–(25). Solve problem (23)–
(25) for the given expansion plan v(k) and given d(ν).
This step provides η(ν) and cO,min(v(k),d(ν)). An
approximation of the optimal value of the total cost
minimized in (2) can be computed as CSP = CL
T
v(k)+
σcO,min(v(k),d(ν)).
4) Update of the iteration counter of the inner loop. In-
crease the iteration counter ν ← ν + 1.
5) Solution of problem (26)–(27). Solve problem (26)–(27)
for given d(ν−1) and η(ν−1) through the equivalent
analytical expression (28). This step provides d(ν).
6) Inner-loop convergence checking. If uncertain parame-
ters do not change sufficiently, i.e., ||d(ν) − d(ν−1)|| ≤
ǫIL, then set d(k) ← d(ν) and go to step 7; otherwise,
go to step 3.
7) Update of the iteration counter of the outer loop. In-
crease the iteration counter k ← k + 1.
8) Master problem solution. Solve the master problem
(18)–(22) for given d(m), m = 1, . . . , k − 1. This step
provides v(k), α, and an approximation of the optimal
value of the total cost, namely CMP = CL
T
v(k) + σα.
9) Outer-loop convergence checking. If a solution with a
level of accuracy ǫOL has been found, i.e., (CSP −
CMP)/CSP ≤ ǫOL, the algorithm stops; otherwise, go
to step 2.
V. NUMERICAL RESULTS
Results from three case studies are presented in this section.
An illustrative example built on that described in [10] is
first analyzed. The second case study is based on a modified
version of the extended IEEE 118-bus system [27]. Finally,
a benchmark based on the Polish 2383-bus system [28] is
examined. For the sake of reproducibility, input data for the
case studies can be downloaded from [29]. This repository
also includes a figure depicting the 118-bus system. Both the
illustrative and 118-bus test systems have been analyzed using
synthetic data based on reality. Regarding the case study based
on the Polish 2383-bus test system, we use wind data from
27 real locations in Spain where wind farms are installed,
whereas demand correlation is synthetically generated using
real correlation values from the Australian system [4]. In
addition, numerical testing has been conducted for several
values of the conservativeness parameter β.
Based on the analogy presented in Section III, it is possible
to gain confidence about the quality of the solution provided
by the inner loop by an out-of-sample assessment relying on
Monte Carlo simulation. To that end, for the expansion plan
associated with each value of β, the lower-level problem (7)–
(8) has been solved for 10000 random samples of correlated
uncertainty realizations d, thereby giving rise to a distribution
function of sampled operating costs. The random values for d
were generated using the following affine mapping [15]:
d = d¯+Lz (29)
where the mapping matrix L was obtained from the Cholesky
factorization of the variance-covariance matrix Σ = LLT ,
whereas the values of the perturbation vector z were randomly
sampled from an independent standard normal distribution.
Thus, the quality of the subproblem solutions attained by
the proposed approach is measured by the relative difference
between Φ(β) and the probability that the sampled operating
costs do not exceed the worst-case operating cost determined
by the inner loop of the nested decomposition. Such a proba-
bility is hereinafter referred to as sampled confidence level.
For assessment purposes, we have also implemented the
proposed approach while neglecting correlation in the opti-
mization process. In other words, in spite of the existence of
generation and demand correlations, their effect is disregarded
in the decision-making problem, as done in available models
for robust transmission network expansion planning [6]–[12].
To that end, all off-diagonal entries of the variance-covariance
matrix are set to 0.
Simulations have been implemented on a Dell PowerEdge
R920X64 with four Intel R© Xeon R© E7-4820 processors at 2.00
GHz and 768 GB of RAM using CPLEX 12.6 under GAMS
24.2 [30]. For all simulations, ǫIL, ǫOL, and the optimality
tolerance for the branch-and-cut algorithm of CPLEX were
set at 10−8, whereas, as done in [9], σ was set equal to the
number of hours in one year, i.e., 8760.
A. Illustrative Example
The first test system comprises 6 buses, 3 generating units,
5 loads, and 6 existing lines (Fig. 2). As described in [29],
a $4-million investment budget is imposed and each pair
of buses can be connected by three lines at most, which
amounts to 39 candidate lines. All demands and generation
capacities are sources of uncertainty. Fig. 2 shows the mean or
forecast values of demand and generation capacities. Demand
correlation is accounted for as given in Table I, whereas a
positive linear correlation between generating units located at
buses 1 and 3 is considered. To that end, three correlation
coefficients, namely 0.5, 0.7, and 0.9, have been examined. In
addition, three values of the conservativeness parameter β have
8Bus  4
Bus 2
Bus  5
Bus 3
Bus   6
80 M W
160 MW
350 M W
40 MW
240 M  W
600 M W
240 M W
Bus 1
150 M W
Existing lines
New lines disregarding correlation
New lines considering correlation
Fig. 2. Illustrative example – Expansion plans for β = 2.33 and COR = 0.9.
TABLE I
ILLUSTRATIVE EXAMPLE – DEMAND CORRELATION MATRIX
Bus 1 2 3 4 5
1 1.0 0.7 0.6 0.5 0.8
2 0.7 1.0 0.8 0.8 0.7
3 0.6 0.8 1.0 0.5 0.8
4 0.5 0.8 0.5 1.0 0.5
5 0.8 0.7 0.8 0.5 1.0
TABLE II
ILLUSTRATIVE EXAMPLE – INVESTMENT COSTS, SCALED WORST-CASE
OPERATING COSTS, AND SAMPLED CONFIDENCE LEVELS
Disregarding correlation Considering correlation
β
COR
IC SOC
SCL
IC SOC
SCL
(Φ(β)) (106 $) (106 $) (106 $) (106 $)
0.84
0.5 2.70 333.73 0.65 3.09 345.14 0.79
(0.80)
0.7 2.70 333.73 0.65 3.09 346.08 0.80
0.9 2.70 333.33 0.65 3.09 346.99 0.81
1.28
0.5 2.70 348.14 0.77 3.67 365.51 0.90
(0.90)
0.7 2.70 348.14 0.77 3.67 366.94 0.91
0.9 2.70 348.14 0.77 3.67 368.33 0.96
2.33
0.5 3.28 382.37 0.96 3.86 1206.55 0.99
(0.99)
0.7 3.28 382.37 0.96 3.86 960.97 0.99
0.9 3.28 382.37 0.96 3.86 1781.68 0.99
been analyzed, namely 0.84, 1.28, and 2.33, which correspond
to Φ(β) equal to 0.80, 0.90, and 0.99, respectively.
For all instances, convergence was attained after 5 outer-
loop iterations at most in less than 5 s. The results are sum-
marized in Tables II and III, where COR stands for generation
correlation coefficient, IC and SOC respectively denote the
investment cost, CL
T
v, and the scaled worst-case operating
cost, σcO,wc(v), provided by the nested decomposition, and
SCL represents the sampled confidence level for the worst-
case operating cost.
From Table II, the main observations are as follows:
1) Investment costs and worst-case operating costs incurred
when correlation is properly considered are respectively
greater than or equal to those obtained when such a
modeling aspect is ignored. This result may misleadingly
suggest that the investment plans obtained disregarding
TABLE III
ILLUSTRATIVE EXAMPLE – QUANTILES OF SCALED OPERATING COSTS
RESULTING FROM THE OUT-OF-SAMPLE ASSESSMENT (106 $)
Disregarding correlation Considering correlation
Confidence level Confidence level
β
COR 0.50 0.80 0.90 0.99 0.50 0.80 0.90 0.99
(Φ(β))
0.84
0.5 321.66 359.21 1974.15 8242.63 320.24 345.63 1337.56 7933.45
(0.80)
0.7 321.63 358.31 1960.74 8252.21 320.18 345.58 1293.96 7952.65
0.9 321.76 358.03 1990.51 8655.98 320.22 345.60 1340.14 8306.57
1.28
0.5 321.66 359.21 1974.15 8242.63 312.67 341.51 363.28 5959.08
(0.90)
0.7 321.63 358.31 1960.74 8252.21 312.57 341.70 362.57 5821.00
0.9 321.76 358.03 1990.51 8655.98 312.82 335.22 348.29 386.31
2.33
0.5 322.66 349.76 365.10 1413.26 321.64 348.13 363.27 404.26
(0.99)
0.7 322.50 349.91 365.28 1491.43 321.61 348.14 363.20 407.62
0.9 322.65 350.12 365.42 1536.34 321.75 348.42 363.24 407.77
correlation are convenient. However, such solutions are
suboptimal, as indicated by SCL being significantly
lower than the corresponding expected confidence levels
given by Φ(β).
2) When correlation is considered, small differences are
observed between the sampled confidence levels and
the corresponding values of Φ(β), thereby revealing
the high accuracy of the resulting worst-case operating
costs. Note that, in general, such differences decrease
as β grows, reaching negligible values for the most
conservative instance. Moreover, such errors are signif-
icantly lower than those incurred when correlation is
disregarded. These results evidence the need for properly
modeling correlation in case it exists as well as the
suitability of the proposed approach to address the max-
min subproblem.
3) As expected, the higher the conservativeness parameter
β is, the higher the total cost is.
As illustrated in Table III, the out-of-sample assessment
based on Monte Carlo simulation is also useful to show
the advantages of considering correlated uncertainty over
disregarding correlation, as done in existing robust expansion
planning models [6]–[12]. For the investment solutions to all
instances, Table III lists the scaled values of the sampled
operating costs for confidence levels equal to 0.50, 0.80,
0.90, and 0.99 and the same conservativeness parameters
and correlation coefficients analyzed in Table II. As can be
observed, accounting for correlation gives rise to lower Φ(β)-
quantiles. Note that reduction factors of up to 95.5% are
reached, as is the case for β = 1.28 and a confidence level
equal to 0.99. Overall, considering correlation is economically
appealing as it yields the lowest values for the sum of IC
and the Φ(β)-quantile. These results show the superiority of
the proposed approach over existing robust models neglecting
correlation, thereby corroborating the relevance of considering
such a practical modeling feature.
In order to show the impact of correlation on expansion
planning, a representative instance is selected corresponding
to β equal to 2.33 and a correlation coefficient equal to 0.9. For
such an instance, Fig. 2 depicts the expansion plans identified
by the proposed approach when correlation is disregarded in
9TABLE IV
IEEE 118-BUS SYSTEM – INVESTMENT COSTS, SCALED WORST-CASE
OPERATING COSTS, AND SAMPLED CONFIDENCE LEVELS
Disregarding correlation Considering correlation
β
COR
IC SOC
SCL
IC SOC
SCL
(Φ(β)) (106 $) (106 $) (106 $) (106 $)
0.84
0.5 5.80 2116.21 0.72 3.96 2078.04 0.75
(0.80)
0.7 5.80 2116.21 0.72 3.61 2079.01 0.75
0.9 5.80 2116.21 0.72 3.61 2079.40 0.75
1.28
0.5 5.15 2145.45 0.81 5.55 2102.21 0.88
(0.90)
0.7 5.15 2145.45 0.81 5.56 2102.33 0.90
0.9 5.15 2145.45 0.81 5.65 2102.60 0.88
2.33
0.5 7.71 2213.40 0.97 9.93 2166.77 0.99
(0.99)
0.7 7.71 2213.40 0.97 9.93 2168.40 0.99
0.9 7.75 2213.40 0.97 9.93 2170.01 0.99
TABLE V
IEEE 118-BUS SYSTEM – QUANTILES OF SCALED OPERATING COSTS
RESULTING FROM THE OUT-OF-SAMPLEASSESSMENT (106 $)
Disregarding correlation Considering correlation
Confidence level Confidence level
β
COR 0.50 0.80 0.90 0.99 0.50 0.80 0.90 0.99
(Φ(β))
0.84
0.5 2070.94 2142.99 2719.57 10898.60 2038.18 2094.41 3335.34 11008.10
(0.80)
0.7 2071.14 2143.34 2777.76 11145.90 2038.40 2094.32 3334.19 10730.30
0.9 2070.90 2142.60 2686.65 10820.50 2038.19 2093.91 3301.41 10655.10
1.28
0.5 2071.54 2141.18 2504.87 10580.60 2035.31 2077.96 2117.29 7778.03
(0.90)
0.7 2071.64 2141.65 2557.05 10781.70 2034.94 2075.84 2104.51 7783.56
0.9 2071.44 2140.85 2473.01 10467.80 2035.41 2078.64 2119.93 7982.29
2.33
0.5 2067.96 2123.67 2154.46 3617.70 2034.42 2071.80 2092.14 2168.53
(0.99)
0.7 2068.07 2124.06 2154.94 3795.07 2034.42 2071.87 2092.33 2171.60
0.9 2067.98 2123.54 2154.17 3484.76 2034.31 2071.72 2092.09 2167.83
the optimization process and when this modeling aspect is
properly accounted for. Neglecting correlation leads to the
construction of three lines in corridor 2-6, one line in corridor
3-5, and two lines in corridor 4-6. The investment cost is
equal to $3.28 million whereas the Φ(β)-quantile of the scaled
operating costs resulting from the out-of-sample assessment
amounts to $1536.34 million. Such a sampled estimation of
the scaled worst-case operating cost is 4 times larger than
the value provided by the optimization, i.e., $382.37 million,
due to the need for load shedding. In contrast, accounting for
correlation requires the construction of an additional line in
corridor 4-6 (Fig. 2). Note that the resulting 17.7% increase
in investment cost is clearly offset by the substantial 73.5%
reduction in the Φ(β)-quantile, which is as low as $407.77
million because load shedding is prevented.
B. IEEE 118-Bus System
The second case study comprises 118 buses, 40 conventional
generators, 40 wind farms, 91 loads, and 180 existing trans-
mission lines. A set of 72 candidate lines is available under
a $20-million investment budget. All demand consumptions
and all generation capacities of wind farms are uncertain.
System data can be found in [29]. A positive linear correlation
is considered between four pairs of generators, namely 11-
12, 36-78, 40-41, and 79-80. Additionally, the demands of
consecutively numbered buses are positively correlated. For
the sake of simplicity, a correlation coefficient equal to 0.5 is
used for demands.
Tables IV and V summarize the results attained for the
same conservativeness parameters and generation correlation
coefficients analyzed in the illustrative example. For all in-
stances, convergence was achieved after 7 outer-loop iterations
at most in less than 4 hours. From Tables IV and V, the main
observations are as follows:
1) For β = 0.84, both investment and worst-case operating
costs incurred when correlation is properly considered
are lower than those obtained when such a modeling as-
pect is ignored. This result reveals the beneficial impact
of accounting for correlation. According to the results
given in Table V, the solution considering correlation is
indeed advantageous over that disregarding correlation
for quantiles less than or equal to the selected confidence
level Φ(β). For quantiles of higher confidence levels,
larger operating costs may be attained as the investment
reduction comes at the expense of increasing the oper-
ating cost in the upper tail of its distribution. Note that
this result is consistent with the choice for β.
2) For β = 1.28 and β = 2.33, the consideration
of correlation gives rise to higher investment costs.
Notwithstanding, such a cost increase is offset by the re-
duction in worst-case operating costs. The results shown
in Table V confirm that expansion plans considering
correlation are economically more convenient because
all cost quantiles are lower than those obtained while
disregarding correlation.
3) As compared with the model disregarding correlation,
considering this practical aspect yields values of SCL
closer to the desired Φ(β) and hence more accurate
worst-case operating costs. Moreover, as β increases,
the accuracy of the worst-case operating costs improves
as the gap between SCL and the corresponding Φ(β) is
reduced.
4) As expected, as the conservativeness parameter β grows,
so does the total cost.
As an example, for β = 2.33 and a generation correlation
coefficient equal to 0.9, the 0.99-quantile of the sampled oper-
ating costs for the expansion plan identified when correlation
is considered is 1.6 times lower than that achieved when
correlation is disregarded (Table V). This is so because the
$9.93 million investment resulting from considering correla-
tion is sufficient to prevent the need for load shedding under
correlated uncertainty. Unfortunately, disregarding correlation
gives rise to optimistic solutions which assume that no load
shedding occurs when indeed it does. As shown in Table V,
the Φ(β)-quantile of the scaled operating costs resulting from
the out-of-sample assessment for the expansion plan identified
while disregarding correlation, $3484.76 million, represents
a $1316.93 million increase over that associated with the
solution considering correlated uncertainty, $2167.83 million.
Such an increase in the Φ(β)-quantile substantially exceeds
the $2.18 million reduction in the investment cost (Table IV),
thus backing the need for properly accounting for correlation.
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COR 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
1 1.00 0.27 0.06 0.88 0.19 0.39 0.66 0.76 0.63 0.50 0.44 0.45 0.48 0.49 0.34 0.28 0.33 0.21 0.19 0.27 0.76 0.71 0.56 0.81 0.73 0.37 0.75
2 0.27 1.00 0.34 0.36 0.11 0.12 0.44 0.27 0.32 0.25 0.25 0.27 0.26 0.25 0.11 -0.01 0.54 0.12 0.12 0.27 0.25 0.23 0.28 0.16 0.23 0.16 0.20
3 0.06 0.34 1.00 0.12 0.01 -0.07 0.20 0.02 0.12 -0.02 -0.02 0.04 0.01 0.00 -0.02 -0.10 0.23 -0.04 -0.01 0.06 0.06 -0.00 0.09 0.01 -0.01 0.03 0.00
4 0.88 0.36 0.12 1.00 0.20 0.35 0.70 0.73 0.65 0.53 0.45 0.47 0.51 0.49 0.34 0.24 0.42 0.21 0.19 0.32 0.73 0.65 0.53 0.72 0.67 0.37 0.70
5 0.19 0.11 0.01 0.20 1.00 -0.05 0.17 0.23 0.27 0.23 0.24 0.25 0.22 0.26 0.33 0.51 0.24 -0.01 0.02 0.65 0.28 0.23 0.23 0.23 0.21 0.73 0.17
6 0.39 0.12 -0.07 0.35 -0.05 1.00 0.34 0.41 0.31 0.52 0.57 0.53 0.51 0.53 0.17 0.11 0.18 0.69 0.66 0.18 0.30 0.34 0.13 0.39 0.39 0.14 0.49
7 0.66 0.44 0.20 0.70 0.17 0.34 1.00 0.74 0.83 0.59 0.47 0.58 0.60 0.50 0.34 0.09 0.56 0.26 0.26 0.33 0.62 0.61 0.50 0.59 0.65 0.32 0.72
8 0.76 0.27 0.02 0.73 0.23 0.41 0.74 1.00 0.80 0.60 0.50 0.52 0.57 0.53 0.43 0.32 0.39 0.25 0.24 0.34 0.75 0.85 0.56 0.78 0.88 0.43 0.91
9 0.63 0.32 0.12 0.65 0.27 0.31 0.83 0.80 1.00 0.56 0.46 0.55 0.55 0.50 0.44 0.23 0.47 0.21 0.21 0.35 0.67 0.67 0.54 0.66 0.69 0.43 0.75
10 0.50 0.25 -0.02 0.53 0.23 0.52 0.59 0.60 0.56 1.00 0.65 0.71 0.96 0.60 0.36 0.15 0.36 0.49 0.43 0.48 0.50 0.46 0.29 0.50 0.52 0.40 0.63
11 0.44 0.25 -0.02 0.45 0.24 0.57 0.47 0.50 0.46 0.65 1.00 0.74 0.65 0.84 0.27 0.22 0.44 0.60 0.57 0.44 0.40 0.43 0.26 0.42 0.46 0.43 0.51
12 0.45 0.27 0.04 0.47 0.25 0.53 0.58 0.52 0.55 0.71 0.74 1.00 0.75 0.72 0.29 0.10 0.46 0.57 0.55 0.47 0.43 0.41 0.25 0.44 0.46 0.42 0.56
13 0.48 0.26 0.01 0.51 0.22 0.51 0.60 0.57 0.55 0.96 0.65 0.75 1.00 0.60 0.34 0.11 0.38 0.50 0.44 0.47 0.49 0.43 0.28 0.48 0.48 0.39 0.61
14 0.49 0.25 0.00 0.49 0.26 0.53 0.50 0.53 0.50 0.60 0.84 0.72 0.60 1.00 0.29 0.25 0.48 0.49 0.50 0.41 0.44 0.46 0.31 0.46 0.49 0.44 0.54
15 0.34 0.11 -0.02 0.34 0.33 0.17 0.34 0.43 0.44 0.36 0.27 0.29 0.34 0.29 1.00 0.40 0.15 0.05 0.03 0.35 0.43 0.35 0.26 0.42 0.36 0.43 0.42
16 0.28 -0.01 -0.10 0.24 0.51 0.11 0.09 0.32 0.23 0.15 0.22 0.10 0.11 0.25 0.40 1.00 0.14 -0.03 -0.01 0.26 0.34 0.39 0.28 0.36 0.35 0.52 0.29
17 0.33 0.54 0.23 0.42 0.24 0.18 0.56 0.39 0.47 0.36 0.44 0.46 0.38 0.48 0.15 0.14 1.00 0.19 0.22 0.33 0.32 0.36 0.35 0.23 0.36 0.29 0.33
18 0.21 0.12 -0.04 0.21 -0.01 0.69 0.26 0.25 0.21 0.49 0.60 0.57 0.50 0.49 0.05 -0.03 0.19 1.00 0.93 0.22 0.16 0.18 0.05 0.20 0.23 0.09 0.31
19 0.19 0.12 -0.01 0.19 0.02 0.66 0.26 0.24 0.21 0.43 0.57 0.55 0.44 0.50 0.03 -0.01 0.22 0.93 1.00 0.23 0.14 0.18 0.05 0.17 0.22 0.12 0.28
20 0.27 0.27 0.06 0.32 0.65 0.18 0.33 0.34 0.35 0.48 0.44 0.47 0.47 0.41 0.35 0.26 0.33 0.22 0.23 1.00 0.33 0.28 0.25 0.27 0.28 0.70 0.29
21 0.76 0.25 0.06 0.73 0.28 0.30 0.62 0.75 0.67 0.50 0.40 0.43 0.49 0.44 0.43 0.34 0.32 0.16 0.14 0.33 1.00 0.71 0.68 0.90 0.72 0.45 0.73
22 0.71 0.23 -0.00 0.65 0.23 0.34 0.61 0.85 0.67 0.46 0.43 0.41 0.43 0.46 0.35 0.39 0.36 0.18 0.18 0.28 0.71 1.00 0.62 0.73 0.96 0.41 0.79
23 0.56 0.28 0.09 0.53 0.23 0.13 0.50 0.56 0.54 0.29 0.26 0.25 0.28 0.31 0.26 0.28 0.35 0.05 0.05 0.25 0.68 0.62 1.00 0.56 0.60 0.35 0.50
24 0.81 0.16 0.01 0.72 0.23 0.39 0.59 0.78 0.66 0.50 0.42 0.44 0.48 0.46 0.42 0.36 0.23 0.20 0.17 0.27 0.90 0.73 0.56 1.00 0.75 0.43 0.79
25 0.73 0.23 -0.01 0.67 0.21 0.39 0.65 0.88 0.69 0.52 0.46 0.46 0.48 0.49 0.36 0.35 0.36 0.23 0.22 0.28 0.72 0.96 0.60 0.75 1.00 0.40 0.86
26 0.37 0.16 0.03 0.37 0.73 0.14 0.32 0.43 0.43 0.40 0.43 0.42 0.39 0.44 0.43 0.52 0.29 0.09 0.12 0.70 0.45 0.41 0.35 0.43 0.40 1.00 0.39
27 0.75 0.20 0.00 0.70 0.17 0.49 0.72 0.91 0.75 0.63 0.51 0.56 0.61 0.54 0.42 0.29 0.33 0.31 0.28 0.29 0.73 0.79 0.50 0.79 0.86 0.39 1.00
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VI. CONCLUSION
The consideration of some relevant information about uncer-
tainty characterization in robust models for transmission net-
work expansion planning is not explored yet in the literature.
In this paper, the correlation between uncertain parameters has
been explicitly considered to provide a least-cost expansion
plan based on two-stage adaptive robust optimization. To that
end, previously used cardinality and polyhedral uncertainty
sets have been replaced with an ellipsoidal uncertainty set re-
lying on the variance-covariance matrix of uncertain nodal net
injections. The second stage of the proposed robust counterpart
features a relevant analogy with the mathematical program-
ming problem associated with the First-Order-Second-Moment
method from structural reliability. Based on this analogy, the
resulting trilevel program is solved by the combined use of a
column-and-constraint generation algorithm and a decomposi-
tion technique successfully applied in structural reliability. The
proposed method is suitable for real-life large-scale systems.
Moreover, such an analogy is useful for validation purposes
and to provide the planner with guidelines on the choice of
the conservativeness parameter.
From numerical results, the following conclusions are
drawn:
1) The proposed approach is able to capture the impact of
correlation on power system planning.
2) Incorporating correlation is relevant in terms of invest-
ment plans, thereby confirming the findings of [4].
3) Expansion plans neglecting correlation are optimistic
and underestimate load shedding.
4) The higher the conservativeness parameter β is, the
higher the total cost is.
5) Solutions considering correlation yield lower Φ(β)-
quantiles of sampled operating costs than those obtained
when such a modeling aspect is ignored.
6) Considering correlation usually results in higher invest-
ment costs than those obtained disregarding correlation.
In those cases, the probability distribution of sampled
operating costs is shifted to the left with respect to that
when correlation is ignored.
7) In case investment plans considering correlation are
cheaper than those disregarding correlation, only the
probability distribution of sampled operating costs below
the desired confidence level Φ(β) is shifted to the left.
This result comes at the expense of increasing the
operating costs for higher quantiles.
The proposed approach features three main limitations,
namely 1) the model only uses information about the first
two moments of the probability distribution of the uncertain
parameters, 2) an approximation of the confidence level is
provided, and 3) the lack of guaranteed convergence to global
optimality of the inner loop does not ensure the attainment of
global optimality. Further work will address such limitations
along with the characterization of correlated uncertainty via
polyhedral uncertainty sets such as those used for robust
generation scheduling and dispatch. Another interesting av-
enue of research is the improvement of the accuracy of the
approximation provided by the First-Order-Second-Moment
method for non-symmetrical mixed random variables such as
the maximum wind power production.
APPENDIX
This Appendix provides the detailed formulation of the
lower-level problem (7)–(8) presented in Section II-B. For
further details, the interested reader is referred to [11].
A. Nomenclature
1) Sets:
ΩD Set of indexes j of loads.
ΩDn Set of indexes j of loads connected to bus n.
ΩG Set of indexes i of generating units.
ΩGn Set of indexes i of generating units connected to
bus n.
ΩL Set of indexes l of existing transmission lines.
ΩL
+
Set of indexes l of candidate transmission lines.
ΩN Set of indexes n of buses.
2) Constants:
CGi Production cost coefficient of unit i.
CUj Load-shedding cost coefficient of load j.
fr(l) Sending or origin bus of line l.
P
L
l Power flow capacity of line l.
to(l) Receiving or destination bus of line l.
xl Reactance of line l.
3) Upper-Level Variables:
vl Construction status of candidate line l which is
equal to 1 if the line is built, being 0 otherwise.
4) Middle-Level Variables:
pDj Demand of load j.
pGi Generation capacity of unit i.
5) Lower-Level Variables:
θn Phase angle at bus n.
pGi Power output of unit i.
pLl Power flow through line l.
pUj Unserved demand of load j.
B. Problem Formulation
Based on [11], the lower-level problem (7)–(8) is formulated
as follows:
Minimize
θn,p
G
i
,pL
l
,pU
j
∑
i∈ΩG
CGi p
G
i +
∑
j∈ΩD
CUj p
U
j (30)
subject to:∑
i∈ΩGn
pGi +
∑
j∈ΩDn
pUj +
∑
l∈(ΩL∪ΩL+ )|to(l)=n
pLl
−
∑
l∈(ΩL∪ΩL+ )|fr(l)=n
pLl =
∑
j∈ΩDn
pDj ; ∀n ∈ Ω
N (31)
pLl =
1
xl
(θfr(l) − θto(l)); ∀l ∈ Ω
L (32)
pLl =
vl
xl
(θfr(l) − θto(l)); ∀l ∈ Ω
L+ (33)
− P
L
l ≤ p
L
l ≤ P
L
l ; ∀l ∈ (Ω
L ∪ ΩL
+
) (34)
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0 ≤ pGi ≤ p
G
i ; ∀i ∈ Ω
G (35)
0 ≤ pUj ≤ p
D
j ; ∀j ∈ Ω
D. (36)
Problem (30)–(36) is driven by the minimization of the
operating cost (30) for the values of vl determined in the upper
level and the values of pDj and p
G
i identified in the middle
level. Expressions (31)–(34) model the effect of the network
including nodal power balances (31), line flows through ex-
isting lines (32), line flows through candidate lines (33), and
line flow limits (34). Constraints (35) set the generation limits.
Finally, constraints (36) impose bounds on load shedding.
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