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Abstract
In this study, we present a transfer learning method for gesture classification via an inductive and supervised transductive 
approach with an electromyographic dataset gathered via the Myo armband. A ternary gesture classification problem is 
presented by states of ’thumbs up’, ’thumbs down’, and ’relax’ in order to communicate in the affirmative or negative in a 
non-verbal fashion to a machine. Of the nine statistical learning paradigms benchmarked over 10-fold cross validation (with 
three methods of feature selection), an ensemble of Random Forest and Support Vector Machine through voting achieves the 
best score of 91.74% with a rule-based feature selection method. When new subjects are considered, this machine learning 
approach fails to generalise new data, and thus the processes of Inductive and Supervised Transductive Transfer Learning are 
introduced with a short calibration exercise (15 s). Failure of generalisation shows that 5 s of data per-class is the strongest 
for classification (versus one through seven seconds) with only an accuracy of 55%, but when a short 5 s per class calibra-
tion task is introduced via the suggested transfer method, a Random Forest can then classify unseen data from the calibrated 
subject at an accuracy of around 97%, outperforming the 83% accuracy boasted by the proprietary Myo system. Finally, a 
preliminary application is presented through social interaction with a humanoid Pepper robot, where the use of our approach 
and a most-common-class metaclassifier achieves 100% accuracy for all trials of a ‘20 Questions’ game.
Keywords Gesture classification · Human-robot interaction · Electromyography · Machine learning · Transfer learning · 
Inductive transfer learning · Supervised transductive transfer Learning · Myo armband · Pepper robot
1 Introduction
Within a social context, the current state of Human-Robot 
Interaction is arguably most often concerned with the 
domain of verbal, spoken communication. That is, the tran-
scription of spoken language to text, and further Natural 
Language Processing (NLP) in order to extract meaning; 
this framework is oftentimes multi-modally combined with 
other data, such as the tone of voice, which too carries useful 
information. With this in mind, a recent National GP Survey 
carried out in the United Kingdom found that 125,000 adults 
and 20,000 children had the ability to converse in British 
Sign Language (BSL) (Ipsos 2016), and of those surveyed, 
15,000 people reported it as their primary language. With 
those statistics in mind, this shows that those 15,000 people 
only have the ability to directly converse with approximately 
0.22% of the UK population. This argues for the importance 
of non-verbal communication, such as through gesture.
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To answer in the affirmative, negative, or to not answer 
at all are three very important responses when it comes to 
meaningful conversation, especially in a goal-based sce-
nario. In this study, a ternary classification experiment is 
performed towards the domain of non-verbal communication 
with robots; the electromyographic signals produced when 
performing a thumbs up, thumbs down, and resting state 
with either the left or right arms are considered, and statis-
tical classification techniques are benchmarked in terms of 
validation, generalisation to new data, and transfer learning 
to better generalise to new data in order to increase reli-
ability to within the realms of classical speech recognition. 
That is, to reach interchangeable accuracies between the two 
domains and thus enable those who do not have the ability of 
speech to effectively communicate with machines.
The main contributions of this work are as follows:
• An original dataset is collected from five subjects for 
three-class gesture classification.1 A ternary classifica-
tion problem is thus presented; thumbs up, thumbs down, 
and relaxed.
• A feature extraction process retrieved from previous work 
is used to extract features from electromyographic waves, 
the process prior to this has only been explored in elec-
troencephalography (EEG) and in this work is adapted 
for electromyographic gesture classification.2
• Multiple feature selection algorithms and statistical/
ensemble classifiers are benchmarked in order to derive 
a best statistical classifier for the ground truth data.
• Multiple best-performing models attempt to predict new 
and unseen data towards the exploration of generalisa-
tion, which ultimately fails. Findings during this experi-
ment show that 15 s (5 s per class) performs considerably 
better than 3, 6, 9, 12, 18, and 21 s of data. Model gener-
alisation only slightly outperforms random guessing.
• Failure of generalisation is then remedied through the 
suggestion of a calibration framework via inductive and 
supervised transductive transfer learning. Inspired by 
the findings of the experiment described in the previous 
point, models are then able to reach extremely high clas-
sification ability on further unseen data presented post-
calibration. Findings show that although a confidence-
weighted Vote of Random Forest and Support Vector 
Machine performed better on the original, full dataset, 
the Random Forest alone outperforms this method for 
calibration and classification of unseen data (97% vs. 
95.7% respectively).
• Finally, a real-time application of the work is preliminary 
explored. Social interaction is enabled with a humanoid 
robot (Softbank’s Pepper) in the form of a game, through 
gestural interaction and subsequent EMG classification 
of the gestures in order to answer yes/no questions while 
playing 20 Questions.
In order to present the aforementioned findings in a struc-
tured manner, exploration and results are presented in chron-
ological order, since a failed generalisation experiment is 
then remedied with the aid of the findings through limita-
tion. The remainder of this article is structured as follows: 
firstly, important state-of-the-art work within the field of 
gesture recognition and electromyography are presented 
in Sect. 2, along with important background information 
regarding Feature Selection and Machine Learning tech-
niques explored within this study. Section 3 then outlines 
the processes followed towards dataset acquisition, feature 
extraction, experimental methodologies, as well as important 
hyperparameters and hardware information required for rep-
licability of the experiments. Results and discussion are then 
presented in Sect. 4, followed by a preliminary application 
of the findings in Sect. 5. Finally, possible future works are 
discussed in Sect. 6 with regards to the limitations of this 
work and a final conclusion of the findings presented.
2  Background
In this section, state-of-the-art literature in electromyo-
graphic gesture classification are considered. Additionally, 
a short overview of the statistical techniques are given.
Fig. 1  The MYO EMG Armband (Thalmic Labs)
1 Available online, https ://www.kaggl e.com/birdy 654/emg-gestu re-
class ifica tion-thumb s-up-and-down/ Last Accessed: 25/02/2020.
2 Available online, https ://githu b.com/jorda n-bird/eeg-featu re-gener 
ation / Last Accessed: 25/02/2020.
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2.1  EMG gesture classification and calibration
The MYO Armband, as shown in Fig. 1, is a device com-
prised of 8 electrodes ergonomically designed to read 
electromyographic data from on and around the arm by an 
embedded chip within the device. Researchers have noted 
the MYO’s quality as well as its ease of availability to both 
researchers and consumers (Rawat et al. 2016), and is thus 
recognised as having great potential in EMG-signal based 
experiments. In this section, notable state-of-the-art litera-
ture is presented within which the MYO armband has suc-
cesfully provided EMG data for experimentation.
The Myo Armband was found to be accurate enough to 
control a robotic arm with 6 Degrees of Freedom (DoF) 
with similar speed and precision to the controlling subject’s 
movements (Widodo et al. 2018). In this work, researchers 
found an effective method of classification through the train-
ing of a novel Convolutional Neural Network (CNN) archi-
tecture at a mean accuracy of 97.81%. A related study, also 
performing classification with CNN succesfully classified 
9 physical movements from 9 subjects at a mean accuracy 
of 94.18% (Mendez et al. 2017); it must be noted, that in 
this work, the model was not tested for generalisation abil-
ity. This has shown to be important in this study, since the 
strongest method for classification of the dataset was ulti-
mately weaker than another model when it came to transfer 
of ability to unseen data.
Researchers have noted that gesture classification with 
Myo has real-world application and benefits (Kaur et al. 
2016), showing that physiotherapy patients often exhibit 
much higher levels of satisfaction when interfacing via EMG 
and receiving digital feedback (Sathiyanarayanan and Rajan 
2016). Likewise in the medical field, Myo has shown to be 
competitively effective with far more expensive methods 
of non-invasive electromyography in the rehabilitation of 
amputation patients (Abduo and Galster 2015), and follow-
ing this, much work has explored the application of gesture 
classification for the control of a robotic hand (Ganiev et al. 
2016; Tatarian et al. 2018). Since the armband is worn on 
the lower arm, the goal of the robotic hand is to be teleoper-
ated by non-amputees and likewise to be operated by ampu-
tation patients in place of the amputated hand. Work from 
the United States has also shown that EMG classification is 
useful for exercises designed to strengthen the glenohumeral 
muscles towards rehabilitation in Baseball (Townsend et al. 
1991).
Recently, work in Brazilian Sign Language classifica-
tion via the Myo armband found high classification ability 
of results through a Support Vector Machine on a 20-class 
problem (Abreu et al. 2016). Researchers noted ’substantial 
limitations’ in the form of realtime classification applica-
tion and generalisation, with models performing sub-par on 
unseen data. For example, letters A, T, and U had worthless 
classification abilities of 4%, 4%, and 5% respectively. This 
work aims to set out to both train models, and also explore 
methods of generalisation to new, unseen data in real-time. 
The Myo armband’s proprietary framework, through a short 
exercise, boasts up to an 83% real-time classification abil-
ity. Although seemingly relatively high, this margin of error 
that is a statistical risk in 17% of cases prevents the Myo 
from being deployed in situations where such a rate of error 
is unacceptable and considered critical. Though it may be 
considered acceptable to possibly miscommunicate 17% of 
the time in sign language dictation, this error rate would 
unacceptable, for example, for the control of a drone where 
a physical risk is presented. Thus, the goal of many works is 
to improve this ability. In terms of real-time classification, 
there are limited works, and many of them suggest a system 
of calibration during short exercises (similarly to the Myo 
framework) in order to fine-tune a Machine Learning model. 
In  (Benalcázar et al. 2017), authors suggested a solution 
of a ten second exercise (5, 2 s activities) in order to gain 
89.5% real-time classification accuracy. This was performed 
through K-Nearest Neighbour (KNN) and the Dynamic Time 
Warping (DTW) algorithms. EMG has also been applied to 
other bodily surfaces for classification, for example, to the 
face in order to classify emotional response based on mus-
cular activity(Tan et al. 2012).
In 2017, researchers found that certain early layers of a 
CNN could be applied to unseen subjects when further train-
ing is performed on subsequent layers of the network on new 
subject data (Côté-Allard et al. 2019). This study showed not 
only that a physical task (’pick up the cube’) could be com-
pleted on average in less time than with joystick hardware, 
but that the transfer learning process allowed for 97.81% 
classification accuracy of the EMG data produced by the 
movements of 17 individual subjects. It must be noted, 
that this deep learning technique (along with some afore-
mentioned) is heavy in terms of resource usage (Shi et al. 
2016), and thus, in this study, classical statistical methods 
are explored which require far fewer resources to train and 
classify data. This paradigm is followed in order to allow 
autonomous machines (usually operating a single CPU) the 
ability to perform training, calibration, and classification 
without the need for comparatively more expensive GPU 
capabilities, or access to a cloud system with similar means.
Discrimination of affirmative and negative responses 
in the form of thumbs up and thumbs down was shown to 
be possible in a related study (Huang et al. 2015b), within 
which the two actions were part of a larger eight-class data-
set which achieved 87.6% on average for four individual 
subjects. Linear Discriminant Analysis (LDA) was used to 
classify features generated by a sliding window of 200ms 
in size with a 50ms overlap technique similar to that fol-
lowed in this work; the features were mean absolute value, 
waveform length, zero crossing and sign slope change for the 
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EMG itself and mean value and standard deviation observed 
by the accelerometer. In  (Huang et al. 2015a), researchers 
followed a similar process of the classification of minute 
thumb movements when using an Android mobile phone. 
Results showed that accuracies of 89.2% and 82.9% are 
achieved for a subject holding a phone and not holding a 
phone respectively when 2 s of EMG data is classified with 
a K-Nearest Neighbour (KNN) classification algorithm. A 
more recent work explored the preliminary applications of 
image enhancement to surface electromyographs show-
ing their potential to improve the classification of muscle 
characteristics(ul Islam et al. 2019).
Calibration in the related works, where performed, are 
through the process of Inductive Transfer Learning (ITL) 
and Supervised Transductive Transfer Learning (STTL). 
According to  (Pan and Yang 2009) and  (Arnold et al. 2007), 
ITL is the process satisfied when the source domain labels 
are available as well as the target labels, this is leveraged in 
the calibration stage, in which the gesture being performed 
is known. STTL is the process in which the source domain 
labels are available but the target is not, this is the validation 
stage in this study, when a calibrated model is benchmarked 
on further unknown data during application of a calibrated 
model. Transfer learning is the process of knowledge transfer 
from one learned task to another (Zhuang et al. 2019), in 
this study, it is shown to be difficult to generalise a model 
to new subjects and thus application of a model to new data 
is considered a task to be solved by transfer learning; trans-
fer learning often shows strong results in the application of 
gesture classification in related state-of-the-art works (Liu 
et al. 2010; Goussies et al. 2014; Costante et al. 2014; Yang 
et al. 2018; Demir et al. 2019).
Numerous open issues arising from this literature review 
can be observed, and this is experiment seeks to address 
said issues: 
1. Often, only one method of Machine Learning is applied, 
and thus different statistical techniques are rarely com-
pared as benchmarks on the same dataset.
• In this work, many statistical techniques of feature 
selection and machine learning are applied in order 
to explore the abilities of each in EMG classification.
2. Very little exploration of generalisation has been per-
formed, researchers usually opt to present classification 
ability of a dataset and there is a distinct lack of explora-
tion when unseen subjects are concerned. This is impor-
tant for real-world application.
• In this work, models attempt to classify data gath-
ered from new subjects and experience failure. This 
is further remedied by the suggestion of a short cali-
bration task, in which the generalisaton then succeeds 
through the process of inductive transfer learning and 
transductive transfer learning.
3. When applications are presented, there is often a lack of 
exposition in the real-time results for that application.
• In this work, where real-world, real-time applications 
are concerned, classification abilities are given at each 
step where required. This is important for exploration 
of ability, and thus, exploration of areas for future 
work.
2.2  Selected feature selection algorithms
Feature selection is the process of reducing a dataset’s 
dimensionality in order to reduce the complexities of 
machine learning algorithms while still effectively main-
taining effective classification ability (Dash and Liu 1997; 
Guyon and Elisseeff 2003). Thus, the main goal of feature 
selection is to disregard worthless attributes that have no 
bearing on class, and if stricter rules are in place, to also 
disregard those with very little classification ability which is 
not considered worth their contribution to model complex-
ity. In this section, the chosen feature selection algorithms 
employed within this study are described.3
Information Gain is the scoring of an attribute’s classi-
fication ability in regards to comparing a change in entropy 
when said attribute is used for classification (Kullback and 
Leibler 1951). The entropy measured for a specific attribute 
is given as:
That is, the Entropy E is the sum of the probability mass 
function of the value p times by its negative logarithm. The 
change in entropy (Information Gain) when different attrib-
utes are observed for classification thus allow for scoring 
of ability.
Symmetrical Uncertainty is a method of dimensional-
ity reduction by comparison of two attributes in regards 
to classification entropy and Information Gain given a 
pair (Gel’Fand and Yaglom 1959; Piao et al. 2019). This 
allows for comparative scores to be applied to attributes 
within the vector. For attributes X and Y, Symmetrical 
Uncertainty is given as:










3 For the One Rule Feature Selection process, please see Sect. 2.3.
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2.3  Selected machine learning algorithms
A Machine Learning (ML) algorithm, in general terms, is 
the process of building an analytical or predictive model 
with inspiration from labelled (known) data (Bishop 2006; 
Michie et  al. 1994). The process of classification is to 
develop rules to label unseen (validation) data based on seen 
(training) data. This section details the general background 
of the learning models selected in this study. A wide range of 
models are chosen in order to explore the differing abilities 
of multiple statistical techniques.
One Rule classification is an extremely simplistic process 
in order to generate a best-fit ruleset based on one attrib-
ute. A single attribute is identified as the best for classifica-
tion, and rules are generated based upon it, that is, effective 
splits to disseminate the data object (eg. for an attribute a, 
IF a > 10 THEN Class = Y  , IF a > 10 THEN Class = Z)
Decision Trees are tree-like branched data structures, 
where at each node, a conditional control statement is used 
to provide a rule based on attribute values where an end node 
without connections represents a class (Pal 2005). Classifi-
cation follows a process of cascading the data objects from 
start to end of the tree and their predicted class is given 
as the one reached. Fitness of a tree layout is given as the 
entropy within the end nodes and their classified instances4. 
A Random Decision Tree (RDT) with parameter K will 
select K random attributes at each node and develop split-
ting rules based on them (Prasad et al. 2006). The model is 
simple since no pruning is performed and thus an overfitted 
tree is produced to classify all input data points, therefore 
cross-validation is used to create an average of the best per-
forming random trees, or with a testing set of unseen data.
Support Vector Machines (SVM) classify data points by 
optimising a data-dimensional hyperplane to most aptly 
separate them, and then classifying based on the distance 
vector measured from the hyperplane (Cortes and Vapnik 
1995). Optimisation follows the goal of the average mar-
gins between points and the separator to be at the maxi-
mum possible value. Generation of an SVM is performed 
through Sequential Minimal Optimisation (SMO), a high-
performing algorithm to generate and implement an SVM 
classifier (Platt 1998). To perform this, the large optimi-
sation problem is broken down into smaller sub-problems, 
these can then be solved linearly. For multipliers a, reduced 
constraints are given as:
(3)
0 ≤ a1, a2 ≤ C,
y1, a1 + y2, a2 = k,
where there are data classes y and k are the negative of the 
sum over the remaining terms of the equality constraint.
Naive Bayes is a probabilistic model given by Bayes’ The-
orem which aims to find the posterior probability for a num-
ber of different hypotheses, then select the hypothesis with 
the highest probability. The posterior probability is given by:
Where P(h|d) is the probability of hypothesis h given the 
data d, P(d|h) is the probability of data d given that the 
hypothesis h is true. P(h) is the probability of hypothesis h 
being true and P(d) = P(d|h)P(h) is the probability of the 
data. The algorithm assumes each probability value as con-
ditionally independent for a given target (ergo naive), cal-
culated as P(d1|h)P(d2|h) and so on. Despite its simplicity, 
related work has shown its effectiveness in some complex 
problems (Wood et al. 2019), showing that Naive Bayes clas-
sification achieves 96% in negative predicted value with the 
Wisconsin breast cancer data set.
Bayesian Networks are graphic probabilistic models that 
satisfy the local Markov property, and are used for computa-
tion of probability. This network is a Directed Acyclic Graph 
(DAG) in which each edge is a conditional dependency, and 
each node corresponds to a unique random variable and is 
conditionally independent of its non-descendants. Thus the 
probability of an arbitrary event N = (n1, ..., nk) can be com-
puted as P(X) =∏k
i=1
P(Xi�Xi, ...,Xi−1).
Logistic Regression is a process of symmetric statis-
tics where a numerical value is linked to a probability of 
event occurring, ie. the number of driving lessons to pre-
dict pass or fail  (Walker and Duncan 1967). In a two class 
problem within a dataset containing i number of attrib-
utes and 훽 model parameters, the log odds l is derived via 
l = 훽0 +
∑x
i=0
훽i + xi and the odds of an outcome are shown 
through o = b훽0+
∑x
i=0
훽i+xi which can be used to predict an 
outcome based on previous observation.
Voting allows for multiple trained models to act as an 
ensemble through democratic or weighted voting. Each 
model will vote on their outcome (prediction) by way of 
methods such as simply applying a single vote or voting by 
weight of probability experienced from training and valida-
tion. The final decision of the model is the class receiv-
ing the highest number of votes or weighted votes, and is 
given as the outcome prediction. A Random Decision Forest 
(RDF) is an example of a voting model. A specified number 
of n RDTs are generated on randomly selected subsets of the 
input data (Bootstrap Aggregation), and produce an overall 
prediction by presenting the majority vote (Ho 1995).
(4)P(h|d) = P(d|h)P(h)
P(d)
4 For details on Information Gain, please see Sect. 2.2.
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3  Method
In this section, the methodology of the experiments in 
this study are described. Initially, data is acquired prior to 
the generation of a full dataset through feature extraction. 
Machine Learning paradigms are then benchmarked on the 
dataset, before the exploration of real-time classification of 
unseen data.
The experiments performed in this study were executed 
on a AMD FX-8520 eight-core processor with a clock speed 
of 3.8 GHz. In terms of software, the algorithms are exe-
cuted via the Weka API (implemented in Java). The machine 
learning algorithms are validated through a process of k-fold 
cross validation, where k is set to 10 folds. The voting pro-
cess is to vote by average probabilities of the models, since 
two models are considered and thus a democratic voting 
process would result in a tie should the two models disagree.
3.1  Data acquisition
The Myo Armband records EMG data at a rate of 200 Hz 
via 8 dry sensors worn on the arm, and it also has a 9-axis 
Inertial Measurement Unit (IMU) performing at a sample 
rate of 50 Hz. For this study, data acquisition is performed 
with 5 subjects, which are three males and two females (aged 
22–40). For model generalisation, 4 more subjects ware 
taken into account, of which two of them are new subjects 
and two are performing the movements again. The gestures 
performed were, thumbs up, thumbs down, and resting (a 
neutral gesture in which the subject is asked to rest their 
hand). For training, 60 s of forearm muscle activity data 
was recorded for each arm (two minutes, per subject, per 
gesture). In the case of benchmark data, the muscle waves 
were recorded in intervals of 1–7 s each.
3.2  Feature extraction
In this study, time series are considered through a sliding 
window technique in order to generate statistics and thus 
extract features or attributes from the 8-dimensional data. 
Related work in biological signal processing argues for the 
need of feature extraction prior to data mining(Mendoza-
Palechor et al. 2019; Seo et al. 2019) This is performed due 
to wave data being complex and temporal in nature and thus 
single points are difficult to classify (since they depend on 
both past and future events). The feature extraction process 
in this study is based on previous works with electroenceph-
alographic signals (Bird et al. 2018, 2019)5, which have been 
noted to bare some similarity to EMG signals (Grosse et al. 
2002). A general overview of the process is as follows:
Initially, a sliding window of length 1s at an overlap of 
0.5s divides the data into short wave segments.
For each time window, the following is performed:
• Considering the full time window, the following statistics 
are measured:
– The mean and standard deviation of the wave.
– The skewness and kurtosis of each signal (Zwillinger 
and Kokoska 2000).
– The maximum and minimum values.
– The sample variances of each signal, plus the sample 
covariances of all pairs of waves (Montgomery and 
Runger 2010).
– The eigenvalues of the covariance matrix (Strang 
2006).
– The upper triangular elements of the matrix loga-
rithm of the covariance matrix (Chiu et al. 1996).
– The magnitude of the frequency components of each 
signal by Fast Fourier Transform (FFT) (Van Loan 
1992).
– The frequency values of the ten most energetic com-
ponents of the FFT, for each signal.
• Considering the two 0.5s windows produced due to offset 
(overlap of two 1s windows resulting in 0.5s windows):
– The change in both the sample means and in the sam-
ple standard deviations between the 1st and 2nd 0.5s 
windows.
– The change in both the maximum and minimum val-
ues between the first and second 0.5s windows.
• Considering the two 0.25 s quarter windows produced 
due to offset:
– The mean of each each quarter-window.
– All paired differences of means between the quarter-
windows.
– The maximum (minimum) values of each quarter-
window, plus all paired differences of maximum 
(minimum) values between the quarter-windows.
Change in attributes is also treated as a feature, in which 
each window is passed the previous extracted value vector 
sans maximum, mean, and minimum values of quarter win-
dows. The first window does not receive this vector since no 
window preceded it.
Feature extraction thus produced a dataset of 2040 
numerical attributes from the 8 electrodes, of which there 
are 159 megabytes of data produced from the five subjects. 
A minor original contribution is also presented in the form 
5 Available online,
 https ://githu b.com/jorda n-bird/eeg-featu re-gener ation /
 Last Accessed: 25/02/2020
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of the application of these features to EMG data, since 
they have only been shown to be effective thus far in EEG 
signal processing.
3.3  Machine learning and benchmarking 
towards real‑time classification
Following data acquisition and feature extraction, multiple 
ML models are benchmarked in order to compare their 
classification abilities on the EMG data. The particularly 
strong models are then considered for generalisation and 
real-time classification.
In this work, two approaches towards real-time classi-
fication are explored. Small datasets are recorded sequen-
tially from four subjects, varying from lengths of 1 s, from 
1 to 7 s per class. These then constitute seven datasets per 
person {3,6..21}.
Initially, the best four models observed by the previous 
experiments are used to classify these datasets in order 
to derive the ideal amount of time that an action must be 
observed before the most accurate classification can be 
performed.
Following this, a method of calibration through transfer 
learning is also explored. The result from the aforemen-
tioned experiment (the ideal amount of observation time) 
is taken forward and, for each person, appended to the full 
dataset recorded for the classification experiments. Each 
of the chosen ML techniques are then retrained and used 
to classify further unseen data from said subject.
4  Results
In this section, the preliminary results from the experiments 
are given. Firstly, the chosen machine learning techniques are 
benchmarked in order to select the most promising method 
for the problem presented in this study. Secondly, generalisa-
tion of models to unseen data is benchmarked before a similar 
experiment is performed within which transfer learning is lev-
eraged to enable generalisation of models to new data through 
calibration to a subject.
4.1  Feature selection and machine learning
Table 1 shows the results of attribute selection performed on 
the full dataset of 2040 numerical attributes. One Rule fea-
ture selection found that the majority of attributes held strong 
One Rule classification ability, as is often expected (Ali and 
Smith 2006). Information Gain and Symmetrical Uncertainty 
produced slightly smaller datasets both of 1898, and it must 
be noted that the two datasets are comprised of differing 
attributes.
In Table 2, the full matrix of benchmarking results are pre-
sented. An interesting pattern occurs throughout all datasets, 
both reduced and full; an SVM is always the best single classi-
fier, scoring between 87.11 and 87.14%. Additionally, a voting 
ensemble of Random Forest and SVM always produce the 
strongest classifiers at results of between 91.3 and 91.74%. 
Interestingly, the One Rule dataset is slightly less complex 
than the full dataset but produces a slightly superior result. The 
Information Gain and Symmetrical Uncertainty datasets are far 
less complex, and yet are only behind the best One Rule score 
by 0.44% and 0.34% respectively. Logistic Regression on the 
whole dataset fails due to its high resource requirements, but 
is observed to be viable on the datasets that have been reduced.
Table 1  A comparison of the three attribute selection experiments
Note that Scoring methods are Unique and thus not Comparable 
between the Three
Method No. attributes 
selected
Max score Min score
One rule 2000 64.39 30.51
Information gain 1898 0.62 0.004
Symmetrical uncertainty 1898 0.32 0.003
Table 2  10-fold classification ability of both single and ensemble methods on the datasets
Voting does not include random tree due to the inclusion of random forest
Dataset Single Model Accuracy (%) Ensemble Model Accuracy (%)
OneR RT SVM NB BN LR RF Vote (best two) Vote (best three)
OneR 61.33 74.03 87.14 64.32 69.9 60.76 91.30 91.74 74.67
InfoGain 61.49 75.39 87.11 64.13 69.9 61.45 91.7 91.30 75.13
Symmetrical uncertainty 61.48 74.37 87.11 64.13 69.9 61.55 91.36 91.4 75.16
Whole dataset 61.33 74.09 87.14 64.32 69.9 x 91.3 91.71 74.72
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4.2  Benchmarking requirements for realtime 
classification
In this section, very short segments of unseen data are 
collected from four subjects in order to attempt to apply 
the previously generated models to new data. That is, to 
experiment on the generalisation ability or lack thereof of 
the models on the 5-subject dataset. Generalisation ini-
tially fails, but with the least catastrophic model in mind, 
leading the focus to calibration of a ’user’ in ideally short 
amounts of time via transfer learning.
When the best model from Table 2 is used, the ensemble 
vote of average probabilities between a Random Forest and 
SVM fails in being able to classify unseen data. Observe 
Fig. 2, in which 15 s of unseen data performs, on average, in 
excess of any other amount of data, but yet still only reaches 
a mean classification ability of 55.12% (which is unaccepta-
ble for a ternary classification problem).
In Fig. 3, the mean classification ability of other highly 
performing models from the previous experiment are given 
when unseen data are attemptedly classified. Likewise to the 
Vote model observed in Fig. 2, generalisation has failed for 
all models. Two interesting insights emerge from the failed 
experiments; firstly, 15 s of data (5 s per class) most often 
leads to the best limited generalisation as opposed to both 
shorter and longer experiments. Furthermore, the ability of 
the Random Forest can be seen to exceed all of the other 
three methods, suggesting that it is superior (albeit limited) 
when generalisation is considered.
As previously described, calibration is attempted through 
a short experiment. Due to the findings aforementioned, 15 s 
of known data (that is, requested during ’setup’) is collected. 































Fig. 2  Benchmarking of vote (Best Two) model generalisation abil-
ity for unseen data segments per subject, in which generalisation has 
failed due to low classification accuracies






















Vote (RF, SVM, BN)
Vote (RF, SVM)
Fig. 3  Initial pre-calibration mean generalisation ability of models 
on unseen data from four subjects in a three-class scenario. Time is 
given for total data observed Equally for three classes. Generalisation 
has failed
Table 3  Results of the models generalisation ability to 15 s of unseen 













 Vote (RF, SVM) 95.7
 Vote (RF, SVM, BN) 87.8
Table 4  Confusion matrix for the random forest once calibrated by 
the subject for 15 s when used to predict unseen data
Counts have been compiled from all subjects. Class imbalance occurs 
in real-time due to bluetooth sampling rate
Prediction Ground Truth
Rest Up Down
300 0 1 Rest
0 324 1 Up
0 19 376 Down
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These labelled data are then added to the training data, in 
order to expand knowledge at a personal level. Once this is 
performed, and the models are trained, they are then bench-
marked with a further unseen dataset of 15 s of data, again, 
5 s per class. No further training of models are performed, 
and they simply attempt to classify this unseen data. Table 3 
shows the abilities of all previously benchmarked models 
once the short calibration process is followed, with far 
greater success than observed in the previous failed experi-
ments, where those previous were benchmarked. As was 
conjectured from said failed experiments, the Random For-
est showed to be the most successful calibration experiment 
for generalisation towards a new subject. The error matrix 
for the best model is given in Table 4. The most difficult task 
was the prediction of ’thumbs down’, which, when a subject 
had a particularly smaller arm would sometimes be classi-
fied as a resting state. Observed errors are extremely low, 
and thus future work to explore this is suggested in Sect. 6.
5  Applications in human‑robot interaction
In this section, an application of the framework is presented 
in a HRI context. The Random Forest model observed to be 
the best model for generalisation in Sect. 4.2 is calibrated 
for 5 s per class in regards to the benchmark results, then 
enabling the subject to interact non-verbally with machines 
via EMG gesture classification. Note that only preliminary 
benchmarks are presented, and Sect. 6 details potential 
future work in this regard, that is, these preliminary activi-
ties are not considered the main contributions of this work 
which were presented in Sect. 4.
5.1  20 Questions with a humanoid robot opponent
20Q, or 20 Questions, is a digital game developed by Robin 
Burgener based on the 20th Century American parlor 
game of the same name and rules; it is a situational puzzle. 
Through Burgener’s algorithm, computer opponents play 
via the dissemination and subsequent strategy presented by 
an Artificial Neural Network (Burgener 2006, 2003). In the 
game between man and machine, the player thinks of an 
entity and the opponent is able to ask 20 yes/no questions. 
Through elimination of potential answers, the opponent is 
free to guess the entity that the player is thinking of. If the 
opponent cannot guess the entity by the end of the 20 ques-
tions, then the player has won.
In this application the 20 Questions game is played with 
a humanoid robot, Softbank Robotics’ Pepper. Initially, the 
subject is calibrated with 15 s of data (5 per class) added to 
the full dataset, due to the findings in this work. Following 
this, for every round of questioning, the robot will listen 
to 5 s of data from the player, perform feature generation, 
and finally will consider the most commonly predicted class 
from all data objects produced in order to derive the player’s 
answer. This process can be seen in Fig. 4 in which feedback 
is given during data classification. Two players each play 
two games each with the robot. Thus, the model used is a 
calibrated Random Forest (through inductive and transduc-
tive transfer learning) and a simple meta-approach of the 
most common class.
As can be seen in Table 5, results from the four games 
are given as average accuracy on a per-data-object basis, but 
the results of the game operate on the final column, EMG 
Predictions Accuracy, this is the measure of correct predic-
tions of thumb states by the most common prediction of all 
data objects generated over the course of data collection and 
feature generation. As can be observed, the high accuracies 
of per-object classification contribute towards perfect clas-
sification of player answers, all of which were at 100%.
6  Future work and conclusion
In the calibration experiment, error rates were found to 
be extremely low. Accuracy measurements exceeded the 
original benchmarks and thus further experimentation is 
required to explore this. Calibration was performed for a 
limited group of four subjects, further experimentation 
should explore a more general affect when a larger group of 
participants are considered.
Fig. 4  Softbank Robotics’ pepper robot playing 20 Questions with a 
human through real-time EMG signal classification
Table 5  Statistics from two games played by two subjects each
Average Accuracy is given as per-data-object, correct EMG predic-
tions are given as overall decisions
















1 96.9 96.5 96.7 100
2 97 97 97 100
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Towards the end of this work, preliminary benchmarks 
are presented for potential application of the inductive and 
supervised transductive transfer learning calibration process. 
The 20 Questions game with a Pepper Robot was possible 
with 15 s of calibration data and 5 s of answering time per 
question, and predictions were at 100% for two subjects in 
two different experimental runs. Further would could both 
explore more subjects as well as attempt to perform this 
task with shorter answering time, ie. a deeper exploration 
into how much data is enough for a confident prediction. For 
example, rather than the simplistic most common class Ran-
dom Forest approach, a more complex system of meta-clas-
sification could prove more useful as the pattern of error may 
be useful also for prediction; if this were so, then it stands to 
reason that confident classification could be enabled sooner 
than the 5 s mark. Additionally, when a a best-case para-
digm is confirmed, the method could then be compared to 
other sensory techniques such as image/video classification 
for gesture recognition. Furthermore, should said method 
be also viable, then a multi-modal approach could also be 
explored in order to fuse both visual and EMG data.
This article shows that the proposed transfer learning 
system is viable to be applied to the ternary classification 
problem presented. Future work could explore the robust-
ness of this approach to problems of additional classes and 
gestures in order to compare how results are affected when 
more problems are introduced.
To finally conclude, this experiment firstly found that a 
voting ensemble was a strong performer for classification of 
gesture but failed to generalise to new data. With the induc-
tive and transductive transfer learning calibration approach, 
the best model for generalisation of new data was a Random 
Forest technique which achieved very high accuracy. After 
gathering data from a subject for only 5 s, the model could 
confidently classify the gesture at 100% accuracy through 
the most common class Random Forest classifier. Since 
very high accuracies were achieved by the transfer learning 
approach in this work when compared to the state-of-the-
art related works and the proprietary MYO system, future 
applications could be enabled with our approach towards a 
much higher resolution of input than is currently available 
with the MYO system.
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