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ADAPTED RANDOM PERTURBATIONS FOR NON-UNIFORMLY EXPANDING
MAPS
VITOR ARAUJO, MARIA JOSE PACIFICO, ANDMARIANA PINHEIRO
Abstract. We obtain stochastic stability ofC2 non-uniformly expanding one-dimensional
endomorphisms, requiring only that the first hyperbolic time map be Lp-integrable for
p > 3. We show that, under this condition (which depends only on the unperturbed
dynamics), we can construct a random perturbation that preserves the original hyper-
bolic times of the unperturbed map and, therefore, to obtain non-uniform expansion for
random orbits. This ensures that the first hyperbolic time map is uniformly integrable for
all small enough noise levels, which is known to imply stochastic stability. The method
enables us to obtain stochastic stability for a class of maps with infinitely many critical
points. For higher dimensional endomorphisms, a similar result is obtained, but under
stronger assumptions.
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1. Introduction
Themain goal of Dynamical systems theory is the description of the typical behaviour
of orbits as time goes to infinity, and to understand how this behaviour changes under
small perturbations of the system.
Given a map f from a manifold M into itself, a central concept is that of physical
measure, a f -invariant probability measure µ whose ergodic basin
B(µ) =
{
x ∈M : n−1
n−1∑
j=0
φ( f j(x)) −−−−→
n→+∞
∫
φ dµ for all continuous φ : M→ R
}
(1)
has positive volume or Lebesgue measure, which we write λ and take as the measure
associated with any non-vanishing volume form on M.
The stability of physical measures under small variations of the map allows for small
errors along orbits not to disturb too much the long term behavior, as measured by
asymptotic time averages of continuous functions along orbits. When considering prac-
tical systems we cannot avoid external noise, so every realistic mathematical model
should exhibit these stability features to be able to deal with uncertainty about parame-
ter values, observed initial states and even the specific mathematical formulation of the
model itself.
We investigate, under the probabilistic point of view, which asymptotic properties of
a dynamical system are preserved under random perturbation.
Random perturbations and their features were first studied in 1945 by Ulam and von
Neumann, in [30]. The focus of this work are non-uniformly expanding transformations
which were introduced by Alves-Bonatti-Viana in [4], and whose ergodic properties are
now well established; see for instance [1, 2, 8, 7]. Here we show that the asymptotic
behavior of these transformations is preserved when randomly perturbed in an adapted
way to their first times of expansion, under a condition: that the first time of expansion is
Lp-integrable with respect to Lebesgue measure; see next sections for precise definitions
and statements.
The interest in this kind of stochastic stability condition lies in the fact that known
conditions of stochastic stability for non-uniformly expandingmaps are expressed as conditions on
the random perturbations of the map and not solely on the original unperturbed dynamics.
We mention the joint works with Alves [2] and Vasquez [3], and also the recent work by
Alves and Vilarinho [8].
The uniformly hyperbolic case, studied by Kifer in [20, 19] (among others), is much
simpler: uniformly hyperbolic systems are stochastically stable under a broad range of
random perturbations without further conditions. Other cases with the same features,
which we may say are “almost uniformly hyperbolic systems”, where studied in joint
works with Tahzibi, in [12, 13].
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Here, we present a sufficient condition for stochastic stability of non-uniformly ex-
panding transformations that relies only on the dynamics of the unperturbed map, for
a simple type of random perturbation that is adapted to the dynamics. This allows us
to treat some exceptional cases.
Recently Shen [26] obtained stochastic stability for unimodal transformations under
very weak assumptions, but does not cover the case of transformations with infinitely
many critical points; and Shen together with van Strien in [27] obtained strong stochastic
stability for the Manneville-Pomeaux family of intermittent maps, answering questions
raised in [12].
Our method allows us to obtain stochastic stability for non-uniformly expanding
endomorphisms having slow recurrence to the critical set, encompassing the family of
infinite-modal applications presented in [24]. We also obtain stochastic stability (in the
weak∗ sense, see precise statements in the next sections) for intermittent maps but in a
restricted interval of parameter values; see Section 2.3.
1.1. Setting and statement of results. We consider M to be a n-torus, Tn = (S1)n, for
some n ≥ 1 and λ a normalized volume form in Tn, which we call Lebesgue measure.
This can be identified with the restriction of Lebesgue measure on Rn to the unit cube.
We write d for the standard distance function on Tn in what follows and ‖ · ‖ for the
standard Euclidean norm on Rn which can be identified with the tangent space at any
point of Tn.
We let f : Tn → Tn be a local C2 diffeomorphism outside a non-degenerate critical set C,
that is, C = {x ∈ M : detDf (x) = 0} and f behaves as the power distance to C: there are
constants B > 1 and β > 0 satisfying
(S1) 1
B
· d(x,C)β ≤
‖Df (x)·v‖
‖v‖
≤ B · d(x,C)−β,~0 , v ∈ TxM;
(S2)
∣∣∣ log ‖Df (x)−1‖ − log ‖Df (y)−1‖∣∣∣ ≤ B d(x,y)
d(x,C)β
;
(S3)
∣∣∣ log |detDf (x)−1| − log |detDf (y)−1| ∣∣∣ ≤ B d(x,y)
d(x,C)β
;
for all x, y ∈M \ C with (.x, y) <
1
2
(.x,C).
We say that f is non-uniformly expanding if there is a constant c > 0 such that:
lim sup
n→+∞
1
n
n−1∑
j=0
log ‖Df ( f j(x))−1‖ ≤ −c < 0 for λ − a.e. x ∈M. (2)
We need to control the recurrence to the critical set in order to obtain nice ergodic
properties. We say that f has a slow recurrence to critical set if, for any given γ > 0 there
exists δ > 0 such that
lim sup
n→+∞
1
n
n−1∑
j=0
− log dδ( f
j(x),C) ≤ γ, for λ − a.e. x ∈M, (3)
where dδ is the δ-truncated distance to C, defined as dδ(x,C) = d(x,C) if d(x,C) < δ and
dδ(x,C) = 1 otherwise.
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We recall the concept of physical measure. For any f -invariant probability measure µ
we write B(µ) for the basin of µ as in (1). We say that a f -invariant measure µ is physical
if its basin B(µ) has positive Lebesgue measure: λ(B(µ)) > 0.
Roughly speaking, physical measures are those that can be “seen” by calculating the
time average of the values of a continuous observable along the orbits the points on a
subsetwithpositive Lebesguemeasure. ClearlyBirkhoff’s Ergodic Theoremensures that
µ(B(µ)) = 1 whenever µ is f -ergodic. We note that every f -invariant ergodic probability
measure µ which is also absolutely continuous with respect to Lebesgue measure, i.e.
µ≪ λ, is a physical measure.
The previous conditions on f ensure that Lebesgue almost all points behave according
to some physical measure.
Theorem 1.1 (TheoremC, [4]). Let f be C2 diffeomorphismaway from a non-degenerate critical
set, which is also a non-uniformly expandingmapwhose orbits have slow recurrence to the critical
set. Then there is a finite number of f -invariant absolutely continuous ergodic (physical)measures
µ1, . . . , µp whose basins cover a set of full measure, that is λ
(
M \ (B(µ1) ∪ · · · ∪ B(µp)
)
= 0.
Moreover, each f -invariant absolutely continuous probability measure µ can be written as a
convex linear combination the physical measures: there are α1 = α1(µ), . . . , αp = αp(µ) ≥ 0 such
that
∑
αi = 1 and µ =
∑
αiµi.
Remark 1.2. Pinheiro [25] showed that the same conclusions of Theorem 1.1 can be obtained by
replacing the of non-uniform expansion condition (2) by the weaker condition
lim inf
n→+∞
1
n
n−1∑
j=0
log ‖Df ( f j(x))−1‖ ≤ −c < 0, for λ − a.e. x ∈M. (4)
The proof of this fact involves showing that (4) implies (2). Therefore, all the arguments used in
this paper remain valid in the more general setting of condition (4) replacing condition (2).
1.2. Random perturbations and stochastic stability. We let B = B(0, 1) denote the uni-
tary ball centered at the origin 0 in Rn, set X = B and F = { ft : M → M; t ∈ X} a
parametrized family of maps. We write ft(x) = f (t, x), (t, x) ∈ X ×M and assume in what
follows that f0 = f is a map in the setting of Theorem 1.1.
We consider also the family of probability measures (θǫ)ǫ>0 in X given by the nor-
malized restriction of Lebesgue measure to the ǫ-ball B(0, ǫ) centered at 0 in Rn, as
follows
θǫ =
λ |B(0,ǫ)
λ(B(0, ǫ))
. (5)
This family is such that supp(θǫ)ǫ>0 is a nested family of compact and convex sets
satisfying supp(θǫ) −−→
ǫ→0
0. Setting Ω = XN the space of sequences in X, the random
iteration of F is defined by
f nt (x) =
(
ftn ◦ ftn−1 ◦ . . . ◦ ft1
)
(x), t = (t1, t2, . . .) ∈ Ω, x ∈M.
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To define the notions of stationary and ergodic measure we consider the skew-product
F : Ω ×M → Ω ×M
(t, x) 7→ (σ(t), ft1(x))
(6)
where σ : Ω→ Ω is a standard left shift, and the infinite productmeasureθNǫ onΩ, which
is a probability measure on the Borel subsets of Ω in the standard product topology.
From now on, for each ǫ > 0, we refer to ( ft, θNǫ ) as a random dynamical system with
noise of level ǫ.
Definition 1.3 (Stationary measure). A measure µǫ is a stationary measure for the random
system ( ft, θNǫ ) if∫
φ dµǫ =
∫ ∫
φ( ft(x)) dµ
ǫ(x) dθǫ(t), for all φ ∈ C
0(M,R).
Remark 1.4. If (µǫ)ǫ>0 is a family of stationary measures having µ0 as a weak∗ accumulation
point when ǫ ց 0, then from (1.3) and the convergence of supp(θǫ) to {0} it follows that µ0
must be invariant by f = f0; see e.g. [2].
We say that µ is a stationary measure if the measure θNǫ × µ is F-invariant. Moreover,
we say that a stationary measure µ is ergodic if θNǫ × µ is F-ergodic.
Definition 1.5. We say that f , in the setting of Theorem 1.1, is stochastically stable under the
random perturbation given by ( ft, θNǫ )ǫ>0 if, for all weak
∗ accumulation points µ0 of families
(µǫ)ǫ>0 of stationary measures for the random dynamical system ( ft, θNǫ ) when ǫ ց 0, we have
that µ0 belongs to the closed convex hull of {µ1, . . . , µp}. That is, for all such weak∗ accumulation
points µ0 there are α1 = α1(µ0), . . . , αp = αp(µ0) ≥ 0 such that
∑
αi = 1 and µ0 =
∑
αiµi.
In this work we consider additive perturbations given by families of maps with the
following form
ft(x) = f (x) + tζ(x) (7)
where ζ : M→ R+ is Borel measurable and locally constant at λ-almost every point.
Remark 1.6. For such additive perturbations we have D ft(x) = Df (x) for all t ∈ Ω and λ-a.e.
x ∈M.
1.3. First hyperbolic time map and adapted random perturbations. The following is
the fundamental concept in this work.
Definition 1.7 (Hyperbolic time). Given σ < 1 and δ > 0, we say that n is a (σ, δ)-hyperbolic
time for x ∈M if
n−1∏
j=n−k
‖Df ( f j(x))−1‖ ≤ σk and dδ( f
n−k(x),C) ≥ σbk for all 1 ≤ k ≤ n,
where b = min{1/2, 1/2β} and β is the constant given in the non-degenerate conditions (S1)-(S2).
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The notion of hyperbolic times was defined in [4]. To explain our Main Theorem we
cite the following technical result.
Lemma 1.8 (Lemma 5.4 in [4]). Let f be a C2 local diffeomorphism away from a non-degenerate
critical set, which satisfies the non-uniform expansion condition (2) with c = 3 log σ for some
0 < σ < 1 and also the slow recurrence condition (3).
Then there exist θ0, δ > 0 depending on σ and f , such that for λ-a.e. x and each big enough
N ≥ 1, there are (σ, δ)-hyperbolic times 1 ≤ n1 < · · · < nl ≤ N for x with l ≥ θ0N. Moreover,
the hyperbolic times ni satisfy
ni−1∑
j=ni−k
log dδ( f
j(x),C) ≥ bk log σ, for all 0 ≤ k ≤ ni, 1 ≤ i ≤ l. (8)
Remark 1.9. Let G the set of points x ∈ M that have no hyperbolic time. Then λ(G) = 0 after
Lemma 1.8. Thus, if x has only finitely many hyperbolic times, then some iterate of x belongs to
G. Hence, the subset of points with finitely many hyperbolic times is contained in ∪ j≥0 f
− j(G).
Moreover, λ( f− j(G)) = 0 because f is a local diffeomorphism away from a critical/singular set
with zero λ-measure. Therefore, λ-a.e. x ∈M has infinitely many hyperbolic times.
Hence, in our setting we have that Lebesgue almost every point has infinitely many
(σ, δ)-hyperbolic times. Thus we may define the map h : M → Z+ such that for λ-
a.e. point x the positive integer h(x) is the first hyperbolic time of x. We say h is the
first hyperbolic time map.
In ourmain theorem, wewill see that is possible to randomly perturb a non-uniformly
expanding map so that almost all randomly perturbed orbits have infinitely many
hyperbolic times but also the same hyperbolic times as the non-perturbed map. We start
with a one-dimensional version.
Theorem A. Let f : T1 → T1 be a C2 diffeomorphism away from a non-degenerate critical set,
which is also a non-uniformly expanding map whose orbits have slow recurrence to the critical
set. Let us assume that f has a dense orbit and that the first hyperbolic time map is Lp-integrable
for some p > 3, that is,
∫
h(x)p dλ(x) < ∞.
Then f is stochastically stable for a family of adapted random perturbations. More precisely,
there exists ζ : T1 → R+ mensurable and locally constant such that the family (7) generates a
family of random perturbations ( ft, θNǫ )ǫ>0 for which f is stochastically stable.
The same proof gives the following result for endomorphisms of compact manifolds
in higher dimension, with a technical assumption on the rate of decay of the measure of
sets of points with first hyperbolic time.
Theorem B. Let f : Tn → Tn be a C2 diffeomorphism away from a non-degenerate critical set,
which is also a non-uniformly expanding map whose orbits have slow recurrence to the critical
set, where n > 1. If the first hyperbolic time map satisfies
∑
n≥1
n−1∑
j=0
λ( f j(h−1(n))) < ∞, (9)
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then f is stochastically stable for a family of adapted random perturbations given by (7).
1.4. Comments and organization of the text. The method of proof relies on showing
that the random adapted perturbation preserve hyperbolic times in such a way that the
first hyperbolic time map of the random system is the same as the first hyperbolic time
map of the original system. In this way, we can use the main result of [2] to prove
(weak∗) stochastic stability.
This construction of the adapted random perturbation depends on an assumption
of integrability of the first hyperbolic time map for one-dimensional non-uniformly
expanding maps. For higher dimensional maps, condition (9) is needed and apparently
much difficult to check.
Conjecture 1. A non-uniformly expanding map having a sufficiently fast rate of decay of
correlations satisfies the summability condition (9).
We presented the results using a uniform measure for θǫ but many simple generaliza-
tions are possible assuming only that θǫ ≪ λ and supp(θǫ) −−→
ǫց0
{0}.
We also avoided technical complexities by considering only maps on tori, on which
it is clear how to make additive perturbations in the form (7). However, it is possible
(although technically more involved) to make similar perturbations in any compact
manifold, arguing along the lines of [9, Example 2]. We focus on additive perturbations
on parellelizable manifolds to present the ideas in a simple form.
Acknowledgments. This is M.P. PhD thesis prepared at the Federal University of Rio
de Janeiro, Brazil. All authors are indebted to the research facilities provided by the
Mathematics Institute at this University.
2. Examples of Application
Theorem A ensures stochastic stability for any non-uniformly expanding map that
has slow recurrence to the critical set with the first hyperbolic function in Lp for p > 3.
We present natural conditions on the speed of expansion that imply this integrability
condition and use this to obtain examples where our results apply.
We note that, from slow recurrence to the critical set and non-uniform expansion,
Lemma 1.8 ensures that for c = − logσ > 0 and small γ, δ > 0 the following values are
well defined λ-a.e.
D(x) = min
k ≥ 1 :
1
n
n−1∑
j=0
− log dδ( f
j(x),C) ≤ γ for all n ≥ k
 ; and
E(x) = min
k ≥ 1 :
1
n
n−1∑
j=0
log ‖Df ( f j(x))−1‖ ≥
c
3
for all n ≥ k
 .
We combine these two estimates in the set
Γn = {x ∈M : D(x) > n and E(x) > n}.
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We now observe that, trivially from the definitions, every point in Γn has a first (σ, δ)-
hyperbolic time of at most n, thus
h−1({n}) ⊂ h−1({1, 2, . . . , n}) ⊂ Γn.
Remark 2.1. If for some constant κ > 0 and q > 4 we have λ(Γn) ≤ κn−q for all suffi-
ciently large n, then h ∈ Lp(λ) for some p > 3, since for all small enough ǫ > 0 we have∑
n>m n
q−1−ǫλ(h−1({n})) ≤ κ
∑
n>m n
−1−ǫ < ∞ for some m > 1.
2.1. Non-uniformly expanding maps with infinitely many critical points. We now
present the main motivating example of application of Theorem A: maps with infinite
critical points. We consider the family ft : S
1 → S1 from the work of Pacifico-Rovella-
Viana [24]. This family is obtained from the map fˆ : [−ǫ1, ǫ1]→ [−1, 1] given by
fˆ (z) =
{
azα sin(β log(1/z)) if z > 0
−a|z|α sin(β log(1/|z|)) if z < 0,
(10)
where a > 0, 0 < α < 1, β > 0 and ǫ1 > 0, see Figure 1.
Figure 1. Graph of the circle map f .
Maps fˆ as above have infinitely many critical points, of the form
xk = xˆ exp(−kπ/β) and x−k = −xk for each large k > 0 (11)
where xˆ = exp
(
− 1β tan
−1 β
α
)
> 0 is independent of k. Let k0 ≥ 1 be the smallest integer
such that xk is defined for all |k| ≥ k0, and xk0 is a local minimum.
We extend this expression to the whole circle S1 = I/{−1 ∼ 1}, where I = [−1, 1], in
the following way. Let f˜ be an orientation-preserving expanding map of S1 such that
f˜ (0) = 0 and f˜ ′ > σ˜ for some constant σ˜ >> 1. We define ǫ = 2 · xk0/(1 + e
−π/β), so that xk0
is the middle point of the interval (e−π/βǫ, ǫ) and fix two points xk0 < yˆ < y˜ < ǫ, with
| fˆ ′(yˆ)| >> 1 and also 2
1 − ǫτ
1 + e−π/β
xk0 > yˆ > xk0 , (12)
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where τ is a small positive constant and we take k0 = k0(τ) sufficiently big (and ǫ small
enough) in order that (12) holds. Then we take f to be any smooth map on S1 coinciding
with fˆ on [−yˆ, yˆ], with f˜ on S1 \ [−y˜, y˜], and monotone on each interval ±[yˆ, y˜].
Finally let ft be the following one-parameter family of circle maps unfolding the
dynamics of f = f0
ft(z) =
{
f (z) + t for z ∈ (0, ǫ]
f (z) − t for z ∈ [−ǫ, 0)
(13)
for t ∈ (−ǫ, ǫ). For z ∈ S1 \ [−ǫ, ǫ] we assume only that
∣∣∣ ∂
∂z ft(z)
∣∣∣ ≥ 2.
From the works [24] together with [11], it is known that for a positive Lebesgue mea-
sure subset P of parameters t the map ft has a dense orbit, is non-uniformly expanding
with slow recurrence to the critical set C = {0}∪ {xk : |k| ≥ k0}, admits a unique absolutely
continuous invariant probability measure µt and the corresponding tail set Γtn satisfies
λ(Γtn) ≤ Ce
−ξn for some constants C, ξ > 0; see [24, Theorem A] and [11, Theorems A, B
and C].
Hence, from Remark 2.1 we can apply Theorem A to each of these maps ft.
Corollary 2.2. Given t0 ∈ P, the map f = ft0 is stochastically stable for the adapted family of
random perturbations ( ft, θNǫ ) obtained according to Theorem A.
This is the first result on stochastic stability of one-dimensional maps with infinitely
many critical points.
2.2. Non-uniformly expanding quadratic maps. The quadratic family fa : [−1, 1] →
[−1, 1] given by fa = 1 − ax2 for 0 < a ≤ 2 provides a class of maps satisfying the
hypothesis of Theorem A. Indeed, Jakobson [18] and Benedicks-Carleson [15] prove the
existence of a physical measure for a positive Lebesgue measure subset of parameters
a ∈ (0, 2] for which fa is non-uniform expanding with slow recurrence to the critical
point; Young [31] and, more recently, Freitas [16] obtain exponential decay of the tail
sets Γn. From Remark 2.1 we can apply Theorem A for all the maps in the positive
Lebesgue measure subset of parameters found by Jacobson and Benedicks-Carleson,
obtain stochastic stability for this class of maps. We note that strong stochastic stability
was obtained for the same class in the work of Baladi-Viana [14].
2.3. Intermitent Maps. Our results enables us also to deduce stochastic stability for a
class of intermittent applications [22], where this property was obtained for maps C1+α
butwith the condition thatα ≥ 1; see [12]. Recently Shen, togetherwith vanStrien in [27],
obtained strong stochastic stability for the Manneville-Pomeaux family of intermittent
maps, answering the questions raised in [12].
Consider α > 0 and the map Tα : [0, 1]→ [0, 1] given by:
Tα(x) =
{
x + 2αx1+α, if x ∈ [0, 1
2
)
x − 2α(1 − x)1+α, if x ∈ [1
2
, 1].
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This map is a C1+α local diffeomorphism of S1 := [0, 1]/{0 ∼ 1}, so there are no critical
points. The unique fixed point is 0 withDTα(0) = 1. If α ≥ 1, then the Dirac mass in zero
δ0 is the unique physic probability measure and so the Lyapunov exponent in Lebesgue
almost every point is zero; see [28]. But, for 0 < α < 1, there exists a unique absolutely
continuous invariant probability µwhich is physical and whose basin has full Lebesgue
measure. To deduce stochastic stability for α in a subinterval of (0, 1), we need some
definitions and results.
Given a Tα-invariant and ergodic probability measure µ and ǫ > 0 we define the large
deviation in time n of the time average of the observable ϕ from its spatial average as
LDµ(ϕ, ǫ, n) = µ
x :
∣∣∣∣∣∣∣
1
n
n−1∑
i=0
ϕ( f i(x)) −
∫
ϕdµ
∣∣∣∣∣∣∣ > ǫ

We note that Birkhoff’s Ergodic Theorem ensures LDµ(ϕ, ǫ, n) −−−→
n→∞
0 and the rate of this
convergence is a relevant quantity.
Since Tα is a local diffeomorphismwe have Γn = {x ∈ S
1 : E(x) > n} and this is naturally
a deviation set for the time averages of ϕ = log |DTα|: if µα is the unique absolutely
continuous Tα-invariant probability, then the Lyapunov exponent λ =
∫
ϕ dµ > c, where
c > 0 is the constant in the definition of non-uniform expansion (2), and so for all large
enough n > 1 and small enough ǫ > 0
LDµ(log |DTα(x)|, ǫ, n) ≥ µ(Γn). (14)
To estimate µ(Γn) we now relate LDµ with the rate of decay of correlations. Let B1,B2
denote Banach spaces of real valued measurable functions defined onM. We denote the
correlation of non-zero functions ϕ ∈ B1 and ψ ∈ B2 with respect to a measure µ as
Corµ(ϕ,ψ) =
1
‖ϕ‖B1‖ψ‖B2
∣∣∣∣∣
∫
ϕψ dµ −
∫
ϕ dµ
∫
ψ dµ
∣∣∣∣∣ .
We say that we have decay of correlations, with respect to the measure µ, for observables
in B1 against observables in B2 if, for every ϕ ∈ B1 and every ψ ∈ B2 we have
Corµ(ϕ,ψ ◦ f
n) −−−→
n→∞
0.
The following result from [23] allows us to relate decay of correlations with large
deviations; see also [6]. We say that a measure µ is f -non-singular if for all measurable
sets A such that µ(A) = 0, then µ( f−1(A)) = 0.
Theorem 2.3 ([23, 6]). Let f : M→Mpreserve an ergodic probabilitymeasureµwith respect to
which f is non-singular. LetB ⊂ L∞(µ) be a Banach space with norm ‖ ·‖B and ϕ ∈ B. Let β > 0
and suppose that there exists κ > 0 such that for allψ ∈ L∞(µ)we haveCorµ(ϕ,ψ◦ f n) ≤ κ ·n−β.
Then, for every ǫ > 0, there exists C = C(ϕ, ǫ) > 0 such that LDµ(ϕ, ǫ, n) ≤ Cn−β.
We now observe that the absolutely continuous Tα-invariant probability measure µα
f -non-singular and that the following estimate for the rate of decay of correlations is
known.
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Theorem 2.4 (Theorem 4.1 in [21]). For all ψ ∈ L∞ and ϕ ∈ C1([0, 1]) such that
∫
ϕdµ = 0
we have:
∣∣∣∫ (ψ ◦ Tnα) · ϕ dµ∣∣∣ ≤ A(‖ϕ‖C1) · ‖ψ‖∞ · n1−1/α(log n)1/α, where A : R→ R is an affine
map.
Hence, since log |DTα(x)| is a bounded continuous function on [0, 1], there is a constant
C > 0 such that
Corµ(log |DTα(x)|, ψ ◦ T
n
α) < Cn
1−1/α. logn1/α.
From Theorem 2.3 and relation (14) we deduce that, for every δ > 0, we have a constant
C1 > 0 such that
µ(Γn) < C1 · n
(1−1/(α+δ)). (15)
Since µ≪ λ, we have dµ = h dλwith a density function h which, from [17, Theorem A],
is bounded, strictly positive and, for a neighborhood I0 of 0 there are constants R > 0
and σ0 = limx→0
∑
x1∈T
−1
α (x)\I0
h(x1)
DTα(x1)
such that |xα · h(x)− σ0| ≤ R · xα. This enables us to find
κ > 0 such that λ(Γn) ≤ κµ(Γn) which, together with (15) provides a constant C > 0 such
that for all small δ > 0 and large n
λ(Γn) < C · n
(1−1/(α+δ)).
We therefore have for p > 3, since δ > 0 may be take arbitrarily small
∞∑
n=1
np · λ(Γn) < C
∞∑
n=1
n(p+1−1/(α+δ)) < ∞ for all 0 < α ≤
1
p + 2
.
Thus, for any p > 3, we get for 0 < α < 1
5
the Lp integrability of the first hyperbolic time
map with respect to λ and, from Theorem A we obtain
Corollary 2.5. All intermitent maps Tα with parameters 0 < α <
1
5
are stochastically stable
under adapted random perturbations.
3. Adapted random perturbations
Here we construct adapted random perturbations. These perturbations are con-
structed by an adequate choice of hyperbolic times along almost all orbits. Then we
show that these specially chosen hyperbolic times are preserved under the adapted
random perturbations in such a way that the random map is non-uniformly expanding
and has slow-recurrence for random orbits. In addition, the hyperbolic times for a point
(t, x) ∈ Ω under the adapted random perturbations are the same as the hyperbolic times
of x for the unperturbed dynamics.
The only assumption is that the original unperturbedmap admits a pair (σ, δ), with 0 <
δ, σ < 1, satisfying: the first (σ, δ)-hyperbolic timemap h is defined λ-almost everywhere
and h is Lp-integrable for some p > 3, i.e.,
∑
n≥1 n
pλ(h−1(n)) < ∞.
In what follows we fix (σ, δ) as above and write hyperbolic time to mean (σ, δ)-
hyperbolic time.
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Definition 3.1. The adapted hyperbolic time of x ∈M \ C is the number
H(x) := sup{h(z) − l; x = f l(z), z ∈M and l ≥ 0}
where h : M→ Z+ is the first hyperbolic time function.
Note that H(x) is a hyperbolic time for x. In fact, if x = f l(z) for l ≥ 1 and some point
z, and h(z) is the first hyperbolic time of z ∈ M, then h(z) − l is a hyperbolic time for
f l(z) = x. Moreover, it is clear that H(x) ≥ h(x) if h(x) is finite.
To check that H is finite almost everywhere, we note that
H(x) ≤ sup
n ∈ Z+ : x ∈
n−1⋃
i=0
f i(h−1(n))
 . (16)
Since for a one-dimensional map f we have |detDf | = ‖Df ‖ = |Df |, then the assump-
tion h ∈ Lp(λ) with p > 3 implies (9) in the one-dimensional setting.
Lemma 3.2. Let f be a non-uniformly expanding one-dimensional map having slow recurrence
to the non-degenerate critical set. Let us assume that the first hyperbolic time map satisfies
h ∈ Lp(λ) for some p > 3. Then
∑
n≥1
∑n−1
j=0 λ( f
j(h−1(n))) < ∞.
Proof. We follow [5, Section 3]. We note that if n ≥ 1 is a (σ, δ)-hyperbolic time, then
|detDf n(x)| ≥ an = σ−n. Let q(x) = min{k ≥ 1 : |detDf k(x)| ≥ ak}. Then q(x) ≤ h(x) and so
q ∈ Lp(λ) if h ∈ Lp(λ).
Let Wn = {x ∈ M : q(x) > n}. Then Wn ⊂ ∪m>nh−1(m) and so we can find constants
κ,C > 0 such that
λ(Wn) ≤
∑
m>n
λ(h−1(m)) ≤
∑
m>n
κ
mp
≤
C
np−1
.
Hence there exists β > 0 and N ∈ N such that bn = nβ satisfies bn ≤ min{an, λ(Wn)−ǫ}
for all n ≥ N and some 0 < ǫ <
p−3
p−1
. In addition, we clearly have bnbk ≥ bk+n for all big
enough k, n ∈N. In this setting, Un = {x ∈M : |detDf n(x)| ≥ bn} is such that
• ∪n≥1Un has full Lebesgue measure, since Tn = {x ∈ M : n is a (σ, δ)-hyperbolic
time} satisfies h−1(n) ⊂ Tn ⊂ Un; and
• if x ∈ Un and f
n(x) ∈ Um, then x ∈ Un+m
(i.e., (Un)n≥1 is a concatenated collection as defined in [5]). In addition, letting qˆ(x) =
min{n ≥ 1 : x ∈ Un}, we have again qˆ(x) ≤ h(x) in general. However, if f is one-
dimensional, then we obtain equality qˆ(x) = h(x).
The choices of Un and the sequence bn ensure that
∑
n≥n0
∑n−1
j=0 λ
(
f j(qˆ−1(n))
)
< ∞; see [5,
Section 3]. Moreover, in the one-dimensional setting, this series coincides with the one
in the statement of the lemma. 
Under this summability condition we obtain the following.
Lemma 3.3 (Lemma 2.1 in [5]). If (9) is true, then H(x) < ∞ to λ-almost every x ∈M.
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Proof. For λ-almost every x ∈ M we consider the set K(x) = { f j(x)}h(x)−1
j=0
, which we call
a chain. Suppose that for some z ∈ M we have that z belongs to infinitely many chains
K j(x j) = {x j, f (x j), . . . , f s j−1(x j)} for j ≥ 1 where s j = h(x j) is the first hyperbolic time for x j
and s j →∞.
Now for each j ≥ 1 we take 1 ≤ r j < s j such that z = f r j(x j) and claim that lim r j = ∞.
Indeed, otherwise, taking a subsequence of r j, we can assume that there is N > 0 such
that r jk < N, ∀k ≥ 1. But this implies that x j ∈ ∪
N
i=1
f−i(z), ∀ j ≥ 1 and so the number of
elements of ∪N
i=1
f−i(z) is finite: #(∪N
i=1
f−i(z)) < ∞. However we are assuming that the
number of chains is infinite. This contradiction proves the claim.
Hence r j →∞ and z = f
r j(x j) ⊂ f
r j(h−1(s j)) and so we get
z ∈ ∪n≥k ∪
n−1
j=0 f
j(h−1(s j)), ∀k ≥ 0.
Since
∑
n≥1
∑n−1
j=0 λ( f
j(h−1(n))) < ∞, we obtain λ(∪n≥k ∪n−1j=0 f
j(h−1(n))) −−−→
k→∞
0. Then the set
of points belonging to infinitely many chains has null Lebesgue measure. Finally, from
relation (16) the proof of the lemma is complete. 
Note that it is not possible ensure that H( f (x)) = H(x) − 1 in general, because x and
f (x) can be in orbits of different points, namely z , w whose first hyperbolic times do
not satisfy the relation h(w) = h(z) − 1. Then the adapted hyperbolic time for f (x) can
be bigger than H(x) − 1. However, note that H( f (x)) can not be smaller than H(x) − 1
because x already has H(x) as hyperbolic time. In any case we have the following
important monotonicity property of our choice of adapted hyperbolic time
H( f (x)) ≥ H(x) − 1. (17)
Similarly we obtain H( f j(x)) ≥ H(x) − j for 0 ≤ j < H(x) as long as H(x) is finite.
Lemma 3.4 (Lemm 5.2 in [4]). Given σ < 1 and δ > 0, there is δ1 > 0 such that if n is a
(σ, δ)-hyperbolic time for x ∈M \ C then there exits a neighborhood Vn(x) of x such that:
1. f n maps Vn diffeomorphically into the ball of radius δ1 centered at f n(x).
2. For all 1 ≤ k < n and y, z ∈ Vn(x)
dist( f n−k(y), f n−k(z)) ≤ σk/2.dist( f n(y), f n(z)).
By the definition of hyperbolic time, if n is a σ-hyperbolic time for a point x ∈M, then
there are neighborhoods Vn− j ⊂ Bδ1σ j( f
j(x)) of f j(x) which are sent in time j diffeomor-
phically into the ball Bδ1( f
n(x)) for all 0 ≤ j ≤ n.
Lemma 3.5. In our setting, for λ-almost every x, there exists an open neighborhood VH(x) of x
such that H | VH(x) is constant.
Proof. The subset Y of M of points having some hyperbolic time is such that λ(Y) = 1.
Hence f−1(Y) also has full λ-measure since f is a local diffeomorphism away from a
critical/singular set with zero λ-measure. Therefore λ(∩n≥1(Y ∩ f−n(Y))) = 1 and we
conclude that every point in the pre-orbit ∪n≥1 f
−n({x}) of Lebesgue almost every point x
has some hyperbolic time.
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Let X be the subset of M such that H(x) < ∞ for all x ∈ X. We know that λ(X) = 1.
Let us now fix x ∈ Y ∩ X. Hence we have h(y) < ∞ for every point y in the pre-orbit
of x and, moreover, if x = f k(y) then h(y) − k ≤ H(x) by definition of H(x).
It follows that the neighborhood Vh(y)(y) of y associated to the hyperbolic time h(y) is
such that f k(Vh(y)(y)) ⊃ VH(x)(x), since h(y) − k ≤ H(x).
Therefore, for x′ ∈ VH(x)(x) ⊂ f
k(Vh(y)(y)) the inverse map ϕ of f k | Vh(y)(y) is such that
ϕ(x′) = y′ ∈ Vh(y)(y). Thus h(y′) ≤ h(y) (recall that h(y′) is the first hyperbolic time of y′
and h(y) is already a hyperbolic time for y′). It follows that h(y′) − k ≤ h(y) − k ≤ H(x).
This argument is true of any element y of the pre-orbit of x, whose neighborhood
Vh(y)(y) is sent by f
k to a set coveringVH(x)(x). Hence all pre-images of points x
′ ∈ VH(x)(x)
respect the same inequality, that is, H(x′) ≤ H(x). But the reverse inequality is also true
by definition of H, since x′ ∈ VH(x)(x) has H(x) as an hyperbolic time. This completes the
proof. 
Remark 3.6. We make the convention that H(x) = 1 wherever the supremum in Definition 3.1
is not finite.
Remark 3.7. Besides the obvious relation H(x) ≥ h(x) almost everywhere, we can say more in
certain regions. Let us assume that V is the largest open neighborhood of the critical set C such
that |Df | (M \ V)| > σ−1 and V ∩ f−1(V) = ∅. Then H = h in V, since h(x) ≥ 2 for almost
all points x ∈ V and all pre-orbits of x have 1 as a first σ-hyperbolic time, which is smaller that
h(x) − 1.
The above conditions on a neighborhood of the critical set are easily checked for non-uniformly
expanding quadratic maps and, by [24, Section 4], this is also true for the infinite-modal family
fµ at every parameter of the positive Lebesgue measure subset P; see Section 2.
3.1. Preservation of hyperbolic times. Now we show that hyperbolic times are pre-
served if we define a random perturbation adapted to the structure of hyperbolic times
using H, as in (7) with ζ(x) = ξe−ηH(x)
2
for suitably chosen constants ξ, η > 0. We first
define the notions of hyperbolic times and slow recurrence in our random setting.
3.1.1. Random non-uniformly expanding maps and random slow recurrence. We now define
the analogous notions of non-uniform expansion and slow recurrence for random dy-
namical systems in our setting.
Definition 3.8. We say that a map is non-uniformly expanding map for random orbits if there
exists a constant c > 0 such that for ǫ > 0 sufficiently small and θNǫ × λ-a.e. (t, x) we have
lim supn→+∞
1
n
∑n−1
j=0 log ‖Df ( f
j
t (x))
−1‖ ≤ −c < 0.
Definition 3.9. We say that a random dynamical system ( ft, θǫ) has slow recurrence to the
critical set for random orbits if, for all small enough γ > 0, there exists δ > 0 such that
θNǫ × λ-a.e. (t, x) we have lim supn→+∞
1
n
∑n−1
j=0 − log dδ( f
j
t (x),C) ≤ γ.
3.1.2. Random hyperbolic times. An definition of hyperbolic analogous to 1.7 can bemade
for the random system ( ft, θǫ).
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Definition 3.10 (Random Hyperbolic Time). Given σ ∈ (0, 1) and δ > 0, we say that n is a
(σ, δ)-hyperbolic time for a point (t, x) ∈ Ω ×M if:
n−1∏
j=n−k
‖Dft j+1( f
j
t (x))
−1‖ ≤ σk and dδ( f
n−k
t (x),C) ≥ σ
bk, for all 1 ≤ k ≤ n.
Theorem 3.11. If f is non-uniformly expanding with slow recurrence to the critical set in the
interval or the circle, then for each δ > 0 there is ζ : M → R+ mensurable and locally constant
such that the adapted random perturbation (7) satisfies: there exists 0 < σ < σˆ < 1 such that for
λ-almost every point x and all t ∈ [−1/2, 1/2]N has H(x) as (σˆ, δ)-hyperbolic time.
We assume that f has a non-degenerate critical set C. We also assume without loss
of generality in what follows that Bδ1−β ≤ log σ−1/2 and δ1 =
1
2
δ ≤ 1
2
, where B, β > 0 are
given in the non-degeneracy conditions of C.
Remark 3.12. The same arguments and constructions presented in this section enable us to
trivially obtain a version of Theorem 3.11 for the local diffeomorphism case, that is, the case where
there are no critical (or singular) points: C = ∅.
Remark 3.13. Since by construction h(x) ≤ H(x), whenever h(x) is finite, then we have for
λ-a.e. x that VH(x) ⊂ Vn(x) for all hyperbolic times n of x such that h(x) ≤ n ≤ H(x).
Moreover, we have that the random orbit of (t, x) has the same hyperbolic times n of the
unperturbed orbit of x as long as h(x) ≤ n ≤ H(x). In particular, the first hyperbolic time of (t, x)
is given by h(x).
Lemma 3.14. There exists ω > σ−1/2 such that, if n is a (σ, δ)-hyperbolic time for x, then
‖Df n(x)‖ ≤ ωn.
Proof. Using the non-degenerate condition (S1) we get log ‖Df (x)‖ ≤ logB− β log d(x,C).
Hence, since n is a hyperbolic time, we have from their construction that they satisfy (8)
which implies
log ‖Df n(x)‖ ≤
n−1∑
j=0
log ‖Df ( f j(x))‖ ≤ n logB − β
n−1∑
j=0
log d( f j(x),C)
≤ logBn + β
n−1∑
j=0
− log dδ( f
j(x),C) + β
∑
d( f j(x),C)≥δ
− log d(x,C)
≤ logBn + βǫn − βn log δ = n(logB + β(ǫ − log δ))
and so ‖Df n(x)‖ ≤ ωn, where ω = max{logB + β(ǫ − log δ), σ−1/2}. 
Lemma 3.15. If n is a (σ, δ)-hyperbolic time for x, then Bδ1ω−(n− j)( f
j(x)) ⊂ Vn− j( f
j(x)) ⊂
Bδ1σ(n− j)/2( f
j(x)) for each 0 ≤ j ≤ n.
This result is essential to show that to keep the hyperbolic time under perturbation
all that we need is to maintain the random orbits within a certain distance to the unper-
turbed orbit during the iterated of the adapted hyperbolic time.
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Proof of Lemma 3.15. Wehave dδ( f
j(x),C) ≥ σb(n− j) for all 0 ≤ j ≤ nand soeitherd( f j(x),C) ≥
σb(n− j) with f j(x) ∈ Bδ(C), or d( f j(x),C) ≥ δ.
Hence for y ∈ Bδ1σ(n− j)/2( f
j(x)) we have either
d(y, f j(x))
d( f j(x),C)
≤ δ1σ(1/2−b)(n− j) ≤
1
2
or
d(y, f j(x))
d( f j(x),C)
≤
δ1
δ σ
(n− j)/2 ≤ 1
2
for 0 ≤ j ≤ n (recall that 0 < b ≤ 1/2 from the definition of non-degenerate
critical set). This enables us to use non-degeneracy conditions (S1) and (S2).
For y ∈ Bδ1σ(n− j)/2( f
j(x)) since bβ ≤ 1/2, the value of B
d(y, f j(x))
d( f j(x),C)β
is bounded above by either
Bδ1σ(1/2−bβ)(n− j)/2 or Bδ1δ−βσ(n− j)/2 =
B
2
δ1−βσ(n− j)/2, and both are smaller than log σ−1/2. Thus
from (S2) for all y ∈ Bδ1σ(n− j)/2( f
j(x))
σ1/2‖Df ( f j(x))−1‖ ≤ ‖Df (y)−1‖ ≤ σ−1/2‖Df ( f j(x))−1‖. (18)
For j = n − 1 above, we get for every y ∈ Bδ1σ1/2( f
n−1(x))
σ1/2 = σ−1/2‖Df ( f n−1(x))−1‖ ≥ ‖Df (y)−1‖ ≥ σ1/2‖Df ( f n−1(x))−1‖ ≥ σ3/2.
Hence, a smooth curve γ from f n(x) to the boundary of Bδ1( f
n(x)) and inside this ball
must be such that the unique curve γ˜ contained in V1( f n−1(x)) such that f n−1(x) ∈ γ˜ and
f (γ˜) = γ satisfies σ3/2δ1 = σ3/2ℓ(γ) ≤ ℓ(γ˜) ≤ σ1/2ℓ(γ) = δ1σ1/2, where ℓ(·) denotes the length
of any smooth curve on M and, recall, f n− j | Vn− j( f
j(x)) : Vn− j( f
j(x)) → Bδ1( f
n(x)) is a
diffeomorphism for all j = 0, . . . , n−1. ThusBδ1σ1/2( f
n−1(x)) ⊃ V1( f
n−1(x)) ⊃ Bδ1σ3/2( f
n−1(x)).
In particular this shows that the statement of the Lemma is true for n = 1, sinceω > σ−1/2.
Now we argue by induction assuming the Lemma to be true for all hyperbolic times
up to some n ≥ 1 and consider x having n + 1 as a hyperbolic time. Then for each
1 ≤ j < n
Bδ1ω−n− j( f
j(x)) ⊂ Vn− j( f
j(x)) ⊂ Bδ1σ(n− j)/2( f
j(x))
since f (x) has n as a hyperbolic time. For all y ∈ Vn+1(x) ∩ Bδ1σ(n+1)/2(x) we have f (y) ∈
V1( f (x)) and so by the induction assumption together with (18)
‖Df n+1(y)−1‖ ≤
n∏
i=0
‖Df ( f i(y))−1‖ ≤
n∏
i=0
(σ−1/2‖Df ( f i(x))−1‖) ≤ σ(n+1)/2
Therefore, for any smooth curve γ from f n+1(x) to the boundary of Bδ1( f
n+1(x)) and inside
this ball we have that the unique curve γ˜ contained in Vn(x)∩ Bδ1σ(n+1)/2(x) such that x ∈ γ˜
and f n+1(γ˜) = γ satisfies ℓ(γ˜) ≤ σ(n+1)/2ℓ(γ) = δ1σ(n+1)/2. Hence Vn+1(x) ⊂ Bδ1σ(n+1)/2(x).
Finally, from Lemma 3.14, we obtain for the same curves γ, γ˜ as above ℓ(γ) = ℓ( f n+1 ◦
γ˜) ≤ ωn+1ℓ(γ˜), or ℓ(γ˜) ≥ ω−(n+1)ℓ(γ). Since this holds for any smooth curve γ from f n+1(x)
to the boundary of Bδ1( f
n+1(x)) and inside this ball, we conclude that Vn+1(x) contains
B(x, δ1ω−(n+1)). This completes the inductive step and concludes the proof. 
Remark 3.16. From condition (S1) we obtain using the estimate (18)
|Df (y)−1| ≥ σ1/2|Df ( f j(x))−1| ≥
σ1/2
B
d( f j(x),C)β ≥
σ1/2
B
σβb(n− j) ≥
σ1/2
B
σ(n− j)/2
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because bβ ≤ 1/2. Then we arrive at
|Df (y)| ≤ Cσ−(n− j)/2, y ∈ Vn− j( f
j(x))
where C = Bσ−1/2, whenever x has n ≥ 1 as an hyperbolic time and 0 ≤ j < n.
Proposition 3.17. Let f is aC2 non-uniformly expanding endomorphism having slow recurrence
to the critical set. There exist constants ξ, η > 0 such that for ζ(x) = ξω−ηH(x)
2
and the family
ft(x) = f (x)+ t · ζ(x), if x is such that H(x) is a hyperbolic time, then we have f
j
t (x) ∈ VH(x)− j(x)
for all 0 ≤ j ≤ H(x) and each t ∈ Ω ⊂ [−1/2, 1/2]N.
In particular, H(x) is a (σˆ, δ)-hyperbolic time for (t, x) ∈ Ω ×M whenever H(x) < ∞, for a
constant 0 < σ < σˆ < 1.
Moreover, if Ω ⊂ [−ǫ0, ǫ0]N for some 0 < ǫ0 < 1/2 and H(x) < ∞, then f
j
t (x) ∈
Bǫ0δ1ω−η(H(x)− j)( f
j(x)) for each 0 ≤ j ≤ H(x) and for all t ∈ Ω.
Proof. Let η > 3/2 be big enough such that max{Cσ2η−1/2, σ2η} < 1/2, choose ξ =
min{δ1/2, 1/2} and fix t = (t1, t2, . . . ) ∈ Ω. Then
| ft1(x) − f (x)| ≤ |t1ζ(x)| < ξω
−ηH(x)2 < δ1ω
−(H(x)−1)
and so ft1(x) ∈ Bδ1ω−(H(x)−1)( f
H(x)−1(x)) ⊂ VH(x)−1( f (x)). Observe that there is z ∈ VH(x)(x) such
that ft1(x) = f (z) and so H( ft1(x)) = H( f (z)) ≥ H(z) − 1 = H(x) − 1.
Now we argue by induction on k and assume that for 1 ≤ j ≤ k < n − 1 we have
(1) f
j
t (x) ∈ Bξω−η(H(x)− j)2 ( f
j(x)) ⊂ VH(x)− j( f
j(x)), and
(2) H( f
j
t (x)) ≥ H(x) − j.
It is easy to see that this is true for k = 1. For j = k+1weget, for somew ∈ Bδ1ω−η(H(x)−k)( f
k(x))
in a segment between f kt (x) and f
k(x), according to Remark 3.16
| f k+1t (x) − f
k+1(x)| ≤ | ftk+1( f
k
t (x)) − f ( f
k
t (x))| + | f ( f
k
t (x)) − f ( f
k(x))|
≤ |tk+1ζ( f
k
t (x))| + |Df (w)| · | f
k
t (x) − f
k(x)|
< ξω−ηH( f
k
t (x))
2
+ Cσ−(H(x)−k)/2 · ξω−η(H(x)−k)
2
≤ ξω−η(H(x)−k)
2
(1 + Cσ−(H(x)−k)/2)
= ξω−η(H(x)−k−1)
2
ω−η(2(H(x)−k)+1)(1 + Cσ−(H(x)−k)/2)
≤ ξω−η(H(x)−k−1)
2
(ω−η(2(H(x)−k)+1) + Cσ(2η−1/2)(H(x)−k))
≤ ξω−η(H(x)−k−1)
2
.
The last inequality comes from the choice of η and because H(x) − k ≥ 1 and ω > σ−1/2 >
σ−1. This proves that part (1) of the inductive step. Then there exists z ∈ VH(x)(x) such
that f k+1(z) = f k+1t (x) and so H( f
k+1
t (x)) = H( f
k+1(z)) = H(z) − (k + 1) = H(x) − (k + 1),
completing the proof of the inductive step.
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Nowwe check thatH(x) is still a hyperbolic time for (t, x). This follows easily from the
statement of Proposition 3.17 together with the estimate (18) and Remark 1.6. However
we have to relax the constants: for 1 ≤ k < H(x)
H(x)−1∏
j=n−k
|Dft j+1( f
j
t (x))
−1| =
H(x)−1∏
j=n−k
|Df ( f
j
t (x))
−1| ≤
H(x)−1∏
j=n−k
(σ−1/2|Df ( f j(x))−1|) ≤ σk/2 (19)
and
d( f
H(x)− j
t (x),C) ≥ d( f
H(x)− j(x),C) − d( fH(x)− jt (x), f
H(x)− j(x)) ≥ σbj − δ1σ
j/2 (20)
= σbj(1 − δ1σ
(b−1/2) j) ≥ (1 − δ1)σ
bj
whenever d( f
H(x)− j
t (x),C) < δ. Hence H(x) is a (σˆ, δ)-hyperbolic time, for some σ < σˆ < 1
for all x such that H(x) is finite.
Up until now, the proof of was done with a fixed maximum size 1/2 for the per-
turbation. If we consider Ω ⊂ [−ǫ0, ǫ0]N with 0 < ǫ0 < 1/2, then the size of t · ζ(x) is
reduced proportionally in all the previous estimates, so that we obtain the last part of
the statement. 
This concludes the proof of Theorem 3.11.
3.2. Asymptotic rates of expansion and recurrence on random orbits. As a conse-
quence of preservation of hyperbolic times, we have the following uniform estimates
for the asymptotic rate of non-uniform expansion and slow recurrence for random or-
bits, i.e., the estimates we obtain do not depend on the perturbation as long as the
perturbation is small enough.
Proposition 3.18. If f is a non-uniformly expanding map with slow recurrence to the critical
set having a first hyperbolic time map Lp-integrable for some p > 3 then there is ǫ0 ∈ (0, 1/2)
such that, for all 0 < r < ǫ0, for λ-almost every point x and for all t ∈ [−r, r]N, we have the bound
lim infn→+∞
1
n
∑n−1
j=0 − log dδ( f
j
t (x),C) < 2ǫ and also lim infn→+∞
1
n
∑n−1
j=0 log ‖Df ( f
j
t (x))
−1‖ ≤
1
2
log σ.
Proof. The last limit inferior is clear: sincewe have infinitelymany hyperbolic timesH(x)
for λ-almost every x, we also have infinitely many hyperbolic times H(x) for λ-almost
every x and every t ∈ [r, r]N. Hence from (19) we obtain infinitely many hyperbolic times
n1 = H(x), n2 = n1 + H( f
n1
t (x)), n3 = n2 + H( f
n2
t (x)), . . . along the random orbit of x with
the average rate 1
2
log σ, which implies the stated bound for the limit inferior.
For the limit inferior of slow approximation, we use (20) to write for all 0 ≤ j < H(x)
d( f
j
t (x),C)
d( f j(x),C)
≥ 1 −
d( f
j
t (x), f
j(x))
d( f j(x),C)
≥ 1 − rσ(1/2−b)(H(x)− j). (21)
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From the definition of dδ we can write, since 0 < r < 1/2 and H(x) is a hyperbolic time
H(x)−1∑
j=0
− log dδ( f
j
t (x),C) ≤
H(x)−1∑
j=0
− log(1 − rσ(1/2−b)(H(x)− j)) +
H(x)−1∑
j=0
− log dδ( f
j(x),C)
≤
H(x)−1∑
j=0
2rσ(1/2−b)(H(x)− j) + ǫn =
2rσ1/2−b
1 − σ1/2−b
+ ǫn ≤ 2ǫn
if we take 0 < r < ǫ0 < 1/2 small enough.
The bound on the limit inferior follows again from the existence of infinitely many
hyperbolic times along the orbit of (t, x) for λ-almost every x and all t ∈ [−r, r]N. 
4. Uniqueness of absolutely continuous stationary measure
As a consequence of the choice of adapted perturbations from Theorem 3.11 and the
family (θǫ)ǫ>0 of probability measures in (5), we obtain the following.
Theorem 4.1. For each sufficiently small ǫ > 0 in the choice of ζ in the construction of an
adapted random perturbation from (7) as in Theorem 3.11, there exists a unique absolutely
continuous and ergodic stationary measure for the random dynamical system ( ft, θNǫ ).
Consider the measure ( fx)∗θNǫ which is the push-foward of the measure θ
N
ǫ by ft : M→
M for a fixed t ∈ suppθǫ, where we write fx(t) for ft(x). We first mention a simple way
to ensure the existence of a stationary measure for ( ft, θNǫ ).
Lemma 4.2. For each sufficiently small ǫ > 0 in the choice of ζ in the construction of an adapted
random perturbation from (7) as in Theorem 3.11 and for x ∈M fixed, each weak∗ accumulation
point of the sequence µǫn(x) =
1
n
∑n
j=1( f
j
x)∗θ
N
ǫ is a stationary measure.
Proof. Letµǫ be aweak∗ accumulation point of the sequence (µǫn(x))n. For each continuous
φ : M→ R, we have by the Dominated Convergence Theorem
∫ ∫
φ( ft(y))dµ
ǫ(y)θǫ(t) = lim
k→+∞
∫ ∫
φ( ft(y))d
 1nk
nk∑
j=1
( f
j
y)∗θ
N
ǫ
 dθǫ(t)
= lim
k→+∞
1
nk
nk∑
j=1
∫ ∫
φ( ft( f
j
t (x)))dθ
N
ǫ (t)dθǫ(t). (22)
By definition of the perturbed iteration and of the infinite product θNǫ , and because
µǫnk(x) −−−−−→nk→+∞
µǫ in the weak∗ topology, the limit in (22) equals
lim
k→+∞
1
nk
nk∑
j=1
∫
φ( f j+1t (x)) dθ
N
ǫ (t) =
∫
φ dµǫ.
Hence
∫ ∫
φ( ft(y)) dµǫ(y)dθǫ(t) =
∫
φ dµǫ and µǫ is a stationary measure. 
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4.1. Absolutely continuity and support with nonempty interior. We now show that
each stationary measure is absolutely continuous with respect to Lebesgue measure λ
(a volume form) inM.
Proposition 4.3. We have ( fx)∗θNǫ << λ for all x ∈M.
We recall that from 3.6we have thatH is never zero onM, and so ζ(x) , 0 for all x ∈M.
Proof. In fact, consider A ⊂ M some ball in M which (we assume is a parallelizable
manifold, e.g. an interval, the circle or a n-torus). We have
( fx)∗θNǫ (A) = θ
N
ǫ {t : ft(x) ∈ A}
= θNǫ {t; f (x) + t1 · ζ(x) ∈ A}
= θǫ
{
t1; t1 ∈
A− f (x)
ζ(x)
}
= 1λ(Bǫ(0))
· λ
(
A− f (x)
ζ(x) ∩ Bǫ(0)
)
= 1ζ(x) ·
1
λ(Bǫ(0))
· λ
(
(A − f (x)) ∩ Bǫ(0)
)
which shows that, if λ(A) = 0, then ( fx)∗(θNǫ )(A) = 0. 
We observe that Bǫ(0) ∋ t 7→ ft(x) ∈ M is continuous for each fixed x ∈ M. We also
note that, since the space C0(M,R) of continuous functions is dense in the space L1(µǫ)
of Borel integrable functions with respect to µǫ, with the L1-norm, then the stationary
condition in Definition 1.3 holds also for any µ-integrable φ : M→ R.
Lemma 4.4. Every stationary probability measure µǫ is absolutely continuous with respect to
λ.
Proof. From the above observation that the relation in Definition 1.3 is true for all inte-
grable functions, we have that for any Borel measurable subset B ⊂M
µǫ(B) =
∫
χB dµ
ǫ =
∫ ∫
χB ◦ ft(y) dµ
ǫ(y)dθǫ(t) =
∫
( fy)∗θ
N
ǫ (B) dµ
ǫ(y)
and if λ(B) = 0, then we obtain µǫ(B) = 0 from Proposition 4.3. 
From this we are able to show that the support of any stationary measure has non-
empty interior. Let µǫ be a stationary measure and let us write S = supp(µǫ). Using
again that the relation in Definition 1.3 holds for µǫ-integrable functions
1 =
∫
χS(y) dµ
ǫ(y) =
∫ ∫
χS( ft(y)) dµ
ǫ(y)dθǫ(t)
=
∫ ∫
χS( ft(y)) dθǫ(t)dµ
ǫ(y)
we conclude (since 0 ≤ χS ≤ 1) that
∫
χS( ft(y)) dθǫ(t) = 1 for µǫ-a.e. y. Therefore we get
χS( ft(y)) = 1, that is, ft(y) ∈ S for θǫ-a.e. t and µǫ-a.e. y.
In particular, ft(y) ∈ S for t is a dense subset D of Bǫ(0) = supp(θǫ) by definition of θǫ.
In addition, since Bǫ(0) ∋ t 7→ ft(y) ∈ M is continuous, we also have fy(D) is dense in
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fy(Bǫ(0)) and so the closed set S contains Bζ(y)( f (y)), the closure of fy(D). We obtain that
ft(y) ∈ S for all t ∈ Bǫ(0) and µǫ-a.e. y.
From the definition of ft(y) in (7), we see that the image of fy(Bǫ(0)) is the ball around
f (y) with radius ζ(y) , 0. Hence S has non-empty interior, as claimed.
4.2. Every stationary measure is ergodic with full support. Now we use that the un-
perturbed transformation f has a dense orbit. Letµǫ be a stationary probabilitymeasure.
We have already shown that the support S of µǫ has non-empty interior and that S is
almost invariant.
Lemma 4.5. Let ( ft, θNǫ ) be a random dynamical system such that the unperturbed map f = f0 is
a local diffeomorphism outside a λ-measure zero set, has a dense positive orbit and the parameter
0 belongs to the support of θǫ. Then µǫ has full support: S = supp(µǫ) =M.
Proof. Let S0 ⊂ S be such that µǫ(S \ S0) = 0 and ft(S0) ⊂ S for all t ∈ Bǫ(0) – this was
proved in the previous subsection. Hence we also have λ(S \ S0) = 0 and so S0 = S.
We have that f is locally a diffeomorphism outside a critical set C with λ-measure
zero. Then λ( f (S\S0)) = 0 and, because f (S)\ f (S0) ⊂ f (S\S0), we get λ( f (S)\ f (S0)) = 0.
Thus f (S) = f (S0) ⊆ f (S0) ⊆ S = S, and S is a positively f -invariant subset.
We also know that the interior of S is non-empty. Let w ∈ M have a positive dense
f -orbit. Then there exists n > 1 such that f n(w) interior to S and soM = ω f (x) ⊂ S = S ⊂
M. 
To show ergodicity of any stationary measure, we need some known auxiliary results
already obtained for maps with hyperbolic times for random orbits, as stated below.
The first result gives properties of random hyperbolic times similar to those of
Lemma 3.4.
Proposition 4.6 (Proposition 2.6 and Corollary 2.7 in [2]). There exist δ1,C1 > 0 such that,
if n is a (σ, δ)-hyperbolic time for (t, x) ∈ Ω×M, then there exists a neighborhood Vn(t, x) of x in
M such that:
(1) f nt maps Vn(t, x) diffeomorphically onto the ball of radius δ1 centered at f
n
t (x);
(2) d( f n−kt (y), f
n−k
t (z)) ≤ σ
k/2 · d( f nt (y), f
n
t (z)) for all 1 ≤ k ≤ n and y, z ∈ Vk(t, x);
(3) C−1
1
≤
|detDf nt (y)|
|detDf nt (z)|
≤ C1 for all y, z ∈ Vn(t, x).
The next result says that every non-trivial positively invariant subset for random
non-uniformly expanding dynamical system must contain a ball of a definite size.
Definition 4.7 (Random positively invariant set). We say that a subset A ⊂ M is random
positively invariant if, for µǫ-almost every x ∈ A, we have that ft(x) ∈ A for θǫ-almost every t.
We note that if A is random positively invariant and λ(A) > 0, then the closure of its
Lebesgue density points A+ is also random positively invariant, since A is dense in A+.
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Proposition 4.8 (Proposition 2.13 in [8]). For δ1 given by previous proposition, given any
random positively invariant set A ⊂ M with µǫ(A) > 0, there is a ball of radius δ1/4 such that
λ(B \ A+) = 0.
The following is well-known from the theory of Markov chains.
Lemma 4.9 (Lemma 8.2 in [9]). The normalized restriction of a stationary measure to a random
positively invariant set is a stationary measure.
Now we can prove that each stationary probability measure µǫ for our random dy-
namical systems is ergodic. Arguing by contradiction, let us assume that µǫ is not
ergodic.
Hence, there are random (positively) invariant sets S1 and S2 = M \ S1 such that both
have µǫ-positive measure. From Proposition 4.8 both sets contain a δ1/4-ball. Thus there
exist n1, n2 > 1 such that f n1(w) ∈ S1 and f n2(w) ∈ S2, where w is a point with dense
positive f -orbit. Therefore, S1 = M = S2 which is a contradiction.
5. Stochastic stability
Nowwe combine the results of the previous sections to prove ourmain TheoremA.We
use the same strategy as [2] taking advantage of the uniformity of the first hyperbolic
time with respect to the adapted random perturbations. Indeed, from the previous
constructions and from Remark 3.13, we have that there exist 0 < σ, δ < 1 such that
hˆ : Ω ×M→M, (t, x) 7→ inf{k ≥ 1 : k is a (σ, δ) − hyperbolic time for (t, x)}
satisfies hˆ(t, x) = hˆ(0, x) = h(x) ≤ H(x) for all t ∈ suppθNǫ for λ-a.e. x ∈ M, where 0
is the constant sequence equal to zero and h(x) denotes the first hyperbolic time map
associated to the unperturbed dynamics of f , as defined in Section 3.
Hence, if we assume that h ∈ Lp(λ) for some p > 3, then we have also that the series
‖hˆ‖1 =
∫
hˆ d(θNǫ × λ) =
∞∑
k=0
k · (θNǫ × λ)
(
{(t, x) : hˆ(t, x) = k}
)
(23)
has uniform L1-tail, that is, the series in the right hand side of (23) converges uniformly
to ‖hˆ‖1 (as a series of functions of the variable ǫ).
Remark 5.1. For this argument it is enough that we assume h ∈ L1(λ), as long as hˆ(·, x) = h(x)
for λ-a.e. x ∈M is established.
Now we can follow the same arguments as in [2, Section 5]. We sketch them here for
the convenience of the reader. Since there exists a unique ergodic absolutely continuous
stationary measure µǫ for all small enough ǫ > 0, we have that
µǫn =
1
n
n−1∑
j=0
∫
( f
j
t )∗λ dθ
N
ǫ (t).
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converges in the weak∗ topology to µǫ as n→ +∞. We define for each t ∈ ΩN and n ≥ 1
Hn(t) = {x ∈ B(µ
ǫ) : n is a (σ, δ)-hyperbolic time for (t, x) }, and
H∗n(t) = {x ∈ B(µ
ǫ) : n is the first (σ, δ)-hyperbolic time for (t, x) }.
Here H∗n(t) is the set of points x for which hˆ(t, x) = n. For n, k ≥ 1 we define Rn,k(t) as the
set of points x for which n is a (σ, δ)-hyperbolic time and n+ k is the first (σ, δ)-hyperbolic
time after n, that is
Rn,k(t) =
{
x ∈ Hn(t) : f
n
t (x) ∈ H
∗
k(σ
nt)
}
,
where σ : Ω	 is the left shift map. Now using the measures
νǫn =
∫
( f nt )∗
(
λ | Hn(t)
)
dθNǫ (t) and η
ǫ
n =
∞∑
k=2
k−1∑
j=1
∫
( f
n+ j
t )∗
(
λ | Rn,k(t)
)
dθNǫ (t),
we obtain the bound µǫn ≤
1
n
∑n−1
j=0 (ν
ǫ
j
+ηǫ
j
). The bounded distortion property of hyperbolic
times provides the following.
Proposition 5.2. [2, Proposition 5.2] There is a constant C2 > 0 such that for every n ≥ 0 and
t ∈ Ω we have d
dλ( f
n
t )∗
(
λ | Hn(t)
)
≤ C2.
Hence we have
dνǫn
dλ ≤ C2 for every n ≥ 0 and small ǫ > 0. We now control the density
of the measures ηǫn so that we ensure the absolute continuity of the weak
∗ accumulation
point of µǫ when ǫց 0.
Proposition 5.3. [2, Proposition 5.3]Given ζ > 0, there is C3(ζ) > 0 such that for every n ≥ 0
and ǫ > 0 we may bound ηǫn by the sum of two measures η
ǫ
n ≤ ω
ǫ + ρ ǫ satisfying dω
ǫ
dλ ≤ C3(ζ)
and ρ ǫ(M) < ζ.
It follows from Propositions 5.2 and 5.3 that the weak∗ accumulation points µ0 of µǫ
when ǫ ց 0 cannot have singular part, and so are absolutely continuous with respect
to λ. Moreover, from Remark 1.4 we have that the weak∗ accumulation points µ0 of a
family of stationary measures are always f -invariant measures.
From the properties of non-uniformly expanding maps stated in Theorem 1.1, we
conclude that µ0 is a convex linear combination of finitely many physical measures of f .
This proves stochastic stability under adapted random perturbations.
In our setting, where f is transitive, we have a unique physical measure µ for f , thus
µ0 = µ.
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