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Particulate matter (PM) emissions from the transportation sector have significant impacts 
on climate and human health. Global projections of future PM emissions are critical elements in 
understanding air quality impacts on regional and global scales, because they are needed to 
forecast future air quality and climate change and to examine the effects of mitigation options. 
This dissertation aims to develop new methods for projections of future global emission from 
transportation, to analyze the uncertainty in those projections, and to investigate the effectiveness 
of mitigation measures. 
A dynamic model of vehicle population linked to emission characteristics, SPEW-Trend, is 
used to make the emission projections. Unlike previous models of global emissions, this model 
incorporates considerable detail on the technology stock, including the vehicle type and age, and 
the number of emitters with very high emissions (termed “superemitters”). These features of the 
vehicle fleet alter over time and respond to economic growth and changes in regional income. 
Estimates of vehicle growth are driven by changes in predicted fuel consumption from 
macroeconomic scenarios, ensuring that PM projections are consistent with scenarios that are used 
to assess impacts of greenhouse-gas emissions. Changes in the vehicle fleet occur through 
retirement, new emission standards, and the change of normal vehicles to superemitters. 
Retirement rates and superemitter fractions depend on regional income levels. Adoption dates of 
emission standards are either estimated from planned implementation or from income levels. 
Projections of global emissions from on-road vehicles for the period 2010 to 2050 are 
made under four commonly-used global fuel-consumption scenarios. Common features of these 
scenarios are a projected emission decrease until 2035, as emission standards are implemented 
worldwide and older engines built to lower standards are phased out. However, superemitters have 
a considerable effect on emission totals. They can potentially contribute more than 50% of global 
emissions around 2020-2030, which suggests that they should be specifically addressed in 
modeling and mitigation measures.  
Although it is common to acknowledge uncertainties in future economic trajectories, most 
current emission projection models are deterministic. Sensitivity analysis and Monte Carlo 
simulations are performed to quantify the uncertainties in these emission projections. The current 
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work examines the emission sensitivities due to uncertainties in vehicle retirement rate, timing of 
emission standards, superemitter transition rate, and emission degradation rate. It is concluded that 
global emissions are most sensitive to retirement rate. Monte Carlo simulations show that emission 
uncertainty caused by lack of knowledge about technology composition is about the same as the 
uncertainty demonstrated by alternative economic scenarios, especially during the period 2010 to 
2030. 
Two mitigation measures, scrappage of vehicles and retrofit to advanced control 
technology, are explored to examine potential PM emission reductions from on-road vehicles. The 
simulations show that scrappage can provide more emission reduction as soon as the measure 
begins, while retrofit reduces more emissions in later years when very advanced technology 
becomes available in most regions. With the consideration of uncertainties, scrappage and retrofit 
reduce emissions by 22-49% and 9-23%, respectively, within 90% confidence interval under 
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CHAPTER 1  
INTRODUCTION AND BACKGROUND 
Primary particulate matter (PM) has important effects on local air quality, including 
adverse human health effects [Lloyd and Cackette, 2001; Pope and Dockery, 2006; WHO, 2006] 
and visibility impairment [Sloane et al., 1991; Vajanapoom et al., 2001; NARSTO, 2004; Zhao et 
al., 2011]. PM can also travel long distances, even between continents (e.g., Hadley et al. [2007], 
Chin et al. [2007], and Shindell et al. [2008]). Because of such long-range transport, emissions in 
one country or continent can affect health and visibility in another country or continent. 
Furthermore, because PM is found throughout the atmosphere, it affects climate change [Chung et 
al., 2002; Menon et al., 2002; Schulz et al., 2006; Streets et al., 2009]. Global emission estimates 
for future years have been identified as critical elements in understanding these large-scale impacts 
[Levy II et al., 2008]. Such projections are required to understand the climate response to 
combined emissions of greenhouse gases, aerosols, and other trace species in the next 30 to 50 
years. 
There are several limitations in current PM emission projections. The first has been the 
lack of a clear relationship between projected technological change and overall emission factor 
(quantity of emission per mass of fuel used or per kilometer driven). Social and economic 
development affects technology improvement and technology choice, and both of these influence 
emission factors, sometimes dramatically. Many early emission projection studies (e.g., IPCC, 
[2001]) use fixed emission factors for all future years; later studies (e.g., Streets et al. [2004] and 
Rao et al. [2005]) realize that emission factors would change with time, but they do not develop 
explicit connections between technology choice and emission factors. 
A second limitation of emission projections is inadequate treatment of uncertainty. 
Although it is common to acknowledge uncertainties in future economic trajectories, most current 
emission projection models are deterministic; that is, they provide only a single answer for each 
designed scenario (e.g., Streets et al. [2004] and Ohara et al. [2007]). Scenarios are defined as 
“images of the future, or alternative futures”, but they are “neither predictions nor forecasts” 
[Nakicenovic et al., 2000]. Yet, present-day emission inventories contain large uncertainties, and 
the uncertainty can only increase for future projections. The Intergovernmental Panel on Climate 
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Change (IPCC) describes the management and reporting of uncertainties in emission inventories 
[IPCC, 2001; Swart et al., 2009], but these uncertainties have not been incorporated by the IPCC 
into the estimates of climate forcing or related environmental effects. 
The third deficiency lies in the determination of mitigation potential under different future 
scenarios, especially with consideration of uncertainty. Mitigation measures for some economic 
sectors have been proposed [IPCC, 2007b], but few studies provide an evaluation of the amount of 
PM emission reduction that can be obtained in future years by different emission reduction 
strategies. We attribute the absence of helpful mitigation strategy analysis to limitations in the 
technical detail of future emission scenarios, which result in the inability to relate technological or 
regulatory intervention to emission changes.  
In addition to the deficiencies just discussed, a number of questions about emission 
projections of primary PM remain unanswered. What governing factors should be included in a 
model of future emission estimates? How important or sensitive are these factors? How will 
emissions change under different socioeconomic conditions, especially with the implementation 
of environmental regulations?  
The research presented in this dissertation focuses on one important emitting sector: 
on-road vehicles. It contains investigation into the factors that govern the level of future PM 
emissions and develops an improved understanding of the linkages between anthropogenic 
activities and atmospheric emissions. It also uses the improved models to assess emission 
uncertainties and the relative emission-reduction benefits of alternative mitigation policies.  
In the remainder of this chapter, I introduce various definitions of PM and provide a 
detailed overview of the key impacts of PM (Section 1.1 and 1.2). In Section 1.3, I discuss the 
rationale and limitations of previous emission projections in detail and introduce a new model, 
named Speciated Pollutant Emission Wizard (SPEW)-Trend, which explicitly represents 
technological change. In Section 1.4, I present the reason to do uncertainty analysis and review the 
previous work. In Section 1.5, I provide the definition of mitigation and list the positive aspects of 
considering black carbon reductions in mitigation policies. In Section 1.6, I discuss the reasons for 
studying the transportation sector, especially on-road vehicles. In the last part of this chapter, I 
summarize the research objectives and the innovative contributions of my work.  
In Chapter 2, I describe the approach used in SPEW-Trend and the structure of the model. I 
review the basic vehicle fleet and emission equations and determine the parameters that most 
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greatly affect emissions using simple sensitivity analysis. In Chapter 3, I investigate the functional 
form of the significant parameters and their connections with socioeconomic factors. In 
subsequent chapters, I describe results of the SPEW-Trend model to project global emissions in the 
on-road transportation sector. In Chapter 4, I discuss emission trends for the next 40 years on 
global and regional scales. In Chapter 5, I analyze the uncertainties in emissions that result from 
our lack of knowledge about the relationships required for the SPEW-Trend model. In Chapter 6, I 
review some available mitigation measures in the transportation sector and estimate potential 
emission reductions from scrappage and retrofit within the context of the future scenarios and in 
light of uncertainty. Finally, in Chapter 7, I summarize the achievements and original contributions 
of this work, and make recommendations for follow-on work. 
1.1 Particulate Matter and Aerosol 
Particulate matter (PM) refers to dispersed airborne solid and liquid particles larger than 
single molecules but smaller than about 500 μm [Wark et al., 1998]. PM is classified by 
aerodynamic diameter, since its environmental effects and lifetime vary with size. PM10 refers to 
particles with diameters smaller than 10 µm. PM2.5, also termed fine PM, refers to particles with 
diameters smaller than 2.5 µm. Particles with diameters between 10 μm and 2.5 μm are often 
referred to as coarse, or PM10-2.5. With its small size, PM2.5 has a longer atmospheric lifetime than 
larger particles, and a greater ability to affect human health, visibility, and climate. PM can also be 
divided into two broad categories according to its formation: primary PM, which is emitted 
directly by natural and anthropogenic processes; and secondary PM, which is formed in the 
atmosphere by gas-to-particle conversion processes [Seinfeld and Pandis, 2006]. 
The chemical composition of PM in the ambient air depends on the emitting sources or 
particle precursors and also on atmospheric conditions. Commonly identified components include 
sulfates, nitrates, organic carbon (OC), black carbon (BC), sea salt, soil or crustal material, and 
specific metallic elements such as lead (Pb).  
Primary PM is emitted from both natural and anthropogenic sources. Natural emissions 
come from wildfires, sea spray, and re-suspension of organic matter such as leaf litter. 
Anthropogenic emissions come from human activities, such as combustion of fuels [NRC, 2010]. 
Mineral dust has both natural and anthropogenic origins. Table 1.1 shows the relative magnitudes 
of anthropogenic and natural BC, OC and PM2.5 emissions in the year 2005 from a recent 
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assessment by the United Nations Environment Programme [UNEP, 2011]. Note that PM2.5 
emissions rates from natural sources are very large. These particles consist mainly of sea salt, 
windblown mineral dust, and particles from wildfires. Sea salt and mineral dust contribute little to 
adverse human health because they are usually emitted far from populated areas. While they do 
affect global climate, their emissions may not have changed since the beginning of the Industrial 
Era, and therefore they are thought to have little effect on anthropogenic climate change. Sea salt 
particles only contribute to light scattering and cloud formation in the remote marine atmosphere 
[Quinn et al., 1998]. Natural mineral dust originates in several specific locations such as deserts; 
however, particles tend to be large and be deposited locally. Natural sources of PM emissions are 
almost impossible to control. This dissertation focuses on how human activities affect PM 
emissions, and thus only anthropogenic sources of emissions are considered. 
Combustion of fossil fuels and biofuel is a large primary anthropogenic source of PM 
[NRC, 2010], which is mainly determined by the characteristics of combustion and emission 
control technologies. This dissertation focuses on primary PM emissions from the transportation 
sector, and the significance of studying this sector will be discussed in Section 1.6. While emission 
rates of individual chemical components may be of interest to modeling studies, these model 
inputs are often obtained by beginning with an estimate of total PM emissions.  
When referring to particles in the ambient air, the term “aerosol” is commonly used. 
Aerosol is technically defined as a suspension of fine solid or liquid particles in a gas [Seinfeld and 
Pandis, 2006]. In this work, I am concerned with primary PM emissions, but not specific chemical 
components or concentration in ambient air.  The former can be inferred from models of 
emissions, and the latter require the emission estimates from this work as inputs to atmospheric 
models. Also, for clarity, I will use the term “PM” in the discussion of emissions, and “aerosol” in 
the description of climate impacts which are closely related with the components and optical 
properties of particles in the atmosphere.  
1.2 Impacts of Particulate Matter 
1.2.1 Human Health and Visibility 
There is convincing and consistent evidence that short- and long-term exposure to PM can 
cause a wide range of adverse health effects [WHO, 2006]. Studies have shown associations 
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between fine particle exposure and various health effects, including pulmonary and cardiovascular 
disease [Pope and Dockery, 2006]. Epidemiological studies have found a relationship between 
exposure to PM2.5 emitted from diesel engines and increased risk of lung cancer [Lloyd and 
Cackette, 2001]. Due to the health effects of PM, standards have been set by various governments. 
The focus of health effects has been on PM10 in most countries. U.S. EPA added PM2.5 to the 
National Ambient Air Quality Standards (NAAQS) in 1997 to increase the level of protection 
against PM-related health effects, followed by the European Union, which introduced new PM2.5 
limits in 2008.  
“Relative risk” is a term that quantifies health effects and is defined as the ratio between the 
risk of disease in a pollutant-exposed population to the risk in an unexposed population. For 
example, a relative risk for mortality of 1.023 indicates a 2.3% increase in mortality from exposure 
to air pollutants, compared with the “normal” incidence. The relative risk of adverse health effects 
increases continuously with rising air pollutant concentration levels. Figure 1.1 summarizes 
estimates of the relative risks for mortality caused by different air pollutants [WHO, 2006]. Most 
air pollutants illustrated in Figure 1.1 cause increased risk, as the median values of relative risk are 
larger than one. PM2.5 shows the highest relative risks for mortality, because it can penetrate more 
deeply into the lung and cause respiratory problems than coarse particle. 
Particles also scatter and absorb light, and they can contribute to visibility degradation, 
which is the most publicly recognized indication of PM pollution. Light absorption and scattering 
are also the cause of radiative forcing effects, which will be discussed in Section 1.2.2. Here 
visibility can be defined in terms of the distance one can see. Visibility degradation means “a 
reduction in the distance to which one can see and a decrease in the apparent contrast and color of 
distant objects” [NARSTO, 2004]. Increasing concentration of PM causes roughly proportional 
increases in the amount of light that is scattered and absorbed by particles, so that visibility is 
reduced. Figure 1.2 shows an example of the relationship between visibility and PM2.5 
concentration in Beijing [Zhao et al., 2011].  
Because of the improvement in emission control technology and enforcement of 
environmental policies, PM emissions and the resultant human exposure may differ in the future. 
Thus, understanding emission estimates for the future will not only contribute to a view of future 
air quality and human exposure to pollutants, but will also guide policy makers to make 




1.2.2 Climate Change 
Radiative forcing (RF) is used for quantitative comparisons of the strengths of different 
human and natural agents in causing climate change. IPCC defines RF as a measure of the 
influence in altering the balance of incoming and outgoing energy in the Earth-atmosphere system 
[IPCC, 2007a]. Figure 1.3 shows the global average RF for aerosol emissions. The values 
represent RF in 2005 due to emissions and changes since 1750. Two aspects of the influence of 
aerosols are shown on this figure: the direct effect and the effect on cloud albedo. 
Aerosols affect the global climate by modifying the earth’s radiation balance. The aerosol 
RF can be grouped into direct and indirect effects [Charlson et al., 1992; Hansen et al., 1997; 
Jacobson, 2001; Forster et al., 2007]. The direct effect is the mechanism by which aerosols scatter 
and absorb radiation and alter the radiative balance of the Earth-atmosphere system [Jacobson, 
2004; Koch and Hansen, 2005; Chung and Seinfeld, 2002]. Scattering or absorbing radiation by 
aerosols causes a cooling or warming effect. The indirect effect (or cloud albedo effect) is the 
mechanism by which aerosols modify the modulation of cloud properties due to changes in the 
concentration of cloud condensation nuclei (CCN) [Lohmann et al., 2004; Penner et al., 2001]. 
The total direct RF of all aerosols combined is -0.5 W/m
2





to a net cooling effect with a median RF of -1.3 w/m
2
 [Forster et al., 2007].  
Comparisons with long-lived greenhouse gases (GHGs) and ozone illustrate the 
importance of aerosols in the climate system. Figure 1.4 shows probability distribution functions 
from combining the anthropogenic RFs. Compared with the combined forcing by GHGs and 
ozone of +2.97 W/m
2
 (red dashed curve), the overall aerosol forcing (blue dashed curve) is smaller 
in magnitude but not insignificant (ranging from -2.2 to -0.5 W/m
2 
with a median of -1.3 W/m
2
). 
Additionally, the uncertainty of RF caused by aerosol is large and dominates the uncertainty of the 
total anthropogenic RF (red shaded curve). One source of aerosol RF uncertainty is the poor 
knowledge of the amount of aerosols generated, which is an input to climate model simulations 
[Forster et al., 2007]. This dissertation aims to provide better estimates of PM emissions, which 
can help in developing a clearer understanding of their long-term climatic effects. 
Aerosols from the incomplete combustion of fossil fuel (e.g., diesel) are mainly composed 
of BC and OC. BC and OC have opposite RF contributions: BC causes a positive RF (warming), 
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while OC causes a negative RF (cooling), as shown in Figure 1.3. Because OC and BC are emitted 
together from sources, the OC/BC ratio can be an indicator of the net climatic impact of an 
individual source. The ratio varies among combustion sources and represents a different warming 
probability. Aerosols with lower OC/BC ratios have a greater warming effect per unit mass of BC 
emitted than sources with higher ratios [Kopp et al., 2010; Novakov et al., 2005; Jacobson, 2005]. 
For example, the OC/BC ratio of diesel combustion is 0.4, while the ratio of residential biofuel 
burning is 4. From a climatic perspective, more benefit will be obtained by reducing emissions 
from diesel engines than biofuel burning.  
Reduction of BC offers a way to mitigate climate warming. The atmospheric lifetime (days 
to weeks) of BC is shorter than CO2 (30-95 years) [Jacobson, 2005] and BC does not accumulate 
in the atmosphere, so that aggressive actions on reduction of BC may lead to a major mitigation in 
short-term global warming [Bond and Sun, 2005; Kandlikar et al., 2010; Baron et al., 2009], 
although long-term warming reductions still require CO2 emissions to be reduced. The detail of 
BC mitigation is discussed in Section 1.5.  
1.2.3 Long-Range Transport 
Because of the small size and low settling velocity of fine PM, it can undergo long-range 
transport. Though fine PM stays in the atmosphere for only days to weeks, it can travel for 
thousands of kilometers, reaching all parts of the globe; particular problems may be caused by 
climate-warming aerosols (e.g., BC) that travel to sensitive regions as such as the Arctic or the 
Himalayas. In addition to causing warming when it is in the atmosphere, BC also causes warming 
when it is deposited out of the atmosphere onto snow and ice, because it darkens the snow, 
resulting in snow melting. When BC is transported to the Arctic where melting of sea and land ice 
are accelerated, and Himalayas where accelerated melting of glacier and snowpack results in 
impacts on water supplies, the net warming effects of BC are amplified [Bice et al., 2009; 
Ramanathan and Carmichael, 2008].  
Both observational and modeling studies show that PM emissions from anthropogenic 
activities affect air quality in the source region, but can also be transported and have effects at large 
distances from the source. The first large-scale spatial transport of fine particles was observed as 
haze layers in the Arctic during spring [Shaw, 1975], later attributed to transport from Eurasia, and 
acid deposition in Canadian and Scandinavian lakes [Likens and Bormann, 1974]. Reddy and 
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Boucher [2007] predicted that 20-30% of the BC column loading (mass per unit area) in East Asia, 
North America, and Europe was imported from other regions. Chin et al. [2007] found that fine 
particles emitted in Africa and Europe can travel eastward, merge with Asian pollutants and cross 
the North Pacific to influence the climate over western North America. Hadley et al. [2007] 
applied simulations by the Chemical Weather Forecast System (CFORS) model and concluded 
that Asia and other regions to the west are the major sources (77%) of BC found at high elevations 
in North America. Shindell et al. [2008] found that fine particles of European origin dominate at 
the Arctic surface. HTAP [2010] applied a source-receptor approach [Seibert and Franck, 2004] to 
assess the impact of emissions from an upwind source region to a downwind receptor region 
[Derwent et al., 2004; Fiore et al., 2002; Liu et al., 2009]. Figure 1.5 shows an example of 
source-receptor model results for intercontinental transport [HTAP, 2007]. Long-range transport of 
pollutants is directly dependent on the magnitudes of emission fluxes of primary pollutants in 
upwind source regions. The improvement of global and regional emission estimates, which serve 
as the critical inputs of chemical transport models (CTMs), is required to evaluate the range of 
impacts on climate and health issues for downwind receptor regions [HTAP, 2007].  
1.3 Emission Projections 
The term emission inventory is defined as a comprehensive listing of the sources of air 
pollution and an estimate of their emissions within a specific geographic area for a specific time 
interval. Emission projection refers to extrapolating past or present emission inventories to predict 
future emissions based upon expected future activity levels and emission controls. As critical 
elements in understanding large-scale impacts, global PM emission projections can assist in 
forecasting future climate change and intercontinental transport, and in examining the benefits of 
possible mitigation options [Streets et al., 2004; Levy II et al., 2008]. 
1.3.1 Characteristics of Emission Projections 
Emission projections that are suitable for modeling future impacts on air quality and 
climate should be consistent on multinational scales. “Consistent” means that assumptions about 
emission causes and responses to economic growth should be treated similarly in all regions. 
However, a globally consistent emission inventory has less detail than most local ones. Emission 
estimates for a city, state, or province might rely on a model that represents the vehicle fleet and the 
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number of kilometers traveled at particular speeds. This level of detail cannot presently be 
represented in global inventories, because the data are simply unavailable in many locations. The 
challenge is to create projections in which assumptions are in harmony with the most current 
understanding of emissions.  
The development of PM emission projections typically requires assumptions about 
economic growth, population growth, and the emission characteristics of new technologies. There 
is general agreement that future emission changes at regional and global scales will be affected by 
economic development, environmental policy, and the implementation of emission control 
technologies [Bond et al., 2004; Cofala et al., 2007; Ohara et al., 2007]. The major factors that 
determine future emissions are level of activity (e.g., distance travelled or fuel consumed in the 
transportation sector) and emission rate, which is dependent on the level of technology 
development and penetration of emission abatement measures. Activity changes are strongly 
linked to economic growth, population growth, and energy growth. 
Unlike emission projections of energy-related CO2, which depend to a large extent only on 
the amounts of fuel consumed and the carbon content of the fuel [Nakicenovic et al., 2000; Smith, 
2005], PM emission projections require consideration of technology choice with respect to 
emission level [Bond et al., 2004]. “Technology” here is defined as a piece of hardware or an 
operating procedure that influences the emission factors of emitters over time; the changes of net 
emission factors can then be characterized by changes of technology share. Emission rate depends 
on technology improvements, which in turn may be related to economic growth, but a more 
important factor is environmental legislation (e.g., standards that limit the level of allowable 
emission). The latter can be a key factor in determining the penetration of abatement measures and 
consequently emission factors [HTAP, 2010].  
1.3.2 Previous Emission Projections 
Early global emission projections [IPCC, 2001] recognized that emission factors would 
change with time, but did not account for the details of technological change. Only in the last 
decade have future emission inventories that include technology effects been developed (e.g., Rao 
et al. [2005] and Streets et al. [2004]). Table 1.2 provides a literature review of various emissions 
projections made to date. Streets et al. [2004] used changes in emission factors to represent 
technology evolution. The emission factors were based on a simple technology stock model, and 
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representations of transitions relied mainly on expert judgment. Rao et al. [2005] developed future 
projections by assuming that emission coefficients decrease as gross domestic product (GDP) 
increases. Cofala et al. [2007] assumed that emission factors are affected mainly by the 
implementation of emission control legislation in each country, which is based on the current 
national expectations of economic development. In previous studies, emissions have usually been 
estimated by combining fuel consumption with an averaged emission factor that represents the 
whole emitter population. Such emission estimates cannot well represent the influence of emission 
controls and contribution of different sources. It is important to divide emitters into groups that 
have different emission characteristics and link emission estimates with technology improvement 
and implementation of environmental policies. 
1.3.3 Present Approach: Dynamic Technology Model 
A model that represents the categories of emission sources by different technologies can 
allow us to reliably predict future emissions, estimate their uncertainty, and explore emission 
control policies. In such a model, relative contributions by different kinds of technologies change 
with time, so that total emissions depend on the fleet changes (initiation and retirement). The 
governing factors of vehicle initiation and retirement can be linked to economic conditions. For 
example, the survival rate of vehicles can be defined as a function of income level, in addition to 
characteristics of the vehicle.  
A technology-based model, has been previously described in a present-day global emission 
inventory of black and organic carbon particles [Bond et al., 2004], which determines emissions by 
apportioning fuel use among different emitting technologies. This approach has also been used for 
historical emissions [Bond et al., 2007]. Now I extend it to future projections by connecting 
dynamic technology representation with emission rates for each technology. 
The Speciated Pollutant Emission Wizard Trend model, or SPEW-Trend, a dynamic 
technology model, uses exogenous data from economic scenarios to choose new technologies and 
retire old ones and projects emissions based on the emission factors associated with each 
technology grouping. Here an exogenous variable means a factor whose value is determined by 
factors or variables outside the system under study [Lewis-Beck et al., 2004]. In this dissertation, 
these exogenous socioecomic variables are developed by other investigators (discussed in Section 
2.2.2).  SPEW-Trend model keeps track of technology stocks over time (discussed in Chapter 3). 
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Compared with most global emission projections, the main advantage of SPEW-Trend is that it is 
rich in technology detail, and links technology choice and improvement with socioeconomic 
conditions. The development, structure and parameters of SPEW-Trend will be discussed in 
Chapters 2 and 3.  
Emissions decrease with introduction of advanced technology and implementation of 
more-stringent environmental regulations [Bond et al., 2004; Rao et al., 2005; Streets et al., 2004]. 
In SPEW-Trend, I group vehicles built to a single emission standard as one “technology.” 
Although different control approaches are sometimes used to meet the same emission standard, 
they have the same effect on emission factor. Emissions may also increase with aging and 
attendant degradation of engines and air quality control equipment [Ubanwa et al., 2003], or even 
achieve extreme high values under malfunctioning conditions (“superemitters”). Both issues are 
treated as technologies in this dissertation. 
1.4 Uncertainty Analysis 
1.4.1 Rationale 
Although it is common to acknowledge uncertainties caused by socioeconomic factors, 
such as growth rates, most current emission projection models are otherwise deterministic; that is, 
they provide only a single answer for each scenario. Yet lack of knowledge about present-day 
emission rates should propagate into future projections [Streets, 2007; Nakicenovic et al., 2000; 
Saikawa et al., 2009]. An explicit examination of uncertainty is important because uncertainties in 
future air pollutant emissions can greatly affect projections of climate and air quality [Unger et al., 
2006].  
Statistical approaches to estimate uncertainties in emission inventory levels and trends 
have been recommended for entire emission inventories by the IPCC [2007] and in more specific 
applications (e.g., Frey and Zheng [2002]). The main challenges in estimating emission inventory 
uncertainties are estimating uncertainty in the input parameters to emission models and developing 
methods to quantify systematic errors. Large uncertainties in emission estimates from the 
transportation sector have been a long-standing concern [Pierson et al., 1990; Sawyer et al., 2000; 
Kean et al., 2000]. 
While future economic trajectories are always unknown, uncertainties in emissions also 
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result from a lack of knowledge about the relationships between technological change and 
economic development. Many of the relationships can only be loosely constrained by observation, 
because data on the global and regional scale are limited. It is necessary to seek reasonable 
confidence intervals on emission estimates by identifying uncertainties in the technological 
relationships and their propagation through a technology choice model. It is also essential to 
perform sensitivity studies to explore the most critical areas of uncertainty in emission projections. 
The SPEW-Trend model is designed specifically to examine the implications of uncertainties. 
Understanding uncertainty in emission data can aid in making informed decisions about ways to 
reduce emissions and improve air quality.  
1.4.2 Previous Work on Uncertainty 
Few uncertainty analyses have been carried out on global emission projections. IPCC 
recommends descriptive reporting of uncertainties in emission inventories [Nakicenovic et al., 
2000; Swart et al., 2009], but quantitative approaches have generally not been applied to global 
inventories of air pollutants. Schöpp et al. [2005] considered three factors—activity data, 
uncontrolled emission factors, and removal efficiencies of emission controls—in uncertainty 
analysis of emission estimates within the Regional Air Pollution Information and Simulation 
(RAINS) model. Emissions in each sector had more uncertainty than nationally aggregated 
emissions. They found that uncertainty in activity data dominated future estimates, while emission 
factors were a significant contributor to uncertainties in historical emissions. For road 
transportation emissions, Borken et al. [2007] found that data used to calibrate fuel consumption, 
mileage distribution among vehicle categories and fuel types, and average emission factors were 
the three major contributors to uncertainties. 
Several studies have examined emission uncertainties in city or country domains. Frey 
[2007] provided an overview of methods and examples of quantification of uncertainty in emission 
inventories. Lumbreras et al. [2009] projected emissions and their uncertainties in Spain by using 
an autoregressive moving-average model, bootstrap techniques, and stochastic modeling. Their 
work showed that the uncertainties depend strongly on the technologies of emission sources. 
Kioutsioukis et al. [2004] applied Monte Carlo analysis to determine the uncertainty in road 
transport emissions of PM and NOx in Italy. Major uncertainties were found to be in the diesel 
share between passenger cars and light-duty vehicles and the magnitude of emission factors. Int 
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Panis et al. [2004] found that the fraction of high-emitter diesel passenger cars, the use of air 
conditioning, and the impacts of foreign trucks contributed most to the uncertainty of emissions 
from road transport in Belgium. Most of these studies reveal that the type of technology used to 
consume the fuel is a major source of uncertainty. These country-level analyses can also yield 




Mitigation is defined as ‘technological change and substitution that reduce resource inputs 
and emissions per unit of output’ [IPCC, 2007b]. To avoid ‘dangerous anthropogenic interference 
with the climate system’ [IPCC, 2007b] and limit the increase of global temperature to less than 
2
o
C, it will be necessary to carry out substantial mitigation policies to reduce those emissions that 
are responsible for positive RF. In the context of climate change, most often, mitigation refers as 
‘an anthropogenic intervention to reduce the sources or enhance the sinks of greenhouse gases’. 
Most of the current discussions about mitigation scenarios (e.g., these employed by IPCC’s Fourth 
Assessment Report [IPCC, 2007b]) focus exclusively on long-lived GHGs (e.g., CO2), until the 
last decade when new attention to BC mitigation for climate purposes has been paid. In the context 
of long scale transport, mitigation with the involvement of BC could be desirable for sensitive 
regions as such as the Arctic or the Himalayas and reduce ice/snow melting [Kopacz et al., 2011; 
Liu et al., 2011]. 
1.5.2 Mitigation of Black Carbon 
After CO2 and perhaps methane (CH4), BC provides the second or third largest positive RF 
[Jacobson, 2000; Sato et al., 2003; Ramanathan and Carmichael, 2008], which makes it a 
significant contributor to global warming and responsible for about 0.3
o
C of historical warming 
[Jacobson, 2004; Bice et al., 2009]. Figure 1.6 shows the estimated contributions to global 
warming since 1750. Thus, BC reductions may cool the climate. Implementation of measures to 
mitigate BC can also avoid a large number of premature deaths and loss of global food products 
[UNEP, 2011]. Because BC is a component of PM, BC reductions have been historically 
14 
 
approached by PM control programs [Arctic Council, 2011]. 
There are two attractive reasons to consider BC reduction in mitigation policy. (1) BC has a 
shorter lifetime than CO2 (days to weeks, compared with 30-95 years), thus its removal can change 
global temperature rapidly [Bond, 2007; Ramanathan and Carmichael, 2008; Baron et al., 2009; 
Kandlikar et al., 2010]. Further, reducing BC can also improve local air quality to benefit human 
health, largely in the developing world [Grieshop et al., 2009]. Thus, mitigating BC emissions is a 
‘win-win’ strategy, because it addresses climate change issues under the UNFCCC and also 
reduces local air pollution to gain health benefits. However, this does not mean that BC can 
substitute for CO2 as the only target in mitigation policies; it will still be necessary to reduce CO2 
and other GHGs emissions in the long term. BC mitigation is a relatively quick opportunity to limit 
global warming and may buy time for research and development (R&D) to deliver cheaper options 
for CO2 emission reduction.  
1.6 Transportation Sector 
Transportation is an important energy-consuming economic sector that consists of all 
vehicles whose primary purpose is transporting people or goods from one physical location to 
another. It encompasses a diverse collection of vehicle and engine types used in a variety of 
applications. The major components of the transportation sector are on- and off-road vehicles, rail 
locomotives, marine vessels, and aircraft. On-road mobile sources are motorized vehicles operated 
on public roadways. These sources include light-duty vehicles, which are typically powered by 
spark ignition (SI) engines using gasoline and some diesel (e.g., diesel passenger cars), and 
heavy-duty vehicles, the majority of which are powered by compression ignition (CI) engines 
using diesel fuel. Off- road mobile sources include both gasoline and diesel-powered engines, 
mostly used for agricultural purposes.  
1.6.1 Importance of Transportation Sector 
Emission projections in this dissertation focus on the transportation sector for the 
following reasons: (1) it is a major contributor to global PM emissions, (2) it is expected to 
increase in activity in the future, and (3) it has significant effects on climate change.  
1.6.1.1 Contribution to global PM emissions 
The transportation sector has been shown to be one of the major contributors to fine PM 
15 
 
emissions worldwide. IIASA’s Greenhouse Gas and Air Pollution Interactions and Synergies 
(GAINS) model [Klimont et al., 2002] shows that primary PM2.5 emissions from the transportation 
sector (2820 Gg per year) are about 1.4 times greater than those from power plants (2060 Gg per 
year) in the year 2000. However, there are few global PM emission estimates by sector. Most of 
them focus on specific components of aerosols, such as BC and OC, and I use these estimates to 
infer the importance of transportation for PM emissions. Bond et al. [2004] estimate the annual 
global emissions of BC to be 8 Tg in 1996. Figure 1.7 shows the distribution of global BC 
emissions by major contributing source types. The transportation sector contributes 19% of the 
total emissions and 32% of the contained combustion (that undertaken for energy use, excluding 
open burning). Streets et al. [2004] project an increased share of BC from transport, from 22% in 
2030 to 26% in 2050 on average. The Representative Concentration Pathways (RCPs) [Moss et al., 
2010] show that BC from the whole transportation sector can contribute as much as 30% to the 
total BC emissions in 2100.  
1.6.1.2 Increase in transportation activity 
As a key component of economic development and human welfare, transportation activity, 
especially on-road vehicle demand, is increasing rapidly around the world as economies grow 
[Kahn Ribeiro et al., 2007]. Robust growth from the transportation sector is expected to continue 
over the next several decades. If there is no major shift away from current patterns of energy use, 
world energy use from transportation is projected to increase at the rate of about 2% per year. 
Dargay et al. [2007] projected that the total on-road vehicle stock will increase from about 800 
million in 2002 to over 2 billion units in 2030. In China, the annual growth rate of vehicle stocks is 
over 10%; the total highway vehicle population in China is projected to be the highest in the world 
by 2035 and could reach 486-662 million by 2050 [Wang et al., 2006]. Figure 1.8 is from Wang et 
al. [2006] and shows the projected vehicle stock under the mid vehicle growth scenario in China. 
Based on the projection of Arora et al. [2011], India could have the third largest fleet of vehicles in 
the world and the number of highway vehicles would be 206-309 million by 2040. 
1.6.1.3 Effect on climate change 
Transportation is one of the most important sectors that determine future climate change. 
Fuglestvedt et al. [2008] concluded that of all the transportation sub-sectors, on-road vehicle 
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emissions have made the largest contribution to warming. Berntsen and Fuglestvedt [2008] 
estimated that the temperature will rise 0.23°K if emissions from the transportation sector remain 
constant at year 2000 levels. However, they did not include any uncertainties of climatic impacts 
or temperature changes. Unger et al. [2010] showed that on-road transportation exerts the largest 
net positive RF (which includes direct and indirect effects from aerosols and RF from methane, 
nitrous oxide and carbon dioxide) among all economic sectors in the near-term and the second 
largest in the long-term.  
While this dissertation does not examine BC specifically, the emission projections and 
policy analyses given here are directly relevant to the question of whether BC reductions are 
possible. The work on PM presented here is a prelude to future work on BC emission projections. 
I therefore review the importance of the transportation sector in BC emissions and mitigation. 
BC reduction from on-road vehicles is an effective opportunity to achieve rapid and 
immediate climate mitigation [Bice et al., 2009; Kopp and Mauzerall, 2010; Unger et al., 2010]. 
Diesel vehicles contribute more than 85% of the total on-road particle emissions, thus on-road 
emissions are major issues caused by diesel engines. There are three advantages of reducing BC 
from diesel vehicles. (1) From a health perspective, it is beneficial to reduce BC from any emission 
sources; however, from a climatic perspective, it is more beneficial to reduce emissions from 
diesel engines. Table 1.3 shows the approximate relative net radiative forcing of BC and 
co-emitted OC from different sources [Bice et al., 2009]. As discussed in Section 1.2, aerosols 
with lower OC/BC ratio have a higher probability of warming effects. The lowest OC/BC ratio is 
from diesel combustion (0.4). In addition, diesel vehicles emit far more BC than and other 
anthropogenic sources, as shown in Table 1.3. As a result, diesel vehicles are an attractive target 
for policies that aim to reduce BC emissions and mitigation climate change. (2) In developed 
regions, on-road transport is one of the main sources of BC emissions from contained combustion, 
contributing 24-40%, as shown in Figure 1.9. In developing regions (e.g., East and South Asia), 
although on-road transport emits less than the residential sector at present, a fast growing 
population and corresponding demand for on-road vehicles employing uncontrolled or loosely 
controlled diesel engines are of great concern for climatic impacts in the future. Additionally, (3) 
vehicular emission has been associated with higher cancer and mortality risk [Grahame and 
Schlesinger, 2007]. Overall, with consideration of high probability of warming effects (with low 
OC/BC ratio), large emission contribution and heavy toxicity, diesel engines on-road are an 
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attractive target for policies that aim to mitigate the climate change effects of BC.  
1.6.2 Scope of This Work 
This dissertation focuses on exhaust PM emissions from on-road vehicles. In terms of PM 
emissions, on-road vehicles contribute 60-70% of primary PM2.5 [Klimont et al., 2002], 49% of BC 
and 56 % of OC [Bond et al., 2004] from the transportation sector. In terms of climatic impact, 
on-road emissions contribute 65% of the direct warming effect or positive RF of the entire 
transportation sector [Unger et al., 2010]. 
Primary PM emissions from on-road vehicles are categorized as having two origins: 
exhaust and non-exhaust. Exhaust emissions are caused by the combustion of fuel, while 
non-exhaust emissions come from tire and brake wear and road abrasion [Kupiainen and Klimont, 
2004]. This work emphasizes exhaust emissions because: (1) they represent 82% of PM10 and 93% 
of PM2.5 emissions from global on-road vehicles [Klimont et al., 2002]; (2) they are directly 
connected with fuel combustion and changes with the improvement of combustion and emission 
control technologies; and (3) most of the exhaust PM are PM2.5 or even smaller, which can 
penetrate more deeply into the lung and cause serious health effects. Figure 1.10 presents a typical 
diesel engine exhaust size distribution and shows that most of the particle mass exists in the 0.1-0.3 
µm diameter range [Kittelson, 1998]. The particle size of gasoline engine exhaust is even smaller 
[Robert et al., 1997; Kleeman et al., 2000]. 
1.7 Research Objectives and Innovations 
The major goal of this work is to investigate the factors that govern emission projections in 
the dynamic technology model SPEW-Trend and develop emission projections for uncertainty 
analysis and scenario analysis of mitigation policies. The sub-objectives, rationales, and 
innovative contributions are as follows:  
1.7.1 Objective 1: Identify and Investigate Explicit Relationships that Affect Vehicle 
Population 
Social and economic development affects technology improvement and choice. Unlike 
other global emissions projections [Streets et al., 2004; Rao et al., 2005; IPCC, 2001], this work 
will present future projections that rely on detailed technology choices that representdifferent 
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emission levels, e.g., European emission standards and superemitters. The technology choices will 
be connected to socioeconomic conditions and technological change, and will be implemented into 
the new dynamic technology model, SPEW-Trend. 
Innovative contribution: Development of relationships between socioeconomic 
conditions and technology improvement and choice. Previous work either lacks consideration of 
these relationships or applies simple assumptions.  
1.7.2 Objective 2: Project Global and Regional PM Emissions from On-Road 
Vehicles in the Next 40 Years 
Despite the importance of understanding the trend of regional and global PM emissions, 
few studies have presented the time series of emissions. Most previous studies have focused on the 
development of gaseous emission projections (e.g., van Aardenne et al. [1999] and IPCC [2001]), 
which are easier to develop than PM emissions, projections of particle emissions on regional scale 
(e.g., Ohara et al. [2007]), or historical emissions on global scale (e.g., Bond et al. [2007] and 
Lamarque et al.[2010]). Global PM emission projections are needed because they are essential 
inputs to modeling studies that can assess the future chemical composition of the Earth’s 
atmosphere (e.g., Unger et al. [2008]). In addition, they are helpful in designing cost-effective 
mitigation strategies and policies that will provide acceptable levels of air quality to future 
populations in both industrialized and developing countries. In this research, the SPEW-Trend 
model is applied to develop future PM emission projections under four common global fuel-use 
scenarios.  
Innovative contribution: Providing global PM emission projections for the transportation 
sector under multiple economic scenarios. Previous studies had this level of detail only for single 
urban areas or countries. Comparing emisisons projected under multiple scenarios allows 
exploration of the major factors that affect PM emissions for the globe and for large regions. 
1.7.3 Objective 3: Analyze the Uncertainty in Emission Projections from On-Road 
Vehicles 
Although the SPEW-Trend model contains more details than many global inventories, 
increasing the number of inputs to a model does not mean that its results will be more accurate. 
This work will demonstrate how uncertainties in model input parameters affect projected 
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emissions and will discuss the level of confidence in these projections in light of uncertainties. 
Sensitivity analysis of uncertain input parameters allows us to identify the factors that dominate 
uncertainty and recommend studies to better constrain them.  
Innovative contribution: Providing estimates of probability distributions of emissions, 
instead of only a single, deterministic answer for each economic scenario. 
1.7.4 Objective 4: Investigate Effectiveness of Mitigation Measures in Emission 
Reduction  
One intended use of emission projections is to determine a baseline (what would happen in 
the absence of policy) and then estimate the benefits of a particular measure. Scenarios are used to 
investigate decisions and measures, such as enforcement of faster retirement for old vehicles with 
higher emission rates and retrofitting of diesel engines, which can reduce emissions and improve 
air quality. Although uncertainties are associated with all projections, alternative measures can still 
be assessed and their emission abatement can be quantified in light of these uncertainties. 
Innovative contribution: Scenario analysis of mitigation polices with consideration of 
uncertainties and presentation of long-term global emission changes in the future.  
I acknowledge that the PM emission factors and a degradation rate model (discussed in 
Chapter 3) were developed by Ekbordin Winijkul (personal communication, 2010). Table 1.4 lists 
our contributions and cooperation in the work of emission projections from the transportation 
sector in SPEW-Trend. The table also shows my contribution to emission projections from 
off-road vehicles, although this work is not presented in this dissertation. 
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1.9 Figures and Tables 
 
Figure 1.1 Summary estimates of relative risks of mortality caused by different air 
pollutants. The error bars indicate 95% confidence intervals. Left part: PM10, black smoke 
(BS) and ground-level ozone from European studies; right part: PM2.5 from North American 











Figure 1.3 Components of RF for emissionsof principal aerosols and aerosol precursors. 
Values represent RF in 2005 due to emissions since 1750. [Adopted from Forster et al., 2007]. 





Figure 1.4 Probability distribution function (PDFs) from combining anthropogenic RFs. 
Three cases are shown: the total of all anthropogenic RF terms (red area, a combination of 
those effects represented by red and blue dashed lines), long-lived GHGs and ozone only (red 
dashed line), and aerosol direct and indirect (cloud albedo) RFs (blue dashed line) only 





Figure 1.5 Intercontinental transport pathways in the Northern Hemisphere. The colored 
boxes indicate the four source and receptor regions used in HTAP intercomparison 
Experiment Set. The arrows approximate the magnitude of main transport pathways in 
summer and winter, based on modeled average CO transport over 8-10 day periods. Light 
arrows indicate transport generally near ground level (less than 3km above the surface) and 
the dark arrows indicate transport higher in the atmosphere (more than 3km above the 





Figure 1.6 Estimated total contributions (in 
o
C) to global warming since 1750 by different 
sources. The second bar shows that of BC-containing soot particles. Data included through 
























Figure 1.7 Distribution of global BC emissions by major contributing source types (Figure 2. 





Figure 1.8 Projected Chinese vehicle stock under the mid vehicle growth scenario [Figure 13 
from Wang et al., 2006]. RV means rural vehicle and MC means motorcycle. Wang et al. 
[2006] project vehicle stocks based on China Automotive Industry Yearbook data. The real 






Figure 1.9 Sectoral contribution of black carbon emissions from contained combustion in 
1996. (Figure 4 from Bond et al. [2004]). The gray bars behind the colored bars represent the 
fraction of emissions from “contained” combustion (that undertaken for energy use, 
excluding open burning) in each region. The green bars to the left indicate the relative 





Figure 1.10 Typical diesel engine exhaust particle size distribution; both mass and number 




Table 1.1 Anthropogenic and natural emissions for the year 2005 (Units: Tg/year; Table 2.1 
from UNEP, 2011). 
Sector BC OC PM2.5 
Anthropogenic     
Large-scale combustion 
a
 0.1 0.15 8.1 
Industrial processes 
b
 0.43 0.66 4.5 
Residential-commercial combustion 2.7 9.6 17.8 
Transport
 c
 1.6 1.4 3.4 
Fossil-fuel extraction and distribution 
d
 0.28 0.06 0.51 
Waste/landfill 
e
 0.1 0.75 1.3 
Agriculture 
f
 0.31 1.2 3.4 
Total anthropogenic 
g
 5.5 13.8 39 
Natural 
h
 3-3.7 33-38 6000
i
 
Global total 8.5-9.2 47-52 6039 
a
 Includes power plants and industrial boilers. 
b
 Includes cement, lime and brick kilns.  
c
 Includes international shipping and aviation that come from Representative Concentration Pathway 8.5 [Lamarque et 
al., 2010] 
d
 Includes coal, oil, gas production, storage and distribution.  
e
 Includes open garbage burning. 
f
 Includes the burning of agricultural residues. 
g
 Anthropogenic emissions are from GAINS model, website: 
http://gains.iiasa.ac.at/index.php/home-page/241-on-line-access-to-gains. 
h
 Includes the open burning of all biomass other than agricultural residues, and emissions of sea salt and dust. 
According to IPCC [2007a], the submicron shares of sea salt and dust are 15% and 7-20%, respectively. It should be 
noted that emissions caused by forest and savanna fires are not always natural burning. Bond et al. [2004] shows that 
the total BC and OC emissions from open-burning of forest and savanna are 2.95 and 23.39 Tg/yr . 
i 
Note that UNEP [2011] may overestimate natural PM2.5 emissions. Luo et al. [2003] estimate PM2.5 from mineral dust 
of about 660 Tg/yr. Jaeglé et al. [2011] show an estimate of PM10 from sea salt of 4600-5200 Tg/yr, with PM2.5 less 
than half of that. Average global fire PM2.5 emissions according to version 3 of the Global Fire Emissions Database 
(GFED3) are 31 Tg/yr. 
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Table 1.2 Review of emission projections. 




Methods and key 
assumptions 
Major findings 










BC and OC 
1. Driven by four IPCC 
scenarios (A1B, A2, B1 and 
B2); 
2. The emission factors were 
based on a simple technology 
stock model.  
1. Global BC and OC 
emissions will decline 
from 1996;  
2. BC emissions from 
transport sector 
increase under most 
scenarios. 








SO2, NOx, CO, 
BC, OC, and 
CH4 
1. The global version of the 
RAINSa model was applied; 
2. Two scenarios were used: 
CLEb and MRFc ;  
3. Emission factors were 
affected mainly by the 
implementation of emission 
control legislation in each 
country, which is based on 
the current national 
expectations of development. 
1. In CLEb scenario, 
all emissions decrease, 
except CH4;  
2. In MRFc scenario, 






Table 1.2 (cont.) 




Methods and key 
assumptions 
Major findings 
Rao et al., 2005 Global 







2000-2100 BC and OC 
1. Two IPCC scenarios (A2 
and B1) were used; 
2. Emission factors decline 
based on GDP per capita of 
the different regions in 
various scenarios. 
Significant co-benefits 
from local air pollution 
policies on reducing 
aerosol emissions, 
especially in the 
transportation and 
residential sectors 
which largely drive the 

























RCP 3-PD, 4.5, 6.0 and 8.5 










 respectively.   
Long-term emissions 
are represented by 
database; results are 
shown in papers, e.g., 
Moss et al. [2010] and 






Table 1.2 (cont.) 

























Control strategies are 
defined to project 
emissions; they can be seen 
as legal frameworks that 
specify for all emission 
sources in a country the 
required emission controls, 
independent from the 
extent to which such 
emission sources exist in a 














BC and OC 









2. Emission factors change 




neighboring countries, and 





except OC from 2000 
to 2020;  
2. Asian total 
emissions are strongly 
influenced by the 
emission scenarios.  
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Table 1.2 (cont.) 




Methods and key 
assumptions 
Major findings 












1. Four scenarios are 
developed based on energy 
scenarios and emission 
control strategies;  
2. Emission factors change 
with the application of air 
pollution control 
legislations.  
1. SO2, NOx, 
NMVOC and NH3 
will increase, while 
PM will decrease 
under current control 
legislation and 
proposed control;  
2. Strict emission 
control policy will 
reduce SO2 and PM10, 
but increase VOC. 







1. Fuel consumption is 
projected by local energy 
model and  
growth rates of GDP;  
2. Two scenarios
i
 based on 
emission control are 
applied to estimate 
emission factors. 
1. VOCs emission 
increase continuously 
from 2005 to 2020;  







Table 1.2 (cont.) 




Methods and key 
assumptions 
Major findings 
Song et al., 
2011 
China on-road vehicles 1990-2030 BC 
1. Eight scenarios are 
designed based on 
implementation of emission 
standards, share of 
biodiesel, and sulfur 
contents in fuel;  
2. Emission factors follow 
the reduction targets 
proposed in the regulations. 
1. Emission standards 
to reduce PM result in 
decrease BC 
emissions; 
2. Emissions continue 
to decline but start to 
increase from 2015 















1990-2030 BC and OC 
The relevant BC and OC 
emission factor information 







1. Residential sources 
are the largest 
contributor to TSP, 
BC and OC 
emissions.  
2. The total emissions 
of TSP, BC and OC 






Table 1.2 (cont.) 








et al., 2008 
Europe Road transport 2020 
Exhaust 
emissions of 
NOx, NO2 and 
PM2.5; 
non-exhaust 
(tire and brake 
wear) PM2.5 
and PM10 
1. The stock of vehicles in 
2000 and 2005 estimated by 
TREMOVE
g
 model;  
2. Exhaust emissions was 




3. Emissions were 






NOx and PM exhaust 
and one-exhaust 
emissions will 
decrease from 2000 to 
2020.  






SO2, NOx and 
PM 
1. A unit-based method is 
developed; 
2. Emission factors are 
estimated based on 
emission control scenarios 
and the application rate of 
emission control 
technologies. 
1. SO2 and PM of 
power sector could be 
controlled with losing 
small units and 
application FGD and 
dust collectors;  
2. NOx emission of 
power sector would 
increase along with 
the energy growth  
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Table 1.2 (cont.) 




Methods and key 
assumptions 
Major findings 








1. The travel-distance based 
emission factors of each 
year are evaluated with IVE 
model;  
2. The vehicle fleet 
distribution is projected by 
a scenario-based energy 
environment modeling 
platform called "long-range 
Energy Alternative 
Planning" (LEAP) system, 
which is based on an 
economic elasticity method 
relating per capita vehicle 
ownership to per capita 
GDP. 
1. Regulated vehicle 
emission limits of 
National I and II 
standard of China are 
not effective to reduce 
the emission factors 
of vehicles except 
motorcycles;  
2. Only National III 
and IV can reduce 
overall emission 
factors of all type 
vehicles with other 
gasoline and diesel. 
 
a 
Regional Air Pollution INformation and Simulation, website: http://www.iiasa.ac.at/Research/TAP/rains_europe/intro.html. 
b
 A scenario used in RAINS, which already decided emission control legislation in each country based on the current national expectations of economic 
development. 
c
 A scenario used in RAINS, which assumes the lowest emission levels that could be achieved with  the most advanced emission control technologies that are on the 
market today. 
d
 Policy Failed Case (a pessimistic scenario) with high emission rates . 
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Table 1.2 (cont.) 
 
e
 Reference scenario (a sustainable scenario) with moderate emission rates.  
f
 Policy Succeed Case (an optimistic case) with low emission rates. 
g
 A policy assessment model, designed to study the effects of different transport and environment policies on the transport sector, website: http://www.tremove.org/. 
h
 A software tool used world-wide to calculate air pollutant and greenhouse gas emissions from road transport, website: http://www.emisia.com/copert/. 
i
 Scenario I assumes that standards for VOCs emission limits that have been promulgated would continue to be implemented effectively beyond the year of 
implementation, scenario II considers advanced control measures for the important emission sources distinguished by 2005 inventories besides the control actions 
required by the legislative standards described in scenario I. 
j
 Greenhouse Gas and Air Pollution Interactions and Synergies, website: http://gains.iiasa.ac.at/index.php/home-page/241-on-line-access-to-gains. 
k
 Database and website: http://www.iiasa.ac.at/web-apps/tnt/RcpDb/dsd?Action=htmlpage&page=about. 
l
 Integrated Model to Assess the Global Environment, developed the Netherlands Environmental Assessment Agency 
m
 Global Change Assessment Model, developed by the Pacific Northwest National Laboratory's Joint Global Change Research Institute (JGCRI). 
n
 Asian-Pacific Integrated model, developed by the National Institute for Environmental Studies (NIES), Japan. 
o
 Model for Energy Supply Strategy Alternatives and their General Environmental Impact, developed by Integrated Assessment Framework at the International 
Institute for Applied Systems Analysis (IIASA). 
p
 Refers to the particles with diameters smaller than 1 µm. 
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Table 1.3 Approximate relative net radiative forcing of BC and co-emitted OC from 
different sources [Bice et al., 2009]. Values are expressed in terms of equivalent amount of 
pure BC necessary to produce the same forcing through its direct and indirect effects as 1g 
of BC from the source.  
 
Sources 
Relative Radiative Forcing 

























direct + indirect 
effects 
Open Burning 
Crop residues 4.8 -0.3 (28%) 0.2 (43%) 330 -70 
Forest 9.1 -1.5 (7%) -0.9 (13%) 1240 -1600 
Savannah 7.1 -0.9 (13%) -0.4 (22%) 1720 -1300 




3.8 0.0 (39%) 0.4 (56%) 390 20 
Animal waste 3.6 0.0 (42%) 0.5 (59%) 210 20 
Coal 0.8 0.8 (90%) 1.2 (97%) 1130 90 
Diesel fuel 0.4 0.9 (95%) 1.3 (99%) 1460 1300 
Gasoline fuel 7.2 -0.9 (12%) -0.4 (22%) 130 -100 
Wood 4 -0.1 (37%) 0.4 (53%) 880 0 
1
 OC/BC ratios are from Bond et al. [2004]. 
2 
Percentages in parentheses indicate the probability that the radiative forcing of carbonaceous aerosols from a source 
is positive. These percentages take into account only uncertainties in forcing, not in OC: BC ratios.  
3




Table 1.4 Contributions to emission projections from the transportation sector in 
SPEW-Trend (FY stands for Fang Yan, and EW stands for Ekbordin Winijkul).  
Category On-road Off-road 
Demand of new vehicles FY EW 
Retirement rate FY EW 
Adoption of emission standards FY FY 
Estimation of superemitters FY EW 
Vehicle Activity FY EW 
PM emission projections FY EW 
Uncertainty analysis FY EW and FY 
Emission factors and degradation rate EW EW 
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CHAPTER 2  
APPROACH AND STRUCTURE OF MODELING
1
 
In this chapter, I discuss the underlying principles of the technology driver model, 
SPEW-Trend, followed by a description of the structure of the model and identification of 
parameters that most greatly affect emission projections using simple sensitivity analysis. 
2.1 Approaches to Modeling 
Emissions depend strongly on the nature of the combustion or manufacturing processes, as 
well as the presence or absence of end-of-pipe controls. Emission estimates should reflect engine 
technology choice at different times and in different regions. When emission rates are strongly 
heterogeneous, large emission fractions may be attributed to a small fraction of emitters. 
Heterogeneity of emissions is normally caused by heterogeneity of technology 
There is currently a dichotomy between economic (top-down) models, which seek 
supply-demand equilibrium and model broad economic sectors, and engineering (bottom-up) 
models, which specify the physical components of technological change. Current economic 
models, or Computational General Equilibrium (CGE) models (which composes a class of 
economic models that use actual economic data to estimate how an economy might react to 
changes in policy, technology or other external factors), reduce emission intensities [Rao et al., 
2005; Tao et al., 2007] with time, but do not fully account for the effects of technology choice on 
emission factors. Thus, they do not reflect the policy and action levers available to 
decision-makers. Recently, models that hybridize the two approaches have been applied to 
electricity generation [Sue Wing et al., 2008] and transportation [Kim et al., 2006], but even these 
efforts do not contain enough technological detail. SPEW-Trend is considered a step toward 
hybridization from the engineering side. It is an engineering-based, technology-rich model driven 
by activity provided by economic models. 
For two major reasons, SPEW-Trend relies on exogenous inputs from CGE models, instead 
of predicting fuel consumption and emissions by summing the contributions of all emitters by 
                                                 
1
 A modified version of Chapter 2 was published in Atmospheric Environment, 2012, 45 (28), 
4830-4844. (Yan, F., E. Winijkul, S. Jung, T. C. Bond, and D. G. Streets) 
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different emission levels. First, CGE models are used to project future emissions of CO2 and other 
greenhouse gases for use in climate modeling. Using the CGE model outputs to drive fuel 
consumption estimates allows the projections developed here to be fully consistent with their 
partner greenhouse-gas scenarios. Second, CGE models represent broad trends in efficiency, and 
they often disagree with “bottom-up” models, being less optimistic [Sue Wing et al., 2008]. This 
work allows the bottom-up technological change model to be driven by the “big-picture” 
economic model.  
Unlike models that move toward hybridization from the economic side, SPEW-Trend does 
not seek optimal solutions between cost and benefit. Market allocation models (e.g. MARKAL 
[ETSAP, 2001]) are often used to identify future technology choices that will meet emission 
standards at the lowest cost. However, these rational decisions may not govern the small emitters 
(e.g., high emitting vehicles) that are responsible for a large fraction of the emissions. The purpose 
of SPEW-Trend is to project emissions based on historical consumer behavior rather than lowest 
cost.  
Some important and relatively novel aspects of SPEW-Trend include:  
(1) Interface with CGE models, which are used to set the demand for new vehicles;  
(2) Ability to define emission standards based on either desired implementation dates or 
economic conditions;  
(3) Situation-specific service, retirement, and emission degradation rates. By 
“situation-specific,” I mean that each relationship that affects vehicle fleet can respond to its 
economic surroundings. For example, a retirement rate can be based on vehicle age and relative 
regional income level (represented by the ratio of regional and global GDP per capita, discussed in 
Section 3.2). 
2.2 Structure of SPEW-Trend 
The SPEW model has been used to estimate present-day emissions [Bond et al., 2004]. It 
tabulates emission characteristics of hundreds of technologies and combines them with recorded 
fuel use to produce emission inventories. However, this model was limited to estimating emissions 
for a single year. The shares of fuel consumed (e.g., all diesel fuel consumed by on-road sources) 
by different technologies (e.g. trucks with and without emission controls) had to be estimated for 
each year and manually entered. 
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SPEW-Trend is a newly developed complement to SPEW, which includes a dynamic 
technology base as a population with “births” (implementation of new technology), “deaths” 
(retirement of old technology), and “transitions” (existing technology changing emission 
characteristics). This changing technology base is linked with the SPEW emission tabulation, 
allowing calculation of emissions in past and future years. The differences between SPEW-Trend 
and SPEW are summarized as follows: (1) SPEW is only used for past and current emission 
estimates, while SPEW-Trend is used to project future emissions with exogenous data from an 
economic model; (2) SPEW does not calculate the technology shares by itself, the split of fuel 
consumption among different technologies has to be estimated by other studies and entered 
manually, but SPEW-Trend builds relationships between socioeconomic conditions and 
technological change, thus the dynamic change of each technology is consistent for different 
model years and regions, and it is generated by SPEW-Trend automatically; (3) Though SPEW has 
already considered more technologies than other emission inventories, SPEW-Trend contains 
further separations, especially in the transportation sector. For example, SPEW contains only 
vehicles with regulations as an entire group, but SPEW-Trend further splits this group up into 
different European (e.g., Euro I to Euro VI) and U.S. (e.g., Tier I and II) standards. 
Figure 2.1 shows the framework of SPEW-Trend. Emission projections rely on three major 
components: (1) emission factors from SPEW, (2) exogenous inputs from a macroeconomic model, 
and (3) the dynamic technology model, the core of SPEW-Trend, which links socioeconomic 
scenarios and the technology base that governs emissions. 
2.2.1 SPEW 
As mentioned in Section 1.3.3, SPEW has been used for present and past BC and OC 
emissions [Bond et al., 2004; Bond et al., 2007].  The model was first introduced and applied by 
Bond et al. [2004]. It provides flexibility and transparency in the production of global inventories. 
SPEW is developed in a relational database environment which tabulates values of emission 
characteristics from the literature. For each combination of sector, fuel and technology, two pieces 
of information are needed: fuel consumption and emission factor.   
2.2.2 Macroeconomic Model 
Any macroeconomic model can predict future socioeconomic conditions and fuel 
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consumption for use by SPEW-Trend. Many such models are developed by other research groups, 
and this work is not part of SPEW development. As a part of a generalized integrated assessment 
model (IAM) framework (which links the scientific and economic aspects of climate change in 
order to assess policy options for climate change [Kelly and Kolstad, 1999]) the macroeconomic 
model outlines plausible pathways of economic development for individual countries or regions 
under constraints of population growth and other social factors [Kriegler et al., 2010]. Such 
forecasts are inter-related across economic sectors and allow for imports and exports among 
countries. Once sector-specific levels of related economic activity are determined, the model 
estimates fuel consumption under constraints of price and resource availability. Such economic 
models have been used in IPCC climate change assessments, providing emission projections as far 
ahead as 2100 and even beyond (e.g., Nakicenovic et al. [2000] and Moss et al., [2008]). Table 2.1 
summarizes examples of commonly used IAM groups that provide socioeconomic scenarios and 
associated fuel consumption [Moss et al., 2008]. In this dissertation, four IPCC scenarios (A1B, 
A2, B1 and B2) from the Integrated Model to Assess the Global Environment (IMAGE) are 
employed. The details of these scenarios are discussed in Section 3.1.2.  
SPEW-Trend contains much more technological detail than any of the “top-down” 
economic models. As a hybridization of a bottom-up engineering model and a top-down economic 
model, SPEW-Trend can be driven by any economic model, as long as the economic model 
provides the required exogenous inputs, e.g., fuel consumption, population growth, and GDP. In 
this work, SPEW-Trend is used to forecast on-road vehicle emissions of PM. The application of 
this technology-rich model can be expanded to other air pollutants and energy-related sectors, but 
these are not covered here. 
2.2.3 Dynamic Technology Model 
The dynamic technology model is the core of the SPEW-Trend, and it is the bridge that 
connects the socioeconomic scenario with the technology choice and resulting technology mix that 
controls the emission level.It interacts with scenarios and outlines vehicle fleet by technology and 
age. Technology choice from this dynamic model determines the composition of the 
heterogeneous vehicle fleet, which governs the evolution of overall emission factors as new clean 
technologies are introduced and more-polluting technologies are retired. Assumptions about the 
causes of technological change and the responses to economic growth are consistent across all 
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world regions. Chapter 3 describes details of SPEW-Trend model development, describing the 
exploration and selection of relationships between economic scenarios and technology 
improvement and choice.  
2.3 Identification of Significant Parameters 
It is obvious that the growth rate of fuel consumption, the retirement rate of old vehicles, 
and the implementation of new emission standards will strongly affect the overall emission rates 
from on-road vehicles. However, it is necessary to identify which of these parameters are the most 
important before performing detailed analysis, so that the model can be made more robust and the 
appropriate quantitative data can be collected and applied.  
In this section, the basic structure of the vehicle fleet and emission equations is reviewed in 
Section 2.3.1. Then sensitivity analysis is applied to the simple fleet model output in Section 2.3.2. 
The simple sensitivity analysis in this section differs from the analysis in Chapter4. The former 
analysis uses basic vehicle fleet and emission equations to check whether there are any 
unimportant parameters and to identify significant ones that should be included. The latter analysis 
uses the SPEW-Trend model to analyze sensitivities quantitatively to parameters already selected. 
2.3.1 Model Equations 
New vehicles emit less pollution than old ones because of design changes and 
improvements in air pollution control devices, such as catalytic converters. On the other hand, 
emissions may increase with aging because of degradation of engine performance and air pollution 
control equipment. It is thus important to represent the vehicle age distribution, as well as any 
changes in vehicle type such as implementation of emission standards. For this purpose, a simple 
technology stock model [Zachariadis et al., 1995] is used. At the end of year t, the total number of 
vehicles (V) of type i is given by Equation (2.1):  
  01 1i i,s i,s i,s i,V t V (t)= V (t )[ R (t)]+ N (t)     (2.1) 
where N is the number of new vehicles purchased, s is vehicle age, and R is the fraction of existing 
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E(t)= V t F EF
               
(2.2) 
where Fi,s and EFi,s are the fuel consumption (in kg/vehicle) and emission factor (in g 
pollutant/kg-fuel) for vehicles of type i and age s.  
The fleet model given by Equations (2.1) and (2.2) requires estimates of the number of new 
vehicles introduced during a particular year and fuel consumption by these new vehicles, the 
retirement rate R or survival rate of old vehicles, and emission factors. Before the values of such 
parameters are investigated, the importance of each factor to total emissions needs to be explored.  
2.3.2 Sensitivity of Emissions to Model Parameters 
In order to determine the main drivers of global future emissions, simple sensitivity 
analyses are done for an ideal vehicle model. Imagine the following scenario: A region has an 
increasing number of vehicles and has not yet applied emission standards. At some time, emission 
standards are introduced, resulting in a gradual reduction of vehicular emission factors. The region 
receives the greatest benefit of these emission standards when the original vehicles have 
completely retired from the road. To which of the model parameters—growth rate, retirement rate, 
rate of new-vehicle emission decrease, emission factor degradation rate and emission standard 
implementation time—are emissions most sensitive? Although it may seem intuitive that they all 
affect emissions, it is worth determining whether any factor is relatively unimportant in emission 
projections. After all, many of these data are not freely available around the world.  
This demonstration uses a simple model in which the growth rate of fuel consumption is 
constant at 2% per year. Regulations are applied at year zero. In the base case, I assume that 
emission factor decrease with year. The trend in PM emission rates for heavy-duty vehicles is 








             
 (2.3) 
where EF is emission factor, EF0 is the initial emission factor (5 g/kg), EFf is the final emission 
factor (1 g/kg), and is the transition time (9 years). The fitting curve is shown in Figure 2.2. This 
assumption for emission factors is only used for simple sensitivity analysis in this section. More 
detailed information about emission factors used in SPEW-Trend is presented in Section 3.3. 
This work applies a simple logistic retirement model, which is discussed more fully and 
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              (2.4) 
where L50,ret is the age at which 50% of the vehicles have retired (which is different from the 
median age within the entire vehicle population); ret is a shape factor related to the onset of 
significant retirement.  
For this simple sensitivity study, the following parameters are varied, with base-case values 
given in parentheses: median life (L50,ret, 10.4 years); shape factor (ret, 4.8); and rate of decrease 
in PM emission rate (21 years for four-fold reduction).  
Figure 2.3 shows the effects of standards introduction, retirement parameters, and growth 
rates. The figure shows fleet-average emission factors (bottom) as well as total fleet emissions 
normalized to the initial year (top). Retirement rate plays an important role in determining total 
emissions. The two retirement-rate parameters (ret and L50,ret) have comparable effects on both 
average emission factor and total emissions. Doubling the growth rate to 4% increases total 
emissions more rapidly than changes in retirement parameters, but several years after the 
introduction of emission standards, a doubled growth rate has about the same effect as a halved 
retirement rate.  
The right panels in Figure 2.3 demonstrate how the timing of emission standards affects 
total emissions. When emission factors change more slowly (rate half as rapid), there is no 
reduction in total emissions after 30 years. A 5-year lag in beginning to reduce emission factors is 
of equal or greater significance. If regulations are delayed, a greater stock of polluting vehicles 
remains in use. This is even more important when growth is rapid, as shown in the “5-year lag, 4% 
growth” rate. Such fast growth is typical of rapidly developing countries, where the introduction of 
standards is now under consideration. The introduction of standards early in the period of rapid 
growth is critical for future air quality trends. 
This sensitivity study shows that growth rates, retirement rates, and introduction of 
emission standards have approximately equal importance in estimating future emissions. These 
factors are not separable. Economic development enables growth, but it might also encourage 
tighter emission standards and enable implementation, as well as promote more rapid retirement. A 
projection model should consider the response of each factor to economic conditions.  
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Figure 2.1 Framework of SPEW-Trend (within dashed line). The inputs of SPEW-Trend are 
socioeconomic factors from the macroeconomic model and emission factors from SPEW, 
and the outputs are emission projections. SPEW-Trend is the dynamic technology model, 






Figure 2.2 Diesel emission factors from Yanowitz et al. [2000], organized by Bond et al. [2007]. 
Error bars are standard deviation of dynamometer tests divided by N . Dashed curve 
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Figure 2.3 Effect of model assumptions on average fleet emission (top) and total emissions, 
normalized to initial year (bottom). Left: sensitivity to retirement-rate and growth rates 
assumptions. Right: sensitivity to timing of emission standards and growth rates. L50 is the 
half-life of vehicles; α is a shape parameter in the logistic function (see Equation (2.4)); 
growth is the fleet growth rate; “EF red” is the rate of emission reduction for new vehicles. 
“Five-year lag” indicates that emission reduction for new vehicles is initiated at 5 years; 





Table 2.1 Examples of Integrated assessment models [Moss et al., 2008]. 




















 Fujino et al. [2006]; Hijioka et al. [2008] 
1
 IMAGE = Integrated Model to Assess the Global Environment. 
2
MNP = Netherlands Environment Assessment Agency. 
3
MiniCAM = Mini-Climate Assessment Model. 
4
PNNL = Pacific Northwest National Laboratory. 
5
MESSAGE = Model for Energy Supply Strategy Alternatives and their General Environmental Impact. 
6
 IIASA = International Institute of Applied System Analysis. 
7
 AIM = Asia-Pacific Integrated Model. 
8
 NIES = National Institute for Environmental Studies, Japan. 
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CHAPTER 3  




This chapter describes the development of SPEW-Trend for on-road exhaust emission 
projection, an object-oriented fleet model that tracks vehicles of each type and age using the 
simple fleet and emission equations (Equation (2.1) and (2.2)). Figure 3.1 shows flow chart of 
SPEW-Trend specified for on-road exhaust emissions and relevant parameters. This model 
contains more explicit detail than the model used for the sensitivity study in Section 2.3. The 
technology stocks include new vehicles built to emission standards, retired old vehicles, vehicles 
with degraded emission factors, and high emitting vehicles or superemitters (discussed in Section 
3.3.4). Instead of a prescribed trend of emission factors, this model represents changes in emission 
factors with the introduction of vehicles built to particular standards. 
SPEW-Trend includes emissions by light-duty gasoline vehicles (LDGV), light-duty diesel 
vehicles (LDDV), and heavy-duty diesel (HDDV) vehicles. Within these broad categories, 
sub-types reflect the emission standard under which the vehicle is manufactured. This model does 
not represent other vehicles such as two- and three-wheelers, which may contribute about 10% of 
emissions [Fulton and Eads, 2004]. Because the entire on-road fuel use is apportioned among the 
three modeled types, neglecting two- and three-wheelers does not affect total emissions if their 
emission factors are similar to these of the three modeled vehicle types in the SPEW-Trend model. 
The simple growth and retirement rates discussed in the sensitivity analysis in Section 2.3 
are for illustrative purposes and are not the ones used for emissions projections. The following 
Sections discuss how inputs for SPEW-Trend are derived. Section 3.1 describes how demand for 
new vehicles from CGE outputs is determined. Section 3.2 reviews literature regarding retirement 
rates and discusses the choice of parameters in this work. Section 3.3 discusses the choice of 
emission factors in SPEW-Trend, which includes timing of emission standards, degradation rates, 
and the rate at which superemitters are allowed to develop from normal vehicles. Section 3.4 
shows relationship between vehicle activity and age. Section 3.5 summarizes the data source and 
                                                 
1
 A modified version of Chapter 3 was published in Atmospheric Environment, 2012, 45 (28), 
4830-4844. (Yan, F., E. Winijkul, S. Jung, T. C. Bond, and D. G. Streets) 
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degree of comfort in terms of validity for each relationship involved in SPEW-Trend. 
3.1 Demand for New Vehicles 
3.1.1 Introduction 
Changes in vehicle fleet composition are driven by predicted fuel consumption. For each 
year, fuel consumption by existing vehicles is calculated; this is usually lower than consumption in 
the previous year because older vehicles are driven less (discussed in Section 3.4). New vehicles 
are introduced to account for the difference between total fuel consumption for the year and fuel 
consumption by existing vehicles. The number of vehicles added contains some uncertainty due to 
the amount of fuel consumed per vehicle, which may change with demand for either smaller, more 
efficient vehicles or larger, more powerful vehicles. While this uncertainty affects the number of 
vehicles in the fleet, it does not greatly affect emissions that are normalized to mass, which is the 
approach in SPEW-Trend. Potential improvements in fuel efficiency are handled by the 
macroeconomic models, and SPEW-Trend produces emission estimates that are consistent with 
those models. Although the vehicle fleet model in SPEW-Trend estimates the number of vehicles 
(Equation (2.1), its primary purpose is to project the amount of fuel used by vehicles of a particular 
vintage, and this latter estimate is not affected by changes in vehicle efficiency because the total 
amount of fuel consumption is fixed. 
3.1.2 Historical and Projected Fuel Demand 
In this work, historical data (before 2005) for socioeconomic variables (GDP and 
population) and fuel consumption (light and heavy oil for road sector) are from World 
Development Indicators (WDI) [World Bank, 2008] and International Energy Agency (IEA) 
[2009a, b] databases, respectively. For the projected future cases, this work uses four scenarios 
(A1B, A2, B1, and B2) developed for the Special Report on Emission Scenarios (SRES) [IPCC, 
2001; Nakicenovic, 2000] as formulated by the IMAGE group at world-region level [RIVM, 2001].  
Figure 3.2 schematically illustrates the SRES scenarios [Nakicenovic et al., 2000]. The 
scenarios lie along on two axes. One is the degree to which development pattern is global versus 
regional, and the other is the degree to which the scenario focuses on fast economic development 
or sustainable environment solutions. The A1 scenario describes a future world of very rapid 
68 
 
economic growth, global population and rapid introduction of new and more efficient. Based on 
different fuel concerns, A1 family is divided into three groups: A1B, which seeks balance across 
energy sources, A1F1, which emphasizes on use of fossil fuel intensively, and A1T, which 
introduces predominantly non-fossil fuel. In this work, the A1B scenario is used. The A2 scenario 
shows a very heterogeneous world with continuously increasing global population and regionally 
oriented economic growth. The B1 scenario describes a convergent world (e.g., similar economic 
development patterns across regions) with the same global population as A1 but with rapid 
changes in economic structures toward a service and information economy, with reduction in 
material intensity, and the introduction of clean and resource-efficient technologies. The B2 
scenario describes a world in which the emphasis is on local solutions to environmental 
sustainability, with continuously increasing population and intermediate economic development. 
These scenarios are identical to those chosen in previous work on BC and OC emission 
forecasting [Streets et al., 2004] and represent a range of economic conditions as described in 
Table 3.1. New scenarios are presently under development, and the method described here is easily 
applicable to any kind of economic projections. The SRES scenarios, although frequently used, are 
rather outdated now; they rely on real data until the year 1990 and make projections thereafter, so 
that the period 1990-2005 is based on actual data. This work uses the fuel consumption data for 
road vehicles in IEA [2009a, b], plus GDP and population in WDI [World Bank, 2008] as historical 
estimates until 2005. After that, they follow the trend of those in IMAGE.  
IMAGE scenarios give aggregated fuel consumption for the whole transportation sector, 
These CGE projections consider neither technological nor sectoral detail, nor do they apportion 
fuel consumption among on-road and off-road uses. The task of this work is to apportion the 
projected fuel consumption into on-road use and then among different vehicle types to develop air 
pollutant emission scenarios that are consistent with these projections. 
The following assumptions are made to project future fuel consumption based on the 
growth rates in IMAGE after 2005. They are broadly consistent with present-day fuel consumption 
shares. (1) Growth rates of total on-road fuel use will be the same as those projected by IMAGE for 
the total transportation sector. (2) Gasoline consumption has the growth rate of transportation light 
oil in IMAGE. (3) Total on-road diesel consumption has the growth rate of transportation heavy oil 
in IMAGE. (4) For light-duty vehicles, the fuel consumption of LDDV compared with LDGV is 
assumed to maintain a constant but regionally-dependent ratio given in the IEA/SMP Transport 
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Model [Fulton and Eads, 2004] for year 2000. (5) HDDVs account for the remainder of the 
projected on-road diesel consumption. The composition of the light-duty fleet may in fact change, 
but to represent this in the model world, the projected fuel consumption is shifted between HD and 
LD vehicles, and total emissions would change little. (As will be shown in Chapter 4, this decision 
contributes only a small uncertainty, because emissions are dominated by HD vehicles.) 
The net growth in total fuel consumption, plus the unconsumed fuel by retired vehicles 
(shown in Equation (2.1)), sets the number of new vehicles deployed each year. It is assumed that 
the new vehicles chosen are those conforming to the emission standard in force at the time.  
In the IMAGE work, countries are grouped into 17 world regions: Canada, U.S., Central 
America, South America, Northern Africa, Western Africa, Eastern Africa, Southern Africa, 
OECD Europe, Eastern Europe, Former USSR, Middle East, South Asia, East Asia, Southeast 
Asia, Oceania, and Japan. Our projection model uses these regions individually, but we aggregate 
some of them for presentation purposes: North America (Canada + U.S.), Latin America (Central 
+ South America), Africa (Northern + Western +Eastern + Southern Africa), Europe (OECD + 
Eastern Europe), Former USSR, Middle East, South Asia, East Asia, Southeast Asia, and Pacific 
(Oceania+ Japan).  
3.2 Retirement Rate 
3.2.1 Functional Form of Retirement Rates 
Table 3.2 summarizes relationships that represent scrappage, or permanent retirement of 
vehicles. These relationships provide either the fraction of vehicles retired (R) or the fraction of 
vehicles surviving beyond a specific age s. The retirement rate R during a time period t that 






                
 (3.1) 
Of the models summarized in Table 3.2, that of Walker [1968] examined changes in the U. 
S. vehicle fleet before and after World War II. Zachariadis et al. [1995] fit a modified Weibull 
function to vehicle trends in several European countries. The U.S. EPA [2005a] used a transformed 
normal model, which is a special case of the Weibull distribution. Each model allows differences 
in the onset of significant retirement and results in an S-shaped survival curve, a form that has been 
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also used in work describing historical emissions [Bond et al., 2007]. Retirement data suggest that 
a small fraction of very old vehicles persists well beyond their expected retirement age [Greenspan 
and Cohen, 1999; Walker, 1968]. The model of Walker [1968] includes a third parameter that 
accounts for this effect. Total emissions are not very sensitive to the long tail in the age distribution 
curve, so I do not retain the term. 
For several reasons, the logistic function is chosen to represent retirement (as shown in 
Equation (2.4)), even though some previous, well-accepted work has used the Weibull distribution 
[Zachariadis et al., 1995; U.S. EPA, 2005a] (The independent variables that affect retirement rate 
are discussed in Section 3.2.2.).  First, the logistic function can closely match many Weibull-like 
distributions with an appropriate choice of parameters. The goodness of fit might not be 
distinguishable between any two distributions [Manski and Goldin, 1983; Zachariadis et al., 1995] 
even suggested that the logistic model might provide a better fit. Second, the logistic function is 
commonly used by econometricians to represent factors governing discrete choice [Hausman and 
Mcfadden, 1984]. In projecting future global emissions under different scenarios, this work will 
portray the response of technology to economic and social conditions. The model must represent 
the factors responsible for vehicle retirement, not just the rate of retirement. The Weibull 
distribution cannot be modified to do this.  
Zachariadis et al. [1995] suggested that the Weibull parameters b (failure steepness) and T 




 percentiles of the lifetime, although they 
recognized that this relationship was not predictive. However, it is found that this approximation 
was poor even for the data presented by Zachariadis et al., 1995. Retirement rates estimated using 
vehicle lifetime parameters did not match observed data for many countries, except for West 
Germany. 
3.2.2 Factors Affecting Retirement Rates 
Factors governing vehicle scrappage have been extensively investigated, as summarized in 
Table 3.3. Other than vehicle age or measure of service, economic considerations are the most 
significant factors in permanent vehicle retirement. Parks [1979] and Greenspan and Cohen [1999] 
agree that scrappage is favored when the cost of repairs is high relative to the price of new cars, 
while Manski and Goldin [1983] find longer lifetimes when the price of new cars is high. 
Greenspan and Cohen [1999] also find that the price of gasoline inversely affects scrappage, 
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possibly because vehicles are driven less. 
In addition, studies have examined vehicle replacement [DeJong, 1996; Gilbert, 1992] and 
new vehicle choice [Brownstone et al., 2000] as a function of socioeconomic variables. These 
studies, reviewed by Chen and Niemeier [2005], reveal heterogeneity in vehicle ownership 
decisions depending on household and vehicle characteristics. However, such studies do not 
predict when vehicles are actually removed from operation. Furthermore, because data are lacking, 
much of this heterogeneity cannot be represented in a global emission model.  
Two of the main factors are settled for representing in retirement decisions: vehicle age and 
the balance between vehicle cost and repair. The former is retained in our fleet model. The data on 
price and labor indices used in retirement rate studies are not available worldwide, so it is assumed 
that the prices of new vehicles, which can be produced and sold anywhere, are set by the global 
market, while repair costs are governed by local labor rates. The ratio between regional GDP per 
capita and global GDP per capita is used as a factor in the retirement decision. The regional GDP 
per capita represents local labor rates, while the global GDP per capita represents the costs of 
vehicles that are determined by the global market. This assumption reflects the findings of the 
studies in Table 3.3, and is consistent with the conventional wisdom that vehicles are retained 
longer in lower-income countries. The next section will discuss how the parameters in the 
retirement rate are obtained from observations.  
3.2.3 Observed Retirement Rates 
To the best of my knowledge, studies on retirement rates are not available in most world 
regions. Data most commonly available are (1) total vehicles registered or in use for different years, 
and (2) vehicle age distribution at a specific point in time. Both new demand and retirement affect 
total population. In principle, the two independent data sets (registrations and age distribution) 
should be able to constrain the retirement relationship. I acknowledge, however, that the recorded 
data may have inconsistencies [Greenspan and Cohen, 1999]. For example the relationships 
developed will be poor if retired vehicles are not removed from registration records. 
An iterative method is used, depicted in Figure 3.3, to estimate retirement rate parameters 
when these two data sets are available. On-road vehicle trend data come primarily from 
International Road Federation [2003], via a global compilation of vehicle data [Bond et al., 2007]. 
First, I estimate the parameters of a survival curve as a function of age. Applying this to the 
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observed age distribution, the previous population and retirement at any point in time can be 
inferred. These estimates are then used to 1) infer the numbers of new cars purchased each year, 2) 
determine survival rates, and 3) re-estimate parameters for the survival rate curve until a minimal 
difference between estimated survival rate at the beginning and re-estimated survival rate curve 
based on observation data is obtained. Table 3.4 summarizes the fits to retirement rate model for a 
few selected countries. 
In general, cars retire more slowly in developing countries. Values of L50,ret for cars are 
smaller than those for trucks, indicating that trucks take longer to begin retiring. The derived data 
show a loose linear relationship between αret/L50,ret and the value of local-to-global GDP per capita. 
Therefore, linear regression is used between the two quantities to estimate the parameters 
governing survival rates in different regions, as shown in Figure 3.4. And β1 and β2 are introduced 
as coefficients to express the linear regression: 
50, 1 2ret retL rgdp                     
 (3.2) 
Where rgdp standards for ratio of local to global GDP per capita; β1 and β2 are coefficients derived 






s s rgdp  

                   
 (3.3) 
When the vehicle fleet was modeled with these relationships, the average age within the 
entire fleet in Europe was slightly lower than reported ages [EEA, 2011].  
3.3 Emission Factors 
3.3.1 Implementation of Regulations 
As demonstrated in Section 2.3.2, the timing of introduction of emission standards affects 
total emissions. Many countries either have already adopted progressively tighter regulations 
governing vehicle emissions, or have set timelines for implementation of those standards. U. S. 
emission standards are termed Tier I, Tier II, etc., while European emission standards are termed 
Euro I, Euro II, etc. Many other countries, such as India and China, follow the European standards; 
thus, the Tier and Euro sequences capture most of the transitions throughout the world. In this 
work, I represent emissions from vehicles without regulation (“None”), from vehicles in regions 
where rudimentary inspection using opacity or smoke-meters may lead to some reduction in 
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emissions (“Opacity”), and both the U.S. and European sequences.  
At first, whether a Cox proportional-hazard regression [Cox, 1972] could be used to project 
the onset of standard adoption dates based on GDP per capita was investigated. Such a model has 
been used to examine the timing of environmental decisions such as lead reduction in refineries 
[Kerr and Newell, 2003], Kyoto Protocol ratification [Zahran et al., 2007] and state policy 
adoption [Jones and Branton, 2005]. This model describes the hazard rate h(t) with respect to GDP 
per capita as: 
     0 exp ln( / )h t h t GDP cap                (3.4) 
where h0(t) is the baseline hazard function, and β is the coefficient, indicating the significance of 
covariate. The parameters in Cox model—the value of β and the baseline hazard function – are 
obtained by a partial likelihood approach [Cox, 1972] through statistical package Stata. 
As U.S. and European Union countries can be considered “technology-forcing” for 
emission standards and other countries are “technology-following” [Faiz et al., 1995], the ceteris 
paribus assumption of the all-country Cox regression are violated. While the coefficients of 
per-capita GDP were significant when all countries were included, they were not significant when 
U.S. and European countries were excluded. Thus, other factors, such as trends in neighboring 
countries or air quality problems in addition to income, must govern the introduction of standards, 
and a more empirical method of introducing standards is chosen for past and future years.  
For regions in which a single country has the highest population (Canada, U.S., Former 
USSR, South Asia, East Asia, Japan and Oceania), the dominant country is used to provide the 
timing of standard implementation. Other regions are quite heterogeneous in terms of standard 
adoption (Middle East, Southeast Asia, South America, and Eastern Europe). For these regions, an 
average of the implementation year in each country is used to represent the region. Heterogeneity 
within the region is impossible to represent in a large regional model. For modeling country-level 
air quality, a more detailed representation of individual countries would be required; our model 
demonstrates only broad regional trends. A third type of region (Central America, Northern Africa, 
Southern Africa) contains large countries that committed to standard implementation shortly after 
2000, but the remaining countries in the region have not committed to such standards even now, 10 
years later. For these regions, it is assumed that average implementation timing is that of the 
leading country plus 10 years. Finally, two regions, Eastern and Western Africa, have no current 
plans for standards. It is assumed that they will adopt standards when they reach a level of GDP per 
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capita similar to the average of other technology-following world regions. This value (excluding 
the technology-forcing regions of North America, Europe and Japan) is $3,600 per capita (1995 
U.S. constant dollars). Thus, Western and Eastern Africa adopt Euro standards in the 2040s in A1B 
and even later in other scenarios. To represent technology within each region more precisely, more 
detailed modeling of individual countries is needed.  
More stringent emission standards, such as Euro II and those following, are not 
independent of the first emission standard. Once the first standard is adopted, countries tend to 
accept increasingly stringent standards more readily in the future. Constant time intervals between 
emission standard introductions are used instead of attempting to predict them based on economic 
conditions. Table 3.5 summarizes the lag years between different Euro emission standards from 30 
countries [CONCAWE, 1997; DELPHI, 2009, 2010; Dieselnet; UNEP, 2008] giving 4 years on 
average. These values are used to estimate the succession of more advanced standards following 
the first one. Table 3.6 and Table 3.7 show the estimated adoption dates for light- and heavy-duty 
vehicles of different regions under scenario A1B. The assumptions above are obviously critical in 
determining the trajectory of emissions, because they affect not only current emissions, but also 
the vehicle fleet acquired during periods of high growth.  
3.3.2 Emission Factors for New Vehicles 
Emission factors can be mass-based (e.g. grams of pollutant per kilogram of fuel 
consumed), or service-based (e.g. grams of pollutant per kilometer driven). This work uses the 
mass-based emission factor because global energy projections are usually given in terms of fuel 
mass. 
Actual emission rates may differ from prescribed standards, so measured emission factors 
are important. However, there may be insufficient measurements to predict emission factors for 
vehicles built to very new or forthcoming standards. Ntziachristos and Samaras [2001] introduced 
the concept of reduction factor (RF). Rather than assuming that vehicles conform to a desired 
emission standard, they assumed that the ratio between two standards represents an achievable 







                 
 (3.5) 
where ES is Emission Standard x (e.g. Tier II or Euro II) in g/km or g/kWh; ESbaseline is a baseline 
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emission standard (Tier I and Euro I are used here).  
RFx in Equation (3.5) can be used for service-based emission factors. Since we use 
mass-based emission factors in this study, Equation (3.5) needs to account for the fuel economy of 
higher standard engines. Future emission factors under standard x (EFx) can be calculated from the 
following equation: 






              
 (3.6) 
where FE = Fuel Economy in km/L or kWh/L. 
The advantage of the reduction-factor approach is its ability to incorporate measured data 
on emission factors, which may differ from the actual standard. In this section, we determine EFx 
for new vehicles. Degradation, or the increase in emissions with age, will be discussed in Section 
3.3.3. In this work, new vehicles are defined as those with low mileage according to the definition 
of Ubanwa et al. [2003] (less than 40,000 km for gasoline and less than 80,500 km for diesel 
vehicles). Although many studies provide measured vehicle emission factors, studies that provided 
odometer readings are chosen.  
Baseline emission factors for U.S. and European standards are based on measurements in 
the appropriate region. For LDGV,  an average emission  factor for eight vehicles reported in 
Maricq et al. [1999] is used, that is 0.01 g/kg-fuel for Tier I and Euro I. Emission factors for new 
LDDV are 1.3 g/kg-fuel [Ntziachristos and Samaras, 2001] for Euro I, and averaged from three 
vehicles as 0.9 g/kg-fuel [Ubanwa et al., 2003] for Tier I. For HDDV, an average emission factors  
is used, that is 1.7 g/kg-fuel from data reported by EEA [2002] for Euro I, and as 1.3 g/kg-fuel from 
12 emission data points reported in Yanowitz et al. [2000] for 1988 U.S. standard. 
Equation (3.6) and baseline emission factors are applied to calculate emission factors for 
most types of vehicles except LDGV, which do not have an emission standard for PM in either the 
U.S. or Europe. The baseline emission factor (0.01 g/kg-fuel) of a gasoline vehicle applies to all 
the tighter gasoline emission standards (all Tier II and Euro II-Euro VI). Another exception is the 
case of HDDV in the U.S.; for them we averaged emission factors as 1.3 g/kg-fuel (28 samples), 
0.7 g/kg-fuel (6 samples), 0.8 g/kg-fuel (20 samples), 0.6 g/kg-fuel (31 samples) for 1991, 1993, 
1994, and 1996 standards, respectively, by using emission data from low-mileage vehicles 
reported in Yanowitz et al. [2000]. 
This work relies on measurements for vehicles built without standards or for pre-baseline 
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standards. Emission factor for pre-baseline gasoline vehicles is estimated as 0.05 g/kg-fuel 
reported from testing of 659 vehicles by Ubanwa et al. [2003]. For LDDV, I use 1.5 g/kg-fuel, the 
average of more than 50 vehicles from Ntziachristos and Samaras [2001] and Ubanwa et al. [2003] 
for early regulations. The emission factors of more than 26 HDDV from Yanowitz et al. [2000] and 
EEA [2002] are averaged and use 2.9 g/kg-fuel for early regulation vehicles. 
Finally, these measured values reflect vehicles built in accordance with some regulations, 
but emission estimates for vehicles without any regulation are needed. It is assumed that emission 
factors before regulation are greater than those for early regulation by the same factor as between 
early regulation and baseline emission (Euro I or Tier I). Estimates of emission factors for vehicles 
without standards are 1.9 and 4.2 g/kg-fuel for LDDV and HDDV, respectively. These emission 
factors may be underestimated, however; Kirchstetter et al. [2008] showed that diesel vehicle 
emission factors could have decreased by a factor of 10 since 1960, based on ambient 
measurements. 
PM emission factors for new vehicles under US and European emission standards are 
summarized in Table 3.8 and Table 3.9.  
3.3.3 Degradation Rates 
Degradation rate [Ubanwa et al., 2003; U.S. EPA, 2005b] is the increase in emission factor 
with time (or usage). Factors causing this increase include normal wear, failure of components, 
poor maintenance, misuse, improper fuel, and control system tampering. Degradation rates could 
be different between engines, regions, and usage patterns. These factors have not been clearly 
isolated in studies to date. Degradation rates are determined based on studies that include more 
than 300 vehicles, but these studies are limited to the U.S. and Europe. 
The general pattern of degradation rate is modified from Ubanwa et al. [2003]. In this study, 
degradation patterns are separated into three phases, as shown in Figure 3.5. During the new 
engine phase, emissions will be constant for one year for gasoline and two years for diesel vehicles 
[Ubanwa et al., 2003]. Then, emissions increase linearly with a rate depending on technology 
during the second phase (degradation phase). In the last stabilized phase, emissions maintain a 
maximum level. For gasoline vehicles, three studies provide degradation rates. Two of them 
[Cadle et al., 1999; Durbin et al., 1999] are close, while the third [Ubanwa et al., 2003] is quite 
different. The averages of the first two studies are used, which are 0.04 g/kg-fuel/year for 
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pre-baseline standards and 0.005 g/kg-fuel/year for post-baseline standards. For other type of 
vehicles, PM degradation rates from Ubanwa et al. [2003] are used.  
The new-vehicle emission factors are based on measured data and are lower than the 
standard. Therefore, the applied degradation rates result in emissions more than 10% above the 
emission standard only after seven years of lifetime. Table 3.10 and Table 3.11 summarize the 
degradation rates, years that degradation starts and ends, and highest emission factors for U.S. and 
European emission standards, respectively.  
3.3.4 Superemitters 
For many air pollutants, a small fraction of vehicles using the poorest technology or with 
the worst maintenance contribute significantly to total emissions [Hansen and Rosen, 1990; 
Lawson, 1993; Zhang et al., 1995]. This fraction of vehicles are characterized with extremely high 
emission factors and identified as superemitters, high emitting vehicles or gross emitters. In this 
work, the term superemitter is used. There are many physical reasons for superemitters to occur in 
the vehicle fleet. They can be caused by malfunctioning or totally inoperative emission controls, 
low combustion efficiency of the engine and engine oil that is entering the combustion chamber. 
Superemitters make the plot of emission factor versus frequency skewed and show longer tail on 
the right side of the distribution. 
Recent research consistently reports significant roles of superemitters. Bond et al. [2004] 
estimated superemitter fractions based on a review of sparse literature (Sections 5.4.1 and 5.4.3 in 
that paper). Central values of superemitter fractions chosen from this literature tabulation were 5% 
for the U.S. and Western Europe; 10% for Eastern Europe; and 20% for Asia and Latin America. 
More recent studies are interpreted by using the superemitter definition given in Subramanian et al. 
[2009]. Emission data for black carbon, a component of particulate matter, for 251 trucks in 
California indicate that superemitters are 13% of the diesel fleet [Ban-Weiss et al., 2009]. In 
Beijing, diesel superemitters were 17% with regard to both black carbon and PM0.5 [Wang et al, 
2011]. These vehicles produced 45% (United States) and 50-60% of emissions (Beijing). Although 
carbon monoxide (CO) is not a direct proxy for PM emissions, remote-sensing measurements 
support the existence of a small, high-emitting fraction of vehicles. Fifteen percent of vehicles 
produce 50% of CO emissions in Madrid [Pujadas et al., 2004]; the same fraction cause 45% of 
the emissions in Beijing [Zhou et al., 2007]; 20% of vehicles produce 80% of emissions in Tianjin 
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[Oliver, 2008]; 10% of vehicles produce 75% of CO in Michigan [ESP, 2007] and 70% in 
Australia [Bluett et al., 2008]. Clearly, emissions from these vehicles will significantly affect 
modeled emissions. 
In this work, a modified logistic function is used to represent the rate at which normal 
vehicles become superemitters or superemitter transition rate: 
 





                 
 (3.7) 
where s is vehicle age, as before; Tr is superemitter transition rate (fraction per year); sup 
determines the slope of this curve with age, L50,sup is the vehicle life at which the rate becomes half 
the maximum, and gain is the maximum rate of superemitter transition for the oldest vehicles.  
The parameters this work (sup = 5.5; L50,sup = 5.0; gain=0.032) are chosen so that 
equilibrium values of superemitters are approximately the same as those in the 2004 inventory. 
While the equation depends only on vehicle age, the relationship between vehicle retirement and 
income means that regions with lower GDP per capita and more slowly retiring vehicles have a 
higher equilibrium rate of superemitters. For scenario A1B in 2010, the estimated superemitter 
fractions are around 4% and 18% for North America and Asia, respectively.  
Yanowitz et al. [2000] reported a large database of emission measurements in the United 
States. The 166 emission tests performed on the same driving cycle are grouped by engine 
standards. As expected, emission at the 50
th
 percentile decreased as standards tightened. 
Emission at the 90
th
 percentile also decreased with tighter standards, especially after 1993. 
Therefore, it is assumed that engine technologies improve greatly after 1993, and that this 
difference affects superemitters as well. Two superemitter emission factors are used in this 
dissertation: “old-engine” superemitters (up to 1993 in the United States) and “new-engine 
superemitters” (post-1993 models). There are no such extensive emission studies from Europe, 
but the Euro I standard is similar to the U.S. 1993-standard. Therefore, it is assumed that this is 
the separation between old and new-engine superemitters. 
For gasoline vehicles, emission factors from poor maintenance vehicles reported by 
Durbin et al. [1999] and Cadle et al. [1999] are averaged. These are 3.2 g/kg-fuel (old-engine) 
and 0.3 g/kg-fuel (new-engine). For LDDV and HDDV, this work uses averages of 11 vehicles 
from McCormick et al. [2003] as 8.3 g/kg-fuel for old-engines, which agrees with estimates from 
Subramanian et al. [2009] for Bangkok. Because McCormick et al. [2003] do not provide a 
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significant number of post-1993 tests, new-engine emission factors are estimated from the 
Yanowitz et a.l [2000] database. It is found that averaging the highest 2% of 326 old-engine tests 
in this database gave values close to superemitters from McCormick et al. [2003] and 
Subramanian et al. [2009]. Assuming that old and new engine tests have similar emission 
distributions in this database, this work applies the average of the highest 2% of 78 new-engine 
tests and uses 2.9 g/kg-fuel as the new-engine superemitter emission factor.  
More recent studies do not yield direct results for superemitter emission factors, but they 
are consistent with the assumptions in this work. Ban-Weiss et al. [2009] measured only black 
carbon, but average emissions from 13% identified superemitters were about six times higher 
than emissions from normal vehicles. The difference between normal vehicles and superemitters 
in the Beijing study of diesel engines was a factor of 10 for black carbon and 5 for PM0.5 [Wang 
et al., 2011]. Depending on the base technology, our factors range from 2-6 for old-engine 
superemitters. For new-engine superemitters compared with Euro III technology, the factor is 
3.5. 
3.4 Vehicle Activity 
Average annual distance driven decreases with vehicle age. New cars are often more 
reliable, comfortable, and energy-efficient than old cars and their owners may also take greater 
pleasure in driving them. Data from Zachariadis et al. [2001], Van Wee et al. [2000] and the Davis 
and Diegel [2008] are used to represent vehicle activity by age. Figure 3.6 shows the vehicle 
activity change with age for LDGV and HDDV. For LDDV, the vehicle activity trend is treated the 
same as LDGV. I have found no information on how vehicle activity varies with age in developing 
countries, and therefore use the same relationship worldwide. Recall that fuel consumption is set 
by the macroeconomic scenarios, so the age dependence of vehicle activity affects only the profile 
of cars on the road, not the total fuel consumption. 
3.5 Summary 
This chapter has described the development of SPEW-Trend and explained in detail about 
the derivation of significant relationships that connect socioeconomic conditions and technology 
choice, which affect vehicle fleet composition. Table 3.12 summarizes the data source and 
potential validity for each relationship. I divide the degree of confidence into three groups based 
on data sources and the derivation procedure. (1) The demand for new vehicles is determined 
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directly by the exogenous fuel consumption from economic models, based on Equation (2.1). 
SPEW-Trend makes emission projections that are consistent with the fuel consumption predicted 
in economic models. Although future demand is highly uncertain, the purpose of this work is to 
examine the effect of hypothetical future demand on vehicle stock. Therefore, the demand for 
vehicles represented by these scenarios is not in question in this research. (2) The timing of 
implementation of new emission standards is estimated based on observed timelines in countries 
with available data. Emission factor estimates are based on measurements and emission 
requirements of different emission standards. Therefore, these two relationships are derived with 
reasonably high confidence. (3) Though parameters in the retirement rate and vehicle activity are 
also developed from observation data, the data sources are quite limited, especially for heavy-duty 
vehicles and developing countries. Thus, these relationships are developed with moderate 
confidence. (4) Emission degradation rates are inferred from observations of different vehicle 
populations over time, rather than data that would be more optimal for the purpose, such as 
following the same vehicles over time. There is even less information about the cause of 
superemitters. This work relies on superemitter fractions from a review of sparse literature by 
Bond et al. [2004] and a modified logistic function. Parameters in this function are set so that 
SPEW-Trend predictions of equivalent superemitter fractions are consistent with the fraction 
determined by Bond et al. [2004]. Thus, parameters in the superemitter transient rate also have 
very low confidence.  
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3.7 Figures and Tables 
































































Figure 3.2 Schematic representation of the SRES scenarios [Nakicenovic et al., 2000]. The 


























Figure 3.3 Iteration procedure for determining retirement rates. Dashed box shows iterated 
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Figure 3.6 Annual mileage per vehicle (normalized to age=0) as a function of age (Data 




Table 3.1 Four economic scenarios used for projections. 
Key parameters A1B A2 B1 B2 
Economic growth Rapid Lower High Moderate 









Globalization More Less More Less 

















































Table 3.2 Some published scrappage models. R is retirement rate, Su is survival rate, s is 
vehicle age. 
Citation Equation Key parameters 





B+ [α( s L )]
 
B, tail representing old 
vehicles ** 
, shape factor 
L50, median lifetime  









   
 
b, failure steepness 
T, characteristic service life 











   
 
s0, age at onset of significant 
retirement 
steepness of change 
* Parameters transformed from those given in work. 




Table 3.3 Literature review of factors affecting vehicle scrappage. 
Citation 





Parks [1977]; Parks [1979] 
 
vehicle age; price of repairs 
relative to price of new 
automobiles 
make; price of scrap 
automobiles; interest rates 
Manski and Goldin [1983] age, new vehicle price 
engine size; continent of 
vehicle origin 
b 
Greenspan and Cohen 
[1999] 
vehicle age; price of gasoline; 
price of repairs relative to price 
of new automobiles 
emission standard; number of 
teenagers; unemployment 
rate  
Chen and Niemeier [2005] 
vehicle age; vehicle age 
squared; odometer reading; 
passes emission test; needs 
repair; gross polluter; vehicle 
make 
locations 
Chen and Lin [2006] 
vehicle age; number of previous 
repairs; some vehicle type 
vehicle age; number of repair 
calls; fuel type; makes 
a
 t-statistic < 2 
b




Table 3.4 Parameters in vehicle survival rate in selected countries. The results are grouped 
into three classes. A: good result from iterative method; B: result based on other literature; 
C: bad result from iterative procedure. Class B is used if the result is bad from Class C. 
Country 
Car Truck 
αret L50,ret Class αret L50,ret Class 
US 4.8 10 A 6.1 16 C 
Japan 3.7 11 B
a
 6.2 12 C 
Korea 6.0 11 A 4.4 13
d
 C 





Brazil 2.5 12 C 3.1 13 C 
Egypt 5.5 26 C 6.5 59 C 
Argentina 2.3 13 C 3.0 10 C 
South Africa 3.7 25 C 5.1 22 C 
China 8.2 11 B
a
 8.4 13 B
a
 
Belgium 6.5 8 B
b
    
Denmark 4.9 10 B
b
    
France 6.4 11 B
b
    
Germany 5.0 9 B
b
    
Ireland 5.8 10 B
b
    
Italy 5.9 13 B
b
    
Greece 8.3 23 B
b
    
Luxembourg 6.5 8 B
b
    
Netherlands 5.1 9 B
b
    
Portugal 7.6 21 B
b
    
Spain 6.4 11 B
b
    
UK 6.1 10 B
b
    
a 
Wang et al. [2006] 
b 
Zachariadis et al. [1995] 
c
 Baidya and Borken-Kleefeld [2009] 
d 




Table 3.5 Lag years (Date of newer standard minus date of old one) between different Euro 
emissions standards used in model. 
Delta (years) LDGV\LDDV HDDV 
EuroII-EuroI 5 4 
EuroIII-EuroII 4 4 
EuroIV-EuroIII 3 4 
EuroV-EuroIV 4 3 
EuroVI-EuroV 5 5 
Average 4 4 
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Table 3.6 Emission standards adoption dates for light-duty vehicles in different regions under scenario A1B. 
Region Name 
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Central America 2011
 d










































































































































































Standards in [] are U.S. standards and years in [] are corresponding timing for adoption of U.S. standards.  
b 
Dates in yellow are estimated by constant lag years, shown in Table 3.5 
c
 Dates estimated by regional income level 
d
 Red color indicates emission standards up to year 2010; black color indicates emission standards implemented after year 2010. 
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a 
Standards in [] are U.S. standards and years in [] are corresponding timing for adoption of U.S. standards.  
b 
Dates in yellow are estimated by constant lag years, shown in Table 3.5 
c
 Dates estimated by regional income level 
d
 Red color indicates emission standards up to year 2010; black color indicates emission standards implemented after year 2010. 
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Table 3.8 PM emission factors for new vehicles under US emission standards. 
Emission Standard 
New Vehicle PM Emission Factors (g/kg-fuel) 
LDGV LDDV HDDV 
Non-regulation 0.05 1.9 4.2 
Opacity 0.05 1.5 2.9 
1988 - - 1.3 
1991 - - 1.3 
1993 - - 0.7 
1994 - - 0.8 
1996 - - 0.6 
1998 - - 0.2 
2004 - - 0.2 
2007 - - 0.02 
Tier I 0.01 0.9
 
- 
Tier II - 2004 0.01 0.8 - 
Tier II - 2006 0.01 0.4 - 


















 For No regulation and Opacity for LDGV, No regulation, Opacity, and Tier I for LDDV, and No regulation – 1993 
forHDDV 
2 




Table 3.9 PM emission factors of new vehicles under European emission standards. 
Emission Standard 
New Vehicle PM Emission Factors (g/kg-fuel) 
LDGV LDDV HDDV 
Non-regulation 0.05 1.9 4.2 
Opacity 0.05 1.5 2.9 
Euro I 0.01 1.3 1.7 
Euro II 0.01 0.8 0.7 
Euro III 0.01 0.5 0.5 
Euro IV 0.01 0.3 0.1 
Euro V 0.01 0.04 0.1 
Euro VI 0.01 0.05 0.06 
Older engine superemitter1  3.21 8.31 8.3
1
 




 For No regulation and Opacity for LDGV, and No regulation, Opacity, and Euro I for Light and HDDV 
2 








Emission Factors  
(g/kg-fuel) 
Degradation Rate  
(g/kg-fuel/yr) 




Factors in g/kg-fuel 






No regulation 0.05 0.04 1/11 0.45 - 
Opacity 0.05 0.04 1/11 0.45 - 
Tier I 0.01 0.005 1/11 0.06 [0.003
1
] - 
Tier II – 2004 0.01 0.005 1/11 0.06 [0.0031] - 
Tier II – 2006 0.01 0.005 1/11 0.06 [0.0031] - 
Tier II – 2007 0.01 0.005 1/11 0.06 [0.0031] - 
Old-engine 
Superemitter 3.2 - - 3.2 - 
New-engine 








Emission Factors  
(g/kg-fuel) 
Degradation Rate  
(g/kg-fuel/yr) 




Factors in g/kg-fuel 






No regulation 1.9 0.36 2/11 5.1 - 
Opacity 1.5 0.29 2/11 4.1 - 




Tier II – 2004 0.8 0.04 2/11 1.2 [0.101] 0.071 
Tier II – 2006 0.4 0.02 2/11 0.6 [0.041] 0.031 
Tier II – 2007 0.1 0.01 2/11 0.2 [0.021] 0.011 
Old-engine 
Superemitter 8.3 - - 8.3 - 
New-engine 








Emission Factors  
(g/kg-fuel) 
Degradation Rate  
(g/kg-fuel/yr) 




Factors in g/kg-fuel 






No regulation 4.2 0.25 2/13 7.0 - 
Opacity 2.9 0.16 2/13 4.7 - 

































Superemitter 8.3 - - 8.3 - 
New-engine 
Superemitter 2.9 - - 2.9 - 
1
 Emission in g/km 
2








Emission Factors  
(g/kg-fuel) 
Degradation Rate  
(g/kg-fuel/yr) 




Factors in g/kg-fuel 






No regulation 0.05 0.04 1/11 0.45 - 
Opacity 0.05 0.04 1/11 0.45 - 
Euro I 0.01 0.005 1/11 0.06 [0.003
1
] - 
Euro II 0.01 0.005 1/11 0.06 [0.003
1
] - 
Euro III 0.01 0.005 1/11 0.06 [0.003
1
] - 
Euro IV 0.01 0.005 1/11 0.06 [0.003
1
] - 
Euro V 0.01 0.005 1/11 0.06 [0.003
1
] - 




Superemitter 3.2 - - 3.2 - 
New-engine 








Emission Factors  
(g/kg-fuel) 
Degradation Rate  
(g/kg-fuel/yr) 




Factors in g/kg-fuel 






No regulation 1.9 0.36 2/11 5.1 - 
Opacity 1.5 0.29 2/11 4.1 - 































Superemitter 8.3 - - 8.3 - 
New-engine 








Emission Factors  
(g/kg-fuel) 
Degradation Rate  
(g/kg-fuel/yr) 




Factors in g/kg-fuel 





Heavy duty diesel 
No regulation 4.2 0.25 2/13 7.0 - 
Opacity 2.9 0.16 2/13 4.7 - 































Superemitter 8.3 - - 8.3 - 
New-engine 
Superemitter 2.9 - - 2.9 - 
1
 Emission in g/km 
2
 Emission in g/bhp-hr 
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Table 3.12 Summary of significant relationships that affect vehicle fleet in SPEW-Trend. 









Statistical data of (1) total vehicles 
registered or in use for different years and 
(2) vehicle age distribution at a specific 
point in time; and data from other studies 
B 
Timing of emission 
standards 
Observation data of scheduled timeline A 
Degradation rate 
Measured emission factors from other 
studies 
C 
Emission factors Measured data from other studies A 
Superemitter transition rate Best guess based data from other studies C 
Vehicle activity Observation data from other studies B 
1
 A: most confidence; B: moderately confidence; C: least confidence 
2
 N/A: Purpose of this model is to predict emissions under different demand scenarios, regardless of confidence level 
in those scenarios. 
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CHAPTER 4  




This chapter shows global and regional projections of PM emissions from on-road vehicle 
exhaust, based on the SPEW-Trend model. This chapter discusses global emission scenarios from 
simulations under the four economic scenarios (A1B, A2, B1 and B2, described in Section 3.1). 
Section 4.1 discusses overall trends in emissions versus fuel consumption. Section 4.2 discusses 
the varying regional contributions, and Section 4.3 analyzes how vehicles with different 
technology contribute to global emissions. Section 4.4 returns to emission intensities in light of the 
regional and technological discussions. Section 4.5 summarizes and makes recommendations for 
future work. 
4.1 Global Emissions 
Figure 4.1 shows the magnitudes of fuel use and emissions for the four scenarios modeled 
in this work. Values normalized to the year 2005 are also presented along the right axis to 
demonstrate comparative changes. Emissions are identical for all scenarios until 2005 when 
historical data end and projections begin. Fuel consumption estimates for the four scenarios reflect 
underlying assumptions about different economic trajectories from IMAGE. The emission 
trajectories also reflect the diversity of scenarios, but the patterns differ from those of fuel 
consumption due to changes in emission factors. Emissions in 2030 range from 1100 Gg in B2, 
which has the lowest fuel consumption, to 1360 Gg in A1B, which has the highest. Emissions in 
B1 and A2 lie between these two cases at around 1200 Gg. All scenarios show emission decreases 
by 2035. The difference between the two extreme cases (A1B and B2) becomes greater with time, 
being about a factor of two different in 2050 (1500Gg and 800 Gg, respectively). 
HDDVs contribute 86-90% of emissions after 2010 (shown in Figure 4.2 in A1B), so the 
dynamics of HDDVs are critical to the overall trend. There is some uncertainty in the projections 
due to split of diesel between light-duty and heavy-duty engine use. However, most of the 
                                                 
1 
A modified version of Chapter 4 was published in Atmospheric Environment, 2012, 45 (28), 
4830-4844. (Yan, F., E. Winijkul, S. Jung, T. C. Bond, and D. G. Streets) 
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emissions come from heavy-duty engines, which generally use diesel fuel because of their higher 
power requirements.  
This work discusses changes in normalized consumption and emissions here; for example, 
normalized fuel consumption of two indicates that consumption is twice the 2005 value. The 
highest fuel consumption growth occurs in A1B, which describes a future world of very rapid 
economic and population growth. In this scenario, normalized fuel consumption peaks at 2.1 in the 
early 2040s. Despite this increase in fuel consumption, emissions decrease continuously until 2035, 
reaching a value of 0.8. Then, they begin to increase to a factor of 0.9 in 2050. The sharp decrease 
before 2035—which is also seen in the other scenarios—is partly due to the population reduction 
of old-engine superemitters (developed from vehicles before Euro I or Tier I), whose emission 
factors are 2-30 times higher than new engines. The implementation of new and more advanced 
standards also contributes to this decrease in emissions. The increase after 2035 can be explained 
by the significant emission contribution from Africa. First, fuel consumption grows consistently in 
Africa, from 70 Mt in 2010 to 430 Mt in 2050, while global and regional fuel consumption in all 
other regions peak in the middle 2040s or earlier. Second, looser emission controls and late 
introduction of emission standards cause higher emission intensity in Africa. Therefore, global 
emissions increase when the fast growth in Africa begins to surpass the reductions in other regions.  
In A2, fuel consumption increases monotonically, while emissions have a similar pattern to 
that in A1B, showing first a decrease and then a slow increase after 2040.  The explanation for the 
later increase is also the notable growth of fuel consumption and inefficient emission controls in 
Africa. In B1 and B2, lower growth rates of fuel consumption allow incoming standards to offset 
the growth of fuel consumption. Emissions under B1 and B2 are continuously decreasing. Despite 
the fast growth in Africa, emission decrease caused by a dramatic reduction of fuel consumption 
and implementation of advanced emission standards in all other regions drives the emission trend 
in B1 and B2. Thus, there is no later increase under these two scenarios.  
Overall, global emission trends do not follow the trends of fuel consumption, due to 
varying trends of emissions caused by technology change in different regions, each of which 
represents a complex interplay of factors. Therefore, an examination of regional emission intensity 
is needed in order to understand the underlying factors (see Section 4.4).  
This chapter compares global PM emission projections between this work and that by 
IEA/SMP [Fulton and Eads, 2004], GAINS model [Klimont et al., 2002] and Uherek et al. [2010], 
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shown in Figure 4.3. All studies assume that exhaust emission standards will be further tightened 
in the developed regions (e.g. North America, Europe and Pacific) or adopted in the rest of the 
world and project a decrease of PM emission. The rates of decrease in this work are lower than 
those in the other three references because I consider superemitters and introduce emission 
standards late in Africa (Section 4.4). The IEA/SMP model shows extremely high emissions in the 
first 20 years, because their model assumes that light-duty gasoline vehicles and diesel vehicles 
have the same emission factors, while I use measured emission factors. That model is more 
optimistic with regard to emission standard implementation, even in Africa, where standards are 
assumed to initiate by 2015. Future emissions from the GAINS model and historical emissions 
from the work of Borken et al. [2007] are closer to our estimates of global PM emissions if 
superemitters are not considered, especially in year 2000, 2005 and 2030 where the difference is 
less than 12%. On the regional level, I estimate higher emissions in most regions except North 
America and Europe (detailed comparison is given in Table 4.1). With similar fuel consumption 
between this work and Borken et al. [2007], the large difference (over 80%) of emissions in Latin 
America, Africa and Middle East, Former USSR, and Pacific regions must result from differences 
in emission factors. Borken et al. [2007] assumed a weighted emission factor by each vehicle type 
and region, while the emission factors in this work reflect vehicle fleet composition by 
technologies and ages, especially superemitters.  
4.2 Regional Emissions 
Regional emissions respond differently within each economic scenario, as Figure 4.4, 
Figure 4.5 and Figure 4.6 illustrate. As shown in Figure 4.5 (a) and (b), although fuel consumption 
increases in all regions except North America, Europe and Pacific, emissions increase significantly 
in only Africa, due mainly to rapid growth of vehicles with less-than-optimal emissions 
performance [Streets et al., 2004] and slow scrappage of old vehicles. With the later 
implementation of advanced emission standards, emissions from Africa are consistently positive 
(1.2-2.1%/year) from 2010 to 2050 under all scenarios. 
Figure 4.6 shows the fractional contribution of fuel consumption and emissions from 
different regions in scenario A1B. The other scenarios have similar relative behavior among 
regions, although the growth rates differ, so the fractional contributions are similar under all 
scenarios. Africa increases its share of global emissions, resulting in a sizeable percentage 
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contribution (over 46%) in 2050. Although Latin America (17%) is a dominant contributor to 
global emissions in 2010, emission controls more than compensate for increased fuel consumption, 
as shown the negative emission change rates in Figure 4.5 (b). Thus, the percentage contribution 
declines by 9% by 2050 in this region (Figure 4.6 (b)). The total fractional contribution of Asian 
regions (South Asia, East Asia, and Southeast Asia) decreases from 32% in 2030 to around 22% in 
2050, also because of emission controls. 
4.3 Emission Composition by Engine Types 
Emission projections in this dissertation are based on identifying activity by vehicles built 
to specific emission standards. The contribution of each technology type is shown in Figure 4.7. 
Emission trends in A1B and B1 are similar to those in A2 and B2, respectively, despite differing 
magnitudes, so only A1B and B1 are presented here.  
U.S. emission standards (e.g. Tier I) apply only in North America and some countries in 
Latin America. Emissions from vehicles built to these standards account for less than 10% of the 
global emissions. For that reason, this work will use terminology from Euro standards in the 
following discussion and group U.S. standards with the closest Euro standards. The SPEW-Trend 
model has not accounted for advanced emission standards that might be implemented after the 
currently planned Euro VI or Tier II. However, PM emissions from these vehicles are very low and 
do not contribute significantly to total emissions. 
The most striking aspect of Figure 4.7 is the contribution of superemitters (top graphs), 
which contribute about half of global emissions. To focus on the contribution of “normal” vehicles 
and the effects of emission standards, the bottom graphs present emissions in simulations where no 
superemitters were allowed to develop. SPEW-Trend model assumes that most regions except 
Africa will have implemented Euro VI standards by 2025. The trend of emissions from normal 
vehicles only (Figure 4.7 (c) and (d)) confirms that, in general, the global fleet will be cleaned up 
by emission standards, despite fuel growth. Some old vehicles built to poorer standards remain 
after adoption of Euro VI, but these phase out over the next two decades. The bottom figures show 
the declining contribution of these older vehicles, made more visible without the contribution of 
superemitters. In these lower graphs (Figure 4.7 (c) and (d)), the consistent emissions from 
vehicles without regulations (“None”) is mostly attributable to Africa where no emission standards 
are implemented until the late 2040s.  
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As global fleet emissions are reduced by emission standards, normal vehicles become a 
progressively smaller fraction of emissions. In 2050, total emissions without the effects of 
superemitters are 54-56% of those with superemitters, with global emission decreases averaging 
1.3-2.0% per year. Emission projections are thus highly dependent on the behavior of 
superemitters.  
Superemitters begin producing more than 50% of global emissions around the year 2020; 
the exact year varies by region and scenario (detailed information is shown in Table 4.2). In 2050, 
the fuel consumption contribution of superemitters is only about 14% of total, yet their emission 
contribution is about 62%. Asia, the Middle East, and Latin America contribute about half of the 
global superemitter emissions. In these developing regions, the lower income level results in a 
large fraction of superemitters, and growth in road transport means that there are more and more 
superemitters on the road. Thus, the SPEW-Trend model depicts a progressively cleaner fleet of 
normal vehicles, but a growing fleet that has a larger absolute number of superemitters. The 
implication is that tighter standards for new vehicles alone cannot satisfactorily protect 
environmental quality; the potential proliferation of superemitters must be addressed specifically. 
Another implication is that global emission trends will remain highly uncertain until the behavior 
of superemitters is better understood. 
4.4 Emission Intensity 
The preceding sections have shown that regions are diverse in terms of technological 
dependence and evolution. It is instructive to examine the evolution of global and regional 
emission intensities under different scenarios. With the understanding of how different regions and 
different vehicle types contribute to global emissions, I can now explain the different trends in fuel 
consumption and emissions that were shown in Figure 4.1. Here, I use the term “intensity” to mean 
the ratio between emissions and fuel consumption. Global and regional emission intensities are 
shown in Figure 4.8 and Figure 4.9.  
Emission intensities decrease continuously for the first 30 years of the study period, as 
stringent emission standards are applied and older vehicles, especially old-engine superemitters, 
are retired. This explains the observation in Figure 4.1 that fuel consumption increases along all 
trajectories, but PM emissions decrease consistently in the first few years. Emission intensities 
increase slightly in late 2030s and 2040s under A1B and B1, respectively. This is caused by the 
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notable emission increase in Africa where vehicles without regulations compose the majority of 
the fleet, as discussed in Sections 4.1and 4.2. Growth in regions with lower incomes and higher 
superemitter fractions also contributes to this trend. Another indirect reason for this increase is the 
convergent economic growth patterns among regions under these two scenarios, which will be 
explained later.  
Emission intensities in North America, Europe, and the Pacific are 3-5 times lower than 
those in less developed regions, because of the earlier adoption of advanced emission standards in 
those technology-leading countries. Figure 4.9 indicates that the difference in emission intensities 
between regions is greater than that among scenarios for a single region. Therefore, total fuel 
consumption and the timing of standard introduction are the most important factors required to 
represent overall emissions, as long as the composition of vehicle fleets is considered. Other 
economic factors play a secondary but important role. 
Figure 4.9 also compares regional emission intensities among scenarios for each region. 
Under all scenarios, emission intensity estimates for Europe (which includes both OECD and 
Eastern Europe) are higher than those for North America or the Pacific, because of late 
implementation of emission standards in Eastern Europe. In 2030, emission intensities in North 
America, Europe, and the Pacific are 20-30% lower under A2 than under A1B, while other regions 
have higher emission intensities under A2. This finding has a perverse cause. A2 is a less 
globalized scenario, so income levels in different regions become more diverse with time. Because 
of this regional diversity, the price of new vehicles in the more-developed regions is lower relative 
to income, so people can afford new cars and old vehicles are replaced more quickly. Therefore, 
the fraction of relatively dirtier vehicles (old vehicles and superemitters) is lower. In A1B, a more 
globalized scenario, income levels are more similar among regions. This convergence means 
relatively expensive vehicles, longer vehicle lifetimes, and a greater fraction of polluting vehicles 
in developed regions. Beyond 2030 (not shown), the trend continues: regional income distribution 
becomes more diverse in A2 and more convergent in A1B. Emission intensities under A2 continue 
to decrease compared with A1B, even for some less-developed regions. This explains the lower 
global emission intensity for A2 compared with A1B, which is apparent in Figure 4.8 for 
2030-2050. Regions in B2 are not as economically diverse as in A2, so the difference of emission 
intensities between the two B scenarios is not as significant as that in the A series. 
Similarity of income between developed and developing regions may be seen as desirable, 
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but in this case, relatively cheap labor might make clean technology less expensive, facilitating its 
implementation in areas of rapid growth. Environmental policies should give special attention to 
vehicle retirement rates and the role of superemitters, because of their inherent importance, but 
also because they may be affected by regional income diversity in unexpected ways. I obtained this 
result because of the way I expressed retirement rates. While this formulation is plausible, it needs 
further study to confirm the implications for income convergence. 
4.5 Conclusions 
This chapter has outlined global projections of primary PM emissions from on-road 
vehicle exhaust, based on a new technology model that responds to socioeconomic conditions in 
different future scenarios. The dynamic population model allows us to investigate the role of 
technology selection, fleet turnover and high emitters in future emissions with a consistent 
framework. 
The trend of emissions represents the combination of emission intensity and fuel 
consumption. In the first 20-30 years, PM emissions decrease in all scenarios because lower 
emission intensity dominates increasing fuel consumption. I examine the evolution of global and 
regional emission intensities, and analyze the underlying factors that affect the trend of those 
emission intensities. Globally-averaged emission intensity will decrease in the near-term but may 
increase again as growth occurs in regions with looser emission standards. Vehicles without 
regulations or late introduction of standards, as well as a possible dependence on convergent 
economic growth patterns act to increase emission intensity.  
If the assumptions about superemitters are valid, they have contributed over 50% of 
emissions in all years after 2020 and drive the trend of PM emissions. If they are eliminated, global 
emissions decline at an average rate of 1.3%-2.0% per year. However, our model representation of 
superemitters—and hence these results— are based on very little information about the causes and 
prevalence of such high-emitting vehicles. Because superemitters play such a significant role in 
determining emission trends, it is necessary to understand their behavior in more detail. Factors 
that cause high-emitting vehicles, their levels of service, their retirement rates and their emission 
rates should be better explored with fleet observations. Remote-sensing measurements or other 
statistical characterizations of the vehicle population in different world regions would be 
particularly valuable.  
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What causes countries to adopt emission standards? Adoption does not have a significant 
relationship with income if technology-forcing regions are excluded from analysis. Later in the 
analysis period, low-income regions have a disproportionate contribution to global emissions. 
Many of these regions already have severe urban air quality problems, so the factors that lead to 
acceptance of emission standards for the health of urban populations must be examined in order to 
determine the fate of the global and regional atmosphere.  
There is large uncertainty in the connection between technological changes and income 
levels. Many of the relationships represented in SPEW-Trend, such as retirement rates, are only 
loosely constrained by observations. While future economic trajectories are always unknown, 
uncertainties in emission intensity also result from a lack of knowledge about retirement rates, 
emission degradation rates, and the contribution of superemitters. Chapter 5 will use sensitivity 
analysis and Monte Carlo simulations to identify important assumptions and explore the effect of 
uncertainties on global and regional emissions. The results presented here are our first estimate of 
future global emission trends but must be understood in the context of these uncertainties. 
The model results given here describe emission trajectories under different scenarios for 
light-duty and heavy-duty vehicles that use liquid fuel. They do not yet include some important 
considerations: (1) emissions from two- and three-wheelers, which are important in Asian and 
African countries; (2) gaseous emissions, which affect ozone concentrations; and (3) non-exhaust 
emissions, which largely affect the amount coarse particulate matter. For a full understanding of 
future air quality, these factors should be included.  
Nevertheless, the model results presented here illustrate how vehicle populations, and 
hence emissions, respond to general trends in fuel usage and introduction of emission standards. 
Urban and national air-quality agencies are planning a cleaner vehicle fleet either by tightening 
emission standards or by switching to vehicles without end-use emission, including those powered 
by electricity or hydrogen. When these changes are implemented, the majority of on-road 
emissions will come from the legacy fleet, which will govern the rate at which total emissions can 
be reduced. A goal of this work is therefore to explore how inertia in vehicle populations leads to 
persistence of emissions. Once a vehicle is placed in service, the total emission corresponding to 
the service life of the vehicle is almost guaranteed. Emissions may be delayed by reduced vehicle 
usage, but cannot be avoided unless the fleet is subjected to accelerated retirement or improved 
maintenance. Future work will evaluate potential emission reductions by policies that target the 
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legacy fleet, in light of the uncertainties in population dynamics.  
Finally, it should be clear that the purpose of emission projections is not to predict the 
future. The IPCC scenarios are “alternative images of how the future might unfold and are an 
appropriate tool with which to analyze how driving forces may influences future emission 
outcomes and to assess the associated uncertainties. There is no single most likely, central or 
best-guess scenario” [Nakicenovic et al., 2000]. Thus the PM emission projections in this work 
reflect the possible emission outcomes of different combinations of driving forces for, and only for, 
the scenarios presented here. The major contribution of this dissertation is the development of 
relationships that link socioeconomic conditions with technology choice, and thereby determine 
the composition of vehicle fleet. SPEW-Trend can be driven by the outputs of any economic model 
that provides regional GDP and fuel consumption, without changing any parameters in 
SPEW-Trend. Even if the future does not look exactly like any of the scenarios, the results are 
useful in the following ways: 
(1) Generalized emission trends. Global emission projections show a decrease for the first 
few years, due to implementation of advanced emission standards in most regions; and 
also show an increase in later years, mainly due to the rapid growth of uncontrolled 
vehicles in less developed regions. This trend is observed under all four IPCC scenarios. 
The implication is that under these socioeconomic conditions, implementation of 
advanced emission standards in most regions will help to reduce global PM emission 
even with growth in fuel consumption, until the increasing emissions in regions 
without emission standards begin to surpass the reductions in other regions. 
(2) Sensitivity analysis. Sensitivities or relative changes of global and regional emissions 
to the relationships that affect the vehicle fleet indicate the most important factors.  
(3) Evaluation of mitigation strategies. Although uncertainties may be caused by 
ocioeconomic conditions and relationships that affect vehicle fleet, the modeling 
results of SPEW-Trend can be used to address emission reductions caused by different 
mitigation strategies. Like sensitivity analysis, evaluation of mitigation policies is more 
concerned with emission differences between policies (including no policy), instead of 
absolute values of emissions. The effects of a single mitigation strategy under a range 
of uncertain futures indicate how robust that strategy is. If significant emission 
reductions are always observed, then the strategy is likely to yield benefits. 
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(4) Climate modeling. Emission projections are essential inputs of climate models. 
Climate modelers acknowledge that future trajectories are uncertain and so examine 
several scenarios to represent uncertainties (e.g., Nakicenovic et al.[2000]]. Though the 
exact economic development may differ from the IPCC economic trajectories, the 
range of scenarios is instructive. This work is the first to connect a changing technology 
base with multiple economic scenarios. PM emission scenarios that are consistent with 
greenhouse-gas scenarios will provide model inputs for models that estimate climate 
changes due to both air pollutants and greenhouse gases. 
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Figure 4.1 (a) Global fuel consumption and (b) PM emission from on-road vehicles: absolute 
magnitudes (left y axis) and normalized values to 2005 (right y axis). Note that the y-axes 



















































Figure 4.2 Fractional contributions of fuel consumption (left) and PM emission (right) in 
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Figure 4.3 Comparisons of total PM exhaust emissions from on-road transportation from 
2000 to 2050. (a) Total on-road emissions from IEA/SMP [Fulton and Eads, 2004]; (b) 
exhaust emissions from on-road mobile sources in GAINS model (scenario BL_WEO_2009); 
(c) road transportation from Uherek et al. [2010]; (d) road passenger and freight 









































































































































Figure 4.5 Average annual change of (a) fuel consumption and (b) PM emission between 




































Figure 4.6 Fractional contribution of fuel consumption and emissions by different regions in 























a) A1B w/ superemitters



















b) B1 w/ superemitters



















c) A1B w/o superemitters

































Figure 4.7 PM emission contribution by vehicles under different emission standards: (a) 
global emission in A1B; (b) global emission in B1; (c) emission without superemitters in A1B; 
(d) emission without superemitters in B1. In the bottom graphs (c and d), fuel consumption 
is the same as top graphs under each scenario, except that the transition from normal 
vehicles to superemitters is zero. The black lines in a) and b) indicate the years when 
superemitters contribute over 50% to the global emissions. Abbreviations: OPAC, Opacity 
standards; NONE, no regulation; Super 1, superemitters from older engines; Super 2, 
superemitters from newer engines. In U.S. emissions standards, old engines mean no 
regulation and Opacity for LDGV, No regulation, Opacity, and Tier I for LDDV, and No 
regulation to U.S. 1993 for HDDV; In European emission standards, old engines mean no 
regulation and Opacity for LDGV, and No regulation, Opacity, and Euro I for Light and 













































































































































































































Figure 4.8 Global emission intensities under four scenarios (g PM/kg fuel) (left) and emission 
factors for new engines under different emission standards (except superemitters) (right). 
Emission factors for some standards are not shown, including HDDV with opacity standards 
(2.9 g/kg-fuel) and without regulation (4.2 g/kg-fuel). For LDGV, emission factors for 
superemitters are 0.3 g/kg-fuel (new engine) and 3.2 g/kg-fuel (old engine); For LDDV and 
HDDV, emission factors for superemitters are 2.9 g/kg-fuel (new engine) and 8.3 g/kg-fuel 
(old engine). Abbreviations: OPAC means Opacity; NONE means no regulation. 
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Table 4.1 Comparison of Fuel consumption and PM emissions from road transportation in 



























502 472 6 0.15 0.12 0.18 -17 -32 
Latin 
America 
126 118 6 0.29 0.26 0.14 106 86 
Africa 44 44 0 0.13 0.12 0.061 107 92 
Middle 
East 
78 67 17 0.20 0.16 0.1 97 60 
Europe 
a 
276 264 5 0.28 0.25 0.309 -9 -20 
Former 
USSR 
54 48 13 0.15 0.12 0.084 74 43 
South 
Asia 
38 38 -2 0.14 0.13 0.14 3 -5 
East Asia 78 90 -13 0.15 0.14 0.15 3 -8 
Southeast 
Asia 
56 52 7 0.16 0.15 0.15 4 -3 
Pacific b 96 93 3 0.10 0.09 0.056 78 65 
World 1347 1286 5 1.74 1.54 1.37 27 12 
a
 Regional breakdown: Europe=WEU+CEC 
b
 Regional breakdown: Pacific=OCN+JPN 
c
 Fuel consumption in Borken et al. [2007] is converted from megatonne of oil equivalent (mtoe) to millions of tons by 
energy content 
d
 Difference between Borken’s work and our work with superemitters 
e




Table 4.2 Total fuel consumption and PM emission fractional contribution of different 
engine types(%) in 2010, 2030 and 2050 of scenario A1B. 
Fraction (%) 
Fuel Consumption Emission 
2010 2030 2050 2010 2030 2050 
OPAC 7.7 0.3 0.0 16.3 3.0 0.1 
Euro I 5.0 0.3 0.9 7.1 1.6 0.8 
Euro II 9.0 1.0 0.1 8.3 4.5 0.6 
Euro III 12.8 2.1 0.2 7.2 5.1 0.8 
Euro IV 16.8 3.3 0.2 2.0 1.4 0.2 
Euro V 14.7 8.0 0.8 3.1 2.8 0.5 
Euro VI 21.6 72.1 79.8 0.4 8.0 11.1 
None 5.1 3.2 4.3 16.3 17.8 23.9 
Super
a
 (%) 7.3 9.5 13.6 39.3 55.8 62.1 
a
 Both superemitters from new and old engines 
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CHAPTER 5  
UNCERTAINTY ANALYSIS OF EMISSION PROJECTIONS 
This chapter seeks to contribute a more mechanistic understanding of future air pollutant 
emissions based on changes in technology. Chapter 2 and 3 gave an extensive description of the 
SPEW-Trend model that projects emissions by simulating the population dynamics of the vehicle 
fleet. Chapter 4 discussed PM emission projections under different economic scenarios, beginning 
with the on-road transportation sector, which has been one of the major contributors to air quality 
degradation and climate change [Klimont et al., 2002; Bond et al., 2004; Berntsen et al., 2008; 
Unger et al., 2009]. 
This chapter explores uncertainties in PM emission projections using simple sensitivity 
analysis and Monte Carlo simulations. Section 5.1 discusses methods for uncertainty analysis, 
identifies sources of uncertainty, and estimates uncertain ranges for input parameters. Section 5.2 
investigates the sources of uncertainty, including retirement rate, timing of emission standards, 
estimation of superemitter fraction, and the degradation rate of emission factors. Section 5.3 first 
shows the sensitivities of global and regional emission projections to these parameters. Monte 
Carlo simulations are then presented to examine the emission uncertainties caused by the most 
important relationships that affect vehicle fleet. 
5.1 Methods 
5.1.1 Modification of SPEW-Trend 
In this chapter, some modifications have been made to the base case of SPEW-Trend that 
was described in Chapter 3. These changes were made after reviewing vehicle lifetimes that 
appeared very long in developing regions. The modifications and a comparison of the baseline and 
the base case resulting from the assumptions used in this chapter are show below.  
In the old version of SPEW-Trend (Chapter 3, as well as in Yan et al., 2011), the lifetimes of 
HDDV were extremely long in lower-income regions of the world. For example, a few HDDVs 
remained on the road for more than 60 years—even though the parameters were derived from 
observational datasets. These lifetimes seem unrealistically long. In this chapter, I adjust the age 
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coefficient (β1) for HDDV and set the new β1 in the middle of the ranges for light-duty and old 
heavy-duty vehicles. Figure 5.1shows the regression between αret/L50,ret and income level. Figure 
5.2 shows the comparison of global PM emissions from on-road vehicles.  
5.1.2 Sensitivity Analysis 
Simple sensitivity analysis is applied in this work to estimate how individual factors in the 
vehicle fleet model affect total emissions. Sensitivity analysis aims to determine the input 
parameters to which a model’s results are most sensitive [McRae and Seinfeld, 1983] using 
moderate computational resources. Rather than providing an estimate of the total uncertainty in the 
model output [Vardoulakis et al., 2002], these studies identify which variables should be refined in 
order to improve confidence in the model predictions [Webster et al., 2002]. This knowledge can 
also assist in identifying which variables should not be allocated resources by the model user, as 
little improvement in emissions accuracy is likely to be obtained [Kioutsioukis et al., 2004; Hanna, 
1988]. 
The sensitivity analysis for a single input parameter (call it P) is conducted as follows: (1) 
SPEW-Trend is run for a base case in which the input parameter is set at a central value P0, 
resulting in an emission total (E(P0)); (2) the  model is run again where P is increased or decreased 
by a plausible change (P), while all other input variables are held the same values as in the base 
case; and (3) the emissions (E(P+P) and E(P-P))are used to calculate the sensitivity. In practice, 
two sensitivity runs are used for this calculation, both increasing and decreasing P. Two measures 
are applied to express sensitivity: sensitivity coefficient (S) and normalized sensitivity coefficient 
(Snorm). The sensitivity coefficient for emission total E to input P is defined as [Cullen and Frey, 
1999]: 









               
 (5.1) 
The normalized sensitivity coefficient is sometimes a better measure for comparing the 
importance of parameters, because it is relatively independent of the chosen magnitude of P (Frey 
and Zheng, 2002; Chi, 2004): 












           
 (5.2) 
Values of ∆P for these sensitivity simulations are discussed in Section 5.2. 
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5.1.3 Monte Carlo Simulations 
The Monte Carlo approach involves the replacement of deterministic input variables by 
probability distributions thereof [Sokolowski et al., 2010; Vose, 1996]. Monte Carlo Simulation 
(MCS) is used to explore the overall uncertainties of a model by sampling from probability 
distributions of all input parameters. With the advancement of computer technology in the last half 
century, MCS has become a practical and commonly used method to analyze uncertainty problems 
[Morgan and Henrion, 1990; Sobol, 1994; Lu and Streets, 2011]. This chapter applies MCS to 
quantify the uncertainties caused by the model parameters that play the largest roles in determining 
emissions. As it will be shown, sensitivity analyses indicate that parameters describing the vehicle 
fleet dynamics, including retirement rate and transition to superemitters, produce the largest 
uncertainty in total emissions when fuel consumption is prescribed. 
In this work, 500 simulations are made within the SPEW-Trend model under the A1B 
scenario, which depicts a future world of very rapid economic growth and fuel consumption, 
especially in developing regions. All the four IPCC scenarios represented in the baseline in 
Chapter 4 are equally possible, yet A1B is used as a demonstration in this chapter as it concerns 
more on economic development and globalization, and is closer to the current real world. 
Simulations in other scenarios can be made in the same way. For each simulation, each of 21 input 
parameters is drawn from an assumed probability distribution. These parameters fall into two 
groups: those relating to retirement rate (three for normal vehicles and three for superemitters in 
LDGVs, LDDVs use the same set as for LDGVs; three for normal vehicles and three for 
superemitters in HDDVs, that is 12 in total), and those relating to transition rate between normal 
vehicles and superemitters (three for LDGVs, three for LDDVs and three for HDDVs, that is nine 
in total). Details of the uncertainty bounds for each parameter are discussed in Section 5.2. 
Most of the parameters required for the model have been estimated based on limited 
observations. These are usually insufficient to support the construction of a formal probability 
distribution. Normal distributions are chosen to represent the probability density of parameters 
used in the retirement rate and the superemitter transition rate. The advantage of a normal 
distribution over uniform or triangular distributions is that it produces a better estimation of the 
shoulders of the distribution and can exceed the ranges to reflect tails because it is unbounded. It is 
acknowledged that the nature of these probability distributions has not been confirmed, but there is 
no expectation that observations will be sufficient to provide such a constraint in the near future. In 
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the meantime, this chapter adopts an approach that is consistent with many other uncertainty 
analyses as a path forward to estimating uncertainty. 
5.2 Input Parameters and Uncertainties 
The sections below discuss ranges of input parameters for use in the sensitivity and Monte 
Carlo analyses. Table 5.1summarizes the ranges of each parameter. 
5.2.1 Timing of Emission Standards 
Emission standards reflect technology performance, and often more advanced emission 
standards require cleaner technologies to achieve the prescribed emission level. New standards 
also provide information about likely emission factors for new vehicles [Ntziachristos and 
Samaras, 2001], because vehicles are designed to meet standards but not greatly exceed them.  
In Chapter 3, it is assumed that standards could be represented as (1) a date of introduction 
for first advanced emission standards, and (2) “lag years” representing the periods before 
subsequent steps in emission standards (e.g., time difference between implementation of Euro I 
and Euro II, unit: years). Both are sources of uncertainty in the mix of technologies that diffuses 
into the vehicle fleet and hence, in emissions.  
For introduction dates, adoption of emission standards  is assumed to have no uncertainty 
in regions that have a single, dominant country (Canada, U.S., Former USSR, South Asia, East 
Asia, Japan, and Oceania) where standards are already scheduled for implementation. When no 
implementation of standards has yet been scheduled, Chapter 3 estimated beginning dates of 
standards based on neighboring countries. In Western and Eastern Africa, where entire regions 
have no implementation dates, it is estimated that emission standards will not be adopted until 
GDP per capita reaches $3,600 (constant 1995 U.S. dollars), similar to the average GDP in other 
technology-following world regions when standards were adopted. These assumptions imply that 
emission standards in Western and Eastern Africa would be implemented after 2040, and that 
emissions from Africa played a large role in global emissions. 
To examine the sensitivity of emissions to the dates of first introduction of advanced 
emission standards, I altered the introduction of standards by30 years for Western and Eastern 
Africa. Introduction of standards was adjusted backward and forward by 5 years for the Middle 
East, Southeast Asia, South America, Central America, Northern Africa, and Southern Africa 
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where introduction dates are estimated from neighboring countries.  
In Chapter 3, lag years between standard introductions were based on observed time 
schedules in countries where a series of emission standards has already been adopted or is under 
consideration. Lag years were assumed to be constant as 3-5 years, depending on the standard and 
vehicle type. In the sensitivity analysis, the high-emission case is found by doubling the central 
values of lag years assumed in Chapter 3. For the low emission case, one extreme condition is that 
emission standards are applied one after another immediately, that is, the lag-year is equal to one. 
This chapter does not consider the case that some standards may be skipped, e.g., implementation 
of Euro III directly after Euro I, but the very short lag-year case would produce very similar results. 
In each case, only one lag-year between two close emission standards is changed in all the 
applicable regions. 
5.2.2 Emission Degradation Rate 
Chapter 3 defined degradation rate as the increase in emission factor with vehicle age. To 
describe this increase, the model represents emission degradation patterns with three phases: (1) 
new engine, when a constant low emission factor for one or two years is applied; (2) degradation, 
when emission factor increases linearly with age, and (3) stabilized, when emission factors no 
longer increase, but stabilize at a high level. Parameters for these phases were based on two studies 
[Cadle et al., 1999; Durbin et al., 1999] for gasoline vehicles and one study [Ubanwa et al., 2003] 
for other types of vehicles. New emission factors were lower than standards, so that average 
emission factors over a vehicle’s lifetime were similar to or slightly greater than the emission 
standard for Euro I and higher standards. Separate degradation rates were used for each emission 
standard.  
Degradation rates may depend on engines, regions, and usage patterns, but these factors 
have not been clearly isolated in studies to date. The degradation rate can even reach zero for 
vehicles with continued improvements in function and durability of vehicle emission control 
systems [Bishop and Stedman, 2008]. In the sensitivity analysis, a moderate case is applied which 
assumes that emission factor is constant and in the middle of that for new engine and maximum 
emission factor. Figure 5.3 shows an example of degradation rates for LDDV Euro I vehicles in 
sensitivity analysis.  
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5.2.3 Retirement Rate 
Retirement rate is an important determinant of future global and regional emissions. It not 
only represents the relationship between vehicle age, income level, and the probability that a 
vehicle will retire, but it also influences the vehicle fleet age distribution. In turn, that age 
distribution is linked to net emission factors by degradation rate and superemitter transition rate. 
Various models that describe functions of scrappage or permanent retirement of vehicles have been 
proposed [Walker, 1968; Zachariadis et al., 1995; U.S. EPA, 2005]. Chapter 3 used a logistic 
function (Equation (2.4)) to represent the survival rate which can be converted to retirement rate 
(Re, Table 5.1, “Retirement Rate”), and treated vehicle age and income level as the two main 
driving factors of retirement rate. However, retirement rate is only loosely constrained by 
observations in a few countries. 
This work constructs the distributions of uncertain parameters (αret, β1 and β2) in the 
description of retirement rate based on observed data. Chapter 3 describes an iterative procedure 
(Figure 3.3) based on observational data in selective countries to determine two parameters, an 
age-independent constant αret, which reflects the survival rate when vehicle age is zero, and an age 
coefficient L50,ret, defined as the age at which only 50% of vehicles are survived (see function 
description in , Table 5.1, “Retirement rate”). With datasets of αret and L50,ret in observed countries, 
A linear relationship is found between αret/L50,ret and income level (in terms of ratio of local to 
global GDP per capita), and then β1 and β2 are introduced as coefficients to express the linear 
regression, as shown in Equation (3.1) and (3.3) 
αret (defined as “intercept” or “zero-age survival rate determinant”) is independent of either 
vehicle age or income level, and represents the potential survival rate when vehicle age is zero. 
The means and standard deviations from the observed sample datasets of αret are used directly in 
the probability density distributions. 
The other two parameters, β1 (defined as “age coefficient”, or “zero-income survival rate 
determinant”, which represents the significance of age in zero-income regions) and β2 (defined as 
“income coefficient”, which represents the coefficient of the combination of both income and age), 
are derived from linear regressions between αret/L50 and income level in selected countries. Since 
β1 and β2 are coefficients of linear regression and both dependent (αret/L50,ret) and independent 
(ratio of local to global GDP per capita) variables in the regression are normally distributed, we 
may deduce that β1 and β2 are also normally distributed. It is assumed ±20% of the central values 
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as the upper and lower bounds of β1 for both light-duty vehicles (LDVs, includes LDGVs and 
LDDVs) and heavy-duty vehicles (HDVs, only refers to HDDVs in this work). The plausible 
bounds are set up to ensure that the lifetime is not too long in poor regions when β1 reaches the 
upper bound or too short in rich regions when β1 reaches the lower bound. For example, with 
central value of αret (5.34 for LDVs and 4.93 for HDVs) and β2 (-0.11 for LDVs and -0.078 for 
HDVs), and ±20% of the central values of β1(-0.28 to -0.19 for LDVs and -0.18 to -0.12 for HDVs), 
vehicles in 2030 are estimated to have a median lifetime (L50,ret) from 10 to 12 years for HDVs and 
8 to 9 years for LDVs in the U.S. (4.11 as rgdp), as well as from 27 to 39 years for HDVs and 19 to 
27 years for LDVs in Western Africa (0.10as rgdp). The parameters for normal distributions of β2 
are derived directly from linear regressions. To examine sensitivities, this work varies the 
parameters in the retirement rate to the upper and lower bounds and the changes in survival rates 
are shown in Figure 5.4. The setup for both sensitivity analysis and MCS is shown in Table 5.1. 
5.2.4 Estimation of Superemitters 
Superemitters are loosely defined as vehicles that have much higher emissions than the 
normal vehicle population due to malfunction or extremely poor maintenance. There are no 
rigorous definitions or guidelines for identifying vehicles as superemitters, and the division 
between superemitters and normal emitters is not unequivocal. In this work, we model 
superemitters explicitly because they evolve differently, affect uncertainties differently, and may 
require different mitigation policies than other vehicles. Chapter 4 showed that superemitters play 
important roles in determining emission trends, on both global and regional levels; they begin 
producing more than 50% of global emissions after certain year. 
Despite measurements by remote sensing [Bishop and Stedman, 2008; Smit and Bluett, 
2011] and tunnel testing [Ban-Weiss et al., 2009], and the proposal of a statistically-based 
definition of superemitters [Subramanian et al., 2009], there is still difficulty in making good 
estimates of the superemitter fraction. In Chapter 3, emission rates for normal vehicles versus 
superemitters were developed to be consistent with estimates of superemitter fractions to avoid 
double-counting.  
The number of superemitters depends on the balance between introduction and retirement 
of vehicles. The superemitter fraction is affected by the superemitter transition rate (Tr) and the 
retirement rate, which determines both the unretired number of normal emitters that can become 
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superemitters and the retired number of superemitters. The SPEW-Trend model assumes that 
vehicle retirement depends on the regional income level (Section 3.2), so the number of 
superemitters is indirectly affected by income level.  
The model uses a modified logistic function to represent the transition rate (Equation (3.7); 
Table 5.1, “Superemitter transition rate”). The central value for each parameter (αsup , L50,sup and 
gain) is chosen so that the equilibrium fraction of superemitters in each region in the year 2000 is 
the same as those estimated by Bond et al. (2004). Although observations are limited, the 
estimated fractions are similar to those in later measurement studies summarized in Chapter 3. 
While Bond et al. (2004) assumed wide ranges of superemitter fractions, especially in 
Latin America, Africa, and Asia (5-60% with 20% as central value), the SPEW-Trend model could 
not reproduce the highest superemitter fractions in less developed regions. Figure 5.5 shows the 
equilibrium superemitter fractions in different regions between 2010 and 2050 by varying 
parameters in the superemitter transition rate. I plausibly change each parameter in the 
superemitter transition rate ±50% of the central value in the simple sensitivity analyses. With this 
choice, superemitter fractions do not exceed the upper bound in developed regions (North America, 
Europe and Pacific), or underestimate the lower bound in slowly developing regions (Latin 
America, Africa, and Asia), when they are compared with the uncertainty range in Bond et al. 
(2004), as shown in Figure 5.5. The superemitter transition rate curves with variation of 
parameters are shown in Figure 5.6. 
5.3 Results and Discussion 
5.3.1 Sensitivity Analysis 
5.3.1.1 Timing of emission standards 
In Figure 5.7, emissions from different cases already show diversity in 2010, this is 
because that we assume the parameters are uncertain over the entire simulation period from 1980 
to 2050 and only the results since 2010 are shown here. 
With earlier first adoption of advanced emission standards by 30 years in Western and 
Eastern Africa and 5 years in the other regions with uncertain adoption dates, emissions decrease 
by 23% on average, with a maximum decrease of 35%, as shown in Figure 5.7 (a). Unsurprisingly, 
the greatest change in emissions is in Africa, where emissions decrease by 40% on average. The 
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baseline scenario shows an increase of global emissions after around 2030, caused by continuing 
growth in fuel consumption and looser emission controls in Africa (see detailed explanation 
Section 4.1). This feature disappears entirely with the earlier adoption of emission standards. The 
earlier introduction of emission standards in Western and Eastern Africa requires that these two 
regions need to take action when GDP per capita reaches around $500, which is much lower than 
the average of the other technology-following regions where emission standards have already been 
adopted ($3600).  
When the first adoption of advanced emission standards is delayed, emissions increase by 
15% on average over year 2010-2050. Unlike the case with earlier emission standards which 
eliminate the emission increase in future years, global emissions with later standard adoption show 
a similar trend to baseline scenario, decreasing at the first few years and then increasing. The 
turning point in this case is about five years later than baseline, because of the delayed adoption of 
emission standards.  
In the last few years, Africa dominates emission changes with the variation of the adoption 
dates of first advanced emission standards, especially in the case of earlier adoption, as shown by 
the green lines in Figure. After 2030, Africa contributes to more than 70% of emission decrease 
and 40% of emission increase in the cases of earlier and later first adoption of advanced emission 
standards, respectively. As discussed in Section 3.3.1, Western and Eastern Africa adopt the 
emission standards after 2040. When this date moves forward by 30 years, their impacts on global 
emissions start from 2010. To contrast, when this date moves backward for 30 years, the adoption 
of advanced emission standards are beyond the study period (2010-2050), that is why the earlier 
adoption of first advanced emission standards has much more influence on global emissions than 
later adoption in either Africa only or all regions.  
Global emissions are not quite as sensitive to lag years between emission standards. Figure 
5.7 (b) compares emission projections under baseline and these with doubled or minimum lag year. 
The changes of emissions caused by varied lag-year are small and some cases even overlap over 
certain years, but I only show the ones due to variation of lag-year between Euro III and Euro II an 
example. The statistical details of the effects from lag-year of all emission standards are presented 
in Table 5.2. As the timing of emission standards affects the introduction of advanced technology 
which affects normal emitters most, the impacts on emissions from all emitters and normal 
emitters alone are shown. When the adoption of advanced standards is delayed by twice as many 
138 
 
years as in the baseline, total emissions from all emitters and normal emitters only increase by at 
most 6% and 12%, respectively. As the time difference between Euro III and Euro II decreases to 1 
year, the maximum emission reduction from normal emitters occurs and is over 7%, but the 
decrease in total emissions is less than 4%. The reasons for slim emission discrepancy due to 
lag-year include: (1) the difference of emission factors between two close emission standards (e.g. 
emission factor of new engine with Euro III is 0.7 times of that with Euro II) is smaller than the 
degradation rate of emissions from new to old engine (e.g., emission factor of old engine with Euro 
III is four times of new engine), which makes old, dirty vehicles dominant emission contributors; 
(2) the extended or shorted lag years (3-5 years) are smaller compared to the long lifetime of 
vehicles, that is the introduction of cleaner technology is much slower than the disappearance of 
vintage vehicles, thus earlier or later penetration of new vehicles with advanced emission 
standards have little impact on total emissions.  
5.3.1.2 Emission degradation rate 
The purpose of sensitivity analysis of degradation rate is to examine whether it is necessary 
to express degradation rate as a function of vehicle age, or whether a single emission factor for 
vehicles of all ages is adequate. Figure 5.7 (c) shows the global emission sensitivities to 
degradation rate. The moderate case applies an average emission factor of new and vintage engines 
to represent the emission factor over the entire vehicle lifetime, without considering degradation 
rate. In this case, global emissions are overestimated by 22% on average during 2010 and 2050. 
Obviously, older vehicles contribute less to fuel consumptions than ones at earlier age, because of 
retirement rate and decreased activity. Applying the moderate emission factor means that emission 
factors for relatively newer vehicles are increased, while emission factors for older ones are 
decreased. Considering the share of fuel consumption and changes of emission factors together, 
the net effect of moderate emission factor would increase total emissions.  
Degradation rate plays an important role in determining the emissions from older, normal 
vehicles, especially those under advanced emission standards. The degradation rate makes older, 
normal vehicles the second largest emission contributor after superemitters in regions dominated 
by advanced emission standards. North America, Europe, and Pacific are most sensitive to the 
expression of degradation rate, and the median of relative change can reach as much as 33-40%, as 
shown in Figure 5.8.  
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5.3.1.3 Retirement rate 
Global emissions are more sensitive to parameters in retirement rate for HDVs, as shown in 
Table 5.3. In the following discussion, I focus on the uncertainty in global emissions due 
retirement rate parameters for HDVs.  
Zero-survival survival rate determinant (ret) and age coefficient (β1) play more significant 
roles than the income coefficient (β2). Emission sensitivities to parameters in retirement rate are 
shown in Figure 5.7 (d) and summarized in Table 5.3. When zero-survival rate determinant (αret), 
age coefficient (β1) and income coefficient (β2) for HDVs alter to their lower and upper bounds, the 
changes in global emissions are -25% to +28%, -9% to +11%, and -7% to 8%, respectively. Global 
emissions are much more sensitive to zero-survival rate determinant (αret),  and age coefficient (β1)  
for HDVs, and their normalized sensitivity coefficients are respectively 60% and 50%, which 
means that if retirement rate constant or age coefficient is changed by 100%, the total emissions 
will change by 60% or 50%.  
Global totals like those in Figure 5.9 show some differences among regions. In 2010, 
because of the definition of retirement rate in this work, the income coefficient (β2) has more 
significant impact on emissions in high income regions (e.g., North America, Europe and Pacific), 
while the age coefficient (β1) has greater influence on emissions in the less developed regions 
where the relatively income level is close to zero. In 2050, because scenario A1B emphasizes 
globalization, income levels in different regions become increasingly convergent. It means that the 
relative income level decreases in fast developed regions but increases in less developed regions. 
Thus, the emission sensitivity to the income coefficient becomes smaller in the developed regions, 
but larger in the rest of the world yet still remains less than the sensitivity to the age coefficient. 
5.3.1.4 Representation of superemitters 
In this work, it is assumed that superemitters always exist to some degree. They develop 
from normal vehicles under any emission standard, and they retire at the same rate as do normal 
vehicles. The purpose of this section is to present a baseline and uncertainties for the contribution 
of superemitters, but not scenarios of explicit policy treatments. 
Figure 5.10 (a) and (b) show the fractional contribution of superemitters to both fuel 
consumption and emissions under several sensitivity cases. The figures demonstrate that a small 
fraction of vehicles (actually fuel consumed by superemitters) can produce a large fraction of 
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emissions because emission factor of superemitters are relatively higher compared with the other 
emitters. In future years (e.g. year 2050), normal vehicles are cleaner than normal vehicles in 
current years (e.g., year 2010) because of more advanced emission control, so superemitters 
produce an even greater fraction of emissions. Thus, sensitivities of global PM emissions to 
parameters describing the occurrence of superemitters increase with time, as shown in Figure 5.7 
(e). 
Table 5.3 summarizes sensitivities to the three parameters in the superemitter transition 
rate. Both Figure 5.7 (e) and Table 5.3 show that emissions are more sensitive to the maximum 
transition rate for the oldest vehicles (gain) and vehicle life at which the transition rate becomes 
half of the maximum(L50,sup), with normalized sensitivity coefficients as 25% and -22% (average 
over years 2010-2050) respectively. Global emissions are hardly sensitive to the shape factor αsup, 
which determines superemitter transition rate when vehicle age is zero, because change in this 
parameter can both increase and decrease transition rate at different ages, as shown in Figure 5.6. 
For example, when αsup is decreased by 50% (blue dashed line in Figure 5.6, transition rate is 
higher than that in baseline before age reaches L50, sup (five years in baseline) and lower afterward. 
Thus the net effect of changing αsup is relatively lower than the other two parameters which 
influence transition rate monotonically.  
5.3.1.5 Effect of retirement rates on superemitter contribution 
Increased retirement rates reduce emissions for three reasons. First, vehicles built to less 
advanced emission standards retire and make way for better technology. Second, they reduce the 
number of older, normal vehicles that have higher emission factors simply because of the emission 
degradation rate. Third, superemitters are preferentially older vehicles, as the superemitter 
transition rate depends on age.  
Compared with parameters in superemitter transition rate, those in the retirement rate have 
lower impact on superemitter fractional contribution to fuel consumption and emissions, but more 
significant effect on global emissions. I choose the cases with the lower bound of αret and gain to 
which global emissions are most sensitive to in the retirement rate and transition rate respectively, 
and show their effects in Figure 5.10. The effects of other parameters are presented in Table 5.4. 
With the lower bound of αret, the superemitter fractional contribution to fuel consumption and 
emission is 7% and44%, respectively, and global emission reaches 753 Gg in 2030. On the other 
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hand, with the lower bound of gain, superemitters contribute 5% to fuel consumption and 33% to 
emission, while global emissions is 910 Gg in 2030. Though the case with lower bound of gain 
provides less contribution to both fuel consumption and emission by superemitters, its emission 
level is higher than the case with lower bound of αret. This is because that retirement rate plays 
important roles in determining both the number of surviving old vehicles and thus the size of the 
fleet of superemitters, but the transition rate only affects the rate of superemitters develpment.  
5.3.2 Monte Carlo Simulation 
With the application of MCS, this chapter examines the uncertainties caused by uncertainty 
of the retirement rate and superemitter transition rate, because they are the most significant in 
determining emissions. Figure 5.11 shows the distribution of global PM emission projections from 
MCS under scenario A1B. In general, the median emissions first decrease due to the reduction of 
old engine superemitters and implementation of stringent emission standards, and then increase 
when the fast emission growth in Africa begins to exceed the reduction in other regions. Based on 
the probability distributions of parameters assumed in Table 5.1, the 95% confidence interval of 
global emissions lies within -21% and +24% of the baseline in 2030, and -18% and +20% in 2050. 
Note that the distribution of emissions is slightly asymmetric, with values higher than the baseline 
being slightly more probable. Although the probability distributions of all parameters are assumed 
to be symmetric (normal distribution), the nonlinear nature of the retirement and superemitter 
transition rates produces a skewed distribution of the final emissions. 
Figure 5.12 and Figure 5.13 show the probability distribution of average annual change of 
global and regional emissions under scenario A1B over periods 2010-2030 and 2030-2050. The 
average annual change of global emissions is always less than zero during year 2010-2030 and 
more than zero during year 2030-2050, which means that global emissions are continuously 
decreasing and then increasing, with an annual change rate of -2% per year first and then 1% per 
year. Africa is the only region where emissions always increase in both periods and the variation is 
smaller, with a coefficient of variation (CV, estimated by σ/μ) of 0.09 and 0.06, respectively (as 
shown in Figure 5.13). Because Africa is dominated by vehicles without emission standards and 
has a large fraction of superemitters (Bond et al. [2004]; Chapter 4), thus vehicles are quite similar 
to each other, and the uncertainties of vehicle age distribution and transition rate have smaller 
effects on total emissions. All the annual change rates are below zero in other regions during year 
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2010-2030, expect some outliers in Asian regions (South, East and Southeast Asia). During period 
the 2030-2050, emissions in most regions may increase, but not always. The explanation of 
emission increase is that no advanced emission standards are applied after Euro VI as it is clean 
enough, and then superemitters become dominant emission contributors. In Southeast Asia, there 
is 11% probability that annual change rate exceed zero. 
For comparison, annual change rates under the baseline in scenario B2 are also presented in 
Figure 5.12. Scenario A1B emphasizes on economic development and globalization, while B2 
focuses on sustainable environment and divergent growth pattern. Global emissions under 
scenario A1B and B2 represents the upper and lower bounds of emissions by applying IPCC 
scenarios, as shown in Chapter 4, so that the differences of emissions under A1B and B2 reflect the 
uncertainty caused by socioeconomic development. In the first period (2010-2030), the difference 
between scenarios in Middle East, South Asia, East Asia and Southeast Asia falls within 25
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percentile, while the other regions except Africa fall inside the lower whisker. It means that the 
relationships that represent vehicle fleet dynamics play as significant roles as economic scenarios 
in most regions during the first period. In the second period (2030-2050), the annual change rate 
under scenario B2 falls beyond or close to the lower whisker in all regions. The implication is that 
the uncertainty due to socioeconomic development is larger than that caused by retirement rate and 
superemitter transition rate during the second period.  
5.4 Conclusions 
This chapter has explored the sensitivities of PM emission projections from on-road 
vehicles to parameters that affect vehicle fleet. It presents uncertainty ranges of emissions, 
sensitivity, normalized sensitivity coefficient, or annual change using both sensitivity analyses and 
Monte Carlo simulations, and identifies the order of significant factors that control emission 
projections. Overall, zero-survival-rate determinant (αret) and age coefficient (β1) in retirement rate 
are of greatest importance. Five factors are somewhat  important in determining emission 
projections, including: maximum rate (gain) and half-maximum-rate vehicle age (L50, sup) in 
superemitter transition rate, income coefficient (β2) in retirement rate, first adoption dates of 
advanced emission standards (especially in Eastern and Western Africa), and expression of 
degradation rate as vehicle age. Shape factor (αsup) in the superemitter transition rate and lag-year 
between advanced emission standards are of least importance.  
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In terms of global emissions (including emissions from both normal emitters and 
superemitters, and both Africa and the rest of world), the changes caused by timing of standard 
implementation are smaller than those caused by retirement rate and transition rate. Though the 
application of advanced emission standards targets new and clean vehicles, superemitters still 
contribute a large portion of emissions. This problem cannot be solved solely by the tightening of 
emission standards; the issues surrounding superemitters need to be addressed as well. 
Policymakers should therefore consider not only the promulgation of improved emission standards 
for new vehicles, but also strategies to reduce the population of superemitters.  
A single constant average emission factor overestimates emission projections. Further, the 
effects of degradation rate are more significant in developed regions, where vehicles with 
advanced emission standards dominate fuel consumption. It is necessary for emission models to 
involve degradation rate as a function of vehicle age in the representation of the emission factor. 
Considering parameters in the retirement rate, emission projections are more sensitive to 
retirement rate “intercept” (αret) and age coefficient (β1) which determines zero-age and 
zero-income retirement rates, respectively, especially in less developed regions. These two factors 
will become more significant if economic growth pattern trends to be convergent and globalized. 
Urban and national environmental policies that aim to transition to a cleaner vehicle fleet and 
thereby reduce emissions from on-road vehicles will need to consider not only the enforcement of 
vehicle scrappage at an optimal vehicle age, but also factors independent on vehicle age or income 
level, such as maintenance. 
Among parameters in transition rate, emission projections are more sensitive to maximum 
transition rate for the oldest vehicles (gain) and vehicle age at which half of the maximum rate is 
achieved (L50, sup). Not only the superemitter transition rate, but also the retirement rate affects 
superemitter contributions to both fuel consumption and emissions. It is possible that the fraction 
of superemitters could decrease in the future due to retrofit of old engines, or faster retirement of 
superemitters by targeted programs. Such explicit measures will be examined in Chapter 6 in light 
of the baseline and uncertainties developed here.  
The uncertainties of emission projections due to factors that determine vehicle fleet 
dynamics are similar to those caused by socioeconomic scenarios, especially during the years 2010 
to 2030. Studies of emission projections should not only consider the uncertainty from future 
economic development, but also the relationships that affect of the composition of vehicle fleets.  
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5.6 Figures and Tables 


























Figure 5.1 Modified regression between αret/L50,ret and ratio of local to global GDP per 
capita($/cap); the black dashed line is the regions line in Chapter 3 and Yan et al. [2011], the 
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A1B w/o superemitters (this work)
B2 w/o superemitters (this work)
 
Figure 5.2 Global PM exhaust emissions from on-road transportation before (Chapter 4, 
also the same in published paper Yan et al., 2011) and after (this chapter) modification of 
SPEW-Trend. (a) Total on-road emissions from IEA/SMP [Fulton and Eads, 2004]; (b) 
exhaust emissions from on-road mobile sources in GAINS model (scenario BL_WEO_2009); 
(c) road transportation from Uherek et al. (2010, Fig 26); (d) road passenger and freight 





































































Figure 5.4 Survival rate (HDDVs in U.S. in year 2030) due to variation of parameters. The 
solid lines represent rates with upper bound of plausible change, and the dashed lines 



































































































































































































































































































































































































































Figure 5.5 Equilibrium superemitter fractions in different regions between 2010 and 2050 by 
varying parameters (±50%) in the superemitter transition rate. The shadow areas and 
dashes lines indicate the uncertainty ranges and central values of superemitter fractions in 
































Figure 5.6 Transition rate due to variation of parameters. The solid lines are rates with 
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Figure 5.7 Global PM emissions under scenario A1B due to variation of parameters in (a) 
adoption dates of first advanced emission standard, (b) lag year between emission standards, 
(c) degradation rate, (d) retirement rate for HDDV, and (e) transition rate under scenario 
A1B. In (d) and (e), the solid lines are emissions with upper bound of plausible change, and 
the dashed lines are emissions with lower bound of plausible change. 
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Figure 5.8 Relative changes of regional PM emissions from baseline if a constant moderate 
degradation rate is applied. The distribution is based on data from year 2010 to 2050 under 
scenario A1B. The central red marker (q2) is the median, the edges of the box are the 25th 
(q1) and 75th (q3) percentiles, and the whiskers extend to the most extreme data points not 








































Figure 5.9 Normalized sensitivity coefficients of regional PM emissions to parameters in 














































































Figure 5.10 Effects of parameters in retirement rate and transition rate on superemitter 
contribution and global emissions in 2010, 2030 and 2050 under scenario A1B: (a) 
superemitter fractional contributions to fuel consumption, (b) superemitter fractional 
contributions to PM emissions, and (c) mass of global PM emissions. The cases shown here 
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Figure 5.11 Distribution of global emission projections from the Monte Carlo simulations 
(500 trials) under scenario A1B. On the left side, the light blue area shows 68% conference 
interval (CI) (1 σ away from central value), and the dark blue area shows 95% CI. The right 





































Figure 5.12 Box plot of annual changes of global and regional emissions from Monte Carlo 
simulations under A1B and baselines under A1B (blue triangles) and B2 (green triangles) 
between (a) 2010 and 2030 and (b) 2030 and 2050. The annual change between 2010 and 
2030 is defined as [(E2030-E2010)
1/19
-1]*100, where E2030 and E2010 are global or regional 
emissions in year 2030 or 2010; the same calculation is applied to that between 2030 and 
2050. The central red marker (q2) is the median, the edges of the box are the 25
th
 (q1) and 
75
th
 (q3) percentiles, and the whiskers extend to the most extreme data points not considered 






































































































Figure 5.13 Histograms of annual changes of regional emissions in North America (a and b), Africa and Southeast Asia (c and d) 
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a shape factor 




5.34/4.93 [7.89, 2.78]/[7.15, 2.70] 1.55/1.35 
L50,ret 
the age at which 
50% of the 
vehicles have 
retired 
- - - 
β1 
coefficient of 
vehicle age (s) 
alone 
-0.24/-0.15 [-0.28, -0.19]/[-0.18, -0.12] 0.029/0.018 
β2 
coefficient of the 
combination of 
vehicle age and 
income level 
(ratio of local and 
global GDP per 
capita, rgdp) 




Table 5.1 (cont.) 
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Table 5.1 (cont.) 
 
Relationship Parameter Description Functional Description 
Baseline 
(LDV/HDV) 
Monte Carlo parameters 
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Table 5.1 (cont.) 
 
1
 The transition rate is defined as the fractional rate of normal vehicles that become superemitters in any given year. 
2
 The detailed information is shown in the baseline in Chapter 3.  
3
 If blank, parameter was not change in Monte Carlo simulations.  
4
 Standard deviation for the normal distribution 
5 
Regions where standards are already scheduled are modeled without uncertainty 
6









Lag Year (unit: years) From all emitters From normal emitters only 









 Doubled lag-year (6-10 years) 
EuroII-EuroI 10 8 2.4%±1.8% 5.2% 5.2%±2.3% 7.0% 
EuroIII-EuroII 8 8 3.7%±1.9% 6.0% 6.0%±3.6% 11.8% 
EuroIV-EuroIII 6 8 3.4%±1.9% 6.0% 6.0%±3.6% 10.9% 
EuroV-EuroIV 8 6 0.5%±0.3% 1.1% 1.1%±0.7% 2.3% 
EuroVI-EuroV 10 10 0.9%±0.7% 2.1% 2.1%±1.4% 4.1% 
  Minimum lay-year (1 year) 
EuroII-EuroI 1 1 -1.4%±1.2% -3.2% -3.2%±1.4% -4.1% 
EuroIII-EuroII 1 1 -2.4%±1.2% -3.8% -3.8%±2.1% -7.2% 
EuroIV-EuroIII 1 1 -2.2%±1.2% -3.7% -3.7%±2.1% -6.8% 
EuroV-EuroIV 1 1 -0.3%±0.2% -0.7% -0.7%±0.4% -1.3% 
EuroVI-EuroV 1 1 -0.7%±0.5% -1.4% -1.4%±0.9% -2.7% 
1
 Date of newer standard minus date of old one, e.g., “EuroII-EuroI” means the years difference between the adoption of Euro II and Euro I 
2
 SD is standards deviation of emission changes over year 2010-2050 
3
 Maximum for increased emissions and minimum for decreased emissions  
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Table 5.3 Sensitivities of global PM emissions to retirement rate and transition rate 












Retirement rate (Re) 
αret 120.2 0.580 33.0 0.128 
β1 3861.3 0.496 598.9 0.118 




Parameter All emitters - 
αsup -4.3 -0.020 - - 
L50,sup -51.1 -0.220 - - 
gain 9120.1 0.249 - - 
1
 Defined in Equation (5.1) 
2
 Defined in Equation (5.1)  
3





Table 5.4 Effects of parameters in retirement rate and transition rate on contribution of 
superemitters and global emissions. 
 Fuel fraction
1
 Emission fraction 
2
 




Year 2010 2030 2050 2010 2030 2050 2010 2030 2050 
Baseline 6.3% 8.2% 11.4% 35.0% 49.8% 56.1% 1483 1048 1261 
Retirement rate 
αret- 4.9% 6.5% 8.8% 30.2% 43.5% 47.0% 1154 753 999 
αret+ 7.8% 9.9% 14.3% 39.5% 56.0% 63.2% 1762 1395 1559 
β1- 5.8% 7.7% 10.5% 32.9% 47.5% 53.2% 1393 940 1172 
β1+ 6.8% 8.8% 12.5% 37.4% 52.8% 59.3% 1579 1194 1380 
β2- 5.8% 7.6% 10.5% 34.4% 47.7% 53.4% 1389 965 1178 
β2+ 6.8% 8.8% 12.4% 35.8% 52.0% 58.8% 1597 1147 1357 
Transition rate 
αsup- 6.9% 8.7% 11.8% 35.6% 50.8% 56.8% 1494 1068 1277 
αsup+ 6.1% 8.0% 11.2% 34.8% 49.5% 55.9% 1479 1042 1255 
L50,sup- 9.7% 12.2% 15.9% 43.0% 59.2% 64.6% 1577 1204 1460 
L50,sup+ 4.3% 5.5% 8.1% 28.1% 41.0% 47.4% 1417 945 1111 
gain- 3.5% 4.6% 6.4% 21.8% 33.3% 40.0% 1377 910 1028 
gain+ 8.8% 11.5% 15.9% 45.1% 60.8% 66.1% 1577 1178 1476 
1
 Fuel fraction consumed by superemitters 
2
 Emission fraction contributed by superemitters 
3
 Global PM emissions under baseline and other cases with variation of different parameters 
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CHAPTER 6  
EFFECT OF MITIGATION MEASURES ON ON-ROAD PM 
EMISSIONS 
This chapter aims to evaluate the effectiveness of two mitigation measures, scrappage and 
retrofit, in global PM emission reductions. Section 6.1 investigates the background and rationale to 
reduce PM emissions from on-road vehicles and discusses mitigation measures. As outlined in 
Chapter 1, understanding PM emission trajectories will also contribute to evaluating the 
plausibility of BC emission reductions and rates. Section 6.2 describes previous work and current 
knowledge about scrappage and retrofit polices. Section 6.3 introduces scenario analysis and 
presents key assumptions and parameter setup in this chapter. Section 6.4.shows analysis of 
designed measure scenarios, sensitivity analysis of key input parameters, and Monte Carlo 
simulations with stochastic parameters in retirement rate and superemitter transition rate.  
6.1 Background and Rationale 
Emissions from on-road transportation can be reduced in several ways. Emission 
mitigation strategies fall into two major categories: regulations to require cleaner vehicles and 
mobility management. Strategies to encourage the use of cleaner vehicles, which aim to reduce 
emission rates per mass of fuel consumed, include implementation of emission standards 
(discussed in Section 3.3), programs to promote scrappage of older polluting vehicles and the 
retrofitting of existing vehicles with aftertreatment devices (discussed in Section 6.2), Inspection 
and Maintenance (I/M) programs (discussed in Section 6.6), and incentives or regulations to 
promote the introduction of cleaner fuels and technologies for new vehicles (such as electric 
vehicles, hybrid vehicles, and biofuels). Strategies to improve mobility management, which aims 
to reduce total vehicle travel, includes regulations to improve transportation options (e.g.,  public 
transit improvement, greater use of walking and cycling, and teleworking/flextime), incentives to 
choose efficient options (e.g., distance-based fees, commuter financial incentives, parking pricing 
and regulations, and fuel tax increases), and regulations to change land use (e.g., smart growth 
policies, location-efficient development, HOV/carpooling lanes on highways, and parking 
management) [Litman, 2011]. 
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6.1.1 Targets of Mitigation Measures 
All the strategies identified above reduce fuel use and greenhouse gas emissions such as 
CO2. Although regulatory steps have been taken to make new vehicles cleaner (discussed in 
Section 3.3.1) and these steps have managed to decrease emissions in spite of growth in fuel use 
(discussed in Section 4.1 and 4.4), the preceding chapters have shown that it is the older vehicles 
and the superemitters that make by far the greatest contribution to total PM emissions. From the 
point of view of PM emissions, vehicles built to the most advanced emission standards (e.g., Euro 
VI and US Tier 2007) are almost as clean as any of the new alternatively-fueled vehicles 
mentioned above (e.g., hybrid or electric vehicles). Therefore, although mitigation measures that 
involve new technologies and new fuels for new vehicles may have significant advantages in other 
areas, they may not lead to a greater decline in PM emissions in the future. For this reason, I 
examine the effects of two mitigation measures that focus on reducing the emissions from the 
existing stock of older, polluting vehicles: scrappage and retrofit. These two strategies have the 
potential to significantly reduce PM emissions in the near term for several reasons.  
First, superemitters dominate global emissions, as discussed earlier in this work (Section 
4.3 and Figure 4.7); they begin to provide more than 50% of the total around year 2020-2030 -- 
even though the portion of the total population is small, less than 10%. If superemitters are not 
allowed to develop, the total emissions will be reduced by 45%. Thus, mitigation polices should 
target superemitters as a priority.  
Second, slow retirement rates for vehicles, especially for HDDVs in relatively lower 
income regions, delay the penetration of advanced clean technologies so that uncontrolled or 
poorly controlled vehicles continue to contribute greatly to emissions (second only to 
superemitters, as discussed in Section 4.3 and Figure 4.7(b) and (d)). They also allow old vintage 
vehicles with higher emission factors (discussed in Section 3.3.3) to remain on the road longer. 
Figure 6.1 compares emission factors for both new and old HDDV engines for different emission 
standards. Emission factors of uncontrolled vehicles are 2-70 times greater than emission factors 
of vehicles under European and U.S. standards after the 1990s., In addition, because of 
degradation, emission factors of old vehicles might be five times greater those of newly 
manufactured vehicles. If the retirement rate can be accelerated, emissions from old, “dirty” (e.g., 
high emission factor) vehicles may be reduced.  
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6.1.2 Availability of Mitigation Measures 
Programs and technologies to reduce PM emissions from existing vehicles with higher 
emission factors have been implemented in some countries. While earlier emission control 
strategies relied on combustion modifications and improved engine designs (e.g., exhaust gas 
recirculation) for new vehicles, current mitigation strategies now typically focus on existing 
vehicles, and the most popular ones including scrappage (e.g., cash-for-clunkers in the U.S.) [Dill, 
2001; Van Wee et al, 2011] and retrofit [MECA, 2009]. A measure of scrappage, also known as 
accelerated retirement, refers to the replacement of old or high-emitting vehicles with newer ones 
that emit less pollution, before their owners would otherwise retire them from use. The term 
“retrofit” is broadly defined to include any technology, device, fuel, or system that, when applied 
to an existing engine, achieves emission reductions beyond that required by regulations at the time 
of a vehicle’s or engine’s certification. The mechanisms of these two measures will be described in 
more detail in Section 6.2.  
In this work, scrappage and retrofit are considered as mitigation measures for reducing PM 
emissions, because these two measures are most technology driven and they do not change fuel 
consumption which is determined by exogenous scenarios. Scrappage measures may target 
vehicles based on vehicle age, fuel used, intensity of use, and level of emission certification. 
Superemitter retirement or repair measures may consider these factors, but also choose individual 
vehicles for repair based on emission rates. Space availability for repairs may also play a role in 
this decision [Kassel and Bailey, 2004]. Superemitters can be identified in at least two ways: 
remote sensing, which is a way to measure exhaust pollutant levels while the vehicle is traveling 
[U.S. EPA, 1993]; and I/M programs, which examine whether the emission control system on a 
vehicle is working correctly [U.S. EPA, 1994]. 
PM emission projections to date are widely divergent, as discussed in Chapter 5. The goal 
of this chapter is to evaluate scrappage and retrofit measures and investigate their effectiveness in 
curtailing global on-road PM emissions, with the consideration of uncertainties. The preceding 
chapters determine an emission baseline (what happens in the absence of such measures); in this 
chapter, the benefits of a particular measure compared with that baseline are estimated. By 
considering multiple scenarios, this work will identify decisions that optimize future emission 
reduction in an unknown future.  
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6.2 Current State of Knowledge 
This section reviews the definitions, applicability and emission removal rate of several 
selected mitigation measures. This background sets the stage for exploring results when such 
measures are applied globally. 
6.2.1 Fast Scrappage 
The purpose of fast scrappage is to reduce fleet emissions by accelerating retirement and 
subsequent replacement with newer, cleaner vehicles in the existing fleet. There are two main 
schemes for scrappage measure. The first type is cash-for-scrappage, which gives a financial 
reward for any scrapped vehicles, no matter what the subsequent replacement decision taken by 
the owner. The second type is cash-for-replacement, which gives a reward for a specific kind of 
replacement (a new model car).  
Several countries, states, and local agencies have adopted accelerated vehicle retirement 
programs [Dill, 2001; Van Wee et al, 2011]. In the U.S., the Consumer Assistance to Recycle and 
Save (CARS) Act, also known as cash-for-clunkers, was passed in 2009 and expected to benefit 
the environment and the economy. By the time it ended, nearly 700,000 old vehicles had been 
traded in and new ones purchased [Lenski et al., 2010]. In Europe, at least eight countries 
(including Greece and Denmark) implemented vehicle scrappage programs in the mid-1990s to 
promote the application of two-way catalytic converters. In Canada, scrappage programs have 
been in major cities (e.g., Vancouver) since 1996 [Chen and Lin, 2006]. The majority of scrappage 
programs are short-term, on the order of months rather than years, attempting to quickly and 
efficiently remove a set of target vehicles. As soon as the target vehicles have been removed, the 
short-term program no longer affects emission reductions [Lin et al., 2008]. To achieve long-term 
reductions, multi-stage policies that are applied step by step [Lin et al., 2008] have been suggested 
in order to achieve a substantial reduction in emissions. Scrappage programs typically target older 
vehicles, yet replacement of newer vehicles that have been poorly maintained and that become 
superemitters may provide more benefits if those vehicles are used often [Bice et al., 2009]. 
Scrappage programs that aim to eliminate old and high-emitting vehicles at national and 
local levels have been evaluated by several studies. Falmgren [2004] evaluated the environmental 
and cost effectiveness of scrappage in both the EU and the US and found that the highest emission 
reduction occurs when scrappage programs are implemented in conjunction with the introduction 
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of new technologies with significantly lower emissions. Lenski et al. [2010] applied life-cycle 
analysis to evaluate the net effect of CARS and found that the one-time effect of this program 
could be a reduction of 0.4% of U.S. annual LDVs GHG emissions. Based on a hypothetical 
scrappage program in California, Dixon and Garber [2001] concluded that scrappage of 75,000 
LDV per year for vehicles older than 15 years would reduce emissions by about 4%. Lumbreras et 
al. [2008] assessed several mobility and technology scenarios that aimed to reduce vehicle 
emission projections during 2004 to 2012 in Madrid in Spain and estimated that PM2.5 and PM10 
could be reduced by 21% and 18%, respectively, when accelerated fleet renewal was conducted. 
Lin et al. [2008] studied the efficacy of a fleet replacement program in Northern Illinois and 
concluded that an adaptive multi-stage replacement strategy would be preferable to a single-stage 
program; such a strategy would adjust replacement and ensure that optimal cost-effectiveness is 
achieved at each stage. In Beijing, China, a scrappage program phased out more than 0.1 million 
pre-Euro I LDGV (“yellow-labeled”) vehicles in 2009 and accounted for 70% of PM emission 
reductions caused by policies other than emission standards [Wu et al., 2011]. 
Most studies about the effect of scrappage focus on CO and HC emissions in a single urban 
airshed or a state (e.g., Deysher and Pickrell [1997] and Van Wee et al. [2000]), and only recently 
some research has considered GHGs (e.g., Lenski et al. [2010] and Lelli et al. [2010]). However, 
few studies have addressed PM emissions (e.g., Lumbreras et al. [2008]), and none have done so at 
a global level. This work will fill that gap by studying global PM emission reductions that could be 
generated by hypothetical scrappage measures. It is the first attempt to evaluate the effects of a 
long-term scrappage measure at global scale. This work focuses on exhaust emission reductions 
caused by replacement of old and high-emitting vehicles with new ones. Emissions generated 
during the resulting production of new vehicles and disposal of old ones (which contribute about 
18% of GHGs emission during the whole lifetime of a vehicle [Lenski et al., 2010]) are not 
considered.  
6.2.2 Retrofit 
Both on-road and off-road diesel vehicles, engines, and equipment can be retrofitted. In 
this work, only on-road, mobile source engines (e.g., diesel trucks and cars) will be discussed. The 
analysis does not cover agricultural or construction equipment or other large off-road engines. 
Off-road engines also contribute to global PM emissions, but these engines have different lifetimes 
172 
 
and use patterns from on-road vehicles, and thus require a separate characterization.  
Diesel retrofit technologies can reduce pollution from the existing diesel engine fleet by up 
to 90% for PM, up to 50% for NOx, and up to 90% for volatile organic compounds (VOCs). The 
technology-based retrofit strategies include, but are not limited to: diesel particulate filters (DPFs), 
diesel oxidation catalysts (DOCs), selective catalytic reduction (SCR), low-pressure exhaust gas 
recirculation (EGR), closed crankcase ventilation (CCV) systems, and lean NOx catalysts (LNCs) 
[U.S. EPA, 2005]. Table 6.1summarizes the available retrofit technologies. Details of three popular 
options (DPF, DOC, and SCR) are discussed in the following paragraphs.  
DPF systems have been identified as an attractive retrofit option and have been shown to 
reduce PM mass emissions from diesel engines by over 90%, either in lab tests or in field use 
[Durbin et al., 2003; Biswas et al., 2008; Barone et al, 2010; Johnson et al., 2011]. DPFs are 
currently being offered commercially on diesel vehicles and applied in the U.S. and Europe as a 
primary way to control PM emissions. More than 2 million diesel trucks manufactured in the U.S. 
have been built with DPFs since 2007 [MECA, 2011]. A complete DPF system contains two parts: 
filter and regeneration. The filter is positioned at the ends of the exhaust stream, which is forced to 
pass through the wall of the filtration media. A large fraction of the PM emissions are trapped on 
the filter, while the exhaust gases pass through it. If the volume of PM generated by a diesel engine 
is mostly collected on the filter, then some means of disposing of these trapped particles and 
regenerating clean filters must be provided. The accumulated particles can be removed by either an 
active or passive process. A typical active process is triggered by an increase in exhaust 
backpressure and associated with injection of fuel onto a heated catalyst causing oxidation of the 
carbon particles trapped on the filter [MECA, 2000]. A passive process typically involves a catalyst 
upstream of the filter to promote oxidation of nitric oxide (NO) present in the exhaust to nitrogen 
dioxide (NO2); NO2 in turn helps to remove carbon particles from the filter to prevent it from 
plugging [Johnson, 2006]. The sulfur content of the diesel fuel affects the efficiency of the DPF, 
since sulfates can poison the catalysts used to oxidize the carbon particles. The acceptable level of 
sulfur in fuel depends on the filter technology used, the level of PM reduction desired, the 
duty-cycle of the vehicle, and other factors [MECA, 2000]. DPFs can be combined with NOx 
retrofit technologies for effective NOx reduction.  
DOCs installed on a diesel vehicle’s exhaust system can reduce total PM mass by as much 
as 25-50%, depending on the composition of PM emitted [MECA, 2009; Brown and Rideout, 1996; 
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Hung et al., 2003]. More than 1.5 million DOCs were installed on trucks, buses, and other heavy 
diesel engines between the mid-1990s and 2004 [Kassel and Bailey, 2004]. DOC is not quite as 
effective in reducing PM emissions as DPF; but it can serve as a flexible retrofit control strategy in 
reducing more than 90% of CO and HC emissions besides PM. DOCs are featured with oxidation 
catalysts that oxidize CO, HCs, and the liquid hydrocarbons adsorbed on carbon particles to CO2 
and H2O [MECA, 2009]. DOCs can be combined with other retrofit technologies for additional PM 
reduction. This retrofit technology is also constrained by the sulfur content of diesel fuel.  
Urea-based SCR is an effective approach to controlling NOx emissions for diesel engines 
by up to 90%, while simultaneously reducing HC emissions by 50-90% and PM emissions by 
20-30% [MECA, 2009; Howes, 2001]. It has become well-established in Europe as an option to 
control NOx when combined with combustion processes optimized for low PM mass emission 
levels [Liu et al., 2008]. A Urea-based SCR system uses urea as the chemical reductant to convert 
NOx to nitrogen and oxygen in oxygen-rich exhaust streams like those encountered with diesel 
engines. Urea is preferred over ammonia as the reducing agent because of easier and safer storage 
and transport in liquid form. SCR systems are usually applied in conjunction with DOC or DPF to 
promote the reduction of PM emissions.  
Different retrofit technologies play different roles in emission reductions. The selection 
should be based on the desired reduction in emissions, applicability, and cost. Some technologies 
only target PM emission reduction, while others are designed to reduce PM and gaseous emissions 
simultaneously. Applicability is another important consideration, e.g., DOCs can be universally 
applied to all vehicles, while DPFs have specific requirements for gas temperature to regenerate 
the filter [MECA, 2009; Johnson, 2006]. Costs of retrofit technologies determine not only the 
choice among retrofit options, but also people’s selection between retrofitting old vehicles and 
replacing with new ones. This work focuses on the overall effects (in terms of emission reduction) 
of retrofit strategies, which would be achieved by one or more of the combined technologies 
mentioned above. Cost-effectiveness analysis of specific technologies is not a concern of this 
work.  
DPFs and DOCs are the most widely used retrofit technologies, and in addition they can be 
combined with SCR to achieve higher reduction of PM and gaseous emissions. In terms of PM 
emission reduction, compared to DPFs ($7,000 to $30,000), DOCs are relatively cheaper to install 
($500 to $2,000 per catalyst) [MECA, 2009], with lower failure rates and lower fuel penalties as 
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well as wider applicability. This is why 30% of U.S. diesel retrofit programs have used DOCs [U.S. 
EPA, 2005]. However, PDFs are more effective than DOCs in reducing PM mass emissions, 
especially BC emissions [Hill, 2005; Johnson et al., 2011; MECA, 2011]. U.S. EPA has estimated 
the cost effectiveness of DPFs and DOCs based on their implementation on trucks and buses, and 
provided the cost range of retrofit technology for on-road diesel vehicles from $11,000 to $70,000 
per ton of PM emission reduced [U.S. EPA, 2007]. The cost per ton of PM reduced by DOCs and 
DPFs are competitive and it depends on the age and activity level of the vehicle. In light of 
potential climate mitigation needs, DPFs appear more attractive.  
Retrofit programs have been implemented in some countries or states and have proved to 
be an efficient way to reduce PM emissions from diesel vehicles. Based on implementation 
approaches, retrofit programs can be divided into two groups: mandatory and voluntary. In the 
early 1990s, the U.S. EPA required transit buses in large metropolitan areas to install DOCs at the 
time of engine rebuild to reduce PM emissions by 25% or to meet a 0.1 g/bhp-hr PM level [MECA, 
2002]. In 2000, U.S. EPA created a Voluntary Diesel Retrofit Program (VDRP) in order to reduce 
PM and NOx emissions from on-road and off-road diesel and equipment by up to 90% or more 
over the next decades. The Swiss EPA required that all construction equipment and later trucks and 
buses be retrofitted with DPFs capable of achieving at least 95% reduction in carbon-based PM 
[U.S. EPA, 2005]. The Hong Kong EPA established a set of PM reduction requirements that 
selected categories of commercial vehicles must meet, and around 40,000 vehicles were installed 
with DOCs to meet this requirement [Ha, 2006]. In 2010, the California Air Resources Board 
(CARB) adopted a regulation that requires owners of in-use heavy trucks and buses to reduce PM 
and NOx emissions from their fleet by upgrading the vehicles to meet specific performance 
standards for these pollutants (defined as best available control technology, or BACT) [CARB, 
2008]. This requires retrofit or replacement of older in-use engines. These examples show that 
retrofit is considered a viable option to reduce PM emissions.  
Though a variety of studies about the effectiveness of specific retrofit technology have 
been done (e.g., Johnson et al. [2011], Hill [2005], and Howes [2001]), only limited research (e.g., 
Millstein and Harley [2010], and Dallmann et al. [2011]) has evaluated the contribution of retrofit 
programs to emission reduction considering the whole vehicle fleet. Millstein and Harley [2010] 
compared the emissions with and without a retrofit program in California and showed that BC and 
NO2 concentrations would be reduced by 12-14% and 2-4% in year 2014, respectively. Dallmann 
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et al. [2011] evaluated the DPF retrofit and truck replacement program in California by measuring 
emission factor distributions for diesel trucks, and found 51% and 54% reductions in fleet-average 
PM2.5 and BC emission factors, respectively. This dissertation investigates the effectiveness of 
retrofit measure by projecting emissions with the consideration of retrofitting targeted vehicles 
globally under several designed scenarios.  
6.3 Methods 
This chapter discusses an application of the SPEW-Trend model to make emission 
projections under various mitigation measures. This section gives a detailed description of 
methods, assumptions and parameters. Section 6.3.1 introduces the concept of scenario analysis. 
Although sensitivity analysis and Monte Carlo simulation are also used in this chapter, they have 
been already been discussed in Section 5.1, and will be not presented here. Section 6.3.2 outlines 
major assumptions and parameters that characterize the mitigation measures examined in this 
work and presents specific values for each parameter.  
6.3.1 Scenario Analysis 
Scenario analysis is a process of exploring possible future outcomes with the goal of 
providing decision-making suggestions under uncertainty. Scenarios are “what-if” sketches of 
alternative sets of future conditions, with different combinations of input variables that usually 
represent general trends. Scenario analysis is helpful to study possible future situations within 
complex systems, especially those that have complicated interrelationships that make a more 
bottom-up uncertainty analysis impossible.  
Scenario analysis is different from sensitivity analysis in the number of parameters 
changed in each run. In sensitivity analysis, only one parameter is changed at a time, while in 
scenario analysis several may be altered simultaneously [Siddiqui and Marnay, 2006]. Neither 
scenario nor sensitivity analysis assumes the underlying parameters are random; instead they 
choose individual values of parameters to form the scenario, resulting in a single, apparently 
deterministic value for each scenario. The analysis of uncertainty is conducted by comparing 
different individual scenarios. By contrast, Monte Carlo simulation requires underlying 
parameters to change randomly according to some assumed probability density distributions. 
Scenario analysis fills a gap between completely deterministic and completely stochastic 
176 
 
approaches. It allows more than one parameter to be varied at a time without substitution of 
random values.  
In the field of emission projections, scenario analysis has been used in many studies of 
greenhouse-gas emissions (e.g., Nakicenovic et al. [2000], Clarket et al. [2007], and O’Neill et al. 
[2010]). Chapter 4 in this work also used scenario analysis to obtain baseline PM emission 
projections by applying IPCC socioeconomic scenarios. The basic scenarios used for this chapter 
are IPCC scenarios that reflect alternative priorities in a future world. Upon these scenarios, 
additional measures that mitigate air pollutant emissions are imposed.  
The purpose of this chapter is to provide an understanding of the potential benefits of 
measures in addressing global and regional PM emissions. Although both the global economic 
trajectories and the mitigation measures are simplified, the modeling results will be used to address 
the following questions: 
(1) What contribution can scrappage and retrofit measures make to improvements in 
global emissions over the coming decades? 
(2) In what regions are such measures most and least effective in reducing emissions, and 
what features of the vehicle fleet cause these results? 
(3) Given uncertainties in the parameters describing the dynamic vehicle fleet in the 
coming decades, which have been discussed in Chapters 4 and 5, what is the level of 
confidence in the projected emission reductions due to these potential measures? 
The analysis does not aim to identify emission reductions by exact mitigation measures 
that will be taken in the future, as both measures and future economic trajectories are unknown; 
nor does it explore measures to achieve fixed target values of reduction. Rather, it seeks to identify 
programs that are the most promising, even in the face of uncertainty and varying economic 
circumstances. 
6.3.2 Assumptions 
Scrappage and retrofit programs have been implemented in some countries or states (as 
discussed in Section 6.2). However, unlike emission standards, complete information about the 
program targets, implementation dates, accelerated retirement rate or retrofit rates are neither 
available nor discernible from program data. Yet these parameters are key inputs needed to analyze 
potential emission reductions caused by mitigation measures. Further, the exact situation may 
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depend on factors such as government R&D effort and enforcement, cost effectiveness of each 
program, and pressure from global climate measures. We therefore adopt an approach similar to 
that of scenario developers: we make reasonable assumptions that simulate the goals of mitigation 
programs. These assumptions will be represented as changes in model parameters. 
6.3.2.1 Fast scrappage 
The principle of scrappage programs is that new technologies with lower emissions replace 
older technologies with higher emissions, so that low-emitting technologies gain a greater share of 
fuel consumption and the fleet-average emission is reduced. Traditionally, scrappage programs are 
adopted only during a specific period, targeting old vehicles or “clunkers”; but the effect of 
emission reduction would decrease with the gradual disappearance of target vehicles. For that 
reason, we include multi-stage programs in this work. Here “multi-stage” implies a series of 
program components that are successively implemented, that target the remaining highest emitters. 
For example, the retirement rates of both uncontrolled vehicles and vehicles with advanced 
emission standards would be accelerated during successive periods.  
Scrappage measures will be described using four major parameters in this work: (1) vehicle 
targets, which mean levels of technology or emission standard in this work, (2) gap-year; (3) start 
year (calendar year), and (4) rate of accelerated retirement. Start year and gap-year relate to the 
timing of vehicle emission measures.  
Vehicle targets indicate those vehicles that are affected by the scrappage measure. In this 
work, the measure targets might be vehicles with uncontrolled (“None”), vehicles with relatively 
poorly controlled engines (“Opacity”), vehicles built to standards that are earlier than current 
technology, and superemitters. For scrappage measures that target normal vehicles without 
standards or with earlier standards, the measure must begin after implementation of more 
advanced emission standards. If superemitters are the measure target, then scrappage of 
superemitters does not have to be triggered by the adoption of more advanced standards. 
Gap-year (Gy) is the timing difference between adoption of more advanced emission 
standards and adoption of scrappage. For example, if Gap-year is set to 10 years, the retirement 
rate of Euro I vehicles is accelerated 10 years after the implementation of Euro II (year of Euro 
II+10 years). This also imposes an implicit age constraint on the targeted vehicles, because the 
targeted vehicles must be more than 10 years old.  
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Start year (calendar year) is another governing factor that determines the timing of 
adoption and hence emissions. Two hypothetical years are chosen: 2010 and 2015. The purpose of 
choosing different start years is to explore whether a delay in global scale scrappage measures 
would affect emissions in years far into the future. In the model, the accelerated scrappage rate is 
applied only after the starting year occurs and the gap-year criterion is met. Table 6.2 summarizes 
how scrappage rates are applied to vehicles built to each European and U.S. emission standard.  
Accelerated retirement rate. Three accelerated retirement rates (ARetRate) are used in 
the scenario and sensitivity analyses: 0.2 (Low), 0.5 (Medium) and 0.8 (High). This value is the 
fraction of vehicles subject to the scrappage measure that are retired each year. The value of 
ARetRate replaces the age and income level dependent retirement rate function. The low rate is 
determined by the maximum modeled retirement rate of all ages in less developed regions (all 
regions except Canada, U.S., Japan and Oceania), while the medium rate is determined by the 
maximum rates  of vehicle entire life observed in developed regions, including Canada, U.S., 
Japan and Oceania. In this analysis, the accelerated retirement rates for both LDVs and HDVs are 
assumed to be the same. Figure 6.2 shows the survival rate of HDDVs in East Asia without and 
with scrappage measure. If the measure with accelerated retirement rate of 0.2 is applied when a 
vehicle is 10 years old, the median life is reduced from 27 to 12 years.  
6.3.2.2 Retrofit 
Under retrofit programs, unlike scrappage programs, vehicles stay on the road but are 
upgraded to lower-emitting technology. I treat only diesel vehicles as targets of the retrofit measure. 
This is because PM emission factors of gasoline vehicles are much lower, so retrofit technologies 
(DPFs and DOCs) are mainly developed for diesel vehicles. Besides the type of fuel, another 
limitation imposed by retrofit is the type of existing engine. Verified on-road diesel retrofit 
technologies promoted by U.S. EPA and CARB are only applicable to vehicles produced after 
1993 in the USA [U.S. EPA,2011; CARB, 2008]. Older vehicles might have emissions that are high 
enough to overwhelm the control devices, or they may not be able to support operation of the 
retrofit devices for other reasons. Therefore, it is assumed that diesel vehicles with older engines 
cannot be retrofitted. “Old engines” here, defined the same as in Section 3.34, refer to vehicles 
with NONE, OPAC, and Tier I for LDDVs or 1993 standards for HDDVs under U.S. standards, 
and vehicles with NONE, OPAC and Euro I under European standards. To investigate the 
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sensitivity to different target vehicle populations, emission reductions due to retrofit of all diesel 
vehicles, only HDDVs, and only HDDV superemitters are examined; vehicles with old engines are 
excluded from all three groups. 
The targeted vehicles could be retrofitted to Euro V or VI under European emission 
standards, or to 2007 standards under U.S. emission standards. Aftertreatment technologies begin 
to penetrate after Euro IV and become prevalent when Euro V and VI, or 2007 U.S. standards are 
required. Thus retrofit technology would be adopted only when these highly advanced emission 
standards are in place. In this study, the optimistic assumption is that all diesel vehicles with new 
engines (post-1993 models in U.S. or post-Euro I under European standards) could be retrofitted. 
This means that the particle removal rate is larger than 90%, especially when Euro II vehicles (e.g., 
emission factor is 2.9 g/kg for an oldest HDDV with Euro II) or superemitters are retrofitted to 
Euro VI (e.g. emission factor is 0.06 g/kg for a new HDDV with Euro VI).  
Similar to scrappage measures, the gap-year concept is also used for retrofit measure to 
indicate how long retrofit measures are delayed after the adoption of advanced emission standards. 
The combination of lag-year (the timing difference between emission standards) and gap-year (the 
timing difference between adoption of more advanced emission standards and adoption of retrofit) 
ensures that new vehicles are not retrofitted until they reach a certain age. For example, when 
measure requires that all diesel vehicles with new engines must be retrofitted to Euro VI, the age of 
vehicles with Euro V would be 5 (the average lag-year between Euro V and Euro VI) plus gap-year; 
the age of vehicles with other standards would be even older. Table 6.3 shows how adoption dates 
are set for vehicles built to different European and U.S. emission standards and then retrofitted to 
Euro VI or U.S. standards in 2007.  
There is very little information on the penetration of retrofits through the old vehicle fleet, 
as such programs have not been applied in entire nations with unlimited capacity. As the purpose 
of this work is to estimate the quantity and rate of emission reductions, I assume the retrofit rate to 
be 0.2, 0.5 and 0.8 for three different cases in order to compare with the scrappage measure 
assumptions. Here “retrofit rate” means the probability that the targeted vehicles are recognized 
and retrofitted to desired emission standards. In the SPEW-Trend model, if both retrofit and 
scrappage measures are operating, then the scrapped vehicles are removed from the population 
before the retrofits occur.  
The subset of retrofitted vehicles is treated as a set of new vehicles and follows a new 
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survival curve. This assumption is based on the fact that people usually rebuild old vehicles with a 
replacement of new engines at the time when they retrofit these vehicles with aftertreatment 
devices. Thus the lifetime of a retrofitted vehicle is prolonged. For example, if a Euro V vehicle 
that is 10 years old is retrofitted to Euro VI, the retirement rate for this retrofitted vehicle is not 
20% at age 10, but 0% at age zero. This assumption is consistent with the EPA report of diesel 
retrofit technology [U.S. EPA, 2006].  
6.3.2.3 Scenarios chosen for analysis 
Based on variations assumptions, this work presents 9 and 12 different cases for scrappage 
and retrofit polices, respectively. The scrappage measureis described by four major parameters: 
vehicle targets, start calendar year, gap-year and accelerated retirement rate. The retrofit measureis 
described by five major parameters: vehicle targets start calendar year, gap-year, retrofit rate and 
equivalent retrofit vehicle, where the first three parameters are similar to those in the scrappage 
measures.  
Four scenarios will be compared for scrappage measures and five for retrofit measures. 
The baseline scenario has no defined scrappage or retrofit measure. “Best” and “Worst” scenarios 
refer to the most and least aggressive measures, and “Medium” scenarios (one for scrappage and 
two for retrofit) are intermediate between the two. Six sensitivity analyses to examine the effect of 
scenario parameters are also conducted about the medium scenario for each of scrappage and 
retrofit. Table 6.4 and Table 6.5 provide an overview of the cases for scenario and sensitivity 
analyses. Fast scrappage scenarios are designated with the prefix FS_ (e.g. “FS_Best”) and retrofit 
scenarios have the prefix Retro_ (e.g. “Retro_Worst”).  
Chapter 5 showed that the absolute value of emissions and relative growth rates are also 
uncertain, even in the absence of mitigation measures. In order to examine the effectiveness of 
mitigation measures in light of this uncertainty, each of the Monte Carlo simulations described in 
Chapter 5 is repeated, but the medium scenario mitigation measure is applied to the 




6.4 Results and Discussion 
6.4.1 Scenario and Sensitivity Analysis 
6.4.1.1 Fast scrappage 
Figure 6.3 shows emission projections with the three scrappage scenarios described in 
Table 6.4. These measures represent varying degrees of aggressiveness (“Best” is most aggressive 
in emission control and “Worst” is least aggressive in emission control.) The mitigation measures 
do not change the general shape of the emission projection curve, as each curve still shows first a 
decreasing and then an increasing trend. Emissions begin to reduce from the baseline immediately 
after the start-year of the measure, which is the year 2010 for the FS_Best and FS_Medium 
scenarios, and year 2015 for FS_Worst scenario. With scrappage, global emissions in 2030 can 
drop to as low as 620 Gg under the FS_Best scenario. Even under FS_Worst scenario, emissions 
can be reduced to 860 Gg in 2030. Compared with the baseline, the highest emission reduction 
occurs 5 to 10 years after the adoption of a scrappage measure, ranging from 20% to 70%. One 
reason for the immediate emission reduction over baseline is that a large number of uncontrolled 
and relatively poorly controlled vehicles, as well as superemitters, have accumulated before the 
measure, and emissions are reduced quite dramatically when they are scrapped at an accelerated 
rate. Another reason is that most regions have implemented more advanced emission standards 
before the year 2020 (as shown in Table 3.6 and Table 3.7), and vehicles with earlier standards are 
replaced more frequently. The sharp emission decrease in FS_Best after 2045 is caused by the 
quick and immediate removal of uncontrolled vehicles after Euro I is implemented in Eastern and 
Western Africa. Before that time, it is assumed that advanced vehicle technology is not available in 
those regions.  
The effects of FS_Best and FS_Medium on emissions are somewhat different during the 
first few years after implementation; however, the emission reductions become similar after 2020. 
These two cases have the same measure start year, but they differ in accelerated retirement rate, 
gap-year, and vehicle targets. The sensitivities to the latter three parameters are shown in Figure 
6.4.  
Figure 6.4 presents the sensitivities of emission projections to different parameters in the 
scrappagemeasure, including accelerated retirement rate, measure start year, gap-year, and vehicle 
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targets. All these analyses are based on the FS_Medium scenario, with only one parameter 
changed each time. Figure 6.4 (a) presents sensitivities of the emission projections to accelerated 
retirement rate. If only the accelerated retirement rate changes from low (0.2) to medium (0.5), 
with other parameters the same, the emission reduction over baseline in 2015 increases from 29% 
to 54%. However, a high rate (0.8) does not make much additional difference compared with the 
medium one (57%). This is because the medium accelerated retirement rate is already so high that 
it removes over 90% of vehicles within four years; although the target vehicles are scrapped more 
rapidly with the high rate, the absolute change in the vintage vehicle population is relatively small. 
In contrast, it takes more than ten years to achieve 90% removal at the low rate of 0.2. This 
suggests that emission reductions are quite sensitive to accelerated retirement rates between the 
low and medium cases, but when the rate is increased beyond a certain point further gains in 
emission reductions are not significant. 
Figure 6.4 also shows the sensitivities of emission projections to measure start year (Figure 
6.4(b)) and the gap-year between the adoption of the scrappage measure and the implementation of 
emission standards (Figure 6.4(c)). Although FS_Medium_2015 starts the measure five years later 
than FS_Medium, the effect of the late start disappears around 2020. The situation is similar for 
cases with different gap-years. Compared with emissions under a zero gap-year scenario 
(FS_Medium_ZeroGap), measures that start five (FS_Medium) and 10 years 
(FS_Medium_10YearGap) after the implementation of more advanced emission standards are 
equivalent after 2020 and 2025, respectively. The sensitivities to measure start year and gap-year 
indicate that the discrepancy of measure timing has short-term effects on vehicle fleets.  
Figure 6.4 (d) shows emission projections with scrappage measures targeting different 
vehicle targets. With only superemitters addressed by scrappage, emissions in 2015 can be reduced 
by 26% over baseline, compared to 54% with all old and high emitting vehicles as targets. This 
implies that scrappage of superemitters contributes almost half of emission reductions in these 
scenarios. Figure 6.5 shows an interpretation of the sensitivity study. After 2035, almost all 
emission reductions are provided by superemitter retirement, as shown in Figure 6.5. This is 
because most of the vehicles built to less stringent standards have retired by 2035 and scrappage 
can only influence superemitters. 
Figure 6.6 shows the regional emission reductions over baseline achieved by scrappage of 
superemitters and other old vehicles under FS_Medium. Two years are compared: 2015, when the 
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global maximum emission reduction is achieved (see Figure 6.5), and 2030. In 2015, except for 
North America, Pacific, and Africa, most regions achieve emission reductions greater than 50%, to 
which the elimination of superemitters contributes about half.  The reasons for lower emission 
reduction compared with the baseline differ between developed regions (including North America 
and Pacific) and Africa. In developed regions, the stringent emission standards have been adopted 
around 20 years after the scrappage measure is implemented, and the targeted vehicles (except 
superemitters) are already relatively clean so that fewer emissions can be reduced by replacing 
these vehicles. In Africa, only superemitters can be scrapped at the beginning of the measure, and 
they are replaced by new but still uncontrolled vehicles with relatively high emission factors, so 
the emission reduction is insignificant.  
Under this scenario, Northern and Southern Africa begin to scrap uncontrolled and poorly 
controlled vehicles after year 2017. With the implementation of advanced emission standards, they 
achieve total emission reductions over baseline around 30% in 2030. Furthermore, it also implies 
that earlier introduction of emission standards (discussed in Chapter 5) should be made a greater 
priority for Africa. This change will reduce emissions as well as preparing the vehicle fleet for 
scrappage and retrofit measures. 
6.4.1.2 Retrofit 
Figure 6.7 shows emission projections with four different retrofit measures, as summarized 
in Table 6.5. Different from scrappage, a retrofit measure results in greater emission reductions 20 
to 40 years after the measure comes into effect. The greatest emission reduction appears around 
2030, when emissions range from 760 Gg to 950 Gg from best to worst scenario; a 10% to 27 % 
emission reduction is achieved over baseline. The delayed and relatively small emission reduction 
achieved by the retrofit measure can be explained by the nature of retrofit. (1) Retrofit is applicable 
only when the highly advanced technology (e.g., Euro V or Euro VI) is available. As shown in 
Table 3.6 and Table 3.7, except for the developed regions, most regions are projected to adopt Euro 
V and VI around 2020 or even later, which limits the reductions that can be obtained before 2030. 
(2) Retrofit can only work on diesel vehicles with newer-technology engines; uncontrolled and 
poorly controlled vehicles still remain. Because of the assumptions in the retrofit measure, it 
provides emission reduction only when more advanced technologies (e.g. Euro V and Euro VI) are 
available. Scrappage provides more immediate and higher emission reductions because it begins 
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functioning as soon as slightly advanced vehicles (e.g. Euro II or III) are available.  
Figure 6.8shows the sensitivities of the emission projections to controlling parameters in 
the retrofit measure case. Similar to the conclusion for the scrappage measure, emissions are more 
sensitive to the retrofit rate at low and medium levels. When the retrofit rate increases from 
medium (0.5) to high (0.8), the additional emission reduction is small (less than 5%). As shown in 
Figure 6.8 (b), the start year under the retrofit measure has even less effect than that under the 
scrappage measure, since the adoption dates of advanced emission standards play a more 
important role in determining the real measure implementation year in each region. However, the 
differences of emissions caused by different gap-years (the introduction of retrofit after the 
applicable standard is introduced) last more than 25 years after the implementation of the retrofit 
measure (Figure 6.8 (c)). The case with immediate implementation of a retrofit measure after 
adoption of Euro VI (Retro_Medium2) reduces 160 Gg and 120 Gg more emissions than the case 
with 10 years delay (Retro_Medium2_10YearGap) in 2025 and 2030, respectively. Unlike 
scrappage measures, the failure to reduce emissions by rapidly implementing retrofit measure at 
the time of standard introduction persists for several years. The timing of retrofit matters to the 
emissions and this measure should start sooner after the availability of requirement technology, in 
order to achieve more emission reductions. Figure 6.8(d) presents the sensitivity of emission 
projections to different vehicle targets. Since most of the PM emissions come from HDDVs 
(shown in Figure 4.2), adding LDDVs to the retrofit measure would not make much difference. 
Again, retrofitting of superemitters begins to contribute more than half of the emission reduction 
due to retrofit measure after 2027. Figure 6.8 (e)) shows emissions with vehicles retrofitted to Euro 
V and Euro VI. Although Euro V is less stringent than Euro VI in terms of exhaust emission 
requirement, it is adopted much earlier and becomes available for retrofit technology. Thus 
emissions resulting from a measure with vehicles retrofitted only to Euro V 
(Retro_Medium2_EuroV) are lower at first, but they eventually become higher than the case 
where it is assumed that vehicles must be retrofitted to Euro VI (Retro_Medium2).  
6.4.2 Monte Carlo Simulations 
Monte Carlo simulations are used to examine the uncertainty in the effectiveness of 
mitigation measures in achieving emission reduction. For each set of fleet parameters used in the 
Monte Carlo simulations described in Chapter 5, the simulation is re-run with the measure scenario 
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applied. The medium scenarios for scrappage and retrofit are applied to each simulation with 
deterministic (single-valued) parameters, in order to isolate the effect of uncertainties in the fleet 
model.  
Figure 6.9 shows probability density distributions of the Monte Carlo simulation global 
PM emissions under the baseline scenario and with scrappage or retrofit measure. Probability 
density distributions of emissions with scrappage are narrower (Figure 6.9 (a), (c) and (e)). The 
coefficient of variation (CV), which is a normalized measure of the dispersion of a probability 
distribution and defined as the ratio of the standard deviation to the mean, is also smaller with the 
scrappage measure than under the baseline or with a retrofit measure, as summarized in Table 6.6. 
CV of global emissions with scrappage is 0.09 in year 2030, while those in other cases are around 
0.2. Parameters in the retirement rate and superemitter transition rate cause variations in the Monte 
Carlo simulations. The targets of scrappage are vehicles without emission control, vehicles with 
poor control, and superemitters. When those vehicles disappear from the fleet, most of the vehicles 
left are with cleaner emission standards and similar emission characteristics, thus the roles of 
retirement rate and transition rate become less important, so that the variations are smaller. In 
contrast, the retrofit measure described here is only set to work when vehicles with advanced 
emission standards are available, so it permits the persistence of old and high emitting vehicles and 
makes the exiting fleet with diverse emission rates. Thus retirement rate and transition rate still 
influence emission trends, and the uncertainty in these parameters appears in the estimated 
emissions. 
Since each emission sample with measure shares the same random parameters with the 
corresponding emission under baseline, the probability distribution of emission differences can be 
obtained by subtracting the paired values. The probability distributions of the differences between 
emissions with and without measures are shown in Figure 6.10. Table 6.7 summarizes the 
effectiveness of the mitigation measures. A 90% confidence interval of the difference between 
emissions with mitigation measure and emissions under the baseline is estimated and shown in 
Table 6.7. This confidence interval is used to represent the emission reduction uncertainties. 
Within the 90% confidence interval, emissions can be reduced by 22% to 49% by the scrappage 
measure and 9% to 23% by retrofit measure in 2030.  
The measure effectiveness in emission reductions over baseline varies by region. Two 
specific years are chosen: 2015 and 2030, the global emission reduction maximal year, to analyze 
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the regional features of scrappage and retrofit, respectively. Only North America, Europe, and the 
Pacific regions apply Euro VI or U.S. 2007 before the year 2015, thus no emission reductions with 
retrofit are shown in other regions in 2015. For scrappage, the highest emission reduction occurs 
around 2015, and fewer emissions are reduced in 2030. Therefore, it is better to present regional 
emission reductions with scrappage and retrofit in their global emission reduction maximal years. 
Figure 6.11 shows boxplots of emission reductions with scrappage or retrofit over baseline. 
In year 2015, reductions under scrappage (Figure 6.11 (a)) show that East Asia benefits most in the 
emission reduction (over 80%), followed by South Asia, Southeast Asia, Middle East, Latin 
America and Former USSR. North America, Africa and Pacific obtain the least emission 
reductions, but they have the greatest certainty. There are several reasons that fast scrappage 
causes higher emission reduction in Asian regions, Former USSR, Latin America and Middle East. 
First, in these regions, Euro III and IV with lower emission rate are adopted around year 2010. 
With five years delay, the first adoption of scrappage happens around 2015. Accumulated vintage 
vehicles with Euro II and Euro III start to be replaced with vehicles with new standards. Even 
though North America, Europe, and Pacific also adopt new standards around 2010, their current 
standards already require low enough emission rate and the newly implemented ones reduce 
emission insignificantly. Second, I assume that lower retirement rates in these regions due to lower 
income.  Therefore, relatively more old vehicles with higher emission rates have accumulated 
before the measure. Finally, superemitters have a higher share of fuel consumption in these regions 
(discussed in Chapter 3 and 5).  
Figure 6.11 (c) and (d) shows emission reduction gained by retrofit. In year 2030, this 
measure produces highest emission reduction rate in the Middle East and East Asia (around 35%), 
followed by Southeast Asia, Former USSR, South Asia and Latin America. The reasons for 
effective emission reduction with scrappage also explain the reductions due to retrofit. The retrofit 
measure as described in this scenario does not produce emission reductions in Africa, because 
advanced emission standards are implemented so late that it is not available even in 2030. The low 
emission reductions in North America, Europe, and Pacific in the year 2030 can be explained by 
two reasons. First, both highly advanced emission standards and the retrofit measure are adopted 
earlier (before 2015). By 2030, natural retirement has phased out older vehicles so that fewer 
measure target vehicles are left in the year 2030. Secondly, the higher retirement rates in these 
regions help to drive the replacement of old vehicles with less stringent emission standards and 
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minimize the number of vehicles that need to be retrofitted.  
As mentioned in Section 6.2.2, California has adopted a regulation that requires owners of 
in-use heavy trucks and buses to reduce PM and NOx emissions from their fleet by upgrading the 
vehicles to meet specific performance standards for these pollutants [CARB, 2008]. This requires 
retrofit or accelerated replacement of older in-use vehicles. A vehicle fleet may meet this rule by 
retrofitting a vehicle with a verified diesel emission control strategy, replacing an engine with a 
newer cleaner one, or replacing a vehicle with one having a cleaner engine. The impact of this 
program is evaluated by Millstein and Harley [2010], who estimated that exhaust PM emissions 
from on-road heavy-duty diesel vehicles will be reduced by about 70% in the year 2014, compared 
with emissions without program. The current work estimates a median PM emission reduction of 
35% (with uncertainty bounds of 10% to 65%) and 30% (with uncertainty bounds of 5% to 50%) 
from retrofit and scrappage measures, respectively, in North America in 2015 (shown in Figure 
6.11(b) and (c)). It is hard to make comparison of these two studies, as Millstein and Harley [2010] 
do not show explicit information about how the emissions with accelerated retrofit and engine 
replacements are estimated. Their estimate of emission reduction in California is higher than the 
medians of this work in North America at the time of the measure, and around the edges of upper 
whiskers. The reasons might be that the rule in California is associated with both retrofit and 
scrappage together, while this work examines emission reductions with retrofit or scrappage alone. 
6.5 Conclusions 
This work presents an evaluation of the effectiveness of global emission reductions that 
can be achieved by applying scrappage and retrofit measures on regional and global levels. 
Through the scenario and simple sensitivity analyses, I examine the influence of key parameters 
for mitigation measures on the reduction of emission projections. Monte Carlo simulations are also 
used to analyze the probability that emission can be reduced by the application of mitigation 
measures in light of uncertainties.  
Scenario analysis shows that scrappage could provide an immediate and higher emission 
reduction, while retrofit reduces more emissions only when more advanced technologies are 
provided (Euro V and Euro VI). The highest emission reductions with scrappage occur 5 to 10 
years after the measure adoption, ranging from 20% to 70%; these with retrofit measure happens 
around 2030, and ranges from 10% to 27 % from the worst to best scenarios. 
188 
 
Emissions reductions are quite sensitive to accelerated retirement rate or retrofit rate. 
However, there is a point beyond which increasingly aggressive measures produce little additional 
emission reduction, meaning that the benefit of increased effort to accelerate retirement or retrofit 
vehicles is minimal. 
Elimination or retrofitting of superemitters provides almost half of the global emission 
reduction in the first few years of the measures. As emission factors of superemitters are much 
higher than the other targeted old vehicles (as shown in Figure 6.1) in scrappage or retrofit 
measures, the corresponding replaced fuel consumption for superemitters is less. Thus, 
eliminating superemitters could be cheaper in terms of emission reduced per vehicle targeted. 
However, this effectiveness can be achieved only if those vehicles can be identified. 
The sensitivities of global emissions with scrappage and retrofit to measure timing are 
different. While the adoption timing of scrappage has significant effects on global emissions at the 
beginning of the measure adoption and differences in emissions will vanish after a few delayed 
years, the retrofit measure initiation date plays less important role even at the beginning of the 
measure, but the effects of retrofit gap-years last much longer. It implies that retrofit should be 
implemented immediately after the required technology (Euro V, VI or U. S. 2007) is available.  
In light of uncertainties due to retirement rate and superemitter transition rate, global 
emissions have a high potential to be reduced by mitigation measures, but is greatest in emission 
reductions in particular regions. A 90% confidence interval of global emission reductions by 
scrappage measure is 22% to 49% and by retrofit measure is 9% to 23% in 2030. The most 
effective measure occurs in regions (1) where the measure is implemented in conjunction with the 
introduction of new technologies with significantly lower emissions, (2) where retirement rate is 
slower and old vehicles can be accumulated, and (3) where the superemitter fraction is high. The 
three criteria also apply to retrofit.  
Although the scrappage and retrofit measures applied in this work are simplified and may 
be different from the exact mitigation measures implemented, the results can still provide some 
recommendations for specific regions. The analysis supports different strategies for regions with 
different features: 
(1) Scrappage for developed regions (North America, Europe, and Pacific). Scrappage 
provides more emission reduction than retrofit in these regions though the magnitude is 
still lower than that in other regions. Especially with the higher income level in these 
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regions, people are more likely to be able to afford scrappage and the subsequent 
purchase of a new vehicle.  
(2) Combination of scrappage and retrofit for less developed regions, except Africa. As in 
developed regions, scrappage reduces more emissions than retrofit in less developed 
regions. However, the cost of retrofit is limited to the aftertreatment device, which is 
lower than the cost of a new vehicle. The difficulty in promoting retrofit in these 
regions is that the vehicle stock in these regions is not advanced enough to apply 
aftertreatment controls. Therefore, these regions may first consider scrappage with 
high compensation so that owners can afford new vehicles; then they may apply retrofit 
with lower cost when standards with aftertreatment devices become available. 
(3) Earlier implementation of emission standards for Africa. In this region, less than 10% 
of emissions are reduced with scrappage and no reduction is achieved by retrofit. This 
is because Africa does not have emission standards stringent enough to reduce 
emissions when scrappage programs or applied, and the vehicles currently sold in those 
regions cannot be retrofitted. Therefore, in Africa, it may be more effective to force the 
implementation of stringent emission standards first, especially in Eastern and Western 
Africa. 
6.6 Outlook 
In addition to the direct strategies of vehicle scrappage and retrofit, there are other, more 
indirect ways in which the emissions from existing vehicles can be reduced. I outline below just 
three of these indirect measures.  
(1) Control emissions of individual vehicles. For example, I/M programs [U.S. EPA, 1994] 
may identify high-emitting vehicles in need of repair and maintenance and require 
them to be repaired as a prerequisite to vehicle registration. As a useful addition to I/M 
programs, on-board diagnostic (OBD) systems use vehicle computer systems to 
monitor emission controls and alert the driver to seek maintenance for the vehicle when 
needed. These programs reduce emissions indirectly and assist in identifying high 
emitting vehicles that can then be targets of scrappage and retrofit programs. 
(2) Switch to low-emission travel. For passenger transport, numerous public policy and 
action programs for reducing emissions from private cars are in place globally [UNEP, 
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2009]. The efforts mainly involve urban and transportation planning, to induce 
switching to low-emission public passenger travel (e.g., public inter-city rail, buses and 
subways) and emission-free travel (e.g., walking and cycling). For example, the city of 
London, England imposes road pricing to address congestion on the operation of 
private cars in the city center zone on weekdays. Beijing, China finances investment for 
public transit and creates disincentives (e.g., increasing parking fees) for car use 
[UNEP, 2009]. Additionally, there are various strategies to increase the efficiency of 
freight and commercial transport. These include improving distribution practices to 
reduce vehicle trips, shifting freight to more resource efficient modes. For example, 
greater use of freight rail instead of freight trucks offers a simple, inexpensive, and 
immediate way to meaningfully reduce emissions without harming the economy [AAR, 
2011].  
(3) Encourage reduction of traveling. Companies can enhance the ability of employees to 
work remotely to reduce emissions during commuter rush-hour, reduce employee 
business travel where possible, and promote the use of videoconferencing equipment 
as an alternative to travel. Governments could amend zoning laws to allow people to 
live closer to their workplaces.  
It should be noted that the latter two types of measures involve the reduction of vehicle use 
and therefore fuel consumption. As mentioned in Section 3.1, SPEW-Trend uses fuel consumption 
from exogenous economic models that balance inputs and outputs among economic sectors, 
distributing fuel consumption among sectors with different demands. Therefore, the level of 
implementation of measures that involve changing fuel consumption is more appropriately 
evaluated within macroeconomic models that accounts for this balance. This is particularly true if 
the policy includes changes of land-use or tax incentives, which require balancing factors that are 
not represented within SPEW-Trend. Greatly altering the amounts of fuel used within 
SPEW-Trend would generate an inconsistency with the economic balance achieved by the 
exogenous model. The purpose of SPEW-Trend is estimating technology stocks within a single 
sector in a way that standard input-output models cannot, and it is used here only for that purpose. 
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Figure 6.2 Survival rate of HDDVs in East Asia without (baseline) and with scrappage 
measures under different accelerated retirement rate (ARetRate = 0.2, 0.5 and 0.8), which 


































Figure 6.3 Emission projections with three scrappage scenarios in A1B. The scenarios 
FS_Best, FS_Medium and FS_Worst are defined in Table 6.4. The “best” or “worst” means 

























































































































Figure 6.4 Emission projections with scrappage measures in A1B, differing by (a) promoted 




























Emission reduction by fast scrappage of superemitters




Figure 6.5 Contribution of emission reduction over baseline by scrappage of superemitters 


















Other high emitting vehicles (2015)
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Figure 6.6 Regional emission reductions over baseline by scrappage of superemitters and old 
high emitting vehicles under FS_Medium in year 2015 and 2030. The dashed line is 50% 


































Figure 6.7 Emission projections with four retrofit scenarios in A1B. The scenarios 






























































































































































Figure 6.8 Emission projections under retrofit measures in A1B, differing by (a) promoted 






































































































































































































Figure 6.9 Probability density distributions of global PM emissions under baseline and with 


































































































Figure 6.10 Probability density distributions of differences between global emissions with 
measure (scrappage in green dashed line, and retrofit in red dashed line) and under baseline 
in year 2015, 2030, and 2050.
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a) In year 2015 
 













b) In year 2030 
 













c) In year 2015
 













d) In year 2030
 
Figure 6.11 Boxplot of regional emission reduction (a) and (b) with scrappage measure, and (c) and (d) with retrofit in year 2015 
and 2030, respectively. The boxplots are based on 54 trials in Monte Carlo simulations. The central red marker is the median 
(quartile 2 or q2), the edges of the box are the 25
th
 (q1) and 75
th
 (q3) percentiles, and the whiskers extend to the most extreme 
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costs are based on-road experience 
2
 ULSD = ultra-low sulfur diesel (15 ppm sulfur) 
3
 Current EPA and ARB verified technology lists at http://epa.gov/cleandiesel/verification/verif-list.htm and 




Table 6.2 Representation of scrappage adoption dates for different European and U.S. 
emission standards. 
Emission Standards Scrappage adoption dates 
NONE (year of EURO I+Gy) & start year 
OPAC (year of EURO I+Gy) & start year 
EUROI (year of EURO II+Gy) & start year 
EUROII (year of EURO III+Gy) & start year 
EUROIII (year of EURO IV+Gy) & start year 
EUROIV (year of EURO V+Gy) & start year 
EUROV (year of EURO VI+Gy) & start year 
EUROVI - 
Tier I (year of Tier II-04+Gy) & start year 
Tier II-04 (year of Tier II-06+Gy) & start year 
Tier II-06 (year of Tier II-07+Gy) & start year 
Tier II-07 - 
HDSTD88 (year of HDSTD 91+Gy) & start year 
HDSTD91 (year of HDSTD 93+Gy) & start year 
HDSTD93 (year of HDSTD 94+Gy) & start year 
HDSTD94 (year of HDSTD 96+Gy) & start year 
HDSTD96 (year of HDSTD 98+Gy) & start year 
HDSTD98 (year of HDSTD 04)+Gy) & start year 




 start year 
Super 2
b
 start year 
a 
In European emission standards, no regulation, Opacity, and Euro I for LDDVs and HDDVs; in U.S. emission 
standards, no regulation, Opacity, and Tier I for LDDV, and No regulation  to HDSTD93 for HDDVs. 
b
 In European emission standards, Euro II-VI  for LDDVs and HDDVs; in U.S. emission standards, Tier II for 




Table 6.3 Representation of retrofit adoption dates for different European and U.S. emission 
standards.  
Emission Standards Retrofit adoption dates Retrofit to  
NONE - - 
OPAC - - 
EUROI - - 
EUROII (year of EURO VI+Gy) & start year EURO VI 
EUROIII (year of EURO VI+Gy) & start year EURO VI 
EUROIV (year of EURO VI+Gy) & start year EURO VI 
EUROV (year of EURO VI+Gy) & start year EURO VI 
EUROVI - - 
Tier I (year of Tier II-04+Gy) & start year  
Tier II-04 (year of Tier II-06+Gy) & start year Tier II-07 
Tier II-06 (year of Tier II-07+Gy) & start year Tier II-07 
Tier II-07 - - 
HDSTD88 (year of HDSTD 91+Gy) & start year - 
HDSTD91 (year of HDSTD 93+Gy) & start year - 
HDSTD94 (year of HDSTD 96+Gy) & start year HDSTD07 
HDSTD96 (year of HDSTD 98+Gy) & start year HDSTD07 
HDSTD98 (year of HDSTD 04)+Gy) & start year HDSTD07 
HDSTD04 (year of HDSTD 07+Gy) & start year HDSTD07 
HDSTD07 - - 
Super 1a - - 
Super 2b (year of EURO VI+Gy) & start year 





 In European emission standards, no regulation, Opacity, and Euro I for LDDVs and HDDVs; in U.S. emission 
standards, no regulation, Opacity, and Tier I for LDDV, and No regulation  to HDSTD93 for HDDVs. 
b 
In European emission standards, Euro II-VI for LDDVs and HDDVs; in U.S. emission standards, Tier II for LDDVs 
and HDSTD94 to HDSTD07 for HDDVs. 
c
 Retrofitted to EURO VI in regions following European emission standards, to Tier II-07 (LDDV) or HDSTD07 
(HDDV) in regions following U. S. emission standards.  
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Table 6.4 Scenario and sensitivity analyses for fast scrappage (FS). 









measure, the same 
as that in Chapter 4 
and 5 
- - - - 
FS_Best 
Best case for  
scrappage 
All vehicles 2010 0 0.8 
FS_Medium 
Medium case for  
scrappage 
All vehicles 2010 5 0.5 
FS_Worst 








The same as 
FS_Medium, except 
the start year is 
2015 
FS_Medium 2015 FS_Medium FS_Medium 
FS_Medium_LowRate 
The same as 
FS_Medium, except 
ARetRate is 0.2 
FS_Medium FS_Medium FS_Medium 0.2 
211 
 
Table 6.4 (cont.) 








The same as 
FS_Medium, except 
ARetRate is 0.8 
FS_Medium FS_Medium FS_Medium 0.8 
FS_Medium_ZeroGap 
The same as 
FS_Medium, except 
Gy is 0 year 
FS_Medium FS_Medium 0 FS_Medium 
FS_Medium_10YearGap 
The same as 
FS_Medium, except 
Gy is 10 years 
FS_Medium FS_Medium 10 FS_Medium 
FS_Medium_SuperOnly 
The same as 
FS_Medium, except 









Table 6.5 Scenario and sensitivity analyses for retrofit (Retro). 











same as that in 
Chapter 4 and 5 
- - - - - 
Retro_Best 
Best case for 
retrofit 
All diesel 
vehicles with new 
engines 
2010 0 0.8 Euro VI 
Retro_Medium1 
Medium case 1 
for retrofit 
only HDDVs 
with new engines 
2010 5 0.5 Euro VI 
Retro_Medium2 
Medium case 2 
for retrofit 
only HDDVs 
with new engines 
2010 0 0.2 Euro VI 
Retro_Worst 




with new engines 




Table 6.5 (cont.) 










The same as 
Retro_Medium2, 
except the start 







The same as 
Retro_Medium2, 
except Retrofit 
Rate is 0.2 
(also the same as 
Retro_Medium1, 
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Table 6.6 Summary of estimated mean, standard deviation, and coefficient of variation of 
global PM emissions under baseline and mitigation measures in year 2030 and 2050. 
Cases Year 
ˆ  
 (estimated mean) 
ˆ   
(estimated standard 
deviation) 
CV( ˆ ˆ  ) 
Baseline 
2030 1007.20 223.76 0.22 
2050 1211.15 223.17 0.18 
Scrappage 
2030 631.33 56.59 0.09 
2050 837.21 70.84 0.08 
Retrofit 
2030 841.62 161.69 0.19 
2050 1029.47 129.74 0.13 
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Table 6.7 Summary of the three quintiles and 90% confidence interval (CI) of the difference of global emissions with measure 




 percentile of 
2 1E E  
50
th
 percentile  
of 
2 1E E  
75
th
 percentile  
of 
2 1E E  
90% CI of 








2015 -805 -691 -533 -683 ± 318 -62%to -41% 
2030 -459  -343 -248 -376 ± 285 -49% to -22% 
2050 -457 -347 -263 -374 ± 255 -41% to -19% 
Retrofit 
2015 -50 -35 -24 -40± 36 -4% to -1% 
2030 -210 -163 -105 -166 ± 114 -23% to -9% 
2050 -238 -163 -107 -182 ± 165 -23% to -5% 
a 
E1 is the PM emissions under baseline; E2 is PM emissions with measure ( scrappage or retrofit) 
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CHAPTER 7  
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
This chapter summarizes the major findings in Section 7.1 and offers recommendations for 
future research in Section 7.2. 
7.1 Summary of Current Findings  
7.1.1 Development of SPEW-Trend 
To have a better understanding of the significant relationships that affect the dynamic 
changes of vehicle population, I investigated and identified the significant factors to determine 
retirement rate, implementation of emission standards, superemitter transition rate, and vehicle 
activities. Parameters for all of these relationships were based on observed data. I applied these 
relationships in SPEW-Trend, which is an engineering-based, technology-rich model driven by 
activity provided by economic models. This model keeps track of technology stocks and allows 
modelers to investigate the role of technology choice in future emissions. The SPEW-Trend model 
not only provides a consistent framework for estimating on-road emissions, but it can also be 
extended to emission projections in other sectors.  
My main contributions in developing the SPEW-Trend model are summarized here:  
(1) Based on observation data, I derived parameters (zero-age survival rate determinant 
(αret), age coefficient (β1), and income coefficient (β2)) in vehicle retirement rate and 
represented them by a logistic function with vehicle age and regional income rates as 
dependent variables.  
(2) According to scheduled timelines in observed countries, I found that trends of 
neighboring countries and income level affect the timing of implementing emission 
standards, and I estimated the adoption dates of emissions standards by regions. 
(3)  determined parameters (the maximum transition rate for oldest vehicles (gain), the 
vehicle age at which half  the maximum transition rate is achieved (L50, sup) and shape 
factor (αsup) ) in superemitters transition rate based on information from a literature 
review and represented it by a modified logistic function of vehicle age.  
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(4) I estimated how vehicle activity, or annual distance traveled, decreases with vehicle age 
based on observation data and previous studies.  
7.1.2 Global and Regional Emission Projections 
This work provides new estimates of emission projections from on-road vehicles based on 
a dynamic technology model. I projected global and regional PM emissions from on-road vehicles 
over the next 40 years under a wide variety of future conditions with the application of the 
SPEW-Trend model. Four IPCC scenarios (A1B, A2, B1, and B2) developed for the Special 
Report on Emission Scenarios (SRES) [IPCC, 2001; Nakicenovic et al., 2000; RIVM, 2001] were 
used to provide future levels of fuel consumption, population, and income to drive SPEW-Trend. 
Unlike most global models, SPEW-Trend can be driven by any macroeconomic model. Therefore, 
this is the first time that global emission projections with consistent fleet-dynamic assumptions 
have been compared for different economic scenarios. 
The main findings of the projections of global and regional emissions from on-road 
vehicles are: 
(1) A global PM emission decrease is estimated until about 2035, because new, 
more-stringent emission standards are implemented and older engines built to lower 
standards are phased out. This decrease occurs despite increasing fuel consumption in 
most regions. The later increase in scenario A1B and A2 is due to rapid growth of 
uncontrolled vehicles in Africa.  
(2) Compared with other studies, the emission decrease rates in this work are lower 
because of the consideration of superemitters and the late introduction of advanced 
emission standards in Africa.  
(3) The timing of emission standards in low-income regions has a major effect on the 
contribution of those regions to global emissions.  Emissions are expected to increase 
significantly only in Africa (1.2-3.1% per year), and the continent may provide about 
50% of global emissions in 2050 because of late standard introduction. In contrast, the 
fractional contribution of Asian regions (South Asia, East Asia, and Southeast Asia) 
decreases from 32% in 2030 to around 22% in 2050.  
(4) Total emissions from normal vehicles decrease by 1.3-2% per year. However, 
superemitters have a large effect on emission totals. They contribute more than 50% of 
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global emissions around 2020-2030, which suggests that they should be specifically 
addressed in modeling and mitigation policies. As new vehicles become progressively 
cleaner, the majority of on-road emissions come from the legacy fleet. This work 
establishes a modeling framework to explore mitigation policies targeted at that fleet.  
7.1.3 Uncertainties Inherent in Emission Projections 
This work includes a comprehensive analysis of uncertainties in emission projections, 
which is necessary because of limited information about the relationships between technological 
change and economic development. Such an analysis has rarely been done on a global level and it 
has never been done with a detailed vehicle fleet model. The development of an improved view of 
the uncertainties in future emissions should be a valuable contribution to climate modeling and the 
modeling of global pollutant transport. I applied two methods, simple sensitivity analysis and 
Monte Carlo simulation, to examine the uncertainties inherent in emission projections. I 
investigated the significance of individual factors in the vehicle fleet model. Then I quantified the 
overall uncertainties caused by the input parameters to which the PM emission projections are 
most sensitive. Unlike previous studies which provide a single, deterministic answer for each 
economic scenario, I provided probability distributions of emission projections in the future based 
on Monte Carlo simulations.  
The main findings of analyzing uncertainties inherent in the emission projections are:  
(1) Global emissions are most sensitive to parameters in retirement rate.  
(2) Global emission projections are least sensitive to the timing of standard 
implementation, except in Africa, compared with parameters in the retirement rate and 
superemitter transition rate.  
(3) The emission changes per changes of input values (or normalized sensitivity 
coefficient) for the maximum rate of superemitter transition for the oldest vehicles 
(gain), is the largest one among all the parameters in the transition rate, but it is only 
half of that for the zero-age survival rate determinant (ret) or age coefficient (β1) in the 
retirement rate. 
(4) The use of a single emission factor for all vehicle ages tends to overestimate emissions. 
Emission models should express degradation rate as a function of vehicle age. 
(5) Within 95% confidence intervals, the overall uncertainty in emissions can vary 
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between -21% and +24% of the baseline in 2030, and -18% and +20% in 2050, 
respectively. The distribution of emissions is slightly asymmetric. 
(6) The uncertainties of emission projections due to factors that determine vehicle fleet 
dynamics are comparable to those caused by socioeconomic scenarios, especially 
during the period 2010 to 2030. 
7.1.4 Effectiveness of Mitigation Measures 
I evaluated the long-term global emission reduction potential of two mitigation measures: 
scrappage and control technology retrofit. I first used SPEW-Trend to project the deterministic 
cases with particular measures and estimate the benefit in emission reductions. Then I used Monte 
Carlo simulations to examine the opportunities for emission reductions in light of uncertainties in 
fleet dynamics. Unlike previous work which focuses on deterministic evaluation in a city or state, 
this dissertation examines the emission reduction opportunities offered by scrappage and retrofit 
measures, emphasizing (1) global scale and long-term emissions, and (2) uncertainty analysis 
with the consideration of uncertain input parameters.  
The main findings of this investigation are:  
(1) Scrappage could provide an immediate and higher emission reduction than retrofit. 
Global emissions are quite sensitive to accelerated retirement rates, although extremely 
rapid retirement does not achieve a much greater benefit than a moderate rate of 
retirement. Timing of scrappage measure introduction has significant effects on global 
emissions at the beginning of the measure adoption, but differences in emissions will 
vanish after a few delayed years.  
(2) Retrofit reduces more emissions in later years when very advanced technology 
becomes available in most regions. Similar to scrappage, emissions reductions are 
quite sensitive to retrofit rate up to a certain point, but there is a leveling-off point at 
which even more aggressive measures produce small additional emission reductions. 
The measure start calendar year plays a less important role than that for scrappage, 
even at the beginning of the measure, while the effects of the timing difference between 
adoption of highly advanced emission standards and retrofit last much longer. 
(3)  Eliminating or retrofitting superemitters makes more than half of the contribution to 
emission reductions at the beginning of the measure. After 2035, almost all emission 
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reductions are from scrappage or retrofitting of superemitters.  
(4) In light of uncertainties due to retirement rate and superemitter transition rate, the 
global emissions can often be reduced by mitigation measures. Within 90% confidence 
intervals, emissions can be reduced by 22% to 49% by the scrappage measure and 9% 
to 23% by retrofit measure in 2030. 
7.2 Recommendations for Future Research 
7.2.1 Socioeconomic Scenarios 
It is important that the socioeconomic drivers from macroeconomic models are 
periodically updated when new emission scenarios are developed for climate modeling. In this 
work, the baseline emission projections, uncertainty analysis, and measure analysis are based on 
four IPCC scenarios, which were developed for SRES [IPCC, 2001; Nakicenovic et al., 2000] and 
formulated by the IMAGE model [RIVM, 2001]. These four scenarios have been widely used for 
global projections of greenhouse gases, but they are quite outdated. Their real data end at the year 
1990 and rely on extrapolations thereafter. Although I have updated the SRES scenarios with 
actual data from IEA [2009a, b] and WDI [World Bank, 2008] for the time period 1990-2005, 
socioeconomic drivers after the year 2005 still follow the trend of those in the IMAGE model. This 
assumption ignores factors that will have influenced socioeconomic development within the last 
15 years, not to mention the tremendous changes that occurred in the period 2005-2010. The latest 
IPCC scenarios, called Reference Concentration Pathways (RCPs) [Moss et al., 2010], have been 
developed for the Fifth IPCC Assessment Report (AR5). These scenarios reflect moderate to 
extreme cases of climate forcing in the year 2100. The RCPs are newer and more current than the 
scenarios for SRES, but they provide climate forcing pathways rather than changes in 
socioeconomic conditions. Theoretically speaking, SPEW-Trend can be driven by any 
macroeconomic model, but the details in those macroeconomic models should be capable of 
driving the major factors governing emissions. In order to develop climate and air pollution 
projections that are both consistent and widely used, integration between technology-rich models 
like SPEW-Trend and macroeconomic models should be developed.  
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7.2.2 Extension of Emitters and Pollutants 
For a better understanding of future air quality and climate change, it is recommended that 
more emitters and pollutants are included in future research. As discussed in Section 4.5, this work 
grouped emitters as light-duty and heavy-duty vehicles that use liquid fuel. Two- and 
three-wheelers are not considered as separate emitters. These vehicles make significant emission 
contributions in Asian and African regions [Fulton and Eads, 2004; Assamoi and Liousse, 2010; 
Yao et al., 2011]. Besides PM, on-road transportation is also a big contributor to gaseous emissions, 
like NOx and HCs [Butler and Lawrence, 2008; Borken et al., 2007], which can affect ozone 
concentrations [Reis et al., 2000; Dahlmann et al., 2011]. Within the framework of SPEW-Trend, 
gaseous emissions can be estimated with the modification of emission factors, degradation rate, 
and the timing of emission standards. Additionally, future work should include non-exhaust 
emissions, which largely contribute to coarse particulate matter.  
The application of SPEW-Trend could also be extended to other sectors (e.g., residential 
and off-road vehicles) that are driven by consumer decisions rather than sector-wide cost 
optimization (e.g., industrial and power plant). PM emission projections from on-road vehicles 
were initially the focus on model innovation, in order to demonstrate the development of 
SPEW-Trend and its application. Emissions from other sectors also affect air quality and climate 
change. They can be projected in a similar way if the corresponding technology details are 
explored and represented in SPEW-Trend.  
7.2.3 Superemitters 
Remote-sensing measurements or other statistical characterizations of large vehicle 
populations in different world regions would be particularly valuable for identifying and 
estimating the population fraction and emission factor of superemitters. Because of the significant 
role played by superemitters in determining the trajectories of emission trends, a better 
understanding of their physical causes and emission behavior is required in future studies. Limited 
observational data not only constrain the study of superemitters, but also introduce large 
uncertainties when the available data are used for estimating the emissions in countries or areas 
where there are no data available. And superemitters tend to be most prevalent in regions that have 
limited data. Systematic fleet observations are recommended in order to study the factors that lead 
to high-emitting vehicles, their levels of service, their retirement rates, and their emission rates. 
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For laboratory dynamometer testing, in practice, very few of these high-emitting vehicles can be 
located and sampled [Subramanian et al., 2009], so superemitters are usually omitted in emission 
factor distributions when the average emission factors are estimated. Remote sensing [Smit and 
Bluett, 2011] and tunnel testing [Ban-Weiss et al., 2009] are better ways of obtaining more 
information about superemitters, as they can measure large sample sizes over long time periods.  
7.2.4 Uncertainty Analysis 
I recommend that uncertainties in emission factors are routinely included in future 
emission studies. Chapter 4 addressed uncertainties caused by different fuel consumption and 
economic development in the future. Chapter 5 analyzed the uncertainties associated with factors 
that determine vehicle fleet dynamics. Yet emission factors are another important source of 
uncertainty for both historical and future emissions, especially if they are estimated from limited 
sources of observations.  
7.2.5 Analysis of Mitigation Measures 
While I made an evaluation of the effectiveness of two different mitigation measures, 
scrappage and retrofit, additional work needs to be performed. These are some factors that require 
further investigation:  
(1) Accelerated retirement rate. This rate is treated identically for different emission 
standards and superemitters when the scrappage measure is triggered. I suggest 
characterizing accelerated retirement rate with vehicle age, fuel, and emission 
standards. The same issue exists for retrofit rate.  
(2) Criteria for retrofit engines. In this work, all diesel vehicles with engines made after 
1993 U.S. standards or Euro I were allowed to be retrofitted under the measure. I 
suggest further studies on the capability that engines are installed with specific 
aftertreatment devices (e.g. DPFs and DOCs) and the potential of gaseous emissions 
reductions simultaneously. Additionally, the availability of low or ultra-low sulfur fuel 
is another constraint to implementing a retrofit measure. 
(3) Efficient emission reduction measures in Africa. Chapter 6 shows that neither 
scrappage nor retrofit can produce major emission reductions in Africa, because 
controlled vehicles are not yet available. When vintage vehicles and superemitters are 
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replaced by uncontrolled vehicles, emission factors remain high. Retrofit could not 
reduce any emissions at all if advanced technology is not available. Though simple 
sensitivity analysis about the first adoption years of emission standards were done in 
Chapter 5, I suggest further studies about the effects of earlier adoption of stringent 
emission standards in Africa. This may be an even cheaper method to reduce global 
emissions, compared with scrappage and retrofit.  
(4) Cost-benefit analysis. When faced with a new emission standard or when considering 
the purchase of a new vehicle, it is the vehicle owner’s decision to replace an old 
vehicle with a new one, or to retrofit it with an additional device to control emissions. 
Scrappage, technology retrofit, or taking no action at all will lead to greatly different 
emission outcomes. Thus, it would be a good idea to develop a parallel cost-benefit 
analysis capability, which would enable more in-depth study of what factors determine 
a vehicle owner’s choice. It might also help policy makers to design emission control 
policies with greater chances of success. 
(5) Climate, health, agricultural and economic impacts. As discussed in Chapter 1, vehicle 
emissions not only affect air quality, but also climate change. This work studies the 
impacts of mitigation measures on emission reductions. I suggest further and more 
integrated analysis of both impacts on climate and effects on human health and crop 
yields of scrappage and retrofit measures. Saikawa et al. [2011] applied Weather 
Research and Forecasting model coupled with Chemistry (WRF/Chem) and evaluated 
the regional air quality response to China’s vehicle emissions with and without Euro III 
implemented, but did not examine vehicle fleet dynamics for a practical assessment of 
the potential range of change. Shindell et al. [2011] examined the integrated impacts of 
adopting stringent European on-road vehicle emission standards but did not explore 
measures such as rapid scrappage and retrofit. This research generates global emission 
projections when practical measures are applied and it is possible to study the overall 
impacts of implementing these mitigation measures in a similar way.  
7.2.6 Verification of Relationships and Emission Projections 
This work applies current observation data to derive relationships that affect the 
composition of vehicle fleets and employs these relationships for future emission estimates. The 
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verification of the relationships and resulting emission projections by SPEW-Trend must await the 
collection of statistical data by energy or transportation agencies, and observed data for the years 
projected by SPEW-Trend. Table 7.1 lists some details of verification methods that could be used. 
I have compared current global PM emissions with results from other studies in Section 4.1, but 
other verification is desirable. 
7.3 References Cited 
Assamoi, E.-M. and C. Liousse (2010), A new inventory for two-wheel vehicle emissions in West 
Africa for 2002, Atmospheric Environment, 44, 3985-3996.  
Ban-Weiss, G. A., M. M. Lunden, T. W. Kirchstetter and R. A. Harley (2009), Measurement of 
black carbon and particle number emission factors from individual heavy-duty trucks, 
Environmental Science & Technology, 43, 1419-1424. 
Borken, J., H. Steller, T. Merétei and F. Vanhove (2007), Global and country inventory of road 
passenger and freight transportation: fuel consumption and emissions of air pollutants in year 
2000, Transportation Research Record, 127-136. 
Butler, T. M. and M. G. Lawrence (2008), The representation of emissions from megacities in 
global emission inventories, Atmospheric Environment, 42, 703-719. 
Dahlmann, K., V. Grewe, M. Ponater and S. Matthes (2011), Quantifying the contributions of 
individual NOx sources to the trend in ozone radiative forcing, Atmospheric Environment, 45, 
2860-2868.  
Fulton, L., and G. Eads (2004), IEA/SMP model documentation and reference case projections, 
http://www.wbcsd.org/web/publications/mobility/smp-model-document.pdf, last time 
accessed in January, 2011. 
International Energy Agency (IEA) (2009a), Energy statistics of Non-OECD countries CD-ROM. 
Paris, France.  
International Energy Agency (IEA) (2009b), Energy statistics of OECD countries CD-ROM. Paris, 
France. 
Intergovernmental Panel on Climate Change (IPCC) (2001), Climate change 2001: the scientific 
basis, University Press, Cambridge. 
Moss, R. H., J. A. Edmonds, K. A. Hibbard, M. R. Manning, S. K. Rose, D. P. van Vuuren, T. R. 
Carter, S. Emori, M. Kainuma, T. Kram, G. A. Meehl, J. F. B. Mitchell, N. Nakicenovic, K. 
226 
 
Riahi, S. J. Smith, R. J. Stouffer, A. M. Thomson, J. P. Weyant and T. J. Wilbanks (2010), The 
next generation of scenarios for climate change research and assessment, Nature, 463, 747-756 
(the database of RCP can be accessed from website: 
http://www.iiasa.ac.at/web-apps/tnt/RcpDb/dsd?Action=htmlpage&page=welcome). 
Nakicenovic, N., et al. (2000), Special report on emissions scenarios: a special report of Working 
Group III of the Intergovernmental Panel on Climate Change, Cambridge University Press, 
Cambridge ; New York. 
RIVM (2001), The IMAGE 2.2 Implementation of the SRES scenarios: A comprehensive analysis 
of emission, climate change and impacts in the 21st century [RIVM CD-ROM publication 
481508018). National Institute for Public Health and the Environmental (RIVM), Bilthoven, 
the Netherlands. 
Saikawa, E., J. Kurokawa, M. Takigawa, J. Borken-Kleefeld, D. L. Mauzerall, L. W. Horowitz and 
T. Ohara (2011), The impact of China’s vehicle emissions on regional air quality in 2000 and 
2020; a scenario analysis, Atmospheric Chemistry and Physics, 11, 9465-9484.  
Shindell, D., G. Faluvegi, M. Walsh, S. C. Anenberg, R. Van Dingenen, N. Z. Muller, J. Austin, D. 
Koch and G. Milly (2011), Climate, health, agricultural and economic impacts of tighter 
vehicle-emission standards, Nature Climate Change, 1, 59-66.  
Subramanian, R., E. Winijkul, T. C. Bond, W. Thiansathit, N. Oanh, I. Paw-Armart and K. G. 
Duleep (2009), Climate-relevant properties of diesel particulate emissions: results from a 
piggyback study in Bangkok, Thailand, Environmental Science & Technology, 43, 4213-4218. 
World Bank (2008), World Development Indicators (WDI) (database), World Bank Publications, 
Washington. 
Yao, Z., H. Huo, Q. Zhang, D. G. Streets and K. He (2011), Gaseous and particulate emissions from 




7.4 Figures and Tables 




Demand for new 
vehicles 




) compared with new 
vehicles or vehicles on the road (IRF
c
, and other local agencies) 
Retirement rate 
Statistical data of vehicle age distribution at a specific point (e.g., 
Transportation Energy Data Book) 
Timing of emission 
standards 
Observations of  timeline of emission standards (e.g., Dieselnet, Delphi, 
and local environmental protection agencies) 
Emission factor and 
degradation rate 
Measurements of emission factors (e.g. I/M 
d 
programs, remote sensing, 
and traffic tunnel testing) 
Superemitter 
transition rate 
Measurements of emission factors of a large number of vehicles (e.g. I/M 
programs, remote sensing, and traffic tunnel testing) 
Vehicle activity 
Observations of vehicle usage frequency (e.g., Transportation Energy 
Data Book) 
Emission projections 
Emission estimates by other studies (compared past emissions in Section 
4.1); application of air quality model (e.g., CMAQ
e
)  to estimate PM 




Comparison with state or country where retrofit and/or scrappage takes 
place 
a
 IEA stands for International Energy Agency. 
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 EIA stands for U.S. Energy Information Administration. 
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 IRF stands for International Road Federation. 
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 I/M stands for inspection and maintenance program. 
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 CMAQ stands for Community Multiscale Air Quality. 
 
