Abstract-With the increase of the scale and intensity of the parallel I/O workloads generated by those scientific applications running on high-performance computing facilities, understanding the I/O dynamics, especially the root cause of the I/O performance variability and degradation in HPC environment, have become extremely critical to the HPC community. In this paper, we run extensive I/O measuring tests on a production leadershipclass storage system to capture the performance variabilities of large-scale parallel I/O. Analyzing these results and its statistic correlation revealed some valuable insights into the characteristics of the storage system and the root cause of I/O performance variability. Further, we leverage these findings and propose an I/O middleware design refactoring which can improve the performance of the parallel I/O by optimizing the data striping and placement. Our preliminary evaluation results demonstrate the proposed approach can reduce the average per-process write latency by at least 80% and the maximum per-process write latency by at least 20%.
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I. INTRODUCTION
The scale and complexity of high-performance parallel storage facilities have increased significantly during the past decade. Since these large-scale storage systems are usually shared by many users and absorbing huge amount of data generated by a wide variety of applications, a side-effect of this growing complexity is that it also exacerbates the potential resource contention and load imbalance in the storage systems, which leads to non-negligible, user-perceived I/O performance variability.
It has been known that the efficiency of large-scale parallel computation jobs is sensitive to the I/O performance variability. For example, the analysis results presented by recent studies, such as [1] , [2] , [3] , etc., reveal that the I/O performance those large-scale parallel scientific applications achieved in production runs suffers from the I/O variabilities of the storage systems. Specifically, since the performance of the parallel I/O is often determined by the slowest process (all the other processes are blocked and cannot resume the computation until the slowest process completes the I/O), more variabilities on the I/O latency lead to more wasted computation time during the application's execution, thereby more wasted energy and money.
From user's perspective, the I/O variabilities increase the difficulties in estimating and requesting computation resources as well. For example, when the users submit their scientific jobs to the supercomputers, they need to specify how much execution time is required to complete their jobs and let the job scheduler allocate the computation resources based on their requirements. The total execution time of a scientific application usually consists of two parts, the time spent on the computation and that spent on the I/O. Compared to the computation time, which is often deterministic and easy to estimate, the time spent on the I/O operations is much more inconstant and time-dependent. Due to the inconstancy of the I/O latency, the execution time allocated to the job might be used up and the job has to be terminated before the completion of the computation. Without further precaution, the existing computation results will be lost because of such nondeterministic job termination. Actually, in practice, the users have to rely on some form of defensive programming techniques, such as "checkpointing", to periodically export their execution state and intermediate results to a persistent storage, so that the terminated job can be resumed without rolling back to the very beginning of the computation. Similarly, "checkpointing" incurs extra overhead in terms of both CPU time and I/O bandwidth.
Furthermore, the uncertainty brought by the I/O variabilities makes it difficult for the users of the scientific applications to arrange and optimize their workflows in an efficient way. For example, during the execution of some scientific simulation program such as XGC [4] , some of the intermediate simulation results are periodically written to the storage system. Users can analyze or visualize such intermediate results during the simulation by reading the data back to memory. Due to the uncertainty of the I/O latency, it is difficult for the users to determine how much intermediate data should be written and how often the online data analysis or visualization should be launched, since the overhead will increase significantly if they are launched at the time when the I/O latency is high.
On the other hand, although many existing studies that focus on the performance analysis of parallel I/O have given some interesting and insightful results, the understanding of the I/O dynamics, especially the root cause of the I/O performance variability and degradation in the large-scale HPC storage systems, is still far from thorough and complete. Therefore, we conduct a comprehensive measurement and analysis of the user-perceived I/O performance in a production leadership-class storage system, and summarize all our findings in this paper. The main purpose of our study presented by this paper is trying to identify the causal relationship between the characteristics of the storage system and the I/O performance the parallel applications running on that system achieves. More specifically, our study helps us answer multiple important questions about the I/O performance in HPC storage environment, including but not limited to: Why are the ideal I/O performance numbers of single OST hard to achieve? Why is the system caching critical to the I/O performance? Why are I/O requests with some specific sizes achieve better performance than the others? Why does the I/O variability show some strong spatial patterns? etc. Based on our answers to these questions, we propose and evaluate some preliminary I/O middleware designs, which can leverage our findings to refactor the parallel I/O workloads and improve their performance during runtime. The contribution of this paper can be summarized as three aspects:
• We run extensive I/O measuring tests on a production leadership-class storage system and collect huge amount of I/O traces which capture abundant performance dynamics of large-scale parallel I/O.
• We thoroughly analyze the results of our I/O performance measurement, which provide some valuable insights into the characteristics of the storage system and the I/O performance variability. To the best of our knowledge, some of our findings are presented for the first time.
• We introduce how to leverage some of our findings to refactor the parallel I/O from middleware design point of view. The preliminary evaluation results demonstrated the effectiveness of proposed I/O refactoring method. The remainder of this paper is organized as follows. In section II we provide a survey of existing studies that concentrate on the I/O performance variability issues in HPC environment. We also introduce some background knowledge about our evaluation and test platform, OLCF Titan supercomputer and its center-wide file system Spider II the in section III. We introduce the methodology of our I/O performance measurement in section IV and analyze all the measurement results in section V. Based on our analysis results, we propose and evaluate some preliminary I/O middleware designs in VI. Finally, we conclude our findings and future work in section VII.
II. RELATED WORK
In this section, we present a brief review on existing work to depicit how the I/O performance variability issue in HPC environment has been studied.
First of all, in order to study the performance variability of the large-scale parallel I/O, many existing work focus on I/O trace collection from production storage systems. In [5] , the Darshan I/O tracing tool is presented, which is designed to accurately capture the I/O behavior of large-scale scientific applications. Such tool enables both researchers and applications developers gain more insight into the parallel I/O access patterns at extreme scale, so that they can better utilize the storage systems and improve the I/O performance of the HPC applications. With the help of Darshan, several detailed studies on parallel I/O performance of HPC storage systems have been published. For example, [6] presented the analysis of two-month application-level I/O traces collected from Intrepid, a 557-teraflop IBM Blue Gene/P system, using Darshan. In [3] , Darshan traces collected from three different supercomputing facilities during a much longer time period (6 years) are analyzed. Since Darshan aims to collect traces with minimal overhead, it only records summary I/O statistics of each job. However, during the execution of each job, thousands of I/O requests could be issued and each of them might get different performance numbers. Therefore, the measurement results obtained by using Darshan are coarse-grained, and at times may not be enough for a comprehensive understanding of the I/O performance dynamics in HPC storage systems.
Second, besides using tools like Darshan to collect the I/O traces from real HPC applications during production run, the system designers and administrators generally benchmark the I/O performance of the HPC systems with synthetic I/O benchmarks before putting a system into production. For example, the Interleaved or Random (IOR) parallel I/O benchmark [7] is commonly used to test the I/O performance of newly deployed leadership-class computing facilities, such as Intrepid [8] , Edison [9] , Titan [10] , etc. However, since such tests are often run without other background I/O traffic, the measurement results from these tests often cannot capture the performance variability caused by I/O contention. There are two solutions to overcome the deficiency of the pre-production testings. One is using synthetic I/O benchmarks to measure the I/O performance during storage systems' production run, like those presented in [1] , [11] , [12] . The other one is using vendorprovided tools to collect low-level I/O traces. For example, [13] analyzes the traces collected from two production HPC storage clusters at the backend RAID controller using tools provided by the device manufacturer. All of these studies demonstrate varying degrees of I/O performance variability in the HPC storage systems, but few of them tries to identify the root cause of the performance variability or degradation from a systematic point of view. This is why we consider our study as a complement to the existing work, since we not only conduct the I/O performance measurement and analysis, but also connect the patterns we observed from our measurement results to the inherent design of the storage system.
Since running large-scale I/O performance measurements on production supercomputing facilities is not only difficult but also expensive, some researchers study the performance of parallel I/O in HPC storage systems through simulation. For example, [14] proposes a parallel discrete-event simulation tool named CODES for analyzing performance of exascale storage systems. Built upon CODES, FusionSim is developed to simulate a newly designed parallel file system [15] . Similar simulation tools also include PFSsim [16] and SIMCAN [17] , which are two parallel file system simulators developed under the OMNeT++ framework [18] . Although these simulation tools provide more flexibilities in I/O performance analysis, the I/O traces collected from the production storage systems, such as the fine-grained I/O traces presented in this paper, are still critical to drive the simulation and validate the simulation results.
In summary, since the HPC storage systems are always shared by many different applications and accessed in parallel, the I/O performance perceived by each application might be affected by many factors which are still unknown to the HPC community during runtime. Our study presented by this paper is a valuable complement to the existing studies and can provide more insight for the HPC community to help both system administrators and application developers better undnerstand the I/O dynamics of the storage systems and inspire them to come up with new approaches to make the usage of the storage systems more efficent.
III. BACKGROUND
Our primary evaluation and test platform is OLCF Titan supercomputer and its center-wide file system Spider II. Herein we provide an overview to facilitate an understanding and follow-up discussion. Titan is a Cray XK7 system with 18,688 compute nodes, and 710 TB of total system memory. The high capability compute machine is backed by a center-wide parallel file system known as Spider II [19] . Spider II, which is based on the Lustre technology [20] , is one of the worlds fastest and largest POSIX-complaint parallel file systems. It is designed to serve write-heavy I/O workloads. Figure 1 shows the topology diagram, and in particular, the multi-layered data path.
In order to provide connectivity over different networks and communicate between file system clients and servers over these networks, Lustre provides a network abstraction layer called LNET (Lustre Networking). Specifically, on the frontend at the compute side of Titan computing facility, there are two different types of nodes: compute and Lustre I/O router nodes. Both types of nodes are part of the Gemini network [21] in 3D torus topology. Each node has a unique network ID (NID) for addressing purposes. 440 XK7 service nodes are configured as Lustre LNET routers on Titan. Of these, 432 are used for file I/O and 8 are for metadata communication. Titan I/O routers are connected to the Spider II TOR switches via InfiniBand FDR links. Note that the Spider II TOR switches enable these I/O routers to reach to the back-end storage system (OSSes and OSTs).
According to [19] and [10] , on the back-end storage side, Spider II has 20,160 Near-Line SAS disks organized in RAID 6 arrays. Each of these RAID arrays act as a Lustre Object Storage Target (OST). An OST is the target device where the Lustre parallel file system does file I/O (read or write) at the object layer. The OSTs are connected to the Lustre Object Storage Servers (OSSes) over direct InfiniBand (IB) FDR links; a patched version of Lustre 2.4.3 is running on the I/O servers. The storage system is split into two distinct, nonoverlapping sections, and each is formatted as a separate name space (atlas1 and atlas2) to increase reliability, availability, and overall meta data performance. Each file system has 144 OSSs and 1,008 OSTs. Each OSS is connected to a 36-port IB FDR top-of-the-rack (TOR) switch and two DDN controllers, for reliability. Each TOR switch (36 in total) is connected with a total of 8 OSSes. Each switch also connects to two 108-port aggregation switches. The aggregation switches provide connectivity for the Lustre meta data and management servers.
IV. MEASUREMENT METHODOLOGY
The goal of this measurement-driven study is to better understand the dynamics of the user-perceived I/O performance in a production leadership-class storage system. Due to the complexity of the system architecture and the unpredictability of the background workloads in the production environment, the I/O measurement methodology needs to be carefully designed. The remainder of this section introduces the details of our measurement methodology.
A. I/O Measurement Setup
In order to be able to tune the configuration of our I/O performance measurement in a flexible manner, we implement our measurement code based on ADIOS I/O library [22] . By calling different transport methods provided by ADIOS with different parameter settings, our code can measure the userperceived I/O performance under different scenarios. There are two scenarios that our measurement mainly concentrates on: 1) the performance of single OST and 2) the performance of a large number of OSTs under large-scale parallel I/O workloads.
For evaluating the first scenario, we conduct two different tests. The first test is randomly picking one OST from the 1,008 OSTs in atlas1 file system and issuing write requests from a single compute node with different sizes to that OST respectively. The second test is using multiple compute nodes to issue the I/O requests with the same size to the same OST concurrently. We have randomly launched both of these two measurements 20 times during one week period to capture the performance dynamics.
For evaluating the second scenario, in each test, we reserved 1,008 cores on Titan and launched one MPI process per core. By using the ADIOS Lustre transport method which internally calls the llapi provided by Lustre file system, we establish an one-on-one mapping between the processes and OSTs, so that the process with rank 0 is mapped to OST 0, that with rank 1 is mapped to OST 1, ..., etc. Each of these processes first writes a specific size of data to the OST paired with it, and then reads the data back from that OST. Performance of 10 different I/O sizes are measured in each iteration. In order to capture the I/O performance dynamics, we ran such performance measurement job on Titan roughly every two hours during one week period.
B. I/O Trace Collection
Since the ADIOS library wraps low-level POSIX I/O function calls with its transport methods, in order to obtain accurate timing information, we adopt the technique used by [23] to measure the latency of those I/O operations. Basically, by leveraging the dynamic library preloading, we can intercept each low-level I/O function call and record the elapsed time spent on each function call in a lightweight manner. In each run of the measurement, the I/O traces of each process are stored in an individual trace file. Since we only focus on several I/O function calls, the size of those trace files are negligible.
V. MEASUREMENT RESULTS AND ANALYSIS
In Lustre file system, the large files are usually striped and stored on different OSTs across the system to achieve high throughput. Those data chunks are bulk transferred between the Lustre clients and the OSTs through a large-scale and highspeed network. In this section, we present and analyze the measurement results of the user-perceived I/O performance under two scenarios: 1) only issuing I/O requests to a single OST and 2) issuing I/O requests to multiple OSTs in parallel.
A. User-Perceived Performance of I/O Issued to Single OST
The purpose of conducting the measurement on single OST is to explore the potential maximum user-perceived I/O performance each OST can achieve in a production environment.
1) Performance of issuing single I/O request to single OST: The first measurement we conduct is issuing I/O requests with different sizes to a single OST and collecting the performance statistics for each request. Specifically, we have randomly launched 20 times of this measurement on Spider II storage system during one week. In each measurement, we randomly pick one OST from the 1,008 OSTs in atlas1 file system, and issue write requests with different sizes to that OST respectively. Although we measure the performance of write requests with sizes ranging from 4KB to 1GB, we do not present the results of requests less than 1MB due to the space limit, since the Lustre file system uses 1MB RPC for internal data transmission by default and the I/O requests will not be able to saturate the bandwidth until they are larger than 1MB. Another thing worth noting is that we do not exclude the effect of system caching from the measurement results shown in Figure 2 (we do not call the "fsync" function after each write) as we focus on the user-perceived performance. In our later measurement, we evaluate the I/O performance when caching effect is excluded by calling the "fsync" function (see Figure  4) .
As illustrated in Figure 2 , for issuing a single write request to a single OST, if the request size is within the range from 1MB to 1GB, the user-perceived write throughput might be more than 600MB/s.
Key Insight: Performance of single OST under single write request could be much higher than the performance applications usually achieve during the production runs. For issuing a single write request to a single OST, the best user-perceived write throughput can be achieved in the production Spider II storage system is more than 600MB/s, which can be treated as an ideal performance number for Spider II. However, due to the I/O interference and contention, such number is rarely observed for production runs and we will demonstrate this in our following measurements.
2) Impact of concurrent access to single OST: The second measurement we conduct is issuing multiple I/O requests to the same OST simultaneously to evaluate how the concurrent access to a single OST affects the user-perceived I/O performance. In order to eliminate the interference at the compute node level, in our measurement, we only launch one Lustre object storage client (OSC) on each compute node and each of them issues one write request with the same size to the same OST.
As shown in Figure 3 , if the size of the write request is larger than 64MB, when we increase the number of OSCs issuing the write requests concurrently, the average user-perceived write throughput per OSC drops accordingly due to the interference as we expect. Surprisingly, however, for the write request with size ranging from 1MB to 64MB, even we increase the number of concurrent write requests to 64, the average throughput per OSC almost remains the same as that achieved by only issuing Key Insight: For specific write request sizes, concurrent access to single OST does not necessarily lead to performance degradation. The counterintuitive observation on write requests with size ranging from 1MB to 64MB implies that the Lustre file system reserves resources in a per-client manner to reduce the interference between concurrent I/O requests. In fact, based on Lustre's design documents, when configuring the LNET routers, a parameter named peer buffer credits is used to control the number of messages buffered for each OSC and such parameter is set as 64 in Spider II. Therefore, our conjecture about the root cause of this observation is: The 64MB write request from each OSC is divided into 64 RPC messages which just saturate the buffer of LNET routers. Since the LNET router mantains a buffer with such size for each OSC, even the number of concurrent requests increases, they do not interference with each other much. However, if the size of each write request is larger than 64MB, the buffer on the LNET router reserved for each OSC cannot hold all the messages generated by each write request. Therefore, the data transmission latency increases, leading to performance degradation.
3) Impact of system caching on user-perceived performance: In the third measurement, we evaluate how the system caching affects the user-perceived I/O performance. Basically, in our source code developed for the performance measurement, we call "fsync" function right after the "write" function which notifies the file system to flush the data buffered in all levels of system cache to the storage devices. Then when we calculate the I/O throughput for each measurement case shown in Figure 4 , we include the time spent on data flushing.
As shown in Figure 4 , if we call the "fsync" function to exclude the effect of system caching, the time spent on data flushing dominates the I/O lantency which degrades the average user-perceived per-request throughput significantly. Moreover, the benefit of writing data smaller than 64MB per request, which we have observed in Figure 3 , does not exist anymore.
Key Insight: System caching is critical to maintaining high I/O throughput in large-scale parallel storage systems. Without system caching, significant degradation on userperceived I/O performance occurs. This is also why application developers do not use "fsync" in their code very often except when the users have extremely strict requirement on data persistence.
B. User-Perceived Performance of Large-Scale Parallel I/O
Lustre file system is designed for large-scale parallel I/O generated by HPC applications, therefore, we conduct intensive experiments to measure the user-perceived performance of Spider II storage system under large-scale parallel I/O. Specifically, in each measurement, we used 1,008 cores on Titan and launch one MPI process on each core. Using the llapi provided by Lustre file system, we form an one-onone mapping between the processes and OSTs. Basically, the process with rank 0 is mapped to OST 0, that with rank 1 is mapped to OST 1, ..., etc. Each of these processes first writes a specific size of data to the OST paired with it, and then reads the data back from that OST. Both the write and read performance statistics are recorded. We ran such performance measurement job on Titan roughly every two hours (since the execution of each job on Titan is scheduled by the job scheduler, we cannot guarantee the time interval between two consective measurements is constant) during one week and collected results of 84 times (around 12 times per day) I/O performance measurement in total.
1) Overview of the measurement results on full-scale parallel I/O during one week: We first present an overview of the one-week performance measurement results under the fullscale parallel I/O (issuing parallel I/O requests to all OSTs in atlas 1 file system). In Figure 5 , we illustrate the average user-perceived I/O throughput values collected from all 1,008 OSTs during one week. From the figure, we can observe that the 4MB I/O requests achieve the best average per-OST throughput and for requests with size larger than 4MB, the per-OST throughput decreases with the increase of the request size. Another interesting observation is the read performance is much worse than the write performance in Spider II. For example, when the 4MB I/O requests are issued, the average user-perceived per-OST write throughput is almost 80% higher than the read throughput.
Key Insight: Large-scale parallel I/O requests generate interference along the I/O path. Under the full-scale parallel I/O, the per-OST throughput drops significantly when the size of the I/O requests is larger than 64MB. Since only one I/O request is issued to each OST, different from the previous measurement where multiple I/O requests are forwarded to the same OST through almost identical paths, the I/O paths for different requests are different in this measurement. However, some devices, such as the LNET routers, IB switches, OSSs, etc., could still be shared by different I/O paths. Therefore, our conjecture is the parallel I/O requests with size larger than 64MB cause resource contention at these devices along the I/O path and degrade the performance.
Key Insight: The write operations outperform the read operations on Spider II. The gap between the read and write performance observed in our measurement on a production leadership-class storage system is not suprising, as different from the read function call which cannot be returned until the data is transmitted all the way from the storage devices to the application, the write function call can be returned to the application before the data is actually committed to the storage devices with the help of system caching, meaning the user-perceived write performance could be much higher than the read performance. Since reading the entire dataset with full precision could take much longer time than we expect, it is necessary to apply data reduction techniques to future high-performance computing and storage systems. Actually, if the entire dataset can be stored as different data chunks with different precision levels and the applications can selectively read the data chunks based on their precision requirements, the efficiency of the storage system will increase significantly. In Figure 6 , we illustrate the histogram of the user-perceived per-OST write throughput collected from all 1,008 OSTs in atlas 1 at different time of a day. Specifically, each row in this figure shows the performance distributions among OSTs under different write request sizes at a specific time, while each column shows how the performance distributions among OSTs vary across time during a day. First, from the figure, we can observe that there is significant performance difference among OSTs at each measurement time. For example, when we wrote 1MB data to each OST at 7:25am on Nov. 14, 2016, the maximum write throughput achieved among all the OSTs was 507.86MB/s, while the minimum one was only 24.98MB/s. Second, we can observe that although the distribution of the per-OST write throughput varies with time, there is still some stable patterns exist. For example, when the size of the write request is 1MB or 4MB, the distribution of the userperceived per-OST write throughput shows some multimodal characteristics. When the I/O request size approaches 64MB, the performance distribution becomes stable. If the request size continuously increases to 256MB or 1GB, the multimodal characteristics appear again and a considerable portion of OSTs' throughput decreased to less than 200MB/s..
Key Insight: Imbalanced I/O traffic distribution among OSTs aggravates the performance variability. The significant performance difference among OSTs observed at each measurement time indicates that the I/O traffic are not evenly distributed in the parallel storage system. At any given time, some of the OSTs are more heavily used than the others. The imbalanced I/O traffic increases the performance variabilities which has significant affect on the I/O performance of the large-scale parallel computing jobs. Especially, when a job is writing a checkpoint, no matter when all the other processes complete the checkpoint write, they usually cannot resume the computation until the slowest process finishes the I/O. Therefore, the default I/O placement strategy provided by Lustre which places the data stripes in a round-robin fashion among OSTs is suboptimal. A load-aware data placement strategy is needed during runtime which can distribute the data in a more balanced way (direct more I/O traffic to relatively idle OSTs, etc.).
Key Insight: The performance distribution among OSTs shows some multimodal characteristics. The multimodal characteristics observed in the distribution of the userperceived per-OST write throughput suggest that the I/O traffic from other jobs running on the system is competing the bandwidth on some OSTs with the I/O from our measurement job. Specifically, when the size of the write requests from our measurement job is relatively small (1MB or 4MB), the I/O performance of our measurement job on some OSTs is affected by the I/O traffic from some other large-scale jobs, which is why we observe multiple peaks with different bandwidth values in the histogram. When the size of the write requests approaches 64MB, the I/O from our measurement job dominates the bandwidth and the I/O performance becomes relatively stable. When the request size is relatively large (256MB or 1024MB), the write requests from our measurement job start interfering each other, leading to significant performance degradation, which is reflected by the histograms.
Compared to the box plot which only shows the summary statistics, the violin plot can show the distribution shape of the data based on the kernel density estimation, which is particularly useful for visualizing data with multimodal distributions. Specifically, in the violin plot, wider sections of the violin plot represent a higher probability that members of the population will take on the given value, while the skinnier sections represent a lower probability. Therefore we adopt violin plot to visualize the distribution of the userperceived per-OST write throughput on each day of the week in Figure 7 . First, from the figure, we can also observe the multimodal characteristics in the per-OST performance distribution, especially when the size of the write requests is relatively small (1MB, 4MB, or 16MB). Second, for the small request sizes, the performance distribution on Friday, Saturday and Sunday show different pattern compared to that on the other four weekdays. Specifically, more OSTs shows good performance numbers during Friday to Sunday than that on the other four weekdays, meaning the storage system is relatively idle on Friday and the weekend. Moreover, during Monday to Thursday, the performance numbers of OSTs spread out across a wide range more evenly, which means the I/O workloads from other running jobs hit a large number of OSTs with different intensity on the weekdays.
3) Impact of system topology on parallel I/O performance: According to the system architecture of Spider II, the I/O traffic issued to multiple OSTs might share same devices along the I/O path, which means the performance achieved on each OST is not independent to each other. Therefore, by analyzing the correlation between performance of all OSTs can help us understand how the system topology impact the I/O performance. Since we launched our measurement job 84 times during one week, for each OST, we obtained 84 user-perceived performance values. If we define the random variable X i and X j to represent the user-perceived performance of the i-th and j-th OST, we can use those 84 observed performance values to calculate the sample correlation coefficient as follows to estimate the population Pearson correlation between the userperceived performance of the i-th and j-th OST:
wherex i andx j are the sample means of X i and X j , n is 84 in our case. For each pair of OSTs, we can calculate the correlation coeefficient using the above formula and finally form the correlation matrices of the user-perceived performance of all 1,008 OSTs under write requests with different sizes. We visualize those correlation matrics in Figure 8 , where the more shadowy the element is, the higher correlation coeefficient it has. Since we only want to focus on those OST pairs with moderate and strong correlation, according to the suggestion given by [24] , we exclude the elements whose values are less 0.4 from the correlation matrix shown in each sub-figure of Figure 8 . From these correlation matrices, we can observe that the user-perceived per-OST performance shows some strong spatial patterns. For example, when the size of the write request is relatively small (1MB-16MB), the correlation matrix shows some stripe patterns. Or more specifically, as shown in Figure  8 (a), 8(b), 8(c), some rows (or columns) of the correlation matrix have darker color, meaning the OSTs represented by those rows have moderate or strong correlation with more OSTs than the other OSTs do. Also, the rows with darker color are evenly distributed in the correlation matrix. When the size of the write request increases to 64MB, as shown in Figure 8(d) , the previous stripe patterns fade away and the correlation among OSTs becomes weak. However, as shown in Figure 8 (e) and 8(f), when the size of each write request continuously increases to 256MB and 1GB, a new "chess board" pattern shows up. Basically, in the correlation matrix the elements with higher correlation coeefficient values group into many squares with different sizes, which further form multiple stripes parallel to the diagonal of the correlation matrix.
Key Insight: The performance of large-scale parallel I/O on Spider II shows strong spatial patterns. Our conjuecture on the root cause of these interesting patterns shown in the correlation matrix is the tree-like topology of the storage system. In the storage system, multiple OSTs usually share some I/O devices along the I/O path, including OSSs, IB switches, LNET routers, etc. If the I/O contention happens on these devices, the performance of the OSTs sharing these devices might be affected simultaneously. This is why these OSTS have relatively strong correlation with each other. Since the OSTs sharing the same device are not necessarily numbered in a consecutive manner, we can observe such stripe patterns in the correlation matrix. Moreover, parallel I/O with different per-request sizes generates different patterns in the correlation matrix. Actually, when the size of the write request is large (1GB for example), the I/O requests issued by our measurement job generate some congestions along the I/O path at the IB switch level, etc. Since 56 different OSTs share one IB switch, we can clearly observe those 56×56 squares around the diagonal of the correlation matrix. All these patterns we observed indicate that when issuing large-scale parallel I/O to the storage system, the I/O traffic placement needs to be carefully crafted to mitigate the interferances.
VI. DESIGN IMPACT AND ANALYSIS
Our measurement and analysis results reveal some interesting I/O characteristics of the Spider II storage system. In this section, we introduce how to leverage some of our findings to refactor the parallel I/O from middleware design point of view. For this initial study, we only focus on the parallel writes o improve the I/O performance in Spider II. We also present some preliminary evaluation results to demonstrate the 
A. Motivation
According to our measurement and analysis results, due to the per-client caching mechanism inherent in Lustre file system, if the size of data written per process is less than or equal to 64MB, each process can still acheive relatively high user-perceived write throughput even when multiple processes write the data to the same OSTs simultaneously (as shown in Figure 3 ). On the other hand, if the size of the data written per process is greater than 64MB, even one process only writes data to one OST, the throughput degrades significantly when a large number of processes write the data concurrently (as shown in Figure 5 and 6 ). Therefore, in order to improve the write performance of the large-scale parallel jobs, especially the performance of large writes, we need to refactor the placement of the I/O traffic to leverage the I/O characteristics of the storage systems.
More specifically, since the 64MB-per-process writes achieve relatively high throughput with less variance on Spider II storage system, our basic idea of refactoring the large-scale parallel writes is to split the data chunks larger than 64MB into that of size 64MB, while at the same time reorganize the placement of those data chunks among OSTs to balance the I/O traffic. We can achieve this goal through two different approaches: 1) We can set the data stripe size and stripe count to satisfy our requirement using the llapi provided by Lustre file system. 2) We explicitly split the large data chunk into multiple chunks of size 64MB and create multiple threads so that each thread writes only 64MB to one OST. We illustrate an example in Figure 9 .
As shown in Figure 9 , assuming 1,008 compute nodes are allocated to our job, the original I/O workload is launching one process on each of these compute nodes and establishing an one-on-one mapping between the processes and OSTs so that the process with rank 0 writes 256MB to OST 0, that with rank 1 writes 256MB to OST 1, ..., etc. In order to leverage the caching benefits, we refactor the original I/O and split the 256MB-write into four 64MB-writes. As shown in the Figure, each of these 64MB data chunks is delivered to a different OST and the following strategy is used to balance the write traffic to each OST: If we use d ij to denote the j-th data chunk (64MB) from compute node i, then d i0 is sent to the OST i, d i1 is sent to OST (i + 1), ..., etc. Once i + j > 1007, data chunk d ij is sent to OST (i + j − 1008).
B. Evaluation
As we have mentioned above, there are two approaches to refactor the large parallel write workload, one is using the llapi and the other is explicitly spliting the data chunk. Next we evaluate both of them and analyze which one achieves better performance on Spider II storage system.
In our evaluation, for each run of the measurement job, we write same amount of data using both the original approach and the two I/O refactoring approaches we have mentioned above respectively. We launch our measurement job 10 times randomly during 3 days. As shown in Figure  10 (left), compared to the original write workload, both llapibased I/O refactoring and the I/O refactoring through explicit data striping improve the write performance in terms of the average per-process write latency. In fact, the performance improvement of using explicit data striping is more significant than that of using llapi-based I/O refactoring. Furthermore, since the performance of the parallel I/O is often determined by the slowest process (all the other processes cannot resume the computation until the slowest process completes the I/O), we also present the maximum latency among all processes for each case. As shown in Figure 10 (right), llapi-based I/O refactoring is not better (or even worse) than the original approach, while using explicit data striping achieces lower maximum write latency in all 10 experiments. Therefore, the I/O refactoring based on the explicit data striping has more potential to improve the performance in practice.
VII. CONCLUSION AND FUTURE WORK
The I/O performance variability has huge impact on the efficiency of those large-scale scientific applications. In this paper, we conducted extensive I/O performance tests on a production leadership-class storage system. Our measurement and analysis results revealed several valuable insights into the characteristics of the storage system and the I/O performance variability, some of which have not been presented by existing studies. By leveraging our these findings and insights, we proposed a I/O middleware design optimization to improve the performance of the parallel I/O by refactoring the data striping and placement. The preliminary evaluation demonstrates the effectiveness of proposed refactoring design. In summary, we studied I/O performance, in particular, the all important userperceived performance through extensive I/O measurement and analysis on a production system. It also proposed new techniques to optimize the efficiency of the parallel I/O and storage systems.
In our future work, we plan to integrate proposed techniques into those widely-used HPC I/O middlewares, such as ADIOS [22] . Besides leveraging the system caching benefits, we can also refactor the data placement based on the spatial patterns observed in our measurement results to mitigate the I/O interference. Moreover, we plan to integrate statistical models into the middleware layer to predict the I/O performance during runtime, so that the adaptive I/O refactoring can be possible.
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