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Abstract
We study the spectrum of random ergodic Schro¨dinger-type operators in the weak
disorder regime. We give upper and lower bounds on how much the spectrum expands at
its bottom for very general perturbations. The background operator is assumed to be a
periodic elliptic differential operator on Rd, not necessarily of second order.
1 Introduction
Quantum Hamiltonians modelling condensed matter typically exhibit a lattice structure. In
the idealized setting one uses operators which are periodic with respect to the lattice,
while more realistic models, taking into account disorder present in the model, consist in
random operators which are homogeneous and ergodic with respect to lattice translations.
In the framework of quantum mechanics the key to understanding properties of the underlying
physical system is the spectrum of the operator. It is a fundamental fact in the theory
of random operators that the spectrum of an ergodic or metrically-transitive ensemble of
operators is almost surely non-random, in the sense that there exists a fixed set Σ ⊂ R such
that for almost all elements in the ensemble, the spectrum of the operator coincides with Σ.
This holds even in an abstract Hilbert space setting, cf. e.g. [15].
The structure or shape of the spectrum as a subset of the real axis and its measure
theoretic features are intimately connected to conductance and transport properties of the
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condensed matter. With the emergence of disorder the spectrum of as a set grows. In order to
understand this expansion in a quantitative way, one introduces a scalar parameter coupling
the random part of the Hamiltonian to the periodic background operator. In the simplest
case the coupling is linear. The question of interest in the present paper is: At what rate does
the spectrum expand, as the scalar coupling increases? This is the first step in the analysis
of more delicate spectral properties. Indeed, it is precisely the new portions of the spectrum
generated by the random perturbation of the Hamiltonian where interesting phenomena (like
a transition from point to continuous spectrum) are expected to occur. We consider here
only the expansion of spectrum at its lowest edge, although it seems that a refinement of
our methods together with substantially more technical effort would apply to general spectral
edges as well.
Themotivation for the present work is the following: The most commonly encountered sit-
uation for weak-disorder random Schro¨dinger operators is that the spectrum expands linearly
with the disorder — provided that sign conspiracy does not prevent expansion altogether. (If
−∆ is perturbed by a non-negative potential, there is obviously no expansion of the spectrum.)
However, there are examples where the expansion is quadratic in the disorder parameter. So
it is natural to ask whether even slower growth (cubic, quartic, . . . ) is possible to occur? In
the most important case, growth can occur only either with a linear or a quadratic rate, as
we discuss in Corollary 2.4 and Remark 2.5 below.
More generally, we derive in the present paper estimates on the expansion of the spectrum
which are in line with earlier research, in particular on the weak disorder regime, e. g. [1], [23],
[20], [21], [11], [12], [10], [13], [14], [8], [7]. Let us give some more details: In [1] the fractional
moment method is developed to show localization for the Anderson model in the weak disorder
regime, [23] treats the Anderson model as well and gives an estimate on the size of the energy
interval where localization occurs as a function of the disorder parameter. This bound has
been refined in [20] and [11], while a similar result for random operator on Rd has been derived
in [21]. In the later paper the single site potential is allowed to change sign, but needs to have
a non-vanishing average. In the context of the present paper, this means the spectral edge
is shifted linearly as a function of the disorder parameter. Discrete alloy type models on Zd
have been analyzed in [12], and for Z3 an analogous result to [21] has been derived in [10].
It covers also the case when the average of the single site potential is zero, which requires
a more detailed analysis. In particular, this means the spectral edge is shifted quadratically
as a function of the disorder parameter. A particular regime where one can prove Anderson
localization is the Lifshitz tail region near the spectral bottom. Upper and lower bounds on
the size of the region (again as a function of the disorder parameter) have been given in [13]
and [14]. The results mentioned so far concern models where a random potential is coupled
linearly to a kinetic energy term. In contrast to this [8] and [7] analyse low lying eigenvalues
of (long, finite segments of) randomly shifted and curved waveguides, respectively. In this
case the random perturbation term depends in a nonlinear way on the random variables and
the disorder parameter and consist of (lower order) differential operators.
The present paper provides a fundamental analysis about the location of the spectrum
which is a prerequisite for identifying the energy region of Anderson localization. For a
broader discussion of the physical intuition and the relevance of our result to the general
understanding of spectral properties of random Hamiltonians we refer to the discussion in our
previous work [5]. There we have carried out an analogous analysis for discrete Hamiltonians,
i.e. matrix operators over ℓ2(Zd). In the discrete setting one has less technical questions to
take care of, for instance properly defined domains or compactness properties, either because
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certain operators are automatically bounded, or because auxiliary Hilbert spaces are finite
dimensional. Nevertheless, our approach carries over to a very general class of operators in
continuum space. In the present paper we chose not to present the most general model class
(which we may do in some later manuscript) but to restrict ourselves to the case that the
unperturbed periodic part of the Hamiltonian is a differential operator, and the perturbations
satisfy certain relative boundedness conditions. This framework has the advantage that it on
one hand covers a variety of physically relevant cases, but on the other hand is specific enough
to avoid a long list of abstract hypotheses.
We close the section highlighting the general scope, the flexible versatility, and the tech-
nical advancements of our approach. In comparison to mentioned previous work on spectral
properties of random Schro¨dinger type operators in the weak-disorder regime the present
paper has the following new features
• The results are formulated for very general types of random operators (actually quadratic
forms).
• The results require only weak assumptions on the random variables entering the model.
In particular, the range of values need not be of fixed sign, nor an interval.
• No monotonicity condition for the random perturbations is assumed.
• We prove both upper and lower bounds for the bottom of the perturbed spectrum.
This is motivated by the fact that the mechanism which determines the expansion of the
spectrum is of quite universal nature. So it makes more sense to establish it once and for all
models of practical importance, rather than to repeat the argument in each setting separately.
2 Model and main results
Let x = (x1, . . . , xd) be Cartesian coordinates in R
d, d > d1 > 1, e1, . . . , ed1 be linearly
independent vectors in Rd, and Γ be the lattice {x ∈ Rd : x = z1e1 + . . . + zd1ed1 , zi ∈ Z}.
By Π we denote an infinite domain in Rd which is invariant with respect to shifts along Γ,
namely, for each x ∈ Π, k ∈ Γ we have x − k ∈ Π. Let  be a periodicity cell of Π, i.e., a
minimal domain such that Π is the interior of
⋃
k∈Γ
k, k := {x ∈ R
d : x− k ∈ }.
Letm > 1 be a given natural number, Aαβ = Aαβ(x), α, β ∈ Z
d
+, |α|, |β| 6 m, be functions
defined on Π satisfying the conditions:
Aαβ are -periodic, Aαβ ∈ C
|α|(Π), Aβα = Aαβ ,∑
α,β∈Zd+
|α|=|β|=m
Aαβ(x)ξ
α+β > c0|ξ|
2m, x ∈ Π, ξ ∈ Rd, (2.1)
where for ξ = (ξ1, . . . , ξd), α+β = (α1+β1, . . . , α2+β2) we denote ξ
α+β := ξα1+β11 ·. . . ·ξ
αd+βd
d ,
and c0 is a fixed positive constant independent of x and ξ. The boundary of the domain Π is
assumed to be C2m-smooth. In L2(Π) we consider the operator
H0 :=
∑
α,β∈Zd+
|α|,|β|6m
(−1)|α|∂αAαβ∂
β, ∂α :=
∂α
∂xα
(2.2)
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subject to the Dirichlet condition
u = 0,
∂ju
∂νj
= 0, on ∂Π, j = 1, . . . ,m− 1, (2.3)
where ν is the outward normal to ∂Π. Thanks to conditions (2.1), the operator H0 is self-
adjoint, elliptic, and lower semi-bounded on the domain
D(H0) := {u ∈W
2m
2 (Π) : boundary conditions (2.3) are satisfied}.
The associated sesquilinear form is
h0(u, v) =
∑
α,β∈Zd+
|α|,|β|6m
(Aαβ∂
βu, ∂αv)L2(Π) in L2(Π) (2.4)
on the domain
D(h0) := {u ∈W
m
2 (Π) : boundary conditions (2.3) are satisfied}.
The above stated facts aboutH0 can be proven in the same way as for second order differential
operators, one should just employ appropriate smoothness improving theorems, see [2, Ch.
III, Sect. 6, Lm. 6.3].
Let ωk, k ∈ Γ, be a sequence of bounded, non-trivial, independent, identically distributed
random variables with distribution measure µ. We assume that
{s−, s+} ∈ suppµ ⊆ [s−, s+],
where the numbers s± satisfy one of the following alternatives:
s− < 0 < s+ (2.5)
or
0 6 s− < s+. (2.6)
Without loss of generality we suppose that each random variable ωk is defined on the prob-
ability space (suppµ,B, µ), where B is the Borel σ-algebra on suppµ ⊂ [s−, s+], and ωk are
just the identity mappings on suppµ. Thus the random field (ωk)k∈Γ is an element of the
product probability space (Ω,
⊗
ΓB,P) with measure P :=
⊗
k∈Γ µ and configuration space
Ω := ×k∈Γ suppµ.
We let γΠ := ∂∩∂Π, γl := ∂\∂Π. By W˚
2m
2 (, γΠ) we denote the subspace ofW
2m
2 ()
consisting of functions satisfying the boundary conditions
u = 0,
∂ju
∂νj
= 0 on γΠ, j = 1, . . . ,m− 1. (2.7)
Let L(t), t ∈ [−t0, t0], t0 > 0, be a family of operators from W˚
2m
2 (, γΠ) into L2() defined
as
L(t) = tL1 + t
2L2 + t
3L3(t), (2.8)
where Li are bounded symmetric operators from W˚
2m
2 (, γΠ) into L2(); moreover, the
operator L3(t) is assumed to be bounded uniformly in t. We also suppose that the map
t 7→
(
L3(t) : W˚
2m
2 (, γΠ)→ L2()
)
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is continuous in t ∈ [−t0, t0].
By S(k), k ∈ Γ, we denote the shift operator: (S(k)u)(x) := u(x− k). The main operator
of our study is
Hε(ω) := H0 + Lε(ω), ω := (ωk)k∈Γ, Lε(ω) :=
∑
k∈Γ
S(k)L(εωk)S(−k), (2.9)
in L2(Π) on the domain D(Hε(ω)) := D(H0). Here ε is a small positive parameter.
Let us clarify the action of the operator Lε(ω). Given u ∈ D(H0), it is clear that the
restriction of u on k belongs to W˚
2m
2 (k, γ
k
Π), γ
k
Π := ∂k ∩ ∂Π. Then (S(−k)u)(x) =
u(x + k) is an element of W˚ 2m2 (, γΠ) and the action of L(εωk) on S(−k)u is well-defined
as an element of L2(). By applying S(k) to the result of the action, we just shift the
function L(εωk)S(−k)u to the cell k. In this way each operator S(k)L(εωk)S(−k) acts on
W˚ 2m2 (k, γ
k
Π) and the operator Lε(ω) is a sum of such single cell actions. Since the operators
Li are H0-bounded and symmetric, by the Kato-Rellich theorem the operator Hε(ω) is self-
adjoint for sufficiently small ε.
Our main aim is to study the behavior of the spectrum σ(Hε(ω)) of the operator Hε(ω).
The later results will consider the asymptotic behaviour for (very) small ε > 0. For our
first main result we merely require that ε is sufficiently small so that for all ω the perturbed
operator Hε(ω) is self-adjoint.
Theorem 2.1. For all sufficiently small ε there exists a closed set Σε such that
σ(Hε(ω)) = Σε P− a.s. (2.10)
The set Σε is equal to the closure of the union of spectra of periodic realizations of Hε(ω),
explicitly,
Σε =
⋃
N∈N
⋃
ξ is 2NΓ-periodic
σ
(
Hε(ξ)
)
, (2.11)
where the second union is taken over all sequences ξ : Γ → suppµ, which are periodic with
respect to the sublattice 2NΓ := {2Nq : q ∈ Γ}.
Here we adopt the following convention: In statements which are deterministic, i.e. valid
for all configurations ξ : Γ → suppµ we will denote the sequences by ξ, in statements which
are probabilistic, e.g. hold only for almost all configurations, we will use the symbol ω for the
configuration ω : Γ→ suppµ.
The next part of our results is devoted to the position of inf Σε. More precisely, we shall
describe how inf σ(H0) is shifted by the perturbation Lε(ω). First we describe the spectrum
of H0. Since this operator is periodic, we can employ a Floquet-Bloch decomposition to find
σ(H0). We introduce the Brillouin zone

∗ := {θ ∈ 〈e1, . . . , ed1〉 : θ = θ
∗
1e
∗
1 + . . .+ θ
∗
d1
e∗d1 , θ
∗
i ∈ [0, 1)},
where e∗1, . . . , e
∗
d1
are the vectors in the linear span S := 〈e1, . . . , ed1〉 defined by the conditions
(ei, e
∗
j )Rd = 2πδij ,
and δij is the Kronecker delta. On  we introduce the operator
H0(θ) :=
∑
α,β∈Zd+
|α|,|β|6m
(−1)|α|(∂ + iθ)αAαβ(∂ + iθ)
β (2.12)
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subject to boundary conditions (2.7) and to periodic boundary conditions on γl. Here, i is
the imaginary unit and for a given α = (α1, . . . , αd) ∈ Z
d
+, θ = (θ1, . . . , θd) ∈ S, the symbol
(∂ + iθ)α stands for the differential expression(
∂
∂x1
+ iθ1
)α1 ( ∂
∂x2
+ iθ2
)α2
· · · · ·
(
∂
∂xd
+ iθd
)αd
.
The spectrum of H0 is given by the identity [22, Ch. 4, Sect. 4.5, Thm. 4.5.1]
σ(H0) =
⋃
θ∈∗
σ(H0(θ)). (2.13)
We assume that inf σ(H0(θ)) is a discrete eigenvalue for all θ ∈ 
∗. We denote this eigenvalue
by E0(θ). The function θ 7→ E0(θ) is 
∗-periodic and continuous in ∗, a compact set.
Consequently it attains the global minimum at some point θ0 ∈ 
∗:
Λ0 := E0(θ0) = min
∗
E0(θ). (2.14)
There is a positive constant c1 independent of θ ∈ 
∗ such that
dist
(
E0(θ), σ(H0(θ)) \ {E0(θ)}
)
> c1, (2.15)
Again by compactness and formula (2.13)
inf σ(H0) = Λ0. (2.16)
The eigenfunctions of H0(θ0) associated with E0(θ0) and orthonormalized in L2() are de-
noted by ψ
(j)
0 , j = 1, . . . , n. We choose these eigenfunctions so that the matrix with the
entries (L1e
iθ0xψ
(i)
0 , e
iθ0xψ
(j)
0 )L2() is diagonal. This is possible by the theorem on simultane-
ous diagonalization of two quadratic forms in a finite-dimensional space.
Consider the 2n numbers
s−(L1ψ
(i)
0 , ψ
(i)
0 )L2(), i = 1, . . . , n, s+(L1ψ
(i)
0 , ψ
(i)
0 )L2(), i = 1, . . . , n.
Assume that the minimal value is attained at an index i = i0 and for s∗ ∈ {s−, s+}. We
denote
Λ1 := (L1e
iθ0xψ0, e
iθ0xψ0)L2(), ψ0 := ψ
(i0)
0 . (2.17)
By ψ1 we denote the unique solution to the equation
(H0(θ0)− Λ0)ψ1 = −e
−iθ0xL1e
iθ0xψ0 + Λ1ψ0 ⊥ ker(H0(θ0)− Λ0) (2.18)
such that this solution is orthogonal to ψ
(j)
0 , j = 1, . . . , n. We let
Λ2 := (L1e
iθ0xψ1, e
iθ0xψ0)L2() + (L2e
iθ0xψ0, e
iθ0xψ0)L2(). (2.19)
Our next main result reads as follows.
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Theorem 2.2. For any minimizing triple θ0 ∈ 
∗, i0 ∈ {1, . . . , n}, s∗ ∈ {s−, s+} as defined
above, there exist C, ε0 ∈ (0,∞) such that for all ε ∈ [0, ε0] and for all sequences ξ : Γ →
[s−, s+]
σ(Hε(ξ)) ⊆
{
λ ∈ R : dist(λ, σ(H0)) 6 Cε(|λ|+ 1)
}
. (2.20)
For the bottom of the almost sure spectrum Σε the estimate
Σε 6 Λ0 + εs∗Λ1 + ε
2s2∗Λ2 +
ε3s3∗Λ3(εs∗)
1 + ε2s2∗‖ψ1‖
2
L2()
(2.21)
holds true, where Λ3 : R → R is a continuous function, in particular, uniformly bounded on
compact intervals.
In fact, one can show the following explicit representation for Λ3(t):
Λ3(t) =− (Λ1 + tΛ2)‖ψ1‖
2
L2()
+ 2Re(L2e
iθ0xψ0, e
iθ0xψ1)L2()
+
(
(L1 + tL2)e
iθ0xψ1, e
iθ0xψ1
)
L2()
+
(
L3(t)e
iθ0xψ0(ψ0 + tψ1), e
iθ0x(ψ0 + tψ1)
)
L2()
.
(2.22)
Remark 2.3. If we have several minimizing triples {θ0, i0, s∗}, estimate (2.21) is valid for each
of them. In this situation one should choose a triple, for which s∗Λ1 is minimal. If all such
quantities are same, then one should minimize s2∗Λ2.
For many types of periodic operators H0 and generic perturbations L1 the coefficient Λ1
does not vanish, and one sees a linear shift of Σε. Let us consider the case Λ1 = 0. We will
show that in this case, for many models, the almost sure spectrum Σε must expand at least
quadratically — i.e. cubic, quartic, or weaker expansions cannot occur.
Corollary 2.4. Assume that Λ1 = 0 and L2 is a non-positive operator, cf. (2.8) and (2.17).
Then
Λ2 6 −c1‖ψ1‖
2
L2()
where c1 is the strictly positive spectral gap in (2.15).
Remark 2.5. Thus the question arises, in what situations we can ensure that ψ1 does not
vanish, i.e. that e−iθ0xL1e
iθ0xψ0 is not the zero vector. This is for instance the case if H0
is the pure Laplacian and L1 a multiplication operator V . In this case θ0 = 0, H0(0) is
the Laplacian with periodic boundary conditions, ψ0 is the normalized constant function, so
that V ψ is only identically zero if V itself is trivial. More generally, H0 can be any operator
satisfying a unique continuation property for eigenfunctions or the Harnack inequality for the
ground state.
Likewise, ψ1 cannot vanish if H0 satisfies the Harnack inequality and e
−iθ0xL1e
iθ0x is a
positivity preserving operator.1
1An L2-function is called positive if f is nonnegative almost everywhere and does not vanish identically.
A self-adjoint operator A on an L2-space is called positivity preserving if Af is positive whenever f is in the
domain of A and positive.
7
Our next result provides a lower bound for inf Σε. First we need to introduce additional
notations and assumptions: Given u, v ∈ W˚ 2m2 (, γΠ), by integration by parts it is easy to
convince oneself that∑
α,β∈Zd
+
|α|,|β|6m
(−1)|α|
(
(∂ + iθ0)
αAαβ(∂ + iθ0)
βu, v
)
L2()
=
m∑
j=1
(B2m−ju,Bj−1v)L2(γl) +
∑
α,β∈Zd+
|α|,|β|6m
(
Aαβ(∂ + iθ0)
βu, (∂ + iθ0)
αv
)
L2()
,
(2.23)
where Bj = Bj(x, ∂) are linear differential operators of order at most j with continuous
coefficients defined on γl. Since the functions Aαβ are -periodic, the above formula remains
true if we replace  by k. We make the following assumption:
(A1). There are real-valued functions bj ∈ C(∂) such that
bj =
B2m−jψ0
Bj−1ψ0
χ{Bj−1ψ0 6=0} on γl, j = 1, . . . ,m, (2.24)
where χ♮ is the characteristic function of a set ♮. Assume also that the coefficients of
the boundary operators B2m−j − bjBj−1 belong to C
j(γl).
On W˚m2 (, γl) we introduce the sesquilinear form
ĥ0(u, v) :=
∑
α,β∈Zd+
|α|,|β|6m
(
Aαβ(∂ + iθ0)
βu, (∂ + iθ0)
αv
)
L2()
+
m∑
j=1
(bjBj−1u,Bj−1v)L2(γl). (2.25)
Thanks to conditions (2.1) and assumption (A1), this form is symmetric, lower-semibounded
and closed. By Ĥ0 we denote the self-adjoint operator in L2() associated with the form ĥ0.
This is the operator
Ĥ0 =
∑
α,β∈Zd
+
|α|,|β|6m
(−1)|α|(∂ + iθ0)
αAαβ(∂ + iθ0)
β , (2.26)
in L2() subject to the Dirichlet condition on γΠ and to the condition
(B2m−j − bjBj−1)u = 0 on γl. (2.27)
The domain of Ĥ0 consists of the functions in W˚
2m
2 (, γΠ) satisfying the above boundary
conditions on γl.
It is straightforward to check that ψ0 is an eigenfunction of Ĥ0 associated with the eigen-
value Λ0. Moreover, we make one more assumption
(A2). The bottom of the spectrum of Ĥ0 is a simple eigenvalue and equal to Λ0.
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Let ψ̂1 ∈ D(Ĥ0) be the solution to the equation(
Ĥ0 − Λ0
)
ψ̂1 = −e
−iθ0xL1e
iθ0xψ0 + Λ1ψ0
such that this solution is orthogonal to ψ0 in L2(). We denote
Λ̂2 := (L2e
iθ0xψ0, e
iθ0xψ0)L2() + (L1e
iθ0xψ̂1, e
iθ0xψ0)L2(). (2.28)
The main result concerning a lower bound is provided by the following theorem.
Theorem 2.6. Assume (A1) and (A2). For all sufficiently small ε > 0 the estimate
inf Σε > Λ0 + εs∗Λ1 + ε
2s2∗Λ̂2 − Cε
3 (2.29)
holds true, where C is a non-negative constant independent of ε.
An immediate corollary of Theorems 2.2 and 2.6 is that under Assumptions (A1), (A2)
we have the asymptotics
inf σ(Hε(ω)) = Λ0 + εs∗Λ1 +O(ε
2) P− a.s. (2.30)
Moreover, if Λ̂2 = Λ2 for at least one of the minimizing triples (θ0, i0, s∗), the asymptotics is
even more precise
inf σ(Hε(ω)) = Λ0 + εs∗Λ1 + ε
2s2∗Λ2 +O(ε
3) P− a.s. (2.31)
Note that the additional assumptions (A1), (A2) required for the lower bound (2.29) are
not very restrictive. A simple example is provided by the operator H0 in Π = R
d in the
case Aαβ = 0 for |α| < m or |β| < m. Then the ellipticity condition in (2.1) implies that
(H0u, u)L2(Rd) > 0. The lowest eigenvalue of the operator H0(θ) attains its minimum Λ0 = 0
for θ = 0; the associated eigenfunction ψ0 is just a constant: ψ0 = ||
− 1
21, where 1 stands for
the function being 1 everywhere in . This eigenvalue is simple. All the associated functions
bj vanish identically and the form ĥ0 is given by the formula
ĥ0(u, v) =
∑
α,β∈Zd+
|α|,|β|=m
(Aαβ∂
βu, ∂αv)L2().
The quadratic form ĥ0(u, u) is non-negative and its value vanishes only for the function ψ0. It
means that in this case both Assumptions (A1), (A2) are satisfied. The constant Λ1 is given
by the formula
Λ1 =
1
||
(L11,1)L2().
The number s∗ is fixed by the inequalities
s∗Λ1 6 s+Λ1, s∗Λ1 6 s−Λ1.
The asymptotics (2.30) holds true.
It should be also mentioned that we choose Dirichlet boundary condition (2.7) just for
simplicity. The type of boundary condition is not used in our proofs and the Dirichlet con-
dition can be replaced by any other boundary condition ensuring the self-adjointness of the
operator H0 on an appropriate subspace of W
2m
2 (Π). The operators Li are to be symmetric
on functions in W 2m2 () satisfying the boundary condition on γΠ involved in the definition
of H0. Then the main results remain true.
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3 Examples
In this section we discuss examples of unperturbed operators H0 and perturbations Lε. First
of all we stress that all the examples we discuss below are considered in an arbitrary periodic
domain Π. Classical examples of the differential operator H0 are Schro¨dinger operators
H0 = −∆+ V (x),
magnetic Schro¨dinger operators
H0 = (i∇ +A)
2,
operators with a variable metric
H0 = −
d∑
i,j=1
∂
∂xi
Aij
∂
∂xj
,
or the bi-Laplacian
H0 = ∆
2.
In the above examples all the coefficients V , A, Aij are supposed to be periodic with respect
to Γ and smooth enough.
One more class of examples are Schro¨dinger operators with δ-interaction on a periodic
system of disjoint bounded manifolds. Namely, let M0 ⊂  be a given C
3-manifold of codi-
mension one without boundary. By M we denote the periodic system of manifolds obtained
by the shifts of M0 along Γ. We consider the operator
H0 = −∆+ V in Π (3.1)
subject to the Dirichlet boundary condition on ∂Π and to the boundary conditions
[u]M = 0,
[
∂u
∂ν
]
M
= bu|M = 0, (3.2)
where [·]M denotes the jump of a function on M , ν is the normal vector to M and b ∈ C
2(M)
is a given function periodic with respect to lattice Γ. Of course, the above introduced operator
does not fit our assumptions since its domain is not W˚ 22 (Π, ∂Π). But it was shown in [4, Sect.
8, Ex. 5], [3, Sect. 8, Ex. 5] that there exists an explicit unitary transformation that reduces
operator (3.1), (3.2) into a self-adjoint differential operator with domain W˚ 22 (Π, ∂Π). This
new operator has the same spectrum as the operator introduced in (3.1) and (3.2).
The class of examples of operators Li is wider than for the operator H0. The reason is
that the operators Li are not necessarily differential ones. Of course, symmetric differential
operators are standard examples for Li:
Li =
∑
α,β∈Zd
+
|α|,|β|6m
(−1)|α|∂αBαβ∂
b,
where Bαβ are given functions defined on  satisfying the conditions:
Bαβ ∈W
|α|
∞ (), Bβα = Bαβ.
10
The values on γl are to be chosen so that by the integration by parts we get∑
α,β∈Zd
+
|α|,|β|6m
(−1)|α|(∂αBαβ∂
bu, v)L2() =
∑
α,β∈Zd
+
|α|,|β|6m
(Bαβ∂
bu, ∂αv)L2(), u, v ∈ W˚
2m
2 (, γΠ),
and all the boundary integrals over γl vanish. In particular, this includes potential and
magnetic fields. In this case our results are applicable to the perturbation by a random
potential and a random magnetic field.
Our next example is an integral operator:
(Liu)(x) =
∫

K(x, y)u(y) dy,
where the kernel K(x, y) is such that Li is a symmetric operator. A sufficient condition is,
for instance,
K(x, y) = K(y, x) and
∫
×
|K(x, y)|2 dx dy <∞.
Also, more complicated examples like integro-differential operators or pseudodifferential op-
erators are possible.
The next class of examples concerns the situation where a considered operator fits our
assumptions after certain transformations. Here the first example is the above mentioned
δ-interaction, see (3.1), (3.2). As Li, we can also choose a δ-interaction of such type. One
just needs to replace the second boundary condition in (3.2) by[
∂u
∂ν
]
Mk
+ εωkbu
∣∣
Mk
= 0,
where Mk is the shift of M0 by k ∈ Γ. Then we deal with a random δ-potential. And
again by applying the approach of [4, Sect. 8, Ex. 5], [3, Sect. 8, Ex. 5] we can reduce
the operator with a δ-interaction to a differential operator with the same spectrum. This
differential operator satisfies the representation (2.9).
The next example is a small random deformation of a boundary. There are various ways
how to introduce it, we dwell only on one of them. Let ν be the outward normal to ∂Π, ζ be
the distance measured along ν and ρ ∈ C2(γΠ) be a given function vanishing in the vicinity
of γl ∩ ∂Π. We introduce a domain Πε(ω) whose boundary is defined as
∂Πε(ω) := {x : θ = εG(ω, x)}, G(ω, x) :=
∑
k∈Γ
ωkρ(x− k).
In the domain Πε(ω) we consider the operator
Hε(ω) :=
∑
α,β∈Zd
+
|α|,|β|6m
(−1)|α|∂αAαβ∂
β
subject to the Dirichlet condition with coefficients Aαβ satisfying (2.1). As in [3, Sect. 8, Ex.
4], one can construct a mapping of the domain Πε(ω) onto Π and a unitary transformation
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of Hε(ω) such that the transformed perturbed operator satisfies representation (2.9) and has
the same spectrum.
Our next two examples are borrowed from [6]. LetW l =W l(x) be a continuous compactly
supported function defined on Rd, and W s =W s(x, ζ), ζ = (ζ1, . . . , ζd), stands for a function
in ×Rd being 1-periodic with respect to each of the variables ζi, i = 1, . . . , d, having a zero
mean ∫
(0,1)d
W s(x, ξ) dξ = 0 for each x ∈ ,
and compactly supported with respect to x:
suppW s(·, ξ) ⊆ Q ⊂  for each ξ ∈ Rd,
where Q is a some fixed set. We assume the following smoothness for the function W s:
∂|α|+|β|W s
∂xα∂ξβ
∈ C(×Rd), α, β ∈ Zd+, |α| 6 3, |β| 6 1.
We let
W loc(x′, ε) := ε−aW l
(
x′
ε
)
, W osc(x, ε) := ε−aW s
(
x,
x
ε
)
,
W loc(x′, 0) := 0, W osc(x′, 0) := 0,
where 0 6 a < 1 is a given number. The potential W loc has large values due to the presence
of the factor ε−a but is localized on a set of diameter ε. The potential W osc has also large
values, is localized on set Q and oscillates fast due to the presence of xε in its definition.
The perturbed operators are introduced as
Hε(ω) := −∆+
∑
k∈Γ
W loc(· − k, εωk), Hε(ω) := −∆+
∑
k∈Γ
W osc(· − k, εωk).
It was shown in [6] that there exist unitary transformations reducing each of the above
perturbed operators to operators satisfying representation (2.9).
We also stress that any combination of the above perturbed operators is also covered by
out general results. For instance, one can consider a combination of a random magnetic field
with a random deformation of a boundary, a random integral operator and a δ-interaction, a
fast oscillating potential and a potential localized on a small set, etc.
4 Proof of Theorem 2.1
To prove statement (2.10), we follow the ideas of [15]. In accordance with Theorem 1 in that
paper, it is sufficient to check the following conditions:
1. Measurability. For each z ∈ C \R the mapping Ω ∋ {ξk}k∈Γ 7→ (Hε(ξ) − z)
−1 defined
on our product probability space (Ω,F,P), where F :=
⊗
ΓB is the product σ-algebra,
is weakly measurable. Namely, for each u, v ∈ L2(Π) the mapping {ξk}k∈Γ 7→
(
(Hε(ξ)−
z)−1u, v
)
L2(Π)
is P-measurable.
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2. Homogeneity. There exists an index set I, a family of measure preserving transforma-
tions Ti : Ω→ Ω, i ∈ I, and a family of unitary operators Ui, i ∈ I, on L2(Π) satisfying
for all i ∈ I
Hε(Tiξ) = UiHε(ξ)U
∗
i . (4.1)
3. Ergodicity. Any A ∈ F such that T−1i A = A for each i ∈ I satisfies P(A) = 0 or
P(A) = 1.
We check the measurability following the argument of Proposition 6 in [15]. First we observe
that by the continuity of L3(t) in t, the scalar function t 7→ (L3(t)u, v)L2() is measurable for
each u ∈ W˚ 2m2 (, γΠ), v ∈ L2(). Then we represent the resolvent of Hε(ξ) as(
Hε(ξ)− z
)−1
=(H0 + Lε(ξ)− z)
−1
=(H0 − z)
− 1
2
(
I + (H0 − z)
− 1
2Lε(ξ)(H0 − z)
− 1
2
)−1
(H0 − z)
− 1
2 .
By the lemma following Proposition 6 in [15] the operator
(
I + (H0 − z)
− 1
2Lε(ξ)(H0 −
z)−
1
2
)−1
is measurable and it implies the desired measurability of Hε(ξ).
To show homogeneity, we let I := Γ, Ti({ξk}k∈Γ) := {ξk+i}k∈Γ, Ui := S(i). It is obvious
that the operators S(i) are unitary and S∗(i) = S−1(i) = S(−i). Employing definition (2.9) of
operator Hε(ω) and the obvious identity S(k)S(i) = S(k+ i), by straightforward calculations
we see that Condition (4.1) is satisfied. Since the marginal distributions of the product
measure P are all equal, the mappings Ti are measure preserving, namely, P(T
−1
i (A)) = P(A)
for each i ∈ I, A ∈ F . Moreover, the product structure of P implies that the family Ti, i ∈ I
is mixing, and in particular ergodic. Thus there exists indeed a set Σε ⊆ R which is almost
surely the spectrum of Hε(ω). In particular, Σε is closed.
In order to prove (2.11), we adapt a similar proof in [16] (see Theorems 3, 4 and Lemma 2
in this paper). Given N ∈ N, we denote
ΓN := {x ∈ R
d : x = z1e1 + . . . + zd1ed1 , zi ∈ Z, |zi| 6 N},
and ΠN is the interior of
⋃
k∈ΓN
k. For ξ, ω ∈ Ω, q ∈ Γ, we let
DN (ξ, ω, q) :=

∑
k∈ΓN
‖L(εξk)− S(q)L(εωk)S(−q)‖W˚ 2m2 (k,γkΠ)→L2(k)


1
2
, (4.2)
where ‖ · ‖X→Y stands for the norm of an operator acting from Hilbert space X into Hilbert
space Y . We introduce the set
Bξ :=
{
ω ∈ Ω : ∀ N ∈ N ∀ p ∈ N ∃ q(N, p, ξ) ∈ Γ : DN (ξ, ω, q) <
1
p
}
. (4.3)
Lemma 4.1. For each ξ ∈ Ω we have P(Bξ) = 1.
Proof. We follow the proof of Lemma 2 in [16]. We let
Bξ,N,p :=
{
ω ∈ Ω : ∃ q(ω) ∈ Γ : DN (ξ, ω, q) <
1
p
}
. (4.4)
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The definition of DN implies DN+1(ξ, ω, p) > DN (ξ, ω, p) and hence Bξ,N+1,p ⊆ Bξ,N,p.
Furthermore Bξ,p+1 ⊆ Bξ,p. Set Bξ,p :=
∞⋂
N=1
Bξ,N,p and Bξ :=
∞⋂
p=1
Bξ,p. Monotone continuity
of probability measures implies then
P(Bξ,p) = lim
N→∞
P(Bξ,N,p), P(Bξ) = lim
p→∞
P(Bξ,p).
Thus, it is sufficient to prove that P(Bξ,N,p) = 1 for each N, p ∈ N. Since the set Bξ,N,p is
invariant under the shifts {Ti}i∈Γ, it is by ergodicity sufficient to prove that P(Bξ,N,p) > 0.
Obviously
B∗ξ,N,p :=
{
ω ∈ Ω : DN (ξ, ω, 0) <
1
p
}
⊆ Bξ,N,p
(just chose q(ω) = 0). So, it suffices to show P(B∗ξ,N,p) > 0 to complete the proof.
The definition of the operator L(t) yields
L(t1)−L(t2) = (t1 − t2)L1 + (t
2
1 − t
2
2)L2 + (t
3
1 − t
3
2)L3(t1) + t
3
2
(
L3(t1)− L3(t2)
)
.
This identity, definition (4.2) of DN and the continuity of operator L3(t) in t imply immedi-
ately that DN (ξ, ω, 0) tends to zero as ξi−ωi → 0, i ∈ ΓN . Hence, there exists δ = δ(ξ, p,N)
such that DN (ξ, ω, 0) <
1
p once |ξi − ωi| < δ, i ∈ ΓN . In other words,
{ω ∈ Ω : |ξi − ωi| < δ, i ∈ ΓN} ⊆ B
∗
ξ,N,p
Since ΓN is finite, we see that the set on the right has a positive measure, whenever all
ξi, i ∈ ΓN are elements of suppµ. It implies that B
∗
ξ,N,p is of positive P-measure.
Lemma 4.2. The identity
Σε =
⋃
ξ∈Ω
σ(Hε(ξ)) =
⋃
ξ∈Ω
σ(Hε(ξ))
holds true.
Proof. We adapt the proof of Theorem 3 in [16]. First of all, by (2.10) we have
Σε ⊆
⋃
ξ∈Ω
σ(Hε(ξ))
Let us prove the opposite inclusion.
We fix ξ ∈ Ω and take λ ∈ σ(Hε(ξ)). By the Weyl criterion there exists a characteristic
sequence {ϕp}p∈N ⊂ D(H0) such that
‖ϕp‖L2(Π) = 1, ‖(Hε(ξ)− λ)ϕp‖L2(Π) 6
1
p
, p ∈ N. (4.5)
By [2, Ch. III, Sect. 6, Lm. 6.3] we have the estimate
‖ϕp‖W 2m2 (Π) 6 C
(
‖(H0 + i)ϕp‖L2(Π) + |λ|+ 1
)
,
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where C is a constant independent of p and ε. Hence, the norm ‖ϕp‖W 2m2 (Π) is bounded
uniformly in p, and the suprema
ϕ∗p := sup
k∈Γ
‖ϕp‖W 2m2 (k), ϕ
∗ := sup
p∈N
ϕ∗p
are well-defined and finite. Pick ω from the full measure set
Ω∗ := Bξ ∩ {ω ∈ Ω : σ(Hε(ω)) = Σε} ⊆ Bξ,Np,p
and let us show that ψp := S(−q(Np, p, ω))ϕp is a characteristic sequence for Hε(ω) at λ.
Here Np is a number fixed by the inequality
‖ϕp‖W 2m2 (Π\ΠNp ) 6
1
p
, (4.6)
while q comes from definition (4.4) of the set Bξ,Np,p. Employing definition (4.3) of the set
Bp, (4.5), (4.6), by straightforward calculation we obtain
‖(Hε(ω)− λ)ψp‖L2(Π) = ‖(H0 + S(−q)Lε(ω)S(q)− λ)ϕp‖L2(Π)
6 ‖(Hε(ξ)− λ)ϕp‖L2(Π) + ‖(S(−q)Lε(ω)S(q)− Lε(ξ))ϕp‖L2(Π)
6
1
p
+ ‖(S(−q)Lε(ω)S(q)− Lε(ξ))ϕp‖L2(ΠNp )
+ ‖(S(−q)Lε(ω)S(q) − Lε(ξ))ϕp‖L2(Π\ΠNp )
6
1
p
+DNp(ξ, ω, q)ϕ
∗ + C‖ϕp‖W 2m2 (Π\ΠNp )
where the constant C is independent of p. Since the chosen ω is in particular in Bξ,Np,p and
by the choice (4.6)
1
p
+DNp(ξ, ω, q)ϕ
∗ + C‖ϕp‖W 2m2 (Π\ΠNp ) 6
1
p
+
ϕ∗
p
+
C
p
.
Hence, ψp is indeed a characteristic sequence for Hε(ω)−λ, i.e. λ ∈ σ(Hε(ω)) for any ω ∈ Ω
∗.
Therefore, σ(Hε(ξ)) ⊆ Σε for each ξ ∈ Ω. This completes the proof of the lemma.
In view of the above lemma, we can obtain Σε as the union of the spectra Hε(ξ) over all
ξ ∈ Ω. We follow the proof of Theorem 4 in [16] to prove that this union can be taken over
2kΓ-periodic configurations ξ only.
Given N ∈ N, ξ ∈ Ω, we introduce the 2NΓ-periodic sequence ξ(N) ∈ Ω as follows:
ξ
(N)
k = ξk, k ∈ Γ2N , and for k ∈ Γ \ Γ2N we define other terms of ξ
(N) by the periodic
continuation. If we prove that Hε(ξ
(N)) converges to Hε(ξ) as N →∞ in the strong resolvent
sense, it will imply σ(Hε(ξ)) ⊆
∞⋃
N=1
σ(Hε(ξ(N))), and hence,
⋃
ξ∈Ω
σ(Hε(ξ)) =
⋃
N∈N
⋃
ξ is 2NΓ-periodic
σ
(
Hε(ξ)
)
,
which will prove (2.11).
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The desired strong resolvent convergence means that for each f ∈ L2(Π) the solution
to the equation
(
Hε(ξ
(N)) − i
)
u(N) = f converges in L2(Π) to the solution of the equation(
Hε(ξ)− i
)
u = f . These equations yield(
Hε(ξ
(N))− i
)
(u− u(N)) =
(
Lε(ξ
(N))− Lε(ξ)
)
u.
Hence, by the definition of ξ(N) and the estimate for the resolvent of a self-adjoint operator
‖u− u(N)‖L2(Π) 6
∥∥(Lε(ξ(N))−Lε(ξ))u∥∥L2(Π) 6 C‖u‖W 2m2 (Π\Π2N ),
where C is a constant independent of u andN . Since u ∈W 2m2 (Π), we get ‖u‖W 2m2 (Π\Π2N )
→ 0
as N →∞ and this completes the proof of Theorem 2.1.
5 Upper bound on inf Σε: Proof of Theorem 2.2.
In order to prove (2.20), first we estimate the resolvent of the unperturbed operator H0. Since
this operator is self-adjoint, we have for any λ in the resolvent set
‖(H0 − λ)
−1‖L2(Π)→L2(Π) =
1
dist(λ, σ(H0))
. (5.1)
We rewrite the resolvent equation (H0 − λ)u = f as
(H0 − i)u = (λ− i)u+ f. (5.2)
Since the operator (H0− i) is invertible, by [2, Ch. III, Sect. 6, Lm. 6.3] and (5.1), the solution
of equation (5.2) satisfies the estimate
‖u‖W 2m2 (Π) 6 C‖(λ− i)u+ f‖L2(Π) 6
C(|λ|+ 1)
dist(λ, σ(H0))
‖f‖L2(Π), (5.3)
where C is a positive constant independent of λ and f .
Consider the resolvent equation for Hε(ξ), ξ ∈ Ω:
(H0 + Lε(ξ)− λ)u = f.
We can rewrite it as (
I + Lε(ξ)(H0 − λ)
−1
)
(H0 − λ)u = f,
where I is the identity mapping. Hence, once
‖Lε(ξ)(H0 − λ)
−1‖ < 1, (5.4)
the resolvent of Hε is well-defined and is given by the formula
(Hε(ξ)− λ)
−1 = (H0 − λ)
−1
(
I + Lε(ξ)(H0λ)
−1
)−1
.
In view of the definition of operators Li and estimate (5.3), we see that inequality (5.4) is
satisfied provided
Cε(|λ|+ 1)
dist(λ, σ(H0))
sup
|t|6t0
‖L(t)‖W 2m2 ()→L2() < 1, (5.5)
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where constant C is the same as in (5.3). Hence, such λ are in the resolvent set of Hε(ω). A
contraposition of this statement yields (2.20).
Given s ∈ suppµ, we denote by ξs the constant sequence {s}k∈Γ. It follows from (2.11)
that Σε ⊇ σ(Hε(ξ
s)), and hence, by the minimax principle
inf Σε 6 inf σ(Hε(ξ
s)) = inf
u∈D(Hε(ξs))
u 6=0
(
Hε(ξ
s)u, u
)
L2(Π)
‖u‖2
L2(Π)
. (5.6)
Let φε(x, s) := ψ0(x) + εsψ1(x). Since both functions ψ0 and ψ1 satisfy periodic boundary
conditions on γl, we extend φ
ε
s periodically to Π keeping the same notation for the extension.
By χp : Π → [0, 1] we denote an infinitely differentiable function being one in Πp, vanishing
in Π \ Πp+2 and satisfying the estimates∣∣∣∣∂αχp∂xα
∣∣∣∣ 6 Cα in Πp+2 \ Πp, (5.7)
where Cα is a positive constant independent of p and x. We also suppose that χp in fact
depends only on the d1 coordinates in S. More precisely, for each pair x, x˜ ∈ Π such that
x− x˜ is orthogonal to S, we have χp(x) = χp(x˜).
In view of the above described properties of φε and χp, the function
uεp(x) := e
iθ0xφε(x, s)χp(x)
belongs to the domain of H0 and therefore, u
ε
p ∈ D(Hε(ξ
s)). We choose uεp as the test function
in (5.6) to obtain
inf Σε 6
(
Hε(ξ
s)uεp, u
ε
p
)
L2(Π)
‖uεp‖
2
L2(Π)
. (5.8)
Let us calculate the right hand side of this inequality. It is clear that(
Hε(ξ
s)uεp, u
ε
p
)
L2(Π)
‖uεp‖
2
L2(Π)
=
(
(H0(θ0) + e
−iθ0xLε(ξ
s)eiθ0x)φεχp, φ
εχp
)
L2(Π)
‖φεχp‖2L2(Π)
. (5.9)
It follows from the definition of φε that for each k ∈ Γ the identities
‖φε‖2L2(k) = 1 + ε
2s2‖ψ1‖
2
L2()
,
‖φε‖2
W 2m2 (k)
= ‖ψ0‖
2
W 2m2 ()
+ 2εsRe(ψ0, ψ1)W 2m2 () + ε
2s2‖ψ1‖
2
W 2m2 ()
(5.10)
hold true. These identities and the above described properties of χp imply
‖φεχp‖
2
L2(Π)
= ‖φε‖2L2(Πp) + ‖φ
εχp‖
2
L2(Πp+2\Πp)
,
‖φε‖2L2(Πp) > Cp
d1 , ‖φε‖2L2(Πp+2\Πp) 6 Cp
d1−1, (5.11)
where symbol C stands for inessential constants independent of p, ε and s.
The boundedness of L1,L1,L2,L3(t) :W
2m
2 ()→ L2() and (5.7) yield∥∥(H0(θ0) + e−iθ0xLε(ξs)eiθ0x)φεχp∥∥L2(Πp+2\Πp) 6 C‖φε‖W 2m2 (Πp+2\Πp) 6 Cpd1−1, (5.12)
where C is a constant independent of p, ε and s.
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It is clear that(
(H0(θ0) + e
−iθ0xLε(ξ
s)eiθ0x)φεχp, φ
εχp
)
L2(Π)
‖φεχp‖2L2(Π)
= T 1p (ε, s) + T
2
p (ε, s), (5.13)
T 1p (ε, s) :=
(
(H0(θ0) + e
−iθ0xLε(ξ
s)eiθ0x)φε, φε
)
L2(Πp)
‖φεχp‖2L2(Πp+2)
,
T 2p (ε, s) :=
(
(H0(θ0) + e
−iθ0xLε(ξ
s)eiτ0x)φεχp, φ
εχp
)
L2(Πp+2\Πp)
‖φεχp‖2L2(Πp+2)
. (5.14)
By (5.11), (5.12) we obtain
|T 2p (ε, s)| 6 Cp
−1, (5.15)
where the constant C is independent of p, ε, and s, and
lim
p→+∞
T 1p (ε, s) =
(
(H0(τ0) + e
−iθ0xLε(ω
s)eiθ0x)φε, φε
)
L2()
‖φε‖2
L2()
. (5.16)
Together with (5.8), (5.9) it yields
inf Σε 6
(
(H0(θ0) + e
−iθ0xLε(ω
s)eiθ0x)φε, φε
)
L2()
‖φε‖2
L2()
. (5.17)
Equation (2.18) and the eigenvalue equation for ψ0 imply that(
H0(θ0) + e
−iθ0xLε(ω
s)eiθ0x
)
φε =Λ0φ
ε + εsΛ1ψ0
+ ε2s2e−iθ0x(L2 + εsL3(εs))e
iθ0xφε
+ ε2s2e−iθ0xL1e
iθ0xψ1.
Substituting this identity into (5.17), we get
inf Σε 6Λ0 +
1
‖φε‖2
L2()
(
εsΛ1(ψ0, φ
ε)L2() + ε
2s2(L2e
iθ0xφε, eiθ0xφε)L2()
+ ε2s2(L1e
iθ0xψ1, e
iθ0xφε)L2() + ε
3s3(L3(εs)e
iθ0xφε, eiθ0xφε)L2().
) (5.18)
We employ the identities
(ψ0, ψ1)L2() = 0, ‖φ
ε‖2L2() = 1 + ε
2s2‖ψ1‖
2
L2()
and definitions (2.17), (2.19) of Λ1, Λ2 to check that
εsΛ1(ψ0, φ
ε)L2() = εsΛ1‖φ
ε‖2L2() − ε
3s3Λ1‖ψ1‖
2
L2()
and
(L2e
iθ0xφε,eiθ0xφε)L2() + (L1e
iθ0xψ1, e
iθ0xφε)L2()
=Λ2
(
‖φε‖2L2() − ε
2s2‖ψ1‖
2
L2
)
+ 2εsRe(L2e
iθ0xψ0, e
iθ0xψ1)L2()
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+ ε2s2(L2e
iθ0xψ1, e
iθ0xψ1)L2() + εs(L1e
iθ0xψ1, e
iθ0xψ1)L2().
Together with (5.18) it yields
inf Σε 6 Λ0 + εsΛ1 + ε
2s2Λ2 +
ε3s3Λ3(εs)
1 + ε2s2‖ψ1‖
2
L2()
.
And thanks to (2.10) it proves (2.21). The proof of Theorem 2.2 is complete.
In this section we also prove Corollary 2.4.
Proof of Corollary 2.4. Since the function eiθ0xψ0(x) is in the domain of L2,
(L2e
iθ0xψ0, e
iθ0xψ0)L2() 6 0.
For Λ1 = 0 we have
(L1e
iθ0xψ1, e
iθ0xψ0)L2() =− (H0(θ0)ψ1, ψ1)L2() = −(E2 − Λ0)‖ψ1‖
2
L2()
6− c1‖ψ1‖
2
L2()
,
where E2 = σ(H0(θ)) \ {E0(θ)} and c1 the spectral gap. Thus,
Λ2 6 −c1‖ψ1‖
2 + (L2e
iθ0xψ0, e
iθ0xψ0)L2() 6 −c1‖ψ1‖
2.
6 Lower bound on inf Σε: Proof of Theorem 2.6
Let γ±l be a pair of opposite faces in γl, namely,
γ−l := ∂ ∩ ∂−ei , γ
+
l := ∂ ∩ ∂ei
for some 1 6 i 6 d1. We recall that e1, . . . , ed1 is the basis of lattice Γ, and ±ei is just k
with k = ±ei. Let us show that
bj
∣∣
γ−
l
= −bj
∣∣
γ+
l
(6.1)
for any choice of 1 6 i 6 d1. We first observe that by the periodicity of the functions Aαβ
and ψ0 we have ∣∣∣Bjψ0∣∣γ−
l
∣∣∣ = ∣∣∣Bjψ0∣∣γ+
l
∣∣∣. (6.2)
For each u ∈ D(H0) with compact support we have
∑
α,β∈Zd+
|α|,|β|6m
(−1)|α|
∫
Π
ψ0(∂ + iθ)
αAαβ(∂ + iθ)
βu dx
=
∑
α,β∈Zd+
|α|,|β|6m
∫
Π
Aαβ(∂ + iθ)
βu (∂ + iθ)αψ0 dx
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and by (2.23) we also get
∑
α,β∈Zd
+
|α|,|β|6m
(−1)|α|
∫
Π
ψ0(∂ + iθ0)
αAαβ(∂ + iθ0)
βu dx
=
∑
k∈Γ
m∑
j=1
(B2m−jS(−k)u,Bjψ0)L2(γl)
+
∑
k∈Γ
∑
α,β∈Zd+
|α|,|β|6m
(
Aαβ(∂ + iθ0)
βu, (∂ + iθ0)αψ0
)
L2(k)
=
∑
k∈Γ
m∑
j=1
(B2m−jS(−k)u,Bjψ0)L2(γl)
+
∑
α,β∈Zd
+
|α|,|β|6m
∫
Π
Aαβ(∂ + iθ)
βu (∂ + iθ)αψ0 dx.
Hence, ∑
k∈Γ
m∑
j=1
(B2m−jS(−k)u,Bjψ0)L2(γl) = 0.
Since u is arbitrary and ψ0 is periodic, the above identity is possible only if for all 1 6 i 6 d1
B2m−jS(−k)u
∣∣∣
γ−
l
Bjψ0
∣∣∣
γ−
l
=− B2m−jS(−k − ei)u
∣∣∣
γ−
l
BjS(−ei)ψ0
∣∣∣
γ−
l
=− B2m−jS(−k)u
∣∣∣
γ+
l
Bjψ0
∣∣∣
γ+
l
for each k ∈ Γ. Dividing this identity by
∣∣∣Bjψ0∣∣∣
γ−
l
∣∣∣2 = ∣∣∣Bjψ0∣∣∣
γ+
l
∣∣∣2, cf. (6.2), and letting
u = ψ0 in the vicinity of k, we arrive at (6.1).
It follows from (6.1) that for each u ∈ D(H0)
∑
k∈Γ
m∑
j=1
(B2m−jS(−k)u,BjS(−k)u)L2(γl) = 0.
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Employing this identity and the minimax principle, we obtain:
inf σ
(
Hε(ξ)
)
= inf
u∈D(H0)
u 6=0
h0(u, u) + (Lε(ξ)u, u)L2(Π)
‖u‖2
L2(Π)
= inf
u∈D(H0)
u 6=0
h0(e
iθ0xu, eiθ0xu) + (Lε(ξ)e
iθ0xu, eiθ0xu)L2(Π)
‖u‖2
L2(Π)
= inf
u∈D(H0)
u 6=0
1
‖u‖2
L2(Π)
(
h0(e
iθ0xu, eiθ0xu) + (Lε(ξ)e
iθ0xu, eiθ0xu)L2(Π)
+
∑
k∈Γ
m∑
j=1
(bjBj−1S(−k)u,Bj−1S(−k)u)L2(γl)
)
= inf
u∈D(H0)
u 6=0
∑
k∈Γ
(
ĥ0(u, u) +
(
L(εξk)e
iθ0xS(−k)u, eiθ0xS(−k)u
)
L2()
)
∑
k∈Γ
‖S(−k)u‖2
L2()
.
(6.3)
Since
D(H0) ⊆
⊕
k∈Γ
W˚ 2m2 (k, γ
k
Π) :=
{
u ∈ L2(Π) : u
∣∣
k
∈ W˚ 2m2 (k, γ
k
Π), k ∈ Γ
}
,
by (6.3) we get
inf σ
(
Hε(ξ)
)
> inf⊕
k∈Γ
W˚ 2m2 (k,γ
k
Π)
1∑
k∈Γ
‖S(−k)u‖2
L2()
∑
k∈Γ
(
ĥ0(S(−k)u,S(−k)u)
+
(
L(εξk)e
iθ0xS(−k)u, eiθ0xS(−k)u
)
L2()
)
> inf
[s−,s+]
λε(s),
(6.4)
where
λε(s) := inf
W˚ 2m2 (,γΠ)
ĥ0(u, u) +
(
L(εs)eiθ0xu, eiθ0xu
)
L2()
‖u‖2
L2()
.
By the minimax principle, λε(s) is the bottom of the spectrum of the operator
Ĥ0 + e
−iθ0xL(εs)eiθ0x.
Assumption (A2) and the Ĥ0-boundedness of L(εs) yield that λε(s) is a discrete eigenvalue
of Ĥ0 + e
−iθ0xL(εs)eiθ0x and λε(s) → Λ0 as ε → +0 uniformly in s ∈ [s−, s+]. By regular
perturbation theory one can easily construct the asymptotic expansion for λε(s):
λε(s) = Λ0 + εsΛ̂1 + ε
2s2Λ̂2 +O(ε
3), (6.5)
where the estimate for the error term is uniform in s ∈ [s−, s+],
Λ̂1 = (e
−iθ0xL1e
iθ0xψ0, ψ0)L2() = Λ1,
and Λ̂2 is given by formula (2.28). The asymptotics (6.5), estimate (6.4) and the definition
of λε(s) imply (2.29). The proof is complete.
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