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L‟energia eòlica s‟està consolidant com una de les principals fonts d‟energia 
renovable. Una de les propostes de projecte en l‟àmbit de les ciutats 
intel·ligents, en el marc de col·laboració entre l‟EETAC de la UPC i 
l‟Ajuntament de Viladecans, abasta precisament aquest tema. Professors del 
departament de Físca de la UPC proposen la realització d‟un estudi del 
potencial de l‟energia minieòlica a l‟àrea de Viladecans. En aquest context, el 
present treball de final de grau s‟enfoca a dissenyar el desplegament d‟unes 
plataformes per monitoritzar dades meteorològiques en temps real (incloent la 
velocitat del vent) per tal de facilitar la recollida de dades de forma remota. 
 
Aquest projecte pretén descriure el procés d‟implementació d‟aquestes 
plataformes, detallant les tecnologies principals involucrades i els escenaris 
que es desitgen assolir, així com també estimant el pressupost necessari per 
un possible desplegament real d‟aquests esmentats escenaris.  
 
Per fer-ho s‟ha utilitzat Raspberry Pi amb un sistema operatiu Raspbian com a 
nucli comú d‟aquestes plataformes, per processar i executar el programari 
pertinent, juntament amb una interfície ràdio Wi-Fi per tal de dotar de 
connectivitat aquests dispositius. Per poder recollir la informació sobre la 
potència generada per les turbines s‟ha fet servir la tecnologia USB/IP, 
juntament al programari HOBOware Pro, necessari per bolcar les dades del 
Data Logger on s‟emmagatzema aquesta informació. Pel que fa a la 
monitorització de dades meteorològiques en temps real, s‟ha utilitzat „pywws‟ i 
s‟ha creat una sèrie de scripts de codi Python per recollir les mesures preses 
per una estació meteorològica  i enviar-les i emmagatzemar-les a un servidor 
CKAN per fer-les accessibles via interfície web, seguint el concepte de dades 
obertes (Open Data). 
 
La plataforma final, assolida amb la realització d‟aquest treball ha arribat a un 
estat de prototip funcional. Aquest prototip arriba a executar el conjunt de  
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Wind power is establishing itself as one of the main sources of renewable 
energy. One of the project proposals in the scope of Smart City, in the 
collaboration framework between UPC‟s EETAC and the Viladecans‟ town hall, 
embraced precisely this topic. Researchers from UPC‟s department of Physics 
propose a study of the potential of small-scale wind power generation in 
Viladecans‟ area. In this context, the present final degree project focuses on 
designing the deployment of networked platforms to monitor real-time weather 
data (including wind speed) to ease the gathering of the data remotely. 
 
This project aims to describe the process of implementation of these platforms, 
detailing the main technologies involved and the scenarios to be covered, as 
well as estimating the budget needed for a possible real deployment of such 
mentioned scenarios. 
 
To do that, a Raspberry Pi with a Raspbian operating system has been used 
as the common core for these platforms to process and run the required 
software, along with a Wi-Fi radio interface to provide connectivity to these 
devices. To collect information on power generated by the turbines, the USB/IP 
technology has been used, in addition to the HOBOware Pro software, which is 
necessary to dump data from the Data Logger storing this information. 
Regarding the real time monitoring of meteorological data, „pywws‟ has been 
used along with a series of custom made Python scripts to collect the 
measurements taken by an attached weather station and send and store them 
on a CKAN server to make them accessible via a web interface, following the 
Open data concept.  
 
The final platform achieved at the completion of this project has reached a 
functional prototype state. This prototype fully complies with the set of required 
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La motivació d‟aquest treball sorgeix  arrel d‟un dels objectius d‟un subprojecte 
proposat des de l‟Escola d‟Enginyeria de Telecomunicació i Aeroespacial de 
Castelldefels (EETAC) de la Universitat Politècnica de Catalunya (UPC) per a 
l‟Ajuntament de Viladecans, en l‟àmbit de les ciutats intel•ligents. Aquest és 
l‟estudi del potencial de l‟energia minieòlica a Viladecans [1], de cara al 
possible desplegament posterior de turbines minieòliques per treure profit 
d‟aquesta important font d‟energia renovable. 
 
Per dur a terme aquest estudi, és necessari el disseny i implementació d‟una 
plataforma per a la monitorització remota i en temps real de dades 
meteorològiques i de les pròpies turbines d‟energia minieòlica; aquest 
requeriment conforma l‟objectiu d‟aquest treball de final de grau. Així, a causa 
dels diferents requeriments per la monitorització de les turbines i de les dades 
meteorològiques, es tractarà el disseny de la plataforma des del punt de vista 
de dos escenari separats. 
 
D‟una banda, es desitja una plataforma que es pugui desplegar a la ciutat de 
Viladecans, per recollir dades de temperatura, humitat, vent i pluja des de 
diverses estacions meteorològiques i així poder analitzar les velocitats de vent 
obtingudes en diferents emplaçaments per estimar la producció  eòlica de 
possibles futures turbines. Per disposar de les dades en temps real, aquestes 
serien transmeses des dels nodes cap a un servidor central a través de la 
connexió a la xarxa Wi-Fi municipal de Viladecans. Aquestes dades 
meteorològiques recollides han de ser disponibles en accés obert per a la 
ciutadania, seguint el paradigma Open Data. Per a realitzar aquesta 
implementació s‟ha optat per fer servir una Raspberry Pi corrent el sistema 
operatiu Raspbian Jessie com a nucli de la plataforma, connectada via USB a 
la base d‟una estació meteorològica PCE-FWS 20 i a una targeta Wi-Fi Alfa 
Network AWUS052NHS per accedir a la xarxa. A la Raspberry s‟executarà el 
software „pywws‟ per recollir les dades mesurades per l‟estació, juntament amb 
uns scripts propis, escrits en Python, necessaris per enviar aquestes dades 
mesurades cap al servidor. Com a servidor, s‟ha escollit implementar una 
instància de CKAN, atès que aquest és un portal de dades que permet donar 
accés obert a les dades publicades. 
 
De l‟altra, a l‟Agròpolis, un centre situat a Viladecans i destinat a la recerca i a 
ubicar projectes universitat-empresa en l‟àmbit de l‟enginyeria agrària, es troba 
instal•lat un mini aerogenerador del qual s‟està registrant i emmagatzemant la 
potència i energia generada. Amb aquesta informació es desitja comparar les 
dades mesurades amb l‟estimació realitzada a partir de les dades reals de 
velocitat del vent. Per aquest cas, cal ubicar en aquest punt una plataforma 
amb connexió Wi-Fi per facilitar la recol•lecció de dades de l‟aerogenerador i 
evitar el desplaçament periòdic de personal per tal de descarregar les dades al 
lloc. Les esmentades dades es registren en un Data Logger HOBO, el qual es 
connectarà via USB a la Rapsberry Pi. S‟emularà la connexió USB del Data 
Logger amb un ordinador remot Linux a través de la xarxa fent ús del projecte 
USB/IP. En aquest ordinador remot s‟executarà una màquina virtual Windows 
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XP des d‟on es podrà fer servir el Software propietari HOBOware Pro per tal de 
recollir les dades de l‟aerogenerador emmagatzemades al Logger.  
 
Per tal d‟explicar aquest disseny i implementació s‟ha organitzat aquest 
document en quatre capítols. En el primer, després d‟aquesta introducció, es 
defineixen cadascun dels dos escenaris considerats i el conjunt de les 
tecnologies concretes escollides per cada cas; també s‟expliquen en més detall 
aquelles tecnologies principals de la plataforma, comunes en ambdós 
escenaris. En el segon, es comenta el procés complet d‟implementació de les 
dues plataformes fins obtenir el prototip final, tot comentant el programari 
involucrat, les configuracions i els fitxers de codi executat. Al tercer capítol es 
vol donar una idea aproximada del cost de disseny i construcció de cada 
plataforma, incloent també un petit estudi del consum elèctric anual d‟aquestes 
i el seu pertinent cost d‟alimentació. Finalment, al darrer capítol s‟exposaran les 
conclusions de l‟elaboració d‟aquest TFG, fites assolides sobre l‟objectiu 
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CAPÍTOL 1. ENTORN DE TREBALL 
 
Aquest primer capítol presenta les tecnologies més importants utilitzades en el 
desenvolupament d‟aquest treball i els diferents escenaris que es volen assolir. 
D‟aquesta manera, el capítol aporta coneixements previs requerits abans 





1.1. Tecnologia emprada 
 
En aquest apartat es descriuen breument cadascun dels components principals 
que són necessaris per a la implementació de la nostra plataforma de 
monitorització de dades meteorològiques en temps real. Aquest llistat de 
components inclou tant elements software com hardware que són comuns en 
els dos escenaris que es desitgen desenvolupar. Aquells components que 
intervenen només en un dels escenaris en particular seran comentats a mesura 
que apareguin al llarg del capítol 2 i, per tant, no són descrits en aquest apartat. 
 
 
1.1.1. Raspberry Pi 2 Model B 
 
„Raspberry Pi‟ és el nom d‟una sèrie d‟ordinadors monoplaca (Single-Board 
Computer) de mida reduïda i baix cost. La seva capacitat de computació és 
limitada en comparació amb un ordinador de sobretaula convencional, però és 
més que suficient per a l‟execució d‟un petit conjunt de scripts o codis que 
requereix aquest projecte per automatitzar la recollida i enviament de dades. A 
més, disposa d‟una varietat de ports i interfícies, inclosos ports USB, que ens 
serveixen per la connexió tant de la base de l‟estació meteorològica com de 





Fig. 1.1 Raspberry Pi 2 Model B 
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S‟han publicat ja diverses generacions de Raspberry Pi entre els quals es troba 
la versió „2 Model B‟ que s‟ha utilitzat durant la realització d‟aquest projecte, la 
qual era la més recent en el moment d‟inici del mateix. El seu disseny no inclou 
disc dur ja que es serveix d‟una targeta micro SD com a emmagatzematge 
permanent. Concretament, aquest model consta dels següents elements: 
 
 Un CPU quad-core ARM Cortex-A7 de 900MHz 
 1GB de RAM 
 4 ports USB 
 40 pins GPIO 
 Port Full HDMI 
 Port Ethernet 
 3.5 àudio jack i vídeo composat combinat 
 Interfície de càmera  
 Interfície de pantalla 
 Ranura per targeta micro SD 
 Nucli de gràfics VideoCore IV 3D 
 
 
1.1.2. Raspbian Jessie 
 
La Raspberry Pi suporta diferents sistemes operatius, però, Raspbian  [2] n‟és 
el recomanat i oficialment suportat i amb el que s‟ha treballat. Raspbian Jessie 
és un sistema operatiu, basat en Debian Jessie, que està especialment 
dissenyat per a la Raspberry Pi i el qual van optimitzant contínuament oferint 
noves versions. Les imatges d‟aquest sistema operatiu i d‟altres que també es 
suporten estan disponibles a la web oficial de Raspberry Pi [3]. 
 
Aquesta distribució porta la versió del kernel 4.1.13-v7+ i té una mida 
aproximada de 4.2 GB, adient per instal·lar-se en una micro SD de 8 GB, tal i 
com s‟ha fet en la implementació de la plataforma. Un dels punts més destacats 
d‟aquest sistema operatiu, com a bona versió de Debian, és el gestor de 
paquets „apt‟ molt amigable i potent, el qual gestiona les actualitzacions i 
instal·lacions de software, fins i tot, permet l‟actualització completa de tot un 
sistema emprant simplement dues comandes. 
 
 
1.1.3. Adaptador de xarxa USB AWUS052NHS 
 
Per tal d‟enviar les dades que es recullen amb la Raspberry Pi de l‟estació 
meteorològica és necessari un adaptador de xarxa USB Wi-Fi. Amb aquest 
adaptador es connecta la plataforma a Internet, o en el seu defecte a la xarxa 
on es trobi el servidor on bolquem les dades recollides per la plataforma. 
 
 




Fig. 1.2 Alfa Network AWUS052NHS 
 
 
Per aquesta funció s‟ha triat l‟adaptador de xarxa USB Alfa Network 
AWUS052NHS. Aquest model consta d‟una antena de 5dBi d‟alt guany, de 
doble banda (2,4GHz / 5GHz) i de llarg abast, un xipset ràdio d‟alt rendiment i 
un connector mini USB 2.0. Suporta els modes 802.11abgn i 2x2 MIMO, el que 
permet velocitat de dades de fins 150 Mbps amb una baixa taxa d‟errors. 
Aquest adaptador utilitza el driver rt2800usb [4], el qual permet les següents 
funcionalitats: mode monitor, actuar com Acces Point, suport de cfg80211 [5], 




1.2. Escenaris a desenvolupar 
 
Com s‟ha definit en els objectius del projecte, la plataforma de recollida de 
dades meteorològiques en temps real que es desitja implementar ha de cobrir 
dos escenaris diferents. Tot i els elements comuns, les diferències en els 
processos de recol·lecció de dades requereixen una sèrie de tecnologies 
diferents per a cada cas.  
 
En aquest apartat es descriuen aquests dos escenaris des d‟una perspectiva 
global i s‟esmenten les tecnologies involucrades, comentant la seva funció però 
guardant els detalls per al capítol 2. També s‟explica breument el circuit 
complet de recollida de dades en cada cas. 
 
 
1.2.1. Node Agròpolis 
 
Primerament, en aquest escenari no s‟estan recollint dades meteorològiques, 
sinó que es recopilen dades de la potència generada per un aerogenerador 
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(HP–600W) situat a l‟Agròpolis del Parc UPC, a Viladecans. Com a part d‟un 
projecte de la UPC en vigor, es va dissenyar un circuit per mesurar les 
esmentades dades de potència generada per l‟aerogenerador, de manera 
periòdica, i emmagatzemar-les a un Data Logger HOBO (HOBO U12-008 4-
Channel External Data Logger). Aquest circuit consisteix, sense entrar en gaire 
detall, en el següent:  a un regulador connectat a la turbina s‟hi connecten en 
sèrie dues resistències de diferent valor i aquestes es connecten a una bateria 
de cotxe que actua com a càrrega i emmagatzema l‟energia generada; i en 
cadascuna d‟aquestes resistències es mesura la caiguda de tensió. En el 
dispositiu Data Logger esmentat es van acumulant les dades fins que aquestes 





Fig. 1.3 Aerogenerador HP-600W 
 
 








El nostre escenari comença a partir del Data Logger, sense interferir en el 
circuit ja existent de mesura de dades. Fins al moment, per tal de recollir la 
informació del Data Logger era necessari el desplaçament fins a l‟Agròpolis 
amb un ordinador portàtil per tal de connectar-hi l‟esmentat dispositiu i recollir 
les dades. Amb l‟escenari mostrat en aquest apartat es desitja fer possible 
aquesta recollida de forma remota. 
 
 




Fig. 1.5 Data Logger HOBO U12-008 [6] 
 
 
Com es pot veure a la figura 1.6 aquest escenari consisteix en el següent: el 
Data Logger està connectat via USB a una Raspberry Pi (actuant com a  
servidor USB/IP), la qual, al seu torn, també té connectada la targeta de xarxa 
Wi-Fi per tal de poder establir una connexió USB/IP amb un ordinador remot 
(actuant com a client USB/IP) a través de la xarxa de la UPC/ Internet. Aquesta 
connexió USB/IP, definida a grans trets, encapsula les dades del port USB 
sobre una connexió IP, cosa que permet simular que els dispositius USB 
connectats físicament a la RPi estan connectats a un altre ordinador remot, el 
qual no té cap dispositiu USB físicament connectat. Així, en aquest últim 
ordinador remot es trobarà disponible el dispositiu USB Data Logger, físicament 
situat a l‟Agròplis, com si estigués connectat directament i es podrà utilitzar el 
software de HOBO per fer l‟abocament de les dades des de la distància. 
 
 




Fig. 1.6 Esquema de l‟escenari per l‟aerogenerador de l‟Agròpolis 
 
 
L‟escenari complet desitjat en aquest cas, si es realitzés un desplegament real, 
constaria de tres plataformes de recollida de dades de potència de tres 




1.2.2. Node Viladecans 
 
Aquest és l‟escenari que es correspon plenament amb el nostre disseny d‟una 
plataforma de recollida de dades meteorològiques en temps real. S‟anomena 
escenari node Viladecans ja que seria una prova de concepte previ a un 
possible desplegament real d‟una xarxa de recollida de dades meteorològiques, 








Fig. 1.7 Esquema de l‟escenari d‟un node de Viladecans 
 
 
Com a estació meteorològica s‟ha triat la PCE-FWS 20, la qual consta d‟una 
sèrie de sensors exteriors (temperatura, humitat, pressió, pluja, velocitat i 
direcció del vent) connectats a un transmissor que envia les dades captades 
pels sensors a la base de l‟estació mitjançant una connexió sense fils, la qual 
pot assolir una distància de fins a 100 metres en camp obert. La base de 
l‟estació meteorològica consisteix en una pantalla LCD que també forma part 
de la mateixa estació, disposa de sensors interiors (temperatura i humitat) i 





Fig. 1.8 Estació meteorològica PCE-FWS 20 [7] 
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La base de l‟estació meteorològica recull periòdicament noves mesures i les 
emmagatzema en memòria. Com es mostra a la figura 1.7, l‟estació està 
connectada per USB a la Raspberry Pi, de manera que des de la Raspberry es 
poden recollir les mesures meteorològiques emmagatzemades a la base de 
l‟estació. Per tant, tenint en execució a la Raspberry un conjunt de scripts de 
codi Python, és com s‟aconsegueix automatitzar la recollida periòdica de dades 
meteorològiques de l‟estació, així com el seu enviament cap a un servidor 
CKAN a través de la xarxa. Aquest servidor CKAN emmagatzema les dades i 
les fa accessibles per a qualsevol usuari que les vulgui consultar via Internet 
mitjançant una interfície web.  
 
En aquest cas, l‟esmentat desplegament real de xarxa que es desitjaria 
constaria de 20 plataformes de recollides de dades meteorològiques, amb les 
respectives estacions, situades per cobrir diferents punts de la ciutat de 
Viladecans. Aquestes plataformes haurien d‟estar protegides a l‟interior d‟una 
capsa estanca de protecció IP65 [8] o superior, ja que es trobarien a la 
intempèrie. La instal·lació d‟aquestes seria en fanals o altres elements del 
mobiliari urbà, a una certa alçada, tant per raons de seguretat, com per facilitar 
la comunicació sense fils entre la base de l‟estació i els sensors externs. 
Finalment, fins la ubicació d‟aquestes plataformes caldria fer arribar una 
alimentació de 220 V per tal de subministrar l‟energia dels diferents 
components. 
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CAPÍTOL 2. IMPLEMENTACIÓ 
 
Aquest capítol conté els aspectes relacionats amb la implementació de 
cadascuna de les plataformes corresponents als escenaris presentats al capítol 
1. Es tracta, per a cada escenari: programari implicat, configuracions, fitxers de 
codi, funcionament, etc. Es pretén detallar la instal·lació/configuració de la 





2.1. Preparació comuna 
 
En aquest primer punt d‟aquest capítol es detalla la configuració comuna 
requerida per la Raspberry Pi, tant en l‟escenari de l‟Agròpolis, com en el d‟un 
node de Viladecans.  
 
 
2.1.1. Instal·lació de Raspbian a la Micro SD 
 
S‟ha inclòs la instal·lació del sistema operatiu Raspbian a una targeta Micro 
SD1 (per utilitzar com a disc dur de la Raspberry Pi) com a part de la 
implementació ja que es vol indicar cada pas partint de zero. Però, com no és 
una part específica de les plataformes desenvolupades en aquest projecte, sinó 
una acció intrínseca de l‟ús d‟una Raspberry Pi, no s‟entrarà a descriure aquí el 
procés d‟instal·lació. De la mateixa manera que a la web oficial de Raspberry Pi 
es troben els darrers sistemes operatius Raspbian disponibles per la seva 
descàrrega, també s‟hi troba informació del procés d‟instal·lació a una micro 
SD, amb diferents procediments i programaris en funció del sistema operatiu 
que utilitzi l‟usuari [9]. 
 
 
2.1.2. Fixar hora local 
 
Un cop instal·lat Raspbian i, tenint la Raspberry executant-se correctament, es 
poden configurar un parell de detalls importants. Un d‟ells és fixar l‟hora local 
de la Raspberry, fet que és especialment rellevant per a l‟escenari d‟un node 
Viladecans, ja que es necessitarà recuperar la data i hora actuals durant la 
recollida de dades meteorològiques.  
 
En el nostre cas, l‟hora local no es corresponia amb la correcta, així que aquest 
va ser un pas necessari. Per tal de tenir una hora correcta s‟executa la següent 
                                            
1
 Per a la Micro SD s‟ha optat per una memoria de 8GB, atès que la instal·lació de la versió de 
Raspbian emprada requereix un mínim de 4,2GB 
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comanda al terminal, amb la qual es fixarà com a hora local la zona horària 
corresponent a Madrid. 
 
ln –sf /usr/share/zoneinfo/Europe/Madrid /etc/localtime 
 
 
2.1.3. Reducció del consum elèctric 
 
Un dels objectius que es volien assolir era minimitzar el consum energètic 
d‟aquestes plataformes. Es van provar diferents mètodes per reduir el consum 
de la Raspberry mentre aquest es mesurava al laboratori mitjançant un 
analitzador de potència. Per tant, l‟altre dels detalls a configurar es l‟execució 
d‟una sèrie de comandes que apaguen diferents components de la Raspberry, 
innecessaris a les plataformes que es volen implementar. Aquestes comandes 
s‟executaran sempre durant la posada en marxa del sistema operatiu de la 
Rapsberry. La manera més senzilla d‟aconseguir-ho és editar el fitxer 




/bin/echo 0 > /sys/class/leds/led0/brightness  
/bin/echo 0 > /sys/class/leds/led1/brightness 
 
La primera comanda desactiva la sortida de vídeo HDMI de la Raspberry, i les 
dues posteriors apaguen el parell de LEDs verd i vermell. Aquestes dues 
accions no aporten un gran estalvi energètic (uns 20 mA aproximadament), 
però, del conjunt de mecanismes provats, són les úniques que han resultat 
reduir el consum de manera significativa. També existeix la possibilitat d‟utilitzar 
el software „hub-ctrl‟ [10] per apagar els ports USB, però s‟ha exclòs al no 
obtenir el comportament desitjat i una anàlisi més profunda del mateix queda 




2.2. Escenari Agròpolis 
 
En aquest punt es detalla el procés d‟implementació de la plataforma per donar 
resposta a les necessitats de l‟escenari de l‟Agròpolis, definit a l‟apartat 1.2.1, 





Per recollir dades de l‟aerogenerador situat a l‟Agròpolis (Viladecans), 
s‟utilitzarà el Data Logger HOBO i el software HOBOWare Pro. El Data Logger, 
que es troba situat al mateix punt on es troba l‟esmentat aerogenerador, és un 
dispositiu que emmagatzema periòdicament les dades que pren l‟estació. 
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HOBOWare Pro és el software de control d‟aquest Data Logger (software 
propietari del mateix fabricant). 
   
El Data Logger HOBO emprat té una connexió USB per connectar-se a un 
ordinador i transferir-hi les dades recollides. Però, el software de control 
d‟aquest només té suport pel sistema operatiu Windows. A les Raspberry Pi 
desplegades s‟hi executa el sistema operatiu Raspbian Jessie, per tant, es 
necessita una solució per tal de simular que el nostre Data Logger està 
connectat via USB a una màquina remota Windows mentre que, físicament, ho 





Fig. 2.1 Esquema descriptiu USB/IP [11] 
 
 
USB/IP és un projecte de codi obert que té com a objectiu desenvolupar un 
sistema general de compartició de dispositius USB a través de les xarxes IP. 
Per tal de compartir dispositius USB entre ordinadors amb la seva funcionalitat 
completa, USB/IP encapsula missatges I/O USB (entrada/sortida) dintre de 
paquets TCP/IP i els transmet entre els ordinadors. Les aplicacions i drivers 
originals del dispositiu USB també poden ser utilitzats pels USB remots sense 
cap modificació i un ordinador pot utilitzar dispositius USB remots com si hi 
estiguessin directament connectats. USB/IP utilitza un model de client-servidor. 
Dintre del context de USB/IP, el servidor és el PC que té físicament connectats 
els dispositius USB i el client és qui vol emular la connexió directa d‟aquests 
dispositius remots. 
 
A la figura 2.1 es descriu el disseny de USB/IP. En un host client, el driver VHCI 
(Virtual Host Controller Interface) s‟implementa com a driver controlador de host 
USB. Aquest emula una interfície controladora de host USB real per a la 
connexió/desconnexió, enumeració i inicialització virtual de dispositius USB 
remots. Encapsula blocs de peticions USB i després transmet peticions USB/IP 
als hosts del servidor remot. En un host servidor el driver Stub s‟implementa 
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com a driver per-dispositiu USB, desencapsula les peticions USB/IP en 
peticions USB i les sotmet als dispositius USB reals. 
 
 
2.2.2. Servidor USB/IP – Raspberry Pi 
 
En el nostre escenari del node de l‟Agròpolis, i tenint en compte allò explicat en 
el darrer punt, la Raspberry Pi actuarà com a servidor USB/IP, ja que és la que 
té realment connectada el dispositiu USB, Data Logger HOBO. En aquest 
apartat explicarem la instal·lació de USB/IP al sistema operatiu Raspbian de la 
Raspberry Pi i el posterior lligam del Data Logger. 
 
2.2.2.1. Instal·lació USB/IP a Raspbian 
 
D‟acord a la documentació, la instal·lació del paquet USB/IP es fa mitjançant la 
comana „apt-get install usbip‟. En la pràctica, això no és suficient per al nostre 
escenari atès que els mòduls i comandes d‟aquest paquet per crear les 
connexions USB virtuals entre ordinadors remots no funcionen correctament. A 
continuació es descriu el procés seguit per aconseguir una instal·lació 
completament exitosa de USB/IP i poder utilitzar-lo amb normalitat. 
 
Primerament cal instal·lar una sèrie de paquets necessaris per compilar el codi 
i les eines de usbip: 
 
sudo apt-get install libudev-dev libwrap0-dev gcc libtool 
automake autoconf pkg-config hwdata libsysfs-dev libglib2.0-dev 
 
Des de la carpeta home d‟usuari, a Raspbian „/home/pi‟, es crea una carpeta 
anomenada usbip, on s‟ubicaran les eines  i el codi de usbip, i hi accedim: 
 
 mkdir usbip 
 cd usbip 
  
Es baixa el contingut del repositori de git que conté les eines: 
 
git init 
 git clone https://github.com/rosedu/usbip-utils.git 
 
Aquest contingut es descarrega a un directori anomenat „usbip-utils‟, s‟hi 
accedeix i es compila i s‟instal·la el seu contingut amb les següent comandes: 
 
 cd usbip-utils 
 sudo ./autogen.sh 
 sudo ./configure 
 sudo make install 
 
Un cop ha acabat la instal·lació de les eines correctament cal descarregar el 
codi font de Linux: 
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 sudo apt-get install linux-source 
 
Aquest codi es descarrega en un arxiu comprimit a „/usr/src/linux-source-
3.16.tar.xz‟. Com de tots els continguts d‟aquest només ens interessa el codi de 
usbip s‟extreu només aquest directori a „/home/pi/usbip‟ 
 
cd /home/pi/usbip 
tar xvf /usr/src/linux-source-3.16.tar.xz linux-source-
3.16/drivers/staging/usbip -C /home/pi/usbip/ 
 
Des de „/home/pi/usbip‟ s‟accedeix al directori que s‟acaba d‟extreure i es 
procedeix a compilar i instal·lar el codi de usbip:  
 
cd linux-source-3.16/drivers/staging/usbip/userspace/ 
 sudo ./autogen.sh 
 sudo ./configure --with-usbids-dir=/usr/share/misc/ 
 sudo make install 
 




 userspace/libsrc/.libs/libusbip.so.0 /usr/lib 
 
Ja s‟ha instal·lat USB/IP a la Raspberry Pi i aquest està llest per a ser utilitzat. 
 
2.2.2.2. USB/IP-bind del Data Logger 
 
Un cop tenim instal·lat USB/IP ja es poden iniciar els mòduls necessaris i 
executar les comandes per tal de llistar els dispositius USB connectats a la 
Raspberry Pi i lligar-ne el desitjat (Data Logger). Aquest lligam (bind) d‟un 
dispositiu permet que aquest sigui accessible des del client USB/IP i, per tant, 
que la màquina remota es pugui connectar a aquest USB a través d‟Internet. 
 
Primerament s‟inicien els mòduls i el dimoni „usbipd‟: 
 
 sudo modprobe usbip-host 
 sudo modprobe usbip-core 
 sudo modprobe vhci-hcd 
 sudo /home/pi/usbip/usbip-utils/src/usbipd -D 
 
Es llisten els dispositius USB que estan connectats a la Raspberry: 
 
 sudo /home/pi/usbip/usbip-utils/src/usbip list -l 
  
 




Fig. 2.2 Llista de dispositius físicament connectats al servidor USB/IP  
 
 
I en aquest cas es tria el „1-1.3‟ que és el „bus ID‟ que es correspon amb el 
nostre Data Logger HOBO. Si el lligam del dispositiu ha estat executat 
correctament, es mostrarà un missatge „bind complete‟ 
 





Fig. 2.3 Missatge exitós del USB/IP-bind del dispositiu 
 
 
2.2.3. Client USB/IP – PC remot 
 
Novament segons la documentació, USB/IP disposa d‟un client amb suport pel 
sistema operatiu Windows. Però, aquest està obsolet i no funciona 
correctament, com es va poder comprovar un cop tenint funcionant el servidor 
USB/IP a la Raspberry. En canvi, fent una instal·lació com la del punt previ 
sobre Linux, tant a Raspbian com a Ubuntu, client i servidor USB/IP funciona 
sense problemes. Cal recordar que per recollir les dades del data Logger s‟ha 
d‟utilitzar el software propi de HOBO, el qual només es pot fer servir amb 
Windows.  
 
Aquests problemes de compatibilitat USB/IP amb Windows es poden evitar fent 
el següent: instal·lar USB/IP en un PC Ubuntu, connectar-lo com a client 
USB/IP al respectiu servidor i executar en aquest mateix ordinador una 
màquina virtual Windows XP amb el software HOBOware Pro instal·lat.  
 
Per instal·lar USB/IP al PC amb sistema operatiu Ubuntu seguim el procés 
explicat en l‟apartat anterior (2.2.2.1), on canviarà el nom de la carpeta home 
de „/home/pi‟ a „/home/X‟ on „X‟ és el nom de usuari de l‟ordinador Ubuntu que 
actuarà com a client USB/IP. 
 
Tal i com fèiem al servidor USB/IP (Raspberry Pi) s‟inicien els mòduls i el 
dimoni „usbipd‟ amb aquestes comandes: 
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sudo modprobe usbip-host 
 sudo modprobe usbip-core 
 sudo modprobe vhci-hcd 
 sudo usbipd -D 
 
Tot seguit, des del nostre PC client es poden llistar els dispositius USB que han 
estat lligats a la Raspberry, el nostre servidor USB/IP remot, utilitzant la seva 
adreça IP. Com es pot veure a la figura 2.4 només apareixen els que han estat 
lligats amb „usbip-bind‟ al servidor, en aquest cas, només el Data Logger 
HOBO. 
 





Fig. 2.4 Llista de dispositius USB disponibles al servidor USB/IP remot 
 
 
Amb la comanda anterior es veuen quins dispositius USB remots estan 
disponibles per ser connectats al nostre client. La IP „192.168.1.100‟ 
correspondrà amb l‟adreça IP pública o el nom de domini del servidor, la 
Raspberry. També haurem d‟habilitar el reenviament de ports del NAT del 
router que estigui actuant com a Access Point en la xarxa privada on es troba 
connectada la Raspberry Pi via Wi-Fi. Així, les peticions externes TCP, 
provinents del client USB/IP, que rebi aquest router utilitzant el port 3240 seran 
redirigides cap a l‟adreça IP privada de la Raspberry que està funcionant com 
servidor USB/IP. 
 
Finalment es connecta virtualment el Data Logger HOBO al PC Ubuntu remot 
amb la següent comanda: 
 
sudo usbip attach -r 192.168.1.100 -b 1-1.3 
 
En aquest moment, si s‟arrenca una màquina virtual Windows XP, ja tenint 
instal·lats tant el software de virtualització VirtualBox com la imatge de 








Fig. 2.5 Connexió del dispositiu USB remot a una màquina virtual Windows 
 
 
2.2.4. Recollida de dades amb HOBOware Pro 
 
Un cop ja es troba connectat el Data Logger a la màquina virtual Windows XP, 
on s‟ha instal·lat prèviament el software propietari HOBOware Pro, es pot 
procedir a recollir les dades de potència de l‟aerogenerador que es troben 
emmagatzemades al Logger HOBO. 
 
S‟inicia HOBOware Pro, es selecciona la pestanya „Dispositivo‟ i es clica en 
„Lectura‟. A continuació, s‟obre una finestra per seleccionar de quin dispositiu 
es volen llegir les dades, ja que existeix la possibilitat de tenir múltiples Loggers 
connectats al mateix ordinador, i es tria el nostre Data Logger HOBO U12-008. 
Després, es mostra una altra finestra que dóna la opció d‟aturar o no aturar el 
Logger, i es tria aturar-lo (si es tria aturar-lo s‟esborraran les dades del Logger, 
quedarà buit per tenir mes espai per recollir noves dades).  
 
A continuació es realitza l‟abocament de les dades de l‟aerogenerador cap al 
PC i s‟obre una finestra per triar el nom i el directori on desar un fitxer amb 
totes aquestes dades. Un cop guardat aquest fitxer, ja es tindrien les dades 
recollides correctament sense haver de desplaçar cap operari fins 
l‟aerogenerador. El software HOBOware Pro continua el procés  passant a fer 
la representació gràfica de les dades, de manera que s‟obre una finestra amb la 
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configuració per decidir quins canals (dels 4 que té aquest Logger), quines 





2.3. Escenari node Viladecans 
 
En aquest punt es detallarà el procés d‟implementació de la plataforma per 
cobrir l‟escenari d‟un node de Viladecans, la qual recull dades meteorològiques 
en temps real i les envia a un servidor per a ser emmagatzemades. Per tal de 
fer les proves, s‟ha escollit com a servidor implementar una instància de CKAN 
[12] en una màquina Linux. 
 
 
2.3.1. Instal·lació de software a Raspberry Pi 
 
El primer que cal fer per tal d‟implementar aquest escenari és instal·lar a la 
Raspberry Pi el software necessari per executar i automatitzar la recollida de 
dades meteorològiques de l‟estació. 
 
2.3.1.1. Python i pywws 
 
Per a realitzar aquest procés de recollida de dades automàtic i la seva posterior 
pujada al servidor CKAN s‟utilitzen scripts de codi escrits en el llenguatge de 
programació Python. A més, s‟empren també alguns dels mòduls del projecte 
„pywws‟ [13], basat en Python, que és el que s‟utilitzarà per a extreure les 
dades de l‟estació. 
 
„Pywws‟ és un software lliure escrit en Python per a estacions meteorològiques 
sense fils i USB. Es defineix com una col·lecció de mòduls Python per llegir 
emmagatzemar i processar dades de les estacions meteorològiques més 
comunes i populars. Presumiblement, qualsevol model d‟estació amb el qual se 
subministri el software de Windows „EasyWeather‟ [14] és compatible amb 
„pywws‟. Aquest ha estat elaborat per funcionar en un entorn de baixa potència 
i baixa memòria, com és el cas d‟una Raspberry Pi.  
 
Pywws possibilita la creació de gràfics i pàgines web mostrant lectures 
meteorològiques recents i també pot enviar directament dades en temps real a 
serveis específics com „Weather Underground‟ [15] i publicar missatges a 
Twitter. Però, en aquest projecte només s‟aprofitarà de „pywws‟ la recollida de 
dades en cru, ja que es desitjava implementar una plataforma en el marc d‟una 
xarxa de dades meteorològiques gestionada per l‟ajuntament de Viladecans. 
Per tant, amb aquesta implementació s‟assumeix que simplement es vol 
realitzar l‟enviament d‟aquestes dades a un servidor, que també seria gestionat 
per l‟ajuntament de Viladecans, on s‟analitzarien i processarien tal com fos 
desitjat posteriorment. 
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Primerament s‟instal·la Python a la Raspberry Pi executant les següents 
comandes: 
 
sudo apt-get install python-pip 
sudo apt-get install python-dev 
sudo apt-get install python-usb 
 
I per instal·lar el software „pywws‟ es fa servir  „pip‟, el gestor de paquets escrits 
en Python:  
 
sudo pip install pywws 
 
Per últim, es pot realitzar una ràpida comprovació de que „pywws‟ s‟ha instal·lat 
correctament executant el corresponent mòdul. Recordant que cal tenir 
connectada per USB la base de l‟estació amb la Raspberry Pi: 
  





Fig. 2.6 Resultat del test de „pywws‟ 
 
 
Si el resultat de la comanda anterior mostra una sortida com la de la figura 2.6, 
es pot confirmar que s‟ha instal·lat „pywws‟ correctament a Raspbian. 
 
 
2.3.2. Recollida de dades amb ‘pywws’ 
 
En aquest apartat s‟explicarà com emprar el software „pywws‟ per recollir les 
dades emmagatzemades a la base de l‟estació meteorològica, connectada via 
USB a la Raspberry Pi. Quan s‟executen els mòduls d‟aquest programa, la 
informació que pren de l‟estació es guarda com a fitxers de text en uns 
directoris concrets. 
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2.3.2.1. Creació de l’espai de treball i configuració 
 
Per recollir les dades, s‟utilitza concretament el mòdul „hourly‟ de „pywws‟. 
Primer cal crear un directori per contenir els fitxers que crearà aquest software, 
on es trobaran les dades meteorològiques. Aquest s‟anomenarà 
„weather_hourlylog‟ i estarà ubicat al directori „home‟ de la Raspberry. 
 
 mkdir /home/pi/weather_hourlylog/data 
 
Aquest serà el directori que es passarà com a argument a ‟pywws‟, el qual 
executem amb la següent comanda (on amb l‟opció „-vvv‟ simplement es 
mostren més missatges al terminal durant l‟execució): 
 





Fig. 2.7 Directoris i fitxers generats automàticament amb „pywws‟ 
 
 
El primer cop que s‟executa aquesta comanda es creen una sèrie de directoris 
a l‟espai que s‟ha indicat, i un fitxer de configuració anomenat „weather.ini‟. 
Aquesta primera execució dura uns pocs segons i finalitza sense recollir cap 
dada, ja que mostra un error al terminal avisant que cal especificar un model 
d‟estació meteorològica (d‟entre dos grans grups: 3080 o 1080) en aquest fitxer 
de configuració. 
 
Per fer-ho es modifica el „weather.ini‟ on, a més de modificar el camp „ws type‟ 
per donar-li el valor de 1080 (model amb el qual es correspon la nostra 
estació), s‟afegeixen les següent línies per finalitzar la configuració i evitar els 
errors en les properes execucions, com es mostra a la figura 2.8. L‟aspecte 
final que prendrà aquest fitxer després d‟una execució completa i exitosa de la 
comanda „pywws‟ serà encara més complet, però els valors que prendran els 
paràmetres per defecte ja són adients. A més, molts d‟aquests paràmetres són 
per a funcionalitats de „pywws‟ que no s‟explotaran en aquest projecte. 
 
 




Fig. 2.8 „weather.ini‟ amb la configuració necessària 
 
 
Especialment important és la creació dels directoris en la secció „[paths]‟, dels 
quals es pot triar el nom i la ubicació. Aquests evitaran errors d‟execució, ja que 
els directoris als qual apunten per defecte quan es crea el „weather.ini‟ no 
existeixen en la nostra Raspberry Pi. Per tant, per poder fer funcionar 
correctament „pywws‟ també s‟han de crear aquests directoris, tot i que no 
serveixin en el nostre procés de recollida de dades: 
 
 mkdir /home/pi/weather_hourlylog/data/paths/work 
 mkdir /home/pi/weather_hourlylog/data /paths/templates 
 mkdir /home/pi/weather_hourlylog/data /paths/graph_templates 
 mkdir /home/pi/weather_hourlylog/data /paths/results 
 
També es pot configurar l‟interval temporal que hi ha d‟haver entre cada 
mesura de dades que la base de l‟estació meteorològica emmagatzema en 
memòria. Aquest pot ser fixat entre 5 i 30 minuts, i es tria el més petit possible, 
es a dir, 5 minuts, per tenir la darrera mesura més propera possible a l‟instant 
en que s‟estan recollint les dades guardades en la base de l‟estació. Per fixar 
aquest interval s‟executa la següent comanda: 
 
 pywws-setweatherstation –r 5 
 
Amb això ja està creat l‟espai de treball necessari per què „pywws‟ funcioni 
sense errors i ben configurat. 
 
2.3.2.2. Recollida periòdica 
 
Cada cop que es vulgui extreure les mesures de dades meteorològiques 
desades a la base de l‟estació, s‟executa la comanda del punt anterior: 
 
 pywws-hourly –vvv /home/pi/weather_hourlylog/data 
 
Amb els directoris ja creats i „pywws‟ configurat com s‟ha explicat a l‟apartat 
anterior, el resultat d‟aquesta comanda resultarà en la creació d‟uns 
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subdirectoris i fitxers „.txt‟ contenint les dades. Concretament, es centra 
l‟observació en els fitxers del directori „raw‟, que són els que s‟utilitzaràn 
posteriorment per llegir aquestes dades. En aquest directori „raw‟, els 
subdirectoris i fitxers que es crearan tenen el format „yyyy/yyyy-mm/yyyy-mm-
dd.txt‟; de manera que, segons la data en la què es recullin les mesures 
(executant „pywws‟), aniran creant-se nous subdirectoris i fitxers, o actualitzant-





Fig. 2.9 Aspecte de les dades emmagatzemades als fitxers de text 
 
 
Aquests fitxers contenen les dades escrites en format CSV, com es mostra a la 
figura 2.9. Cadascuna de les mesures que l‟estació ha emmagatzemat a la 
memòria de la base es correspon amb una de les línies d‟aquest fitxer. Com 
podem veure a aquesta figura, cada línia conté la següent informació, 
d‟esquerra a dreta i separada per comes: data i hora de la mesura, interval 
d‟emmagatzematge (minuts), humitat interior (%), temperatura interior (ºC), 
humitat exterior (%), temperatura exterior (ºC), pressió absoluta (hPa), velocitat 
mitjana del vent (km/h), ràfega de vent (km/h), direcció del vent, precipitació de 
pluja (mm) i estatus.  
 
La data i hora de la mesura que „pywws‟ dóna en aquests fitxers, cosa que no 
s‟ha pogut modificar, té un retard de 2 h, el qual sí que s‟ha tingut en compte a 
l‟hora de triar quin fitxer de text ha de ser consultat per obtenir les dades. Per 
exemple quan el mòdul „pywws‟ s‟executa a la 1:00h, l‟arxiu que s‟ha de 
consultar es correspon amb la data del dia anterior i la darrera mesura més 
propera presa per l‟estació correspondrà a una al voltant de les 23:00h de 
l‟esmentat fitxer. L‟interval d‟emmagatzematge es correspon amb el temps que 
hem fixat durant la configuració, 5 minuts, i l‟estatus és un paràmetre de 
l‟estació per indicar la correcció de les dades que conté una mesura, on „0‟ 
significa una bona mesura. La direcció del vent s‟indica amb un número del 0 al 
15 que correspon amb cadascun dels setze punts cardinals, tal i com mostrem 
a la figura 2.10. 
 
 




Fig. 2.10 Correspondència del valor numèric de la direcció del vent amb el 
respectiu punt cardinal 
 
 
El procés complet de recollida i enviament periòdic de dades consisteix en 
executar la comanda esmentada a l‟inici d‟aquest subapartat (pywws-hourly), a 
intervals regulars, juntament amb uns scripts de Python desenvolupats 
especialment per a aquest escenari (datastore_create i datastore_upsert) per 
tal que prenguin les dades dels fitxers .txt i les pugin a un servidor CKAN 
(scripts que s‟explicaran en el següent apartat). Addicionalment, també 
s‟executa l‟script „delete_files.py‟, el qual s‟encarrega d‟anar esborrant els 
fitxers que genera pywws per tal que vagin acumulant-se a la Raspberry Pi, i 
sobre el qual no estendrem més el seu funcionament. L‟execució del mòdul de 
pywws i els nostres scripts es concentra en un script principal, que gestionarà 
tot el procés; aquest script s‟anomena „data_collecting.py‟. Tots aquests fitxers 






Fig. 2.11 Script Python „data_collecting.py‟ 
 
 
Finalment, per executar periòdicament aquest script a la Raspberry Pi, que 
inclou tant la recollida de dades de l‟estació com la seva pujada al servidor, 
hem utilitzat „Cron‟. „Cron‟ és un administrador de processos en segon pla, 
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propi de sistemes Linux, el qual permet executar comandes de manera regular. 
Per executar l‟script „data_collecting.py‟ cada hora en punt, s‟edita la taula de 
tasques de „cron‟ executant la comanda: 
 
 crontab –e 
 
I cal modificar el seu contingut afegint-hi la següent entrada: 
 
 0 * * * * python  
/home/pi/weather_hourlylog/codes/data_collecting.py 
 
Es desen els canvis realitzats, i ja està establerta a la nostra Raspberry 




2.3.3. Emmagatzematge a servidor CKAN 
 
CKAN [12] és un potent sistema de gestió de dades de codi obert que té 
l‟objectiu de facilitar, als proveïdors de dades que ho desitgin, oferir la 
publicació de les seves dades de forma oberta i accessible. Per això 
proporciona eines per agilitzar publicar, compartir, cercar i utilitzar aquestes 
dades. A més, és una plataforma líder al món entre els portals de dades, i per 
aquestes raons és el que ha estat triada per crear un servidor.  
 
Per tal d‟utilitzar aquesta plataforma com a servidor on pujar les dades que es 
recullen, s‟ha instal·lat CKAN a un ordinador Ubuntu i s‟ha posat en 
funcionament. El detall de la instal·lació, configuració i posada en marxa del 
servidor CKAN no es tractarà en aquest document, tota aquesta informació 
està disponible a la documentació de CKAN [16]. Les dades que es desen en 
aquesta plataforma s‟organitzen en „datasets‟  i „resources‟. Cada „dataset‟, que 
també es pot anomenar „package‟, pot contenir diferents „resources‟. Per les 
nostres dades meteorològiques, s‟ha creat un „dataset‟ global anomenat 
„viladecans_weather‟, i dintre d‟aquest s‟ha creat un „resource‟ per cada estació 
de l‟any i cada plataforma de recollida. Cal recordar que s‟ha dissenyat la 
plataforma de cara a un possible desplegament d‟una xarxa amb diverses 
plataformes, per tant, el nom que prendran els „resources‟ serà així: 
„@MAC_RaspberryPi – any - estació de l‟any‟. Com l‟adreça MAC de la 
Raspberry és un identificador únic es pot diferenciar de quina plataforma de 
recollida són les dades de cada „resource‟ de la web, les quals contindran totes 
les mesures d‟aquell any i estació de l‟any concrets. 
 
En quest apartat s‟explicà com obtenim una „api-key‟ necessària per autoritzar-
se amb el servidor CKAN i poder utilitzar la seva API, com es crea el „dataset‟ 
de dades meteorològiques i com es creen els „resources‟ i s‟actualitzen pujant 
les mesures recollides periòdicament. 
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2.3.3.1. Obtenció d’una ‘api-key’ 
 
Per accedir a aquest servidor i consultar totes les dades només cal obrir un 
navegador i introduir la URL „http://@IP_servidor:5000‟ i s‟obrirà una pàgina 
web com la de la figura 2.12. Des d‟aquesta pàgina és possible accedir als 





Fig. 2.12 Pagina inicial del nostre servidor CKAN 
 
 
Qualsevol persona pot veure les dades meteorològiques emmagatzemades al 
servidor. Però, per tal de poder crear „datasets‟ i „resources‟, pujar les mesures, 
i en definitiva utilitzar la API CKAN del nostre servidor és necessari disposar 
d‟un usuari registrat i conèixer la seva clau „api-key‟. Per tant, s‟ha registrat un 
usuari al servidor via la interfície web, introduint un nom i omplint la resta de 
camps que demana. Un cop creat, si s‟inicia sessió i s‟accedeix al perfil 
d‟usuari, es pot trobar, entre altres dades, l‟‟api-key‟ esmentada que es 
necessitarà utilitzar en els nostres scripts Python com a autenticació. Per 
exemple, en un usuari  de proves “ramon” es veu la clau que es mostra a la 
figura 2.13. 






Fig. 2.13 „API-Key‟ disponible al perfil de l‟usuari registrat 
 
 
Ara que ja es coneix la „api-key‟ d‟un usuari ja es pot fer servir la API de CKAN i 
executar els nostres scripts per crear, actualitzar i pujar dades meteorològiques 
al servidor. 
 
2.3.3.2. Creació del data set ‘viladecans_weather’ 
 
En aquest punt s‟explica com es crea prèviament el „dataset‟ del servidor CKAN 
on es pujaran les dades meteorològiques que són recollides amb la nostra 
plataforma.  
 
La plataforma CKAN està orientada a la pujada de dades en forma de fitxers. A 
través de la interfície web del nostre servidor CKAN, i un cop un usuari ha 
iniciat sessió i s‟ha autenticat, es poden crear „datasets‟ i „resources‟. Però, 
fent-ho d‟aquesta manera, el procés de creació del „dataset‟ obliga també a 
crear un primer „resource‟ mitjançant un arxiu de dades. D‟aquesta forma, cada 
vegada que des d‟un node es vulguin actualitzar dades meteorològiques, 
s‟hauria d‟enviar un fitxer que inclogués totes les dades històriques a més de 
les noves dades. Per tant, es descarta aquesta opció per aquest projecte ja que 
únicament es desitja haver d‟enviar dades meteorològiques noves i que 
aquestes s‟afegeixin a les dades del „resource‟ de forma diferencial. 
 
Així, per no afegir un „resource‟ amb un arxiu dummy, que posteriorment 
s‟esborraria, simplement per crear un nou „dataset‟ el que es fa és crear el 
nostre „dataset‟ „viladecans_weather‟ utilitzant la API de CKAN. S‟ha creat un 
script Python anomenat „create_package.py‟. Amb aquest script bàsicament es 
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genera un diccionari, variable dataset_dict, on s‟hi afegeix tota la informació 
que es vol que tingui el „dataset‟, cadascuna amb un camp definit a la 
documentació de CKAN. Com a mínim, se li ha de donar un nom („name‟) i, a 
més, s‟ha decidit incloure també una petita descripció de la informació que 
contindrà („notes‟). A l‟string  corresponent al nom no poden haver-hi espais en 





Fig. 2.14 Format de dades per entregar a la funció „package_create‟ 
 
 
A continuació, es realitza una crida a la funció „package_create‟ de l‟API del 
nostre servidor CKAN amb la qual es crearà el desitjat „dataset‟. Com es pot 
veure a la figura 2.15 l‟adreça IP privada „192.168.1.40:5000‟ que es veu a la 
URL és la que pren el nostre servidor dintre de la xarxa IP privada on s‟han 
realitzat les proves. En un desplegament real, aquesta canviaria per una adreça 
IP pública o un nom de domini corresponent al servidor gestionat per 
l‟ajuntament de Viladecans. També es veu com cal afegir a la crida un camp 
d‟autorització indicant la „api-key‟ del nostre usuari registrat per tenir els 





Fig. 2.15 Crida a la funció „package_create‟ 
 
 
L‟execució d‟aquest script per a la creació del „dataset‟ „viladecans_weather‟ pot 
realitzar-se tant des de la Raspberry Pi com des de qualsevol altra màquina on 
hi hagi instal·lat Python. En el nostre cas s‟ha executat des de la màquina 
Ubuntu on també s‟ha instal·lat i posat en funcionament el nostre servidor 
CKAN. Finalment, s‟executa aquest script Python només una vegada introduint 
la comanda corresponent al terminal: 
 
30                                                                    Desenvolupament d'una plataforma per a la monitorització en temps real... 
 
 python create_package.py 
 
Ja està creat el „dataset‟, en el qual s‟anirà afegint i actualitzant periòdicament 
els „resources‟ contenint les dades recollides per l‟estació meteorològica. Com 
s‟ha esmentat, tant aquest punt com l‟explicat a l‟apartat 2.3.3.1, són passos 
necessaris previs a la posada en marxa del procés de recollida de dades 
automàtic, procés en què, després de prendre les dades de l‟estació amb 
„pywws‟, s‟afegiran aquestes dades dintre del „dataset‟ „viladecans_weather‟. 
 
2.3.3.3. Pujada periòdica de dades al servidor 
 
Per acabar de detallar la implementació de la plataforma de recollida de dades, 
en aquest escenari d‟un node de Viladecans, cal explicar els scripts de Python 
que també s‟executen periòdicament i que prenen les dades generades per 
„pywws’ i les pugen al „resource‟ corresponent al servidor CKAN. Com hem vist 
a l‟apartat 2.3.2.2, s‟executen dos scripts després d‟haver finalitzat l‟execució 
de „pywws-hourly‟ i haver-se creat els fitxers „.txt‟: primer l‟anomenat 
„datastore_create.py‟ i, un cop aquest s‟ha completat, procedeix a executar-se 
el „datastore_upsert.py‟. 
 
Com s‟ha comentat anteriorment, CKAN està orientat a l‟emmagatzematge de 
dades des de fitxers de text. Per poder crear un „resource‟ que no sigui un 
arxiu, sinó una taula de dades a la que es pugui anar afegint entrades, 
s‟aprofita l‟extensió de CKAN DataStore i les seves funcions presents a la API. 
DataStore proporciona una base de dades ad hoc per l‟emmagatzematge de 
dades estructurades dels „resources‟ de CKAN. Aquesta és precisament la 
funció que explota el nostre script „datastore_create.py‟, el qual fa el següent: 
 
1. Obtenir dades per crear nom del nou „resource‟ 
1.1. Obtenir data actual 
1.2. Calcular estació de l‟any a partir de la data 
1.3. Obtenir adreça MAC 
2. Crear nom del „resource„ („resource_name‟) 
3. Llegir „resources‟ existents del „dataset‟ „viladecans_weather‟ al 
servidor CKAN (funció „package_show‟) 
4. Comprovar el nom dels „resources‟ llegits 
4.1. Si ja existeix un „resource‟ anomenat „resource_name‟ 
4.1.1. No es fa res, no cal crear-lo 
4.2. Si no existeix cap „resource‟ anomenat „resource_name‟ 
4.2.1. Es crea el nou „resource‟ (funció „datastore_create‟) 
 
Amb el primer script, „datastore_create.py‟, el que es realitza és crear el 
„resource‟ corresponent a aquesta Raspberry Pi, aquest any, i aquesta estació 
de l‟any. Es recorda que el nom que es dona al „resource‟ és aquest: „@MAC 
Raspberry Pi – yyyy – estació de l‟any‟. El primer que es fa en aquest script es 
obtenir la data actual, calcular l‟estació de l‟any i obtenir l‟ adreça MAC de la 
Raspberry. Amb tota aquesta informació es genera el nom que tindria el 
„resource‟ que hauria d‟ésser creat, al qual es farà referència com 
„resource_name‟. Seguidament, s‟obtenen tots els „resources‟ que es troben al 
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Fig. 2.16 Crida a la funció „package_show‟ 
 
 
D‟entre tots els „resources‟ de „viladecans_weather‟ es comprova si ja n‟existeix 
algun amb el ‟resource_name‟. En cas afirmatiu, significa que ja s‟ha creat el 
„resource‟ per a aquesta Raspberry, any i estació i no cal crear-lo de nou. En 
cas contrari sí que es crearà, i per fer-ho s‟utilitza la funció de la API 
„datastore_create‟. A aquesta funció se li ha de passar la informació mostrada a 
la figura 2.17. 
 
 









Fig. 2.18 Crida a la funció „datastore_create‟ entregant les dades anteriors 
 
 
En el camp „resource‟ cal indicar, com a mínim, un „package_id‟ amb el nom del 
„dataset‟ on es vol que es creï el „resource‟ („viladecans_weather‟) i un „name‟ 
que serà el nom que tindrà el nou „resource‟ creat („resource_name‟). En 
„fields‟, pensant en una base de dades, s‟indiquen cadascun dels noms de les 
columnes de la taula que es crearà i el tipus de dades que contindrà, les quals 
es corresponen amb les diferents dades meteorològiques que són recollides. 
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També s‟indica com a clau primària la columna „time‟, de manera que només 
pugui haver una única entrada a la taula per a una data i hora de mesura 
concreta.  
 
Aquest script s‟executa cada hora, i la totalitat de vegades que s‟executa 
comprovarà si ja existeix el „resource‟. Aquest comportament pot semblar 
redundant ja que només es crearà un nou „resource‟ en una mateixa Raspberry 
amb cada canvi d‟estació de l‟any. Aquest mecanisme s‟ha dissenyat d‟aquesta 
manera per tal d‟evitar la necessitat d‟iniciar el procés automàtic de recol·lecció 
de dades en un dia i una hora en concret. 
 
Un cop hagi finalitzat l‟script „datastore_create.py‟, el „rescource‟ que es crea es 
troba inicialment buit i només consisteix en el nom de les diferents dades 
formant les columnes d‟una taula que, de moment, no conté cap fila. Executant 
el segon script, „datastore_upsert.py‟, s‟afegeix una nova fila o entrada a questa 
taula cada cop que es recullen les mesures de l‟estació meteorològica. El 
funcionament resumit de „datastore_upsert.py‟ és el que segueix: 
 
1. Obtenir dades per saber el nom del „resource‟ que s‟ha d‟actualitzar 
1.1. Obtenir data actual 
1.2. Calcular estació de l‟any a partir de la data 
1.3. Obtenir adreça MAC 
2. Crear nom del „resource„ („resource_name‟) a actualitzar 
3. Llegir „resources‟ existents del „dataset‟ „viladecans_weather‟ al 
servidor CKAN (funció „package_show‟) 
4. Comprovar el nom dels „resources‟ llegits 
4.1. Si ja existeix un „resource‟ anomenat „resource_name‟ 
4.1.1. Pujar les noves dades a aquest „resource‟ 
4.1.1.1. Prendre el „resource_id‟ 
4.1.1.2. Llegir dades del fitxer de text generat per „pywws‟ 
4.1.1.3. Donar format a les dades 
4.1.1.4. Inserir noves dades al „resource‟ (funció 
„datastore_upsert‟) 
4.2. Si no existeix cap „resource‟ anomenat „resource_name‟ 
4.2.1. No es fa res, hauria d‟existir: possible error en la creació 
 
El primer que fa l‟script „datastore_upsert.py‟, torna a ser obtenir el 
„resource_name‟ que hauria de tenir el ‟resource‟ de dades que es vol 
actualitzar (a partir de la data actual, estació de l‟any, i adreça MAC) i es 
comprova si existeix. Amb aquesta comprovació s‟eviten possibles errors en 
intents d‟actualitzar un „resource‟ que potser no existeix degut a errors durant la 
seva creació o altres causes. Així, si no existeix no es fa res, i si el troba es 
procedeix a afegir-hi les noves dades. A més de comprovar si existeix, és 
necessari obtenir aquest „resource‟ per poder actualitzar-lo ja que cal fer servir 
el seu „resource_id‟, un identificador únic assignat a aquest „resource‟. 
 
A continuació, accedeix al fitxer de text que „pywws‟ acaba d‟actualitzar i en 
treu les dades de la última línia, corresponents a la mesura més recent extreta 
de la memòria de l‟estació meteorològica. Per triar a quin fitxer ha d‟accedir 
s‟utilitza també la data actual, ja que el nom d‟aquests fitxers segueix el format 
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„yyyy-mm-dd.txt‟, tot tenint en compte que s‟han de restar 2 h a l‟instant de 
temps actual degut a que aquesta és la diferència que hi ha respecte al rellotge 
de l‟estació meteorològica.  
 
Un cop les noves dades han estat llegides i transformades al tipus correcte (de 
string a float) s‟introdueixen aquestes en la „data‟ que es mostra a la figura 
2.19. Al camp „resource_id‟ s‟insereix l‟identificador únic que s‟ha obtingut 
anteriorment. En „method‟ s‟indica quina és l‟acció que es vol realitzar, que en 
el nostre cas és un „insert‟ perquè es desitja afegir noves dades a les ja 
existents. Com es pot veure, en „records‟ s‟introdueixen les noves entrades que 
seran afegides a la taula del „resource‟, que en aquest cas és només una nova 
fila, i el seu contingut. Per assignar el contingut cal emprar el nom de la 
columna de la dada concreta i el corresponent valor que s‟acaba d‟extreure del 
fitxer de text (el qual es té a l‟script en un array de dades „new_data‟).  
 
També es destaca que per indicar l‟instant de la mesura amb el camp „time‟ no 
s‟utilitza l‟hora que hi ha al fitxer, sinó la de l‟instant en què s‟està executant 
aquesta línia de l‟script. Aquesta s‟arrodoneix a les hores en punt ja que és el 
moment en que s‟ha iniciat el procés per llegir les dades de l‟estació, tot i que 
l‟hora exacta en què es va prendre la mesura pot ser de fins a un màxim de 5 
minuts abans. Aquesta diferència correspon amb l‟interval de mesura de dades 
que s‟ha configurat a l‟estació utilitzant també „pywws‟, i es considera que les 
dades preses no es diferencien significativament respecte les mesures exactes 





Fig. 2.19 Format de les dades i crida a la funció „datastore_upsert‟ 
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Finalment, l‟última tasca que fa aquest script és cridar a la funció de l‟API 
„datastore_upsert‟, a la qual li passa la „data‟ tal i com s‟ha mostrat a la figura 
anterior. Un cop s‟hagi executat aquesta crida, les noves dades mesurades 
s‟hauran afegit correctament al „resource‟ adient del „dataset‟ 
„viladecans_weather‟ i haurà acabat la recol·lecció de dades corresponent a 
l‟instant de temps en què s‟han executat els scripts. 
 
2.3.3.4. Visualització de dades a CKAN 
 
En aquest apartat es comprova quin aspecte tenen les dades 
emmagatzemades a CKAN i com es poden visualitzar a través de la seva 
interfície web. 
 
Si es torna a accedir al nostre servidor CKAN introduint a un navegador la URL 
„http://192.168.1.40:5000/‟ i es clica en la pestanya „Datasets‟ s‟arriba a una 
pàgina on figura un llistat amb tots els „datasets‟ que hagin sigut creats pels 
usuaris. En el nostre escenari només se‟n tindrà un per emmagatzemar totes 
les dades meteorològiques que són recollides: „viladecans_weather‟. Si s‟entra 
en aquest „dataset‟ el que es veu és un altre llistat, però en aquest cas mostrant 
els diferents „resources‟ que conté „viladecans_weather‟, entre els quals es 
trobarà el corresponent a la nostra plataforma (adreça MAC de la Raspberry Pi 
– any – estació de l‟any). 
 
Per acabar, si s‟accedeix a un d‟aquests „resources‟ es troba una pàgina 
contenint una taula de les dades meteorològiques i l‟instant de la mesura com 
la mostrada a la figura 2.20. Aquesta interfície de CKAN per visualitzar les 
dades té funcionalitats interessants i permet que l‟usuari pugui veure les dades 
com ell vulgui. Com es veu a la part superior de la figura, s‟indiquen quantes 
entrades de dades („records‟) té en total aquest „resource‟ i es pot triar quin 
interval de dades es desitja visualitzar. Si es clica cadascun dels títols de les 
columnes es pot canviar l‟ordre en que es visualitzen les files de la taula, ja que 
ordenarà aquestes files de valor més alt a més petit, o viceversa, en funció de 
la dada que hagi estat clicada. Això pot ser útil, per exemple, per veure els 
instants més calorosos o freds, amb més quantitat de pluja, etc. I si s‟afegeix un 
filtre clicant a ‟Add Filter‟ es pot triar quines entrades concretes es volen veure. 
Per exemple, si es filtra per temps es poden seleccionar els instants de mesura 
concrets que es mostraran, o filtrant per una temperatura en concret mostrarà 












Finalment, si es clica sobre el botó „Graph‟ es desplegarà un menú com el que 
es veu a la part dreta de la figura 2.21, des del qual es pot crear també el gràfic 
que es vulgui amb les dades desitjades d‟entre totes les que conté el „resource‟, 
també per a un interval de „records‟ concret. Es pot escollir el tipus de gràfic 
(línies i punts, barres, etc) i triar quins es volen que siguin els eixos. 
Normalment, el primer eix (horitzontal) serà el valor del temps per obtenir 
gràfiques coherents de les diferents mesures al llarg del temps. I com també es 
mostra a la figura, per al segon eix (vertical) es poden afegir les „Series‟ que es 
desitgin, es a dir, múltiples dades que visualitzar al gràfic. Concretament, a 
l‟exemple de la figura es veu la temperatura i humitat interiors al llarg del temps. 
Si s‟ubica el cursor sobre un dels punts de la gràfica ens mostrarà el dia de la 
mesura i el valor exacte de la mateixa. 
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CAPÍTOL 3. PRESSUPOST 
 
En aquest capítol es dóna una idea del cost aproximat de la implementació dels 
diferents dispositius, per a cadascuna de les dues plataformes tractades en 
aquest treball. També es calcula el consum elèctric aproximat de cadascuna i el 




3.1. Implementació dels escenaris 
 
Primerament, per calcular el cost de la implementació dels escenaris, es 
desglossa el preu dels diferents elements materials que composen les 
plataformes i, a l‟hora de calcular el cost total de cada escenari, també es tindrà 
en compte el treball humà implicat. Els preus concrets indicats com a quantitat 




Taula 3.1. Cost dels diferents elements de la plataforma 
 
Element ID Descripció Cost 
Raspberry Pi 2 
Model B 1GB 
 
A Placa base, nucli de les plataformes, encarregada 
d‟establir les connexions i executar els diferents 
processos (servidor USB/IP en el cas de 
l‟Agròpolis i els scripts de recollida de dades 




Micro SD 8GB 
Kingston 
 
B Memòria que serveix com a  disc dur de la 
Raspberry Pi. Conté el Sistema Operatiu i el 












D Capsa que proporciona una protecció IP65 [8] a 
la Raspberry Pi, la qual s‟haurà de modificar per 
deixar ranures per les connexions.  
8,78 € 
Font d‟alimentació 
micro USB - 5V 
2A 
 
E Font d‟alimentació per fer funcionar la Raspberry 
Pi, la qual alhora també alimentarà, via USB, una 
targeta de xarxa Wi-Fi (i la base de l‟estació 






F Targeta Wi-Fi per connectar la Raspberry Pi  a la 




PCE-FWS 20 G Estació meteorològica. La base (pantalla LCD) es 104,06 
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 pot alimentar via USB des de la Raspberry, però 
el transmissor sense fils dels sensors exteriors ha 




H Dues piles AA de 1.2V recarregables per 
alimentar el transmissor dels sensors exteriors de 
l‟estació meteorològica. Han de ser recarregables 
per aprofitar l‟energia captada pel panell solar del 





I Capsa estanca per contenir i protegir els 
principals elements de la plataforma: base de 
l‟estació meteorològica, Raspberry Pi, font 
d‟alimentació i targeta Wi-Fi (no l‟antena). 
Aquesta plataforma estarà exposada a l‟aire lliure, 
i per les condicions climàtiques de l‟entorn de 






J Cable RP-SMA mascle-femella per connectar la 
targeta Wi-Fi, continguda a la capsa estanca, amb 




addicionals de la 
capsa estanca 
K Conjunt de material necessari per donar entrada 
de cables a la capsa estanca (alimentació i 
connector SMA), mantenint la protecció, i per 
contenir els diferents elements de forma adient. 
Per exemple: passa-cables de materials plàstics, 




Cal esmentar que les bateries recarregables per alimentar el transmissor dels 
sensors exteriors de l‟estació meteorològica es van esgotant. Segons el mateix 
fabricant de l‟estació, poden donar un temps de vida aproximat al transmissor 
de 24 mesos. Es a dir, en cada plataforma node de Viladecans caldrà tornar a 
comprar aquestes bateries cada 2 anys i substituir-les al corresponent 
transmissor. En cas que es volgués estar realitzant aquesta mesura de dades a 
Viladecans durant un temps superior, s‟haurà de tenir en compte el cost 
periòdic addicional corresponent a les noves bateries i del treball humà de 
desplaçament i substitució, detall que queda fora de l‟abast d‟aquest projecte. 
 
A la següent taula, i partint del mostrat a la taula anterior, es concreta el cost 
econòmic de l‟elaboració d‟una sola plataforma de cada escenari, incloent la 
remuneració del treball humà per les hores de feina aplicades. Pel càlcul del 
cost del treball humà s‟ha estimat una quantitat de 320 hores de feina en 
l‟elaboració d‟aquest TFG, amb una remuneració de 6‟5 €/h, les quals 
corresponen tant a tot el procés de disseny, proves i implementació final de les 
plataformes. Aquestes hores totals han estat repartides entre els dos escenaris, 
seguint una proporció de: 40% en el cas de la plataforma de l‟Agròpolis i 60% 
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Taula 3.2. Costos totals de cada plataforma 
 
Plataforma Node Agròpolis Node Viladecans 
Justificació Recordem que no hi ha 
estació meteorològica en 
aquest escenari, i la 
plataforma estarà ubicada en 
una caseta situada a 
l‟Agropòlis, juntament amb el 
Data Logger d‟on pren les 
dades. 
Elements: A, B, C, D, E, F. 
Addicionalment, cal tenir en 
compte també la pròpia 
estació meteorològica i tots els 
elements necessaris per 
encapsar la plataforma, ja que 
es trobaria a la intempèrie. 
Elements: A, B, C, E, F, G, H, 
I, J, K. 
Cost material 
d‟una unitat 




832 € 1248 € 
Cost total 
d‟una unitat 
933.32 € 1512,93 € 
 
 
Finalment, es tractaran els costos totals que suposarien el desplegament real 
dels escenaris, tenint en compte que cada desplegament implicarà més d‟una 
plataforma. Per l‟escenari de l‟Agròpolis es desitjaria un desplegament de 3 
plataformes per recollir les dades de potència de 3 aerogeneradors diferents. I 
en el cas de la xarxa de recollida de dades meteorològiques de Viladecans 
estimem un número de 20 plataformes per cobrir diferents punts de la ciutat. En 
aquests costos de desplegament de l‟escenari s‟ha tornat a incloure el cost del 
disseny de cada plataforma (ja mostrat a la taula 3.2.) i s‟ha afegit un nou 
concepte per treball humà corresponent al muntatge i configuració de cada 
plataforma. Per aquest cost de muntatge s‟ha estimat un temps de 1 hora per 
plataforma, remunerada altre cop a 6‟5 €/h. S'assumeix que queden fora de 
l'estudi els costos derivats de la instal·lació de les plataformes, tant a l‟Agròpolis 
com en diferents fanals o altre mobiliari urbà de la ciutat de Viladecans, de la 
respectiva arribada d‟alimentació a 220 V fins la ubicació final d‟aquestes i del 
manteniment puntual que requereixin les mateixes. 
 
 
Taula 3.3. Costos d‟implementació dels escenaris 
 
Escenari Agròpolis Viladecans 
Cost del disseny 832 € 1248 € 
Cost material de les plataformes 303,96 € 5298,60 € 
Cost de muntatge de les plataformes 19,50 € 130 € 
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3.2. Consum elèctric 
 
Al llarg d‟aquest apartat es calcularà el cost del consum elèctric anual de cada 
plataforma i el consegüent cost d‟alimentació del desplegament complet 
esmentat per a cada escenari. Durant les proves, el consum s‟ha mesurat amb 
l‟analitzador de potència „Agilent N6705A DC Power Analyzer‟. 
 
 
3.2.1. Plataforma de l’Agròpolis 
 
En aquest subapartat es detallarà el consum elèctric de la plataforma, en el cas 
del node de l‟Agròpolis. Per fer-ho, s‟han realitzat mesures de corrent de la 
Raspberry Pi amb un analitzador de potència, mentre es prenien dades de 
consum en diferents situacions. 
 
3.2.1.1. Estat de repòs 
 
Per a aquest cas, l‟estat de repòs es defineix com l‟estat en què la Raspberry Pi 
es troba mentre no transmet les dades de potència de l‟aerogenerador via 
USB/IP. És a dir, tot aquell temps en què no hi ha cap usuari connectat 
remotament i realitzant la recollida de dades des del Data Logger cap al seu 
ordinador, mitjançant el software HOBOwarePro. 
 
Cal recordar que, en aquest estat, en coherència amb el que s‟ha detallat sobre 
els escenaris, la Raspberry Pi té connectada i alimenta la targeta de xarxa Wi-
Fi, mentre aquesta està al seu torn associada a un Access Point, fet que 
comporta un consum addicional de 161 mA al propi de la monoplaca (200 mA). 
Durant les proves la Raspberry i l‟AP estan molt propers, de manera que la 
transmissió es fa amb modulacions ràpides; mentre que, en un entorn real, 
aquestes serien més lentes, el que comportaria un major temps de transmissió 
i, per tant, un augment en el consum. El Data Logger també està connectat via 
USB a la Raspberry per al lligam USB/IP, però aquest és alimentat de forma 
externa mitjançant bateries, de manera que s‟assumeix que no implica un 
augment del consum destacable. Per últim, també cal esmentar que hi ha 
aplicades a la Raspberry Pi les mesures de reducció de consum elèctric del 
capítol 2.1.3 
 
El consum mitjà mesurat en l‟estat de repòs definit en aquest punt és 
d‟aproximadament uns 361 mA. 
 
3.2.1.2. Estat de transmissió de dades 
 
D‟altra banda, s‟ha mesurat el consum de corrent del “pic” de transmissió de 
dades de l‟aerogenerador. Aquest consum comporta l‟addició del consum propi 
d‟aquesta transmissió al consum en estat de repòs detallat al punt anterior. 
 
 




Fig 3.1 Consum de la plataforma de l‟Agròpolis durant una transmissió de 
dades de l‟aerogenerador 
 
 
Concretament, el “pic” de transmissió de dades mesurat a les proves i mostrat 
a la figura 3.1 té una durada aproximada d‟uns 2 segons i es correspon amb 
l‟enviament d‟una quantitat d‟informació emmagatzemada al Data Logger 
equivalent a 3 mesos. El consum mitjà aproximat mesurat en aquest pic és de 
530 mA. 
 
3.2.1.3. Consum anual 
 
Finalment, s‟ha escollit calcular el consum anual de la plataforma en aquest 
escenari en el període d‟un any. Per fer-ho s‟ha tingut en consideració el temps 
que la plataforma es troba en cadascun dels estats indicats anteriorment durant 
aquest interval temporal. Tenint en compte que, com s‟acaba de comentar, el 
temps que es triga en transmetre les dades de l‟aerogenerador corresponents a 
3 mesos és de 2 segons, es pot extrapolar que, per transmetre les dades de tot 
un any serien necessaris 8 segons. Això és així en cas que, per unes dades 
d‟un període de temps en concret, només es realitzés un bolcat des del Data 
Logger, fet que es suposarà d‟aquesta manera. 
 
Com es pot apreciar, 8 segons consumint 530 mA, en estat de transmissió de 
dades, en comparació a tota la resta de l‟any consumint 361 mA, en estat de 
repòs, no implica una gran diferència. Cal destacar que, malgrat que al cap de 
l‟any el pic de transmissió no sembla important, els 530 mA marquen la 
potència instantània màxima que s‟hauria d‟assegurar per part de la font 
d‟alimentació. Concretament, realitzant el càlcul com pertoca, aporten un 
increment en l‟ordre de les desenes dels nA (42,9 nA). Per tant, es conclou que 
el consum mitjà de la plataforma, per aquest escenari, es manté en 361 mA al 
llarg d‟un any. 
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Es suposa un any natural de 365 dies, es a dir, 8760 hores. Es coneix que la 
plataforma s‟alimenta amb 5 V, així, la potència mitjana consumida és 
aproximadament de 1,805 W. A partir d‟aquesta informació es pot calcular que 
el consum anual de la plataforma per l‟escenari de l‟Agròpolis és de          
15,812 kWh. Es podria pensar en alimentar la plataforma amb l‟energia 
produïda per l‟aerogenerador, però, això queda descartat actualment ja que no 




3.2.2. Plataforma de Viladecans 
 
En aquest subapartat es detallarà el consum elèctric de la plataforma, en el cas 
d‟un node de Viladecans, és a dir, el node encarregat de recollir dades 
meteorològiques al municipi. Per fer-ho, igual que en l‟altre escenari, s‟han 
realitzat mesures de corrent de la Raspberry Pi amb un analitzador de potència, 
mentre es prenien dades de consum en diferents situacions. 
 
3.2.2.1. Estat de repòs 
 
Per aquest escenari, l‟estat de repòs es correspon també a aquell estat en què 
es troba la Rapsberry Pi mentre no està recollint ni enviant dades 
meteorològiques cap al servidor CKAN. Però, a diferència de l‟escenari 
anterior, la Raspberry Pi no proporciona alimentació solament a la targeta Wi-Fi 
(associada a un AP) sinó també a la base de l‟estació meteorològica (pantalla 
LCD). Cal recordar que els sensors externs de l‟estació tenen alimentació 
pròpia (bateries). 
 
El consum mitjà mesurat en l‟estat de repòs per l‟escenari d‟un node de 
Viladecans és aproximadament de 371 mA. 
 
3.2.2.2. Estat de processat i transmissió de dades 
 
En aquest cas, l‟estat mesurat en aquest subapartat correspon amb l‟interval 
temporal que inclou el procés de recollida de dades de l‟estació meteorològica i 
la pujada de les mateixes al servidor CKAN.  
 
 




Fig. 3.2 Consum de la plataforma d‟un node de Viladecans durant la recollida 
de dades meteorològiques i el seu enviament al servidor 
 
 
El “pic” de processat i transmissió de dades mesurat a les proves i mostrat a la 
figura 3.2 té una durada aproximada de 10 segons, i el consum mitjà en aquest 
“pic” és de 396 mA. 
 
3.2.2.3. Consum anual 
 
Per acabar, es calcula el consum anual de la plataforma en aquest escenari. Es 
aquest cas, cal considerar que l‟esmentat pic de recollida de dades 
meteorològiques es produeix cada hora periòdicament. Per tant, tornant a 
suposar un any natural de 365 dies, la plataforma es troba en l‟estat de 
processat i transmissió de dades 87600 segons anualment, i la resta en estat 
de repòs. 
 
En la situació tractada, realitzant el càlcul corresponent, aquests “pics” suposen 
un increment d‟uns 70 µA respecte del consum en estat de repòs. Tenint això 
en consideració, la potència mitjana consumida al llarg d‟un any és 
aproximadament de 1,855 W. Amb això s‟obté que el consum anual de la 
plataforma per l‟escenari d‟un node de Viladecans és de 16,253 kWh. 
 
 
3.2.3. Cost anual d’alimentació dels escenaris 
 
Per concloure amb aquest punt, es calcula el cost corresponent a l‟alimentació 
anual de cada plataforma i cada desplegament complet de l‟escenari. A la 
següent taula es mostren aquests costos, incloent també els consums anuals 
en kWh. Per calcular els esmentats preus, s‟ha pres un preu del kWh de 
0,15970 €/kWh, el cas més car que s‟ha trobat per una companyia elèctrica a 
Espanya per estimar el pitjor escenari possible. Aquest preu és l‟import de 
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l‟energia consumida, el qual ja inclou peatges d‟accés. Concretament, s‟han 
trobat els següents rangs de preus pel kWh: entre 0,088 i 0,1395 per a usuaris 
domèstics; i entre 0,13466 i 0,1597 per a professionals i grans llars. A l‟hora de 
donar els preus, s‟han arrodonit a l‟alça els cèntims. Es recorda que pel 
desplegament de l‟escenari de l‟Agròpolis es desitgen 3 estacions, mentre que 
se‟n volen 20 per a l‟escenari de Viladecans. 
 
 
Taula 3.4. Costos anuals d‟alimentació 
 
Escenari Agròpolis Viladecans 
Consum anual per estació 15,812 kWh 16,253 kWh 
Cost d‟alimentació anual per estació 2,53 € 2,60 € 
Consum anual de l‟escenari 47,436 kWh 325,060 kWh 
Cost de l‟alimentació anual de l‟escenari 7,58 € 51,92 € 
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CAPÍTOL 4. CONCLUSIONS 
 
Un cop finalitzada l‟elaboració del projecte, es pot concloure que s‟ha assolit 
l‟objectiu del mateix, això és, dissenyar i implementar una plataforma de 
monitorització en temps real de dades meteorològiques i turbines d‟energia 
minieòlica. Addicionalment, s‟ha pogut realitzar una estimació del pressupost 
necessari pel desplegament real dels escenaris, sense incloure el cost de la 
instal·lació als emplaçaments escollits, però incloent els costos d‟alimentació 
anuals, els quals es poden fer servir com a comparativa amb les quantitats 
estimades al plantejament inicial del projecte de la EETAC per a l‟Ajuntament 
de Viladecans que va motivar aquest TFG. A continuació es descriurà 
breument l‟estat final al que s‟ha pogut fer arribar la plataforma implementada 
per cada escenari, la funcionalitat obtinguda i les possibles millores o línies de 
treball futur pendent. 
   
Primerament, respecte a la recol·lecció d‟informació climàtica en l‟escenari d‟un 
node de Viladecans, s‟ha aconseguit automatitzar el procés de recollida 
periòdic (cada hora en punt) de mesures preses per una estació meteorològica 
(humitat, temperatura, pluja, velocitat i direcció del vent) i la seva pujada a una 
instància del portal de dades CKAN, lloc des d‟on són accessibles per a ser 
analitzades. 
 
Pel que fa a la implementació física per un desplegament real d‟aquest 
escenari, només s‟ha arribat a un prototip o maqueta, ja que, tot i que ha estat 
considerat al pressupost, ha mancat realitzar el muntatge de la capsa estanca 
per contenir els dispositius de la plataforma i poder exposar la mateixa als 
ambients exteriors. Aquest fet podria haver suposat reptes que no s‟han 
afrontat, com ara el correcte manteniment del grau de protecció IP a l‟hora de 
modificar la capsa per permetre l‟entrada de les diverses connexions o la prova 
temporal d‟aquest muntatge a la intempèrie per assegurar el correcte 
comportament protector. No s‟ha disposat de finançament per aquest muntatge. 
 
També hauria estat interessant gestionar de manera més eficient l‟execució 
periòdica dels scripts de codi „Python‟, així com posar a prova el codi en quant 
a la robustesa enfront errors i la creació de logs amb un històric del 
funcionament. Així com també provar i analitzar els límits de la transmissió de 
dades entre els sensors exteriors de l‟estació meteorològica i la seva base, i 
així delimitar realment la distancia adient assumible entre ambdues segons 
diverses condicions, com línia de visió directa, amb obstacles, o amb diferents 
condicions climatològiques. Per dur a terme aquestes proves i millores, no 
essencials, hauria calgut més temps. 
 
En segon lloc, per a l‟escenari de la plataforma de l‟Agròpolis, s‟ha assolit 
emular la connexió del Data Logger, físicament connectat a la Raspberry Pi, a 
una màquina remota, fent possible així la recol·lecció de les dades de potència 
de l‟aerogenerador emmagatzemades al Logger sense haver de desplaçar-se 
físicament fins el recinte de l‟Agròpolis. 
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Respecte aquest segon escenari tractat, també mancaria el muntatge de la 
capsa estanca petita (igualment per falta de finançament), en aquest cas per 
protegir només la Raspberry Pi. En adició, el Data Logger s‟alimenta per via de 
bateries i la Raspberry amb la targeta Wi-Fi ho fa amb una font d‟alimentació 
connectada a una presa de corrent; això podria ser interessant millorar-ho 
passant a aprofitar la pròpia energia produïda per l‟aerogenerador per alimentar 
aquests dispositius involucrats amb plataforma de l‟Agròpolis. Per estudiar 
aquesta darrera solució també ha faltat temps. 
 
Una altra línia de treball que podria esdevenir beneficiosa és l‟aprofundiment en 
l‟estalvi sobre el consum  elèctric de la Raspberry Pi per reduir aquest al mínim 
possible, cosa que no s‟ha fet per falta de temps. Aquesta disminució seria 
adient per ambdós escenaris. A més, concretament per la monitorització de 
dades meteorològiques, si per exemple s‟aconseguís controlar l‟alimentació de 
les connexions USB (com la targeta Wi-Fi) aquestes podrien apagar-se durant 
tot l‟interval corresponent a l‟estat de repòs i ser enceses només pel procés de 
recollida i transmissió de les dades.  
 
Per últim, tot i aquests aspectes que poden ser millorats i aquestes feines 
futures pendents, s‟ha assolit per a cada escenari la funcionalitat que era 
requerida a la plataforma. De manera que, com a conclusió, tornem a donar per 




4.1. Estudi d’ambientalització 
 
Centrant la vista en el desenvolupament concret d‟aquest projecte, és a dir, en 
el disseny i implementació de les plataformes, l‟impacte mediambiental produït 
al llarg de la seva realització queda simplificat al provocat pel consum energètic 
dels diferents dispositius implicats (ordinadors, Raspberry Pi, estació 
meteorològica, targeta Wi-Fi, etc).  
 
Però, si abastem el possible desplegament de les mateixes per als escenaris 
presentats, i el futur emplaçament de turbines d‟energia minieòlica, l‟impacte 
canvia. D‟una banda, aquest impacte ambiental augmenta juntament amb el 
consum energètic dels escenaris. Mentre que, de l‟altra, el recollir dades de 
l‟energia produïda pels aerogeneradors de l‟Agròpolis de forma remota redueix 
el cost energètic i l‟impacte ambiental produït pel desplaçament de personal 
fins a la ubicació d‟aquest per prendre les esmentades dades. A més, la futura 
utilització de turbines per aprofitar el vent com a font d‟energia renovable tindria 
un impacte mediambiental molt positiu.  
 
Addicionalment, mentre s‟està duent a terme la recol•lecció de dades 
meteorològiques a la ciutat de Viladecans, vàries d‟aquestes també serien 
aprofitables per gestionar de manera més eficient alguns serveis de la ciutat, 
com per exemple els sistemes de reg i jardineria en funció de les mesures de 
pluja, humitat i temperatura. Tanmateix, no només les dades recollides són útils 
per executar tasques addicionals, sinó que les pròpies plataformes es poden fer 
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servir pel futur desplegament d‟altres serveis municipals en l‟àmbit de les 
ciutats intel·ligents. 
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# Put the details of the dataset we're going to create into a dict. 
dataset_dict = { 
    'name': 'viladecans_weather', 
    'notes': 'Measures of various meteorological data corresponding 
to the city of Viladecans.', 
} 
# nom sense espais ni majuscules 
 
# Use the json module to dump the dictionary to a string for posting. 
data_string = urllib.quote(json.dumps(dataset_dict)) 
 




# Creating a dataset requires an authorization header. 
# Replace *** with your API key, from your user account on the CKAN  
#site that you're creating the dataset on. 
request.add_header('Authorization','58b64973-a274-4056-9f80-
a26ba51ba40f') 
# la API key es la del usuari dummy per proves 'ramon'  
 
# Make the HTTP request. 
response = urllib2.urlopen(request, data_string) 
assert response.code == 200 
 
# Use the json module to load CKAN's response into a dictionary. 
response_dict = json.loads(response.read()) 
assert response_dict['success'] is True 
 
# package_create returns the created package as its result. 




























from datetime import date, datetime 
import os 
 
#es vol crear un resource per cada estació: primavera, estiu, tardor,  
#hivern 
# primer es fa un get del package de 'viladecans_weather', per 
#comprovar si ja existeix un resource para la estació actual. 
# I en cas contrari, crear-lo. Si existeix no es fa res 
 
pprint.pprint('EXECUTANT DATASTORE_CREATE ...') 
 
# primer calculem estacio de any: 
Y = 2000 # dummy leap year to allow input X-02-29 (leap day) 
seasons = [('winter', (date(Y,  1,  1),  date(Y,  3, 20))), 
           ('spring', (date(Y,  3, 21),  date(Y,  6, 20))), 
           ('summer', (date(Y,  6, 21),  date(Y,  9, 22))), 
           ('autumn', (date(Y,  9, 23),  date(Y, 12, 20))), 
           ('winter', (date(Y, 12, 21),  date(Y, 12, 31)))] 
 
def get_season(now): 
 if isinstance(now, datetime):  
  now = now.date() 
 now = now.replace(year=Y) 
 return next(season for season, (start, end) in seasons  





pprint.pprint('obtenim l`estacio de la data actual:') 
pprint.pprint(current_season) 
 
# obtenim la MAC de la RPi 
def getMAC(interface): 
Annexos   53 
 
 
  # Return the MAC address of interface 
  try: 
    str = open('/sys/class/net/' + interface + '/address').read() 
  except: 
    str = "00:00:00:00:00:00" 




pprint.pprint('obtenim la nostra MAC (id unic):') 
pprint.pprint(myMAC) 
 
#creem el nom que hauria de tenir el nou resource 




# autoritzacio del user 'ramon' 
api_key="58b64973-a274-4056-9f80-a26ba51ba40f" 
 
# posem a un dict el nom del Package del que es vol fer get. 
resource_dict = { 
    'id': 'viladecans_weather', 
} 
 
# Use the json module to dump a dictionary to a string for posting. 
data_string = urllib.quote(json.dumps(resource_dict)) 
 




assert response.code == 200 
 
# Use the json module to load CKAN's response into a dictionary. 
response_dict = json.loads(response.read()) 
 
# Check the contents of the response. 
assert response_dict['success'] is True 
result = response_dict['result'] 
 
 
pprint.pprint('fa be el get del package y obtenim els seus resources 
y el seu id:') 
dataset_resources_dict = result['resources'] 
 
 
# comprovem el nom de tots els resources del Package  
#‘viladecans_weather’ 
i = 0 
while ( (i < len(dataset_resources_dict)) and 
(str(dataset_resources_dict[i]['name']) != resource_name) ): 
 i = i+1 
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if (i==len(dataset_resources_dict)): 
 pprint.pprint("No existeix el resource per aquesta RPi, aquest 
any i aquesta estacio. PODEM PROCEDIR A CREAR-LO") 
      # es defineix a data el Package on es creara el resource, el 
nom  
#que tindra, i els camps de dades q contindra 
 data={ 
  'resource': { 
   'package_id': 'viladecans_weather', 
   'name': resource_name, 
   'format': 'csv', 
   }, 
  'fields': [{ 
   'id': 'time', 
   'type': 'timestamp' 
   },{ 
          'id': 'hum_in', 
          'type': 'float' 
       },{ 
          'id': 'temp_in', 
          'type': 'float' 
       },{ 
          'id': 'hum_out', 
          'type': 'float' 
       },{ 
          'id': 'temp_out', 
          'type': 'float' 
       },{ 
          'id': 'abs_pressure', 
          'type': 'float' 
       },{ 
          'id': 'wind_ave', 
          'type': 'float' 
       },{ 
          'id': 'wind_gust', 
          'type': 'float' 
       },{ 
          'id': 'wind_dir', 
          'type': 'float' 
       },{ 
          'id': 'rain', 
          'type': 'float' 
       },], 
  'primary_key': ['time'] 
 } 
 #fem el datastore_create de un resource buit, nomes amb titols  
#de les columnes 
 requests.post('http://192.168.1.40:5000/api/action/datastore_cr
eate', 
  data=json.dumps(data),  
  headers={'Content-type': 'application/json', 
   'Authorization': api_key},) 
 
 pprint.pprint('datastore_create fet') 





 pprint.pprint("Ja existeix el resource. NO HEM DE CREAR-LO") 
 
 

















pprint.pprint('EXECUTANT DATASTORE_UPSERT ...') 
 
# primer calculem estacio de any: 
Y = 2000 # dummy leap year to allow input X-02-29 (leap day) 
seasons = [('winter', (date(Y,  1,  1),  date(Y,  3, 20))), 
           ('spring', (date(Y,  3, 21),  date(Y,  6, 20))), 
           ('summer', (date(Y,  6, 21),  date(Y,  9, 22))), 
           ('autumn', (date(Y,  9, 23),  date(Y, 12, 20))), 
           ('winter', (date(Y, 12, 21),  date(Y, 12, 31)))] 
 
def get_season(now): 
 if isinstance(now, datetime):  
  now = now.date() 
 now = now.replace(year=Y) 
 return next(season for season, (start, end) in seasons  





pprint.pprint('obtenim l`estacio de la data actual:') 
pprint.pprint(current_season) 
 
# obtenim la MAC de la RPi 
def getMAC(interface): 
  # Return the MAC address of interface 
  try: 
    str = open('/sys/class/net/' + interface + '/address').read() 
  except: 
    str = "00:00:00:00:00:00" 
  return str[0:17] 





pprint.pprint('obtenim la nostra MAC (id unic):') 
pprint.pprint(myMAC) 
 
#creem el nom que hauria de tenir el nou resource 
resource_name = myMAC+"-"+current_year+"-"+current_season 
pprint.pprint(resource_name) 
 




# posem a un dict el nom del Package del que es vol fer get. 
resource_dict = { 
     'id': 'viladecans_weather', 
} 
 
# Use the json module to dump a dictionary to a string for posting. 
data_string = urllib.quote(json.dumps(resource_dict)) 
 




assert response.code == 200 
 
# Use the json module to load CKAN's response into a dictionary. 
response_dict = json.loads(response.read()) 
 
# Check the contents of the response. 
assert response_dict['success'] is True 
result = response_dict['result'] 
 
 
pprint.pprint('h fa be el get del package y obtenim els seus 
resources  
y el seu id:') 
dataset_resources_dict = result['resources'] 
 
#comprovem el nom dels resources existents al Package  
#‘viladecans_weather’ 
i = 0 
while ( (i < len(dataset_resources_dict)) and  
(str(dataset_resources_dict[i]['name']) != resource_name) ): 
 i = i+1 
 
if (i==len(dataset_resources_dict)): 
 pprint.pprint("No existeix el resource per aquesta RPi, any i  
estació. NO PODEM ACTUALITZAR-LO") 
  
else: 
 pprint.pprint("Existeix el resource y obtenim el seu id:") 






      #llegim el fitxer de text que conte les dades meteorologiques 
 #va amb una diferencia de 2 h 
 print "temps actual" 
 print time.strftime('%Y-%m-%d %H:%M:%S') 
 print time.strftime('%Y-%m-%d %HZ') 
 last2HoursDateTime = datetime.today() - timedelta(hours = 2) 
 print "temps fa 2 hores" 
 print last2HoursDateTime.strftime('%Y-%m-%d %H:%M:%S') 
 






 last_line = "" 
      #comprovem que existeix l’arxiu 
 if os.path.isfile(pywws_raw_file): 
            #existeix l’arxiu i procedim a obtenir les darreres dades 
  pywws_file = open(pywws_raw_file, 'rw+') 
  lines = pywws_file.readlines() 
  last_line = lines[len(lines)-1] 
  pprint.pprint(last_line) 
  pywws_file.close() 
 
  new_data_line = last_line 
 
  new_data = new_data_line.split(',') 
            #esborrem les primes dades 2 del txt, que no fem servir 
  del new_data[0] 
  del new_data[0] 
  status_raw = new_data[len(new_data)-1] 
  status = status_raw.split('\r') 
  new_data[len(new_data)-1] = status[0] 
  pprint.pprint(new_data) 
  pprint.pprint(len(new_data)) 
 
            #donem el format correcte a les dades 
  pos = 0 
  while (pos < len(new_data)-1): 
   if (new_data[pos] == ""): 
    new_data[pos] = 0  
   else:  
    new_data[pos] = float(new_data[pos]) 
   pos = pos+1 
 
  new_data[pos] = int(new_data[pos]) 
 
  pprint.pprint(new_data) 
 
            # a data indiquem l’id del resource a actualitzar i el  
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            #valor corresponent de cada data que es vol inserir al  
            #servidor 
  data={ 
   'resource_id': 
str(dataset_resources_dict[i]['id']), 
   'force': 'True',  
   'records': [{ 
    'time': time.strftime("%Y-%m-%dT%H:00Z"), 
    'hum_in': new_data[0], 
    'temp_in': new_data[1], 
    'hum_out': new_data[2], 
    'temp_out': new_data[3],   
    'abs_pressure': new_data[4], 
    'wind_ave': new_data[5], 
    'wind_gust': new_data[6], 
    'wind_dir': new_data[7], 
    'rain': new_data[8] 
    },], 
   'method': 'insert', 
  } 
 
 
  #datastore_upsert inserint una sola "linea/fila" de dades  




   data=json.dumps(data),  
   headers={'Content-type': 'application/json', 
    'Authorization': api_key},) 
 




  pprint.pprint("no existeix l’arxiu: "+pywws_raw_file) 
 
 













print "EXECUTANT DELETE_FILES ... " 
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print "temps actual" 
print time.strftime('%Y-%m-%d %H:%M:%S') 
print time.strftime('%Y-%m-%d %HZ') 
 
 
last2HoursDateTime = datetime.today() - timedelta(hours = 2) 
print "temps fa 2 hores" 
print last2HoursDateTime.strftime('%Y-%m-%d %H:%M:%S') 
 
last2h_year = last2HoursDateTime.strftime('%Y') 
last2h_month = last2HoursDateTime.strftime('%Y-%m') 
 
yesterdayDateTime = datetime.today() - timedelta(hours = 26) 
print "temps ahir" 
print yesterdayDateTime.strftime("%Y-%m-%d %H:%M:%S") 
 
yesterday_year = yesterdayDateTime.strftime('%Y') 
yesterday_month = yesterdayDateTime.strftime('%Y-%m') 
 













pywws_daily_dir = "/home/pi/weather_hourlylog/data/daily/"  
+ last2HoursDateTime.strftime("%Y")+"/" 
pywws_monthly_dir = "/home/pi/weather_hourlylog/data/monthly/" 
 
pywws_status_file = "/home/pi/weather_hourlylog/data/status.ini" 
 
if (last2h_year == yesterday_year): 
  
 if (last2h_month == yesterday_month): 
  
  if (os.path.exists(pywws_yesterday_raw_file)): 
   os.remove(pywws_yesterday_raw_file) 
  if (os.path.exists(pywws_yesterday_calib_file)): 
   os.remove(pywws_yesterday_calib_file) 
   
 else: 
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r+"/"+yesterday_month) 























for hourly_file in os.listdir(pywws_hourly_dir): 
 hourly_file_path = os.path.join(pywws_hourly_dir, hourly_file) 
 try: 
  if (os.path.exists(hourly_file_path)): 
   os.remove(hourly_file_path) 
 except Exception as e: 
  print(e) 
 
for daily_file in os.listdir(pywws_daily_dir): 
 daily_file_path = os.path.join(pywws_daily_dir, daily_file) 
 try: 
  if (os.path.exists(daily_file_path)): 
   os.remove(daily_file_path) 
 except Exception as e: 
  print(e) 
 
for monthly_file in os.listdir(pywws_monthly_dir): 
 monthly_file_path = os.path.join(pywws_monthly_dir, 
monthly_file) 
 try: 
  if (os.path.exists(monthly_file_path)): 
   os.remove(monthly_file_path) 
 except Exception as e: 
  print(e) 
 
try: 
 if (os.path.exists(pywws_status_file)): 
  os.remove(pywws_status_file) 
except Exception as e: 
 print(e) 





print "FINALITZANT DELETE_FILES ..." 
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2. Taula d’enllaços corresponents als costos del pressupost 
 
En aquest annex indiquem els enllaços web de compra online dels quals s‟ha 
extret el cost de cadascun dels components de la taula 3.1 del capítol 3. 
 
 
Taula 2.1. Enllaços als preus dels components 
 
Element 
- ID 
Enllaç 
A https://www.amazon.es/Raspberry-Pi-Model-Placa-Quad-
Core/dp/B00T2U7R7I/ref=sr_1_1?ie=UTF8&qid=1465144808&sr=8-
1&keywords=raspberry+pi+2+model+b+1gb 
B  https://www.amazon.es/Kingston-SDC10G2-8GB-Tarjeta-
adaptador/dp/B0162YQD1W/ref=sr_1_8?ie=UTF8&qid=146514440
3&sr=8-8&keywords=kingston+micro+sdhc+8gb 
C http://www.diotronic.com/disipador-9x9mm_27710/ 
D http://es.farnell.com/multicomp/mc001083/carcasa-montaje-pared-
ip65-alumiio/dp/2545663 
E https://www.amazon.es/NorthPada-Europa-Cargador-2000mA-
Raspberry/dp/B00MTXC680/ref=sr_1_1?ie=UTF8&qid=1465144584
&sr=8-1&keywords=5v+2a+microusb 
F http://www.wifi-highpower.es/183-wifi-usb-tarjeta-awus052nhs-dual-
band-alfa-network.html 
G https://www.pce-instruments.com/espanol/instrumento-
medida/medidor/estacion-meteorologica-pce-instruments-estaci_n-
meteorol_gica-pce-fws20-det_97435.htm 
H https://www.amazon.es/Sony-NHAAB2F-Blister-pilas-
recargables/dp/B000KMZUG2/ref=sr_1_2?ie=UTF8&qid=14651622
99&sr=8-2&keywords=pilas+recargables+aa+1.5 
I http://es.farnell.com/bud-industries/nbb-22243/enclosure-box-
plastic-gray/dp/8356602 
J https://www.amazon.es/Conector-RP-SMA-hembra-Pigtail-
Paquete/dp/B00V5YGAD6?ie=UTF8&keywords=pigtail%20rp-
sma&qid=1453159354&ref_=sr_1_9&sr=8-9 
 
 
