ABSTRACT Motivation: Analysis of gene expression data can provide insights into the positive and negative co-regulation of genes. However, existing methods such as association rule mining are computationally expensive and the quality and quantities of the rules are sensitive to the support and confidence values. In this paper, we introduce the concept of positive and negative co-regulated gene cluster (PNCGC) that more accurately reflects the co-regulation of genes, and propose an efficient algorithm to extract PNCGCs. Results: We experimented with the Yeast dataset and compared our resulting PNCGCs with the association rules generated by the Apriori mining algorithm. Our results show that our PNCGCs identify some missing co-regulations of association rules, and our algorithm greatly reduces the large number of rules involving uncorrelated genes generated by the Apriori scheme.
INTRODUCTION
DNA microarray technologies have enabled researchers to measure the expression levels of thousands of genes simultaneously during important biological processes and across collections of related samples. Clustering is one popular gene expression data analysis method that partitions a set of genes into clusters such that genes in the same cluster have similar gene expression patterns than genes in other clusters. While clustering techniques can identify co-expressed genes, clustering analysis alone cannot adequately uncover the regulation of gene networks: co-regulated genes in gene networks may not appear adjacent to each other in a gene cluster, and a gene that functions in numerous pathways may be clustered into only one cluster. * To whom correspondence should be addressed.
An alternative mining technique, association rule mining, has also been applied to uncover gene networks. An association rule is of the form LHS → RHS, where LHS and RHS are sets of genes and conditions, and the RHS set is likely to occur whenever the LHS set occurs. Association rules can identify patterns that might not have been revealed by clustering analysis:
(1) Association rules can describe how the expression of one gene may be associated with the expression of a set of genes; given such a rule exists, we can easily infer that the genes involved participate in some kind of gene networks. (2) Association rules can be used to relate the expression of genes to their cellular environment Creighton and Hanash (2003) .
For example, association rules can help to detect cancer genes, especially when the cancer is caused by a set of genes acting together instead of a single gene. Genes can be assigned to any number of rules as long as its expression fulfills the assignment criteria. Like clustering, gene function can be inferred based on the other genes in the association rules. While association rules provide insights into gene expression analysis, there are several limitations with the existing techniques. First, existing techniques determine rules based on the magnitude of the expression data which may not adequately capture co-regulation. Second, existing association rule mining algorithms employ the 'support-confidence' framework, i.e. an expression LHS → RHS is a rule if Prob(LHS ∪ RHS) and Prob(RHS|LHS) are above certain user-specified support and confidence threshold values, respectively. As such, the algorithms are very sensitive to the values of support and confidence that are settoo small a support-confidence pair of values will lead to too many rules and too large a pair of values will lead to too few rules. More importantly, under the supportconfidence framework, rules may be generated that involve uncorrelated genes that have high support. Moreover, the rules generated do not consider the negative implication Morishita et al. (1999, http ://www.almaden.ibm.com/cs/ dmkd/papers/morishita.doc). For example, a rule 'when gene A is highly expressed, both genes B and C are highly expressed' may not be useful if genes B and C remained highly expressed even if gene A is highly repressed. In addition, interesting rules may be missed out because the support for the genes may be too low to be picked out.
In this paper, we introduce the concept of positive and negative co-regulated gene cluster (PNCGC) that describes genes of the same or opposite changing tendency on expression values under a set of conditions/samples shifts. PNCGCs consider both the positive and negative implications of gene regulations under certain conditions. By considering the negative implications, PNCGCs greatly reduce the redundant rules generated by the 'support-confidence' framework, and hence deliver more valuable regulation information of gene network. We present an algorithm to extract PNCGCs efficiently.
We have implemented the proposed algorithm, and evaluated its effectiveness and efficiency. Our results show that our scheme can produce PNCGCs that are missed out by the 'support-confidence' framework. Our scheme also reduces significantly the amount of rules involving uncorrelated genes compared to the Apriori algorithm.
RELATED WORK
Previous works on gene expression association rule mining are mostly based on the 'support-confidence' framework. In Creighton and Hanash (2003) , the Apriori algorithm was adopted with some additional criteria, such as extracting frequent itemsets larger than size of seven, to narrow the search space of candidate itemsets. Even so, tens of thousands of frequent itemsets were extracted out, many of which were redundant, and it is still very time-and-memory consuming to generate rules from such large number of itemsets. A manual search was done with the itemsets that seemed to be closed (itemsets that were not subsets of some larger itemsets), based on which rules were finally extracted. Tuzhilin and Adomavicius (2002) provided several rule evaluation operators including rule grouping, filtering, browsing and data inspection operators to enable biologists to evaluate these very large number of discovered association rules during the post-analysis stage of the mining process. Kotala et al. (2001) adopted the Peano Count Tree (P-tree) to efficiently calculate the support and confidence by a high-order bit first and a single attribute first approach. Those methods of setting additional criteria to prune the itemsets before and after applying Apriori helps to narrow the vast majority of frequent itemsets to some extent; however, since the relations of gene expression data are very complicated and there is little Apriori knowledge about the gene network, it is a great challenge for researchers to set the proper criteria.
As for data preprocessing, in Creighton and Hanash (2003) , Tuzhilin and Adomavicius (2002) , Kotala et al. (2001) , the original expression values are discretized according to whether they exceed certain predetermined thresholds or not. There also exist three other approaches in Becquet et al. (2002) : the 'max minus x% ' approach, the 'mid-range-based cutoff' approach and the 'x% of highest value' approach. However, these works define the 'highly expressed' and 'highly repressed' values based on the absolute magnitudes of gene expression data which cannot reflect the changing tendencies of gene expression values.
Recently, some bicluster models have also been proposed to uncover the regulation of gene networks. The concept of 'biclustering' is introduced by Cheng and Church (2000) to simultaneously cluster both genes and conditions, which captures a set of genes showing striking similarity under a set of conditions. An efficient node-deletion algorithm is introduced to generate biclusters with low mean squared residue scores. Based on the idea of bicluster model, δ-cluster model Yang et al. (2002) is proposed to further accelerate the biclustering process. The δ-cluster model incorporates null values and a move-based algorithm (FLOC) is proposed to discover a set of k possibly overlapping δ-clusters simultaneously. Another work Wang et al. (2002) also addresses such issues by proposing a depth-first algorithm to mine pClusters, which is more deterministic in that it discovers all qualified clusters, while the bicluster approach is a random algorithm that provides only an approximate answer. Although these bicluster models group some co-expressed genes into clusters with conditions information, they do not test the gene coregulation under all conditions, but only under a segment of the whole conditions. Moreover, these models only deliver information of gene clusters in which genes have similar changing patterns under a set of conditions. They do not show the negative co-regulated genes that always display different changing tendency.
MINING POSITIVE AND NEGATIVE CO-REGULATED GENE CLUSTER
To overcome the limitations of existing association rule mining techniques, we propose mining PNCGC to uncover the regulations of gene network. In this section, after introducing PNCGC, we shall present an algorithm to extract PNCGCs from gene expression data.
Positive and negative co-regulated gene cluster
The positive and negative co-regulated gene clusters are used to describe genes that behave in the same or opposite way under a set of conditions. Let E(G, A) denote the expression value of a gene G at condition A. A set of genes G = {G 1 , G 2 , . . . , G i } is said to behave in the same way under conditions A 1 and A 2 if
Two genes G 1 and G 2 are considered to behave in the opposite manner under conditions A 1 and A 2 if
A positive co-regulated gene cluster (PCGC) has the form
which means that genes G 1 , G 2 , . . . , G i , have the same changing tendency [satisfies Equation (1)] under the conditions
On the other hand, a negative co-regulated gene cluster (NCGC) has the form
which means that for any gene G ∈ {G 2 , . . . , G i }, G 1 and G behave in an opposite manner [satisfies Equation (2)
From the above definition, we can see that the PNCGCs consider both the positive and the negative implications of gene regulation under certain conditions. Compared with association rules, these PNCGCs deliver more reliable, explicit and closer relations among genes along with their conditions. By considering the negative implication of gene relations, the PNCGCs greatly, reduce the number of redundant rules generated by the 'support-confidence' framework, and hence deliver more valuable regulation information of gene network.
Algorithm to extract PNCGC
We are now ready to present our proposed algorithm to extract PNCGCs. The algorithm comprises three phases. In the first phase, the gene expression matrix is transformed into a larger matrix that captures the pair-wise conditions changing tendency. In the second phase, the semi-coregulated gene clusters (Semi-CGCs) are extracted. Finally, in phase three, PNCGCs are generated. Readers may refer to http://www.comp.nus.edu.sg/jiliping/p1/algorithm.pdf for a detailed algorithmic description of the scheme.
Phase 1: matrix transformation Let A = {A 1 , A 2 , . . . , A m } be the set of attributes (conditions or tissues), and G = {G 1 , G 2 , G 3 , . . . , G n } be the set of genes. The gene expression data can be represented as a O = n × m matrix, where entry O i,j in this matrix corresponds to the value of gene i on attribute A j , as shown in Table 1 . In Phase 1, matrix O is transformed and binned into a O = n × [m × (m − 1)]/2 matrix to reflect the changing tendency of each gene expression under all pair-wise conditions. As shown in Table 2 , in 
Once matrix O is generated (Table 3) , in step 2, we can obtain O by binning the values of O . Binning the values is a good way to handle noise that may be introduced by experimental errors. Moreover, it allows us to focus on the more general increasing or decreasing tendency of gene values. We set a normalization threshold t(t > 0) to bin the new matrix as follows: These forms indicate that when the expression values of Gene i increase (+) [or decrease (−)] under certain situations, the expression values of a set of genes also increase (or decrease). We set two thresholds to extract these Semi-CGCs: frequency threshold and precision threshold. The frequency threshold is the lowest permitted percentage of Gene i's increasing (or decreasing) status with respect to Gene i's whole status, that is, the lowest permitted probability: P(Gene i = 1) or P(Gene i = −1). The precision threshold is the lowest permitted percentage of status when Gene i increases (or decreases) that the corresponding Gene X also increases (or decreases), with respect to Gene i's whole increasing (or decreasing) status, which is the conditional probability: Prob(GeneX = a|Genei = b) while a = {−1, 1}, and b = {−1, 1} (so, there are four cases in all). The frequency threshold is used to eliminate the low-frequent cases while the precision threshold can coordinate the precision degree and permit the slight abnormal cases. Note that the precision threshold should be high above 50%, for a low precision threshold makes the definition of our 'co-regulation' meaningless.
The traditional 'support and confidence' framework is not satisfactory for it does not take correlation (positive or negative implication) into consideration. To solve this problem, we define our own way of extracting the Semi-CGCs. Starting from the first gene, we exploit the following queries:
(1) When the expression value of Gene1 increases (entry = 1) under a set of condition pairs, which gene's expression value also always increases or decreases (entry = −1)? (2) When the expression value of Gene1 decreases under a set of condition pairs, which gene's expression value also always increases or decreases?
We did not query in the condition pairs under which gene expression values do not show obvious changing tendency (entry = 0), for we cannot identify the correlations when a gene's expression remains unchanged while other genes change under some condition pairs. We repeat the above queries on each gene to get the four basic forms of SemiCGCs for each gene. Gene i with an empty bracket 'Gene i + : + ()' means that there does not exist any gene catering to the semi-co-regulation clusters of Gene i in the query. Through this phase, on one hand, our algorithm avoids generating the large number of redundant frequent pattern (all frequent genes' possible combinations), and preliminarily eliminates the none-regulated gene clusters of each gene. When gene A's expression value keeps increasing (or decreasing), if gene B's expression value shows both increasing and decreasing tendency, or even remains unchanged, we define that A and B are none-regulated. On the other hand, our algorithm does not miss out the low-frequent but interesting co-regulations that would be neglected by Apriori. These Semi-CGCs, to some extent, are nearly the counter part of the gene association rules generated by the 'support-confidence' framework. However, in gene association rule mining by Apriori, it is not practical to set 0% to the 'support threshold' due to the large number of genes, because 0% means all the possible combination of all genes should be extracted out as frequent patterns and rules would be generated by testing such tremendous numbers of patterns, which is both time and memory consuming. Our algorithm can work well in the relatively large gene set but small condition set cases that association rule mining algorithms are unable to cope.
Phase 3: generation of the PNCGCs
The PNCGCs are generated based on the four basic forms of Semi-CGCs. We combined forms (1) and (3), and (2) and (4) by extracting out the same genes appearing in Set 'both A and C', and Set 'both B and D', respectively. Thus, we have the final co-regulated gene clusters as follows: (4)] is just the negative implication of form (1) [form (2)], combining these two forms by comparing Gene Set A (B) and C (D) can help to further eliminate genes that are not completely co-regulated with Gene i. In this way, we generate co-regulated gene clusters by considering both the positive and the negative implications of gene regulation under certain situations rather than one of the two co-regulations produced by association rule mining algorithms such as Apriori.
EXPERIMENTAL RESULTS
We implemented our algorithm in C, and generated the PNCGCs based on real datasets. The experiments are studied on a desktop computer with an Intel Pentium 4 processor and 1 GB main memory. We compare our PNCGCs with the gene association rules generated by the Apriori algorithm [source is downloaded from http://dot. ped.med.umich.edu:2000/pub/assoc rules/, in Creighton and Hanash (2003) ]. 
Real dataset and matrix normalization

Compare with Apriori on data subset
We took a subset of 150 genes from the whole yeast gene dataset (the first 150 lines of our normalized matrix), and compared the PNCGCs generated through the subset with the association rules extracted by Apriori. The input into the Apriori algorithm is the same as the input of PNCGCs, which is the normalized (150 × 136) matrix. The Apriori algorithm generated 87 association rules with the support threshold of 20% and confidence threshold of 80%. We run our algorithms twice to generate the PNCGCs: the first time we set the precision threshold of 80% (for comparison purpose); and the second time we set the precision threshold of 100% (recommended). The frequency threshold is always set to 0% for our algorithm to avoid missing the low-frequency clusters. As for the Apriori system, we are unable to set a lower support threshold for our dataset because a lower support threshold leads to a long computational time to extract a large number of frequent patterns, and the subsequent association rule mining process is unable to proceed due to the limited memory of the desktop computer. The number of the association rules and PNCGCs extracted are shown in Table 4 . From this result we can see obviously that although the PNCGC lowers the frequency threshold to 0% and considers all the low-frequency clusters, the number of resulting clusters is still manageable and small compared to association rules. Further comparison of the results show that Apriori identifies rules (that are not useful) containing high-frequent but uncorrelated genes and misses out some co-regulation of genes with low frequency. For example, in the first 21 rules (showed in Table 5 ) generated by Apriori, Gene 51 appears quite often. However, if we look into the results of PNCGC1 and PNCGC2, we notice that there is no co-regulated cluster between Gene5 and Gene51; neither is there any cluster between Gene4 and Gene51. To understand the problem, we look into the Semi-CGCs of both PNCGC1 (Table 6 ) and PNCGC2 (Table 7) , which are the intermediate results of PNCGC1 and PNCGC2 respectively. As shown in Table 6 , even when the precision threshold is 80%, Gene51 and Gene4 are only half co-regulated (decrease simultaneously under certain condition pairs), and there is no co-regulation between Gene51 and Gene5, because Gene51 keeps decreasing no matter whether Gene5 increases or decreases. These facts are more obviously shown in Table 7 with the strict precision of 100%. Looking into the original raw data of Gene5 and Gene51 in Figure 1 , we find that the changing tendency of those two genes are not co-regulated. Then why did Gene51 appear so often in the association rules generated by Apriori? Looking into the normalized matrix we generated, we can find that 'the expression value of Gene51 equals to −1' is a frequent occurring item, and so Gene51 passes both the support and the confidence thresholds easily and hence is picked out by the Apriori algorithm. Gene116, Gene117 and Gene128 are picked out for the same reasons. Hence, the association rules generated between these genes actually lose the true sense of 'association'. Moreover, compared with the semi-results of PNCGC1 and PNCGC2, which also show only the half co-regulation of genes, association rules generated by Apriori inevitably missed out some lowfrequency genes such as Gene15, Gene70, Gene77, Gene91 and Gene103. This example, to some extent, indicates why the association rule mining on gene expression data under Apriori framework may generate a large amount of redundant rules on high-frequent but uncorrelated items while inevitably miss out some co-regulation of low frequency. And without choosing the close frequent item sets by manual searching process [as is done in Creighton and Hanash (2003) ] before generating association rules, the information in resulting rules is highly repetitive. Moreover, the support based pruning in Apriori fails at low support levels. Our PNCGC avoids the above problems and is more efficient. Figure 2 shows the execution time (in seconds) of the two approaches on different data sizes. The X axis represents the number of genes while the Y axis is the log(time). The execution time of PNCGC on the testing subsets of the data ranges from 0.001 to 0.109 s while the Apriori's execution time ranges from 13 to 9594 s. From Figure 2 we can see clearly that our algorithm is more efficient than the Apriori algorithm. Moreover, our PNCGC generates more reliable co-regulations among genes and delivers the condition changing information as well. Table 8 shows a sample of our PNCGC2 results (there are a total of 15 PNCGCs).
As shown in Table 8 , the third and sixth clusters are NCGCs and the rest are PCGCs.
Users may wonder whether it is sufficient to only take pairs for attribute combination. If we take more attributes for combination at the very beginning, say six or seven attributes, the clusters that we would generate will be more generalized rather than localized. We take all possible pair combinations for the purpose of catching all the detailed and localized changing tendency of expression value when shifting from one status to the other rather than the static status. Actually, our finial results deliver the information regarding combination of several attributes. For example, when we see '@(A3A4, (Gene8 Gene75 )@(A1A3, A1A4, A1A6, A1A10, A1A11, A1A14, A3A7, A3A8, A3A9, A3A13, A6A7, A6A8, A6A9, A6A13, A8A10, A10A13, )  (Gene13 Gene22 )@(A1A4, A2A4, A3A4, A4A5, A4A6, A4A8, A4A9, A4A10, A4A11, A4A12, A4A13, A4A14, A4A15 , A4A16, A4A17,) (Gene13:Gene32 )@(A1A4, A2A4, A3A4, A4A5, A4A6, A4A8, A4A9, A4A10, A4A11, A4A12, A4A13, A4A14, A4A15, A4A16, A4A17,) (Gene23 Gene24 Gene75 Gene134)@(A1A2, A1A6, A1A10, A2A7, A6A7, A7A10, A8A10, A10A12, A10A13, A10A15, A10A17,) (Gene27 Gene7 Gene70 Gene75 Gene108 Gene126 Gene137 Gene145)@(A1A2, A2A5, A2A7, A2A13, A2A15, A2A16,) (Gene32:Gene22 )@(A1A4, A2A4, A3A4, A4A5, A4A6, A4A7, A4A8, A4A9, A4A10, A4A11, A4A12, A4A13, A4A14, A4A15, A4A16, A4A17,) Table 9 . Result sample (Gene2843 Gene249 Gene346 Gene1065 Gene1091 Gene1168 Gene1229 Gene1337 Gene1990 Gene2045 Gene2061 Gene2458 Gene2519 Gene2625
Gene2793 Gene2864 )@(A1A2, A1A5, A1A6, A1A7, A1A8, A1A9, A1A11, A1A13, A1A14, A1A15, A1A16, A1A17, A2A6, A2A7, A2A8, A2A9, A2A15, A2A17, A3A5, A3A6, A3A7, A3A8, A3A9, A3A13, A3A14, A3A15, A3A16, A3A17, A4A6, A4A7, A4A8, A4A9, A4A15, A4A16, A4A17, A5A7, A5A8, A6A10, A6A12, A7A10, A7A11, A7A12, A8A10, A8A11, A8A12,A9A10, A9A11, A9A12, A10A15, A10A16, A10A17, A11A15, A11A17, A12A15, A12A16, A12A17, ) (Gene1809 Gene249 Gene346 Gene1065 Gene1168 Gene1229 Gene1990 Gene2045 Gene2061 Gene2458 Gene2519 Gene2793 )@(A1A5, A1A6, A1A7, A1A8, A1A9, A1A10, A1A13, A1A14, A1A15, A1A16, A1A17, A2A5, A2A6, A2A7, A2A8, A2A9, A2A10, A2A13, A2A14, A2A15, A2A16, A2A17, A3A5, A3A6, A3A7, A3A8, A3A9, A3A10, A3A13, A3A14, A3A15, A3A16, A3A17, A4A6, A4A7, A4A8, A4A9, A4A14, A4A16, A7A12, A8A12, A9A11, A9A12, A11A14, A11A16, A12A13, A12A14, A12A15, A12A16,) (Gene1968 Gene356 Gene441 Gene1183 Gene1297 Gene1331 Gene1514 Gene1562 Gene1926 Gene2040 Gene2098 Gene2356)@(A2A5, A2A7, A2A8, A2A10, A2A14, A2A15, A3A5, A3A7, A3A8, A3A10, A3A14, A5A13, A5A17, A7A13, A7A17, A8A13, A8A17, A10A13, A10A17, A14A17, )
execution time vs data size A4A5)' as shown in the second and third rules of Table 8 , we know that from attribute 3 to attribute 5 (sometimes it is a time period), genes show similar or opposite changing tendency.
PNCGCs on whole yeast dataset
As mentioned, the Apriori scheme cannot scale well with the dataset size. Our scheme, however, is scalable. We have worked on the whole dataset (2884 genes) to generate the PNCGCs. We set the Normalization threshold to 0.3 (30%) to bin the transformed matrix. And we set the frequency threshold and precision threshold to 0% and 80%, respectively. Our algorithm generated 7490 Semi-CGCs and 1888 final PNCGCs in 14 s.
As stated in Oehlen et al. (1996) ; Bobola et al. (1996) , YPR119W(Gene2843), YGL116W(Gene1091), YGR108W(Gene1168), YIL106W(Gene1337), YMR001C (Gene2045) and YLR131C(Gene1809) are known coregulated genes that co-regulate each other in G2/M-phase. Figure 3 shows their similar changing tendency clearly. YLR452C (Gene1968) and YCL027W(Gene356) co-regulate in M/G1 boundary. YDR150W(Gene644) and YMR198W (Gene2167) co-regulate in S/G2-phase. Table 9 shows a sample of some interesting results. The ORFs of the genes and the whole results can be found in supplementary information, which are ready for deeper exploration and prediction by researchers. Our implementation allows users to change the abovementioned thresholds according to their practical needs. The generated Semi-CGCs and PNCGCs are stored as output files for users to investigate further if needed. If some biological researchers have special interests in certain genes, programs can be constructed to extract clusters in which the genes stay, from the two output files.
CONCLUSION
In this paper, we have identified some limitations with directly applying traditional association rules for gene expression data analysis. We have introduced the notion of PNCGCs to describe genes of the same or opposite changing tendency on expression values under a set of attribute (conditions or tissues) shifts. We presented an algorithm to discover PNCGCs. Our approach uses a new data normalization method to reflect the changing pattern of gene expression values under attribute shifts rather than depending on the absolute magnitudes of each value. And our approach is efficient and can generate more reliable co-regulations of genes along with their outside conditions or tissues, which deliver valuable information for gene network research.
