Abstract: For functions of several variables there exist many notions of monotonicity, three of them being characteristic for resp. distribution, survival and co-survival functions. In each case the "degree" of monotonicity is just the basic one of a whole scale. Copulas are special distribution functions, and stable tail dependence functions are special co-survival functions. It will turn out that for both classes the basic degree of monotonicity is the only one possible, apart from the (trivial) independence functions. As a consequence a "nesting" of such functions depends on particular circumstances. For nested Archimedean copulas the rather restrictive conditions known so far are considerably weakened.
Introduction
A copula is a multivariate distribution function ("d.f.") de ned on the unit cube [ , ] d , with uniform marginals. In particular it is fully d-increasing, a crucial property of d-dimensional d.f.s., and this is a special case of being n-increasing, where n = (n , . . . , n d ) ∈ I N d is a speci c index of multivariate monotonicity of a higher order, fully d-increasing corresponding to n = d := ( , . . . , ). For a copula it is enough to require it to be just d-increasing, since a copula is always grounded; cf. Theorem 2 in [11] .
Now it has been of considerable interest to insert copulas into another one, the main problem in this connection being to assert the crucial monotonicity condition of this composed function. A general theorem characterizing functions f on [ , ] k which operate on k multivariate d.f.s., has been given in [14] . It requires f to be n-increasing, with n = (n , . . . , n k ) where n i is the dimension of the i'th d.f. to be inserted. Therefore if a copula was n-increasing, other copulas of dimensions n , . . . , n k could be inserted without further restrictions.
Our rst result (Theorem 1) might appear "disappointing": an n-increasing copula with n ≥ d := ( , . . . , ) is necessarily the independence copula. Based on this result we shall prove an extension (from d = to any d ≥ ) of an "impossibility theorem" due to Genest, Molina and Lallena [3] : a copula which operates on arbitrary bivariate copulas is again necessarily the independence copula (Theorem 2).
In Theorem 3 we give su cient conditions for socalled nested Archimedean copulas to be "bona de" copulas, with a new proof of a result of Rezapour, and these conditions are far less restrictive than those to be found in the earlier literature.
Comparable results are then shown for stable tail dependence functions: if their intrinsic monotonicity property is sharpened, so that other such functions could be inserted, only the trivial independence function remains possible (Theorem 4), and this is also the only one which operates on arbitrary bivariate functions of this class (Theorem 6). For the proof of this last theorem a result of independent interest is needed (Theorem 5), establishing a (non-trivial) connection between n-increasing and fully ( n i )-increasing functions.
In this paper we use the following notations: 
(however mostly 0 instead of d )
is the set of all Radon probability measures on a (Hausdor ) space X. An interval in I R is any connected subset of I R ; it is non-degenerate if it contains more than one point. 
Several remarks are in order: (a) The notion "n-alternating" in this connection is new. In dimension one it is well-known and was introduced by Choquet [2] , actually in a more general frame (which di ers from our use for d ≥ ). (b) The omission of p = is essential, since also functions with negative values will be considered. (c) Clearly the set of all n -↑ functions (resp. n -↓ , resp. n -) is a convex cone, closed under pointwise convergence. 
These "innocent" observations are really helpful, as we will see shortly. 
(f) These notions make of course also perfect sense in one dimension. For univariate functions we write n -↑, n -↓ or n -, n ∈ I N . A function is -↑ (↓) i f is increasing (decreasing) in the usual (weak) sense; and -is here the same as -↑ . For n = we have f is -↑ ⇐⇒ f is increasing and convex f is -↓ ⇐⇒ f is decreasing and convex f is -⇐⇒ f is increasing and concave
In the literature n -↓ functions are often called "n-monotone", and n -↑ ones "n-absolutely monotone".
Note here the special case n = d :
-↓ characterising survival functions, and d -corresponding to socalled "co-survival functions", cf. [11] and [13] for a detailed and precise exposition. (i) A natural fourth (and last) monotonicity condition for f : I −→ I R would be ∆ p h f ≤ in the above de nition, to which no name has been assigned so far. This property would characterize (essentially) "co-distribution functions", a notion not yet introduced, and not needed here.
Of fundamental importance is the following result about preservation of higher order monotonicity under appropriate conditions, cf. [14] , Theorem 12.
Proposition. Monotone Composition Theorem ("MCT")
(This is a function of |n| variables.)
In connection with Remark (d) above the MCT is a highly applicable tool, even for d = . We give two examples:
is n -on I R+ (it is a well-known Bernstein function), − log( − ·) is n -↑ on I R− , and so is then
the exponential function being n -↑ on I R ∀ n .
In [4] , Ex. 4 this is proved by using socalled Eulerian numbers, counting permutations with a certain number of ascents. Another proof has been given in [6] , Corollary 3.2 (b). The essential condition to check is that ψ • f is d -↓ (see [11] , Theorem 10), equivalently that ψ
[13], Theorem 3, and
Two "impossibility theorems" for copulas
In view of the MCT if a d-dimensional copula was n -↑ , then d other copulas of resp. dimensions n , . . . , n d could be inserted without destroying the copula property. We shall see that this higher degree of monotonicity is not possible.
An important notion in the following is that of a Bauer simplex; this is a compact convex subset K of some locally convex Hausdor space X , for which its set of extreme points ex(K) is closed (hence compact as well), and for which the integral representation given by the Krein-Milman theorem is unique. In other words, for each x ∈ K there is a unique µ ∈ M + (ex(K)) such that 
φ(y) dµ(y)
for each continuous linear functional φ : X −→ I R . In our applications X will always be a suitable set of real-valued functions on some set T , with the topology of pointwise convergence. The point evaluations φ t (x) := x(t) for some t ∈ T are then continuous linear functionals, and we obtain
In the proof of Theorem 1 we'll need the integral representation of n -↑ functions on note that f (t) = t . For n ∈ I N let
Then Kn is a Bauer simplex (for n ≥ ) and
For n = (n , . . . , n d ) ∈ I N d with n ≥ d we put
the set of all tensor products h ⊗ . . . ⊗ h d with h i ∈ En i for all i . And we consider
Then Kn is again a Bauer simplex, with En as its set of extreme points.
Theorem 1. For d ≥ and n ≥ d the only n -↑ copula is the independence copula. This is still true if
Proof. Let C be an n -↑ copula, n ≥ d . Since Kn is a Bauer simplex, C has the unique integral representation The copula condition C( , . . . , , s i , , . . . , ) = s i translates into
where
, and the uniqueness of the integral representation (in dimension one) gives µ i = ε f , the one-point measure on En i in f . This being true for
If C is ( , , . . . , ) -↑ (without restriction), we may apply Theorem 7 in [14] , and have a representation
showing that µ is the uniform distribution on [ , ] , and nally
Remark. If more than one component of n is 1, the above result does no longer hold, since for any bivariate copula B the function B(s , s ) · s de nes a trivariate copula which is ( , , n) -↑ for each n .
We will need the following result, cf. Theorem 11 in [14] :
d −→ I R+ and n ∈ I N d be given. Then there are equivalent:
It is clear that in property (ii) we may consider instead φ i : {a, b} n i −→ [ , ] for any a < b , and this will be used below. Proof. By Theorem 7 in [11] there is a nite measure ν on {a, b} k with d.f. φ . We extend ν to a proba-
The following "impossibility theorem" was proved for d = in [3] ; it shows that general results on the preservation of the copula property cannot be expected. C be a d-variate copula such that C • (C × . . . × C d ) is again a copula for arbitrary  bivariate copulas C , . . . , C d (where even in one xed component i the "univariate copula" is allowed) . Then C is the independence copula.
Theorem 2. Let
Proof. We choose < a < b < . Assuming i = to be the "exceptional" coordinate, let φ , . . . , φ d : {a, b} −→ [ , ] be fully 2-increasing. Applying the above Lemma we extend φ , . . . , φ d to d.f.s ψ , . . . , ψ d  on [ , ] , and each ψ j can by Sklar's theorem be written as
with suitable bivariate copulas C j and increasing functions f j , g j :
is again a copula, hence fully + (d − ) -↑ , so is therefore
and nally also its restriction
We see that C is ( , , . . . , ) -↑ , and thus by Theorem 1 C is the independence copula.
Nested Archimedean copulas
We saw above that copulas in general do not operate on each other. Nonetheless the question under which additional conditions this might hold, was raised many times (cf. for ex. [10] , p. 106). For so-called Archimedean copulas a rather satisfying result was shown by Rezapour [15] , for which we give an alternative proof. 
Then if A h is a d.f., it is automatically a copula, and this holds i h is d -↓ , see [9] , Theorem 3.5. A h is then called Archimedean copula with generator h , and h a d-generator.
Let us now consider the situation that other Archimedean copulas are inserted in A h . That is, we look at the function
where α , . . . , α d is a partition of { , . . . , n } , and h i is an n i -generator, with n i := |α i | , the number of elements in α i .
More explicitly, (*)
C
and now the functions h − • h i play a rôle. 
Proof. (i) We have to show that
is indeed n i -↑ as the composition of h(−·) and −g i (−·) , by the MCT. Clearly h i is then a generator and consequently A h i is a copula.
(ii) We rewrite (*) as
is n i -↑ , cf. Remark (g) above, and −g i (−·) is n i -↑ , therefore, again by applying the MCT,
• φ is also n -↑ , and then a copula.
Remark. If g i is n i times di erentiable, then
The conditions of Theorem 3 are thus a lot less restrictive than what has been assumed so far in the literature, namely requiring h, h , . . . , h d , and g , . . . , g d to be all completely monotone, cf. [5] and [8] .
Let us look at the special case where n i = for all i (and n = d ) : Then the functions g i have to be just increasing concave bijections. If now h is, say completely monotone, a truely huge class of nested Archimedean copulas emerges!
Stable tail dependence functions
A stable tail dependence function ("STDF") f : I R d + −→ I R is a homogeneous d -alternating function such that f (e i ) = for all i ; cf. [13] , Theorem 6. This is equivalent with
to be a so-called extreme value copula, i.e. ful lling
Note that the independence copula corresponds here to f (x) = d i= x i , the "independence STDF".
The following result is an analogue to Theorem 1, however with a completely di erent proof. . Then we know f (x) = x i whenever at least one x i is zero. Adding the
gives, since f ( d+ ) = f ( d+ ) , 
