We derive a new direction finding algorithm for multiple wideband signals received by an arbitrary array, and analyze its performance. Using an interpolation technique, a set of virtual arrays is generated, each for a different frequency band, Laving the same array manifold. The covariance matrices of these arrays are added up to produce a composite covariance matrix. Direction of arrival estimates are obtained by eigendecomposition of this composite covariance matrix using the narrowband MUSIC algorithm or its variants. By choosing the virtual arrays to be linear and equally spaced we are able to apply the root-MUSIC algorithm t o this problem. Closed form expressions for the asymptotic covariance matrix of the DOA estimation errors are derived using a perturbation analysis.
Introduction
In this paper we consider a coherent processing technique for wideband direction finding, based on the following idea. Consider a planar array with sensors located at coordinates {zi,yi}. The response of this array to a narrowband signal at frequency fo is the same as the response of an array with sensors located at coordinates { azi , a y i 1, to a narrowband signal at frequency fo/a. In other words, "stretching" an array by a factor of Q and reducing the frequency by the same factor, leaves the array response unchanged. Next consider a wide frequency band, which is divided into multiple narrow bands with center frequencies f k . Assume that each band is received by a different array, where all the arrays are "stretched" or "compressed" versions of a nominal array, and the amount of stretching or compression is selected so as to make all the arrays have the same response. Because of the fact that all arrays have the same response (at their respective operating frequencies), it is possible to combine the covariance matrices for the different frequencies in a straightforward manner, by simple addition. The conventional (i.e. narrowband) MUSIC algorithm [5] or 
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The difficulty with the approach described above is, of course, that we have only a single array, rather than a collection of arrays "tuned" t o different frequencies. It is not necessary, however, to have multiple physical arrays. It is possible instead to use virtual arrays whose outputs are estimated from the outputs of the real array. These outputs are obtained by a straightforward linear interpolation technique, with interpolator coefficients selected so as to minimize the interpolation error for a signal arriving from a given sector (i.e. a range of bearing angles), at a particular frequency. Different sets of interpolator coefficients will be used to provide good estimates for different sectors and different frequencies. The size of the sector will be chosen to give sufficiently good estimates of the virtual array outputs. The design of the interpolator needs to be performed only once, off-line, and thus does not impose a computational burden on the algorithm.
Given measurements of the real array outputs, the interpolator can be used in principle to compute the outputs of the virtual array. Actually, it is not necessary to compute the outputs of the virtual array, since it is possible to compute directly the sample covariance matrix corresponding to these outputs. The techniques considered here require only the sample covariance matrix, not the "raw" data.
To summarize: using interpolation we synthesize a sequence of covariance matrices corresponding to a sequence of stretched and compressed versions of a nominal array. These covariance matrices are added up to produce a composite covariance matrix which is used by a signal subspace based direction finding algorithm. The virtual array is chosen to be linear and uniformly spaced, to make it possible to use the root-MUSIC algorithm.
The interpolated array concept has been explored recently in [3] for narrowband direction finding appli-cations. Krolik and Swingler [2] presented an interpolation based algorithm for wideband direction finding. However, their approach uses a different interpolation procedure tailored specifically for linear uniformly spaced arrays, and does not apply to arbitrary array gecmetries as the technique presented here.
Problem Formulation and ProDosed Solution
Consider N radiating sources observed by an arbitrary array of M sensors. The signal at the output of the m-th sensor can be described by
(1)
where {~~( t ) } r =~
are the radiated signals, {~, ( t ) } : =~ are sample waveform from additive noise processes and T is the observation interval. The parameters {Tmn} are delays associated with the signal propagation time from the n-th source to the m-th sensor. These parameters are of interest since they contain information about the source location relative to the array.
A convenient separation of the parameters to be estimated is obtained by representing the signals using fourier coefficients defined by rT12 where wt = Y(t1 +e), t? = 1 , 2 , . . . , L; and t?, is a constant. In principle, the number of coefficients required to capture all the signal information is infinite. However, if we consider signals with energy concentrated in a finite spectral band, we can use only L < 00 coefficients.
Taking the Fourier coefficients of (1) we obtain N X,(wf) = e-Jw17mn~n(~c) + Vm(wf) (3) n = l where Sn(wf) and Vm(wf) are the Fourier coefficients of sn(t) and vm(t), respectively. Equation (3) may be expressed using vector notation as follows,
X(wt) = A ( u t ) S ( w ) + V(wt) (4)
where
In order to simplify the exposition we assume that the sensors and sources are coplanar and the sources are far enough from the observing array so that the signal wavefronts are effectively planar over the array. In this case we have
where c is the propagation velocity, d,, is the distance from sensor m to a reference sensor (selected here to be sensor number 1) in the direction of the n-th source, (im,#,) are the coordinates of the m-th sensor, On is the DOA of the n-th source relative t o the #-axis, and the origin of the Cartesian coordinate system coincides with the reference sensor.
The main problem that we are addressing here is how to estimate In practice, we have Na snapshots of X(wf) which we denote by {X(uf,j)}y;l.
Before we turn to describe our estimation approach we define the following covariance matrices, from the data vectors {X(wf)}f=l
Rt E { X ( w d X H ( w d }
=A(wt)Ra(wt)AH(W) + &(ut) (8)
We shall also make extensive use of the sample covariance matrix
as an estimate of Rf.
The Composite Covariance matrix Assume, for a moment, that we use different arrays for collecting data at different frequencies. The data covariance matrix of the t-th array is given by Rt = A(ut)Ra(ut)AH(ut) + R , ( w t ) 7 (10)
where A(uf) is the array manifold of the t-th array at frequency w f , and R , ( w f ) is the noise covariance of this array. By design, we can make all these array manifolds equal, i.e.
V(W)
5 [ v l ( w ) , V2(wt), -* * , VM(Wf)IT
[A(wf)],, 2 e-jUtTmn
The composite covariance matrix R is simply the sum of the covariance matrices of the different arrays, m = 1 , 2 , . . . , M ; n = 1 , 2 , . . . , N .
The composite covariance matrix (12) has the same structure as the covariance matrix arising in the case of narrowband signals. Therefore, the directions of arrival can be estimated by eigendecomposition of R exactly as in the narrowband case.
Since in practice we do not have multiple physical arrays we propose to use virtual arrays whose output can be computed by linear interpolation, of the single physical array output as described next.
The Interpolated Array
The interpolated array approach is based on the idea that the array manifold of a virtual array, whose element locations are chosen by the user, can be obtained by linear interpolation of the array manifold of the real array within a limited sector. In other words, we assume that there exists a constant matrix B such that The interpolation matrix B is computed by performing a least squares fit in equation (15); see [3] for a much more detailed discussion of the virtual array design and the interpolation accuracy. In practice, the field of view will be divided into several sectors, and a different interpolation matrix will be calculated for each sector. To simplify the discussion and the notation we will consider in this paper only a single sector. Reference [3] describes how to combine estimates produced for the different sectors.
Ba(6) % %(e)
In the context of the wideband problem, .(e) is the virtual array manifold (recall that it is the same for all virtual arrays), and a(0) is the real array manifold at a particular frequency. If we denote the real array manifold at wf by af (e), equation (15) becomes Given the interpolation matrix Bf we can compute the covariance (or sample covariance) matrix Rf of the virtual array from the covariance (or sample c e variance) matrix R of the real array:
The composite covariance matrix used by the DOA estimation algorithm is the sum of the matrices R f .
The Wideband Direction Finding Algorithm
We are now ready to describe the wideband direction finding algorithm proposed and analyzed in this paper. As was mentioned before, we choose the virtual arrays to be uniformly spaced linear arrays which permit the use of the Root-MUSIC algorithm. The physical (real) array is arbitrary. the array manifold will be the same for every frequency. We therefore select our interpolated arrays as follows:
where dl is the element spacing for the interpolated array at frequency w f , and do is the element spacing at the center frequency w,.
Since the original array manifold is different for different frequencies we will need L interpolation matrices, one for each frequency. Thus, In other words, for each frequency we need to compute a single interpolation matrix which map the real array manifold to a fixed array manifold, for a given sector.
Since all the interpolated arrays have the same manifold and therefore the same direction matrix A(w,) = A we can process all the data coherently by forming a single "covariance" matrix as follows A detailed explanation of why Root-MUSIC work can be found in many texts including [3, 41.
3. Performance Analysis
In [l] we analyze the performance of the proposed algorithm by developing formulas for the asymptotic variance of the DOA estimates. The performance analysis is based on evaluating the perturbations in the es- The main result in [l] is n
E {aeisej} = 2 [VH(O;)GGHV(6i)] [VH(6j)GGHV(Oj)]
Obtain an estimate of Rf using the sample covariance in each frequency bin. where
Compute &, using (24), and estimate R using 
(e)VH(e)
Note that the expected value of R is Equation (32) can be used to evaluate the covariance matrix of the DOA estimation errors for any given scenario. 4. The Cramer Rao Bound
Perform SVD on R and obtain the noise subspace estimate G ( G is_ a matrix whose columns are the eigenvectors of R associated with the M-N smallest eigenvalues).
The next steps are specific to Root-MUSIC.
Find the roots of the polynomial
In this section we present the CRB for estimating the directions of arrival of N wideband sources observed by an array of M sensors. The signals may be correlated or even coherent.
We assume that the noise variance is the same in all the frequency bins ( i . e . R , ( w f ) = o2 . I Vl), and for notational convenience we use q = u 2 . We further assume that the data consists of N , independent realizations of X ( w f ) for each frequency bin, and that the observation time T of each realization is much longer The parameter vector to be estimated is defined by P = [ e , P l , . . . , P L , 7 l l
where 0 is a vector of the N DOAs, q is the unknown noise variance and p t is a vector describing all the components of RS(uf).
Under the above model the FIM is given by
In [l] we show that the matrices F ( u t ) can be partitioned as follows where x denote the Hadamard product, diag(X) is a column vector equal to the diagonal of X, and Q t , Q4 are constant matrices defined in [l] . Finally
With these compact formulas the CRB can be easily evaluated numerically for any given problem. It should be emphasized that these formulas provide a bound on estimating the DOAs, the signal covariance at all frequencies, and the noise variance, for Gaussian signals and Gaussian noise. Since the proposed estimation method does not make use of any knowledge of the signal covariance it should be compared t o the above bound. However, if the signal covariance is known, the above bound can be easily modified to accommDdate this case by eliminatin the rows and columns of algorithms that assume known signal covariance and make use of this knowledge.
