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Abstract 
(a) Limits of Cauchy sequences in a (possibly nonsymmetric) metric space are shown to be 
weighted colimits (a notion introduced by Borceux and Kelly, 1975). As a consequence, further 
insights from enriched category theory are applicable to the theory of metric spaces, thus continuing 
Lawvere’s (1973) approach. Many of the recently proposed definitions of generalized limit turn 
out to be theorems from enriched category theory. 
(b) The dual of the space of metrical predicates (‘fuzzy subsets’) of a metric space is shown to 
contain the collection _?= of formal balls (Weihrauch and Schreiber, 1981; Edalat and Heckmann, 
1996) as a quasi-metric subspace. Formal balls are related to ordinary closed balls by means of 
the Isbell conjugation. For an ordinary metric space X, the subspace of minimal elements of F is 
isometric to X by the co-Yoneda embedding. 0 1998 Elsevier Science B.V. All rights reserved. 
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AMS classijication: 4A72; 18D20; 54E35; 68405 
1. Motivation 
(A) A Cauchy sequence in a metric space X is determined by the following data: 
(1) a function f : (0, 1,2, . .} + X; 
(2) a Cauchy condition: YE > 0 3N 3 0 Vn 3 m 3 N, X(f(m), f(n)) < E. 
(Here X(f(m); f(n)) denotes the distance from f(m) to f(n).) The Cauchy condition 
is easily seen to be equivalent to the following: 
(2’) There exists a function g : (0, 1.2, . . .} 4 [O: c~] such that 
(a) Vn 3 0, g(n) 3 g(n + 1); 
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(b) infg(n) = 0; 
(c) V’n b 0 v’k 3 0, X(f(n), f(n + k)) 6 g(n). 
Let us call such a function g a Cuuchy witness for the sequence f. (There are several 
such witnesses; a canonical choice would be the function g defined by 
g(n) = $l, X (f(Q f(k)) .> 
// 
A Cauchy witness gives for any natural number n the extent to which the sequence 
(f(n + k))k ‘is Cauchy’. This functional description of the Cauchy condition gives rise 
to a useful alternative for the traditional definition of limit of a Cauchy sequence, which 
is repeated first: for 2 E X, 
(3) z = limf(n) W VE > 0 3N 2 0 Vn > N, X(f(n), 5) < E. 
Alternatively, the following definition is formulated in terms of f and a Cauchy witness 
g for f: 
(3’) z = l$f(n) @ v/y E X, X(x:, Y) = sJ$ {X(f(n), Y) L g(n)>, 
/ 
where I : [0, KI] x [0, CQ] + [0, KI] is truncated subtraction on the extended reals. As it 
turns out, the two definitions are equivalent: 
Theorem 1.1. Let f be a Cauchy sequence in a metric space X, and g a Cauchy witness 
for f. For all x in X, 
x = lim f(n) W 5 = lirf(n). 
(Note that as a consequence, definition (3’) is independent of the choice of the witness 
9.1 
Proof. (+) It follows from 
0 = X(X> x) = ~$X(f(“), 5) 1 g(4) 
, 
that X(f(n), x) < g(n), for all n 2 0. Let E > 0. Because inf g(n) = 0 there is a natural 
number N such that g(N) < E. For all n 2 IV, 
XV(n), x) 
G g(n) 
< g(N) [g is decreasing] 
< E. 
Thus z = limf(n). 
(=+) Let E > 0 and let y E X. For n 3 0 and k 3 0, 
X(fMY) 
< X(f(n), f(n + k)) + X(.f(n + k), x) + X(x, y) [triangle inequality] 
G g(n) + E + X(x:, Y), 
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for k big enough. Since E was arbitrary, this implies 
-qfb), Y) < g(n) + X(x, Y/)? 
for all n > 0, which is equivalent to 
suP{X(f(n),Y) I s(n)} G X(X,Y). 
n>O 
Conversely, 
G X(&f(4) + X(f(4Y) 
= X(f(n),x) + X(f(n),~) [symmetry1 
< -qfbG) + (XW),Y) - s(n)) + s(n) 
< ~/2 + (X@(n), y) 1 g(n)) + ~/2 [for n big enough1 
G E + $-qfc”)> Y> - g(n)}. 
, 
Since E was arbitrary, this implies 
Although this equivalence holds only for symmetric metric spaces, the alternative def- 
inition of limit (3’) makes perfect sense for nonsymmetric, so-called generalized metric 
spaces X as well. For instance, any partially ordered set can be represented as a gener- 
alized metric space (via P(p, 4) = 0, if p < y, and = 1, otherwise); then (3’) amounts 
to the definition of least upper bound. 
Definition (3’) is an instance of the enriched-categorical notion of weighted colimit 
(or indexed colimit) [2], and makes it possible to continue Lawvere’s approach to the 
theory of metric spaces [8], by applying further insights from enriched category theory, 
in particular, various results on weighted colimits (and their dual, weighted limits) [7,3]. 
As a consequence, many of the recently proposed definitions of generalized metric limit 
turn out to be theorems in enriched category theory. Furthermore, many other types of 
‘limits’, such as the least upper bound of a directed subset or the limit of a Cauchy net, 
are expressible as weighted (co)limits as well. 
The connection between limits of Cauchy sequences and weighted colimits is briefly 
mentioned at the end of [l 11. Here it is worked out in further detail. The role of weights 
as modulus of convergence is also mentioned in [ 141. 
(B) An interesting example of a nontrivial generalized metric space is the space of 
metrical predicates (or ‘fuzzy subsets’), which is given, for any generalized metric space 
X by 
X = [O, cc]X”“, 
the set of all nonexpansive functions from XOP to [0, cc]. (Here the (nonsymmetric) 
distance on [0, cc] is again I, i.e., truncated subtraction; and X”P is as X but with 
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distance XO*(IC, y) = X(y, z).) Th e importance of the space X for the study of metric 
spaces-strongly emphasized by Lawvere [8]-is established first and foremost by the 
existence of the metric Yoneda embedding: 
which is isometric by the (metric) Yoneda lemma. As a consequence, X has many pleasant 
properties: 
?? comparing the elements of X with ‘real’ subsets of X gives rise to elementary 
definitions of the Hausdorff distance and the metric E-ball topology [8,9]; 
?? the metric Cauchy completion of X can be defined as a subspace of 2 [ 11; 
?? _? gives rise to the definition of a generalized Scott topology [l]; 
?? generalized lower and upper powerdomains can be defined as subspaces of X and 
its dual X = ([0, cc~]~)On [I]. 
Here we want to give another illustration of the beauty of j? and X: Certain elements in 
X correspond to closed balls [9]. As we shall see, certain elements in X correspond to 
what have been called ‘formal balls’ [ 151. Formal balls and closed balls will be related by 
the Zsbell conjugation between _? and X. Formal balls, supplied with a partial order, have 
recently been used [4] as an approximative structure for symmetric metric spaces (cf. 
Lawson’s [lo]). Here we shall generalize some of the results of that paper. The collection 
of formal balls will be considered as a generalized metric space F, inheriting the distance 
from X; the underlying ordering turns out to be the one of [15]. For symmetric spaces 
X, the subspace of minimal elements of .7-‘- (with respect to this underlying ordering) is 
isometric to X via the co-Yoneda embedding. Furthermore, P* is (forward-)complete 
if and only if X is complete, and w-algebraic if and only if X is separable. 
2. Preliminaries 
A generalized metric space (gms for short) is a set X together with a distance function 
X(-,-):Xx x --+ [O,co] 
which satisfies, for all x, y, and z in X, 
(a) X(x,x) = 0, and 
(b) X(x, 2) < X(x> Y) + X(yY, ~1, 
the so-called triangle inequality. Here + is the usual addition on the extended positive 
real numbers (with T + co = CKJ + r = 00, for any r E [0, co]). If X moreover satisfies 
(c) if X(x, y) = 0 and X(y, Z) = 0 then x = y, 
then X is called a quasi metric space. If X satisfies (a), (b), and 
(d) X(x, ;y) = X(Y, ~1, 
then it is called a symmetric metric space. Clearly, according to these definitions, any 
ordinary metric space is a symmetric quasi metric space. 
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If two elements x and x’ in a gms X have distance 0 in both directions: X(x, x’) = 
0 = X(x’, x), then x and x’ are called isomorphic, denoted by z S’ x’. In a quasi metric 
space, any two isomorphic elements are equal. 
Examples 2.1. Examples of generalized metric spaces are: 
(1) 
(2) 
(3) 
The set -4” of finite and infinite words over some given set A with distance 
function, for u and w in A”, 
Am(u, w) = 
0 if v is a prefix of w, 
2-n otherwise, 
where n is the length of the longest common prefix of ‘u and w. 
Any preorder (P, <) (satisfying for all p, q, and r in P, p < p, and if p < q and 
q < r then p < T) can be viewed as a generalized metric space, by defining 
P(PT 4) = 
i 
0 ifp < 4, 
x if p g q. 
By a slight abuse of language, any gms stemming from a preorder in this way will 
itself be called a preorder. If P is a partial order: p < q and q < p implies p = q, 
then the induced gms is a quasi metric space. 
The set [0, CC] with distance, for r and s in [0, co], 
[O,!ZQ](r,s) = s - r, 
where 
s:r= 
i 
s-r ifs>r, 
0 if s < r. 
(Note that [0, co] is a quasi metric space.) 
The distance on the space [0, oo] given above makes it, in categorical terms, a com- 
plete and cocomplete symmetric monoidal closed category. More specifically, [0, co] is 
a category with as objects the nonnegative real numbers and an arrow from r to s if and 
only r 3 s. It is trivially complete and cocomplete (products are given by supremum and 
coproducts by infimum). It carries a symmetric monoidal structure given by (the tensor 
product) +, with 0 as neutral element. And this structure is closed in the sense that for 
any t in [0, oo], the function (functor) t + - is left adjoint to the (cotensor) functor 
[O: oo](t, -) (defined above), because for all r and s in [0, oo]: 
Generalized metric spaces can be viewed as categories enriched in [0, co], or [0, oo]- 
categories for short. By taking this view, we follow Lawvere’s [8] conception of metric 
spaces as V-categories [5,7]. The main advantage of this approach is that many results 
from enriched category theory can be applied to metric spaces. 
We just saw that any preorder induces a generalized metric space. There is also the 
reverse construction: any generalized metric space X induces a preordered space (X, <x) 
where the so-called underlying ordering <X is defined by 
Z <x y H X(z, y) = 0. 
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Note that if X is a quasi metric space then a partial ordering is obtained. 
Applying this definition to A”, we obtain the usual prefix ordering. The ordering 
underlying [0, oc] is the reverse of the usual ordering: 
r 6(o,co] s 6 r 3 s. 
A mapping f : X + Y between generalized metric spaces X and Y is nonexpansive 
if for all 5 and 2’ in X, 
Y(f(47 W)) 6 X(V9 
A nonexpansive map f is isometric if this inequality is always an equality. Two spaces 
X and Y are called isometric (isomorphic) if there exists an isometric bijection between 
them. The exponent of X and Y is defined by 
Yx = {f : X --f Y ] f is nonexpansive}, 
with distance, for f and g in Yx, 
YX(fJ) = &Y(f(4>M)). 
Note that the underlying ordering is pointwise: 
f Gyx g * f(z) <Y g(5), for all II: E X. 
The product X x Y consists of the Cartesian product of the sets X and Y with distance 
(X x Y)((~,v), (x’,Y’)) = max{X(z,x’), Y(Y,Y’)}. 
The tensor product X @ Y of X and Y consists again of the same carrier, but now with 
distance 
(X @Y)((W), (&Y’)) = XGV’) + Y(Y,Y’). 
The opposite X”P of a gms X is the set X with distance 
XOP(z, z’) = X(5’, z). 
The distance function X (- , -) is a nonexpansive mapping 
X(-, -) : x”p CQ x --+ [O, ccl]. 
The following properties will be often used. For all T, s, and t in [0, cc], 
[O, ml(r + s, t) = P, 4 (5 P, @4(% t,) , 
[O, 4 (4 s L r) = P, ml (7-j [O, 4 (4 4). 
For a gms X, f E [0, oolx, and r E [0, oo], let 
T + f = xz E x. T + f(z), 
f _L T = xz E x. f(z) I T. 
The following equalities hold: 
P,4X(~+.f, 9) = P,4(5 P,4Xcf,d), 
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[O, ~lX(LL f .L r) = [O, 4(T LO3 4x(g7 f)). 
A proof may use the following elementary facts: For any subset 5’ C [0, cx)], 
[O, 4(5 sup S) = ;$O> 4(5 s). 
Pl4 (inf S, r) = sup [O, 
SES 
Let the space of so-called ‘fuzzy subsets’ and its dual be defined by 
X = [O, co]xop~ X = ([O, co]x)Op. 
Note that both X and X are quasi metric spaces, because [0, co] is. The following 
functions are of great importance for the theory of generalized metric spaces: The Yonedu 
embedding: 
$X&C> xHG(5)=XZEX.X(Z,x), 
and the co-Yoneda embedding: 
9:x -+ A-, 5 H @(xc) = x.2 E x. X(x, 2). 
We shall often use the following shorthand: 
Z=@(Z) and j:=@(x). 
Both the Yoneda embedding and its dual are isometric as a consequence of the following 
lemma. 
Lemma 2.2. Let X be a generalized metric space. 
(1) The Yonedu lemma: for all z E X and C#I E j?, g(E-, 4) = 4(x). 
(2) The co-Yoneda lemma: for all x E X and $ E xi, _%(q!~‘, 5) = G(x) 
A pair of nonexpansive functions f : X + Y and g : Y + X between generalized 
metric spaces is adjoint (and f is left adjoint to g, denoted by f i g) if for all x E X 
and y E Y, 
f(x) <Y y @ 5 <x S(Y). 
(Equivalently [ll], for all x E X and y E Y, Y(f(x), y) = X(x, g(y)).) 
3. Weighted limits and weighted colimits 
The enriched categorical definitions of weighted limit and colimit [2] are given for 
the special case of [0, oo]-categories, that is, generalized metric spaces. Most definitions 
and facts of the present section are instances of general enriched-categorical versions 
of them, see [7] or [3]. For all facts, elementary proofs can be given as well, some of 
which have been included here. In the next section, we shall show that limits of Cauchy 
sequences are weighted (co)limits. 
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Let D and X be generalized metric spaces, and let 
f:D-x, g:D--t[O,oc] 
be nonexpansive functions. An element x in X is a limit off weighted by g: 
z=y*vY EX, x(Y,z)= [O,~lD(T?J(Y,f)), 
where X(y, f) : D + [0, oc] maps d in D to X(y, f(d)). Dually, let 
f:D+X, g:Dop+[O,co] 
be nonexpansive functions. An element x in X is a colimit off weighted by g: 
where X(f, y) : D”P -+ [0, co] maps d in D to X(f(d), y). If for a space X all weighted 
limits exist (for arbitrary D, f, and g) then X is called [0, oo]-complete. And if all 
weighted colimits exist then X is called [0, oo]-cocomplete. 
The notion of weighted limit is dual to that of weighted colimit in that weighted limits 
in X correspond to weighted colimits in X”P (and vice versa), which can be seen as 
follows: For nonexpansive f : D + X and g : D t [0, 001, and x in X, 
x =$.f@vY E x, X(Y,X) = P4D(g, WYJ)) 
Hvy E X”P, xop(x, Y) = LO, 4" (9, xopLf, Y,). (1) 
Now observe that f : D + X is also a nonexpansive function f : D”P + X*P, and 
that g : D 4 [0, KJ] is a nonexpansive function g : (DOP)OP + [0, cs], since (D”P)“P = 
D. Thus formula (1) expresses that x is the colimit of f : D*P + X”P weighted by 
g : (D“P)OP --+ [0, CQ]. 
If x and x’ are both limits of f weighted by g, then X(x, x’) = 0 and X(x’, Z) = 0, 
i.e., 2 E x’. Thus weighted limits, and similarly weighted colimits are unique up to 
isomorphism and, hence, unique in quasi metric spaces. For that reason it will be often 
convenient to consider quasi rather than generalized metric spaces. 
Weighted limits and colimits in [0, co] can be easily described. 
Theorem 3.1. Let D be a gms. 
(1) For nonexpansive f : D -+ [0, CG] and g : D -+ [0, CCI]: 
(2) For nonexpansive f : D 4 [0, CCI] and g : D”P -+ [0, 001: 
Proof. For all y E [0, co], 
10, AD(g, P,4(Y> f,) 
= ,“,“;KA 4 (S(d)> K4 4 (Y1 f (4)) 
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= LO> 4 (Y> ,“,“; LO> ml(g(d)1 f(4)) 
= LO, 4 (Y/) 10. 4DkJ> f)>, 
which proves (1). Similarly, (2) follows from 
LO! 4D”” (9, P, 4(f> Y)) 
= ,“$0>4 (L&4> LO> 4 (f(d)> Y)) 
= d”,“gLO, 4 (f(4 + !A43 Y> 
= LO, 4 (g{m + g(4), Y). ??
As a consequence, all weighted limits and colimits in [0, co] exist: 
Corollary 3.2. The space [0, m] is [0, oo]-complete and [0, w]-co-complete. 
A further consequence is the following theorem, which is a special instance of [3, 
Proposition 6.6.171. 
Theorem 3.3. For a generalized metric space X, the space [O: mix is [0, w]-complete 
and [0, oo]-co-complete. 
A function h : X + Y between generalized metric spaces is [0, oo]-continuous if it 
preserves weighted limits: i.e., for every gms D, f : D + X and g : D + [0, KI], 
h(l;r f) ” ‘&I h o f. 
Dually, h : X + Y is [0, w]-co-continuous if it preserves weighted colimits. 
For instance, for any y E X, the (nonexpansive) mappings X(y, -) : X + [0, oc] and 
X(-,y) :X0” + [0, co] are weighted continuous [3, Proposition 6.6.111. (Thus the latter 
transforms weighted colimits in X into weighted limits in [0, co].) This is an immediate 
consequence of the following. 
Theorem 3.4. Let X be a generalized metric space and x E X. 
(1) ForeverygmsD, f:D+Xandg:D+[O?oo], 
x = $f HV’Y E x: X(y,x) = lirX(y,f). 
(2) Dually, for every gms D, f : D + X and g : D”P + [0, x], 
5 = hrir f e vy E x, X(x:, y) = lirX(f, y). 
Proof. We prove (I), the proof of (2) is similar. Because 
188 J.J.M.M. Rutten / Topology and its Applications 89 (1998) 179-202 
2 = limfe+V’Y E x, X(Y,X) = [o,~lD(g, X(Y,f)) 
($ vy E x vr E [O, DC)], 
[O, q(r, X(Y, 4) = P, 4 (? LO> dD (97 X(YJ f))) 
and 
VY E x, X(Y,S) = $X(Y,f) 
H vy E x vr E [O, co], 
lOJ+> XCY>4) = P4D(g> P>+-> WYJ))), 
the equivalence follows from 
[O, 4 (T’ 10, mlD (9, X(Y> f,)) 
= IO, dD(, + 9, X(Y, f,) 
= P4D(g, P4(c X(YJ))). 0 
4. Limits of Cauchy sequences 
We look at the special case of limits and colimits of Cauchy sequences weighted by 
Cauchy witness functions. As it turns out, we recover the definitions of backward-limit 
and forward-limit in generalized metric spaces, as introduced in [12], and studied in 
[13,11,1]. 
Let N denote the set of natural numbers: 
N = (0, 1,2,. . .}, 
with the discrete metric. Let X be a generalized metric space. A sequence f : N -+ X is 
forward-Cuuchy in X if there exists a forward-Cuuchy witness for f; that is, a function 
g : N -+ [0, CQ] satisfying, 
(1) V’n b 0, g(n) 3 g(” + 1); 
(2) infg(n) = 0; 
(3) Vn > 0 M 3 0, X(f(n), f(n + k)) < g(n). 
Dually, a sequence f is backward-Cuuchy in X if it is forward-Cauchy in X’P, that is, 
if there exists a backward-Cuuchy witness g : N -+ [0, co], satisfying, 
(1) Vn > 0, g(n) 2 g(n + 1); 
(2) infg(n) = 0; 
(3) V’n 3 0 M > 0, X(f(n + k), f(n)) 6 s(n). 
A sequence is bi-Cuuchy if it is both forward-Cauchy and backward-Cauchy. 
These definitions are equivalent to the more traditional formulations: 
Proposition 4.1. Let f : N -+ X be a sequence in a gms X. 
(1) The sequence f is forward-Cauchy if and only if 
VE > 0 3N 2 0 Vn k m 2 N, X(_f(m), f(n)) < &. 
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(2) The sequence f is backward-Cauchy if and only if 
YE > 0 3N > 0 V’n 3 m 3 N, X(f(n). f(m)) 6 E. 
For symmetric metric spaces, forward- and backward-Cauchy means Cauchy in the 
usual sense. For partial orders, a forward-Cauchy sequence is an eventually increasing 
chain, and a backward-Cauchy sequence is an eventually decreasing chain. 
Weighted colimits of forward-Cauchy sequences and weighted limits of backward- 
Cauchy sequences are of particular importance. We introduce the following terminology: 
A colimit x of a forward-Cauchy sequence f : W + X weighted by a forward-Cauchy 
witness g : N + X for f: 
x = liil f, 
is called aforward-limit off. (Note that N = Nap.) In that case, we shall also say that f 
is forward-convergent to x. Dually, a limit x of a backward-Cauchy sequence f : N + X 
weighted by a backward-Cauchy witness g : N -+ X for f: 
is called a backward-limit of f. 
The definitions of forward- and backward-limits do not depend on the specific choice 
of the witness g. This is an immediate consequence of the following lemma. 
Lemma 4.2. Consider f : N -+ [0, cc]. 
(1) Zf f is forward-Cauchy in [0, W] and g : N -+ [0, oc] is a forward-Cauchy witness 
for f then 
l$t f = lif;;p f (n) 
/ 
(= in{s;L f (i)). 
’ 2, 
(2) If f is backward-Cauchy in [0, LX] and g: N ---f [0, CKI] is a backward-Cauchy 
witness for f then 
lnm f = lim<if f (n) 
/ 
(= ;;iFf, f (i)). 
/ 
Proof. We prove only (l), the proof of (2) is similar. By Theorem 3.1(2), it is sufficient 
to show 
$,${ f (71) + g(n)} = F>$ y>“i f (4. 
’ 2, 
Because 
f (n + k) - f(n) < g(n), for all n 3 0, k 2 0, 
which is equivalent to f (n + k) 6 f(n) + g(n), it follows that 
sup f (4 G f(n) + g(n), ian 
190 .I. J.M.M. Rutten / Topology and its Applications 89 (1998) 179-202 
which implies 
Conversely, because 
f(n) + g(n) < (,“,“f f(i)) + g(n)7 
/ 
we have 
= inf sup f(i) 
+Oi& 
Corollary 4.3. Let f : N + X be 
x E x. 
[because both (supian f(i))n and 
(g(n)), are decreasing] 
[i&+0 s(n) = 01. 0 
a sequence in a generalized metric space X and 
(1) Ifg:N+ [O,oo] andg’:N+ [0, CXJ are forward-Cauchy witnesses for f, then ] 
x=lirmf~x= limf. 
+Q’ 
(2) Similarly for backward-Cauchy sequences and backward-limits. 
Proof. We only prove the first part, the second being dual: 
x = hIiI f # Vy E x, X(2, y) = litX(f, y) [Theorem 3.41 
H ‘v’y E X, X(x, y) = l$iif X(f(n), y) [Lemma 4.21 
@ VY E x, X(x, Y) = $X(.f, Y) [Lemma 4.21 
Hx=limf 
_g’ 
[Theorem 3.41. 17 
The following notation is now justified: for a forward-Cauchy sequence f : N + X 
and x E X, 
z = lim f @ 5 is a forward-limit of f H 2 = li~m f, 
for;very forward-Cauchy witness g for f [Corollary 4.31. 
And, dually, for a backward-Cauchy sequence f : N + X and x E X, 
x = li$-n f H x is a backward-limit of f ej x = lit f, 
for every backward-Cauchy witness g for f [Corollary 4.31. 
It follows from the above (and Theorem 3.4) that forward- and backward-limits can be 
characterized in the following ‘weightless’ way. 
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Theorem 4.4. For a forward-Cauchy sequence f : N 4 X and x E X, 
x = l&-if eVy E x, X(x,y) = limX(f,y). 
Dually, for a backward-Cauchy sequence f : N --f X and x E X, 
x = lir$ tiVy E x, X(y,x) = limX(y,f). 
The above characterization of forward-limit and backward-limit has been taken as a 
definition in some recent papers on the reconciliation of the domain theories of par- 
tial orders and metric spaces [ 12,13,11 ,l]. For symmetric metric spaces, the notions of 
forward-limit and backward-limit are equivalent, and coincide with the standard definition 
of metric limit (Theorem 1.1). We have seen that for partial orders, a forward-Cauchy 
sequence is an eventually increasing chain; a forward-limit is a least upper bound of the 
chain. Backward-limits correspond to greatest lower bounds of (eventually) decreasing 
chains. (Cf. [l].) 
A space X is forward-complete if every forward-Cauchy sequence in X has a forward- 
limit in X. Dually, X is backward-complete whenever X0” is forward-complete. For 
instance, [0, XI is both [0, ccl-complete and [0, oc]-co-complete (Corollary 3.2). In par- 
ticular, it is forward-complete and backward-complete. The same applies, for any gms X, 
to the space X of metric predicates (Theorem 3.3). Also the space A” is both forward- 
and backward-complete. 
For any gms X, the forward-completion [ 1, Definition 5.11 X of a gms X is defined 
by 
x = n{ V C 2 1 g(X) 5 V and V is a forward-complete subspace of X}. 
(Recall that G : X + X is the Yoneda embedding.) Because X is a forward-complete 
quasi metric space, so is x. It has the usual universal property [ 1, Theorem 5.51. 
A mapping h : X + Y between generalized metric spaces is forward-continuous if it 
preserves forward-Cauchy sequences and their forward-limits: that is, if f : N 4 X is 
forward-Cauchy then h o f : N -+ Y is again forward-Cauchy, and any forward-limit of 
f is mapped by h to a forward-limit of h o f. Schematically: 
h(@ f) E lim h o f. 
Backward-continuity of h : X --f Y is defined dually, denoted by 
h(lim f) Z lim h o f. 
For symmetric metric spaces, forward-continuity and backward-continuity are equivalent 
to the usual notion of metric continuity. For partial orders, forward-continuity means 
preservation of least upper bounds of ascending chains, and backward-continuity is its 
dual. 
It may be worthwhile to contrast the definition of forward-continuity with the following 
condition, based on the notion of [0, m]-co-continuity (Section 3): for every forward- 
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Cauchy sequence f : N --f X and every forward-Cauchy witness g : N + [0, KI] for 
f> 
h(ljtf) ” l$ho f. 
(This could be called: [0, oo]-co-continuity with respect to forward-Cauchy sequences.) 
This condition is stronger than forward-continuity, since it requires h to preserve forward- 
limits with respect to the same Cauchy witness g (notably, g should again be a witness 
for h o f). This property is satisfied, for instance, by nonexpansive functions between 
symmetric metric spaces, but not by the function h: [0, oo] + [0, co] defined by h(r) = 
2 x r, which is forward-continuous. 
The following lemma [ 1, Proposition 3. l] will be useful in the sequel. 
Lemma 4.5. The distance function 
LO, 4[-, -1 : P, wp @ [O, 4 --+ IO, 4 
is both forward- and backward-continuous. 
Also the following fact will be used, which states that in [0, 001, backward- and 
forward-Cauchy sequences are closely related. 
Lemma 4.6. Any forward-Cauchy sequence in [0, CXI] is also backward-Cauchy. The 
reverse holds for those sequences f : N + [0, W] which are bounded: there exists K in 
N with f(n) < K, for all n 3 0. 
The boundedness condition in the lemma above is to exclude sequences like 
(0, 1,2, . . .), which is backward-Cauchy but not forward-Cauchy. 
Even though the metric on [0, oo] is not symmetric, limits in [0, co] are as we are used 
to: 
Corollary 4.7. Every sequence f : N -+ [0, m] that is both forward-Cauchy and back- 
ward-Cauchy has a forward-limit and a backward-limit, which coincide and are equal 
to the limit of the sequence f with respect to the standard Euclidean distance: 
]r - s] = max{(r I s), (s - r)}. 
Lemma 4.6 and Corollary 4.7 can be easily proved. They also follow from [12, The- 
orem lo]. 
5. Algebraicity 
We briefly recall from [l] the definition of algebraic generalized metric space together 
with the observation that [0, oo] is algebraic. This will be used in Section 7. 
An element Ic in a gms X is jnite (or compact) in X if the mapping 
X(lc,-):X_r[O,o0], ZHX(IC,2) 
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is forward-continuous: that is, for all forward-convergent sequences f : N + X, 
X(k,lil$) = l@lX(k,f). 
If X is a partial order this means that for any chain (z~)~ in X, 
X(k,Uxn) = limX(k,2,), 
or, equivalently, 
k&U1., iff 3n, k <X x,, 
which is the usual definition of finiteness in ordered spaces. If X is a symmetric metric 
space then X(k, -) is forward-continuous for any k in X, hence all elements are finite. 
A basis for a gms X is a subset K C X consisting of finite elements such that every 
element z in X is the forward-limit of a forward-Cauchy sequence (kn)n of elements 
in K. A gms X is algebraic if there exists a basis for X. Note that such a basis is in 
general not unique. If X is algebraic then the collection Kx of all finite elements of X 
is the largest basis. If there exists a countable basis then X is w-aZgebruic. 
Any symmetric metric space is algebraic, because all elements are finite. If the space 
is separable then it is w-algebraic. The gms A” from Section 2 is algebraic with basis 
A*, the set of all finite words over A. If A is countable then A” is w-algebraic. 
Also the space [0, co] is algebraic: by Lemma 4.5, all elements are finite. (It is even w- 
algebraic, with the set of nonnegative rational numbers as a basis.) This fact is somewhat 
surprising, since [0, co] is not algebraic as a partial order. 
Every forward-complete quasi metric space X with basis K, is isomorphic to the 
completion of its basis: X 2 ET. For a proof, see [1, Theorem 5.61. 
6. Balls: formal, fuzzy, closed 
Let X be a generalized metric space. We repeat from [9] the definition of the subspace 
of X consisting of (fuzzy) balls. Dually, we introduce as a subspace of X a collection 
of so-called formal balls. The partial order underlying this subspace of formal balls is 
shown to be isomorphic with the partially ordered set of formal balls introduced in [ 151. 
Moreover, balls and formal balls will be related by means of the Isbell conjugation 
between X and X. In Section 7, the collection of formal balls will be shown to be a 
computational model for ordinary metric spaces. 
Let for any 7‘ E [0, cc] and x E X, 
B(r, x) = 2 2 T (= Xy E X. X(y, x) 2 T), 
F(?“: x) = r + 5 (= xy E x. r + X(x, y)), 
and define two parameterized families 13 C _? and 3 2 X by 
B={B(T.~)~TE[O,ZC], HEX}, 
3= {F(7J$ 1 T E [O,co], z E x}. 
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The sets f3 and 3 are taken with the distance inherited from X and X, respectively. The 
elements B(T, z) of B are called fuzzy balls, and the elements F(T, Z) of F are called 
formaE balls, for reasons to be explained next. 
To start with the former, we recall [9,1] the following adjunction between the collection 
P(X) of subsets of X, and 2: 
defined for 4 E _? and V E P(X) by 
1 f$ = {x E x 1$(x) = o}, p(V) = xx E x. $X(x,v). 
Applying J to B(r, Z) yields 
I B(r, 4 = {Y E x I B(r, X)(Y) = o} 
={yEXIX(y,x)-r=o} 
= {Y E x I X(Y,X) < T} 
= K(x), 
the closed ball with centre x and radius r [9, p. 1711. 
The connection between elements F(r, x) E F and formal balls in the sense of [ 151 
can be understood by looking at the ordering underlying F. First we note that for F(r, x) 
and F(s, Y) in F, 
F‘(W, 4, F(% Y)) 
= X(r + 5, s + Y) 
= ([O, oolX)““(r + 5, s + Y) 
= [O, co]“(s + Y, r + 5) 
= [O, colX (Y, (?- + 5) 2 s) 
= X((r + 5) I s, Y) 
= ((r + 5) I s)(y) [co-Yoneda Lemma 2.21 
= (T + X(x, y)) L s. 
Lemma 6.1. For F(T, x) and F(s, y) in 37 
qw, 4, F(s, Y,) = (r + X(X> Y)) I s. 
Consequently, the ordering <F underlying F can be characterized by 
F(r, 4 G3 Fh Y) 
@ F(F(r, 4, F(a, Y)) = 0 
H (T + X(x, y)) = s = 0 
e r + X(x, Y) < s, 
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which is precisely the definition of the ordering on formal balls from [ 15, p. 71. 
Formal balls and closed balls can be related by the so-called Isbell conjugation, which 
is recalled first [9, p. 1691: for C#I E X and $J E X let 
(4)” = AZ E x. &#I, q, 
(?J)” = AZ E x. X(2, $). 
The functions ()* and ()fl are nonexpansive; moreover, ()* is left adjoint to ()fl: 
0’ 
A-- 
X A X 
0” 
Proposition 6.2. For F(T, x) in 3, 
(F(T, c# = B(r, LIT). 
Applying the function J on both sides yields J(F(r, 2))’ = BT(x). 
Proof. The second equality is immediate from the first one, which is proved as follows: 
for all y E XoP, 
(W&Y) 
= (r + @(y) 
= X(:/J, r + 2) 
= 3(F(O, Y), F(r, 4) 
= X($/,x) 1 7” [by Lemma 6.11 
= B(r: x)(g). 0 
The assignment of a formal ball to every pair (r, z) in fact defines a nonexpansive 
function 
F: ([O,co]“p@X) +3, (r.x) H F(r,x) 
(recall from Section 2 that @ is the tensor product): 
= (r + X(x, y)) 1 s [Lemma 6.11 
< (7” I s) + X(x, y) 
= [O, 4°p(r, s) + X(X> Y) 
= (P.~lop@qh-A, k,Y)). 
Restricted to [0, oo)‘P 18 X, F is a bijection. Similarly, the function 
B: ([O,CO]~~ZIX) + B. (T;x) H B(r,x): 
196 J.J.M.M. Rutten / Topology and its Applications 89 (1998) 179-202 
is nonexpansive. The space X can be isometrically embedded into 3 and B by composing 
F and B, respectively, with 
L:x + [0,co]“%x, ZH (0,x). 
Theorem 6.3. Both F o L = @ : X -+ 3 and B o L = 5 : X + l3 are isometric. 
All in all, we have the following diagram, in which every triangle commutes: 
7. A computational model for metric spaces 
As a variation on recent definitions and results on computational models for ordinary 
metric spaces [ 10,4,6], we show that for an ordinary metric space X, the opposite 3”P of 
its collection of formal balls can be considered as a computational model in the following 
sense: 
(1) X is isometric to the collection of maximal elements (with respect to the underlying 
ordering) of 3’P by means of the co-Yoneda embedding; 
(2) X is complete if and only if 3OP is forward-complete; 
(3) X is separable if and only if 3OP is w-algebraic. 
The first claim is a consequence of the following. 
Theorem 7.1. For an ordinary metric space X, the collection of minimal elements of 
3, 
min 3 = { 4 E 3 / V7J E 3, $ <3 C#J * $J = q5} 
is isometric with X: min3 ” X. 
Proof. Since Q = F o L is isometric, it is sufficient to show that # is a bijection between 
X and min3. For all z in X, Q(Z) = ? is minimal: if T + E 63 5, for some z in 
X and r in 10, oo], then T + X(Z, Z) < 0, whence r = 0 and X(z, z) = 0. Because 
X is an ordinary metric space, by assumption, it follows that z = Z. Thus T + Z = 2. 
Conversely, suppose T + t is minimal in 3. Since Z <3 r + E it follows that Z = T + 5, 
thus r + i E Q(X). Clearly, the above defines a bijection. 0 
It follows that the image of X (in 3) with the generalized Scott topology [l] is 
homeomorphic to X with the c-ball topology. 
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The second claim, which relates completeness of X and .?P, will follow from the 
next lemma. 
Lemma 7.2. Let (cz~)~ be a sequence in X and (T~)~ a sequence in [0, CG]. 
(I) The sequence (F(r,, x,)), is backward-Cauchy in .T if and only if 
(a) (x,)?, is backward-Cuuchy in X, and 
(b) (T~)~ is forward-Cuuchy in [0, cc]. 
(2) In the situation of (1): for all z E X and T E [0, x), 
(x = limx, and r = limr,) + F(r,z) = limP(r,,z,). 
lj” X is a symmetric metric space or if the forward-limit of (T~)~ is 0, then the 
converse implication holds as well. 
(3) If (rn)n is bounded, then the dual of (1) and (2) (interchanging ,forward and 
backward) hold as well. 
Proof. We prove (1) and (2), the proof of (3) is dual. 
(1) Assuming (a) and (b), it follows that (T,, x,), is backward-Cauchy in [0, KJ]~P@X. 
Because F : [0, (x)]OP @X + 3 is nonexpansive, also (F(r,, x,)),, is backward-Cauchy. 
For the converse, assume that (F(r,. x,)), is backward-Cauchy. For all n > m, 
+‘(r,, x,), F(r,,, xm,) 
= (T” + X(x,,x,)) - T, 
3 r,, 2 rm 
= 10, ool(rrn, r,), (2) 
which shows that (rn)n is forward-Cauchy. By Lemma 4.6, it is also backward-Cauchy. 
Since equality (2) above implies 
r, + X(G,~,) G F(F(r,,x,). F(r,.xm)) +rmr 
we have 
< (F(F(r,, 4, F(r,, xm)) + rm) 1 r, 
< F(F(rn,xn), F(rnL,xm)) + (r, 1 rn) 
= F(F(r,, 4, J’(r,, xm)) + 10, 4(rn, r,,), 
which shows that (x~)~ is backward-Cauchy. 
(2) Assume 
z = lim 2, and r = limr,. 
For all s E [0, co] and y E X, 
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@.q% Y)> ~b-n,xn)) 
= @((s + X(y, 2%)) I T”) 
= @(s + X(y, xn)) I limrr, [L is backward-continuous] 
= (s + @X(y, xn)) L ll_mr, 
= (s + X(y, x)) 1 @r, [by Theorem 4.41 
= (s + X(y, x)) -L r 
= +(s, Y), F(r, a$>. 
Again by Theorem 4.4, this implies 
F(r, x) = limF(r,, 2,). + 
For the converse, assume that the latter equality holds, for certain T in [0, co] and z in 
X. It follows from the above that for all s in [0, oo] and y in X, 
(s + lim X(y, xn)) 1 @r, = (s + X(y, x)) 2 T. 
Taking in this equation 
s=r+limr, 
yields 
T + limX(y, 2,) = limrr, + X(y, x). 
If 
(3) 
limr, = 0 
then taking y = z in Eq. (3) yields r = 0, whence 
@X(Y, GL) = X(Y, xc), 
which by Theorem 4.4 is equivalent to 
2 = limx,. 
Otherwise, assume that the space X is symmetric. Then the sequence (z,), is bi-Cauchy. 
Taking y = x in Eq. (3) now gives 
r + limX(z, z,) = limr,, (4) 
which implies 
l@lX(y, 2,) = l@lX(z, 2,) + X(y, Lx). 
Taking y = xk in Eq. (5) yields 
(5) 
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lim X(x, z,~) 
< limX(z, z,) + X(Q, x) 
= lmlX(S~:S,,). 
where in the formulae above the limit is taken with respect to n. Because (z,), is 
bi-Cauchy, the latter number becomes arbitrarily small (for large Ic), whence 
lim X(x, z,) = 0. 
It now follows from Eq. (4), and from Eq. (3) and Theorem 4.4 that 
r = limr, and z = limz,. 0 
The following theorem is an immediate consequence. 
Theorem 7.3. A generalized metric space X is backward-complete if and only if the 
space .F is. 
Proof. Suppose that X is backward-complete. Let (F(r,, z,)), be a backward-Cauchy 
sequence in 3. By Lemma 7.2(l), (T~~)~ is forward-Cauchy and (z~)~ is backward- 
Cauchy. By Lemma 7.2(2), 
limF(r,,x,) = F(limr,! limx,). 
Thus 3 is backward-complete. For the converse, consider a backward-Cauchy sequence 
(z~)~ in X. By Lemma 7.2(l), (F(0, x,)), is backward-Cauchy in 3. Let F(r,x) be 
its backward-limit. By Lemma 7.2(2), it follows that (T = 0 and) 
limx, = IT’. 
Thus X is backward-complete. [7 
In particular, a symmetric metric space X is complete if and only if 3OP is forward- 
complete. 
Finally, an ordinary metric space X is separable if and only if 3”P is w-algebraic. 
This will be a consequence of the following lemma. 
Lemma 7.4. If X is a symmetric metric space then 3 ‘P is algebraic: all elements in 
30P are jinite. 
Proof. We have to show that for an element F(s, y) in 30p, the function 3’““(F(s, y), -) 
is forward-continuous. That is, for any forward-Cauchy sequence (F(r,, z,)), in 3‘Op, 
3°p(~(~,:~), li&%x, xn)) = l@r3°P(F(s,y). F(r,,x,)). 
Since forward-Cauchy and forward-limit in 3 OP means backward-Cauchy and backward- 
limit in 3, this is equivalent to 
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The latter equality follows from 
3(1’,” F(r,, G), F(s) Y)) 
= 3(F(@r,, limz,), F(s, y)) [Lemma 7.2(2)] 
= (l&V, + X(@Kr,, y)) -Y_ s
= (ll_mr, + X(y,@z,)) _L s [X is symmetric] 
= (@r, + limX(y.2,)) I s [X is symmetric, thus y is finite] 
= l&n(r, + X(y,s,)) 1 s [+ and A are forward-continuous] 
= l’,” (rn + X(x,, y)) 2 s [X is symmetric] 
= @3(F(r,,z,), F(~,Y)). 0 
Corollary 7.5. An ordinary metric space X is separable ifand only if.F’ is w-algebraic. 
Proof. If X is separable then it has a countable basis V C X. Let 
Q = {q E [0, oo] 1 q is rational}. 
It follows from Lemmas 7.2 and 7.4 that Q x V is a countable basis for 3OP. If, conversely, 
B is a countable base for 3-“P, then the set 
{Z E x II?- E [O,m], (r,2) E B} 
is a countable base for X, hence X is separable. 0 
The latter observation on separable metric spaces is to be contrasted with [4, Corol- 
lary 2.101, stating that an ordinary metric space X is separable if and only if the poset 
30p is w-continuous. 
8. Conclusions and directions 
(A) The use of weighted limits and colimits in gms’s gives a purely enriched-categorical 
formulation of forward- and backward-Cauchy sequences and their limits. Thus a cate- 
gorical foundation has been provided for generalized metric analysis. 
Also in the standard analysis of real numbers, the formulation of metric limits as 
weighted colimits may have some advantages. Consider, for instance, two ordinary, i.e., 
bi-Cauchy sequences f, g : N + [0, 001, with (bi-)limits 2 = lim f and y = lim g. The 
following is a standard observation in any basic course on analysis: 
if Vrz 2 0, f(n) 3 g(n) then 2 3 y. 
A standard elementary proof derives from the assumption that 2 < y the fact that 
f(n) < g(n), for some R big enough. The following direct proof in terms of weighted 
colimits exploits the fact that [0, co] has a nontrivial underlying ordering. If Ic and I are 
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(forward-)Cauchy witnesses for the sequences f and g then m = lc + 1 is is common 
witness for both f and g. Now: 
[0,4 (x:, T/Y) 
= [O, 4’(m, [O, ml(f, Y)) [since x = 5; fl 
6 [0, 031N(m, [0, cx3](g, y)) [since [0, oo](-, y) is anti-monotone] 
= LO> =l(YlY/) [since y = l$ g] 
= 0, 
which implies x > y. In a similar way, the use of weights leads to very simple proofs of 
facts such as: if J: = lim f and x # 0 # f then l/x = lim l/f, for which the traditional 
argument amounts to a somewhat cumbersome calculation involving ‘E’. It would be 
interesting to see where the development of a categorical, ‘E-less form of analysis will 
lead us. 
(B) Formal balls arise in a natural way in the world of generalized metric spaces by 
means of the co-Yoneda embedding, and are related to fuzzy and closed balls by means of 
the Isbell conjugation. The (opposite of the) collection of formal balls is a computational 
model for ordinary metric spaces. 
Our definition of computational model is different from the one in [lo] and [4], though. 
In particular, the space _PP is equipped with a nonsymmetric distance, from which the 
usual ordering on formal balls (of [15]) can be retrieved as the underlying ordering. 
This leads to the stronger result that an ordinary metric space is isometric and not only 
homeomorphic with the collection of maximal elements. 
(C) It may be worthwhile to investigate the use of weight functions and generalized 
metric spaces as computational models for ordinary metric spaces somewhat further still. 
In particular, if f : N + [0, ca] is a bi-Cauchy sequence with witness function g and limit 
x = lim f, then 
which implies 
x-g<f<x+g. 
Note that in this way we have approximated f from the left by a monotone increasing, 
and from the right by a monotone decreasing function. (In other words, a descending 
chain and a chain in PP, respectively.) These simple approximations could be of help 
in a theory of approximation of metric spaces in the style of [lo] and [4]. 
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