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Abstract

Solar cells based on CdTe absorbers are attractive due to the optimal direct band
gap energy and large absorption coefficient of CdTe, however, their performance and
commercialization is hindered by the lack of reliable p-type contacts. CdTe has a low
carrier concentration and a large electron affinity, which results in a requirement of nonrealistic work functions for metals to be used as back contacts in the solar cell. Even
noble metals such as Ag present a significantly large potential barrier for holes, thereby
reducing the hole current through the semiconductor/metal interface. Several attempts to
resolve this challenge have been tried, however, many drawbacks have been encountered.
Two particular systems, namely Cu2Te thin films and CdTe/ZnTe strained-layer
superlattices, are investigated for their potential use as ohmic contacts in CdTe solar
cells. A detailed analysis of the optical, electrical, and structural properties of Cu2Te thin
films deposited by magnetron sputtering is presented. It is shown that these films have an
indirect band gap and highly degenerate semiconductor behavior. The large p-type carrier
concentration of Cu2Te films is highly desirable for the application of Cu2Te as a p-type
contact to CdTe.
In-depth studies of optical transitions and miniband transport in strained-layer
CdTe/ZnTe superlattices are presented as well. The band offsets between CdTe and ZnTe
were determined by comparison of measured and calculated optical transitions.

xiii

Superlattice structures that offer best contact performance have been identified by use of
tunneling probability simulations.
Characterization of CdTe solar cells with above mentioned contacts indicated that
contacts based on CdTe/ZnTe superlattices are a viable Cu free option for stable and
reliable p-type contacts in CdTe solar cell. The contact performance of Cu2Te thin films
was comparable to that of CdTe/ZnTe superlattices and both demonstrated an advantage
over contacts based on ZnTe:N thin films which were used a standard.

xiv

Chapter 1:
Introduction

Solar energy harvesting by means of photovoltaic technology is well recognized
as an essential component of future global energy production. Current manufacturing of
solar cells is divided into two main parts, namely Si (including large grain poly- and
single crystalline) and high-efficiency thin film (CdTe, GaAs, and CuInGaSe2) modules.
Among these, CdTe is one of the most promising materials for large-scale applications of
solar cells in terms of its physical characteristics and low manufacturing cost (~
$0.84/Watt for CdTe and ~ $1.06/Watt for Si) [1,2]. CdTe based solar cells feature
superior light absorption properties, better performance at the high temperatures that
modules are exposed to under direct sunlight, faster energy payback time, and smaller
carbon footprint as compared to other current solar cell technologies [3-5]. Global energy
production capacity for CdTe solar cells has steadily been increasing from ~ 100 MW in
year 2006 to a current capacity of ~ 3 000 MW. This growth in capacity is projected to
increase to ~ 7 000 MW by the end of 2015. Most of the production is handled by First
Solar, Inc. but other prominent companies include Abound Solar, Inc. and Primestar
Solar, Inc. [6].
Current CdTe solar cells with the highest efficiencies follow the superstrate
design in which the light enters via the glass substrate (soda lime or borosilicate) [7-10].
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Stacked on top of the substrate are a transparent conducting oxide (TCO) contact, an ntype CdS layer, a polycrystalline p-type CdTe absorber, and a back contact. In order to
convert photon energy into electrical current, solar cells rely on the photovoltaic effect,
where photons with energies larger than the band gap energy of the absorbing material
are captured and free electrons and holes are created that under the influence of the builtin electric field (created by the pn junction) are swept in opposite directions generating an
electrical current [11].
CdTe has a relatively large optical absorption coefficient (104 – 105 cm-1 for
wavelengths below 700 nm) as well as a direct band gap in the optimum range for solar
energy absorption [12-14]. Furthermore, CdTe can be deposited by a broad variety of
scalable and relatively low cost techniques such as rf magnetron sputtering [15-17],
close-space sublimation (CSS) [9], and others [18,19].
Currently, most efficient laboratory grade and commercial grade CdTe solar cells
have energy conversion efficiencies of approximately 16% and 10%, respectively
[9,10,20,21]. However, several material issues are slowing the advancement of CdTe
solar cells, namely low p-type carrier density and large electron affinity. It has not been
possible to obtain p-type carrier densities in polycrystalline CdTe of more than 2 × 1015
cm-3. Such small carrier densities result in large potential barriers for holes and therefore
low tunneling currents through the semiconductor/metal interface in the back contact.
Additionally, both the low carrier densities along with the large electron affinity of CdTe
demand metals with unrealistic work functions for the CdTe/metal contact. Even the use
of precious metals with relatively large work functions gives rise to large potential
barriers for holes to tunnel through or jump across which effectively reduces the overall
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electrical current generated by the solar cell. These issues hinder the progress of
increasing the solar to electric energy conversion efficiency.
Previous attempts at lowering the potential barriers for holes and thereby
increasing the hole tunneling current in CdTe/metal contacts have introduced an
intermediate layer with a larger carrier density than that present in CdTe. However, in
many cases those attempts have proven counterproductive, resulting in device
degradation as well as chemical instability such as oxidation, dopant migration, etc. Also,
efforts to increase the carrier density in CdTe using larger dopant concentrations have
faced many challenges, such as low solubility of the dopant, formation of secondary
compounds and defects, as well as self-compensation. In turn, these problems limit the
density of holes available for conduction and cripple the progress of increasing the solar
to electric energy conversion efficiency [7,9,10,13,14,20-25].
All of the above mentioned issues hinder the performance, life span, and
reliability of contacts currently used for p-type CdTe and CdTe solar cells. It is well
recognized that traditional methods will never solve these problems and solutions depend
on new approaches and new materials [20,22-25]. In light of the above mentioned, the
research goal of this project is to develop and study materials and structures that are well
suited as ohmic contacts for polycrystalline p-type CdTe thin films and solar cells.
Development of these materials and structures would in turn provide low resistivity and
long term stability back contacts for CdTe based heterojunction solar cells.

3

1.1. Photovoltaics and Solar Cell Basics
A simplified diagram of a typical CdTe solar cell device is shown in Figure 1.1.
The device consists of a pn junction with a very narrow and heavily doped n-region. The
illumination is provided through the n-side (ln). The depletion region W that is set up due
to the pn junction extends primarily into the p-side (lp). Due to the charge separation in
the depletion region there is a built-in electric field F0 present. The electrode that is
attached to the n-side must allow illumination to enter the device and at the same time
result in small series resistance so to not limit the amount of current that the device
generates. In CdTe solar cells, the front electrode is a TCO typically in the form of
indium doped tin oxide (ITO) or alumina doped zinc oxide (AZO) [11].
As the n-side is very narrow, most of the photons are absorbed within the
depletion region and within the neutral p-side. The absorption of photons in these two

Figure 1.1. Simplified layer diagram of a CdTe based solar cell. Colored arrows
represent photons of various energies, decreasing in energy from blue to red. Layer
widths are not drawn to scale. Based on Reference 11.
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regions gives rise to photo-generated electron-hole pairs. Those electron-hole pairs that
are generated in the depletion region are immediately separated by the built-in field F0
which drifts them apart. As an electron drifts and reaches the n-layer it makes that region
more negative by an amount of charge –e. Similarly, as the hole drifts and reaches the player it makes that side more positive. Consequently an open circuit voltage Voc develops
between the terminals of the device with the p-side positive with respect to the n-side. If
an external load is then connected, the excess electrons in the n-side can travel through
the external circuit, do work, and reach the p-side to recombine with the excess holes
present at that terminal. It is noteworthy to add here that without the built-in field
produced by the pn junction, it would not be possible to drift apart the photo-generated
electron-hole pairs and accumulate excess electrons on the n-side and excess holes on the
p-side [11].
The electron-hole pairs photo-generated by long wavelength photons that are
absorbed in the neutral p-side move around by a diffusion process in this region as there
is no electric field present there. Those electrons within a mean diffusion distance Le to
the depletions region can readily diffuse and reach this region whereupon they will drift
to the n-side as shown in Figure 1.1. Consequently, only those electron-hole pairs photogenerated within the minority carrier diffusion length Le to the depletion region can
contribute to the photovoltaic effect. Once an electron diffuses to the depletion region, it
is swept over to the n-side by F0 to give an additional negative charge there. Holes left
behind in the p-side contribute a net positive charge to this region. Those photo-generated
electron-hole pairs further away from the depletion region than Le are lost by
recombination. It is therefore important to have the minority carrier diffusion length Le be
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as long as possible. This is the reason for choosing CdTe to be p-type which makes the
electrons minority carriers; the electron diffusion length in CdTe is longer than the hole
diffusion length. The same ideas also apply to electron-hole pairs photo-generated by
short wavelength photons absorbed in the n-side. If the terminals of the device are then
shorted the excess electrons on the n-side can flow through the external circuit to
neutralize the excess holes on the p-side. This current due to the flow of the photogenerated carriers is called the photocurrent [11].
Electron-hole pairs photo-generated by energetic photons absorbed in the n-side
near the surface region or outside the diffusion length Lh to the depletion layer are lost by
recombination as the lifetime in the n-side is generally very short (due to heavy doping).
The n-side is therefore made very thin, typically less than 150 nm. The electron-hole
pairs photo-generated near the surface of the n-side, however, recombine due to various
surface defects acting as recombination centers.
Due to the large absorption coefficient α of CdTe and therefore small absorption
depth (1/α), the absorbing layer is relatively thin. Typical thicknesses range from 2 – 5
μm, whereas in crystalline Si solar cells, the p-type layer is generally 200 – 500 μm.

1.1.1. Electrical Properties of a Photovoltaic Device
Figure 1.2 shows an ideal pn junction photovoltaic device connected to a resistive
load R. Note that I and V in the figure define the convention for the direction of positive
current and positive voltage. If the load is a short circuit, then the only current in the
circuit is that generated by the incident light. This is the photocurrent Iph shown in Figure
1.2 which depends on the number of electron-hole pairs photo-generated within the
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Figure 1.2. Circuit diagram of an idealized solar cell while illuminated. (a) Under load
showing current and electric field directions. (b) Under short circuit conditions showing
the direction of photo-generated current. (c) Under load showing the directions of photogenerated and diode currents. Based on Reference 11.
volume enclosing the depletion region and the diffusion lengths to the depletion region
(Figure 1.1). As the light intensity increases, the photo-generation rate increases and
thereby Iph increases. The photocurrent does not depend on the voltage across the pn
junction because there is always some internal field to drift the photo-generated electronhole pairs. Secondary effects of the voltage modulating the width of the depletion region
are excluded in this discussion so as not to obscure the main point of the photovoltaic
phenomenon. The photocurrent Iph therefore flows even when there is not a voltage
across the device [11].
As is shown in Figure 1.2, a positive voltage V appears across the pn junction as a
result of the current passing through resistor R as long as R in not short circuited. This
voltage in turn reduces the built-in field of the pn junction and hence leads to minority
carrier injection and diffusion just as it would in a normal diode. Thus, in addition to Iph
there is also a forward diode current in the circuit as shown in Figure 1.2 which arises
from the voltage developed across R. Since Id is due to the normal pn junction behavior, it
is given by the standard diode characteristics,
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  eV  
I d  I 0 exp 
  1 ,
  nkT  

(1.1)

where I0 is the reverse saturation current, e is the fundamental charge, n is the diode
ideality factor, k is the Boltzmann constant, and T is the temperature. In an open circuit,
the net current is zero. This means that the photocurrent Iph develops just enough
photovoltaic voltage Voc to generate a diode current Id = Iph [11].
Thus the total current through the solar cell, as shown in Figure 1.2, is
  eV  
I   I ph  I 0 exp 
  1.
  kT  

(1.2)

The overall I-V characteristics of a typical CdTe solar cell are shown in Figure
1.3. It can be seen that it corresponds to the normal dark characteristics of a standard
diode being shifted by the photocurrent Iph which depends on the light intensity. The open
circuit output voltage Voc, of the solar cell is given by the point where the I-V curve

Figure 1.3. Typical J-V characteristics of an idealized CdTe solar cell. Calculated based
on Equation (1.2).
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intersects the voltage axis (i.e. I = 0 A). It is apparent that although Voc depends on the
light intensity, its value is confined within a relatively small range.
Additionally, a solar cell can be characterized by two more figures of merit,
namely the fill factor FF and the energy conversion efficiency. FF is written as
FF 

I mVm
I scVoc

(1.3)

where ImVm is the maximum power Pm that the solar cell can achieve for a given light
intensity and resistive load. The energy conversion efficiency η is written as



Pm
Plight

(1.4)

where Pm is the maximum operating power of the solar cell (circles in Figure 1.3) and
Plight is the power of the light source [11].

1.2. Contacts for p-type CdTe and CdTe Based Solar Cells
Thermionic emission and quantum mechanical tunneling simultaneously
contribute to the flux of holes through the semiconductor/metal interface in a contact. In
turn, both the carrier density p and the potential barrier Φb affect these phenomena and
are therefore key parameters for contact performance. The current density J depends on
both the applied voltage V and Φb in a manner that varies for each conduction mechanism
and its relationship to Φb is better visualized through the analysis of contact resistivity ρc
sometimes also called specific contact resistance. It is defined as

c  J V 1V 0 .

(1.5)

The contact resistivity for thermionic emission has an exponential dependence on
Φb according to the following relationship
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 e 
 c TE   0 exp  b  ,
 kT 

(1.6)

where e is the elementary charge, k is the Boltzmann constant, T is the temperature, and
ρ0 = k/(eART) with AR as the Richardson constant [11,26]. Equation (1.5) follows directly
from the standard Schottky barrier current-voltage relationship [10,26]. On the other
hand, the contact resistance for quantum mechanical tunneling has an exponential
dependence on the ratio of Φb to the square root of p according to

 4 m  b 
,
 c QMT   0 C exp 



p



(1.7)

where C is a function of p, T, and Φb, ε is the dielectric constant of the semiconductor, m*
is the effective mass of the semiconductor, and ħ is the reduced Planck’s constant [2628]. For lightly doped semiconductors thermionic emission is the dominant conduction
mechanism, whereas for heavily doped semiconductors tunneling is dominant. Also,
ρc(TE) is heavily dependent on temperature and increases as T decreases. In contrast,
ρc(QMT) is only weakly temperature dependent, where the dependence is contained
within C. It is clearly evident from Equations (1.6) and (1.7) that in order to reduce the
contact resistance, one must either have contact materials with low potential barriers or
semiconductor materials with large carrier concentrations.
According to metal-semiconductor theory the height of the potential barrier for
holes in a metal/p-type semiconductor interface is given by

 b    E0   m 

Cox
Css
 F
,
Cox  Css
Cox  Css

(1.8)

where Cox = εoxA/dox and Css = eADss are the capacitances produced by a thin native oxide
of thickness di and a density of interface state Dss at the Fermi pinning energy ΦF and
10

contact area A, respectively [26-29]. In Equation (1.8), χ and E0 represent the electron
affinity and band gap energy of the semiconductor, respectively, while Φm represents the
work function of the metal. In the limiting cases where there is either no native oxide
(di → 0, Cox → ∞), or there are no interface states (Dss → 0, Css → 0), Equation (1.8) is
simplified to
b    E0   m  ,

(1.9)

This relationship is commonly used to estimate potential barriers metal/p-type
semiconductor contacts. In the limiting cases where either a thick oxide layer (Ci → 0) or
a large density of states (Css → ∞) are present, the height of the potential barrier is
determined by the pinning of the Fermi level and Equation (1.8) is simplified to
b   F ,

(1.10)

Figure 1.4 shows the potential barrier for holes in CdTe/metal contacts as a
function of the metal’s work function. Individual data points in Figure 1.4 are
representative of average values that were collected from a number of references [30-32].
Quick examination of the data points shows that Equation (1.9) yields incorrect values for
potential barriers. For example, In evaluates to 1.88, Ni to 0.85 eV, and Pd to 0.45eV. In
contrast, Equation (1.8) describes the trend more accurately and its fit is shown as the
solid line in Figure 1.4. The fitting was accomplished with the following parameters,
Css/Cox = 5.41 ± 0.95 and ΦF = 0.56 ± 0.25 eV, considering that χ = 4.5 eV and E0 = 1.5
eV for CdTe [12]. The values obtained from the fit clearly indicate that the capacitive
effects due to interface states dominate over those due to a native oxide layer. Taking an
estimate of the oxide layer to be no more than 2 nm (a requirement to achieve tunneling),
and a dielectric constant of 4ε0, the density of defect states evaluates to
11

Figure 1.4. Potential barriers for a variety of p-type CdTe metal contacts as a function of
their work functions. Dashed gray line is a fit to the data according to Equation (1.8).
Dashed red line represents the lower limit of currently achievable potential barriers.

(1.50 ± 0.26) × 1013 cm-2eV-1. The trend in Figure 1.4 further shows that no metal is able
to produce potential barriers for holes that are lower than approximately 0.51 eV, and
consequently the thermionic current is negligibly small due to the large contact
resistivity, ρc = 1.58 Ωcm and ρc = 6.88 Ωcm for heavy and light holes, respectively. A
good

low

resistance

contact

has

a

contact

resistivity

of

approximately

10-6 Ωcm and in p-type semiconductors a carrier concentration of 10-19 cm-3 is typically
required to achieve such resistivity in cases for which the potential barrier is
approximately 0.5 eV [28].
Figure 1.5 shows calculated energy bands for three solar cells with 2 μm thick
CdTe layers but different carrier densities [33]. The back contact works as a second diode
with polarity opposite to the main CdS/CdTe junction. The lower the carrier density in
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Figure 1.5. Calculated energy bands for CdTe solar cells with various p-type carrier
densities in the CdTe layer. Reprint with permission from Reference 33, Copyright
(2003) John Wiley and Sons.
CdTe, the wider and deeper the depletion region associated with the main junction
penetrates into the CdTe layer. For typical carrier densities in polycrystalline CdTe
produced by CSS (red and green lines in Figure 1.5), the depletion region extends too
deep, overlapping with the depletion region associated with the back contact. Under this
condition the potential barriers for the electrons are lowered which in turn allows flow of
electron from the metal contact into CdTe where they recombine with holes and thereby
cause a reduced power output of the solar cell. In contrast, if carrier densities of 1017 cm-3
(blue lines) and beyond could be achieved, the bands will be relatively flat in the CdTe
region and flow of electrons from the contact into CdTe will be blocked by the
conduction band contact potential barrier.
An ideal dopant has low ionization energy, high solubility, and stability in host
material and its incorporation yields neither secondary compounds nor self13

compensation. Figure 1.6 shows candidate elements for p-type doping of CdTe [8,13,34].
In all cases none of the elements produce acceptor levels shallow enough for large carrier
densities because their ionization energies are above the room temperature energy
(kT ≅ 26 meV at T = 300 K). Among the candidates with relatively low ionization energy
Li and Na result in self-compensation due to their incorporation as interstitial atoms [35],
while N presents low solubility due to the formation of Cd3N2 as a secondary compound
[36,37]. Elements such as Sb and Cu are found to be unstable within CdTe [13,38-41].
Given that it has not been possible to dope polycrystalline CdTe to concentrations
larger than 2 × 1015 cm-3 and the fact of the large electron affinity in CdTe, the only
viable option is to increase the tunneling contribution to the hole current via an
intermediate layer between the CdTe absorber and the metal contact that does not share

Figure 1.6. Ionization energies of various p-type dopants of CdTe. The first entry
[V(Cd)] stands for Cd vacancies. Room temperature energy is given by the solid red line.
The smallest ionization energy (e.g. V(Cd)) is approximatelly twice the room temperature
energy.
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the drawbacks of CdTe. Several attempts for this purpose have incorporated a so-called
buffer region between the CdTe absorbing layer and the metal electrode that features a
higher p-type doping level than that in CdTe. Such highly doped layers both increase the
tunneling current, due to the reduction of the ratio given by Equation (1.7) that
determines the flux of holes and at the same time lower the height of the barrier for holes
arriving from CdTe.
The most noteworthy attempts and their drawbacks are discussed below:


A deep chemical etching is performed on CdTe to produce a Te-rich region prior

to the deposition of a metal [42]. However, Te-rich surfaces, highly prone to oxidation
[43], form TeO2 and the contact degrades by the formation of a MOS structure [35].


Similar to the above method, immediately after the chemical etch Cu is

introduced to the Te-rich surface and annealed to form CuxTe as an intermediate p-type
contact on top of which a noble metal is deposited. Cu is generally deposited by
sputtering or applied with Cu-loaded graphite paste [44-47]. Similar approaches also
include deposition of HgTe:CuTe mixed with graphite paste [7,30,35] or deposition of
ZnTe:Cu followed by a metal [48-50]. However, Cu diffuses fast into CdTe [22,51,52],
reaches the CdS/CdTe junction and accumulates in the n-type CdS layer [24]. As a result,
both the resistance and the potential barrier for holes in the contact increase, thereby
reducing the overall solar cell performance. More importantly, the CdS/CdTe junction
suffers degradation, leading to instability in the solar cell [20,48-50,53,54]. Nevertheless,
this approach yields the highest solar cell efficiencies.


A Ni-P composite is deposited and annealed, yielding NiP2 and Ni3P. Proposals

for this method speculate about a high work function of NiP2 (5.1 eV) that may help to
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enhance the contact performance [55-57]. However, even a work function as high as that
speculated for NiP2 is not sufficient to produce a low barrier for holes (see Figure 1.4),
and Ni3P has a large resistivity. Furthermore, CdTe solar cells fabricated using this
method have shown lower performance than those incorporating Cu [57].


Sb2Te3 has been proposed because of its heavy p-type doping (~ 1020 cm-3)

[51,58-60]. However, Sb2Te3/metal contacts (with metals Mo, Au, Sb, and Al) have
shown severe performance degradation [54]. Also of concern are the defects induced by
strain due to the huge lattice mismatch between Sb2Te3 (c = 30.49 Å, a = 4.28 Å) and
CdTe (6.48 Å) [61].


ZnTe:N has been proposed, also because of its high p-type doping (~ 1018 cm-3 by

rf sputtering and ~ 1020 cm-3 by molecular beam epitaxy) [25,62-64]. When CdTe solar
cells with ZnTe:N and Cu contacts are compared, the former have shown lower
efficiency when initially illuminated but steady higher efficiencies shortly after that. In
regards to long term stability, it was demonstrated that solar cells with ZnTe:N contacts
are still reliable after 10 000 hours of continuous operation whereas solar cells with Cu
contacts short out significantly before the 10 000 hour mark. This discrepancy with Cu
contacts is mainly due to instability of Cu within CdTe [62]. This behavior suggests that
contacts based on ZnTe:N are a promising alternative. Very little research has gone into
the study of these contacts and their potential in commercial use. However, application of
ZnTe based contacts presents a drawback in that typical film thicknesses of ZnTe are
greater than 100 nm which results in structural defects (given the lattice mismatch
between ZnTe, a = 6.1 Å and CdTe, a = 6.48 Å) that compromise the solar cell efficiency
[63].
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Development and study of stable ohmic contacts for p-type CdTe is a challenging
problem of enormous importance for the development of reliable CdTe based solar cells.
For this purpose, as described in the next section, two p-type contacts have been studied
as part of this dissertation. In one approach, thin films of cuprous telluride (Cu2Te) have
been deposited and extensively characterized and in the other approach, superlattice
structures of CdTe quantum wells with ZnTe potential barriers have been optimized for
maximum tunneling performance.

1.3. Research Objective
As was discussed above, the most efficient solar cells currently available are those
that feature CuxTe back contacts. These contacts require a wet chemical etch prior to
deposition of Cu to form the CuxTe compound. The particular wet etching procedure used
in this case allows for surface oxidation which can lead to performance degradation and
also is an undesirable step in device processing. The goal in this work is to deposit thin
films of CuxTe by magnetron sputtering, study their fundamental properties relevant to
photovoltaic applications, and attempt to deposit them directly onto CdTe solar cells by
avoiding the wet chemical etching process.
The second approach encompasses the creation of a stable ohmic contact for ptype CdTe by engineering CdTe/ZnTe superlattice structures that minimize strain and
create energy minibands that provide an additional mode of charge transport that is
similar to that found in bulk materials. The superlattice structures will then be inserted
between the thick CdTe absorbing layer and a ZnTe:N/metal contact. The highly doped
p-type ZnTe:N termination layer will relax the requirements of a metal contact with too
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high of a work function, thereby allowing the use of metals that form ohmic contacts with
p-type ZnTe, such as Ni, Mo, or Au [62-64]. A similar approach, using ZnSe/ZnTe and
ZnSe/BeTe superlattice structures has been used for p-type ohmic contacts of blue-green
laser diodes that are based on ZnSe [65-67]. In this part of the project, energy transitions,
band offsets, and tunneling probabilities in CdTe/ZnTe superlattices will be investigated
and the superlattice structures will be applied to CdTe solar cells. In all cases the
performance of the solar cells will be compared to that with a ZnTe:N back contact.

1.4. Dissertation Outline
Chapter 2 covers the experimental growth and characterization methods that were
used for this work. Descriptions of the depositions processes for the thin films and
heterostructures are included as well as discussions of the characterization tools and how
they were used to characterize the properties of the investigated systems. The
experimental parameters are however given in their respective chapter section. Chapter 3
describes the development of a standard CdTe solar cell. The deposition and
characterization of the individual parts of the solar cell as well the entire device are
discussed. The next two chapters detail the work on the two contact approaches. In
Chapter 4, the deposition and characterization of Cu2Te thin films is presented, whereas,
Chapter 5 deals with the CdTe/ZnTe superlattice structures. Chapter 6 presents the results
of the performance of the two contacts when applied to a CdTe solar cell. Conclusions
and future directions are discussed in Chapter 7.
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Chapter 2:
Overview of Experimental Techniques

2.1. Thin Film Deposition
This section covers various thin film deposition techniques that were used in this
work. Most of the film depositions were performed via magnetron sputtering, but
techniques such as chemical bath and molecular beam epitaxy have been utilized as well
and are briefly discussed below.

2.1.1. Magnetron Sputtering
In sputtering, plasma ions are accelerated into a source target whereby the source
material is eroded by the arriving ions via energy transfer and atoms are ejected in the
form of neutrally charged particles. Figure 2.1 shows how the impact of an Ar ion on a
material’s surface produces sputtering from the surface as a direct result of the
momentum transfer from the incoming particle.
By placing a substrate in the path of the ejected particles, one can deposit thin
films with excellent reproducibility and from a wide variety of compositions. An energy
source (rf for semiconductors and insulators and dc for metals) is required to ignite the
plasma and maintain it thereafter while it is losing energy to its surroundings. Typically,
ultra high purity (UHP) Ar gas is used as the plasma source. Ar is a noble gas and
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Figure 2.1. Surface bombardment by Ar+ ions during the sputtering process. Left portion
of the image shows the arrival of an Ar+ ion and the right portion illustrates the effect of
Ar+ ion impact.
therefore will not react with deposited particles and its ions are sufficiently heavy and
large to easily eject particles from source targets. The noble gas is introduced into an
evacuated chamber via mass flow controllers where the chamber pressure is then allowed
to reach a level of 10-3 – 10-1 Torr in order to maintain plasma during the entire deposited
cycle. The chosen deposition pressure depends on the chamber geometry and source
material to be deposited.
Free electrons present in the chamber can be trapped directly above the target
surface by placing strong magnets below the target. In this case, the target side of the
electrical circuit acts as the cathode, while the substrate side acts as the anode. Placing
the magnets prevents the free electrons that are present in the chamber from bombarding
the substrate to the same extent as without the magnetic field. At the same time, the
extensive circuitous path followed by those same electrons enhances their probability of
ionizing a neutral Ar atom by several orders of magnitude. This increase in available ions
significantly enhances the rate at which target material is eroded and subsequently
deposited onto the substrate.
Common sputtering systems feature multiple source materials which are placed in
a confocal arrangement. By placing a substrate in the vicinity of the focal point and
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rotating it on its own axis, one can deposit highly uniform single layers, multi-layers, and
co-deposited films. Also, this arrangement allows for exceptional deposition uniformity
on substrates twice the diameter of the source targets with the ability to easily control the
growth of successive layers ranging in thickness from single atomic monolayers to
thousands of nanometers, and it allows for minimal time delays between successive
layers because the substrate does not have to be repositioned for each layer.
The above mentioned characteristics of sputtering avail it as an excellent
deposition method for the thin film and superlattice contacts that have been studied as
part of this work. In fact, many current solar cell contacts are deposited by sputtering and
this method is readily used for deposition of large area coatings.
The sputtering system that was used for this project is a commercially available
ATC Orion Phase IIJ model from AJA International, Inc. Its schematic illustration is
presented in Figure 2.2 [68]. It is an ultra high vacuum (UHV) sputter up system with
three 2” magnetron sources housed in a cylindrical stainless steel vacuum chamber of 12”
diameter and 14.6” height. Samples can be introduced in the main chamber from a
separate load-lock chamber via a magnetic transfer arm. Ar gas is introduced from the
bottom of the magnetron sources. Gases for reactive sputtering or doping are injected
directly to the substrate through the heater assembly. The base pressure of 10-8 Torr is
achieved by pumping the system using a turbo molecular pump that is supported by a
rotary vane rough vacuum pump. The system features one dc power supply with a
maximum output of 500 W and two impedance matched rf power supplies with a
maximum power output of 300 W. A quartz lamp based heater above the substrate holder
can be used for heating the substrate up to 850 °C. The system also has the capability to
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Figure 2.2. Schematic representation of the AJA International, Inc. ATC Orion
sputtering system used in this work [68]
apply rf bias to the substrate holder. This feature can be used to ablate the surface prior to
deposition, which generally improves film adhesion through surface roughening or an
increase in surface energy of the underlying layer. The substrate holder can also be
rotated during deposition to improve film uniformity. The system’s entire deposition
sequence is computer controlled which allows for excellent reproducibility as well as
tight control over ultra-thin layer depositions.

2.1.2. Chemical Bath Deposition
Chemical bath deposition (CBD) refers to the deposition of films on a solid
substrate from a reaction occurring in an aqueous solution. In order to illustrate the
details of the technique, CdS will be used as an example, simply because it was
exclusively deposited by this technique in this work. A pathway for CdS formation in an
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aqueous solution is by decomposition of Cd-thiocomplex (a compound that binds to Cd
through an S atom) in presence of Cd ions. The reaction equation describing this process
is written as

CdCH 3COO2 aq   NH2 2 CSaq   2  OH
,
 CdS  H 2 CN 2  2  H 2 O  2  CH 3COO

(2.1)



where the reactants on the left side of the equation from left to right are cadmium acetate
and thiourea respectively [69,70].
In CBD the main challenge is to control the rate of the reactions so that they occur
slowly enough to allow the CdS either to form gradually on the substrate or to diffuse
there and adhere either to the substrate itself or to the growing film rather than aggregate
into larger particles in solution and precipitate out. This rate control can be accomplished
by generating the sulfide slowly in the deposition solution. The rate of generation of
sulfide, and therefore reaction rate, can be controlled through a number of parameters, in
particular the concentration of the sulfide compound, solution temperature, and pH.
Although CBD can be carried out in both acidic and alkaline solutions, generally CDB
reactions are carried out under alkaline conditions [69,70].
For this work, all of the CBD reactions were carried out in a 400 mL Pyrex®
beaker that was submerged in a 500 mL Pyrex® beaker that acted as a heat insulation
jacket. The solution was heated and stirred by Fisher Scientific Isotemp ceramic-top
magnetic stirring hotplate. A 1.5” octagonal magnetic stir bar was used for stirring. Three
samples are held in a vertical position at 60 degrees with respect to each other. The
sample holder and beaker lid were machined from Teflon® polytetrafluoroethylene
(PTFE). PTFE was chosen mainly because of its chemical resistive properties. Initial
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Figure 2.3. CBD setup showing deposition beaker loaded with samples after a completed
deposition cycle. Although the solution appears yellow, it is in fact clear and it is the
beaker that has been coated with a thin film of CdS.
attempts at making a holder out of Al or stainless steel proved counterproductive as both
metals tended to corrode under the alkaline conditions of the solution and thereby
negatively affect the deposited film quality. A hole in the lid allows for easy temperature
measurements as well as addition of chemicals. Furthermore, the sample holders were
made in such a way that the deposition on the back of the substrates is minimized.
Having a film on both sides of the substrates is undesirable for optical characterization
purposes. Little to no cleaning of the substrate backside is required with the sample
holder that was used in this work.
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2.1.3. Molecular Beam Epitaxy
Molecular beam epitaxy (MBE) is a versatile technique for growing thin epitaxial
structures made of semiconductors, metals, or insulators. In MBE, thin films crystallize
via reactions between thermal energy molecular or atomic beams of the constituent
elements and a substrate surface which is maintained at an elevated temperature under
UHV conditions. The composition of the grown epilayer and its doping level depend on
the relative arrival rates of the constituent elements and dopants, which in turn depend on
the evaporation rates of the appropriate sources. The low growth rates of typical MBE
depositions (1 monolayer/s and less) allow for depositions of high-quality crystalline
films with very smooth surfaces. Simple mechanical shutters in front of the beam sources
are used to interrupt the beam fluxes, thereby starting and stopping the deposition or
doping process. Changes in composition and doping can thus be abrupt on an atomic
scale [71].
The molecular beams are generated in so-called Knudsen effusion cells, whose
temperatures are accurately controlled. Conventional temperature control, based on high
performance proportional-integral-derivative controllers and thermocouple feedback,
enables a beam flux stability of better than ±1%. By choosing appropriate cells and
substrate temperatures, epitaxial films of many desired chemical composition can be
obtained. Films are typically grown in UHV on the order of 106 Torr to 1010 Torr.
These low pressures allow for long mean free paths of the particles to be deposited, as the
mean free path is inversely proportional to the pressure. These conditions result in the
particles arriving to the substrate with virtually no interaction with other particles in the
chamber.
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The MBE system that was used in this work is a Riber 2300P model. It includes a
III-V chamber and a II-VI chamber that are connected by UHV transfer modules. This
system is housed in Professor María Tamargo’s laboratory at the Chemistry Department
of the City College of the City University of New York.

2.2. Structural Characterization
All of the thin films that were grown for this work were in one way or another
characterized for their structural properties. In some cases this was to study fundamental
properties of the films (i.e. Cu2Te, CdTe/ZnTe superlattices, etc.) and in others for quality
control (i.e. CdS, CdTe, etc.). These techniques include x-ray diffraction, scanning
electron microscopy, energy dispersive x-ray spectroscopy, transmission electron
microscopy, atomic force microscopy, and profilometry. Of these, x-ray diffraction was
most utilized, however, transmission electron microscopy was found indispensible in the
study of CdTe/ZnTe superlattices.

2.2.1. X-ray Diffraction
Diffraction effects can be observed when electromagnetic (EM) radiation
impinges on structural features that are periodic in nature and their geometrical variations
are on the length scale of the wavelength of the radiation. Considering that inter-atomic
distances in crystals are on the order of 1 to 5 Å, EM sources of photon energies between
2 and 8 keV are appropriate for observation of diffraction phenomena in crystals. This
energy range falls within the x-ray region of the EM spectrum. When an x-ray beam
impinges on a crystal it interacts with the electrons through elastic scattering. These
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scattering sites produce a regular array of spherical waves that travel in all directions.
Although these spherical waves cancel each other out in most directions through
destructive interference, they add constructively in a few specified directions according to
Bragg’s law,
2d sin   n ,

(2.2)

where, d is the spacing between diffracting planes (i.e. atomic planes in a crystal), Θ is
the incident angle of the x-ray beam, n is an integer enumerating the diffraction order,
and λ is the wave length of the x-ray beam [72,73]. The main principles of Bragg’s law
are illustrated in Figure 2.4.
A typical configuration of an x-ray diffractometer is shown in Figure 2.5. A
divergent x-ray source, typically Cu Kα lines is directed at an angle Θ. Before reaching
the sample, the x-ray beam passes through a divergence slit. The reflected beam is then
measured by a detector, typically at an angle of 2Θ, but other configurations are utilized
as well. In general setups, the sample is held in a fixed position, while the x-ray source
and detector are moved on a circular path.
In this work, two x-ray diffractometers were used. One is a Bruker AXS D8 Focus
model that is available in the USF’s Physics Department as part of the common facilities.

Figure 2.4. Illustration of Bragg’s law. Dashed lines represent x-ray plane waves. Solid
dots represent atoms in a lattice and the solid lines connecting the dots represent the
atomic planes.
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Figure 2.5. Circular path of the x-ray source and detector in x-ray diffractometry. This
example illustrates the Θ-2Θ coupled mode that was used extensively throughout this
work.

This system was used to characterize all samples except the superlattices grown by MBE.
Those samples were measured by a Philips X'Pert MPD system that is housed at the
CUNY’s chemistry department and was used by Professor María Tamargo’s group.
The technique of x-ray diffraction (XRD) was used for two principal purposes in
this work. One is to study crystallographic planes for identification of compounds and
their diffraction planes and the other to accurately measure periods of superlattice
structures. For each a separate method was used. For the measurements of diffracting
planes, a so-called Θ-2Θ method was employed, in which the x-ray source is positioned
at Θ and the detector at 2Θ. The two are the coupled and the sample is characterized
through a series of incidence angles. The reason for arranging the equipment in this
particular configuration is illustrated in Figure 2.4. Identification of diffracting planes and
calculation of their inter-planar distances is done on crystallographic symmetry basis (i.e.
cubic, orthorhombic, hexagonal, etc.). In case of cubic structures, the inter-planar
distance is given by

d hkl
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a




1
2

(2.3)

,
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where a is the lattice constant of the crystal and h, k, and l are the Miller indices
identifying the diffracting lattice planes. For orthorhombic structures, the relationship
changes to

d hkl

 h2 k 2 l 2 
  2  2  2 
b
c 
a



1
2

(2.4)

,

where a, b, and c are the lengths of the crystal unit cell and h, k, and l retain their
previous meanings. In case of hexagonal structures, the relationship is written as
 4 
l 
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(2.5)

,

where all of the constants have the same meaning as above. Equations are given for only
these three structures because those were the only ones identified for various samples
used in this work [72,73].
For the measurement of superlattice periods the same method as above was
utilized. However, in this case the detector is positioned to observe a strong reflection
from one of the diffracting lattice planes and then a Θ-2Θ scan in the vicinity of strong
reflection is performed. In this way the periodicity of the superlattice will be represented
as a series of higher order satellite peaks around the main zero order peak, also referred to
as Bragg peak ΘB of the superlattice structure. The period of the superlattice ΛSL can then
be obtained by the following relationship

 SL 


,
2 cos  B

(2.6)
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where λ is the wavelength of the EM source and ΔΘ is the angular separation of the
satellite peaks. The number of satellite peaks and their angular spacing uniformity is an
indication of the structural quality of the superlattice [72,74].

2.2.2. Scanning Electron Microscopy
In scanning electron microscopy (SEM) an electron beam that is directed at a
sample produces an image in a manner similar to the way a light microscope does with
the exception that electrons are used instead of photons. Use of an electron beam
provides two distinct advantages, namely that much larger magnifications are possible
because electron wavelengths are much smaller than photon wavelengths and the depth of
field is much larger. The wavelengths of electrons (e.g. λ = 0.12 Å for an accelerating
voltage of 10 kV) are significantly below the range of visible light, hence the higher
resolutions of SEM as compared to optical microscopy [75].
The image in SEM is produced by scanning the sample with a focused electron
beam and detecting the secondary and/or backscattered electron. Electrons and photons
are emitted at each beam location and subsequently detected. The focusing and scanning
or the primary beam is accomplished through magnetic condenser lenses and magnetic
scanning coils, respectively. The contrast in SEM depends on a number of factors. For a
flat uniform sample the image shows no contrast. On the other hand, if the sample
consists of materials with different atomic numbers Z, a contrast is observed if the signal
is obtained from backscattered electrons, because the backscattering coefficient increases
with increasing Z. The secondary electron emission coefficient, however, is not a strong
function of Z, and atomic number variations give no appreciable contrast. Contrast is also
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influenced by surface conditions and by local electric fields. But the main contrast
enhancing feature is the sample topography. Secondary electrons are emitted from the top
100 Å or so of the sample surface. The interaction of the incident beam with the sample
increases with path length and the secondary electron emission coefficient increases [75].
In a scanning electron microscope electrons are emitted from an electron gun,
pass through a series of focusing lenses, and are then scanned across the sample. Most
commonly, a tungsten hairpin filament is used as an electron beam source. The incident
beam (generally referred to as the primary beam) causes secondary electrons to be
emitted from the sample and these are ultimately accelerated to 10 to 12 kV. The
scattered electrons are typically detected by an Everhart-Thornley detector [75,76].
From the interaction of the primary beam with the sample, secondary electrons,
backscattered electrons, characteristic and continuum x-rays, Auger electrons, photons of
various energies, and electron-hole pairs are produced. For low-Z samples most electrons
penetrate deeply into the sample and are absorbed. For high-Z samples there is
considerable scattering near the surface and a large fraction of the incident electrons is
backscattered. Secondary electrons are used to observe topographical features and by
combining the information obtained from the variation of secondary and backscattered
electrons allows one to discriminate between materials as long as their effective Z value
is different [75]. The study of emitted x-rays can be used to identify individual elements
present in the sample and its discussion is presented in the following section.
In this work, all of the imaging was performed using a JOEL JSM-6390LV SEM
system. This instrument is available as part of the USF’s Physics Department Materials
Diagnostic Facilities. It is equipped with a vacuum sample chamber that can achieve
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pressure of 10-6 Torr during operation. Both backscattered and secondary electron
detectors are available. Its maximum spatial resolution is 3 nm at an accelerating voltage
of 30 kV and working distance of 8 cm. Its magnification ranges from 5× to 300 000×.
SEM was utilized for two purposes in this work. In one case it was used to study
the surface quality of Cu2Te thin films and in the other case it was used to establish the
best process for CdCl2 heat treatment of CdTe thin films.

2.2.3. Energy Dispersive X-ray Spectroscopy
By bombarding a sample with high energy beams of charged particles such as the
electrons in SEM it is possible to stimulate the emission of characteristic x-rays from the
sample. At rest, an atom within the sample contains ground state electrons in discrete
energy levels or electron shells bound to the nucleus. The incident beam may excite an
electron in an inner shell, ejecting it from the shell while creating an electron hole where
the electron was. An electron from an outer, higher energy shell then fills the hole, and
the difference in energy between the higher energy shell and the lower energy shell may
be released in the form of an x-ray. The number and energy of the x-rays emitted from a
sample can be measured by an energy dispersive spectrometer. As the energy of an x-ray
photon is characteristic of the difference in energy between the two electron shells and
thereby of the atomic structure of the element from which they were emitted. Knowledge
of the specific x-ray photon energies and their occurrences allows for the measurement of
the elemental composition of the sample [77].
This technique was used to monitor the composition of the films deposited by
magnetron sputtering. In particular, the technique was crucial in the work on Cu2Te thin
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films. The x-ray detector is part of an Oxford Instruments INCA X-sight 7582M that is
attached to the JEOL system described in section 2.2.2.

2.2.4. Transmission Electron Microscopy
In a conventional transmission electron microscope (TEM), a thin sample is
irradiated with an electron beam of uniform current density. The accelerating voltages of
typical systems are 80 to 120 kV, but larger voltages of 200 to 500 kV can be used as
well to provide larger transmission and resolution. The electron beam is generally emitted
in the gun by thermionic emission similarly to SEM. A multi-stage condenser lens system
permits variation of the illumination aperture as well as the illuminated sample area. The
electron intensity distribution behind the specimen is imaged with another multi-stage
lens system onto a fluorescent screen. The image can be recorded by direct exposure of a
photographic emulsion or an image plate inside the vacuum or digitally via a fluorescent
screen coupled by a fiber-optic plate to a CCD camera [78-81].
Electrons interact strongly with atoms by elastic and inelastic scattering. The
samples must therefore be very thin, typically of the order of 5 to 100 nm for 100 keV
electrons, depending on the density and elemental composition and the desired resolution.
Essentially, the amount of transmitted electrons is a function of sample thickness. Special
preparation techniques are needed to achieve the desired thickness. Most commonly
thinning is performed by electro-polishing or ion-beam milling. In this work ion-beam
milling was used to prepare the samples and this technique will be briefly discussed
below.
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TEMs can work in two modes, namely a bright-field mode in which the
transmitted primary electron beam is utilized to collect the image and a dark-field mode
in which a Bragg-reflected beam is used. Bright-field mode is the most commonly used.
In this mode thicker regions of the sample, or regions with a higher atomic number will
appear dark, whilst regions with no sample in the beam path will appear bright, hence the
term bright-field. In the use of the dark-field mode the back-focal plane is placed on the
imaging plate. This mode allows for better measurements in cases where high contrast is
needed, such as analysis of mechanical defects. In high-resolution (HR) mode, in which
atomic features are observable, the dark-field mode provides a diffraction pattern of the
sample’s lattice. Crystalline samples provide characteristic distribution of bright spots
that provide information about the space group symmetries in the crystal. On the other
hand, polycrystalline and amorphous samples provide a series of rings as their respective
diffraction patterns [78-81].
The TEM that was used in this work is a TECNAI F20 model. It has a
magnification range of 25 000× to 1 030 000× and an information limit of 1.4 Å. The
instrument is housed at the Nanotechnology Research and Education Center (NREC) at
USF and is operated by Dr. Yusuf Emirov.

2.2.4.1. Focused-ion Beam Milling
A brief mention of focus ion beam milling is briefly given, mainly as stated in
section 2.2.4 this technique was used to prepare samples for TEM measurements. In
focused ion beam milling, a high energy Ga+ primary ion beam hits the sample surface
and sputters a small amount of material, which leaves the surface as either secondary ions
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or neutral atoms. Secondary electrons are produced in the process as well. As the primary
beam scans across the sample surface, the signal from the sputtered ions or secondary
electrons is collected to form an image and monitor the milling process. A Quanta 200
3D system was used in this work and is housed at NREC and is operated by Dr. Emirov
as well. For the particular purpose in this work, the ion beam is used to slice a thin
lamella from a larger sample, which is then removed using an Omniprobe
micromanipulator. The ion beam is then used to weld the lamella to a 3 mm grid for
detailed analysis by TEM.

2.2.5. Atomic Force Microscopy
An atomic force microscope (AFM) consists of a micro-scale cantilever with a
sharp probe tip at its end that scans the sample surface. The cantilever is typically
manufactured from silicon or silicon nitride with a tip radius of curvature of less than 50
nm. The dimensions of the tip and cantilever depend on their application, but generally,
the cantilever’s length is between 100 and 500 µm, its width is between 25 and 50 µm, its
thickness is between 2 and 4 µm, and the tip height is approximately 12 µm. When the tip
is in the proximity of a sample surface, forces between the tip and the sample lead to a
deflection of the cantilever according to Hooke's law. Depending on the situation, the
measured forces in an AFM can include mechanical contact forces, van der Waals forces,
capillary forces, chemical bonding, electrostatic forces, magnetic forces, Casimir forces,
etc. Typically, the deflection is measured using a laser spot that is reflected from the top
of the cantilever into an array of position sensitive photodiodes. The AFM can be
operated in a number of modes, depending on the application. Possible imaging modes
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include static (contact), intermittent (semi-contact), and non-contact. Both, the semicontact and non-contact modes, are dynamic or ac modes, where a piezo actuator is used
to drive the oscillations of the cantilever. In contact mode, a feedback mechanism is
employed to adjust the tip-to-sample distance to maintain a constant force between the tip
and the sample, whereas in the dynamic modes the feedback mechanism is used to
maintain constant cantilever oscillation amplitude. Changes in the deflection of the
cantilever are then registered as topography and recorded as an image [82].
A Dimension 3000 model that is housed at NREC was used for this work. It is
capable of a maximum scanning area of 100 μm × 100 μm and sub-Å surface roughness
sensitivity. It is placed on a vibration isolation table and silicone vibration pads and the
entire instrument is kept inside a vibration insulated box. The AFM was primarily used in
the study of Cu2Te thin films.

2.2.6. Profilometry
Profilometry in its principle is similar to contact-mode AFM. Namely, a diamond
or Si-tipped probe is moved vertically into contact with a sample and then moved
laterally across the sample for a specified distance and specified contact force. A
profilometer can measure small surface variations in vertical stylus displacement as a
function of position. A typical system can measure small vertical features ranging in
height from 10 nm to 1 mm. The height position of the probe generates an analog signal
which is converted into a digital signal stored, analyzed and displayed by the instrument.
The radius of probe tip ranges from 20 nm to 25 μm and the horizontal resolution is
controlled by the scan speed and data signal sampling rate [82]. This technique was
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primarily used for film thickness measurements in cases in which optical transmittance
spectroscopy was unsuitable and for film surface roughness measurements. The
instrument that was used in this work is a Veeco Dektak 3030 model which is housed at
NREC. It has a diamond tipped probe with a 12 μm radius tip. Its maximum vertical
resolution is 1 Å per 6.5 μm in lateral motion.

2.3. Electrical Characterization
Electrical characterization techniques are an invaluable tool for evaluating
fundamental properties of materials and devices as well as quality monitoring of growth
processes. In this work, techniques such as Hall effect, capacitance-voltage, and currentvoltage measurements were used to study many aspects of the investigated samples (e.g.
resistivity, carrier concentration, solar cell performance, etc.).

2.3.1. Thin Film Resistivity
The resistivity ρ of a semiconductor is defined by



1
,
en n  p p 

(2.7)

where e is the elementary charge, n and p are the electron and hole concentrations, and μn
and μp are the electron and hole mobilities, respectively. In this definition, the resistivity
is obtained from measured carrier concentrations and mobilities. In general, however,
these parameters are not known. Hence, alternative resistivity measurement techniques
have been developed that do not depend on intrinsic material parameters [73].
The four-point probe is one of the most common methods for measuring the
semiconductor resistivity, for both thin film and bulk structures. It is favorable over an
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Figure 2.6. Contact configurations for resistivity measurements. Collinear probe
arrangement with equal probe spacings is illustrated on the left and van der Pauw on the
right. Van der Pauw is also used in Hall effect measurements.
alternative two-point probe measurement mainly because it is impossible to accurately
extract the measured resistance due to the fact that contact and spreading resistances are
inseparable from the total measured resistance. In a four-point probe configuration, two
probes carry the current and the other two are used for voltage sensing. The probes are
generally arranged in-line with equal probe spacing (see Figure 2.6), but other probe
configurations are possible as well.
Although the two current carrying probes still have contact and spreading
resistances associated with them, this is not true for the two voltage probes because the
voltage is measured either with a potentiometer which draws no current at all or a high
impedance voltmeter which draws a negligible amount of current. In either case, the two
parasitic resistances (contact and spreading) are negligible because the voltage drops
across them are negligible due the very small current that flows through them.
The potential V at a distance r from a probe carrying a current I in a material of
resistivity ρ is then given by the following relationship

V

I
.
2 r

(2.8)
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For probes resting on a semi-infinite medium as shown on the left in Figure 2.6, with
current entering probe 1 and leaving probe 4, the voltage across probes 2 and 3 becomes
V 

I
2

1 1
1
1 
  
 .

 s1 s3 s2  s3 s1  s2 

(2.9)

For a typical four-point probe setup, the probe spacings are equal with s = s1 = s2 = s3.
With this simplification, Equation (2.9) reduces to
  2 s

V
.
I

(2.10)

Given that semiconducting thin films are not semi-infinite in lateral or vertical
dimensions, Equation (2.10) needs then be corrected for finite geometries. A correction
factor F is introduced to compensate for this discrepancy. It corrects for edge, thickness,
and probe placement effects and is usually a product of several independent correction
factors. For cases in which the film thickness is smaller than the probe spacings (this is
generally the case), F can be expressed as a product of three separate correction factors, F
= F1F2F3. F1 corrects for probe spacings, F2 corrects for sample thickness, and F3
corrects for lateral sample dimensions. The complexity of the F is further reduced by
consideration of the following conditions. By placing the probes equal distance apart, F1
reduces to unity. For thin films with film thicknesses t ≤ s/2 and deposited on rectangular
substrates of dimensions a and d, the product of F2 and F3 and ultimately F is written as
F
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where ds = d/s, as = a/s, and am is given by
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In most cases the first term in the summation gives four-place accuracy. The resistivity is
then calculated with the combination of Equations (2.10) and (2.11) in form of a product
of the two [83,84].
Resistivity of thin films can also be measured in the van der Pauw configuration
as illustrated on the right in Figure 2.6. This technique is particularly useful for arbitrarily
shaped samples and as will be discussed in the next section for Hall effect on thin films.
Its disadvantage is that it generally requires some kind of contact bonding to the sample.
Van der Pauw demonstrated that there are actually two characteristic resistances RA and
RB, associated with the corresponding terminals shown in Figure 2.6. RA and RB are
related to the sheet resistance ρs through the van der Pauw equation
  RA 
  RB 
  exp 
  1 ,
exp 
 s 
 s 

(2.13)

which can be solved numerically for ρs. The resistivity is then found by ρ = ρst [84].
All of the resistivity measurements were performed with a Keithley 2400
SourceMeter and a custom four-point probe apparatus (see Figure 2.7). The probes are
gold-plated, spring-loaded, and uniformly spaced on a straight line with an inner-spacing
distance of 2 mm. To ensure good contact with the film, a small weight is placed on the
back of the substrate to ensure the film is pressing against probes.
Resistivity and general I-V characteristics were performed on essentially all
samples that were studied in this work. In some instances as is the case with Cu2Te this
technique was used to study the resistivity of the films and correlate their values to other
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Figure 2.7. 4-point collinear probe station with a Keithley 2400 SourceMeter. The
spring-loaded probes are embedded in the clear acrylic holder.
fundamental properties of the material. In other cases, resistivity measurements were
used to monitor the effectiveness of doping or deposition processes.

2.3.2. Hall Effect
In a typical Hall effect measurement, an electric field Fx is applied across the
length (x-axis) of a rectangular sample while a magnetic field B is penetrating through the
thickness (z-axis) of the sample perpendicular to Fx. According to Lorentz’ law, when
electrons start to drift along the length of the sample under the influence of Fx they will
also experience a force along the width (y-axis) of the sample. As a result, charges pile up
on the two opposite sample surfaces perpendicular to the y axis and create an electric
field Fy that cancels the effect of the Lorentz force. In this experiment then, the measured
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quantity is Fy while the externally controlled parameters are Jx (due to Fx) and B. With
these parameters, the Hall coefficient RH is defined as the ratio

RH 

Fy
J x Bz

,

(2.14)

which can then be related to the carrier concentration as

RH 

1
,
pe

(2.15)

where p is the p-type carrier concentration and e is the fundamental charge. In case of ntype semiconductors p is replaced with –n. The carrier concentration as obtained from
Equation (2.15) gives inaccurate results in compensated semiconductor samples, where
both electrons and holes are present in comparable amounts. In that case, p is more
representative of an average carrier concentration [73,84].
By combining Equations (2.14) and (2.15) and expressing them in terms of
experimental parameters, the carrier concentration is then given by

p

IB
,
etV H

(2.16)

where, I is the applied current, t is the sample thickness, and VH is the measured Hall
voltage. Carrier mobility can then also be calculated according to [73,84]



RH
.


(2.17)

In case of irregularly shaped samples or those that do not conform to the standard
rectangular shape, the var der Pauw method described in section 2.3.1 needs to be
utilized. This requires a minor modification to Equation (2.16) according to
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where VC = V24P – V24N, VD = V42P – V42N, VE = V13P – V13N, and VC = V21P – V31N. The
coefficients 1, 2, 3, and 4 correspond to contacts described in Figure 2.7, and N and P
denote the polarities of the applied magnetic field (i.e. V24P denotes the voltage across
contacts 2 and 4 with positive magnetic field and current applied through contacts 1 and
3) [84].
Hall effect was primarily used to obtained the carrier concentration and other Hall
parameter of Cu2Te and ZnTe:N thin films. In case of CdTe, the carrier concentrations
were too small and therefore C-V was used instead.
For these experiments, the current was provided by a Keithley 224 Programmable
Current Source, the voltage was sensed by a Keithley 182 Sensitive Digital Voltmeter,
and the current for the electro-magnet was provided by a Sorensen DCR 150-18D power
supply. The magnets were water-cooled during the entire operation to ensure that the
coils would not overheat.

2.3.3. Capacitance-Voltage
The capacitance-voltage (C-V) technique relies on the fact that the width of a
reversed-biased space-charge region of a semiconductor junction device depends on the
applied voltage. As an illustrative example an n+p junction diode is used to present the
background of C-V measurements. For a p-type semiconductor with carrier concentration
p, when a dc reverse bias voltage Vr is applied across the junction a space-charge region
of width w is produced. In this arrangement C has the following dependence on Vr
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where e is the fundamental charge, ε is the semiconductor dielectric constant, A is the
contact area, and Vb is the built-in potential due to separation of charge. The carrier
concentration is then obtained either from a dC-1 vs. dV or a C-2 vs. V curve and then
taking the slope of the linear portion in the reverse bias regime [84].
It is worthwhile to note a few things about the interpretation of Equation (2.19).
Both dC-1/dV and dC-2/dV methods can be equally used to extract information from the
investigated sample, however, sometimes one method is preferred over the other. In
general, C vs. V and dC/dV plots give little indication of doping concentration uniformity.
On the other hand, when the C vs. V curves are converted to C-2 vs. V, it is immediately
obvious which sample has a more uniform carrier concentration profile because C-2 vs. V
data follow a straight line for uniformly-doped films. In those cases it is clearly more
straightforward to extract the carrier concentration from the slopes from the C-2 vs. V
plots than it is from those of C vs V.
In C-V measurements, the capacitance is determined by superimposing a smallamplitude ac voltage ν on the dc reverse bias voltage V. The ac voltage typically varies at
a frequency of 1 MHz with amplitude of 10 mV to 20 mV, but other frequencies and
other voltages can be used depending on sample requirements (i.e. RC constant of
investigated material).
As was stated in the previous section, this method was used to study the doping
concentrations in CdTe mainly because Hall effect did not yield any quantifiable results.
The equipment setup that was used for this work is housed in NREC and it
consists of a Hewlett-Packard 4284A Precision LCR meter and a microprobe station. The
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4284A is capable of measurements in the 20 Hz to 1 MHz and 0.01 fF to 10 F ranges. It
supplies both the bias dc voltage and ac voltage for capacitance measurements.

2.3.4. Current-Voltage for Solar Cells
Current-voltage (I-V) characteristics of a solar cell are measured in a manner
similar to four-point probe resistivity measurements that were described above. In this
four probe arrangement a pair of probes is used to apply a voltage bias and the other pair
is used to measure the output current. However, in this case only two contacts are used,
so one contact shares both positive voltage and current probes and the other the negative
probes. To analyze the performance of the device, its front surface is illuminated with a
solar simulator in order to provide illumination approximating the natural sunlight. A
number of light sources can be used to approximate sun light, including xenon arc lamps,
metal halide arc lamps, quartz tungsten halogen lamps, and light-emitting diodes. Among
these, xenon arc and quartz tungsten halogen lamps are most commonly used. Both
approximate the sun light spectrum reasonably well. The intensity of the simulator is
adjusted to account not only for the sun light intensity but for the Earth’s air mass
density. Typically an air mass of 1.5 (AM1.5) is used which corresponds to a solar zenith
angle of 48.2° and results in an intensity of 1000 W/m2 [85].
The solar simulator used in this work is housed in Professor Chris Ferekides’ lab
with the Electrical Engineering Department at USF. The light source is a set of four
halogen lamps that are calibrated to give an intensity of 1000 W/m2 at the sample surface
over an area that is significantly larger than the sample area used in this study. This
ensured uniform intensity distribution. The I-V characteristics of the solar cell under
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illumination are recorded by a computer controlled Keithley 2400 SourceMeter (same
model as illustrated in Figure 2.7).

2.4. Optical Characterization
Two optical characterization techniques have been used in this work, namely
transmittance and reflectance spectroscopy and photo- and contactless electro-reflectance
spectroscopy. The former was used to study fundamental properties of the investigated
films, such as band gap energies and refractive indices, but also for support during
magnetron sputtering for film thickness measurements in growth rate calibrations. The
latter was used to investigate energy levels and band offsets in CdTe/ZnTe superlattices.

2.4.1. Transmittance and Reflectance Spectroscopy
One of the most fundamental topics in the optics of layered media is the reflection
and refraction of EM waves at a boundary of dielectric discontinuity. In a typical scenario
a thin film deposited on a substrate is investigated. This structure has three separate
layers (i.e. ambient, film of interest, and substrate) each with its own thickness and
dielectric properties. A plane wave that is incident on the front thin film interface will, in
general, be split into two waves, a transmitted wave proceeding into the film and a
reflected wave propagating back into the first medium. Similarly the transmitted wave in
the thin film will be split once again at the thin film substrate interface. The existence of
these split waves is a direct consequence of the boundary conditions on the electric and
magnetic field vectors. The transmitted and reflected wave amplitudes are determined by
the dielectric functions of the media in the layered structure. Furthermore, within the thin

46

film constructive and deconstructive interference can occur due to mixing of the
incoming transmitted and back reflected waves. The thin film thickness yields oscillatory
spectral features in both transmittance and reflectance spectra and is therefore readily
obtained from either measurement [86].
The complex refractive index, ñ = n + iκ, where the real part n indicates the phase
speed, while the imaginary part κ indicates the amount of absorption loss when the EM
wave propagates through the material. ñ can be obtained from either or both optical
measurements. κ is often referred to as the extinction coefficient and it can be used to
calculate the absorption coefficient α = 4πκ/λ, where λ is the wavelength of the incident
photons. The absorption coefficient dependence on photon wavelength is then used to
determine the band gap energy of a semiconducting film [86].
In optical transmittance and reflectance measurements, EM radiation from an
appropriate source (i.e. xenon arc for ultra-violet and tungsten halogen for visible) passes
through a monochromator and is focused onto the sample by means of a lens. In case of
transmittance measurements, the transmitted photons are then collected by a second lens
which is placed behind the sample and are then focused onto a photodetector (i.e.
photodiode or photomultiplier tube depending on the wavelength rage of interest). In
order to evaluate the absolute transmittance, a normalization procedure must be
performed in order to eliminate the uninteresting feature produced by the lamp spectrum.
This is generally done by measuring the intensity of the source under the same
experimental conditions as the sample and subsequently dividing the measured sample
spectrum by the lamp spectrum. In reflectance measurements, a similar procedure is
adopted except that one collects the reflected photons instead of the transmitted ones.
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Figure 2.8. Schematics of the transmittance and reflectance setups that were built in the
lab. These setups were used prior to the purchase of Perkin Elmer Lambda 950
spectrometer. L1 and L2 are lenses and B/S is a 50/50 beam splitter.

Two separate sets of equipment were used for these optical measurements. In the
first half of the work, a system that was set up in Dr. Muñoz’ lab was used, but towards
the end of this dissertation project the Physics Department at USF purchased a Perkin
Elmer Lambda 950 spectrometer for its common facilities.
The former setups are illustrated in Figure 2.8. They consisted of tungsten
halogen lamp with PTI LPS-220 power supply, a PTI 101 0.25 m monochromator in
Czerny-Turner configuration with an f-number of 4, a Thor Labs MC1000 optomechanical chopper, an AMETEK 7265 lock-in amplifier, a home-made Si photodiode
detector, and 5 cm focal length fused silica lenses. For the reflection setup, a 50/50 beam
splitter was used in order to measure the reflection at 0 degree incidence and a gold
mirror was used to obtain the background spectrum. The setups were automated by
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WinPR software developed by Dr. Martin Muñoz and Ivonne Martinez. All
measurements were performed in ac mode in order to eliminate any parasitic signal due
to stray light.

2.4.2. Photoreflectance and Contactless Electroreflectance Spectroscopy
Photo- and contactless electro-reflectance (PR and CER) are types of modulation
spectroscopy techniques that deal with the measurement and interpretation of changes in
the optical reflectance of a sample which are caused by periodic modulation (at some
frequency Ω) via an external electric field. Unlike the standard reflectance spectrum
which is characterized by broad features, the modulated reflectance spectrum is
dominated by derivative-like features corresponding to specific optical transitions in the
Brillouin zone. Specific transitions are identified in terms of energies and broadening
functions. Even at room temperatures, transitions energies may be obtained to within a
few meV and over a broad range of energies. In case of photoreflectance, the electric
field is provided by a laser with photon energy above or close to the band gap energy of
the investigated sample, and in the case of contactless electroreflectance, the electric field
is provided by a capacitor like setup where the sample is placed between the plates [8789].
A schematic of the photoreflectance setup used for this dissertation work is
illustrated in Figure 2.9. Tungsten halogen or xenon arc light sources filtered by a
monochromator are used to provide the absolute reflectance signal. In this technique, the
signal from the detector contains both dc and ac components. The dc signal is given by
I0(λ)R(λ), where R(λ) is the dc reflectance of the material and I0(λ) is the intensity of the
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Figure 2.9. Schematic of the PR setup used for measurements of superlattice energy
levels. L1 and L2 are lenses. VNDF is a variable neutral density filter. P|| and P are
polarizers in the parallel and perpendicular orientation of lasing output. In the case of
CER the laser is replaced by high voltage amplifier to provide the electric field in a
capacitor like setup.
monochromatic light source, while the modulated ac signal is I0(λ)ΔR(λ), where ΔR(λ) is
the change in reflectance produced by the modulation source. The ac signal from the
detector, proportional to I0(λ)ΔR(λ), is measured by a lock-in amplifier. Typically
I0(λ)ΔR(λ) is 10 4 to 10 6 of I0(λ)R(λ). In order to evaluate the quantity of interest (i.e. the
relative change in reflectance ΔR(λ)/R(λ)) a normalization procedure must be used to
eliminate the uninteresting common feature I0(λ). In this technique, the normalization is
generally performed by a variable neutral filter (VNDF) connected to a servo mechanism.
The dc signal from the detector, which is proportional to I0(λ)R(λ) is fed into the servo
which moves the VNDF in such a manner as to maintain a constant I0(λ)R(λ) (i.e.
I0(λ)R(λ) = C). Under these conditions the ac signal I0(λ)ΔR(λ) = CΔR(λ)/R(λ). Therefore,
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the signal to the lock-in amplifier is proportional to the quantity of interest (i.e.
ΔR(λ)/R(λ)).
The transitions in spectra obtained from both PR and CER can be fitted with the
third derivative of a Lorentzian line shape in the form of





R
m
 Re ei E  E0  i   ,
R

(2.20)

where θ is the phase angle, Γ is the transition broadening factor, and m depends on the
critical point type. The phase angle is a result of the mixture between the real and
imaginary parts of the dielectric function as well as the non-uniform electric fields and
interference and electron-hole interaction effects. In the case of an M0 three dimensional
critical point without excitonic effects, the dielectric function goes as the square root of
the energy. A third derivative would yield m = 5/2 in Equation (2.20). This process may
be applied to M0 critical points in one and two dimension by setting m according to [8789]
5 2 for 3D critical points


m  3
for 2D critical points .

7 2 for 1D critical points


(2.21)

In many regards CER and PR are equivalent techniques, however, PR has a
stronger signal and CER can be used to explore broader energy ranges. By combining the
two techniques one can maximize the amount of collected information over a broad
energy range.
The PR setup (see Figure 2.10) that was used in this study was based on a 150 W
tungsten halogen lamp, 0.2 m focal-length monochromator with a 1200 line/mm
diffraction grating blazed at 500 nm, variable neutral density filter (VNDF), silicon
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Figure 2.10. Equipment setup for PR and CER measurements. The exact arrangement as
shown in Figure 2.10 is illustrated in (a). The CER sample holder is shown in (b) and (c).
A mesh that acts as the front electrode is visible in (c). The red wire is connected to one
of its soldering joints. The lock-in amplifier is shown in (d). This is for the most part the
same equipment that was used in transmittance and reflectance measurements.

detector, silica lenses, 635 nm diode laser modulated at 200 Hz, and lock-in amplifier.
Optical polarizers are used to reject stray laser light from entering the detector. This is a
crucial step because stray laser light can easily overshadow weak PR signals. In the case
of CER the sample holder was replaced with the one shown in Figure 2.10 (b) and the
electric field was provided by a Trek Model 609B-3 amplifier. A 1.2 V TTL at 200 Hz is
fed into the amplifier with a resulting voltage of ~1 kV.

2.5. Chapter Summary
This chapter presented a number of experimental techniques that were utilized for
this work. Some techniques such as PR, TEM, and XRD were instrumental in studying
fundamental properties of materials and structures that were investigated. In other cases,
SEM and I-V characterization were instrumental in quality control and device processing.
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On several occasions throughout this dissertation the reader will be referred back to this
chapter for relevant diagrams and equations.
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Chapter 3:
Development of a Standard CdTe Solar Cell1

The purpose of this chapter is to establish the procedures and material
characterizations that were used to develop a standard CdTe solar cell that was then
utilized as a comparison to other solar cells with back contacts based on Cu2Te thin films
or CdTe/ZnTe superlattices. Many basic procedures such as substrate cleaning and
preparation are given in this chapter as well. At times when some of these procedures are
needed in latter chapters, the reader will be referred back here.

3.1. Solar Cell Structure
The specific structure chosen for this study has already been described in Chapter
1 and the individual layers are shown in Figure 1.1. For easy of reference, the layers
starting with the substrate are TCO, CdS, CdTe, semiconductor contact layer, and metal
contact. ITO was chosen as the TCO, mainly because it is most commonly used by other
research groups. Also, it is the only solar cell layer besides the substrate that was not
fabricated in-house. In all cases the substrates were standard 3” × 1” Corning®
borosilicate glass slides. Precoated ITO glass slides were purchased from Delta
Technologies, Limited [90]. The average thickness of the coatings was 140 nm with an
1

Portions of the results presented in this chapter have been previously published [Ferizovic, et al. 2012]
and are utilized with the permission of the publisher.
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average optical transmittance greater than 85% and average sheet resistance of 10 Ω
(ρ = 1.4 × 10-4 Ωcm). The remaining layers were fabricated and characterized in-house
and the specifics thereof are described in the following sections.

3.2. CdS Deposition and Characterization
This section describes the process of depositing CdS thin films on glass substrates
by the chemical bath method and the characterization results that were used to gauge the
quality of the films.

3.2.1. CdS Deposition by Chemical Bath Method
CdS thin films were deposited by the chemical bath deposition method described
in section 2.1.2. Initially all depositions were carried out on borosilicate glass substrates.
This was to allow characterization of the films. Subsequent films were then deposited on
ITO coated slides. A number of recipes have been tried and the recipe that yielded best
results is summarized below and the relative quantities of the chemicals are given in
Table I. All chemicals used for the deposition of CdS were reagent grade and were
purchased from Fisher Scientific Company L.L.C. [91].
The nominal thickness of the substrate slides was 1 mm. Before the cleaning
process, the glass slides were cut in half to a size of 1.5” × 1”. This particular size was
chosen because it maximizes the number of substrates that can be utilized simultaneously
during the sputtering deposition, the number being three. In this way three samples can be
deposited all under the same conditions. This is particularly useful for device
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Table I. Concentrations and volumes of chemicals used in CBD of CdS thin films. The
total volume for each deposition cycle was 300 mL.

Chemical

Molarity
(mM)

Volume
(mL)

DI Water

–

262

Ammonium Hydroxide

–

8

Ammonium Acetate

0.786

10

Cadmium Acetate

0.451

10

Thiourea

0.915

10

growth. The substrates were then cleaned by a multiple step sonication routine. First, the
cut slides were sonicated in 5% HCl for 5 minutes, followed by 10 minutes of acetone
sonication, 10 minutes of methanol sonication, and 10 minutes of DI water sonication. In
between each step the slides were doubly rinsed with DI water to minimize left over
residue from the previous chemical. Finally, immediately before the deposition the slides
were blow dried with nitrogen gas and immediately placed into the chemical bath holder.
In case of depositions on ITO precoated substrates, the sonication step with HCl was
omitted. Great caution has been taken to ensure that the slides stayed clean through the
transition from the sonication bath to the chemical bath sample holder and that the time
exposed to air was kept at a minimum. Numerous observations during the initial
depositions have shown that any residue on the substrates prohibited CdS adhesion. This
is highly undesirable as it can lead to formation of pinholes and ultimately degradation in
the solar cell performance.
While the substrates were undergoing the cleaning process, the substrate holder
and deposition beaker were cleaned as well. This was done by soaking the holder in a 5%
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HCl solution for 30 minutes at a temperature of approximately 80 °C. HCl readily
dissolves CdS and this step ensures that no residues from the previous deposition are left
behind. After the HCl treatment, the beaker and substrate holder were thoroughly rinsed
out with DI water and conditionrf in a soak bath of 300 mL DI water and 8 mL of
ammonium hydroxide (NH4OH). This step ensured that no acid residue remains from the
previous cleaning step. Finally, the beaker and sample holder were rinsed with DI water
and blow dried with nitrogen gas in preparation for the next deposition.
With all parts cleaned, the substrate holder was then placed into a double wall
beaker that contained 150 mL of DI water, 10 mL of 0.451 mM cadmium acetate
(Cd(CH3CO2)2), and 10 mL of 0.786 mM ammonium acetate (CH3COONH4) which acts
as a buffer. The temperature of the chemical bath was then raised to 85 °C and
maintained at that temperature through the entire deposition. The synchronous warming
of the chemical bath and substrates before the actual deposition cycle ensures that a
temperature discrepancy between the substrates and the chemical bath will not influence
the initial growth rate of the CdS films. Throughout the entire warming and deposition
cycles the bath was vigorously stirred via a magnetic stirrer. Once the temperature has
equilibrated, 8 mL of 0.384 M (NH4OH) was added to the bath to obtain an alkaline
solution at a pH of ~9.5. Immediately, after the addition of NH4OH, 2 mL of 0.915 mM
thiourea (SC(NH2)2) was added to begin the reaction and thereby deposition of CdS.
Then, every 10 minutes, another 2 mL of 0.915 mM SC(NH2)2 was added and this
process was repeated 4 times for a total deposition time of 50 minutes. The incremental
addition of SC(NH2)2 ensures a controlled rate of CdS formation and minimized
precipitation of CdS. Precipitated CdS can adhere to the substrate and hinder the film
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deposition at those locations resulting in films with uneven thickness or pinholes.
Depositions that yield good CdS films result in no CdS precipitation and the after
deposition solution is particulate free.
With the deposition cycle complete, the coated substrates were removed from the
bath and immediately rinsed with DI water and then sonicated with DI water three times
in 2 minute intervals followed by blow drying with nitrogen gas. At this point the CdS
films were either stored for future characterization or immediately transferred to the
sputtering loading lock chamber for CdTe deposition.
This procedure generally yields films with thickness of approximately ~100 nm.
In cases in which thicker films are desired, such as optical characterization, the
deposition procedure was repeated until the desired thickness was achieved. Typically,
three depositions are required to obtain a film that is thick enough for reliable optical
characterization.

3.2.2. Characterization of CdS Films
A typical CdS film as deposited by the above described procedure is shown in the
inset of Figure 3.1. Its characteristic yellow color is easily recognized. The XRD patterns
of as grown and annealed CdS films are also shown in Figure 3.1. The films were
annealed at 400 °C. The annealing procedure was performed in order to simulate the heat
treatment conditions of the solar cell. All of the peaks in Figure 3.1 are from the
hexagonal CdS structure and there is no cubic phase present. Annealing approximately
doubled the intensity of the main diffraction (002) peak, but the peak position did not
change in an easily measurable way. The lattice constants as obtained from a fit of all
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Figure 3.1. XRD patterns of as grown and annealed CdS thin films. Inset shows an
image of a CdS thin film after one deposition.

three diffraction peaks are a = 4.14 Å and c = 6.78 Å. This is in excellent agreement with
values readily found in literature.
Optical transmittance and reflectance spectra of CdS thin films are shown in
Figure 3.2. These spectra were obtained with the Perkin Elmer Lambda 950 spectrometer.
Blue and red solid lines represent the data for a film that underwent three deposition
cycles and dashed lines of the same color show the data for a film of one deposition
cycle. The thickness of the thicker film as determined from the oscillations in the
transparent region was 284 nm. This gave a thickness of 95 nm for a single deposition.
The growth rate was 0.26Å/s. In the same figure a transmittance spectrum of an ITO/CdS
structure is shown as well. There is very little change to the spectrum as compared to that
of a single deposition.
Both the transmittance and reflectance spectra of the thicker sample were then
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Figure 3.2. Optical transmittance and reflectance spectra of CdS thin films. Data for both
one (dashed blue and red lines) and three (solid blue and red lines) depositions are shown.
Transmittance of an ITO/CdS structure is shown in green which feature transparency
over 75% in region of interest for photovoltaic applications.
used to obtain the optical constants, namely refractive index n and extinction coefficient
κ. The data was fitted with FilmWizard® software using an unconstrained optimization
method that is based on a generalized Levenberg–Marquardt algorithm. Absorption
coefficients were calculated from the extinction coefficients according to α = 4πκ/λ and
the absorption coefficients squared as a function of photon energy are shown on the right
in Figure 3.3. The absorption coefficients were plotted in quadratic fashion in order to
extrapolate the band gap energy of CdS. It is well understood that for direct band gap
materials, the absorption coefficients squared are linearly dependent on energy [87]. The
extrapolated band gap energy was 2.421 eV which is in excellent agreement with
previous reports. Furthermore, it is evident from the absorption coefficient plot that the
absorption coefficients are on the order ~ 5 × 104 cm-1 in the vicinity of the band gap.
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Figure 3.3. CdS refractive index (left blue), extinction coefficient (left red), and
absorption coeffient squared (right) as a function of photon energy. The plot on the right
also shows extrapolation of the band gap energy of CdS (E0 = 2.421 eV).

From this it follows that the CdS layers do not need to be very thick in order to absorb
most of the photons at those energies.

3.3. CdTe Deposition and Characterization
This section presents the growth and characterization of CdTe thin films. All of
the films studied as part of this section were deposited by magnetron sputtering. The
films were analyzed by PR, transmittance, and reflectance spectroscopies and C-V
profiling. Furthermore, the CdCl2 heat treatment optimization is presented here as well.

3.3.1. Deposition of CdTe Thin Films by Magnetron Sputtering
Prior to the deposition of CdTe the substrates were prepared in a similar fashion
as described in Section 3.2.1. Once the cleaning was completed, three substrates were
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blow dried with nitrogen gas and immediately placed in the sputtering substrate holder
and transferred into the loading lock chamber of the sputtering system. A shadow mask
held the substrate firmly attached to the holder and allowed the deposition to occur in the
desired region on the substrate. Typical base pressures of the sputtering system main
chamber were 2 – 3 × 10-8 Torr. In order to prevent long recovery times or contaminating
the main chamber, the loading lock chamber was always evacuated to pressures below
5 × 10-6 Torr before the substrate holder was transferred into the main chamber.
All depositions were carried out from 99.99% pure CdTe sputtering targets that
were purchased from Kurt J. Lesker Company® [92]. The targets were bonded with a
silver bonding agent (two-part silver epoxy) to copper cups in order to ensure good
electrical and more importantly thermal contact between the target and the sputtering
gun. The bonding agent was left to dry for 24 hours before the targets were placed in the
main chamber. Typical plasma striking conditions were 40 – 50 mTorr chamber pressure
with 13 sccm argon flow rate and approximately 60 W of applied rf power. Every time a
new target was installed or the main chamber was exposed to atmospheric conditions the
targets were preconditioned for routine depositions runs. The preconditioning was
achieved by sputtering the target with the shutter closed for approximately 30 – 40
minutes at 5 mTorr chamber pressure with 13 sccm argon flow rate and an applied power
of 60 W. This step ensured that the target surface was pristine and oxide free before the
target was utilized for routine deposition runs. During all deposition cycles the substrate
holder was rotated at 30% (~ 0.12 revolutions/s) of maximum rotation speed. This is a
manufacturer recommended speed for optimal thickness uniformity of deposited films.
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Initial growth rates as a function of power and argon gas pressure were obtained
by a thickness monitor that is installed within the sputtering chamber. The thicknesses of
several films were measured with the profilometer and by means of optical spectroscopy
and a large discrepancy between values from these two methods and the values from the
thickness monitor was found. The thickness monitor was indicating growth rates smaller
than the actual by a factor of ~ 3. Although the actual growth rates given by the thickness
monitor are inaccurate, their trend as a function of applied power or argon gas pressure is
still a valid tool for analyzing the growth conditions. In both cases the growth rate
dependence was linear, positive for power changes and negative for pressure changes.
In all subsequent depositions in which an accurate thickness was required, a
growth rate as obtained from optical spectroscopy characterization was used. This
particular growth rate was obtained by first depositing a thick film (thickness greater than
1 µm), then obtaining the optical transmittance and reflectance in the optically
transparent energy range, and modeling the interference patterns by the use of either the
Sellmeier or Cauchy equation to obtain the refractive index and thin film thickness. The
particular approach was chosen because it yielded most reliable results and was relatively
simple to implement. On the other hand, profilometry is more difficult to utilize because
of shadowing effects that are present at the edges of the films due to the deposition
masks. Although accurate results can be obtained through this method, it is more time
consuming to implement and is prone to larger statistical errors.
Furthermore, a study was performed in which nitrogen was incorporated into the
growth process to study its effects on electrical properties of CdTe. It was anticipated that
ZnTe will need to be doped with nitrogen in order to minimize its electrical resistivity,
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and it was important to study the effects of nitrogen on CdTe to ensure that no adverse
effects would occur. As discussed in Section 2.1.1, nitrogen is incorporated into the main
chamber close to the substrate holder. In order to introduce various quantities of nitrogen
to the arriving CdTe molecules, the nitrogen gas flow rate was varied from 0 to 4 sccm.
At these flow rates, the changes to the overall main chamber pressure were minimal. The
effects of nitrogen incorporation on the electrical properties of CdTe were studied with
C-V profiling.
Typical applied power and main chamber pressure were 40 to 120 W and 5 to 10
mTorr, respectively. These parameters yielded growth rates of 0.4 to 1.9 Å/s for
depositions at room temperature. CdTe films were also deposited as a function of
substrate temperature, typically in the range of 200 to 400 °C. Generally, films deposited
at room temperature are amorphous and films for electrical characterization and solar cell
construction require excellent crystalline qualities which can only be achieved at elevated
deposition temperatures.
The depositions were typically carried out according to the following process. The
substrates were loaded into the main chamber and the chamber was allowed to recover to
its base pressure. In case of above room temperature depositions, the substrate holder was
heated to the desired temperature and heat soaked for at least 30 minutes. Following the
soak, the plasma was ignited and the target was sputtered for 5 minutes at the desired
growth power and pressure with the deposition shutter closed. To begin the deposition
cycle, the shutter was opened. Following the cycle, the substrates were allowed to cool to
temperature below 75 °C if applicable and then transferred to the loading lock chamber.
At this point the CdTe films were taken out and stored for future characterization or the
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shadow mask was replaced for the deposition of the next layer and the substrate was
immediately returned to the loading lock chamber.

3.3.2. Structural Characterization of CdTe Thin Films
CdTe thin films were deposited at several substrate temperatures in order to
determine the temperature at which the films crystallize and the temperature range that
yields the best crystalline quality. Figure 3.4 shows XRD patterns of CdTe thin films as a
function of deposition temperature. There are three diffracting planes visible, namely the
(111) and (220) cubic planes and the (110) hexagonal plane. It is evident from the data
the films are growing predominantly in the (111) direction in an fcc lattice structure.
Room temperature depositions resulted in amorphous films and the XRD patterns
indicated that some crystallinity is achieved at deposition temperatures of 200 °C.

Figure 3.4. XRD patterns of CdTe thin films as a function of deposition temperature.
Inset is showing a zoomed in view of the (111) cubic plane peak. Note that the y-scale for
the inset is logarithmic.
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Increases in temperature yielded large increases in reflection intensities. The inset in
Figure 3.4 shows a zoomed in view of the XRD peak for the (111) cubic plane. Careful
examination of the peak positions indicates that the peaks shift towards smaller angles
with increases in temperature. The actual peak positions and calculated lattice constants
are shown in Table II. The lattice constant increases from 6.41 Å to 6.48 Å with an
increase in temperature from 200 °C to 300 °C. For temperatures above 300 °C the lattice
constant remains at 6.48 Å. The literature accepted value for the lattice constant of CdTe
is 6.48 Å.
Table II. Variation of (111) XRD peak positions and lattice constants of CdTe thin films
as a function of the deposition temperature.
deposition
temperature
(°C)

2Θ

Θ

d

a

(deg.)

(deg.)

(Å)

(Å)

200

24.00

12.00

3.70

6.41

250

23.95

11.98

3.71

6.43

300

23.75

11.88

3.74

6.48

400

23.75

11.88

3.74

6.48

The smaller lattice constants at lower deposition temperatures indicate that there
is some compressive strain associated with those films. At low deposition temperatures
atoms arriving to the substrate may not have enough energy to organize into the low
density structure and thereby are packed more densely. As the temperature increases so
does the energy of the atoms and they can easily diffuse along the surface to be placed in
a low density formation.
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3.3.3. Optical Characterization of CdTe Thin Films
Optical characterization of CdTe thin films was carried out to confirm the band
gap energies and monitor the thickness of the deposited films. Figure 3.5 shows the room
temperature photoreflectance spectrum of a CdTe thin film that was deposited at 350 °C
according to the above mentioned procedure. The energy corresponding to the transition
observed was obtained by a three-point weighted average method [87,88]. The calculated
transition energy is 1.517 eV which is in excellent agreement with previously reported
values [33]. It is noteworthy to state here that obtaining this photoreflectance spectrum
was particularly challenging. Typically, photoreflectance measurements are performed on
epitaxial films with excellent crystalline quality, and in this case the films are
polycrystalline and deposited on glass substrates. Nevertheless, an acceptable spectrum
was obtained albeit for the high temperature deposition of a thick film only.

Figure 3.5. Room temperature PR spectrum of a polycrystalline CdTe thin film deposited
at 350 °C. The band gap energy is indicated by the arrow.

67

Figure 3.6. Optical transmittance and reflectance spectra of a CdTe thin film deposited at
350 °C.

Representative spectra as obtained from optical transmittance and reflectance
measurements are shown in Figure 3.6. The consistency of the interference oscillations in
the transparent region indicates excellent overall thickness uniformity. As discussed in
Section 3.3.1, the film thickness was obtained from these interference patterns.
The transmittance and reflectance spectra were then used to obtain the optical
constants, namely refractive index and extinction coefficient. Their respective spectra are
shown on the right in Figure 3.7. FilmWizard® was used to perform the fitting to the
optical data in the same manner as it was used in the study of CdS thin films. The plot on
the right in Figure 3.7 shows the absorption coefficients squared as a function of energy.
Once again, this type of plot was chosen because of the direct band gap energy of CdTe.

68

Figure 3.7. CdTe refractive index (left blue), extinction coefficient (left red), and
absorption coeffient squared (right) as a function of photon energy. The plot on the rigth
also shows extrapolation of the band gap energy of CdTe (E0 = 1.536 eV).

The band gap energy as obtained from the absorption coefficients is 1.536 eV and is
comparable to that obtained by PR.

3.3.4. Electrical Characterization of CdTe Thin Films
Sheet resistance measurements of as deposited CdTe films revealed the films to
be electrically insulating. This characteristic did not allow for the use of Hall effect
measurements in order to investigate the effect of nitrogen incorporation on the carrier
concentration. Therefore, C-V profiling was chosen instead.
Figure 3.8 shows the layer diagram (left) and top view (right) of a Ni/CdTe/ITO
structure that was used for measurements. For this study, ITO pre-coated substrates were
used. These substrates were already described in Section 3.2. The CdTe layer was
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Figure 3.8. Side and top views of a glass/ITO/CdTe/Ni structure designed for C-V
measurements. The metallic squared on the right are Ni metal contacts.
deposited at 350 °C and its thickness was ~ 1 µm. This particular thickness was chosen to
ensure that the overall thickness of CdTe is larger than the width of the charge depletion
region that is created by the surrounding layers. The Ni contacts with thickness of 100 nm
were deposited by dc sputtering at 100 °C. A laser-cut stainless steel shadow mask was
designed specifically for this purpose. In order to extract an accurate hole concentration
from C-V measurements, accurate knowledge of the contact area is required. In fact, the
charge carrier concentration depends on the square of the contact area and any
uncertainty in the value of the area can result in large uncertainties in the charge carrier
concentration values. Therefore, the contact mask was laser-cut and a variety of contact
sizes were implemented in order to ensure an accurate and precise measurement.
Figure 3.8 shows a plot of C-2 as a function of bias voltage for several different
nitrogen gas flow rates. The carrier concentrations were extracted from these plots
according to Equation (2.19) and are shown in the inset in Figure 3.8. The carrier
concentration increases approximately linearly as a function of nitrogen gas flow rate and
then saturates at values above 3 sccm. The obtained values show that introduction of
nitrogen does not increase the carrier concentrations to any significant levels and that
possible self compensation is occurring at nitrogen flow rates above 3 sccm. The fact that
there are no anomalies at nitrogen flow rates below 3 sccm is promising because as the
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Figure 3.9. CdTe C-V characteristics and hole concentrations as a function of nitrogen
flow rate.
discussion in Section 3.5.4 will show doping of ZnTe thin films with nitrogen will occur
with a flow rate of 1 sccm.

3.4. CdCl2 Treatment Optimization
The so-called CdCl2 treatment is a vital step in the construction of a CdTe based
solar cell. In fact, solar cells in which the CdTe layer was deposited with sputtering do
not yield any measurable short circuit currents. Generally, the CdCl2 treatment is
associated with grain growth and pn junction activation. Grains in CdTe films deposited
by sputtering are relatively small and in particular significantly smaller than those where
CdTe was deposited by close-space sublimation. Small grains result in more grain
boundaries which act as passivation sites for the photogenerated carriers, therefore, it is
important to maximize the size of the grains.
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The CdCl2 treatment is typically performed either through a dry or wet deposition
method. In the dry method, a thin layer (100 – 200 nm) is evaporated onto the CdTe
surface and then the entire sample is annealed at a temperature of approximately 400 °C.
In the wet method, the CdTe deposited substrate is dipped in a CdCl2/methanol solution
for a relatively short period of time and subsequently annealed at approximately 400 °C.
There are benefits and drawback to each method. The dry method allows for smaller
amounts of CdCl2 depositions but is less consistent in between depositions, whereas the
wet method is more consistent but tends to leave CdCl2 residue after the annealing step
mainly in the form of Cd-oxides [93]. The wet method was chosen for this study simply
because the facilities for a dry deposition were not available at the time.
In this method CdTe films are dipped into a supersaturated CdCl2/methanol
solution and subsequently annealed at ~ 400 °C. To prepare the solution 1 g of CdCl2 salt
(purchased from Fisher Scientific [91]) was mixed with 100 mL methanol and vigorously
stirred at a temperature of 60 °C. It was found that stirring at elevated temperatures
allowed the CdCl2 to dissolve more readily. In fact, CdCl2 is not highly soluble in
methanol. After all of the CdCl2 was dissolved CdTe films were dipped for 30 s and
allowed to dry before the annealing procedure. Given that methanol readily evaporates at
room temperature the dipped films did not always dry evenly. This resulted in some
section of the CdTe surface to have more CdCl2 than others. To overcome this challenge,
the films were placed under a Petri dish immediately after they were removed from the
CdCl2/methanol solution. This procedure generally yielded uniformly coated CdCl2 films.
Figure 3.10 shows SEM micrographs of CdCl2 treated CdTe films. Images (a)
through (c) shows films annealed at 390 °C for 25 minutes and image (d) shows a
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Figure 3.10. SEM micrographs of CdCl2 treated CdTe films: (a) visible residue over
CdTe grains, (b) enlarged CdTe grain due to CdCl2 treatment, (c) removal of residue and
some structural defects, and (d) overheated films.
treatment at 450 °C for 25 minutes. Image (a) shows some left-over residue after the
treatment process. Enlarged grains are clearly visible underneath the residue. Image (b)
shows a zoomed in image of enlarged grains. Sizes of 1 – 2 μm are clearly visible. Image
(c) shows a zoomed out region after the surface was cleaned by dipping the treated films
in 0.05% HCl solution for 3 s and subsequently rinsed in DI water. This same image also
shows some structural defects that occur sporadically across the treated film surface.
Image (d) shows a film treated with the same procedure except that the annealing
temperature was 450 °C. The grain sizes are comparable to those from image (b) but the
grains are not as smooth and of the same shape. This is can be attributed to a significant
appearance of hexagonal crystallites at higher treatment temperatures.
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3.5. ZnTe Deposition and Characterization
This section describes the growth of ZnTe thin films by magnetron sputtering and
the relevant characterization procedures that were performed. Doping of ZnTe thin films
by nitrogen gas incorporation in the sputtering plasma was studied and those results are
presented as well.

3.5.1. Deposition of ZnTe Thin Films by Magnetron Sputtering
Substrates for ZnTe thin film depositions were prepared in the same manner as
those for CdTe depositions. The sputtering targets were also purchased from Kurt J.
Lesker Company® [92] and were bonded to copper cups in the same manner as described
in section 3.3.1. Typical plasma striking conditions were 40 – 50 mTorr chamber pressure
with 13 sccm argon flow rate and approximately 60 W of applied power. Preconditioning
of the targets was performed at 5 mTorr chamber pressure with 13 sccm argon gas flow
and 72 W applied power. Growth rates as a function of applied rf power and chamber
pressure were monitored with the thickness monitor. In this case, the thickness-monitorobtained growth rates are more representative of the actual growth rates as compared to
the case with CdTe. However, as before when accurate thicknesses were required, the
growth rates were obtained from optical measurements on thick ZnTe films.
Typical applied rf power and main chamber pressure were 70 – 80 W and 5 – 10
mTorr, respectively. These parameters yielded a growth rate of 0.5 – 0.8 Å/s for
depositions at room temperature. ZnTe thin films were also deposited as a function of
substrate temperature, typically in the range of 200 to 300 °C. Furthermore, nitrogen gas
was introduced to the main chamber at flow rates in the range of 1 to 4 sccm. Most of the

74

parameters were kept the same as those for CdTe depositions, simply because both
compounds will need to be deposited during the same run and it is not desirable to change
the pressure or temperature in between the growth of the CdTe and ZnTe layers. The
individual layers will be deposited for short periods of time (~ 5 – 10 s each) and the
changes in temperature and pressure between the layers would introduce significant time
gaps between the deposition cycles. This is highly undesirable as it is preferred that the
flux of incoming atoms to the substrate is kept continuous.

3.5.2. Structural Characterization of ZnTe Thin Films
Figure 3.11 shows XRD patterns of ZnTe films deposited at room temperature
and 300 °C. The room temperature deposited films were essentially amorphous and those
deposited at elevated temperatures show similar properties as compared to those of CdTe.
The films grow preferentially along the (111) direction in an fcc lattice structure. The

Figure 3.11. XRD patterns of ZnTe thin films deposited at room temperature and 300 °C.
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lattice constant that was obtained from a fit of the peaks in Figure 3.11 equals to 6.10 Å
which is in excellent agreement with reported values.

3.5.3. Optical Characterization of ZnTe Thin Films
Figure 3.12 shows the optical transmittance and reflectance spectra ZnTe films
with various amounts of nitrogen incorporation. These measurements were performed
with the Perkin Elmer Lambda 950 spectrometer and they were mainly used for thickness
and growth rate calculations. These doped films will be used in the fabrication of
CdTe/ZnTe superlattices and their growth rate needed to be established as accurately as
possible. The uniformity of interference oscillations present in Figure 3.12 is indicative of
excellent film thickness uniformity. The optical study of the doped films revealed that
nitrogen incorporation did not affect the transmittance and reflectance spectra to any

Figure 3.12. Optical transmittance and reflectance spectra of ZnTe thin films for various
nitrogen gas flow rates. Both as deposited and annealed (at 200 °C for 30 minutes in air
ambient) films are depicted.
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significant degree. Most of the changes are the result of thickness variation among the
films. On the other hand, annealing had more impact on the measured spectra. This is
possibly due to some surface modification as the films were annealed in ambient air.

3.5.4. Electrical Characterization of ZnTe Thin Films
Four-point probe electrical resistivity and Hall effect measurements were used to
characterize the electrical properties of ZnTe thin films. Depositions without nitrogen
incorporation resulted in films that were electrically insulating and electrical
measurements were not possible. This is most likely due to the very low carrier
concentration of intrinsic ZnTe. This was anticipated and the electrical properties of
ZnTe were then studied as a function of nitrogen incorporation.
Table III shows the electrical resistivity dependence on the amount of nitrogen
gas that was introduced to the substrate. It is clear that the electrical resistivity is
minimized at 1 sccm of nitrogen gas flow. These films were subsequently annealed at
200 °C for 30 minutes and their resistivities have been further lowered due to this step.
The resistivity values obtained from this study are consistent with results from other
research groups.
It was found that the ambient gas during the annealing step did not play a
contributing factor in the resulting resistivity values. Therefore, all future annealing steps
were carried out under standard room conditions.
Some technical difficulties were encountered with obtaining consistent resistivity
values between successive ZnTe depositions. As long as no other material was deposited
in between the ZnTe depositions, the resistivity values remained consistent. However, if
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for example, Ni was deposited after a ZnTe deposition, the ZnTe resistivity would
typically be larger than normal. The behavior was observed after two ZnTe depositions
followed by two Ni contact depositions did not yield the same resistivity compared to one
ZnTe deposition followed by a Ni contact deposition. Similarly, the same problem was
observed with depositions that were carried out immediately after opening the main
chamber for service or target exchange. The issue was ultimately remedied by coating the
main chamber with ZnTe for approximately 30 minutes before each ZnTe deposition.
Table III. ZnTe resistivities as a function of nitrogen gas flow rate.
N2 Flow

As Deposited
(Ωcm)

Annealed
N2 ambient
(Ωcm)

Annealed
air ambient
(Ωcm)

(sccm)
0

insulating

insulating

insulating

1

20.35

17.68

17.75

2

50.16

38.31

39.06

3

108.7

92.68

93.80

4

insulating

insulating

insulating

Finally, Hall effect measurements indicate a mean carrier concentration of
1.02 × 1018 cm-3 for the film grown with 1 sccm nitrogen gas flow. The film annealed at
200 °C yielded a carrier concentration of 1.21 × 1018 cm-3. Once again, this is consistent
with results from other groups and the previously measured electrical resistivity. By
combinig the electrical resistivity results and the Hall effect measurements, the hole
mobility equals to 0.29 cm2V-1s-1.
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3.6. Development of Standard CdTe Solar Cell with ZnTe:N Contacts
With all the films that make up the solar cell deposited, characterized, and
optimized, a standard cell was then fabricated and its energy conversion performance
electrically characterized. The results of this study are presented below.

3.6.1. Deposition of Solar Cell with ZnTe:N Contacts
The solar cells were deposited on ITO coated borosilicate glass substrates. The
electrical resistivity of the ITO thin films was 1.4 × 10-4 Ωcm. The CdS thin film layers
were deposited according to the recipe given above in Table I for 50 minutes. The CdTe
thin film layers were deposited at 10 mTorr argon gas pressure, 120 W applied rf power,
and 250 °C substrate temperature for 200 minutes for a thickness of ~ 2.3 µm. This is a
standard thickness used by many other research groups when characterizing their devices.
The CdCl2 treatment was performed by dipping the previously deposited layers into a 1%
CdCl2-methanol solution for 30 seconds and then annealing at 390 °C for 25 minutes.
After the annealing was completed (i.e. the substrate reached a temperature of 50 °C), the
sample was rinsed in DI water to remove any residual CdCl2 and then was dipped in
0.05% HCl solution for 3 seconds to remove any residues that the DI water did not
remove. The sample was then immediately blow-dried with nitrogen gas and transferred
into the sputtering loading lock chamber. During these steps great care was taken not to
damage or soil the CdCl2 treated CdTe surface or to leave it exposed for extended periods
of time under atmospheric conditions. Before the deposition of ZnTe, the CdTe surface
was sputter-etched under rf bias of an applied power of 25 W for 10 minutes. ZnTe:N
was then deposited at 5 mTorr chamber pressure, 13 sccm argon gas flow rate, 1 sccm
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Figure 3.13. CdTe solar cells fabricated in this study. Left cell shows smaller contacts
that were successfully utilized, middle cell shows the device through the substrate, and
right cell shows a contact structure that resulted in short-circuited devices.
nitrogen flow rate, 72 W applied power, and 300 °C substrate temperature for 48 minutes.
As a final step, 100 nm thick Ni metal contacts were sputtered and the entire device was
annealed at 200 °C.
Initially there was a significant device failure rate. This is essentially attributed to
overly large contact areas and therefore short-circuiting of the devices. At first the entire
CdTe area was coated with the back contact and this method needed to be abandoned in
order to avoid failing devices. Ultimately, devices with circular contacts of 2 mm
diameter were found to give relatively reliable and repeatable results (see leftmost cell in
Figure 3.13).

3.6.2. J-V Characteristics of Solar Cell with ZnTe:N Contacts
A representative J-V curve for one of the best cells with ZnTe:N contacts is
shown in Figure 3.14. From this curve the following characteristics were obtained,
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Figure 3.14. J-V characteristics of a representative CdTe solar cell with ZnTe:N back
contact.
Jsc = 19.6 mAcm-2, Voc = 0.73 V, FF = 59.7%, and η = 8.5%. These values are relatively
comparable to those obtained by other groups that have used ZnTe:N contacts with
sputtered CdTe solar cells, albeit somewhat lower.
The performance of the cell was also analyzed as a function of the lateral contact
location. Generally, not all contacts were reliable and some were electrically short
circuited. This may be due to structural imperfections such as pinhole or cracks. Care has
been taken to minimize those but some were present nonetheless. The yield for this
particular cell was approximately 44%.
The characterization values obtained from this particular solar cell were used as a
benchmark for all other cells that were deposited with alternative contacts. Those
comparisons are discussed in Section 6.3.
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Chapter 4:
Study of Cu2Te Thin Films2

In recent years, an interest has emerged for the use of Cu2Te as a stable back
contact in CdTe based heterojunction and tandem solar cells. Obtaining a stable back
contact, one that is characterized by low resistance and no performance degradation over
time, for CdTe solar cell is essential for their long term stability and Cu2Te thin films
contacts show a promising potential in this regard [97]. Two material characteristics of
Cu2Te make it suitable for the application as a stable back contact for CdTe solar cells.
One is the low valence band offset between CdTe and Cu2Te indicated by the common
anion rule (two semiconducting compounds with a common anion have most of their
band discontinuity in the conduction band) [94] which in turn maximizes the hole current
through the CdTe layer and the back contact. The other is the large p-type doping of
Cu2Te that will reduce the requirement for a metal contact with a high work function due
to the low p-type doping levels and large electron affinity of CdTe.
The aim of this chapter then is to present a study of the fundamental properties of
Cu2Te thin films. These films were synthesized by magnetron sputtering and their
structural, electrical, and optical properties were analyzed as a function of annealing
temperature.
2

Portions of the results presented in this chapter have been previously published [Ferizović, et al. 2011]
and are utilized with the permission of the publisher.
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4.1. Thin Film Deposition by Magnetron Sputtering
Generally, a compound can be formed from independent sources by two separate
techniques. In one, a multilayer structure of the individual elements is deposited and
subsequently annealed to form the compound. This process involves finding the optimum
sub-layer thickness for the formation of a uniform compound without isolated islands of
the individual elements, which could be detrimental to the electrical properties. In the
other technique, both elements are deposited simultaneously to form the compound as
they arrive to the substrate. In this case, however, optimal growth rates of the individual
sources need to be found in order to form a stoichiometric compound. For this study, the
latter technique was chosen for its ability to yield better uniformity within the films. For
all trials, thin films of Cu2Te were deposited on borosilicate glass substrates at room
temperature, where Cu and Te were sputtered with dc and rf magnetrons, respectively.
Before the depositions, the substrates were cleaned according to the sonication

Figure 4.1. Growth rates of Cu and Te as a function of magnetron power. Dashed lines
are linear fits to the data that allow for extrapolation of growth rates at any power.
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process described in Section 3.2.1. The base pressure of the sputtering system was
approximately 2.5 × 10-8 Torr before each deposition. The pressure in the chamber during
the depositions was 5 × 10-3 Torr for which the flow of UHP Ar gas was kept at 13 sccm.
This particular pressure was chosen by optimization of the growth rate.
The plasma ignition conditions for Cu and Te source targets were 15 W and 60
W, respectively and a chamber pressure of 50 mTorr for both cases. Before each
deposition the targets were conditioned for 5 minutes at 15 W and 20 W for Cu and Te,
respectively. In case the main chamber had been exposed to ambient atmosphere, the
conditioning time was increased to 20 minutes.
Figure 4.1 shows the growth rates as a function of magnetron power for both
elements. The first goal was to determine the proper growth rates that yield
stoichiometric compositions. To achieve this goal, films were deposited at varying power

Figure 4.2. %Atomic composition ratio of Cu to Te as a function of the magnetron power
ratio of Cu to Te. Red line indicates the ideal conditions for stoichiometric Cu 2Te.
Dashed line represents a linear fit to the data.
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ratios of the two magnetrons and those findings are summarized in Table IV and Figure
4.2. Interestingly as the power of the magnetrons was varied, and thereby the elemental
composition of the films, the surface quality of the deposited films drastically changed. In
fact, only those films with a composition close to that of stoichiometric Cu2Te yielded
specularly reflecting surfaces.
Table IV. Growth rates and %atomic compositions of Cu and Te as a function of
magnetron power.
Power (W)

%Atomic Composition

Cu

Te

Cu/Te

Cu

Te

Cu/Te

15.0

21

0.714

59.92

40.08

1.495

17.5

21

0.833

64.19

35.81

1.793

20.0

21

0.952

67.05

32.95

2.035

22.5

21

1.071

71.50

28.50

2.509

Due to the relatively large optical absorption coefficient α of Cu2-xTe (~ 105 cm-1),
the thicknesses of the samples d were between 250 nm and 350 nm in order to maintain
αd ≈ 1 as required for accurate analysis of transmittance and reflectance measurements
[95]. To further study the properties of Cu2Te thin films, the samples were annealed for 1
hour at temperatures of 200, 250, 300, 400, and 500 °C under a vacuum of approximately
2.5 × 10-8 Torr to minimize the oxidation of the investigated films. After annealing, no
significant Te desorption was observed with EDS. For example, the stoichiometric ratio
of Cu to Te was 1.99 for the as deposited films and 2.02 for the film annealed at 500 °C.
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4.2. Characterization Details
XRD studies with the Bruker AXS D8 Focus X-ray diffractometer system were
performed with a scanning step size of 0.05 ° and a scanning speed of 5 °/min. AFM
measurements were performed with a scan rate of 1 Hz and scan size of 2 μm × 2 μm.
The normal incidence optical transmission and reflectance measurements (see Figure 2.8)
were performed at room temperature in the photon energy range of 0.8 eV to 2.8 eV and
0.8 eV to 2.2 eV, respectively. The limitation on the reflectance spectral range was
imposed by the gold mirror that was used to obtain the background intensity. Room
temperature electrical resistivity was measured in the co-linear probe configuration (see
left diagram in Figure 2.6). Hall effect measurements were carried out at room
temperature using magnetic field strength of 5.13 kG and the four-probe van der Pauw
method (see right diagram in Figure 2.6) was used to determine the Hall coefficient,
mobility, and carrier concentration.

4.3. Characterization Results and Discussion
This section presents the characterization results of the investigated Cu2Te thin
films. All of the measurements are discussed in detail, connections to theory are made,
and correlations among the various measurements are established.

4.3.1. Structural Properties
Figure 4.3 shows the XRD patterns for the as-deposited and annealed films.
Detailed information about the peaks such as diffraction peak angles, peak intensities,
compounds, and Miller indices, is given in Appendix A. All diffraction peaks were
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Figure 4.3. XRD patterns of Cu2Te thin films as a function of annealing temperature.
Peak labels are placed to the right of the peaks except where space did not permit doing
so. Detailed information about the peaks is given in Appendix A.
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identified using Bruker AXS DIFFRACplus EVA graphics software and the XRD database
made available by The International Centre for Diffraction Data (ICDD) [96]. The asdeposited films were polycrystalline and consisted of a mixed phase of Cu2Te, Cu1.9Te,
Cu1.8Te, Cu7Te5, and CuTe. In contrast, as deposited films deposited by evaporation
[97,98] are amorphous. After annealing at 200 °C for 60 minutes, the films underwent a
structural transformation which is shown in the XRD patterns by the appearance of a
large number of Cu7Te5 peaks alongside one strong CuTe peak at approximately 44.5 °
Emergence of Cu1.8Te phase is also evident. An important feature occurring at 200 °C is
the disappearance of the Cu2Te (006) peak located at 24.72 °. This particular peak is the
strongest Cu2Te peak for most annealing temperatures, including the room temperature
deposition, except for 200 and 250 °C. After annealing at 250 °C, the Cu2Te peak
reappears but is not as intense as some of the Cu7Te5 peaks that are present at this
temperature. Other than this change, the patterns for 200 and 250 °C show similar trends.
Annealing at 300 °C causes another significant structural transformation where the
Cu7Te5 phase essentially disappears and the films consist primarily of Cu1.8Te, Cu1.9Te,
and Cu2Te phases. As the annealing temperature approaches 500 °C, the number of
Cu1.8Te peaks decreases, and at 500 °C, the Cu2Te phase dominates.
Also noteworthy is the behavior of the peak attributed to the Cu1.8Te phase at
approximately 51 °. As the annealing temperature is increased the intensity of this
reflection is steadily decreasing and is minimized at 500 °C.
The results from the XRD patterns can also be understood through the analysis of
Cu2-xTe phase diagrams [99,100]. Cu2Te undergoes many phase transitions in the
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Figure 4.4. RMS surface roughness of Cu2Te thin films for various annealing
temperatures.

temperature range of the investigated films. At temperatures above 200 and 300 °C
several phases can coexist, however, at temperatures above 400 °C, a single phase (i.e.
Cu2Te) dominates [99,100].
The root mean square surface roughness as measured with the DekTak
profilometer increased with annealing temperature. The corresponding values are
presented in Figure 4.4. The observed behavior is expected as the films are going through
an increasing number of structural transformations as the annealing temperature is raised.
In fact, the largest change in surface roughness occurred at the transition from annealing
temperature of 200 to 250 °C. XRD patterns also show the largest change in
polycrystalline phase at this transition. In contrast, the change from 300 to 500 °C is more
gradual which is also reflected in the XRD patterns.
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Figure 4.5. SEM ((a) through (c)) and AFM (d) micrographs of Cu2Te thin films that
were annealed at 500 °C.

The morphology of the thin films that were annealed at 500 °C as obtained from
SEM and AFM are shown in Figure 4.5. Both SEM and AFM show polycrystalline grains
with an approximate size of 200 nm. The small grain size is stereotypical of magnetron
sputtering depositions.

4.3.2. Optical Properties
Figure 4.6 and Figure 4.7 and show the optical transmittance and reflectance spectra of
as-deposited and annealed Cu2Te thin films, respectively. The as-deposited films did not
transmit any photons in the measured energy range, whereas they had a relatively high
reflectance (~ 70%) in the low energy range and relatively high absorption (~ 70%) in the
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Figure 4.6.
Transmittance spectra of Cu2Te thin films for various annealing
temperatures. Plots for annealing temperatures of 200 and 250 °C are magnified five
times for clarity. Dashed lines are fits based on the optimization procedure with
FilmWizardTM.
high energy range. The spectra show two different behaviors, one for annealing
temperatures below 250 °C and another for temperatures above 300 °C. At annealing
temperatures below 250 °C, the spectra resemble that of the as-deposited films, but for
temperatures above 300 °C, an increase in transmittance and a decrease in reflectance are
observed. Furthermore, the transmittance maxima and reflectance minima shift to lower
energies with an increase in annealing temperature. An additional feature of the
transmittance spectra is that the number of transmitted photons decreases in the lower
energy range. This trend is attributed to free carrier absorption and will be discussed in
more detail below.
Also, based on visual inspection the films annealed at 200 and 250 °C acquired a
bluish tint after annealing, whereas the films annealed above 250 °C were opaque and
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Figure 4.7. Reflectance spectra of Cu2Te thin films as a function of annealing
temperature. Dashed lines are fits based on the optimization procedure with
FilmWizardTM.

Figure 4.8. A set of Cu2Te samples. Starting at the bottom left and moving counterclockwise the samples are: as deposited and annealed at 200, 250, 500, 300, and 400 °C.
Note the bluish tint for samples annealed at 200 and 250 °C.
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the bluish tint was not present. This visual observation can be correlated to the data from
transmittance and reflectance spectra (see Figure 4.6 and Figure 4.7). For example, the
film annealed at 200 °C has a transmittance peak at approximately 2.5 eV which
corresponds to the cyan/green region of the visible spectrum, while by the same token,
the reflectance is also increasing in the same energy range and is above 50%. Similar
behavior is evident for the film that was annealed at 250 °C.
Both the reflectance and transmittance measurements for annealing temperatures
of 300, 400, and 500 °C were used to determine the optical constants, namely refractive
index n and extinction coefficient κ, in the incident photon energy range from 0.8 and 2.2
eV, a common range to both optical measurements. The data analysis was performed
with FilmWizardTM. The fits obtained are shown by dashed lines in Figure 4.6 and Figure
4.7. Overall, there is a very good agreement between the experimental data and the fits.

Figure 4.9. Refractive index (left) and extinction coefficient (right) spectra of Cu2Te thin
films annealed at 300, 400, and 500 °C. The spectra were obtained from fits to the
transmittance and reflectance spectra using FilmWizardTM.
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Figure 4.9 shows the obtained refractive index and extinction coefficient spectra for the
films annealed at 300, 400, and 500 °C using the previously described procedure,
respectively.
The absorption coefficients, α were obtained from extinction coefficients
according to the relationship, α = πκ/λ, where κ is the extinction coefficient and λ is the
incident photon wavelength. Figure 4.10 shows a plot of the absorption coefficient versus
incident photon energy for annealing temperatures of 300, 400, and 500 °C. These
particular temperatures were chosen for analysis because they most closely correspond to
a Cu2Te phase out of the six annealing temperatures that were investigated.
In order to determine the nature of the band transitions in the investigated films,
the absorption coefficient curves were fit in the range from 1.75 to 2.1 eV according to a
A(E – E0)p relationship, where A is a constant, E is the incident photon energy, and E0 is
the band gap energy. The exponent p is determined by the band gap nature, i.e. p ≈ 0.5
for direct band gap and p ≈ 2 for indirect band gap semiconductors [95]. For the samples
annealed at 300, 400, and 500 °C, the values obtained for p were 1.86, 1.93, and 1.87,
respectively, demonstrating the indirect band gap nature of the films annealed above 300
°C.
In indirect band gap materials, the momentum in an optical transition is conserved
by emitting or absorbing a phonon of energy Ep alongside the photon absorbed or
emitted. In this type of materials, the absorption coefficient, α varies according to the
following relation [101],
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where the first term in the sum arises due to phonon absorption and the second term is
due to phonon emission. Also, in this equation, A is a constant, E is the incident photon
energy, E0 is the band gap energy, Ep is the phonon energy, k is the Boltzmann constant,
and T is the temperature which was taken to be 300 K.
The absorption coefficient curves in Figure 4.10 were fitted in the photon range
above 1.7 eV according to the relationship given in Equation (4.1) and the fits are shown
as long dashed lines in the same figure. The fitting analysis shows that increments in
annealing temperature result in a decrease of the indirect band gap energy. In contrast to

Figure 4.10. Absorption coefficient spectra for Cu2Te thin films annealed at 300, 400,
and 500 °C. Dashed and solid lines indicate the fits to determine the band gap and to
analyze the free carrier absorption, respectively. Inset shows indirect band gap and
phonon energies of Cu2Te thin films annealed at 300, 400, and 500 °C.
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the energy gap variation with annealing temperature, the phonon energy remains almost
constant for all temperatures. The determined values for the indirect band gap energy for
increasing annealing temperatures are 0.96, 0.92, and 0.90 eV and the corresponding
phonon energies are 0.065, 0.065, and 0.068 eV. Both trends for energy gaps and phonon
energies are shown in inset of Figure 4.10. The obtained indirect band gap energies are in
between those found by Farag et al. (0.82 eV) and Sorokin et al. (1.0 eV), however, the
phonon energy evaluated by this study is approximately half of the value obtained by
Farag et al. [98,102].
As will be shown in the following section, the investigated films are heavily
doped, therefore, the absorption in the energy range below the band gap energy is
attributed to free carrier absorption whose spectrum grows as λq, where λ is the incident
photon wavelength and depending on the scattering mechanism q can range from 1.5 to
3.5 [101]. For free carrier absorption, the change in momentum can be provided by
interactions with the lattice through phonons or by scattering from ionized impurities,
where a certain value of q can be associated with different scattering mechanisms.
Scattering by acoustic phonons corresponds to q ≈ 1.5, scattering by optical phonons to q
≈ 2.5, and scattering by ionized impurities to q ≈ 3.5 [101]. In general, all scattering
mechanisms may occur, but in this study it was found that only one mechanism
dominates. By fitting the absorption coefficient curves shown in Figure 4.10 in the
photon energy range below 1.5 eV, the range associated with free carrier absorption
(short dashed lines in Figure 4.10), it was obtained that the exponent q takes on the values
of 2.54, 2.79, and 2.73 for increasing annealing temperatures starting at 300 °C. This
indicates that scattering by optical phonons is the mechanism through which the
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momentum is conserved when a photon is absorbed by a free carrier in the investigated
Cu2Te films.

4.3.3. Electrical Properties
The resistivity values of the Cu2Te films as a function of annealing temperature
are shown in Table V. The variations in resistivity can be explained based on the obtained
XRD results. These results show that films annealed at 200 and 250 °C are predominantly
composed of Cu7Te5 and CuTe phases and films annealed at temperatures above 250 °C
are predominantly in the form of Cu1.8Te, Cu1.9Te, and Cu2Te with Cu2Te being the most
dominant at the highest temperature. The ratio of Cu to Te atoms for samples annealed
below 300 °C (i.e. 1 for CuTe and 1.4 for Cu7Te5) is smaller than in samples annealed
above 250 °C (i.e. in the range from 1.8 to 2). This indicates that as the annealing
temperature is increased the number of Cu vacancies is decreased thereby resulting in an

Figure 4.11. Resistivity of Cu2Te thin films a function of annealing temperature.
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increased resistivity. In films annealed above 250 °C the Te concentration decreased
slightly due to some Te desorption and the larger availability of Cu tends to reduce the
number of Cu vacancies. The resistivity for films annealed at 200 and 250 °C are lower
than those of the as deposited films. This behavior is ascribed to the fact that the asdeposited films show a mixture of Cu2-x/Cu2Te phases and therefore exhibit electrical
properties in between the two phases, which is in agreement with the measured resistivity
trend. A similar behavior has been observed previously in evaporated films [103].
Table V. Film thicknesses, sheet resistances, and resistivities of Cu2Te thin films for
various annealing temperatures.
Annealing
Temperature
(°C)

Film Thickness

Measured Sheet
Resistance
(mΩ)

Resistivity

(nm)

Correction
Factor
(× 10-4)

25

714.7

2.218

354

78.51

200

671.5

2.084

229

47.72

250

620.0

1.924

278

53.48

300

626.7

1.945

487

94.71

400

605.0

1.877

593

111.3

500

553.3

1.717

719

123.5

(μΩcm)

Hall measurements show p-type conductivity in Cu2Te thin films. The Hall
coefficient, carrier concentration, and mobility for the film annealed at 500 °C are
1.20 × 10-3cm3C-1, 5.18 × 1021 cm-3, and 7.93 cm2V-1s-1, respectively. The high carrier
concentration confirms the degenerate semiconducting behavior of Cu2Te and explains
the large photon absorption at photon energies below the indirect band gap energy. The
measured values are within reasonable agreement with previously reported studies in
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which Cu2Te films with carrier concentrations on the order of 1021 cm-3 were prevailingly
obtained [103,104]

4.4. Chapter Summary
This chapter presented the effect of annealing temperature on the optical, structural, and
electrical properties of sputtered Cu2Te films. Room temperature deposition did not yield
amorphous films, but polycrystalline ones with mixed stoichiometric and nonstoichiometric phases. Annealing above 300 °C results in films in which the Cu2Te phase
dominates where 500 °C gives the best results. The photons are absorbed via two
mechanisms, indirect band transitions for photon energies larger than the band gap
energy and free carrier absorption, dominated by the scattering by optical phonons, below
the band gap energy. The indirect band gap energy decreases with annealing temperature.
The electrical properties are characteristic of those of a highly degenerate semiconductor.
Single-phase Cu2Te films, annealed at 500 °C, have large absorption coefficients (~ 105
cm-1), an indirect band gap, a carrier concentration and mobility equal to 0.90 eV, 5.18 ×
1021 cm-3, and 7.93 cm2V-1s-1, respectively.
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Chapter 5:
Study of Strained-Layer CdTe/ZnTe Superlattices3

Over the years, superlattices have attracted much attention due to their interesting
electronic properties that are related to strong quantum mechanical coupling between the
individual quantum wells and the formation of the so-called energy minibands. In strainlayer superlattices (SLSs), the electronic properties are then further modified by the strain
induced effects. CdTe/ZnTe SLSs are tunable wide band gap heterostructures with strong
luminescent properties which make them suitable as efficient emitters and absorbers in
the visible spectrum [105]. Also, solar cells based on CdTe absorbers are attractive
because of the optimal direct band gap and high absorption coefficient of CdTe, however,
their performance and commercialization is hindered by the lack of reliable p-type
contacts. CdTe/ZnTe SLSs offer a potential solution to the contact reliability problem by
allowing for customization of the tunneling performance and thus enabling the
development of stable ohmic contacts. Therefore, more detailed information regarding
the electronic structure of CdTe/ZnTe SLSs is required.
CdTe thin films and CdTe based superlattices have been optically characterized
by a number of techniques. For example, phase-modulated ellipsometry [106] has been
utilized for in situ monitoring of the epitaxial growth process, including layer thickness,
3

Portions of the results presented in this chapter have been previously published [Ferizović, et al. 2011]
and are utilized with the permission of the publisher.

100

growth rate, and composition in CdTe/ZnTe and CdTe/HgTe superlattices. Reflectance
and photoreflectance spectroscopy [107] have been used for in situ monitoring of the
growth process of CdTe epitaxial films and CdTe/HgTe superlattices. Moreover,
photoluminescence (PL) spectroscopy [105,108] has been performed to study the
electronic structure of CdTe/ZnTe SLSs. Unfortunately, PL offers information only about
the lowest energy transitions and in this system it can only be performed at relatively low
temperature (< 60 K) [105,108]. On the other hand, PR, which has become an important
characterization tool to study semiconductor nanostructures, has the advantage of
detecting not only the lower by also higher energy transitions even at room temperature
[87,88]. Although PR allows detailed studies of many energy levels, this advantage has
not been previously explored in CdTe/ZnTe SLSs, a material of much technological
interest. Utilization of PR would provide a deeper understanding of the strain effects on
the optical transitions and band alignment in this system.
In this chapter, a detailed study of strained-layer CdTe/ZnTe superlattices is
presented. The interband transition energies of the SLSs are calculated using a modified
transfer matrix formalism that includes strain-induced effects and is based on the
envelope function approximation with a three-band model that accounts for band nonparabolicity. It will be shown that PR spectroscopy is suitable for studying the electronic
structure details of complex quantum systems, such as CdTe/ZnTe SLSs. Based on the
comparison of experimental PR data and calculations based on the aforementioned
method, the valence band offset between CdTe and ZnTe was evaluated. Furthermore,
tunneling probabilities and currents for various CdT/ZnTe superlattice structures are
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analyzed and those structures that are best suited as ohmic contacts for p-type CdTe are
identified.

5.1. Determination of Band Offsets between CdTe and ZnTe
Knowledge of band offsets is of paramount importance in heterostructures, as the
band offsets decisively influence their energy levels and therefore their electronic
properties. One of the first tasks when dealing with a given heterostructure is to design
experiments which would enable the band offsets to be determined. The following
discussion develops the methodology for evaluating band offsets based on PR and the
transfer matrix methods.

5.1.1. Energy Levels in Superlattices
In principle, the energies of electrons and holes in superlattices can be calculated
in a similar way as for quantum wells provided that appropriate boundary conditions are
used. Given that superlattices are multilayer structures, a transfer matrix approach is well
suited for modeling the electronic properties. Care needs to be taken to incorporate
effects of band non-parabolicity and strain due to any lattice mismatch that may be
present. In fact, the method that is developed below can be applied to a heterostructure
with any number of layers as well as a structure that features asymmetric layer widths.

5.1.1.1. Boundary Conditions at Heterostructure Interfaces
In general, a simple square well potential V(z) is assumed which is defined by
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0
V z   

 V0

for 0  z  L
for z  L or z  0

,

(5.1)

where L and V0 are the width and height of the well, respectively. As a consequence the
growth direction of the heterostructure is also taken to be the z direction. The physical
picture of a heterojunction that is considered in this section assumes that there is an
abrupt change in the crystal potential in the plane z = 0 and z = L, while away from the
boundary the potential retains the periodicity and the symmetry of the respective bulk
materials. For example, for a lattice-matched pair of materials the potentials in the two
half-spaces z > 0 and z < 0 have the same periodicity and symmetry and differ only in
shape. The case of lattice-mismatched pairs will be discussed in the Section 5.1.1.4. It is
also important to note that in this discussion there is no charge accumulation at the
interface so that there are no broken bonds at the interface. Charge redistribution that may
lead to the formation of an electric double layer at the interface is also neglected in this
model. Furthermore, it is assumed that both materials feature similar parabolic bands and
that the growth direction (z axis) is parallel to one of the principal axes of the effective
mass tensor [94]. The case of non-parabolic bands will be discussed in the Section
5.1.1.2.
These approximations completely define the atomic structure of a heterojunction,
which can now be studied by any of the standard energy structure calculation methods
(tight-binding, pseudo-potentials, etc.). However, the lack of full translational invariance
makes such calculations quite cumbersome in this case. To further simplify the problem,
this analysis is restricted to long-wavelength electronic excitations (i.e. wavelength is
much larger than the thickness of the transition layer which is on the order of the lattice
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constant a). If the energies of such states are reasonably close, that is they differ by less
than the band gap energy, to the respective band extrema, they can be described within
the envelope function approximation (EFA) or the so-called effective mass
approximation (EMA) [94].
Under this approximation the wavefunction is written in the following form
 r    f nA,B  r un,k r  ,

(5.2)

0

n

where f n A, B  and u n ,k are envelope functions and Bloch functions, respectively, r is the
0

general direction vector, n is the number of band edge, k0 is the point in the Brillouin
zone around which the heterostructure states are built, and A and B designate the two
materials that make up the heterostructure. Two assumptions are made in this method.
First is that inside each layer the wavefunction is expanded on the periodic parts of the
Bloch functions of the band edges under consideration. Second is that the periodic parts
of the Bloch functions are assumed to be the same in each kind of layer which constitutes
the heterostructure [94,95].
The major findings of EFA in regards to boundary conditions related to this study
are summarized as,

 A  z0    B  z0 
1  A z0 
1  B z0  ,
mA

z



z0

mB

z

(5.3)

z0

where ψ(z0) is the wave function at the interface between material A and B, m* is the
effective mass of the semiconductor, and ∂ψ(z0)/∂z is the first derivative of the wave
function at that same interface. In essence these boundary conditions require that both the
wave function and its first derivative are continuous at the heterostructure interface.
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5.1.1.2. Band Non-Parabolicity
In general, parabolic dispersion laws E(k)  k2 only hold when the particle
energies are close to the band edges. By increasing k, the effective masses tend to
increase as well. This phenomenon, called the band non-parabolicity, is larger for a given
k with a smaller E0. Indeed if E0 → 0, E(k) tends towards a linear instead of a quadratic
dependence upon the wave vector. Another way to depict band non-parabolicity is to
rewrite the Γ6 and Γ8 dispersion relations in the form of,

 2 k A2
in the A layer
2mA E 
.
 2 k B2
E  V0 
in the B layer
2mB E 
E

(5.4)

In this case Γ6 and Γ8 represent the conduction and valence bands, respectively. Note that
the effective masses in Equation (5.4) are energy-dependent [94].
To find the degree of non-parabolicity, a four-band Kane model is used in this
work. The four bands are conduction, heavy hole valence, light hole valence, and spinorbit split-off hole valence. In this simplified model, spin-related states are considered
degenerate and other remote bands are discarded. This approximation works well for
calculating energy levels at k = 0 that are less than the band gap energy of the host
material and for III-V and II-VI materials that feature spin-orbit split-off energies that are
larger than the valance band edges and have band gap energies larger than 1 eV. All of
these criteria are satisfied in this study. For example, only energy levels at k = 0 will be
considered, both CdTe and ZnTe have Δ0 of approximately 0.9 eV, and both of their band
gap energies are larger than 1 eV [94].
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Following the analysis of Bastard that is based on Kane’s four-band model, the
ratio of the effective masses at some energy above the band edge to that at the band edge
is written as [94]

 E   E0 E   E0   0 E0  2 0 3
for electrons

E0 E0   0 E   E0  2 0 3

m  E  
 1
for heavy holes ,
m  0 
 2 E  3 E   E0   0 
for light holes
  E E   E  2 3
0
0
 0

(5.5)

where E’ = E for the wells and E’ = E – V0 for the barriers. This ratio is sometimes
referred to as the non-parabolic factor. The energy E is given with respect to the bottom
of the conduction band. In this way it is clearly evident that the mass increases as energy
increases and that the effective mass tends to a linear dependence on energy with
increased energy. Also of importance is to note that this relationship affects light particles
only. In the approximation made above the non-parabolic factor for the heavy holes is
taken to be unity. This stems from the discarding of remote bands. The expected energy
levels for heavy holes are much smaller (on the order of one magnitude) than those of the
lighter counterparts and therefore non-parabolicity does not contribute to any significant
degree at such low energies [94].

5.1.1.3. Band Alignment
When considering the conduction and valence bands together, the alignment of
the potential wells needs to be considered as well. Given two semiconductors A and B
(with E0B > E0A) forming the heterostructure B/A/B/A/B..., one can generally obtain one
of two scenarios that are shown schematically in Figure 5.1. These confinement schemes

106

Figure 5.1. Band alignment in heterostructures. Left diagram shows type I alignment and
right diagram illustrates type II. A and B denote different materials. E0 is the unstrained
bulk band gap energy, ΔEc is the conduction band offset, and ΔEv is the valence band
offset.
are usually labeled type I and type II. In type I heterostructures the electrons and holes
are both confined within the same layer A forming the well. Note that the valence band
potential wells are mirrored in energy with respect to those in the conduction band. In
type II structures, the electrons are confined in one layer but the holes are confined in a
different layer. It is important to note here that due to the valence band being comprised
of heavy and light holes, it is possible for one type of hole to be in type I alignment while
the other is in type II.

5.1.1.4. Strain Induced Effects
Given the large lattice mismatch (6.2%) between CdTe and ZnTe, the effect of
strain on the band edges needs to be considered in order to accurately calculate the
interband transitions. Under the effects of biaxial strain, the symmetry of the lattice is
reduced from cubic to tetragonal, resulting in splitting of the four-fold degenerate valence
band in zinc blende semiconductors. The strain effects are fully expressed in terms of the
lattice mismatch, the elastic stiffness constants, and the deformation potentials of the Γ6
conduction band minimum and Γ8 valence band maximum.
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For systems deposited along the (001) direction, the analysis of the strain
distribution is relatively simple to implement. The equilibrium in-plane lattice parameter
a  of the SLS is obtained by minimization of the deformation energy and is given by




2

a

i 1
2

ai d i i

d
i 1 i i

,

(5.6)

where  i  C11i  C12i  2C122 i C11i , C11i and C12i are the elastic stiffness constants, di are
the sub-layer thicknesses, and ai are the lattice constants with i = 1 for CdTe and i = 2 for
ZnTe [109]. It is noted here that the in-plane lattice parameter given by Equation (5.6) is
for a free-standing SLS (i.e. the actual strain distribution is independent of the buffer
layer). Previous studies [105,110] have shown that CdTe/ZnTe SLSs with 30 or more
periods adopt this free-standing configuration.
The strain tensor components are then written as [109,111]

e xxi  e yyi 

a  ai
ai

C
ezzi  2 12i exxi
C11i

.

(5.7)

With the application of deformation potential theory [109,111], the energy shifts and
splitting of band edges due to strain deformations are obtained from

ECi  2aci K i
EHHi  2avi K i  bi Li
ELHi  2avi K i  bi Li  ESOi
1
ESOi  bi Li   0i  20i  2 0ibi Li  9bi2 L2i
2



,

(5.8)



where K i  1 C12i C11i exxi , Li  1 2C12i C11i exxi , aci and avi are the hydrostatic
deformation potentials of the conduction and valence bands, respectively, bi are the shear
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deformation potentials of the valence bands, and Δ0i are the spin-orbit interaction
energies. Lifting of the valence band degeneracy is clearly evident from EHHi and ELHi in
Equation (5.8).
In SLSs, the potential energy in the wells results from both the band offsets and
the strain induced effects. In terms of the zero-strain conduction band offset parameter QC
and the relative strain-induced energy shifts given by Equation (5.8) the potential energy
in the wells for the conduction and valence bands are written as

VC  QC E0  EC 2  EC1
VHH  QC  1E0  EHH 2  EHH 1 ,

(5.9)

VLH  QC  1E0  ELH 2  ELH 1
where, ΔE0 is the difference in the bulk band gap energies of the two compounds in the
case of zero strain [108,112]. In an unstrained system, the value of QC ranges from 0 to 1,
where 0 denotes that all of the band discontinuity lies in the valence band and 1 denotes
that all of the band discontinuity is in the conduction band. However, in a strained
system, QC can adopt values outside of the previously mentioned range (0 – 1). This
particular behavior will be especially evident in systems in which the band mismatch is
relatively small for one of the bands.
Further, it is noted that in SLS structures the boundary conditions need to be
modified for light particles to incorporate the effects of strain [109]. The modified
requirements are that both

1  ezz  exx 

1  d ,


 m z, E  dz

1  ezz  exx  

(5.10)
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are continuous across the interfaces. In Equation (5.10) the energy dependent effective
mass of the particles takes into account both the band non-parabolicity and strain-induced
effects [109]. The non-parabolic factor of the conduction band in this case is written as
[109]
m E 

m  0


E   2 E0  E LH   E   2 E0   0   E HH  E LH   1 E HH  E LH 2

2

 2

2 E0  E LH  2 E0   0   E HH  E LH   1 E HH  E LH 2
2

 2

2
2 E0  0  E LH
3

2
E   2 E0  0  E LH
3

.

(5.11)

The above equation is in fact very similar to Equation (5.5), except for the addition of the
heavy and light hole band gap energies. In case of no strain, the heavy and light hole
band gap energies are equal to the unstrained band gap energy and Equation (5.11)
reduces to Equation (5.5). E’ retains the same meaning as before. The non-parabolic
factor for the light holes is changed in such a way as to replace E0 with ELH in its
respective line of Equation (5.5).

5.1.1.5. Transfer Matrix Model
The transfer matrix method utilizes the power of matrix algebra in order to handle
the wave propagation from one layer to the next. To exploit this method, it is presumed
that the potential is a series of steps. An example of such a multilayer structure with
stepwise potentials is illustrated in part (a) of Figure 5.2. This allows for the problem at
hand to be reduced from a problem of waves in an arbitrary potential to that of waves
within a simple constant potential (waves that are then either sinusoidal or exponential).
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Figure 5.2. (a) Arbitrary potential profile of a multilayer structure with N layers. (b) A
single layer of the structure showing the forward and backward wave amplitudes just to
the left of the mth interface. Based of Reference 113.
By applying appropriate boundary conditions, the solutions in adjacent layers can then be
related to each other [86,113].
When a wave with some energy E is incident on such a structure as depicted in
part (a) of Figure 5.2, part of it is reflected and part transmitted, and the formalism that is
set up must allow for this. The approach that is taken then, for each layer in the structure,
is to derive a matrix that relates the forward and backward wave amplitudes, Am+1 and
Bm+1, just to the right of the mth interface (see part (b) of Figure 5.2). By multiplying those
matrices together for all of the layers, a single transfer matrix for the entire structure is
constructed, which then allows for analysis of the entire multilayer structure. In this
formalism, each layer m has a potential energy Vm, a thickness dm, and an effective mass
mm .

In any given layer, if E > Vm, there is a forward propagating wave of the form A =
A0exp[ikm(z – zm-1)] and a backward propagating wave of the form B = B0exp[–ikm(z – zm1)],

where A and B are complex numbers representing amplitudes of the forward and

backward waves, respectively. In this case,
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km 

2mm
E  Vm  .
2

(5.12)

Similarly, if Vm > E, there is a forward decaying wave of the form
A = A0exp[–κm(z – zm-1)] and a backward decaying wave of the form
B = B0exp[κm(z – zm-1)], where

2mm
Vm  E  .
m 
2

(5.13)

As long as the positive square root (either real or imaginary) is chosen in both cases (E >
Vm and Vm > E), one can work only with km. A forward wave can then be written in the
form exp[ikm(z – zm-1)] for both E > Vm and Vm > E cases. For the case Vm > E case, it can
be written as exp[ikm(z – zm)] ≡ exp[–κm(z – zm-1)] with imaginary km. This simplifies the
handling of the mathematics, allowing for the use of the same formalism in all layers.
Now in any layer, the wave function ψ(z) can be written as,

 z   Am exp ik m z  zm1   Bm exp  ik m z  zm1  ,

(5.14)

where km can be either real or imaginary and is given by Equation (5.12).
Considering the boundary conditions going from just inside one layer to the right
of the boundary to just inside the adjacent layer on the left of the boundary, the continuity
of the wave function ψ at the interface requires that
AL  BL  Am1  Bm1 .

(5.15)

In the second boundary condition, the effective mass approximation is employed for the
continuity of ∂ψ/∂z and the following relation is obtained
1 d
k
 i  A  B ,

m dz
m

(5.16)
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for the wave on either side of the boundary. Then, the right boundary in part (b) of Figure
5.2 yields,
AL  BL   m  Am1  Bm1  ,

(5.17)

where
 k m1

k
m   m
 k m1

 km

mm
mm 1
q
mm 1  ezzm1  exxm1 
mm 1 1  ezzm  exxm q

without strain
,

(5.18)

with strain

where k is given by Equation (5.12), m* is the energy dependent effective mass that is
corrected with the non-parabolic factor in Equation (5.11), exx and ezz are the strain tensor
components given by Equation (5.7), and q = 0 for heavy particles, and q = 1 for light
particles. The inclusion of the effective masses and the quantities in parentheses in
Equation (5.18) are a direct result of the boundary conditions stated by Equations (5.3)
and (5.10).
Solving then for coefficients AL and BL yields

 1  m 
 1  m 
AL  Am1 
  Bm1 

 2 
 2 ,
 1  m 
 1  m 
BL  Am1 
  Bm1 

 2 
 2 

(5.19)

which can be written in matrix form as
 Am1 
 AL 
,
   Dm 


 
 BL 
 Bm1 

(5.20)

where
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Dm 

1   m 1   m 
1
.
2 1   1   
m
m


(5.21)

Having dealt with the boundary conditions, attention needs to be given to the
propagation that relates Am and Bm to AL and BL. For the propagation in a given layer, m,
whose thickness is dm,
Am  AL exp  ik m d m 
Bm  BL exp ik m d m 

,

(5.22)

corresponding to a matrix-vector representation such that
 Am 
 AL 
   Pm   ,
 
 
 BL 
 Bm 

(5.23)

0
exp  ik m d m 

Pm  
0
exp ik m d m 


(5.24)

with

At this point, the full transfer matrix T, which relates the forward and backward wave
amplitudes at the entrance to the forward and backward wave amplitudes at the exit, can
be written as
 AN 2 
 A1 
,
  T


 
 B1 
 BN  2 

(5.25)

where
N 1

T  D1  Pm Dm .

(5.26)

m2

It is noted here that the transfer matrix in Equation (5.26) depends on the energy E that is
chosen for the calculation of the k’s in each layer.
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In case of bound states it is possible to use the transfer matrix itself to find
eigenstates of the heterostructure. For example, if the first layer (layer 1) and last layer
(layer N+2) are infinitely thick and their potentials are V1 > E and VN+2 > E, there may be
some values of E for which there are bound eigenstates. Such states would only have
exponentially decaying wave functions into the first and last layers from the multilayer
structure. Hence, A1 = 0 (no exponentially growing wave going out from the left of the
structure) and BN+2 = 0 (no exponentially growing wave going out from the right side of
the structure). Therefore, if there is a bound eigenstate, it follows that,
0
 AN  2  T11 T12   AN  2 
  T


.
 


 

 0  T21 T22   0 
 B1 

(5.27)

This can be the case only if the element in the first row and first column of T is zero.
That is,
T11  0 .

(5.28)

This condition can be used in a numerical search for eigenenergies by varying E. This
numerical approach will need to be performed separately for electrons, heavy holes, and
light holes. First, each particle has its own effective mass, and second, the potential
barriers may not be the same for both, electrons and holes. The conduction and valence
band offsets can be determined by comparing the calculated eigenenergies to those
measured by PR. However, the eigenenergies will need to be obtained as a function of the
band offsets and only one particular offset will correspond to the measured eigenenergies.

115

5.1.1.6. Formation of Minibands
When working with superlattice (or any multi layer) structures, the effect of the
periodicity of the structure on its energy levels needs to be considered. Figure 5.3
illustrates this effect. The first three plots show the conduction band energy levels for
one, five, and ten CdTe quantum well structures with ZnTe barriers. In the single
quantum well structure, three discrete energy levels are present. As the number of wells
increases so does the number of energy levels. Interestingly, the new energy levels are
clumped together in what appears to be energy bands. In fact, by having just ten wells,
the effect of band formation is clearly visible for the first two bands. The third band is too
wide to fit inside the potential and is therefore cut off at the top. Furthermore, the energy
levels within a band are more clumped together closer to the edges of the band and are
more separated in the middle of the band. This is suggestive of a cosine like trend,
exactly what is predicted in standard semiconductor theory. These superlattice bands are
referred to as minibands, mainly to distinguish them from bulk bands and to indicate their
relative width to that of those present in bulk bands.
The last plot in Figure 5.3 shows the effect of well width change on the
conduction band energy levels of a CdTe/ZnTe superlattice with 50 repetitions and
barrier width of 20 Å. As the well width increases, the width of the minibands decreases.
In fact, for the lower couple of minibands, the width of the wells needs to be relatively
small in order to observe the formation of the minibands. The energy levels of a single
quantum well are shown in red in the same figure for comparison. By considering that the
same effect occurs in the valence band, it is evident from this analysis that the band gap
of superlattice structures is smaller than that of a single quantum well. This property of
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Figure 5.3. Effect of multilayer periodicity on the conduction band energy levels. The
first three plots show energy levels for one, five, and ten CdTe quantum wells with ZnTe
barriers. Already with ten wells the formation of minibands is evident. The bottom right
plot shows the energy levels as a function of CdTe well width. The energies of a single
quantum well are depicted by the red line.
multilayer structures serves them well for optoelectronic application because their band
gaps can be tuned to a larger degree than those of their single well counterparts.
Furthermore, the formation of minibands introduces another mode of conduction that is
very similar to bulk conduction but occurs at energy levels that are less than the barrier
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potential [114]. It is this property of superlattices that is exploited in this work for the
formation of p-type contacts for CdTe thin films.

5.1.2. Development of Modeling Software
In order to determine the band offset, development of a computational program
was necessary. The goal was to calculate the above mentioned transfer matrix for the
specific number of layers that are present in the superlattice structure and then determine
which energy values correspond to transfer matrix element T11 = 0. The calculation of the
transfer matrix is relatively straight forward as all that is required is simple matrix
multiplication. Care needs to be taken however to properly account for imaginary values
and exponentially increasing matrix elements. As the number of superlattice layers grows
larger, a transfer matrix that does not properly describe the structure may have elements
that are disproportionally large. This obstacle was overcome by capping the values of the
matrix elements below the floating point overflow.
Determining which energy values result in T11 = 0 is a matter of a root finding
algorithm. From a computational perspective, this method is relatively simple to
implement, and given that a number of efficient root finding algorithms exist, results can
be obtained with minimal computation time.
The program is capable of calculating energy levels, wave functions, and
tunneling probabilities and currents. Both type I and type II alignments are supported as
well as layer width gradients. The gradients can be either program supplied such as linear
and quadratic or from a user supplied list. The three bands (conduction, heavy hole
valence, and light hole valence) can be calculated simultaneously or individually. Effects
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due to band non-parabolicity can be turned on or off. A number of strain models are
supported as well, such as full strain due to the buffer layer, partial strain with user
supplied relaxed lattice constant, superlattice strain due to the buffer, and superlattice
strain in a free-standing configuration.
Energy levels are obtained through a van Wijngaarden-Dekker-Brent root finding
algorithm. This method combines the bisection method, the secant method, and inverse
quadratic interpolation. It has the reliability of the brute force bisection but it can be as
quick as some of the less reliable methods. It uses the secant method or inverse quadratic
interpolation whenever possible, simply because they converge faster, but it falls back to
the more robust bisection method if necessary [115,116].
The code was written in C++ using Microsoft Visual Express for the Windows
environment. Basic flowcharts and the user interface of the program are given in
Appendix A. When the program starts input parameters are read from the user interface.
Based on the input parameters, a decision is made whether any of the allowed parameters
(QC, layer width, or bias voltage) are to be varied. If so, the program enters a loop and
performs a series of steps. First, a calculation of the layer widths is performed. This step
takes care of any layer width gradients that may have been specified. Next, the in-plane
lattice constant is calculated. This is essential for incorporation of strain effects. Third,
the potential barriers are determined. Strain effects are included as well as potential
energy offset due to an applied bias voltage. Fourth, a superlattice structure is
constructed. This is a C++ structure that holds all of the relevant information for each
layer that will be subsequently used during the computation of the transfer matrix.
Finally, the transfer matrix is calculated according to the theoretical outline that was
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given previously. The output of the function that determines the transfer matrix depends
on whether the program is asked to calculate the energy levels, wave function, or
tunneling probability. In case that no parameter was varied, the program goes through the
above sequence only once. During the final phase of the program, calculated results are
written to output files and are plotted graphically in the user interface.

5.1.3. Growth and Characterization
This section presents the growth and characterization of superlattice structures
that were fabricated specifically for band offset determination. These structures were
deposited by MBE and optically characterized by PR. Comparison of PR and predicted
values from the calculations allowed for the determination of the band offsets.

5.1.3.1. Deposition by Molecular Beam Epitaxy
The samples in this part of the study were grown by MBE and the growth was
performed by Le Peng and Humara Sultana under the supervision of Professor María C.
Tamargo in the Chemistry Department at the City College of the City University of New
York.
The MBE system used for the growth was a Riber 2300P system that was
described in Section 2.1.3. Four separate superlattice structures were studied in the
purpose of determining the band offsets. Their layer diagrams are shown in Figure 5.4.
All of the structures used in this study were deposited on (001) oriented GaAs substrates
and they consisted of a series of buffer layers on which then the CdTe/ZnTe SLS was
deposited. In all cases, the first two buffer layers, starting from the substrate, were GaAs
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Figure 5.4. Diagrams showing the layers of the superlattice structures that were studied
in this work.
(~ 0.25 μm) and ZnTe (~ 0.25 μm). All structures except one had an additional buffer
layer of CdTe (~ 0.25 μm). The SLS structure consisted of ZnTe (E0 = 2.27 eV) potential
barriers and CdTe (E0 = 1.50 eV) quantum wells with 50, 70 and 100 repetions. In all
four cases the growth temperature was 290 °C. Elemental Zn, Cd, and Te sources were
used. The growth rates of CdTe and ZnTe sub-layers were 1.6 Å/s and 1.8 Å/s,
respectively, and the VI/II beam equivalent pressure ratio was about 2.

5.1.3.2. Structural Characterization
X-ray diffraction patterns for all four superlattice samples are shown in Figure 5.5. The
characteristic GaAs peak is present at ~ 66.3 ° and a peak due to the ZnTe buffer layer at
~ 60.6 °. The rest of the peaks correspond to the superlattice layers. The zeroth order
peak is around ~ 56.5 °. The number of peaks present is representative of good
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Figure 5.5. XRD patterns of the SLSs that were studied in this work. The order of the
superlattice peak is denoted by n.
quality superlattices. In Figure 5.5, n indicates the order of the satellite peak. From the
angular separation of the peaks ΔΘ, superlattice periods ΛSL = 49.7, 79.8, 74.6, and 44.2
Å were calculated by using the relationship in Equation (2.6) with λ = 1.5406 Å for the
wavelength of the Cu K1 excitation line.
In order to determine the width of the individual sub-layers HR-TEM was used.
The superlattice sample was first prepared by FIB and that procedure is outlined in
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Figure 5.6. Sample preparation for HR-TEM by FIB. (a) Deposition of Ga. (b) Milling.
(c) Removal of lamella. (d) Placement of lamella on TEM grid.
Figure 5.6. In part (a) the deposition of Ga on top of the superlattice is visible. In (b) the
milling procedure is halfway underway and the lamella is clearly taking shape. In (c) the
lamella has been detached from the main sample and it is welded onto a transfer probe.
Finally, in (d) the lamella was being welded onto the TEM grid and readied for transfer
into the TEM chamber.
Two bright-field HR-TEM images for the superlattice SLS-1 are shown in Figure
5.7. It was only possible to obtain TEM images for one of the superlattice samples,
mainly because of difficulties with milling. Nevertheless, enough information was
obtained in order to complete the study. In Figure 5.7, the dark and bright layers
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Figure 5.7. HR-TEM images of SLS-1. CdTe and ZnTe sub-layers correspond to dark
and bright layers, respectively.
correspond to CdTe and ZnTe sub-layers, respectively. The superlattice period of 50 Å as
obtained from HR-TEM is in excellent agreement with the period obtained from XRD
measurements. Furthermore, from HR-TEM measurements the average thicknesses of 32
and 18 Å for CdTe and ZnTe sub-layers was measured, respectively. These thickness
values were then used in the calculations of the strain induced effects and energy levels.
The choice of the thicknesses allows for observation of multiple transitions as well as the
effect of superlattice miniband formation. A previous study has shown that there exists a
critical sub-layer thickness to approximately 5 monolayers that is required for
CdTe/ZnTe SLSs to grow coherently with the buffer [117], however, this restraint is not
practical for detailed optical characterization. For example, a CdTe layer thinner than 5
monolayers would push the superlattice band gap energy above 2 eV, thereby not
allowing for observation of multiple transitions. Also, it has been shown that growth
above the critical thickness results in layers without excessive degradation of the
interfaces and without formation of islands [117,110]. These criteria are essential for
good particle confinement and thereby strong photoreflectance signal. Furthermore, we
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expect our structure to grow independently of the buffer layer, which was discussed in
more detail in Section 5.1.1.4.

5.1.3.3. Photoreflectance and Contactless Electroreflectance Characterization
During all PR and CER measurements the VNDF was employed to keep the
monochromatic light intensity constant with a dc output from the detector of ~ 1 V. For
PR the laser power was adjusted to achieve an ac output from the detector of ~ 1 mV.
This resulted in a laser power of ~ 3 mW. The stray laser light was blocked from entering
the detector by use of polarization filters. One filter was placed in front of the laser and
another in front of the detector. The filters were placed in such a way that their
polarization axes were perpendicular to each other. The filter that was in front of the laser
was placed so that its polarization axis is parallel to the polarization of the lasing output.
The PR spectrum was measured in the photon range of 1.3 – 2.2 eV. The upper energy
range was limited by the diode laser that was used. The signal to noise ratio in all
measurements was ~ 2500 or ~ 34 dB. The PR spectra are shown in Section 5.1.4 because
it is more relevant to that discussion.
Due to the limitation of the diode laser in measuring signals above 2.2 eV, CER
was utilized to obtain the bulk band gap of ZnTe which is expected to be ~ 2.3 eV. This
measurement was performed on sample SLS-2 which did not have a CdTe top buffer
layer and its spectrum is shown in Figure 5.8. This was important in order to make sure
that the photons do not get absorbed by CdTe before they reached the ZnTe buffer layer.
In fact, the signal from the lower ZnTe buffer layer in the other three samples is not
measurable. The CER setup is essentially the same as the PR setup described above
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Figure 5.8. CER spectrum of SLS-2 with a ZnTe top buffer layer. The arrow denotes the
bulk band gap energy of ZnTe.

except for the energy perturbation source. As was mentioned earlier, in CER the
perturbation is provided by a modulated high voltage amplifier. The electric field in this
case was provided by a condenser-like system consisting of a front wire grid electrode
with a second metal electrode separated from the first electrode by insulating spacers (see
parts (b) and (c) in Figure 2.10). The sample was placed between these two capacitor
plates. The dimensions between the plates were such that there was a very thin layer (~
0.1 mm) of air between the front surface of the sample and the wire grid of the front
electrode. Thus, there was nothing in direct contact with the front surface of the sample.
The ac modulating voltage (~ 1 kV peak to peak at 200 Hz) was applied between the
electrodes. To accomplish this, a TTL output signal from the lock-in amplifier was
passed through a high voltage amplifier. The CER spectrum that was used to evaluate the
band gap energy of ZnTe is shown in Figure 5.8.
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5.1.4. Evaluation of Band Offsets
In order to understand the band alignment, the effect of strain on the band edges
needs to be considered first. The deformation potentials used in this work are a = – 4.52
eV and b = – 1.1 eV for CdTe and a = – 5.80 eV and b = – 3.83 eV for ZnTe, where a =
ac – av [118]. The value for ac and av for each compound are then obtained from a
calculated ratio of ac/av [119]. All of the parameters related to strain calculations in this
study are summarized in Table VI.
According to the common anion rule [94], which states that two semiconductors
with a common anion should have most of their band discontinuity in the conduction
band, one expects the value of QC to be close to 1. Given the expected small valence band
offset that exists between CdTe and ZnTe, even a small amount of strain in either of the

Figure 5.9. Potential barrier depth as a function of QC for all three energy bands of the
SLSs that were studied. The y-axis is showing the absolute values of the potentials. This
results in positive slopes for type I alignment of electrons and negative slopes for holes.
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layers will cause the light hole band alignment to be of type II. In fact, calculations based
on the treatment outlined in Section 5.1.1.4, and presented in Figure 5.9, indicate that for
QC approximately greater than ~ 0.75, the SLSs have a type I band alignment for heavy
holes but type II for light holes. In contrast, if QC is approximately greater than 1.15, both
valence band particles are confined within ZnTe barriers. Given that QC is expected to be
Table VI. Values of the parameters used in strain effect calculations.
Parameter

CdTe

ZnTe

a (eV)

– 4.52a

– 5.80a

ac (eV)

– 2.96

– 3.83

av (eV)

1.56

1.97

b (eV)

– 1.10a

– 1.80a

C11 (1010 Pa)

5.35a

7.13a

C12 (1010 Pa)

3.68a

4.07a

lattice constant (Å)

6.48a

6.10a

E0 (eV)

1.50b

2.27b

Δ0 (eV)

0.92c

0.95c

me

0.099d

0.116d

mhh

0.50d

0.60d

mlh

0.115d

0.180d

thickness (Ǻ)

32/35/23/25e

18/45/52/19e

a

Reference 118.
Experimental values. The value for ZnTe was determined from the CER spectrum.
c
Average values from References 95 and 111.
d
References 120 and 121.
e
The first of the four values were determined from HR-TEM and other by matching
calculated transitions with those that were measured.
b
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greater than 0.75 based on the argument of the common anion rule, no light hole
transitions are expected to be observed with photoreflectance because photoreflectance is
only sensitive to direct interband transitions. On the other hand, the photoreflectance
results of this study clearly show a number of transitions specifying that QC must be less
than 1.15.
The effects of strain (i.e. in-plane lattice constant, strain, and shifts in band edges)
have been calculated using the values from and equations presented in Section 5.1.1.4. In
order to simplify the discussion, results pertaining only to sample SLS-1 are presented in
the text. For this particular sample it was found that a  = 6.28 Å. This results in
compressive strain of – 0.031 for CdTe and tensile strain of 0.035 for ZnTe. The
corresponding shifts for the conduction, heavy hole valence, and light hole valence bands
as calculated from Equation (5.8) are 56 meV, 50 meV, and – 95 meV for CdTe and –
115 meV, – 76 meV , and 227 meV for ZnTe, respectively. The strain induced
contributions to the potential barriers for all three bands in Equation (5.9) are then, – 171
meV, – 126 meV, and 321 meV respectively. From these values, it follows that the heavy
hole valence band is less affected by the strain compared to the light hole valence band.
In fact, the bulk heavy hole band gap energy is only shifted by 9 meV for CdTe and by 39
meV for ZnTe. In contrast, the bulk light hole band gap energy is shifted by 154 meV for
CdTe and 342 meV for ZnTe.
The measured room temperature PR spectra of the CdTe/ZnTe SLSs are shown in
Figure 5.10 (solid lines). The energies corresponding to the observed transitions were
obtained using a fit (dashed lines) based on the third derivative functional line shape with
three-dimensional critical points due to the periodic nature of the superlattice [87,88,112].
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Figure 5.10. PR spectra of the SLSs. Solid and dashed lines represent the experimental
spectra and the fits, respectively. The energies obtained from the fits are indicated by the
arrows.

The values obtained from this fit are indicated by arrows in the figure and presented in
Table VII. The notation EnH(L)m indicates that the transitions are from the nth
conduction subband to the mth valence subband of either heavy (H) or light (L) hole
character.
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Table VII. Experimental and calculated interband energies of the SLSs.
Transitiona

SLS-1

SLS-2

SLS-3

SLS-4

E1H1 (Γ)

1.657 (1.655)

1.644 (1.649)

1.732 (1.732)

1.698 (1.699)

E1H1 (Π)

1.696 (1.705)

1.674 (1.660)

–

1.748 (1.741)

E2H2 (Γ)

2.053 (2.053)

–

–

–

E1L1 (Γ)

– (1.613)

– (1.620)

– (1.710)

– (1.692)

E1L1 (Π)

– (1.687)

– (1.745)

–

–

E0lh (barrier)

1.928 (1.895)

– (2.096)

2.165 (2.159)

– (2.021)

QC

1.03

1.03

1.07

1.01

Barrier

0.102

0.085

0.050

0.105

a

All energies are given in units of eV. Values in parentheses were obtained from
theoretical calculations. Experimental values have a measurement error of ± 0.003 eV.

Assignment of the transitions was done according to the following considerations.
The identification of the signal originating from GaAs (~ 1.42 eV) and CdTe buffer layer
(~ 1.50 eV) was straightforward by considering that the bulk band gap energy of both
compounds are well documented [12,122]. The assignment of the remaining transitions
was made using symmetry rules which establish that the allowed transitions must be
either symmetry allowed (n = m) or symmetry forbidden but parity allowed (n = m ± 2, 4,
…) [87,88]. From the energy level calculations based on the method described earlier it
was found that only the first two energy levels that correspond to the first two superlattice
minibands are generally allowed for SLSs that were investigated. Therefore, allowed
transitions are E1H1 and E2H2. Furthermore, a weak transition following the lowest
assigned interband transition was observed. This observation is explained according to
the following criteria. In superlattice structures, two transitions per miniband are possible,
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one originating for the miniband zone center (Γ) and another from the zone edge (Π).
This behavior has been previously observed with photoreflectance in GaAs/Al1-xGaxAs
[87,123,124], InxGa1-xAs/GaAs [125], and CdTe/Cd1-xMnxTe [126] superlattices.
Therefore, the pair of transitions (e.g. 1.657 eV and 1.696 eV for SLS-1) was assigned to
the zone center and zone edge transitions of the first miniband, respectively.
The photoreflectance spectrum could potentially be affected if the lower periods
of the superlattice have not completely relaxed into the free-standing mode. In order to
clarify this issue, the above calculations were performed again except that the SLS
structure was strained by the top buffer layer instead. In this case the equilibrium in-plane
lattice parameter a  of the SLS is written as

a 

ab d bb  N a1d11  a2 d 2 2 
,
d bb  N d11  d 2 2 

(5.29)

where a, d, and ξ have the same meaning as in Equation (5.6), b denotes the buffer layer,
and N is the number of periods [108,109]. From Equation (5.29), we find that a  = 6.36 Å
for SLS-1, which places more strain on the ZnTe sub-layers. Consequently, the energies
are lowered by 7 meV for E1H1(Γ), 6 meV for E1H1(Π), and 10 meV for E2H2(Γ)
transitions. This is not a significant change, especially when considering our
experimental error of ± 3 meV. Nevertheless, this difference could contribute to the
broadening of the transitions. On the other hand, the light hole transitions are affected
considerably more, e.g. E1L1(Γ) is lower by 94 meV and E1L1(Π) by 100 meV. The low
temperature photoluminescence work [108] has shown that the E1L1(Γ) transitions are
within approximately 10 meV of the calculated values using the free-standing model,
indicating that there is no significant, if any, contribution from the lower sub-layers close
to the substrate. Part (a) of Figure 5.7 shows the SLS close to the substrate. In this image,
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misfit dislocations in the SLS going directly to the substrate are clearly visible. This
further supports the above conclusion that the SLS is relaxed from the substrate and
therefore free-standing.
In the PR spectra of SLS-1 and SLS-3 shown in Figure 5.10, transitions at 1.895
eV and 2.165 eV are observed that do not correspond to any of the confined energy levels
within the superlattices. It is possible that this feature arises from the light hole band gap
in the barrier. Strain calculations indicate that the light hole band gap energy of the
barrier should be 1.928 eV and 2.159 eV as a result of the strained induced effects,
respectively. Given that the two values are within reasonable agreement, these transitions
were assigned to the strained light hole band gap energy (E0lh) of the ZnTe barriers.
Using the data listed in Table VI, the energies of the observed transitions were
calculated as a function of QC as given by Equation (5.9). Figure 5.11 shows in solid and
dashed lines, the calculated transitions and the experimental values obtained by the fit
presented in Figure 5.10. As indicated in Figure 5.11 by the dotted vertical line, the best
agreement between the calculated and the experimental values for all the transitions in all
four samples was found for QC = 1.03 and a corresponding valence band offset ΔEv = 92
meV. These values were obtained by considering weighted averages of QC and ΔEv that
are given in Table VII. According to the findings presented in Figure 5.10, Figure 5.11
and Table VII, there is good overall agreement between the measurement and the
theoretical model.
Lastly, the nature of transitions associated with light holes is discussed. Using the
parameters utilized to calculate transitions from the conduction band to the heavy hole
valence band, the possible energies of the SLS transitions from the conduction band to
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Figure 5.11. Energies of the transitions determined by the envelope function
approximation as a function of QC. Solid blue lines represent the calculated energy
transitions. Dashed red lines represent experimental values indicated by arrows in Figure
5.10. Dotted gray lines indicate the best fit between calculated and experimental values.
the light hole valence band were calculated. It was found that only the confined transition
E1L1 is allowed. For the SLS miniband zone center in sample SLS-1 E1L1 = 1.613 eV is
smaller than E1H1 = 1.696 eV, indicating that the ground state of the valence band is the
light-hole band and that the SLS band gap energy is given by the E1L1(Γ) transition.
Similar results are found for the other three samples and all calculated values are
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summarized in Table VII. These findings are also in agreement with low temperature
photoluminescence measurements performed by Mathieu et al. [127].
Previous theoretical studies based on tight binding [128] and full-potential
linearized-augmented-plane-wave [129] methods have made efforts to interpret the low
temperature photoluminescence experiments. Their studies show, in agreement with this
work, that the superlattice is free-standing, the band alignment is type II for light holes,
and that the ground state is associated with the lowest light hole transition. Overall, there
is also good agreement between the evaluated band offsets.

5.2. Wave Functions in Superlattice Structures
Given that by evaluating the transfer matrix one also determines the wave
function amplitudes it is then also possible to calculate the wave function of the
investigated structure. Once the forward and backward wave function amplitudes Am and
Bm are known at each interface for a particular layer m then the wave function at some
point z in that layer is written as

 z   Am exp ik m z  zm   B m exp  ik m z  zm  .

(5.30)

One such calculation is presented in Figure 5.12 for the first miniband minimum of the
SLS-1 superlattice structure. Delocalization of the wave function is clearly evident for all
three bands. This is a result of the wave function coupling between adjacent wells due to
the narrow barrier layers. Also, it is noteworthy to mention the offset of the light hole
wave function in the z direction of the structure with the respect to the wave functions of
the other two particles. This is a direct consequence of the fact that the light hole valence
band is in type II alignment, whereas the heavy hole is in type I alignment.
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Figure 5.12. Wavefunction of the first miniband minimum for all three bands in the SLS1 superlattice structure. The wave function amplitudes are not normalized and are
displayed here with amplitude of the potential barrier height. Blue represents the
conduction, green the heavy hole valence, and red the light hole valence bands.

5.3. Modeling of Efficient Tunneling Structures
The recipe for modeling efficient tunneling structures is to take the findings from
the previous sections and apply the transfer matrix to calculate the transmission
probabilities. Once those are obtained, then the current density can be determined and
thereby preferred structures identified.
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5.3.1. Tunneling Probabilities and Currents in Superlattices
Given that the transfer matrix T for some structure and for some energy E has
been calculated according to the method outlined above, the fraction of incident particles
at that energy that are transmitted can now be deduced. In such a tunneling or
transmission problem, it is presumed that there is no wave incident from the right, so
there is no backward wave amplitude on the right of the potential. Hence, for incident
forward and backward amplitudes A and B, respectively, and a transmitted amplitude F,
 A T11 T12   F 
  .
 
 
  
 B  T21 T22   0 

(5.31)

From this, it follows that

A  T11F
B  T21F

.

(5.32)

The fraction of incident particles that are transmitted by the barrier is then given by,

A B
2



A

2

2

 1

T21
T11

2
2

.

(5.33)

In order to determine η, knowledge of the band offsets (potential barriers) is necessary.
In a contact application, the superlattice needs to account for the band bending
that occurs at the CdTe/ZnTe interface. The idea is to compensate for this band bending
by inserting a superlattice structure that maximizes the hole current. The band bending
essentially acts as an external potential that modifies the potential profile of the
superlattice by imposing a potential gradient. Once such a gradient is present a current
density can be evaluated according to
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(5.34)

where e is the fundamental charge, m* is the semiconductor effective mass, ħ is the
reduced Planck’s constant, η is given by Equation (5.33), Vb is the applied external
potential, f(E) is the hole occupancy in the emitter region, and f(E + Vb) is the
corresponding occupancy in the collector region [95,130]. The particle occupancy is
given by the Fermi-Dirac distribution function under equilibrium conditions The term
[f(E) – f(E + Vb)] ensures that the particle is tunneling from an occupied state to an
empty state. Equation (5.34) works under the assumption of no or minimal scattering,
which is a reasonable assumption given that the goal of this study is not to predict the
absolute value of the current density but to identify which structure yields a better
performance on a relative scale. Of course, the emitter and collector are the CdTe
absorber layer and the ZnTe:N termination layer, respectively.

5.3.1.1. Development of Modeling Software
The same program that was described in Section 5.1.2 is expanded to include
calculations of tunneling probabilities and current densities. The main modifications are
as follows. During the computation of the transfer matrix the return is subjected to a
conditional statement to determine whether to output the T11 matrix element or η. When
the function that requests the computation of the transfer matrix is called, a conditional
statement determines whether to send the function to the root finding algorithm or not. In
this case only the transfer matrix is evaluated. The current density is calculated according
to Equation (5.34) and the integration therein is performed by the Romberg’s method
[115]. The external potential is implemented in the following way. First, the electric field
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strength is determined by dividing the potential by the total length of the superlattice.
Then, each layer is subdivided into a number of sections each half a monolayer thick.
Finally, by using the value of the electric field strength and the length of each subsection,
the contribution from the external potential to that subsection is then calculated. This
results in a step-like potential of half monolayer step increments within each layer of the
superlattice. The potential is constant inside each layer subsection. The typical subsection
width is approximately 1.5 Å and it is reasonable to assume that the potential will be
constant across these length scales which are approximately on the order of one atomic
width.

5.3.2. Modeling Results
The band bending or any other externally applied potential has an adverse effect
on the superlattice in that it destroys the symmetry in the potential profile. Depending on
the strength of the potential, the tunneling probabilities get reduced and in severe cases
diminished. This effect is illustrated in Figure 5.13. For simplification purposes, a multi
quantum well structure of two wells is considered. The resonance peaks in Figure 5.13
are indicative of energy levels that are present in the structure. With each quantum well a
resonant peak (i.e. energy level) appears and in regards to this discussion the plots would
quickly get cluttered with superfluous information by the addition of many more quantum
wells. Therefore, the presentation is restricted to only two wells. This is a reasonable
approximation simply because the superlattice miniband width is approximately equal to
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Figure 5.13. Effect of externally applied potentials on the tunneling probabilities of a
multi quantum well structure with two quantum wells.

the separation of the two resonant peaks shown in Figure 5.13. The band bending is
simulated by imposing a linear potential across the superlattice structure and for
illustration purposes values of 0.0, 0.1, and 0.2 eV were chosen. It is clearly evident from
the plots in Figure 5.13 that the tunneling probabilities are drastically reduced already
with an external potential of 0.1 eV. To compensate for this, structures need to be
modified to accommodate the band bending. This can be achieved through one of two
ways, namely by modulation doping or layer width gradients. For this study, application
of layer width gradients is more practical because the facilities that are available are not
well suited for doping variations during the deposition cycle. The sputtering system
described in Section 2.1.1 is capable of sub-Å control, however, the gas injection in this
sputtering system is most reliable when kept at a constant flow.
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Another issue that needs to be considered is the Fermi level of a CdTe/ZnTe:N
interface. Literature searches yield very little information on this topic, however, it is
clear that the Fermi level depends on the carrier concentration in ZnTe layer. [131,132].
In fact, these works show that nitrogen doping lowers the Fermi level from – 0.77 eV for
undoped films to – 1.21 eV for doped films. The values are given with respect to the
bottom of the conduction band in ZnTe. Given that it would be difficult to predict the
actual values of the Fermi level in the structures that are studied in this work, the effect of
the Fermi level on the tunneling current was investigated beforehand.
Figure 5.14 shows hole current densities in a CdTe/ZnTe superlattice structure as
a function of band bending potential and a range of Fermi levels (given with respect to
the bottom of the conduction band). The trend depicted in the figure is that the current
density strongly depends on the value of the Fermi level. This is to be expected because

Figure 5.14. Current density of holes as a function of band bending potential of
CdTe/ZnTe superlattice structure. The Fermi level is given with respect to the bottom of
the conduction band. The inset shows the same curves on a logarithmic scale.
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as the Fermi level decreases so does the density of unoccupied states in the valence band
giving rise to the number of holes that are available for conduction. More interestingly is
however the fact that the overall shape of the curves does not depend on the Fermi level.
For example, a peak in current density is present at approximately 0.12 eV for all values
of the Fermi levels that were used to simulate the curves. This is further clarified with the
data presented in the inset of Figure 5.14 that shows the same plot on a logarithmic scale.
According to the inset there are virtually no changes to the shapes of the curves. In other
words, if a peak in current density occurs at a particular value of the external potential,
then the presence of that peak is not dictated by the Fermi level, only its intensity. This is
a very important finding simply because of the lack of knowledge of the actual value of
Fermi level.
In order to understand which structures are well suited for experimental studies, a
number of superlattice sub-layer width gradients have been analyzed and the main
findings are summarized below. Both linear and quadratic gradients have been examined.
Also, gradients of 1 and 2 monolayers per superlattice sub-layer were considered. Figure
5.15 shows the modeling results for a number of investigated structures. Part (a) of the
figure depicts five structures, one with no gradient (i.e. constant CdTe and ZnTe sublayers), three with 1 monolayer gradients (only in CdTe layers, only in ZnTe sub-layers,
and in both CdTe and ZnTe sub-layers), and one with 2 monolayer gradient (in both sublayers). For all five structures the overall thickness was ~ 350 Å. Part (b) shows the same
structures as in part (a) but with the overall thickness of ~ 1000 Å. Part (c) shows the
difference between linear and quadratic gradients (in both sub-layers) and part (d) shows
the effect of applying the gradients opposite to the growth direction rather than in the
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Figure 5.15. Hole current density of various CdTe/ZnTe superlattice structure as a
function of band bending potential. (a) shows the effect of different 1 monolayer (ML)
gradients for superlattice structures of ~ 350 Å thickness. (b) shows the same structures
shown in (a) but with ~ 1000 Å superlattice thickness. (c) shows the difference between
linear and quadratic gradients. (b) shows the difference between gradient direction.
same direction. Note here that the CdTe and ZnTe layer gradients are in opposite
direction with respect to each other.
The study of various linear gradients revealed that in all cases a gradient yields a
larger current density when compared to structures without a gradient. This was expected
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due to symmetry breaking and it was already discussed above. Those structures with a
linear gradient in both layers yielded the largest current density. More interestingly, those
are the only structures that show a significant current density peak at approximately 0.115
eV. This is direct evidence that the minibands were recovered if not fully then certainly in
part. Comparison of parts (a) and (b) indicates a significant dependence on the
superlattice thickness. For example, the structure with a 1 monolayer gradient in both
CdTe and ZnTe yields the largest current density at the peak, however, the thinner
structure shows better performance at potential energies larger than the peak energy. This
issue will be discussed further below. Also, a major finding of this part of the study
indicates that the ZnTe sub-layer widths need to increase in the growth direction of the
structure in order to obtain superlattices with high performance. The opposite is true for
CdTe sub-layers.
In order to fully understand the difference between structures that feature
gradients in both CdTe and ZnTe sub-layers as compared to those with gradients only in
ZnTe sub-layers, the investigation was turned to analysis of tunneling probability curves.
Figure 5.16 shows the comparison of tunneling probabilities of structures with 1
monolayer gradients in both superlattice sub-layers (solid blue lines) and only ZnTe sublayers (dashed red lines). Two sets of data are presented, one with a band bending
potential of 0.10 eV in (a) and another with a potential of 0.14 eV in (b). The formation
of minibands is more evident in structures with gradients in both sub-layers. For example,
the red curves feature isolated resonant states whereas the blue curves show resonant
states that are close together forming bands. The first miniband in the blue curves is
shaded for ease of visualization. Also, the miniband separation is at least twice the room
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Figure 5.16. Tunneling probabilities of CdTe/ZnTe superlattices with gradients in both
sub-layers (solid blue) and only ZnTe sub-layers (dashed red) with band bending
potentials of 0.10 eV (a) and 0.14 eV (b). The blue shaded area emphasizes the first
miniband of the superlattice structure with gradients in both sub-layers.
temperature energy (kT = 0.026 eV at 300 K). This kind of separation is a requirement for
efficient miniband conduction [114,130]. Furthermore, the minibands in these structures
are very close to the valence band edge (E = 0.0 eV). This is very beneficial because most
of the particles that are available for conduction will be at those energies that are close to
the band edge. To fully understand the importance of the relative position of the
miniband with respect to the band edge, the density of states needs to be considered. In
1D structures, such as the superlattices studied in this work, the density of states g1D is
proportional to energy according to the following relationship
g1D  E  

m

(5.35)

E
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Figure 5.17. Product of the density of states and the Fermi distribution in a 1D structure
with band gap energy of 1.5 eV. Shaded area illustrates the number of available occupied
and unoccupied states in the conduction and valence bands, respectively.

where m* is the effective mass of the semiconductor. The density of state decreases with
energy and when coupled with the Fermi distribution f(E), the number of available and
unoccupied states is confined to a small energy range close to the band edge. This trend is
illustrated in Figure 5.17 which shows the product g1D(E)f(E) as a function of particle
energy. The plot in the figure shows that the energy range of the available unoccupied
states is approximately 0.5 eV which is well correlated to the width of the miniband in
Figure 5.16. The fact that g1D(E)f(E) is maximized close to the band edge shows the
importance of the miniband’s proximity to said band edge.
All in all, the modeling results clearly indicate the best performing superlattice
structures for p-type contacts in CdTe thin films are those with a 1 monolayer gradient in
both CdTe and ZnTe superlattice sub-layers.
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In all of the above calculations the light holes were neglected, mainly for the
following reason. The density of states in a 1D structure is given by Equation 5.35 and
the difference between the heavy and light holes is illustrated by consideration of their
respective effective masses. For example, the heavy hole’s effective mass in CdTe is
0.50m0 and the light hole’s is 0.099m0. The ratio of the heavy hole density of states to the
of the light hole is 2.25. In ZnTe the effective masses are 0.60m0 and 0.18m0 for heavy
holes and light holes, respectively. The density of states ratio then becomes 1.83. These
results show that at any given energy there are twice as many heavy holes than there are
light holes and current conduction is therefore predominantly carried out by heavy holes.
On the other hand the ratio of heavy to light holes in the bulk CdTe electrode is
proportional to the 3/2 power of the effective mass ratio [95]. This results in a flux of
heavy holes coming from the electrode that is 11.35 times larger than that of the light
holes. Furthermore, due to band mixing effects, which is taken into account through the
band non-parabolicity, the heavy hole current is further enhanced through the coupling
with light holes [133].

5.3.3. Characterization of Structures Deposited by Magnetron Sputtering
A few structures were studied before attempts were made to apply them to the
CdTe solar cells. This was done in order to optimize the growth rates and check for any
inconsistencies. The growth rates of both CdTe and ZnTe were determined by first
depositing several thick films with 1 sccm N2 flow at 300 °C, then measuring the optical
transmittance and reflectance in the transparent energy range, and finally fitting the
optical spectra with the Sellmeier equation to obtain the film thickness. In order to
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achieve better thickness control during the deposition of individual superlattice sublayers, the growth rates were reduced from those during the deposition of the CdTe
absorber layer in the CdTe solar cell. The growth rate of CdTe was 0.67 Å/s at 45 W rf
power and that of ZnTe was 0.68 Å/s at 72 W rf power.
Three specific structures were deposited on ZnTe:N coated glass substrates. One
structure consisted of a 200 nm ZnTe:N film with a 100 nm Ni top metal contact. This
particular structure was used as reference. The second structure consisted of a 100 nm
superlattice of constant CdTe (50 Å) and ZnTe (20 Å) sub-layer widths with a 100 nm
ZnTe:N top layer and 100 nm Ni top metal contact. The number of repetitions in this
structure was 15. The final structure was the same as the second except that the
superlattice had graded sub-layer width with 1 monolayer gradient. The initial CdTe and
final ZnTe sub-layer widths were 55 Å. The number of repetitions in this structure was
18. In all three cases the bottom and top ZnTe:N were deposited during the same run.

Figure 5.18. Reflectance spectra of initial sputtered superlattice contact structures.
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This ensured the same thicknesses and doping concentrations in all three samples. All
three structures were annealed at 200 °C per the procedure described in Section 3.5.4.
Figure 5.18 shows the reflectance spectra of all three contact structures described
above. Based on the positions of the interference minima and maxima there is very little
to no thickness variation between the three samples. The goal was to grow all three
structures with the same thickness to ensure reliable relative comparison. The reflectance
values for the first two minima and maxima pairs vary between the samples and this is
indicative of the changes in refractive indices between the samples. This is expected
because the overall composition and thereby electronic properties of the samples are
slightly different.
Figure 5.19 summarizes the results obtained from electrical characterization of the
above described contact structures. There were 29 pairs of contacts on each sample and

Figure 5.19. Box plot showing the comparison of contact resistances in preliminary
structures deposited by magnetron sputtering. Twenty-nine contact pairs were analyzed
for each contact structure. Inset shows the I-V characteristics of average performing
contact pairs for all three structures.
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the resistances between those contact pairs are given in box plot presentation in Figure
5.19. The mean resistances for the ZnTe:N, no gradient superlattice, and 1 monolayer
gradient superlattice contacts are approximately 222, 335, and 270 kΩ. These values
clearly indicate that the superlattice with the gradient outperforms the one with constant
sub-layer widths by ~ 22%. Also, the ZnTe:N and 1 monolayer gradient superlattice
contacts yielded comparable performance. This is very promising given that these
contacts were deposited on a thick ZnTe:N film and best performance is expected
from a ZnTe:N contact due to it being perfectly matched with the bottom layer.
Furthermore, the statistical interpretation of the data ensures the possibility to
discriminate between contacts and thereby identify those that offer improved
performance.
The inset in Figure 5.19 shows the I-V characteristics of the contact pairs of
average performance for all three contact structures. All three structures show excellent
ohmic properties. This is an important finding because this indicates that the superlattices
are not a source of additional resistance and that the application of the top ZnTe:N layer
was successful.

5.4. Chapter Summary
The energy transitions in CdTe/ZnTe SLSs as determined by PR and calculated
with a transfer matrix method based on the envelope function approximation and strained
induced effected have been presented and thoroughly discussed. It was found that there is
satisfactory agreement between experimental results and calculations. Transitions with
origins in both Γ and Π critical points of the superlattice miniband were observed. The
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superlattice band gap is associated with the light hole ground state transition E1L1. The
calculated band offset between CdTe and ZnTe is 0.92 meV. It is shown that PR coupled
with calculations based on the effective mass approximation are simple and effective
tools in detecting and calculating resonant states in SLS structures, such as the
CdTe/ZnTe system investigated in this study.
Tunneling probabilities and current densities for various superlattice structures
have been studied for their potential application as p-type contact for CdTe thin films. It
was identified that those structures that have 1 monolayer linear gradients in both CdTe
and ZnTe sub-layers exhibit the best performance. These predictions were made by using
the results and knowledge obtained from the optical analysis of the SLS. Preliminary
structures were deposited on ZnTe:N by magnetron sputtering and it was identified that
the superlattice structure with a 1 monolayer gradient outperforms that with constant sublayer widths. Furthermore, the electrical characterization of the preliminary structures
shows the possibility to discriminate between individual contact structures.
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Chapter 6:
Application of Contact Materials and Structures to CdTe Solar Cells

This chapter describes the experimental procedures that were used to deposit the
various Cu2Te thin films and CdTe/ZnTe superlattice contacts. Solar to electrical energy
conversion efficiencies are first presented for each contact type (i.e. thin films vs.
superlattices) separately and then in a comparison to ZnTe:N thin film contacts that were
presented in Section 3.6.2.

6.1. Results and Discussion of Cu2Te Contacts
The Cu2Te thin film contacts were studied as a function of annealing temperature
and film thickness. The purpose of annealing temperature variation was to find a
correlation with the results presented in Chapter 4. Of particular interest was the
determination of an annealing temperature that would yield the best contact performance.
The solar cell structure (i.e. substrate/ITO/CdS/CdTe) was grown according to the
recipe outlined in Chapter 3. Before the deposition of the Cu2Te, the CdTe absorber layer
was sputter-cleaned for 10 minutes at 25% rf power and 10 mTorr chamber pressure with
an Ar flow rate of 13 sccm. This was done to ensure a clean CdTe surface. All layers in
the solar cell except the Cu2Te thin films were deposited at the same time. This included
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the CdCl2 treatment. Therefore, the only variations in the electrical characterization
would come from the differences in the Cu2Te thin film contact layers.
Cu2Te thin films with thickness of 50 and 100 nm were deposited on the solar cell
structure immediately after the sputter-clean procedure. The growth conditions for Cu
and Te sources were kept the same as outlined in Section 4.1. Following the depositions
the samples were annealed at 200, 250, and 300 °C. At annealing temperatures above 200
°C, all of the contacts were short circuited. In fact, I-V characteristics showed ohmic
behavior with an approximate resistance of 50 Ω for those two annealing temperatures.
The solar cell that was annealed at 200 °C yielded poor performance and was not
included in the rest of the study. These findings indicate that the solar cells cannot handle
the higher annealing temperature in presence of Cu and that too much Cu has reached the
CdS or ITO layers. Due to these unforeseen challenges, the annealing temperatures have
been reduced to 100 and 150 °C. Immediately following the Cu2Te annealing procedure,
100 nm Ni metal contacts have been deposited on all cells.
Figure 6.1 shows the energy conversion efficiencies for solar cells with 50 and
100 nm Cu2Te thin film contacts that were annealed at 100 and 150 °C. The data is
presented in box plots. The 50 nm contacts show better performance (0.5 – 1.0% more) as
compared to the 100 nm films. Also, the higher annealing temperature shows a slight
improvement in performance particularly for the 50 nm films. According to the
distribution of efficiency values there is significant overlap between all of the contact,
however, the mean and maximum values follow the above described trend.
The yield for these contacts was rather poor. The 50 nm films had 28% and 33%
yield for annealing temperatures of 100 and 150 °C, respectively. The 100 nm films yield
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Figure 6.1. Box plot of solar to electrical energy conversion efficiencies of CdTe solar
cells with Cu2Te thin film contacts. Inset shows a representative cell that was used to
obtain this data.

was worse with 22% and 17% for annealing temperatures of 100 and 150 °C. Compared
to the solar cells with ZnTe:N thin films contacts, the yield in solar cells with Cu2Te thin
film contacts is about half.
Given that annealing temperatures above 150 °C resulted in either poor
performing or short-circuited solar cells, it follows that the contact layer is of mixed
cuprous telluride phases possibly with a small amount of Cu precipitates. This can also
explain the poor yield of these solar cells. If any Cu is allowed to reach the CdS/CdTe p–
n junction, the junction or the entire device would be compromised. As the annealing
temperature is increased above 200 °C the contact films are undergoing large phase
changes and the Cu and Te atoms would be greatly rearranged in order to make the bonds
of the newly formed phase. This can lead to large Cu diffusion to the CdTe absorber layer
given that the two are in intimate contact.
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6.2. Results and Discussion of CdTe/ZnTe Superlattice Contacts
Five separate superlattice structures were chosen for this part of the study. The
growth conditions were kept the same as given in Section 5.3.3. The solar cell structure
(i.e. substrate/ITO/CdS/CdTe) was grown according to the recipe outlined in Chapter 3.
Before the deposition of the superlattices, the CdTe absorber layer was sputter-cleaned
for 10 minutes at 25% rf power and 10 mTorr Ar pressure. This was done to ensure a
clean CdTe surface. All layers in the solar cell except the superlattices were deposited at
the same time. This included the CdCl2 treatment.
The five structures were as follows. Three structures were studied to investigate
the effect of the gradient type. One structure had a 1 monolayer gradient in both
superlattice sub-layers, another had a 1 monolayer gradient only in the ZnTe sub-layers,
and the third one had a 2 monolayer gradient in both sub-layers. All three superlattices
were 100 nm thick. The other two superlattices had a 1 monolayer gradient in both sublayers but had thicknesses of 25 and 50 nm. The purpose of these was to study the effect
of superlattice thickness. A 100/100 nm ZnTe:N/Ni top layer was deposited on all five
structures. After the depositions were complete, all solar cells were annealed at 200 °C to
maximize the ZnTe carrier concentration as well as activate the ZnTe:N/Ni interface.
Figure 6.2 shows in box plot presentation the energy conversion efficiencies of
solar cells featuring the above described superlattice contact structures. Part (a) shows the
comparison of the gradient types and part (b) shows the effect of superlattice thickness.
The inset in part (b) is an image of one of the solar cells with a CdTe/ZnTe superlattice
contact. The results of the study of sub-layer width gradients indicate that the
superlattices with 1 monolayer gradients in both sub-layers perform better than the other
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Figure 6.2. Box plot of solar to electrical energy conversion efficiencies of CdTe solar
cells with CdTe/ZnTe superlattice contacts. (a) shows the data for various gradient types
and (b) shows that for 1 monolayer (ML) gradient with various total superlattice
thicknesses. Inset in (b) is an image of a representative solar cell that was used to obtain
this data.
two options. This is in direct agreement with the predictions that were obtained from
numerical modeling of the structures.
From a statistical point of view there is significant overlap in efficiency values
between the various structures, however, it is clear that the mean and maximum values
are highest for the superlattice with 1 monolayer gradients in both sub-layers. This
distribution width is most likely due to inconsistencies in CdCl2 heat treatment
effectiveness over a larger surface area.
The contact failure rate for the superlattice contacts was as follows. For the
superlattices with a 1 monolayer gradient in both sub-layers the yield was 72%, 56%, and
33% for superlattice thicknesses of 25, 50 and 100 nm, respectively. The superlattice with
a 1 monolayer gradient in ZnTe sub-layers had a yield of 72% and the superlattice with a
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2 monolayer gradient in both sub-layers had a yield of 44%. The average yield was ~
50% which is comparable to the average yield of 40% for solar cells with ZnTe:N thin
film contacts. This is a promising result when considering the poor yield that was
obtained with contacts based on Cu2Te thin films.

6.3. Comparison of Contacts
Figure 6.3 shows in a box plot presentation the comparison of the best performing solar
cells with Cu2Te thin film and CdTe/ZnTe superlattice contacts with those with ZnTe:N
contacts. Although there is overlap in the distribution of the efficiency values, it is clear
that on average the solar cells with CdTe/ZnTe superlattice Cu2Te thin film contacts
perform better than those only with ZnTe:N thin films. CdTe/ZnTe superlattice and Cu2Te
thin film contacts have approximately equal performance where Cu2Te based contacts are
slightly better with a percent difference of ~ 4% in their mean efficiencies. The maximum

Figure 6.3. Comparison of energy conversion efficiencies in solar cells with the best
performing contacts identified in Sections 6.1 and 6.2.
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efficiencies that were obtained are 10.6% and 10.8% for CdTe/ZnTe superlattice and
Cu2Te thin films contacts, respectively.
J-V characteristics of average performing solar cells with all three contact types
are shown in Figure 6.4. These plots demonstrate that the main contribution to the
increase in performance in the investigated contacts is due to an increase in the shortcircuit current Jsc. In fact, the open-circuit voltage Voc is approximately the same for all
three structures, albeit somewhat larger for the new contacts that were studied in this
work. For example the Jsc percent difference between the solar cells with CdTe/ZnTe
superlattice contacts and those with ZnTe:N thin film contacts is 5.94%. For Cu2Te thin
film contacts it is 6.90%. On the other hand, Voc percent difference is 2.05% and 2.72%
for the CdTe/ZnTe superlattice and Cu2Te thin film contacts, respectively. Furthermore,
solar cells with ZnTe:N thin film and CdTe/ZnTe superlattice contacts both show a
rollover feature in first quadrant (pos. V and pos. J) of the J–V plot. This feature is related

Figure 6.4. Comparison of J-V characteristics of representative solar cells with best
performing contacts as identified in Sections 6.1 and 6.2.
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to the contact performance and is significantly smaller in the solar cell with the
CdTe/ZnTe superlattice contacts. This trend indicates that contacts based on CdTe/ZnTe
superlattices are a step in the right direction in regards to achieving stable ohmic contacts
in CdTe solar cells.
As a final note, the fill factor is discussed. Interestingly, the fill factor remained
essentially the same for all three contact types. In general the fill factor is related to
electrical current reduction due to internal losses, such as high equivalent series
resistance and low equivalent shunt resistance. These are factors that are highly related to
device processing. Although the fill factors obtained in this study (~ 60%) are lower than
the accepted value of > 70% for commercial grade cells, it is encouraging that the value
is constant for all three cells. This indicates that the process to develop the cells has
remained relatively consistant throughout the study.

6.4. Chapter Summary
This chapter presented the final results of this study, namely the contact
performance of both contact types and their relative comparison to ZnTe:N thin film
contacts. Cu2Te thin film contacts featured the highest performance, however, solar cells
with those contacts that were annealed at temperatures above 150 °C resulted in poor
performing cells and in most cases the cells were short-circuited. Also, contacts with 50
nm thickness performed better than those with a thickness of 100 nm.
Contacts based on CdTe/ZnTe superlattice performed similarly with those based
on Cu2Te thin films, albeit with slightly lower energy conversion efficiencies.
Superlattices that were deposited with 1 monolayer gradients in both superlattice sub-
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layers offered the best efficiencies and those with a thickness of 50 nm performed best.
Also, superlattice based contacts exhibited a smaller rollover feature further supporting
the claim that superlattice structures are better suited as p-type contacts in CdTe thin
films and solar cells.
Given the results obtained in this study, it is evident that contacts based on
CdTe/ZnTe superlattices are a viable Cu free option for future development of CdTe
solar cells. Furthermore, the ability to exploit miniband conduction mechanisms to
increase contact current has been demonstrated.
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Chapter 7:
Concluding Remarks

This work presented a detailed study of optical, structural, and electrical
properties of Cu2Te thin films and CdTe/ZnTe superlattices and their potential use as ptype contacts in CdTe solar cells. The work on Cu2Te thin films presented the effect of
annealing temperature on the above mentioned physical properties of films that were
deposited by magnetron sputtering. It was shown that room temperature depositions
result in polycrystalline films of mixed stoichiometric and non-stoichiometric phases.
Films annealed above 300 °C were predominantly in the Cu2Te phase with some nonstoichiometric precipitates. As the annealing temperature approached 500 °C the amount
of precipitates decreased. Optical analysis of these films showed that photons are
absorbed via two mechanisms, namely indirect band transitions for photon energies larger
than the band gap energy and free carrier absorption, dominated by the scattering by
optical phonons, below the band gap energy. Furthermore, the indirect band gap energy
decreases with annealing temperature. The electrical properties are characteristic of those
of a highly degenerate semiconductor. These films were then applied to CdTe solar cells
and studied as a function of annealing temperature. It was found that the films with a
thickness of 50 nm that were annealed at 150 °C resulted with the best performing solar
cells. Contacts that were annealed at 200 °C and above yielded poor performance and for
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the most part were completely short-circuited. This indicates that the composition of
working contacts is a mixed phase of cuprous telluride compounds, such as CuTe,
Cu7Te5, Cu2Te, and near stoichiometric Cu2Te precipitates.
CdTe/ZnTe SLSs were studied because they offer a potential solution to the
contact reliability problem by allowing customization of the tunneling performance and
thus enabling the development of stable ohmic contacts. For this purpose detailed
information regarding the electronic structure of CdTe/ZnTe SLSs is required. This work
therefore presented an in-depth study of optical transitions and miniband transport in
CdTe/ZnTe SLSs. The energy transitions were determined using photoreflectance
spectroscopy and calculations based on a transfer matrix method that incorporates both
band non-parabolicity and strain induced effects. The observed transitions have their
origin in the Γ and Π critical points of the superlattice minibands. The valence band
offset between CdTe and ZnTe was evaluated to 92 meV and it was concluded that the
superlattice ground state is associated with the lowest light hole energy level. With these
findings the above described transfer matrix approach was applied to study various
superlattice structures that maximize the tunneling current for increased solar cell energy
conversion efficiency. Superlattice structures with thickness gradients of 1 monolayer in
both the CdTe and the ZnTe sub-layers yielded the best contact performance. These
structures were then applied to CdTe solar cells and their J-V characteristics have been
determined to be in reasonable agreement with theoretical predictions. When compared to
contacts based on ZnTe:N and Cu2Te thin films, the superlattice contacts’ performance
was comparable to Cu2Te films but better than ZnTe:N films. This indicates that contacts
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based on CdTe/ZnTe superlattices are a viable Cu free option for stable and reliable ptype contacts in CdTe solar cells.
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Appendix A: Cu2Te XRD Patterns Data

Table A1. XRD pattern data for the as deposited Cu2Te thin films.
2Θ
(deg.)

Normalized
Intensity

Compound

hkl

12.3

34.3

Cu2Te

003

12.8

8.9

CuTe

001

23.7

16.7

Cu7Te5

031

24.6

3.6

Cu1.8Te

113

24.7

100

Cu2Te

006

25.3

15.7

CuTe

011

25.7

5.5

CuTe

002

26.8

3.3

Cu7Te5

102

37.7

3.2

Cu1.9Te

320

38.9

2.4

CuTe

003

45.3

1.6

Cu2Te

306

48.8

6.0

CuTe

103

50.3

1.2

Cu2Te

226

50.5

1.8

Cu1.8Te

401

51.9

1.2

CuTe

403

52.3

1.3

Cu1.8Te

392
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Appendix A (Continued)

Table A2. XRD pattern data for the Cu2Te thin films annealed at 200 °C.
2Θ
(deg.)

Normalized
Intensity

Compound

hkl

14.7

100

Cu7Te5

002

23.7

57.0

Cu7Te5

031

25.3

29.8

CuTe

011

25.7

29.7

CuTe

002

26.8

30.4

Cu7Te5

102

29.6

64.5

Cu1.8Te

204

37.3

18.2

Cu2Te

009

38.2

12.8

Cu1.8Te

207

39.7

9.8

Cu1.8Te

118

44.7

45.7

CuTe

112

61.7

61.7

Cu1.8Te

401
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Appendix A (Continued)

Table A3. XRD pattern data for the Cu2Te thin films annealed at 250 °C.
2Θ
(deg.)

Normalized
Intensity

Compound

hkl

14.7

100

Cu7Te5

002

23.7

46.0

Cu7Te5

031

24.7

49.5

Cu2Te

006

25.7

24.5

CuTe

002

26.8

29.3

Cu7Te5

102

27.7

40.1

Cu2Te

106

29.6

68.2

Cu1.8Te

204

35.1

14.2

Cu2Te

086

37.3

16.1

Cu2Te

009

38.2

14.2

Cu1.8Te

207

39.7

12.1

Cu1.8Te

118

41.7

12.1

Cu1.8Te

0 0 10

44.7

45.5

CuTe

112

45.3

18.2

Cu2Te

306

50.5

38.0

Cu1.8Te

401

52.3

9.5

Cu1.8Te

392
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Table A4. XRD pattern data for the Cu2Te thin films annealed at 300 °C.
2Θ
(deg.)

Normalized
Intensity

Compound

hkl

16.4

35.3

Cu2Te

004

24.7

100

Cu2Te

006

27.7

11.3

Cu2Te

106

32.3

4.5

Cu1.8Te

205

33.1

5.1

Cu2Te

008

35.1

4.2

Cu2Te

213

38.2

7.1

Cu1.8Te

207

41.7

4.5

Cu1.8Te

0 0 10

45.3

19.2

Cu2Te

306

50.5

12.0

Cu1.8Te

401
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Table A5. XRD pattern data for the Cu2Te thin films annealed at 400 °C.
2Θ
(deg.)

Normalized
Intensity

Compound

hkl

12.3

12.5

Cu2Te

003

14.7

8.7

Cu7Te5

002

16.4

3.8

Cu2Te

004

24.7

100

Cu2Te

006

27.7

21.2

Cu2Te

106

35.1

2.8

Cu2Te

213

45.3

4.6

Cu2Te

306

50.5

7.4

Cu1.8Te

401
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Table A6. XRD pattern data for the Cu2Te thin films annealed at 500 °C.
2Θ
(deg.)

Normalized
Intensity

Compound

hkl

12.3

29.1

Cu2Te

003

24.7

100

Cu2Te

006

27.7

21.2

Cu2Te

106

35.1

8.3

Cu2Te

213

39.7

5.1

Cu1.8Te

118

41.7

4.6

Cu1.8Te

0 0 10

45.3

31.6

Cu2Te

306

50.5

5.8

Cu1.8Te

401

52.3

3.4

Cu1.8Te

392
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Appendix B: Program Flowchart and User Interface

Figure A1. Flowchart describing the main process of the program that was developed for
calculations of energy levels, wave functions, and tunneling probabilities in
semiconductor multilayer heterostructures.
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Figure A2. Flowchart illustrating the process of the transfer matrix function. The logic of
choosing between the different applications of the transfer matrix is shown.
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Figure A3. Front user interface of the program that was developed to model electronic
properties of semiconductor heterostructures. This figure shows the tab that is used to
input material parameters.
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Figure A4. Front user interface of the program that was developed to model electronic
properties of semiconductor heterostructures. This figure shows the tab that is used to
set up computational parameters and display final results in graphical form. Energy
levels in a multi quantum well with graded layer widths are displayed as an example.
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