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电脑 照相机 化妆品 软件
英文正类 １　０００　 １　０００　 １　０００　 １　０００
英文负类 １　０００　 １　０００　 １　０００　 １　０００
中文正类 １　０００　 １　０００　 １　０００　 １　０００























电脑 照相机 化妆品 软件
精确度（１００）／％ ９１．０　 ９０．０　 ９２．０　 ８５．０
精确度（２００）／％ ８７．５　 ８８．５　 ８７．０　 ８７．０
褒义词实例 亮丽、精致 划算、轻巧 豪华、优雅 优、实惠
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图５　ＰＭＩ和ＬＰ方法构建的情感词典Ｔｏｐ　３００正确率比较
性沿着边向相邻的结点传播，从而充分利用词语情
感极性在所有词语空间的全局上面进行考虑。通过
多次迭代，可以提升标签传播的效率及性能。其次，
ＬＰ算法中词语的极性不仅受到临近种子词的影响
还受到临近非种子词的影响，使得距离近的词语倾
向于拥有相同的标签，可对不正确的词语极性及时
地重新计算和标注。因此，使用ＬＰ算法构建得到
的中文情感词典质量更高，在正确率和性能上具有
更大的优势。
５　结语
本文利用已有的英文情感词典资源及网络中现
存的大量中英文评论语料，设计了基于双语信息的
情感词典构建方法，通过计算词语间相似度，基于标
签传播算法（ＬＰ）给出一个带倾向权值的情感词典。
实验结果表明我们的方法对于不同领域内情感词的
褒贬分类具有较好的分类精确度，获取较多的领域
相关的中文情感词。
下一步工作中，我们将考虑已标注语料（有人工
打分标签），来帮助提高领域里面的情感词典计算性
能。同时，也将考虑语料中存在大量的情感极性反
转的情况，如否定、转折等语言现象。
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