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We consider an inverse problem for a one-dimensional integrodifferential hyperbolic
system, which comes from a simpliﬁed model of thermoelasticity. This inverse problem
aims to identify the displacement u, the temperature η and the memory kernel k
simultaneously from the weighted measurement data of temperature. By using the ﬁxed
point theorem in suitable Sobolev spaces, the global in time existence and uniqueness
results of this inverse problem are obtained. Moreover, we prove that the solution to this
inverse problem depends continuously on the noisy data in suitable Sobolev spaces. For
this nonlinear inverse problem, our theoretical results guarantee the solvability for the
proposed physical model and the well-posedness for small measurement time τ , which
is quite different from general inverse problems.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In the last twenty years, there has been much work related to the thermoelasticity equations, which describe the elastic
and thermal behavior of elastic, heat conductive media, in particular the reciprocal actions between elastic stresses and
temperature differences, see [1–3] and the references therein for more details. Such a model consists of a system of equa-
tions describing the evolution of the absolute temperature η and the displacement u of the medium. Initially, this model
is derived in terms of the Fourier’s law [1] and therefore without taking the memory effect into account. However, the
memory effect may exist in some physical situations, particularly when the materials considered are put into some envi-
ronment with low temperature. Since the thermal perturbation at one point affects the whole elastic body instantly, the
model without memory effect is not physically acceptable in this important case [4]. To overcome these diﬃculties, the
mathematical model considering memory effect was derived in [4,5], namely, the displacement u and the temperature η
satisfy the following system:
utt(x, t)− αuxx(x, t)+ βηx(x, t) = 0, (x, t) ∈ Q T := Ω × (0, T ), (1.1)
ηt(x, t)−
t∫
0
k(t − s)ηxx(x, s)ds + σuxt(x, t) = 0, (x, t) ∈ Q T , (1.2)
where α,β,σ > 0 are constants and Ω = (0, L) represents 1-dimensional slab material.
As proposed in [7], we supplement two equations above with the following physically motivated initial and boundary
conditions:
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u(0, t) = u(L, t) = 0, ηx(0, t) = f1(t), ηx(L, t) = f2(t), t > 0. (1.4)
The boundary condition (1.4) describes that the interfaces x = 0 and x = L are subjected to two prescribed heat ﬂuxes f1(t)
and f2(t) without displacement, respectively.
Mathematical studies on this direct problem have been extensively developed, for example, see [4–6] and the references
therein, where the global solutions or weak solutions in the framework of the Hilbert spaces are obtained.
However, little work are concerned with the inverse problem for this thermoelastic model. In practical situations, the
memory convolution kernel k in (1.2) represents the physical property of the material, which is very hard to be measured
directly in advance. An important indirect method to get the memory capability of the material is to put this material
into some stimulation and then to measure the corresponding response of the material. Then the kernel k is expected
to be inferred from the measurement. In this case, we have to deal with an inverse problem of determining u, η and k
simultaneously from some additional measurements on the temperature or displacement.
In this paper, we couple to the evolution equations the following additional information on η represented by
Φ
[
η(·, t)]= g(t), (1.5)
as our inversion input data, where Φ is of the form
Φ
[
h(·)] := ∫
Ω
φ(x)h(x)dx (1.6)
for given function h(x). Here g(t) is the measurement data representing the average temperature on the whole domain
Ω , while the weight function φ(x) is the type of device used to measure the temperature. Further, φ can be thought of
as an internal tiny sensor measuring the mean temperature in a very small part of Ω (i.e. supp(φ) may be very small)
[20,21]. The physical background of this mathematical issue reveals the average effect of measurement data, noticing both
the convolution
∫ t
0 k(t − τ )ηxx(x, τ )dτ and the integral
∫
Ω
φ(x)η(x, t)dx represent some average process.
Due to the memory effect, the inverse problem of identifying memory kernels k from (1.1) to (1.6) is a system of partial
integrodifferential equations. Considering the convolution with respect to k(t) in (1.2), such an inverse problem is nonlinear
and nonlocal with respect to k(t). Recently, such kinds of inverse problems have been investigated by many authors using
analytic semigroup theory (see [8–15]). These methods in those papers give an eﬃcient tool to deal with the recovery of
memory kernel.
More precisely, Colombo and Guidetti show that a semilinear integrodifferential parabolic inverse problem has a unique
solution global in time under suitable growth conditions for the nonlinearity involved in the evolution equation [10]. In that
paper, by a novel method rewriting the convolution term as a sum of two linear terms in the unknowns, they successfully
deal with the nonlinearities of the convolution term and the source term in the proof of global uniqueness. For the hyper-
bolic type, in [11] the authors study an identiﬁcation problem for the strongly damped wave equation with memory. The
global existence and uniqueness results are obtained. The key ingredient is to linearize the convolution term by splitting
procedure. Moreover, the local existence and the global uniqueness results for identiﬁcation of two memory kernels in a
fully hyperbolic phase-ﬁeld system are proved in [16]. In that case, the authors must deal with the interaction between two
unknown memory kernels. As for other researches on the integrodifferential inverse problems, we refer to [14,17–19].
However, to the authors’ knowledge, the identiﬁcation of memory kernel for the coupled thermoelastic model with
memory type has not been studied yet. It is well known that the existence and uniqueness of the inverse problem is of
great importance, especially for establishing the reconstruction scheme.
In this paper, we focus on the global existence and uniqueness of our inverse problem which will be stated in the
following. We ﬁrst establish the local existence and global uniqueness for our inverse problem with a weak regularity
condition (H5) of the weight function φ(x). When the strong regularity condition (H5′) for φ holds, we prove the global
existence of this inverse problem. Finally, the continuous dependence of solution on the behavior of the “noisy data” is
obtained in a suitable Sobolev space. In our proof, we borrow the ideas used to deal with the integrodifferential inverse
problems in [10,11,14–16]. Especially, the splitting process (4.4) of convolution term, which is successfully used to the global
existence for the strongly damped wave equation in [11], is the key ingredient to prove our global existence result. Here the
difference between our problem and the previous one in [11] is that we must deal with the interaction between the two
equations due to the coupling of displacement and temperature, which leads to more elegant mathematical analysis.
Throughout this paper, we will use the following simpliﬁed notations.
1. Let V be a Banach space on Ω . For any integers m, p, denote by Wm,p(Ω),Wm,p(0, T ) the usual Sobolev spaces
deﬁned for spatial variable and time variable respectively. We need also the following spaces:
Hm(Ω) := Wm,2(Ω), Hm(0, T ) := Wm,2(0, T ),
H2B(Ω) :=
{
u ∈ H2(Ω): ux = 0 on ∂Ω
}
,
Wm,p(0, T ; V ) := {u; Dαt u ∈ Lp(0, T ; V ) for all 0 α m},
Cm
([0, T ]; V ) := {u;∥∥Dαt u(t)∥∥ is continuous in t on [0, T ] for all 0 α m}.V
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‖u‖Wm,p(0,T ;V ) =
m∑
α=0
( T∫
0
∥∥Dαt u∥∥pV dt
)1/p
, ‖u‖Cm([0,T ];V ) =
m∑
α=0
(
max
0tT
∥∥Dαt u(t)∥∥V ).
2. For h ∈ L1(0, T ) and f : (0, T ) → X , where X is some Banach space, deﬁne the convolution
(h ∗ f )(t) :=
t∫
0
h(t − s) f (s)ds,
whenever the integral has a meaning.
3. Deﬁne the Banach spaces
XT := C3
([0, T ]; H1(Ω))∩ C2([0, T ]; H2(Ω))∩ C1([0, T ]; H3(Ω))∩ C([0, T ]; H4(Ω)),
YT := C3
([0, T ]; L2(Ω))∩ C2([0, T ]; H1(Ω))∩ C1([0, T ]; H2(Ω))∩ C([0, T ]; H3(Ω)),
ZT := C2
([0, T ]; L2(Ω))∩ C1([0, T ]; H1(Ω))∩ C([0, T ]; H2(Ω))
with the norm
‖u‖YT = ‖u‖C3([0,T ];L2(Ω)) + ‖u‖C2([0,T ];H1(Ω)) + ‖u‖C1([0,T ];H2(Ω)) + ‖u‖C([0,T ];H3(Ω)).
The norms in XT and ZT are deﬁned in a similar way.
Now we can state our inverse problem as follows:
Inverse Problem. For given p > 2, determine τ > 0, u ∈ Xτ , η ∈ Yτ , k ∈ W 2,p(0, τ ) from system deﬁned by (1.1)–(1.4) and
the additional measurement (1.5).
We make the following assumptions:
(H1) f1, f2, g ∈ W 4,p(0, T ), u0 ∈ H4(Ω), u1 ∈ H3(Ω), η0 ∈ H3(Ω);
(H2) k0 > 0, k1 < 0. These two constants k0,k1 are deﬁned by
k0 = Φ
[
η′′0
]−1(
g′′(0)+Φ[ασu′′′0 − βση′′0]),
k1 = Φ
[
η′′0
]−1(
g′′′(0)− k0Φ
[−σu′′′1 ]+Φ[ασu′′′1 + βσ 2u′′′1 ]);
(H3) Φ[η0] = g(0), Φ[−σu′1] = g′(0);
(H4) Φ[η′′0] = 0.
For the weight function φ(x), we assume the regularity
(H5) φ ∈ H1(Ω);
or
(H5′) φ ∈ H2(Ω).
Remark 1.1. From (2.4) and (2.6) in the next section, we see that k(0) = k0, k′(0) = k1. The kernel function k is usually
assumed to be strongly positive-deﬁnite and k decays exponentially to zero as time goes to inﬁnity [5]. Our hypothesis
on k0,k1 is accordance with such kinds of functions.
Remark 1.2. (H3) is the consistency condition for our problem (1.1)–(1.4) when we deal with smooth solutions.
Our main results in this paper are as follows, including the uniqueness results and error analysis:
Theorem 1.1. Under hypotheses (H1)–(H5), there exists τ > 0 such that the inverse problem has a unique solution (u, η,k) ∈ Xτ ×
Yτ × W 2,p(0, τ ).
Theorem 1.2. Under hypotheses (H1)–(H5), for given measurement data g(t), if the inverse problem has two solutions (u j, η j,k j) ∈
XT × YT × W 2,p(0, T ) ( j = 1,2), then (u1, η1,k1) = (u2, η2,k2).
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Theorem 1.4. Let gδ ∈ W 4,p(0, T ) be the noisy data of g ∈ W 4,p(0, T ) satisfying the consistency condition (H3) and∥∥gδ − g∥∥W 4,p(0,τ )  δ.
Then under hypotheses (H1)–(H5), there exists τˆ > 0 such that∥∥uδ − u∥∥Xτˆ + ∥∥ηδ − η∥∥Y τˆ + ∥∥kδ − k∥∥W 2,p(0,τˆ ) = O (δ), δ → 0,
where (uδ, ηδ,kδ) is the unique solution of the inverse problem corresponding to gδ .
2. Preliminary results
In this section, we derive an equivalent form of the original inverse problem, and present some technical results which
will be used in the proof of theorems.
By setting
∫ x
0 v(ξ, t)dξ = u(x, t), we can conclude that (u, η,k) satisﬁes (1.1)–(1.5) if and only if (v, η,k) satisﬁes⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
vtt(x, t)− αvxx(x, t) + βηxx(x, t) = 0, (x, t) ∈ Q T ,
ηtt(x, t)− k0ηxx(x, t) −
(
k′ ∗ ηxx
)
(x, t)+ σ(αvxx − βηxx)(x, t) = 0, (x, t) ∈ Q T ,
v(x,0) = u′0(x), vt(x,0) = u′1(x), η(x,0) = η0(x), ηt(x,0) = −σu′1(x), x ∈ Ω,
vx(0, t) = β
α
f1(t), vx(L, t) = β
α
f2(t), ηx(0, t) = f1(t), ηx(L, t) = f2(t), t ∈ (0, T ),
(2.1)
and
Φ
[
η(·, t)]= g(t). (2.2)
Now we introduce the function transform to make the boundary conditions in (2.1) homogeneous. For known function
ψ(x, t) = f1(t)x+ f2(t)− f1(t)
2L
x2,
let
v = w + β
α
ψ(x, t), η = θ +ψ(x, t), (2.3)
then (2.1) becomes for new function pairs (w, θ):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
wtt(x, t) − αwxx(x, t)+ βθxx(x, t) = F (x, t), (x, t) ∈ Q T ,
θtt(x, t) − (βσ + k0)θxx(x, t) + ασwxx(x, t)
= (k′ ∗ θxx)(x, t) +
(
k′ ∗ f2 − f1
L
)
(t)+ R(x, t) =: G(x, t), (x, t) ∈ Q T ,
w(x,0) = w0(x), wt(x,0) = w1(x), θ(x,0) = θ0(x), θt(x,0) = θ1(x), x ∈ Ω,
wx(0, t) = wx(L, t) = 0, θx(0, t) = θx(L, t) = 0, t ∈ (0, T ),
(2.4)
where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
F (x, t) = −β
α
(
f ′′1 (t)x+
f ′′2 (t)− f ′′1 (t)
2L
x2
)
,
R(x, t) = − f ′′1 (t)x−
f ′′2 (t)− f ′′1 (t)
2L
x2 + k0 f2(t)− f1(t)
L
,
w0(x) = u′0(x)−
β
α
ψ(x,0), w1(x) = u′1(x)−
β
α
ψt(x,0),
θ0(x) = η0(x) −ψ(x,0), θ1(x) = −σu′1(x) −ψt(x,0)
(2.5)
are known functions. The additional information (1.5) becomes
Φ
[
θ(·, t)]= H(t) := g(t)−Φ[ψ(·, t)]. (2.6)
From the obvious one-to-one correspondence of the above transform, we have
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We set
w = ux − β
α
ψ, θ = η −ψ,
then (w, θ,k) ∈ YT × YT × W 2,p(0, T ) solves the problem (2.4)–(2.6).
On the other hand, let (w, θ,k) ∈ YT × YT × W 2,p(0, T ) be a solution of the problem (2.4)–(2.6). If we set
u =
x∫
0
w(y, t)dy + β
α
x∫
0
ψ(y, t)dy, η = θ +ψ,
then (u, η,k) ∈ XT × YT × W 2,p(0, T ) solves the problem (1.1)–(1.5).
Now let us give some lemmata that will be used in the next sections.
Firstly, consider an auxiliary problem which will be used in the ﬁxed point arguments:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wtt(x, t) − αwxx(x, t)+ βθxx(x, t) = F (x, t), (x, t) ∈ Q T ,
θtt(x, t) − (βσ + k0)θxx(x, t) + ασwxx(x, t) = G(x, t), (x, t) ∈ Q T ,
w(x,0) = w0(x), wt(x,0) = w1(x), θ(x,0) = θ0(x), θt(x,0) = θ1(x), x ∈ Ω,
wx(0, t) = wx(L, t) = 0, θx(0, t) = θx(L, t) = 0, t ∈ (0, T ).
(2.7)
We make the following regularity assumptions on the above auxiliary problem:
F ,G ∈ C2([0, T ]; L2(Ω))∩ C([0, T ]; H1(Ω)), (2.8)
w0, θ0 ∈ H3B(Ω), w1, θ1 ∈ H2B(Ω), w2, θ2 ∈ H1(Ω), w3, θ3 ∈ L2(Ω), (2.9)
where⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
w2(x) = αw ′′0(x) − βθ ′′0 (x) + F (x,0),
θ2(x) = (βσ + k0)θ ′′0 (x)− ασw ′′0(x)+ G(x,0),
w3(x) = α(w1)′′(x)− β(θ1)′′(x)+ F t(x,0),
θ3(x) = (βσ + k0)(θ1)′′(x) − ασ(w1)′′(x)+ Gt(x,0).
(2.10)
Lemma 2.2. Let (2.8), (2.9) hold. Then there exists a unique solution (w, θ) ∈ YT × YT to the problem (2.7) such that
3∑
j=1
(∥∥D jt w(t)∥∥L2(Ω) + ∥∥D jt θ(t)∥∥L2(Ω))+
2∑
j=0
(∥∥D jt Dxw(t)∥∥L2(Ω) + ∥∥D jt Dxθ(t)∥∥L2(Ω))
+
1∑
j=0
(∥∥D jt D2x w(t)∥∥L2(Ω) + ∥∥D jt D2xθ(t)∥∥L2(Ω))+ (∥∥D3x w(t)∥∥L2(Ω) + ∥∥D3xθ(t)∥∥L2(Ω))
 C
[
J0 +
2∑
j=0
(∥∥D jt F∥∥L2(Q T ) + ∥∥D jt G∥∥L2(Q T ))+ ‖DxF‖C([0,T ];L2(Ω)) + ‖DxG‖C([0,T ];L2(Ω))
]
× (1+ eCT ) (2.11)
for all t ∈ [0, T ], where the constant J0 from the initial data is
J0 :=
1∑
j=0
(∥∥w ′′j∥∥L2(Ω) + ∥∥θ ′′j ∥∥L2(Ω))+
2∑
j=0
(∥∥w ′j∥∥L2(Ω) + ∥∥θ ′j∥∥L2(Ω))+
3∑
j=0
(‖w j‖L2(Ω) + ‖θ j‖L2(Ω)),
and the constant C is dependent on α,β,σ ,Ω and the known data, but independent of T .
We put the proof of this lemma into Appendix A of this paper.
The next result can be found in [11].
Lemma 2.3. Let V be a Banach space on Ω , p ∈ (1,+∞), h ∈ Lp(0, T ), f ∈ Lp(0, T ; V ). Then h ∗ f ∈ Lp(0, T ; V ) and
‖h ∗ f ‖Lp(0,T ;V )  T 1−1/p‖h‖Lp(0,T )‖ f ‖Lp(0,T ;V ). (2.12)
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We are now in a position to prove Theorem 1.1 and Theorem 1.2, which proceeds by the ﬁxed point arguments.
To this end, we derive the relation for k(t) explicitly. Obviously, the second equation in (2.4) is equivalent to
θtt − βσθxx − k
(
θ ′′0 +
f2(0)− f1(0)
L
)
+ ασwxx = (k ∗ θxxt)+
(
k ∗ f
′
2 − f ′1
L
)
−ψtt .
Applying Φ to both sides of this equation yields
k(t) = χ
(
H ′′(t)+Φ
[
−βσθxx + ασwxx − k ∗
(
θxxt + f
′
2 − f ′1
L
)
+ψtt
]
(t)
)
, (3.1)
where we set the constant χ := Φ[θ ′′0 (x)+ f2(0)− f1(0)L ]−1, and the known function H(t) is deﬁned in (2.6).
Remark 3.1. The problem constituted by (2.4) and (3.1) is equivalent to (2.4)–(2.6) under the consistency condition (H3).
Indeed, from (3.1), we know that H ′′(t) = Φ[θtt ] which implies (2.6) if H ′(0) = Φ[θ1] and H(0) = Φ[θ0].
Deﬁne the function set
Z(T ,M) = {(w¯, θ¯ , k¯) ∈ YT × YT × W 2,p(0, T ): w¯(x,0) = w0(x), θ¯ (x,0) = θ0(x),
k¯(0) = k0, k¯′(0) = k1, w¯t(x,0) = w1(x), θ¯t(x,0) = θ1(x),
‖w¯‖YT + ‖θ¯‖YT + ‖k¯‖W 2,p(0,T )  M
}
.
Here M is a large constant depending on the initial and boundary values and α,β,σ , which will be speciﬁed in Lemma 3.1.
In the following, we consider the problem constituted by (2.4) and (3.1) which is an equivalent form of (2.4)–(2.6). For
given (w¯, θ¯ , k¯) ∈ YT × YT × W 2,p(0, T ), consider the following system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
wtt(x, t) − αwxx(x, t)+ βθxx(x, t) = F (x, t), (x, t) ∈ Q T ,
θtt(x, t) − (βσ + k0)θxx(x, t) + ασwxx(x, t)
= (k¯′ ∗ θ¯xx)(x, t) +
(
k¯′ ∗ f2 − f1
L
)
(t)+ R(x, t), (x, t) ∈ Q T ,
w(x,0) = w0(x), wt(x,0) = w1(x), θ(x,0) = θ0(x), θt(x,0) = θ1(x), x ∈ Ω,
wx(0, t) = wx(L, t) = 0, θx(0, t) = θx(L, t) = 0, t ∈ (0, T ),
(3.2)
and
k(t) = χ
(
H ′′(t)+Φ
[
−βσθxx(·, t)+ ασwxx(·, t)− k¯ ∗
(
θxxt + f
′
2 − f ′1
L
)
(t)+ψtt(·, t)
])
(3.3)
to generate (w, θ,k).
Set F (x, t) = F (x, t) ∈ C2([0, T ]; L2(Ω)) and
G(x, t) = (k¯′ ∗ θ¯xx)(x, t) +
(
k¯′ ∗ f2 − f1
L
)
(t)+ R(x, t). (3.4)
Since
D2t
(
k¯′ ∗ θ¯xx
)= k¯′′(t)θ¯xx(x,0) + k¯′(0)θ¯xxt(x, t) + (k¯′′ ∗ θ¯xxt)(x, t),
we know that G ∈ C2([0, T ]; L2(Ω)) from the regularities of w¯, θ¯ . Additionally, it is obviously that F ,G ∈ C([0, T ]; H1(Ω)).
Therefore, Lemma 2.2 ensures that (w, θ) of the problem (3.2) is well deﬁned with the regularity (w, θ) ∈ YT × YT . Then
(3.3) deﬁnes the function k(t) in terms of w, θ . Since
D2t
(
Φ
[
−βσθxx(·, t)+ ασwxx(·, t)− k¯ ∗
(
θxxt + f
′
2 − f ′1
L
)
(t)+ψtt(·, t)
])
= −
∫
Ω
φ′(x)
(−βσ D2t Dxθ(x, t) + ασ D2t Dxw(x, t))dx+ k0
∫
Ω
φ′(x)D2t Dxθ(x, t)dx
+ k¯′(t)
∫
Ω
φ′(x)θ ′1(x)dx+
∫
Ω
φ′(x)
(
k¯′ ∗ D2t Dxθ
)
(x, t)dx+
∫
Ω
φ(x)D4t ψ(x, t)dx
−
(
k¯′(t)
f ′2(0)− f ′1(0)
L
+ k0 f
′′
2 (t)− f ′′1 (t)
L
+
(
k¯′ ∗ f
′′
2 − f ′′1
L
)
(t)
)∫
φ(x)dx, (3.5)Ω
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(l1 ∗ l2)′′(t) = l′1(t)l2(0)+ l′2(t)l1(0)+
(
l′1 ∗ l′2
)
(t). (3.6)
Thus the mapping
S : Z(T ,M) → YT × YT × W 2,p(0, T ), (w¯, θ¯ , k¯) 
→ (w, θ,k)
given by (3.2)–(3.3) is well deﬁned.
Now we show that S maps Z(T ,M) into itself for small T > 0. More precisely, using the notation∥∥(w, θ,k)∥∥YT ×YT ×W 2,p(0,T ) := ‖w‖YT + ‖θ‖YT + ‖k‖W 2,p(0,T ),
we have
Lemma 3.1. For (w¯, θ¯ , k¯), (W¯ , Θ¯, K¯ ) ∈ Z(T ,M), deﬁne
(w, θ,k) = S(w¯, θ¯ , k¯), (W ,Θ, K ) = S(W¯ , Θ¯, K¯ ).
Then for properly small T > 0, we have∥∥(w, θ,k)∥∥YT ×YT ×W 2,p(0,T )  M, (3.7)
∥∥(w − W , θ −Θ,k − K )∥∥YT ×YT ×W 2,p(0,T )  34
∥∥(w¯ − W¯ , θ¯ − Θ¯, k¯ − K¯ )∥∥YT ×YT ×W 2,p(0,T ). (3.8)
Proof. From the deﬁnitions of F¯ , G¯ in (3.4), a direct computation yields
F¯ (x,0) = F (x,0), G¯(x,0) = R(x,0), F¯t(x,0) = Ft(x,0), G¯t(x,0) = k¯′(0)θ¯xx(x,0).
Therefore it follows from (2.10) and the deﬁnition of Z(T ,M) that
‖w2‖H1(Ω) + ‖θ2‖H1(Ω)  C, ‖w3‖L2(Ω) + ‖θ3‖L2(Ω)  C, (3.9)
C denotes here and in the following a constant depending on α,β,σ ,k0,k1 and the known data w0,w1, θ0, θ1 and H but
independent of M, T . On the other hand, the Hölder inequality gives for i = 0,1,2,3 that
‖k¯‖H2(0,T )  T
p−2
2p ‖k¯‖W 2,p(0,T ),
∥∥Dit D3−ix θ¯∥∥L2(Q T )  T 1/2∥∥Dit D3−ix θ¯∥∥C([0,T ];L2(Ω)). (3.10)
Combining Lemma 2.3 with estimate (3.10) generates
2∑
j=0
∥∥D jt (k¯′ ∗ θ¯xx)∥∥L2(Q T ) = ∥∥k¯′ ∗ θ¯xx∥∥L2(Q T ) + ∥∥k¯′(t)θ¯xx(x,0) + k¯′ ∗ θ¯xxt∥∥L2(Q T )
+ ∥∥k¯′′(t)θ¯xx(x,0) + k¯′(0)θ¯xxt(x, t)+ (k¯′′ ∗ θ¯xxt)(x, t)∥∥L2(Q T )
 T 12
∥∥k¯′∥∥L2(0,T )‖θ¯xx‖L2(Q T ) + ∥∥k¯′∥∥L2(0,T )∥∥θ ′′0 ∥∥L2(Ω) + T 12 ∥∥k¯′∥∥L2(0,T )‖θ¯xxt‖L2(Q T )
+ ∥∥k¯′′∥∥L2(0,T )∥∥θ ′′0 ∥∥L2(Ω) + k1‖θ¯xxt‖L2(Q T ) + T 12 ∥∥k¯′′∥∥L2(0,T )‖θ¯xxt‖L2(Q T )
 3T
3p−2
2p M2 + 2T p−22p ∥∥θ ′′0 ∥∥L2(Ω)M + k1T 12 M, (3.11)
and ∥∥Dx(k¯′ ∗ θ¯xx)∥∥C([0,T ];L2(Ω))  T 3p−22p ∥∥k¯′∥∥Lp(0,T )‖θ¯xxx‖C([0,T ];L2(Ω))  T 3p−22p M2. (3.12)
An estimate similar to (3.11) also holds for
∑2
j=0 ‖D jt (k¯′ ∗ f2− f1L )‖L2(Q T ) . Therefore, we have
2∑
j=0
(∥∥D jt F∥∥L2(Q T ) + ∥∥D jt G∥∥L2(Q T ))+ (∥∥D3x F∥∥C([0,T ];L2(Ω)) + ∥∥D3xG∥∥C([0,T ];L2(Ω)))
ω1(T )C∗(M)+ C, (3.13)
where the known function ω1(T ) is of the form (T
3p−2
2p + T p−22p + T 12 ) and therefore satisﬁes limT→0+ ω1(T ) = 0, while C
is a constant depending only on initial and boundary data. Then by substituting (3.9) and (3.13) into estimate (2.11), we
deduce that
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(
1+ω1(T )C∗(M)
)(
1+ eCT ). (3.14)
Additionally, ‖k‖W 2,p(0,T ) can be bounded as
‖k‖W 2,p(0,T )  χ‖H‖W 4,p(0,T ) + Cχ‖φ‖H1(Ω)
[
1+ T 1p ‖θ‖YT + T
1
p ‖w‖YT + k0T
1
p ‖θ‖YT
+ (TM + k1T 1p )
(
‖θ1‖H1(Ω) +
∣∣∣∣ f ′′2 (0)− f ′′1 (0)L
∣∣∣∣
)
+ T 1− 1p M∥∥D2t Dxθ∥∥Lp(0,T ;L2(Ω))
+ T 1p M∥∥ f ′′2 − f ′′1 ∥∥Lp/(p−1)(0,T ) + ‖ f1‖W 4,p(0,T ) + ‖ f2‖W 4,p(0,T )
]
 Cω2(T )
(‖θ‖YT + ‖w‖YT )+ω2(T )C∗(M)+ C, (3.15)
where ω2(T ) has the similar structure to ω1(T ) and therefore limT→0+ ω2(T ) = 0. Here we have used∥∥k¯′∥∥Lp(0,T ) = ∥∥1 ∗ k¯′′ + k¯′(0)∥∥Lp(0,T )  T∥∥k¯′′∥∥Lp(0,T ) + T 1p k1 (3.16)
in the ﬁrst estimate. Now we can take M = 3C with the constant C in (3.14) and (3.15), then it follows∥∥(w, θ,k)∥∥YT ×YT ×W 2,p(0,T )  M,
if T is properly small. That is, S maps Z(T ,M) into itself for some ﬁxed small T > 0.
Next we pass to estimate the increment of operator S . To do this, we deduce the differences (w −W , θ −Θ,k− K ) from
(3.2) and (3.3) to yield⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(w − W )tt − α(w − W )xx + β(θ −Θ)xx = 0, (x, t) ∈ Q T ,
(θ −Θ)tt − (βσ + k0)(θ −Θ)xx + ασ(w − W )xx
= (k¯′ − K¯ ′) ∗ θ¯xx + K¯ ′ ∗ (θ¯ − Θ¯)xx + (k¯′ − K¯ ′) ∗ f2 − f1
L
, (x, t) ∈ Q T ,
w − W = 0, (w − W )t = 0, θ −Θ = 0, (θ −Θ)t = 0, x ∈ Ω, t = 0,
(w − W )x = 0, (θ −Θ)x = 0, (x, t) ∈ ∂Ω × (0, T ),
(3.17)
and
k − K = χΦ[−βσ(θ −Θ)xx + ασ(w − W )xx − (k¯ − K¯ ) ∗ θxxt
− K¯ ∗ (θ −Θ)xxt − (k¯ − K¯ ) ∗
(
f ′2 − f ′1
)
/L
]
. (3.18)
Using (3.6) and Lemma 2.3, we easily derive, for h1 ∈ W 2,p(0, T ) and h2 ∈ C1([0, T ]; L2(Ω)),∥∥h1(t) ∗ h2(x, t)∥∥W 2,p(0,T ;L2(Ω))  T p−1p ‖h1‖W 1,p(0,T )‖h2‖W 1,p(0,T ;L2(Ω)) + T 1p h1(0)‖h2‖C1([0,T ];L2(Ω))
+ (T‖h1‖W 2,p(0,T ) + T 1p h′1(0))‖h2(x,0)‖L2(Ω). (3.19)
From (3.18), (3.19) and the fact that k¯(0)− K¯ (0) = k¯′(0) − K¯ ′(0) = 0, we get
‖k − K‖W 2,p(0,T )  |χ |βσ
∥∥Φ[(θ −Θ)xx]∥∥W 2,p(0,T ) + |χ |ασ∥∥Φ[(w − W )xx]∥∥W 2,p(0,T )
+ |χ |∥∥Φ[(k¯ − K¯ ) ∗ θxxt]∥∥W 2,p(0,T ) + |χ |∥∥Φ[K¯ ∗ (θ −Θ)xxt]∥∥W 2,p(0,T )
+ |χ |
∥∥∥∥Φ
[
(k¯ − K¯ ) ∗ f
′
2 − f ′1
L
]∥∥∥∥
W 2,p(0,T )
 C‖φ‖H1(Ω)
(∥∥(θ −Θ)x∥∥W 2,p(0,T ;L2(Ω)) + ∥∥(w − W )x∥∥W 2,p(0,T ;L2(Ω))
+ ∥∥(k¯ − K¯ ) ∗ θxt∥∥W 2,p(0,T ;L2(Ω)) + ∥∥K¯ ∗ (θ −Θ)xt∥∥W 2,p(0,T ;L2(Ω)))
+ C‖φ‖L1(Ω)
∥∥∥∥(k¯ − K¯ ) ∗ f ′2 − f ′1L
∥∥∥∥
W 2,p(0,T )
 CT
1
p
(‖θ −Θ‖C2([0,T ];H1(Ω)) + ‖w − W ‖C2([0,T ];H1(Ω)))
+ C(T p−1p ∥∥(k¯ − K¯ )∥∥W 1,p(0,T )‖θxt‖W 1,p(0,T ;L2(Ω)) + T‖k¯ − K¯‖W 2,p(0,T )‖θ1‖H1(Ω))
+ C(T p−1p ‖K¯‖W 1,p(0,T )∥∥(θ −Θ)xt∥∥ 1,p 2 + k0T 1p ∥∥(θ −Θ)xt∥∥ 1 2 )W (0,T ;L (Ω)) C ([0,T ];L (Ω))
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∥∥∥∥ f ′2 − f ′1L
∥∥∥∥
W 1,p/(p−1)(0,T )
 C∗(M)
(
T
1
p + T p−1p + T )(‖w − W ‖YT + ‖θ −Θ‖YT + ‖k¯ − K¯‖W 2,p(0,T )). (3.20)
We now estimate the terms ‖w − W ‖YT and ‖θ −Θ‖YT . Firstly we can easily observe that
Dit(w − W )(x,0) = Dit(θ −Θ)(x,0) = 0, i = 0,1,2,3.
Then the application of Lemma 2.2 to problem (3.17) says
‖w − W ‖YT + ‖θ −Θ‖YT  C
2∑
j=0
∥∥∥∥D jt
[(
k¯′ − K¯ ′) ∗ θ¯xx + K¯ ′ ∗ (θ¯ − Θ¯)xx + (k¯′ − K¯ ′) ∗ f2 − f1
L
]∥∥∥∥
L2(Q T )
(
1+ eCT )
+ C∥∥Dx[(k¯′ − K¯ ′) ∗ θ¯xx + k¯′ ∗ (θ¯ − Θ¯)xx]∥∥C([0,T ];L2(Ω))(1+ eCT )
 C∗(M)
(
T
3p−2
2p + T p−22p + T p−1p + T 12 )(‖k¯ − K¯‖W 2,p(0,T ) + ‖θ¯ − Θ¯‖YT ), (3.21)
where we have done calculations similar to (3.11) and (3.12). Finally, from (3.20) and (3.21), we obtain (3.8) if we choose T
such that
C∗(M)
(
T
1
p + T p−1p + T ) 1
2
, C∗(M)
(
T
3p−2
2p + T p−22p + T p−1p + T 12 ) 1
4
.
The proof is complete. 
Proof of Theorem 1.1. Lemma 3.1 shows that for properly small T > 0, S is a contraction mapping. Therefore the Banach
ﬁxed point theorem concludes that for a small time τ , there exists a unique solution (w, θ,k) ∈ Y 2τ × W 2,p(0, τ ) of the
problem constituted by (2.4) and (3.1). As a consequence, the problem constituted by (2.4) and (2.6) also admits a solution
(w, θ,k) in [0, τ ] by Remark 3.1. The proof is complete. 
Proof of Theorem 1.2. Let (w, θ,k) and (W ,Θ, K ) be two solutions of problem (2.4), (3.1) in [0, T ] corresponding to the
same measurement data g(t). Deﬁne
w˜ = w − W , θ˜ = θ −Θ, k˜ = k − K ,
then (w˜, θ˜ , k˜) satisﬁes⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
w˜tt − αw˜xx + β w˜xx = 0, (x, t) ∈ Q T ,
θ˜tt − (βσ + k0)θ˜xx + ασ w˜xx = k˜′ ∗ f2 − f1
L
+ K ′ ∗ θ˜xx + k˜′ ∗ θxx, (x, t) ∈ Q T ,
w˜(x,0) = w˜t(x,0) = 0, θ˜ (x,0) = θ˜t(x,0) = 0, x ∈ Ω,
w˜x(0, t) = w˜x(L, t) = 0, θ˜ (0, t) = θ˜t(0, t) = 0, t ∈ [0, T ],
(3.22)
and
k˜ = χΦ
[
−βσ θ˜xx + ασ w˜xx − k˜ ∗
(
θxxt + f
′
2 − f ′1
L
)
(t)− K ∗ θ˜xxt
]
. (3.23)
We need to prove∥∥(w˜, θ˜ , k˜)∥∥YT ×YT ×W 2,p(0,T ) = 0. (3.24)
Deﬁne
T0 = inf
{
t ∈ (0, T ]: ‖w˜‖Yt + ‖θ˜‖Yt + ‖k˜‖W 2,p(0,t) > 0
}
.
If (3.24) is not true, then it is obviously that T0 is well deﬁned satisfying 0  T0  T . Moreover, we know T0 > 0 from
Theorem 1.1 and T0 < T from ‖(w¯, θ¯ , k¯)‖YT ×YT ×W 2,p(0,T ) > 0 and the continuity of norm with respect to time t .
Therefore we can choose a sequence {tn} ⊂ (0, T0) satisfying limn→∞ tn = T0. For this sequence, we can choose a constant
ε > 0 small enough such that tn + ε  T , n = 1,2, . . . . By applying Lemma 2.3 to (3.22) in [0, tn + ε] and noting w˜ = θ˜ =
k˜ = 0 in [0, tn], we obtain
‖w˜‖Ytn+ε + ‖θ˜‖Ytn+ε  C(Ω, T , K , θ)
(‖k˜‖H2(tn,tn+ε) + ε‖θ˜‖C([tn,tn+ε];H3(Ω)) + ‖θ˜‖H1((tn,tn+ε);H2(Ω)))
 C(Ω, T , K , θ)
(
εp−2/2p‖k˜‖W 2,p(0,t +ε) + ε1/2‖θ˜‖Yt +ε
)
. (3.25)n n
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‖k˜‖W 2,p(0,tn+ε)  C(Ω, T , θ, K )‖φ‖H1(Ω)
(‖θ˜‖W 2,p(tn,tn+ε;H1(Ω)) + ‖w˜‖W 2,p(tn,tn+ε;H1(Ω)) + ‖k˜‖W 1,p(tn,tn+ε))
 C(Ω, T , θ, K )
(
ε1/p‖θ˜‖Ytn+ε + ε1/p‖w˜‖Ytn+ε + ε‖k˜‖W 2,p(0,tn+ε)
)
. (3.26)
From (3.25) and (3.26), we get
‖w˜‖Ytn+ε + ‖θ˜‖Ytn+ε + ‖k˜‖W 2,p(0,tn+ε)  Cω0(ε)
(‖w˜‖Ytn+ε + ‖θ˜‖Ytn+ε + ‖k˜‖W 2,p(0,tn+ε)). (3.27)
Since limε→0ω0(ε) = 0 due to the structure of ω0(ε) from (3.25) and (3.26), so for ε > 0 small enough such that
Cω0(ε) < 1, we are led to
‖w˜‖Ytn+ε + ‖θ˜‖Ytn+ε + ‖k˜‖W 2,p(0,tn+ε) = 0, n = 1,2, . . . .
By taking n → ∞, we obtain w˜ = θ˜ = k˜ = 0 in [0, T0 + ε], which contradicts the deﬁnition of T0. Therefore (3.24) is proven.
That is, we can conclude that (w, θ,k) = (W ,Θ, K ) in [0, T ]. The proof for Theorem 1.2 is complete. 
4. Global solvability of inverse problem
Now we prove the global solvability Theorem 1.3 for our inverse problem, provided that the regularity of weight function
be φ(x) ∈ H2(Ω). More precisely, for every given time T > 0, we will prove the existence of solutions of the problem
constituted by (2.4) and (3.1) which is an equivalent form of our inverse problem.
The proof is based on the following splitting (4.4) of convolution term, which has been successfully used to prove the
global uniqueness of an inverse problem concerning with the strongly damped wave equation with memory in [11].
Let 0< τ < τ ′ min{2τ , T } and (wˆ, θˆ , kˆ) be the solution of the problem constituted by (2.4) and (3.1) in [0, τ ] for some
small τ > 0 from Theorem 1.1, noticing we have φ ∈ H2(Ω) ⊂ H1(Ω) here. We will prove that (wˆ, θˆ , kˆ) is extensible to a
solution (w, θ,k) in [0, τ ′], belonging to Yτ ′ × Yτ ′ × W 2,p(0, τ ′). It suﬃces to show that the following problem constituted
by ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
wtt(x, t + τ )− αwxx(x, t + τ )+ βθxx(x, t + τ ) = F (x, t + τ ), (x, t) ∈ Ω × (0, τ ′ − τ ),
θtt(x, t + τ )− (βσ + k0)θxx(x, t + τ )+ ασwxx(x, t + τ ) =
t+τ∫
0
k′(t + τ − s)θxx(x, s)ds
+
t+τ∫
0
k′(t + τ − s) f2 − f1
L
(x, s)ds + R(x, t + τ ), (x, t) ∈ Ω × (0, τ ′ − τ ),
w(x, τ ) = wˆ(x, τ ), wt(x, τ ) = wˆt(x, τ ), θ(x, τ ) = θˆ (x, τ ), θt(x, τ ) = θˆt(x, τ ), x ∈ Ω,
wx(0, t + τ ) = wx(L, t + τ ) = 0, θx(0, t + τ ) = θx(L, t + τ ) = 0, t ∈
[
0, τ ′ − τ ],
(4.1)
and
k(t + τ ) = χ
(
H ′′(t + τ )+Φ
[
−βσθxx(·, t + τ )+ ασwxx(·, t + τ )
−
t+τ∫
0
k(t + τ − s)
(
θxxt + f
′
2 − f ′1
L
)
(s)ds
]
−ψtt(·, t + τ )
)
, t ∈ [0, τ ′ − τ ], (4.2)
has a solution (W (x, t + τ ),Θ(x, t + τ ), K (t + τ )) ∈ Yτ ′−τ × Yτ ′−τ × W 2,p(0, τ ′ − τ ). Then (w, θ,k) deﬁned by
(
w(x, t), θ(x, t),k(t)
)= { (wˆ(x, t), θˆ (x, t), kˆ(t)), if t ∈ [0, τ ],
(W (x, t),Θ(x, t), K (t)), if t ∈ [τ , τ ′], (4.3)
is an extension of (wˆ, θˆ , kˆ) in [0, τ ′]. Obviously, (w(x, t), θ(x, t),k(t)) ∈ Yτ ′ × Yτ ′ × W 2,p(0, τ ′). Noticing that
(W (x, t),Θ(x, t), K (t)) satisﬁes (4.1) and (4.2), the uniqueness result Theorem 1.2 implies that (w(x, t), θ(x, t),k(t)) given
in (4.3) solves the problem constituted by (2.4) and (3.1) in t ∈ (0, τ ′).
To prove the solvability of (4.1) and (4.2), set(
wτ (x, t), θτ (x, t),kτ (t)
) := (w(x, t + τ ), θ(x, t + τ ),k(t + τ )), t ∈ [0, τ ′ − τ ].
In the sequel, F τ , Rτ and other functions with superscript τ are deﬁned analogously. Due to the following splitting of
convolution term which is already used in [11]:
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0
k(τ + t − s)θxx(x, s)ds = kτ ∗ θˆxx + kˆ ∗ θτxx +
τ∫
t
kˆ(τ + t − s)θˆxx(x, s)ds (4.4)
for t ∈ [0, τ ′ − τ ], the problem constituted by (4.1) and (4.2) turns to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
wτtt − αwτxx + βθτxx = F τ , (x, t) ∈ Ω ×
[
0, τ ′ − τ ],
θτtt − (βσ + k0)θτxx + ασwτxx =
(
kτ
)′ ∗(θˆxx + f2 − f1
L
)
+ kˆ′ ∗
(
θτxx +
f τ2 − f τ1
L
)
+
τ∫
t
kˆ′(τ + t − s)θˆxx(x, s)ds +
τ∫
t
kˆ′(τ + t − s) f2 − f1
L
(s)ds + Rτ , (x, t) ∈ Ω × [0, τ ′ − τ ],
wτ (x,0) = wˆ(x, τ ), wτt (x,0) = wˆt(x, τ ), θτ (x,0) = θˆ (x, τ ), θτt (x,0) = θˆt(x, τ ), x ∈ Ω,
wτx (0, t) = wτx (L, t) = 0, θτx (0, t) = θτx (L, t) = 0, t  0,
(4.5)
and
kτ = χ
(
H ′′τ +Φ
[
−βσθτxx + ασwτxx − kτ ∗
(
θˆxxt + f
′
2 − f ′1
L
)
− kˆ ∗
(
θτxxt +
( f τ2 )
′ − ( f τ1 )′
L
)
−
τ∫
t
kˆ(τ + t − s)
(
θˆxxt(x, s) + f
′
2 − f ′1
L
(s)
)
ds
]
−ψτtt
)
, t ∈ [0, τ ′ − τ ]. (4.6)
For given (wˆ, θˆ , kˆ) ∈ Yτ × Yτ × W 2,p(0, τ ), repeating the arguments in the proof of Theorem 1.1, we obtain that there exists
τˆ > 0 such that problem (4.5), (4.6) has a unique solution (W (x, t + τ ),Θ(x, t + τ ), K (t + τ )) in [0, τˆ ]. That is, (w, θ,k)
deﬁned by (4.3) is a unique solution of problem constituted by (2.4) and (3.1) in t ∈ (0, τ ′) in terms of (wˆ, θˆ , kˆ), if we
choose τ ′ = min{τ + τˆ ,2τ , T }.
Next we give an a priori estimate on (w, θ,k) deﬁned by (4.3). Such an estimate is of crucial importance in the proof of
Theorem 1.3.
Lemma 4.1. Assume that hypotheses (H1)–(H4), (H5′) hold. For (w, θ,k) ∈ Yτ ′ × Yτ ′ × W 2,p(0, τ ′) deﬁned by (4.3) satisfying (2.4)
and (3.1), the estimate follows
‖w‖Yτ ′ + ‖θ‖Yτ ′ + ‖k‖W 2,p(0,τ ′)  C, (4.7)
where C is dependent on Ω, T ,α,β,σ and the known initial and boundary data.
In order to prove Lemma 4.1, we need the two following results.
Lemma 4.2. Assume that hypotheses (H1)–(H4), (H5) hold. Then the solution of problem constituted by (4.5) and (4.6) satisﬁes the
following estimate∥∥wτ∥∥Yt + ∥∥θτ∥∥Yt  C(1+ ∥∥kτ∥∥W 2,p(0,t)) (4.8)
for t ∈ [0, τ ′ − τ ], where C is dependent on wˆ, θˆ , kˆ,Ω, T and the known data.
Lemma 4.3. Assume that hypotheses (H1)–(H4), (H5′) hold. Then the solution of problem constituted by (4.1) and (4.2) satisﬁes the
estimate
∥∥kτ∥∥W 2,p(0,t)  ε(∥∥wτ∥∥Yt + ∥∥θτ∥∥Yt )+ C
(
1+ ∥∥wτ∥∥Zt + ∥∥θτ∥∥Zt +
t∫
0
∥∥kτ∥∥W 2,p(0,s) ds
)
(4.9)
for all ε > 0 and t ∈ [0, τ ′ − τ ], where C is dependent on ε, θˆ , kˆ, Ω , T and the known data.
Remark 4.1. The proof of (4.7) is based on the Gronwall inequality. The key ingredient is to estimate the right-hand side
of (4.6). The technique is to dominate the W 2,p-norm in the right-hand side of (4.6) by the Zt -norm of w , θ and W 1,p-
norm of k. Then we obtain the desired Gronwall inequality about wτ , θτ ,kτ . Due to this technique reason, we need the
regularity φ ∈ H2(Ω).
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Proof of Lemma 4.1. Noticing(
w(x, t), θ(x, t),k(t)
)= (wτ (x, t − τ ), θτ (x, t − τ ),kτ (t − τ )), t ∈ (τ , τ ′),
it suﬃces to show for all t ∈ [0, τ ′ − τ ] that∥∥wτ∥∥Yt + ∥∥θτ∥∥Yt + ∥∥kτ∥∥W 2,p(0,t)  C . (4.10)
From Lemma 4.2 and Lemma 4.3, we have, ∀t ∈ [0, τ ′ − τ ]
∥∥wτ∥∥Yt + ∥∥θτ∥∥Yt + ∥∥kτ∥∥W 2,p(0,t)  C + C
(∥∥wτ∥∥Zt + ∥∥θτ∥∥Zt +
t∫
0
∥∥kτ∥∥W 2,p(0,s) ds
)
, (4.11)
if we choose ε suﬃciently small. Observe that, ∀t ∈ (0, τ ′ − τ ],
∥∥uτ∥∥2Zt  C
(
2∑
j=0
∥∥D jt uˆ(x, τ )∥∥2H2− j(Ω) + T
t∫
0
3∑
j=1
∥∥D jsuτ∥∥2H3− j(Ω)(s)ds
)
 C
(
2∑
j=0
∥∥D jt uˆ(x, τ )∥∥2H2− j(Ω) + T
t∫
0
∥∥uτ∥∥2Ys ds
)
(4.12)
if u ∈ Yt . Inserting (4.12) into (4.11), we obtain, ∀t ∈ [0, τ ′ − τ ],
∥∥wτ∥∥2Yt + ∥∥θτ∥∥2Yt + ∥∥kτ∥∥W 2,p(0,t)  C(wˆ, θˆ , T )
(
1+
t∫
0
(∥∥wτ∥∥2Ys + ∥∥θτ∥∥2Ys + ∥∥kτ∥∥W 2,p(0,s))ds
)
. (4.13)
Noting that ‖(wˆ, θˆ , kˆ)‖Yτ×Yτ×W 2,p(0,τ ) depends only on Ω, T ,α,β,σ , g and the known initial and boundary data, (4.10) can
be obtained by applying Gronwall inequality to (4.13). 
Proof of Theorem 1.3. Set
T := {τ ∈ (0, T ]: problem constituted by (2.4) and (3.1) has at least a solution
(w, θ,k) ∈ Yτ × Yτ × W 2,p(0, τ ) in [0, τ ]
}
.
Obviously T = ∅ from Theorem 1.1. Deﬁne T1 := sup(T ). We need to prove T1 = T for the global existence.
Let us assume T1 < T . ∀τ ∈ (0, T1), denote by (wˆ, θˆ , kˆ) the solution to (2.4) and (3.1) in [0, τ ]. Choose sequence
0 < τn < T1, n = 1,2, . . . increasing monotonely with respect to n such that limn→∞ τn = T1 and label the corresponding
sequence of solutions by (wˆn, θˆn, kˆn) for t ∈ (0, τn). Then for every n, (wˆn, θˆn, kˆn) can be extended to a solution (wn, θn,kn)
in [0, τ ′n], where τ ′n > τn . Since τn+1 > τn , we can take τ ′n < τn+1. If there exists some n such that τ ′n > T1, then we obtain a
contradiction with the deﬁnition of T1. Otherwise we have limn→∞ τ ′n = T1. Now we take
(
w(x, t), θ(x, t),k(t)
)=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(w1(x, t), θ1(x, t),k1(t)), if t ∈ [0, τ ′1],
(w2(x, t), θ2(x, t),k2(t)), if t ∈ (τ ′1, τ ′2],
...
(wn(x, t), θn(x, t),kn(t)), if t ∈ (τ ′n−1, τ ′n],
...
Due to the global uniqueness, (w(x, t), θ(x, t),k(t)) for t ∈ [0, τ ′n] is the unique extension of (wˆn(x, t), θˆn(x, t), kˆn(t)). Then
by Lemma 4.1, there exists C > 0 such that
‖w‖Yτ ′n + ‖θ‖Yτ ′n + ‖k‖W 2,p(0,τ ′n)  C, n = 1,2, . . . .
Passing to the limit as n → ∞ we conclude that (w, θ,k) solves the problem constituted by (2.4) and (3.1) in [0, T1] and
such that
‖w‖YT + ‖θ‖YT + ‖k‖W 2,p(0,T )  C . (4.14)1 1 1
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(w, θ,k) in (4.3). This fact contradicts the deﬁnition of T1. The proof is complete. 
Now we prove the convergence result Theorem 1.4 for the noisy measurement data.
Proof of Theorem 1.4. Obviously, the solution (uδ, ηδ,kδ) exists corresponding to noisy data gδ from Theorem 1.1 and
therefore (wδ, θδ,kδ) under the transform. Moreover, wδ − w, θδ − θ and kδ − k satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
wδ − w)tt − α(wδ − w)xx + β(θδ − θ)xx = 0, (x, t) ∈ Q τ ,(
θδ − θ)tt − (βσ + k0)(θδ − θ)xx + ασ (wδ − w)xx
= (kδ − k)′ ∗ θδxx + k′ ∗ (θδ − θ)xx + (kδ − k)′ ∗ f2 − f1L , (x, t) ∈ Q τ ,
wδ − w = 0, (wδ − w)t = 0, θδ − θ = 0, (θδ − θ)t = 0, x ∈ Ω, t = 0,(
wδ − w)x = 0, (θδ − θ)x = 0, (x, t) ∈ ∂Ω × (0, τ ),
(4.15)
and
kδ − k = χ(gδ − g)′′ + χΦ[−βσ (θδ − θ)xx + ασ (wδ − w)xx − (kδ − k) ∗ θδxxt
− k ∗ (θδ − θ)xxt − (kδ − k) ∗ ( f ′2 − f ′1)/L]. (4.16)
Then similarly to (3.20) and (3.21), we obtain
∥∥kδ − k∥∥W 2,p(0,τ )  χδ + C(Mˆ)
(
τ
1
p + τ p−1p + τ
)(∥∥wδ − w∥∥Yτ + ∥∥θδ − θ∥∥Yτ + ∥∥kδ − k∥∥W 2,p(0,τ )), (4.17)∥∥wδ − w∥∥Yτ + ∥∥θδ − θ∥∥Yτ  C(Mˆ)(τ 3p−22p + τ p−22p + τ p−1p + τ 12 )(∥∥kδ − k∥∥W 2,p(0,τ ) + ∥∥θδ − θ∥∥Yτ ), (4.18)
here Mˆ = max{‖θδ‖Yτ ,‖k‖W 2,p(0,τ )}. From the proof of estimates (3.14) and (3.15), we ﬁnd that ‖(w, θ,k)‖Yτ×Yτ×W 2,p(0,τ ) 
χ‖g‖W 4,p(0,τ ) + C , where C is dependent on α,β,σ and the known initial and boundary conditions. So we have∥∥θδ∥∥Yτ  χ∥∥gδ∥∥W 4,p(0,τ ) + C  χδ + χ‖g‖W 4,p(0,τ ) + C .
Noticing that the constant C(Mˆ) is not increasing as τ → 0 from the construction of constant C(Mˆ), there exists τˆ such that∥∥wδ − w∥∥Yτ + ∥∥θδ − θ∥∥Yτ + ∥∥kδ − k∥∥W 2,p(0,τ )  χδ (4.19)
for τ > 0 small enough by summing up (4.17) and (4.18). Then from the relation between w, θ and u, η, the proof is
complete. 
Remark 4.2. The fundamental argument applied in the proof of our main results Theorem 1.1 to Theorem 1.4 is the con-
traction map. To this end, we need to apply the smallness of time interval τ . For φ(x) being a constant in Ω which implies
we put the same weight of temperature at all spacial positions, it is easy to see from (3.1) that this map is linear deﬁned
by a linear integral equation of the second kind. In this special case, our proof can be considered as the solvability result of
linear operator equation (I+K)k = g in terms of the Neumann series using ‖K‖ < 1 for small τ . However, if the weight for
the temperature varies at different position, this problem is generally nonlinear, our results deal with this situation using
the contraction for nonlinear operator K mapping the measurement data to the kernel k(t). We guess the main result in
this paper should be true for large τ from the physical points of view, which will be our further work.
Appendix A. Proofs of technical results
In this last section, we give the proofs for Lemma 2.2, Lemma 4.2 and Lemma 4.3.
Proof Lemma 2.2. Choose two constants a< 0 and b > 0 such that
ασb − αa
a
= βa − (βσ + k0)b
b
=: λ,
i.e., b can be represented as
b = (−(βσ + k0 − α)−
√
(βσ + k0 − α)2 + 4αβσ )a
. (A.1)
2ασ
598 B. Wu, J. Liu / J. Math. Anal. Appl. 373 (2011) 585–604Obviously, λ < 0. Set  = aw + bθ . Then⎧⎪⎨
⎪⎩
tt(x, t)+ λxx(x, t) = aF (x, t) + bG(x, t), (x, t) ∈ Q T ,
(x,0) = aw0(x) + bθ0(x), t(x,0) = aw1(x)+ bθ1(x), x ∈ Ω,
x(0, t) = x(L, t) = 0, t ∈ (0, T ).
(A.2)
The standard result for hyperbolic equations [22,23] gives the existence and uniqueness of solution  ∈ C([0, T ; H3(Ω)]) ∩
C1([0, T ; H2(Ω)])∩ C2([0, T ]; H1(Ω)) of problem (A.2). Note that βσ + k0 + ασba > 0, G¯ − ασxxa ∈ C1([0, T ]; H1(Ω)), there
is a unique solution θ ∈ C([0, T ]; H2(Ω)) ∩ C1([0, T ]; H1(Ω)) ∩ C2([0, T ]; L2(Ω)) such that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
θtt(x, t) −
(
βσ + k0 + ασb
a
)
θxx(x, t) = G(x, t) − ασxx
a
(x, t), (x, t) ∈ Q T ,
θ(x,0) = θ0(x), θt(x,0) = θ1(x), x ∈ Ω,
θx(0, t) = θx(L, t) = 0, t ∈ (0, T ).
(A.3)
As a consequence, (2.7) admits a unique solution (w, θ) in suitable Sobolev space.
Next, we prove (2.11). In order to make this procedure rigorous, we should introduce some approximation scheme, e.g.
the Galerkin method. But for the purpose of simplifying the proof, we will perform our estimates only formally.
By differentiating system (2.7) j times with respect to t for j = 0,1,2, we get⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
D j+2t w(x, t) − αD jt D2x w(x, t) + βD jt D2xθ(x, t) = D jt F (x, t), (x, t) ∈ Q T ,
D j+2t θ(x, t) − (βσ + k0)D jt D2xθ(x, t) + ασ D jt D2x w(x, t) = D jt G(x, t), (x, t) ∈ Q T ,
D jt w(x,0) = w j(x), D j+1t w(x,0) = w j+1(x),
D jt θ(x,0) = θ j(x), D j+1t θ(x,0) = θ j+1(x), x ∈ Ω,
D jt Dxw(0, t) = D jt Dxw(L, t) = 0, D jt Dxθ(0, t) = D jt Dxθ(L, t) = 0, t ∈ (0, T ),
(A.4)
where w j , θ j ( j = 2,3) are deﬁned by (2.10). We multiply the ﬁrst equation and the second one in (A.4) by cD j+1t w and
D j+1t θ respectively, and integrate them over Ω × (0, t). Then, adding the two integral identities yields
c
2
t∫
0
d
ds
∫
Ω
∣∣D j+1t w(x, s)∣∣2 dxds + 12
t∫
0
d
ds
∫
Ω
∣∣D j+1t θ(x, s)∣∣2 dxds
+ cα
2
t∫
0
d
ds
∫
Ω
∣∣D jt Dxw(x, s)∣∣2 dxds + βσ + k02
t∫
0
d
ds
∫
Ω
∣∣D jt Dxθ(x, s)∣∣2 dxds
= −cβ
t∫
0
∫
Ω
D jt D
2
xθ(x, s) · D j+1t w(x, s)dxds − ασ
t∫
0
∫
Ω
D jt D
2
x w(x, s) · D j+1t θ(x, s)dxds
+ c
t∫
0
∫
Ω
D jt F (x, s) · D j+1t w(x, s)dxds +
t∫
0
∫
Ω
D jt G(x, s) · D j+1t θ(x, s)dxds
max
{
c
2
,
1
2
} t∫
0
∫
Ω
(∣∣D jt F (x, s)∣∣2 + ∣∣D jt G(x, s)∣∣2 + ∣∣D j+1t w(x, s)∣∣2 + ∣∣D j+1t θ(x, s)∣∣2)dxds
+ (cβ − ασ)
t∫
0
∫
Ω
D jt D
2
x w(x, s) · D j+1t θ(x, s)dxds − cβ
∫
Ω
(
D jt w(x, t)D
j
t D
2
xθ(x, t)
− D jt w(x,0)D jt D2xθ(x,0)
)
dx. (A.5)
Furthermore, we set c = ασ/β . Together with k0 > 0, we can choose a suﬃciently small positive constant ε1 such that
cα(k0 − ε1)− ε1βσ − ε1(k0 − ε1) 0,
which implies
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√
cα − ε1
√
βσ + k0 − ε1. (A.6)
Thus
−cβ
∫
Ω
D jt w(x, t)D
j
t D
2
xθ(x, t)dx
 cα − ε1
2
∫
Ω
∣∣D jt Dxw(x, t)∣∣2 dx+ βσ + k0 − ε12
∫
Ω
∣∣D jt Dxθ(x, t)∣∣2 dx
= cα − ε1
2
t∫
0
d
ds
∫
Ω
∣∣D jt Dxw(x, s)∣∣2 dxds + βσ + k0 − ε12
t∫
0
d
ds
∫
Ω
∣∣D jt Dxθ(x, s)∣∣2 dxds
+ cα − ε1
2
∫
Ω
∣∣w ′j(x)∣∣2 dx+ βσ + k0 − ε12
∫
Ω
∣∣θ ′j(x)∣∣2 dx. (A.7)
Substituting the choice of c and (A.7) into (A.5) leads to
min
{
ασ
2β
,
1
2
} t∫
0
d
ds
∫
Ω
(∣∣D j+1t w(x, s)∣∣2 + ∣∣D j+1t θ(x, s)∣∣2)dxds
+ ε1
2
t∫
0
d
ds
∫
Ω
(∣∣D jt Dxw(x, s)∣∣2 + ∣∣D jt Dxθ(x, s)∣∣2)dxds
max
{
ασ
2β
,
1
2
} t∫
0
∫
Ω
(∣∣D jt F (x, s)∣∣2 + ∣∣D jt G(x, s)∣∣2 + ∣∣D j+1t w(x, s)∣∣2 + ∣∣D j+1t θ(x, s)∣∣2)dxds
+max
{
αβσ + α2σ − βε1
2β
,
ασ + βσ + βk0 − ε1
2
}∫
Ω
(∣∣w ′j(x)∣∣2 + ∣∣θ ′j(x)∣∣2)dx. (A.8)
Therefore, the Gronwall inequality yields for all t ∈ [0, T ] and j = 0,1,2 that
∥∥D j+1t w(t)∥∥L2(Ω) + ∥∥D j+1t θ(t)∥∥L2(Ω) + ∥∥D jt Dxw(t)∥∥L2(Ω) + ∥∥D jt Dxθ(t)∥∥L2(Ω)
 C
(
J0 + ‖F‖W j(0,T ;L2(Ω)) + ‖G‖W j(0,T ;L2(Ω))
)
eCT . (A.9)
On the other hand, multiplying the ﬁrst and the second equations in (A.4) by ασ D j−1t D2x w and βD
j−1
t D
2
xθ respectively
and adding them together, we have
α2σ
2
t∫
0
d
ds
∫
Ω
∣∣D j−1t D2x w(x, s)∣∣2 dxds + (βσ + k(0))β2
t∫
0
d
ds
∫
Ω
∣∣D j−1t D2xθ(x, s)∣∣2 dxds
= ασ
t∫
0
∫
Ω
D j+2t w(x, s) · D j−1t D2x w(x, s)dxds + β
t∫
0
∫
Ω
D j+2t θ(x, s) · D j−1t D2xθ(x, s)dxds
+ αβσ
t∫
0
∫
Ω
(
D jt D
2
xθ(x, s) · D j−1t D2x w(x, s) + D jt D2x w(x, s) · D j−1t D2xθ(x, s)
)
dxds
− ασ
t∫
0
∫
Ω
D jt F (x, s) · D j−1t D2x w(x, s)dxds − β
t∫
0
∫
Ω
D jt G(x, s) · D j−1t D2xθ(x, s)dxds.
Then integrating each terms in the right-hand side by parts yields
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2
t∫
0
d
ds
∫
Ω
∣∣D j−1t D2x w(x, s)∣∣2 dxds + (βσ + k(0))β2
t∫
0
d
ds
∫
Ω
∣∣D j−1t D2xθ(x, s)∣∣2 dxds
= ασ
t∫
0
∫
Ω
D j+1t Dxw(x, s) · D jt Dxw(x, s)dxds + ασ
∫
Ω
D j+1t w(x, t) · D j−1t D2x w(x, t)dx
+ ασ
∫
Ω
w ′j+1(x)w
′
j−1(x)dx+ β
t∫
0
∫
Ω
D j+1t Dxθ(x, s) · D jt Dxθ(x, s)dxds
+ β
∫
Ω
D j+1t θ(x, t) · D j−1t D2xθ(x, t)dx+ β
∫
Ω
θ ′j+1(x)θ
′
j−1(x)dx
+ αβσ
∫
Ω
(
D j−1t D2x w(x, t) · D j−1t D2xθ(x, t) − θ ′′j−1(x)w ′′j−1(x)
)
dx
− ασ
t∫
0
∫
Ω
D jt F (x, s) · D j−1t D2x w(x, s)dxds − β
t∫
0
∫
Ω
D jt G(x, s) · D j−1t D2xθ(x, s)dxds
= I1 + · · · + I9, j = 1,2. (A.10)
We estimate the right-hand side term by term. It is obviously that
I1 + I4 max{ασ ,β}
∫
Ω
(∣∣D jt Dxw(x, t)∣∣2 + ∣∣D jt Dxθ(x, t)∣∣2)dx. (A.11)
By Young’s inequality, we have
I2 + I5 + I8 + I9  ε2
2
∫
Ω
(∣∣D j−1t D2x w(x, t)∣∣2 + ∣∣D j−1t D2xθ(x, t)∣∣2)dx+max
{
α2σ 2
ε2
,
β2
ε2
}
×
(∫
Ω
(∣∣D j+1t w(x, t)∣∣2 + ∣∣D j+1t θ(x, t)∣∣2)dx+
t∫
0
∫
Ω
(∣∣D jt F (x, s)∣∣2 + ∣∣D jt G(x, s)∣∣2)dxds
)
(A.12)
and
I7 
(
α2σ
2
− ε2
)∫
Ω
∣∣D j−1t D2x w(x, t)∣∣2 dx+
(
β(βσ + k0)
2
− ε2
)∫
Ω
∣∣D j−1t D2xθ(x, t)∣∣2 dx
− αβσ
∫
Ω
θ ′′j−1(x)w
′′
j−1(x)dx, (A.13)
where the positive constant ε2 is chosen such that√
α2σ − 2ε2
√
β(βσ + k0)− 2ε2  αβσ .
Then substituting (A.11)–(A.13) into (A.10) and noting that∫
Ω
(∣∣D j−1t D2x w(x, t)∣∣2 + ∣∣D j−1t D2xθ(x, t)∣∣2)dx
=
∫
Ω
(∣∣w ′′j−1(x)∣∣2 + ∣∣θ ′′j−1(x)∣∣2)dx+
t∫
0
d
ds
∫
Ω
(∣∣D j−1t D2x w(x, s)∣∣2 + ∣∣D j−1t D2xθ(x, s)∣∣2)dxds, (A.14)
we get
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2
t∫
0
d
ds
∫
Ω
(∣∣D j−1t D2x w(x, s)∣∣2 + ∣∣D j−1t D2xθ(x, s)∣∣2)dxds
max{ασ ,β}
∫
Ω
(∣∣D jt Dxw(x, t)∣∣2 + ∣∣D jt Dxθ(x, t)∣∣2)dx+max{αβσ ,ασ ,β}
∫
Ω
(∣∣θ ′′j−1(x)∣∣2
+ ∣∣θ j+1(x)∣∣2 + ∣∣w ′′j−1(x)∣∣2 + ∣∣w j+1(x)∣∣2 + ∣∣θ ′j−1(x)∣∣2 + ∣∣w ′j−1(x)∣∣2)dx+max
{
α2σ 2
ε2
,
β2
ε2
}
×
(∫
Ω
(∣∣D j+1t w(x, t)∣∣2 + ∣∣D j+1t θ(x, t)∣∣2)dx+
t∫
0
∫
Ω
(∣∣D jt F (x, s)∣∣2 + ∣∣D jt G(x, s)∣∣2)dxds
)
. (A.15)
That is, it follows for all t ∈ [0, T ] and j = 1,2 that
∥∥D j−1t D2x w(t)∥∥L2(Ω) + ∥∥D j−1t D2xθ(t)∥∥L2(Ω)
 C
(∥∥D jt Dxw(t)∥∥C([0,T ];L2(Ω)) + ∥∥D jt Dxθ(t)∥∥C([0,T ];L2(Ω)))+ C(∥∥D j+1t w(t)∥∥C([0,T ];L2(Ω))
+ ∥∥D j+1t θ(t)∥∥C([0,T ];L2(Ω)) + ∥∥D jt F∥∥L2(Q T ) + ∥∥D jt G∥∥L2(Q T ) + J0). (A.16)
We ﬁnally estimate ‖D3x w(t)‖L2(Ω) + ‖D3xθ(t)‖L2(Ω) . To this end, we differentiate the ﬁrst and the second equations
in (2.7) with respect to x and write down explicitly D3x w, D
3
xθ :
D3x w = (−αk0)−1
[
(βσ + k0)
(
DxF − D2t Dxw
)+ β(DxG − D2t Dxθ)],
D3xθ = (−k0)−1
[
σ
(
DxF − D2t Dxw
)+ (DxG − D2t Dxθ)].
Then for all t ∈ [0, T ], we get
∥∥D3x w(t)∥∥L2(Ω) + ∥∥D3xθ(t)∥∥L2(Ω)  C(‖DxF‖C([0,T ];L2(Ω)) + ‖DxG‖C([0,T ];L2(Ω))
+ ∥∥D2t Dxw∥∥C([0,T ];L2(Ω)) + ∥∥D2t Dxθ∥∥C([0,T ];L2(Ω))). (A.17)
From (A.9), (A.16) and (A.17), we can obtain (2.11) by a simple calculation. 
Proof of Lemma 4.2. Let j = 0,1,2. Differentiating (4.1) j times with respect to t , we obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
D j+2t wτ − αD jt D2x wτ + βD jt D2xθτ = D jt F τ , (x, t) ∈ Ω ×
[
0, τ ′ − τ ],
D j+2t θτ − (βσ + k0)D jt D2xθτ + ασ D jt D2x wτ = I j
(
θτ
)+ D jt Eτ , (x, t) ∈ Ω × [0, τ ′ − τ ],
D jt w
τ (x,0) = D jt wˆ(x, τ ), D j+1t wτ (x,0) = D j+1t wˆ(x, τ ),
D jt θ
τ (x,0) = D jt θˆ (x, τ ), D j+1t θτ (x,0) = D j+1t θˆ (x, τ ), x ∈ Ω,
D jt Dxw
τ (0, t) = D jt Dxwτ (L, t) = 0, D jt Dxθτ (0, t) = D jt Dxθτ (L, t) = 0, t ∈
[
0, τ ′ − τ ],
(A.18)
where
I j
(
θτ
)= D jt (kˆ′ ∗ θτxx)=
⎧⎪⎨
⎪⎩
kˆ′ ∗ θτxx, j = 0,
k1θτxx + kˆ′′ ∗ θτxx, j = 1,
k1θτxxt + kˆ′′θˆxx(x, τ ) + kˆ′′ ∗ θτxxt, j = 2,
(A.19)
Eτ = (kτ )′ ∗(θˆxx + f2 − f1
L
)
+ kˆ′ ∗ f
τ
2 − f τ1
L
+
τ∫
t
kˆ′(τ + t − s)θˆxx(x, s)ds +
τ∫
t
kˆ′(τ + t − s) f2 − f1
L
(s)ds + Rτ . (A.20)
A similar calculation to (A.7) and (A.15) below gives
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0
d
ds
∫
Ω
(∣∣D j+1t wτ (x, s)∣∣2 + ∣∣D j+1t θτ (x, s)∣∣2)dxds +
t∫
0
d
ds
∫
Ω
(∣∣D jt Dxwτ (x, s)∣∣2 + ∣∣D jt Dxθτ (x, s)∣∣2)dxds
 C(wˆ, θˆ , T ,Ω) + C
t∫
0
∫
Ω
(∣∣D jt Eτ (x, s)∣∣2 + ∣∣I j(θτ )(x, s)∣∣2)dxds
+ C
t∫
0
∫
Ω
(∣∣D j+1t wτ (x, s)∣∣2 + ∣∣D j+1t θτ (x, s)∣∣2)dxds, j = 0,1,2, (A.21)
and
ε
t∫
0
d
ds
∫
Ω
(∣∣D j−1t D2x wτ (x, s)∣∣2 + ∣∣D j−1t D2xθτ (x, s)∣∣2)dxds
 εC
∫
Ω
(∣∣D j+1t wτ (x, t)∣∣2 + ∣∣D j+1t θτ (x, t)∣∣2 + ∣∣D jt Dxwτ (x, t)∣∣2 + ∣∣D jt Dxθτ (x, t)∣∣2)dx
+ εC
t∫
0
∫
Ω
(∣∣D jt Eτ (x, s)∣∣2 + ∣∣I j(θτ )(x, s)∣∣2)dxds + C(ε, wˆ, θˆ , T ,Ω), j = 1,2. (A.22)
Clearly,
2∑
j=0
∥∥I j(θτ )∥∥L2(Qt )  C(kˆ, T )(∥∥D2xθτ∥∥L2(Qt ) + ∥∥DtD2xθτ∥∥L2(Qt ))+ C(θˆ , kˆ), (A.23)
2∑
j=0
∥∥D jt Eτ∥∥L2(Qt )  C(θˆ , kˆ, T ,Ω)(1+ ∥∥kτ∥∥W 2,p(0,t)). (A.24)
Choosing ε suﬃciently small and then adding (A.21) and (A.22), together with (A.23) and (A.24) we have
f˜ (t) C(ε, wˆ, θˆ , kˆ, T ,Ω)
(
1+ ∥∥kτ∥∥W 2,p(0,t))+ C(ε)
t∫
0
f˜ (s)ds, (A.25)
where
f˜ (t) =
2∑
j=0
(∥∥D j+1t wτ (t)∥∥L2(Ω) + ∥∥D jt Dxwτ (t)∥∥L2(Ω) + ∥∥D j+1t θτ (t)∥∥L2(Ω)
+ ∥∥D jt Dxθτ (t)∥∥L2(Ω))+ ε
1∑
j=0
(∥∥D jt D2x wτ (t)∥∥L2(Ω) + ∥∥D jt D2xθτ (t)∥∥L2(Ω)).
The application of Gronwall inequality to (A.25) says
f˜ (t) C(wˆ, θˆ , kˆ, T ,Ω)
(
1+ ∥∥kτ∥∥W 2,p(0,t)) for all t ∈ [0, τ ′ − τ ]. (A.26)
Finally, we differentiate the ﬁrst and the second equations in (4.1) with respect to x and then obtain by a simple
calculation
k0θ
τ
xxx = −kˆ′ ∗ θτxxt − DxEτ − σ DxF τ + θτttx + σwτttx. (A.27)
Then noting (A.26) we get
∫
Ω
∣∣θτxxx(x, t)∣∣2 dx
∫
Ω
∣∣∣∣∣
t∫
0
kˆ′(t − s)θτxxx(x, s)ds
∣∣∣∣∣
2
dx+ C(wˆ, θˆ , kˆ, T ,Ω)(1+ ∥∥kτ∥∥W 2,p(0,t))
 C(T )‖kˆ‖W 2,p(0,t)
t∫ ∫ ∣∣θτxxx(x, s)∣∣2 dxds + C(wˆ, θˆ , kˆ, T ,Ω)(1+ ∥∥kτ∥∥W 2,p(0,t)), (A.28)0 Ω
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Therefore, the Gronwall inequality yields that∥∥θτxxx∥∥L2(Ω)  C(wˆ, θˆ , kˆ, T ,Ω)(1+ ∥∥kτ∥∥W 2,p(0,t)) for all t ∈ [0, τ ′ − τ ]. (A.29)
A similar estimate can be derived for wτ . So we can obtain the desire estimate (4.8) from (A.26) and (A.29) and then
complete the proof. 
Proof of Lemma 4.3. Using (4.2) and (H5′), we obtain
(
kτ
)′′  ∫
Ω
∣∣φ′′(x)D2t (−βσθτ + ασwτ − kτ ∗ θˆt − kˆ ∗ θτt )∣∣dx
+
∫
∂Ω
∣∣φ′(x)D2t (−βσθτ + ασwτ − kτ ∗ θˆt − kˆ ∗ θτt )∣∣ds(x)
+
∫
Ω
∣∣∣∣φ(x)D2t
(
kτ ∗ f
′
2 − f ′1
L
)∣∣∣∣dx+ C(kˆ, θˆ , T ,Ω). (A.30)
The trace theorem (
∫
∂Ω
|p|2 ds)1/2  ε‖∇p‖L2(Ω) + C(ε)‖p‖L2(Ω) for all ε > 0, p ∈ H1(Ω) would clearly imply that∫
∂Ω
∣∣φ′(x)D2t (−βσθτ + ασwτ − kτ ∗ θˆt − kˆ ∗ θτt )∣∣ds
=
∫
∂Ω
∣∣φ′(x)(D2t (−βσθτ + ασwτ )− (kτ )′Dt θˆ (x,0) − kτ (0)D2t θˆ
− (kτ )′ ∗ D2t θˆ − kˆ′Dtθτ (x,0) − k0D2t θτ − kˆ′ ∗ D2t θτ )∣∣ds(x)
 ε
(∥∥D2t Dxθτ∥∥L2(Ω) + ∥∥D2t Dxwτ∥∥L2(Ω) + ∥∥(kτ )′ ∗ D2t Dxθˆ∥∥L2(Ω)
+ ∥∥kˆ′ ∗ D2t Dxθτ∥∥L2(Ω))+ C(ε, θˆ , kˆ)(1+ (kτ )′ + ∥∥D2t θτ∥∥L2(Ω)
+ ∥∥D2t wτ∥∥L2(Ω) + ∥∥(kτ )′ ∗ D2t θˆ∥∥L2(Ω) + ∥∥kˆ′ ∗ D2t θτ∥∥L2(Ω)). (A.31)
Thus from (A.30) and (A.31), we have∥∥(kτ )′′∥∥pLp(0,t)  ε(∥∥D2t Dxθτ∥∥pLp(0,t;L2(Ω)) + ∥∥D2t Dxwτ∥∥pLp(0,t;L2(Ω)))
+ C(ε, kˆ, θˆ , T ,Ω)(1+ ∥∥D2t θτ∥∥pLp(0,t;L2(Ω)) + ∥∥D2t wτ∥∥pLp(0,t;L2(Ω)) + ∥∥kτ∥∥pW 1,p(0,t))
 ε
(∥∥wτ∥∥pYt + ∥∥θτ∥∥pYt )
+ C(ε, kˆ, θˆ , T ,Ω)
(
1+ ∥∥wτ∥∥pZt + ∥∥θτ∥∥pZt +
t∫
0
sp−1
∥∥kτ∥∥W 2,p(0,s) ds
)
, (A.32)
where we have used
∥∥kτ∥∥pW 1,p(0,t)  T (∣∣kˆ(τ )∣∣p + ∣∣kˆ′(τ )∣∣p)+
t∫
0
sp−2
∥∥kτ∥∥pW 2,p(0,s) ds. (A.33)
Obviously, (4.9) can follow from (A.32) immediately. The proof is complete. 
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