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1 Introduction.
The difficulties with the simple shooting method for the solution of ordinary
differential boundary value problems are well known, and there have been
many suggested modifications to overcome them. Notable among them are
the discrete orthonormalization process of Godunov and Conte (1966), the
multiple shooting method (Keller(1968) and Osborne(1969)) and the Riccati
transformation method (Scott(1975)).
Although suggested by Abramov(1962) and discussed by Bakhvalov(1973)
the continuous orthonormalization method has recieved much less attention.
Essentially the same idea seems to have been independently suggested by
Drury (1980) and used by Davey(1983) and Meyer(1986). Recently Van Loon
(1985) and (1987) has arrived at a closely related method from a rather differ-
ent point of view. He concentrates on a change of variable in the differential
equation using an orthogonal matrix rather than on orthogonalizing sets of
solutions.
Here it is intended to explore the relationships between the different ideas
and the motivation for the method. Particularly confusing is the wide diver-
gence in notation used in the papers mentioned. Here a matrix formulation is
used consistently in the hope that this will make the underlying ideas clearer
as well as the relationships between the methods.
The motivation that is emphasised here is that any matrices used in the
solution of sets of simultaneous equations should be arranged to be well
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conditioned if possible. This is related to the idea of ‘Dichotomy’ introduced
by Coppel(1978) and considered in detail by Mattheij(1985). Here it is hoped
to avoid the technicalities of this theory while keeping the underlying ideas
in mind.
2 Problem Specification and Notation
Consider linear boundary value problems of the form:
x′ = Ax+ f (1)
in the range [a, b] where x and f are n-vectors and A an (n ∗ n) matrix. A
and f as well as x are assumed to depend on the independent variable t.
In the first instance, the boundary condition will be assumed to be sepa-
rated of the form
Bx = α1 at t = a
Cx = α2 at t = b,
}
(2)
where a1 is a q-vector and a2 a p-vector with p+ q = n. Some comments on
non-separated conditions will be given later.
It will often be convenient to partition vectors and matrices for example
xT = (x1|x2)T
where x1 is a p-vector and x2 is a q-vector. Similarly for matrices
B = (B1|B2)
where B1 is q ∗ p and B2 is q ∗ q, and
A = (A1| A2 ) =
(
A11 A12
A21 A22
)
where A11 is p ∗ p etc.
In the simple method of superposition a set of p linearly independent
solutions of the homogeneous form of (1) is found satisfying the homoge-
neous form of the boundary conditions at t = a, along with a particular
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solution satisfying the inhomogeneous form of the equation. Suppose that
the p columns form a matrix X and the particular solution is x∗. Then any
solution satisfying the conditions at t = a can be writen in the form
x = x∗ +Xλ. (3)
Then λ may be chosen to obtain a solution satisfying also the conditions at
t = b that is
CXλ = α2 − Cx∗. (4)
There are two difficulties which may arise here firstly that the matrix
CX may be ill-conditioned, which is likely if equation (1) has some solutions
grow more rapidly than others as this will lead to the columns of X becoming
almost linearly dependent. Secondly the particular solution x∗ may be almost
linearly dependent on the columns of X so that cancelation may occur in
forming x using (3).
3 Solution Orthonormalization
Continuous orthonormalization may be viewed in two distinct ways, firstly
by orthonormalizing a set of particular solutions, secondly by using an or-
thogonal matrix to transform the equations. Drury, Davey and Meyer use the
first approach, the aim being to find an orthonormal basis for the subspace
spanned by the columns of X that is solutions of the homogeneous differen-
tial equation and left hand boundary conditions. This is, of course, similar
to the motivation for the Godunov-Conte algorithm but here the aim is to
have an orthonormal basis for all t not just at a set of discrete interior points.
Note that X satisfies the equation
X ′ = AX, (5)
and consider the modified equation
Y ′ = AY + Y G. (6)
This is motivated by noting that for any matrix G the spaces spanned by the
columns of X and Y will be the same if X(a) = Y (a). This result is given
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by Bakhvalov(1977) but for completeness an independent proof is given here.
Suppose that X is the solution of (5) and Y that of (6) with
X(a) = Y (a) = X∗. The required result is equivalent to showing that
Y = XW (7)
for some non-singular (q ∗ q) matrix W . We show that we can find a W so
that Y = XW satisfies (6). We then have
Y ′ = X ′W +XW ′
so that
Y ′ − AY − Y G = X ′W +XW ′ − AXW −XWG
= X(W ′ −WG). (8)
Hence if W ′ = WG and W (a) = I , then Y defined by (7) will satisfy (6)
with the appropriate initial condition. Clearly such a W can be found and it
will be non-singular on account of the uniqueness of the solutions of initial
value problems.
We now wish to show that we can choose G so that the solution of (6)
has orthonormal columns. For reasons made clear later we denote this or-
thogonalized matrix by T1. So that T1 must satisfy (6) and
T T1 T1 = I, (9)
differentiating gives
T T1 T
′
1 + T
T ′
1 T1 = 0
so that
(T T1 A
T +GTT T1 )T1 + T
T
1 (AT1 + T1G) = 0
or
T T1 (A+ A
T )T1 +G
TT T1 T1 + T
T
1 T1G = 0,
G+GT = −T T1 (AT + A)T1. (10)
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This does not uniquely define G but one obvious solution is G = −T T1 AT1.
Other possibilities are to add the condition that G should be triangular or
symmetric.
The first choice implies that
T T1 T
′
1 = 0 (11)
and this is used by both Davey and Meyer. Whatever solution of (10) is used
it follows that (T T1 T1)
′ = 0 so that if T T1 T1 = I initially then this will hold
true for all t.
Note that the equation for T1 may be rewritten as
T ′1 = (I − T1T T1 )AT1
= (I − P )AT1
}
(12)
where P = T1T
T
1 is a projection matrix (PP = P ) projecting into the
subspace spanned by the columns of T1.
This in principle enables the matrix T1 to be found by integrating (12),
with suitable orthogonal initial conditions. However both Davey and Meyer
emphasise that this integration is liable to be unstable, so rather than as-
suming that T T1 T1 = I exactly, they use the condition (11) to derive
G = (T T1 T1)
−1T T1 AT1
so that
T ′1 = (I − T1T+1 )AT1, (13)
where T+1 denotes the generalized inverse of T1
T+1 = (T
T
1 T1)
−1T T1 . (14)
The initial condition for T1 may be found in various ways, for example a
partial Householder QR type reduction on BT can be used to give a matrix
of the form
T TBT =
(
0
R
)
where T is orthogonal and R reverse lower triangular, so that
BT = (0, RT ) (15)
5
is found. The first p columns of T may be used as T1 as they are orthogonal
and satisfy BT1 = 0.
4 The Inhomogeneous Problem
To satisfy the inhomogeneous problem we need a particular solution of (1)
with the given boundary conditions at t = a, or something giving equivalent
information. In principle any solution of (1) satisfying the conditions would
do, but this is liable to become almost linearly dependent on the columns of
T1 so some problem is still possible. Meyer(1986) suggests finding a “partic-
ular integral which is orthogonal to the subspace” spanned by the columns of
T1 in the notation used here. Strictly what he does is to orthogonalise a par-
ticular solution with respect to the subspace. Note that this is not necessarily
a solution of the equation (1) itself but it does provide equivalent information.
Using the projection matrix P we can write any particular solution x∗ in
the form
x∗ = Px∗ + z (16)
where z = (I − P )x∗ then
z′ = x∗′ − P ′x∗ − Px∗′
= (I − P )(Ax ∗+f)− (T ′1T T1 + T1T T ′1 )x∗
= (I − P )(Az + f)− T1T T ′1 z (17)
since T T ′1 P = T
T ′
1 T1T
T
1 = 0 in view of (11). (This is equivalent to the
first equation on p255 of Meyer(1986) ). By eliminating T T ′1 we obtain the
alternative form
z′ = ((I − P )A− PAT )z + (I − P )f. (18)
Now z must satisfy the given q boundary conditions at t = a
Bz = α1 (19)
as BP = 0, and the p conditions for initial orthogonality
T T1 z = 0 (20)
so that this initial value problem uniquely defines z.
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5 Construction of the Solution
Having obtained T1 and z any solution of (1) satisfying the boundary condi-
tions at t = a can be written in the form
x = z + T1λ (21)
where it is important to note that λ is a p-vector function of t not necessarily
constant. Now the right-hand boundary conditions may be used to give λ(b)
that is at t = b
C(z + T1λ) = α2 (22)
which is a set of p simultaneous equations for the elements of λ(b).
This has in principle solved the problem as we can now determine x(b)
and integrate inwards. However, this is liable to be unstable, and a number
of suggestions have been made to avoid this problem. This problem is not as
simple as it at first appears. One idea is to find λ(t) and use this to construct
the solution, though this requires either storage or reconstruction of T1 and z.
Davey(1983) notes that λ(t) satisfies a differential equation, which is found
as follows. From (21)
x′ = z′ + T ′1λ+ T1λ
′ (23)
using (1) and (17)
T1λ = Ax+ f − (I − P )(Az + f) + T1T T ′1 z − T ′1λ.
Pre-multiplying by T T1 , noting that T
T
1 (I − P ) = 0 and using (11) we get
λ′ = T T1 (Ax+ f) + T
T ′
1 z
= T T1 {A(z + T1λ) + f}+ T T ′1 z
= T T1 AT1λ+ T
T
1 (Az + f) + T
T ′
1 (24)
or alternatively using (12)
λ′ = T T1 AT1λ+ T
T
1 ((A+ A
T )z + f), (25)
this roughly corresponds to Meyer(1986) equation (2.17) using different no-
tation.
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The main problem with this approach is that it requires knowledge of T1
and z. They may be stored from the forward integration, but this is waste-
ful of storage and inconvenient particularly if a step adjusting initial value
solver is being used. Alternatively T1 and z may be found by integrating
equations (13) and (17) inwards, here stability again may cause problems.
The behaviour of the T1 integration is somewhat curious at first sight. The
columns of T1 span a space which gets closer to the space of the p dominant
solutions for the forward integration as t increases, and one would expect
that in the backward integration to obtain the space corresponding to the
dominant solutions for backward integration, which are the least dominant
for forward integration. However, as T1 initially spans the forward dominant
space at t = b this remains for part of the inward integration but then at
some stage there is a change over bringing in other solutions. However the
columns appear to remain satisfactorily orthnormal, so that no instability in
the sense of large values takes place.
Davey(1983) suggests storage of T1 at a number of interior points, using
these to correct T1 on the inward integration. It is not clear how one decides
where to put in these points, particularly as this needs to be decided when
the forward integration is being done. Meyer(1986) suggests integrating the
original equations inwards and periodically projecting onto the appropriate
subspace at points where T1 is stored. This suffers from the same problem
as Davey’s but is less expensive, as Meyer points out.
6 Transformation of the equation
Van Loon(1985) considers the problem from a different point of view, he looks
for a variable transformation to produce a new set of differential equations
which are convenient and stable to solve. At first this seems quite unrelated,
but if the transformation matrices considered are orthogonal an essentially
equivalent algorithm can be derived. The other element in his motivation is
the use of the notion of ‘dichotomy’ as described by Mattheij(1985). Infor-
mally this can be considered as a separation of the space of solutions of (1)
into a subspace of growing solutions and another subspace of decaying solu-
tions. Strictly this is an asymptotic theory but does give a useful indication
of what happens.
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The main point for present purposes is that if the problem is well condi-
tioned then the left-hand boundary conditions determine the decaying com-
ponent of the solution and the right hand conditions the growing component.
The aim is to use a transformation of the form
x = Ty (26)
with T an (n ∗ n) orthogonal matrix. Substitution in (1) gives
y′ = T TATy + T Tf − T TT ′y. (27)
If T is partitioned as (T1|T2) with T1 having p columns and T2 having q this
may be written as(
y1
y2
)′
=
(
T T1 AT1 − T T1 T ′1 T T1 AT2 − T T1 T ′2
T T2 AT1 − T T2 T ′1 T T2 AT2 − T T2 T2′
)(
y1
y2
)
+ T Tf. (28)
We now hope to choose the transformation so that y1 is the growing com-
ponent of the solution and y2 the decaying component, and also to partially
separate the two equations. This latter can be done by choosing T so that
the (2, 1) block in the matrix in (28) is zero. This requires that
T T2 (AT1 − T ′1) = 0, (29)
The simplest way of doing this would be to set T ′1 = AT1, but this is just the
homogeneous form of (1) and would not give an orthogonal T1. The space of
vectors orthogonal to the columns of T2 is spanned by the columns of T1 so
we must have
T ′1 = AT1 + T1G
for some G. Note that this is identical to equation (9), so that we may choose
T1 precisely as before using (13) and (15). Now the second part of (28) does
not depend on y1. The left-hand boundary conditions expressed in terms of
y rather than x become
B(T1y1 + T2y2) = α1
but T1 was chosen so that BT1 = 0 so the condition becomes
BT2y2 = α1
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which are q conditions for y2 once T2 has been fixed. So as long as BT2 is
non-singular we can find y2(a) and we have an initial value problem for y2.
The remaining columns of T that form T2 appear to be fairly arbitrary,
however, it seems natural to require them to vary in a smooth manner. Dif-
ferentiating T T1 T2 = 0 gives
T T ′1 T2 + T
T
1 T
′
2 = 0 (30)
so using (12) we get
T T1 T
′
2 = −T T1 AT (I − T1T T1 )T2
= −T T1 ATT2 (31)
as T T1 T2 = 0. Pre-multiplication by T1 gives
T1T
T
1 T
′
2 = −T1T T1 ATT2 (32)
The orthogonality of T implies that T T2 T2 = Iq so differentiating gives
T T2 T
′
2 + T
′
2T2 = 0
Writing Z = T2T
T
2 we have
Z + ZT = 0 (33)
and
T2T
T
2 T
′
2 = T2Z (34)
Since T is orthogonal we have
T1T
T
1 + T2T
T
2 = In (35)
so (32),(34) and (35) give
T ′2 = −T1T T1 ATT2 + T2Z. (36)
This equation can be used to determine a suitable T2 for any Z which satisfies
(33), for suppose we take such a Z, then
(T T1 T2)
′ = T T1 T
′
2 + T
T ′
1 T2
= −T T1 ATT2 + T T1 T2Z + T T1 AT (I − T1T T1 )T2
= T T1 T2(Z − I) (37)
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so that if T T1 T2 = 0 initially it will be zero for all t. Also we need to show
that T T2 T2 = Ip, consider
(T T2 T2)
′ = T T2 T
′
2 + T
T
2 T2
= T T2 T2Z + Z
TT2T2 (38)
using (36) and T T2 T1 = 0. Now this equation is satisfied by T
T
2 T2 = I if
Z + ZT = 0, and since the solution of the differential equation is unique it
follows that if T T2 T2 = I initially it will be true for all t if the condition holds.
However, there seems to be no obvious advantage in taking Z as anything
other than the zero matrix, as this simplifies the algebra. With Z = 0 (36)
becomes
T ′2 = −T1T T1 ATT2
(39) or equivalently using (35)
T ′2 = −(I − T2TT T2 )ATT2. (40)
The initial value T2(0) may be chosen using any q columns orthogonal to
T1(0), and a convenient choice is to use the last q columns of T defined by
(15). In this case (28) reduces to(
y1
y2
)′
=
(
T T1 AT1 T
T
1 (A+ A
T )T2
0 T T2 AT2
)
+ T Tf. (41)
Having integrated second part of (41) to t = b the boundary conditions there
can be used to find y1(b) from y2(b). So in principle we could integrate
the first part of (41) inward as an initial value problem for y1. Knowing
T1, T2, and y2 we can then transform back to find the solution of the original
problem. This does of course assume that T1, T2 and y2 are stored in some
way for the backward integration.
However, before considering alternatives note that some simplification of
the forward integration is possible, as only T2y2 is needed at t = b. This
suggests looking for an equation for z = T2y2. With this definition
z′ = T ′2y2 + T2y
′
2 (42)
using (39) and (41) gives
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z′ = −T1T T1 ATT2y2 + T2T T2 AT2y2 + T2T T2 f
but from (35) T2T
T
2 = I − T1T T1 so
z′ = (I − T1T T1 (A+ AT ))z + (I − T1T T1 )f. (43)
The boundary conditions at t = a give
Bz = α1 (44a)
and we must also have
T T1 z = 0 (44b)
which are sufficient conditions for the initial value problem.
This makes a significant saving in the number of equations to be inte-
grated and it is interesting to note that this is precisely equation (18) derived
previously as the orthogonalized particular solution in the other approach.
To return now to the completion of the solution. Van Loon(1985) has
an ingenious idea which at least enables the solution values at t = a to be
found without any backward integration. The cost is that extra equations
need to be integrated forward. This is done by finding a general solution for
y1 indirectly. This could in principle be done directly by integrating
Y ′11 = T
T
1 AT1Y11, Y11(a) = I (45)
and a particular solution of the first part of (41) that is using z = T2y2
w′1 = T
T
1 AT1w1 + T
T
1 (A+ A
T )z + T T1 f, w1(a) = 0. (46)
Then any solution y1 could be formed as a linear combination of w1 and the
columns of Y11 of the form
y1(t) = w1(t) + Y11(t)y1(a). (47)
However, this would suffer from precisely the same problems as the original
simple shooting method. In particular if this equation with t = b is used to
find y1(a) then a set of simultaneous equations with matrix Y11(b) needs to
be solved, and this matrix is liable to be ill-conditioned.
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The alternative suggested by Van Loon is in effect to use the adjoint
equation, that is to solve an equation not for Y11 but for R11 = Y
−1
11 , and
instead of w1 for v1 = R11w1. Now since R11Y11 = I
R′11Y11 +R11Y
′
11 = 0,
so using (45)
R′11 = −R11T T1 AT1Y11Y −111
= −R11T T1 AT1 (48)
with
R11(a) = I.
Similarly for v1 = R11w1 we get
v′1 = R
′
11w1 +R11w
′
1
= −R11T T1 AT1w1 +R11T T1 AT1w1 + T T1 (A+ AT )z + T T1 f
= T T1 (A+ A
T )z + T T1 f, (49)
which is in fact just a quadrature. The associated conditions are
v1(a) = R11(a)w1(a) = 0. (50)
Now pre-multiplication of (47) by R11 gives at t = b
R11(b)y(b) = v1(b) + Iy1(a) (51)
so here no simultaneous equations need be solved and ill-conditioning is not
a problem. Whether the columns of R11 are almost linearly dependent or
not is not of importance. There might still be some cancellation if both R11
and v1 increased with t, but this is not expected here, since all the solutions
of the y1 equation in (46) are expected to grow or at least not to decay rapidly.
There is however still some difficulty in finding the solution in the inte-
rior. It is possible to integrate the whole set of equations for T1, z, v1 and R11
forward, and at first sight this seems a promising possibility, however, at any
point where we wish to display the solution we need to construct w1 = R
−1
11 v1
and R11 may well be ill conditioned.
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For any particular t value we could carry out a new integration starting at
this point with R11 = I, v1 = 0 and using the T1 and z values produced pre-
viously, and this would enable the solution at this point to be found reliably.
This would be very expensive if results were needed at more than a few points.
An alternative, also suggested by Van Loon, is to decide a priori where
the solution will be required and restarting the integration at each of these
points with new R and v values. This, of course, gives different R11 and v1
for each subinterval. Suppose the required points are
x1 = a, x2, . . . , xm = b,
and denote by R
(j)
11 , and v
(j)
1 the values corresponding to the interval
(xj, xj+1), j = 1, . . . ,m− 1,
then we set
R
(j)
11 (xj) = I, j = 1, . . . ,m− 1,
and
v
(j)
1 (xj) = 0 j = 2, . . . ,m− 1 (52)
With these conditions R
(j)
11 (t)y1(t) = v
(j)
1 (t)+y1(xj) in the interval (xj, xj+1),
so the evaluation at xj+1 gives
y1(xj) = R
(j)
11 (x(j+1))y(x(j+1))− v(j)(x(j+1)), j = 1, . . . ,m− 1. (53)
Along with the right-hand boundary conditions these equations form a set of
mp simultaneous equations for the values of y1(xj), j = 1, . . . ,m. The matrix
is somewhat similar to that in multiple shooting, that is

I −R(1)11 (x2) · · · · · ·
0 I −R(2)11 (x3) · · ·
...
...
. . .
...
. . . . . . . . . C1T1


y1(x1)
y1(x2)
...
y1(xm)
 =

−v(1)(x2)
−v(2)(x3)
...
a2 − C2z(b)
 .
However, note that this can be solved using only back substitution once
y1(xm) has been found.
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7 Orthonormalization of the Adjoint Equa-
tions
The method of adjoints can be considered as a way of ‘transferring’ condi-
tions, that is producing a set of conditions at a point t∗ which is equivalent
to some given set of conditions at some other point. Here ‘equivalent’ is used
in the sense that the same set of solutions satisfy the conditions. As with
integration of the original equations for a set of solutions, integration of the
adjoint can lead to a set of conditions which are almost linearly dependent,
and this leads to consideration of the possibility of orthonormalization.
In un-modified form the adjoint equations for problem (1) and (2) may
be written
Y ′ = −ATY (54)
and
v′ = Y Tf (55)
where Y is an n× p matrix satisfying the initial conditions Y T (a) = B, and
the p−vector v satisfies v(a) = α1. Then at any point
Y Tx = v (56)
forms a set of p conditions on the solution x equivalent to the given left-hand
boundary conditions.
The adjoint equations can be modified as for the direct equations and as
is done in Babuska and Majer(1987) to give
Y ′ = −ATTY + Y G (57)
and
v′ = Y Tf +Gv (58)
with the modified initial conditions
Y T (a) = SB
v(a) = Sα1
}
(59)
where S is any non-singular matrix. In Babuska and Majer(1987) it is shown
that (56) again holds at any point and this forms the transferred conditions.
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To apply the continuous orthonormalization idea we need to ensure that
the columns of Y are orthonormal. As in section 3 this can be done by
appropriate choice of G and initial Y . This gives
Y ′ = −ATY + Y Y TATY. (60)
For the initial Y we need orthonormalized columns of BT , now from (15)
BT = T
(
0
R
)
= T2R
so we can choose Y = T2. Note that equation (60) is essentially the same as
equation (40) so we can identify Y with T2.
The equation for v becomes
v′ = Y Tf + Y TATY v
which is identical to the second component of (41) when v is identified with
y2. The associated conditions are easily seen to be consistent.
Thus the adjoint orthonormalization is related to the matrix T2 in pre-
cisely the same way as the direct orthonormalization is related to T1. It is
also clear that all essential information is kept by either part of T .
Consideration of the idea of transfer of conditions does suggest an alter-
native way of completing the solution. For any interior point t∗ we could use
the adjoint to obtain conditions equivalent to the left-hand boundary condi-
tions, then a similar but independent calculation could be used to transfer
the right-hand conditions to this same point. We would then have a complete
set of conditions which could be used to determine the solution at t∗. As the
transferred conditions give a good representation of the corresponding sets
of functions we would not expect the resulting matrix to be ill-conditioned
unless the original problem was.
The idea can be extended to have a number of interior points with two
independent integrations from each end of the range, giving transferred condi-
tions at each of the interior points. This would, however, require the solution
of a set of n simultaneous equations at each internal point which might be
prohibitively expensive.
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8 Comments on non-separated Boundary Con-
ditions
Van Loon(1985) considers the continuous orthonormalization process specif-
ically for non-separated boundary conditions. In this case the simplification
of equation(42) is not available so that it is necessary to find T2 and y2 sepa-
rately. For non-separated conditions there are other problems, in particular
how to split the system. It may not even be clear how p and q should be
chosen. Van Loon(1985) suggests finding the eigenvalues of the matrix A in
(1) at t = a, and setting p to be the number of eigenvalues with real part
positive. Then an initial T1 is chosen to span the corresponding eigenspace.
However Coppel(1978) points out that the eigenvalues do not necessarily give
a correct indication of the growth properties of the solutions unless A varies
sufficiently slowly with t.
However, as noted before, one would expect the space spanned by T1 to
become closer to the true growth space as t increases, so that having this
correct initially may not be so critical. This does assume though that the
value of p is correct.
Babuska and Majer(1987) suggest converting problems with non-separated
boundary conditions into ones with separated conditions, this certainly avoids
the difficulty but at the cost of doubling the size of the differential system.
9 Conclusions
No illustrative examples are included here as previous papers have already
shown that continuous orthonormalization is a workable method. It is hoped
that the discussion given here has clarified the ideas involved in the method
and the relationship between different approaches.
Continuous orthonormalization is certainly a feasible method for problems
with separated boundary conditions which will cope with stiff problems. Fur-
ther extensive empirical evaluation is needed to establish how it compares in
practice to other alternatives such as variants of the Riccati transformation
method.
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