Aims. Continuing the systematic determination of the electron temperature of H  regions using the Balmer and/or Paschen discontinuities by Guseva et al. (2006) we focus here on 3.6m ESO telescope observations of a large new sample of 69 H  regions in 45 blue compact dwarf (BCD) galaxies. This data set spans a wide range in metallicity (Z ⊙ /60 < ∼ Z < ∼ Z ⊙ /3) and, combined with the sample of 47 H  regions from Guseva et al. (2006), yields the largest spectroscopic data set ever used to derive the electron temperature in the H + zone. Methods. In the same way as in Guseva et al. (2006) we have used a Monte Carlo technique to vary free parameters and to calculate a series of model spectral energy distributions (SEDs) for each H  region. The electron temperature in the H + zones was derived from the best fitting synthetic and observed SEDs in the wavelength range ∼ 3200-5100Å, which includes the Balmer jump. Results. On the base of the present large spectroscopic sample we find that in hot (T e (H + ) > ∼ 11000 K) H  regions the temperature of the O 2+ zone, determined from doubly ionised oxygen forbidden lines, does not differ statistically from the temperature of the H + zone. Thus, we confirm and strengthen the finding by Guseva et al. (2006) . We emphasize that due to a number of modelling assumptions and the observational uncertainties for individual objects, only a large, homogeneous sample, as the one used here, can enable a conclusive study of the relation between T e (H + ) and T e (O ).
Introduction
A long-standing problem in the study of H  regions is connected to the fact that the electron temperatures derived from the hydrogen Balmer and Paschen discontinuity or from the UV helium discontinuity are systematically lower than those derived from the collisionally excited optical [O ] lines which are most often used for the temperature determination (e.g. see review in O'Dell et al. , 2003) .
Electron temperature determinations based both on collisionally excited line diagnostics and on the Balmer and Paschen jumps have been mainly applied to planetary nebulae (PNe) (e.g. Liu et al. , 2000; Luo et al. , 2001; Ruiz et al. , 2003; Zhang et al. , 2004; Peimbert et al. , 2004; Wesson et al. , 2005) and to nearly solar-metallicity H  regions in the Milky Way and several nearby galaxies with relatively high metallicities of 1/3 -1/10 solar (e.g. Peimbert & Torres-Peimbert , 1992; Peimbert et al. , 1993 Peimbert et al. , , 2000 Peimbert , 2003; Esteban et al. , 1998; García-Rojas et al. , 2004 , 2006 González-Delgado et al. , 1994) . A common result of these studies is that, generally, T e (H + ) is lower than T e (O ). Only recently Guseva et al. (2006) have derived the electron temperSend offprint requests to: N. G. Guseva, guseva@mao.kiev.ua ⋆ Based on observations collected at the European Southern Observatory, Chile, ESO program 76.B-0739. ⋆⋆ Tables 3 and 4 are only available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/ ature of a relatively large sample of low-metallicity H  regions using the Balmer and Paschen jumps. Differences between T e (H + ) and T e (O ) were first discussed by Peimbert (1967) , who introduced a concept of temperature fluctuations in the nebulae. To quantify temperature fluctuations he used the parameter t 2 , the mean square temperature variation. It was shown in many studies of planetary nebulae and H  regions (e.g. Peimbert et al. , 1995; Esteban et al. , 1998 Esteban et al. , , 1999 Esteban et al. , , 2002 Liu et al. , 2000 Liu et al. , , 2001 ) that the heavy element abundances derived from the recombination lines and from the collisionally excited lines are consistent if t 2 is in the range 0.02 -0.10. On the other hand, typical values of t 2 for photoionization models of chemically and spatially homogeneous nebulae are significantly lower, t 2 = 0.00 -0.02 (e.g. Kingdon & Ferland , 1995; Pérez , 1997) .
In recent years point-to-point measurements of the electron temperature fluctuations have been done in several PNe and H  regions (Liu , 1998; Rubin et al. , 2002; Krabbe & Copetti , 2005; Rubin et al. , 2003; O'Dell et al. , 2003) . Only low amplitude temperature variations were found across the nebulae. This is probably because the projected parameter t 2 s derived in the point-to-point measurements of the electron temperature is different from the total parameter t 2 . Copetti (2006) has shown that t 2 s gives only a low limit of t 2 . Additionally, there are many difficulties to obtain the temperature maps of the whole nebulae when images and spectra obtained with different space-born and ground-based telescopes are combined (Luridiana et al. , 2003a) .
Thus, the observational data for PNe and H  regions with relatively low electron temperatures ≤11000K certainly show systematic differences between the temperatures obtained from the collisionally excited lines and from the Balmer and Paschen jumps (see Fig.12 in Guseva et al. , 2006 , for the data collected from literature). On the other hand, no significant differences between T e (H + ) and T e (O ) were found for the highertemperature H  regions ). This conclusion is in agreement with the results obtained by Peimbert et al. (2002) , who compared T e (O ) and the electron temperature T e (He + ) in the He + zone. Adopting t 2 = 0.01 -0.04, these authors found the temperature differences of (1 -3)% in H  regions with T e (O ) = 20000K and of (3 -12)% in H  regions with T e (O ) = 10000K. As T e (He + ) < T e (H + ) in PNe (Zhang et al. , 2005) and T e (He + ) ≈ T e (H + ) in H  regions (García-Rojas et al. , 2005) , the differences between T e (O ) and T e (H + ) are expected to be not greater than (1 -3)% in H  regions with the temperatures T e (O ) ∼ 20000K.
Different mechanisms are proposed to explain the observational differences in T e . In particular, density and chemical abundance inhomogeneities, ionization of nebulae by low-energy cosmic rays are considered (e.g. Torres-Peimbert et al. , 1990; Viegas & Clegg , 1994; Liu et al. , 2000; Tsamis et al. , 2004; Tsamis & Péquignot , 2005; Giammanco & Beckman , 2005) . However, no definite conclusions have been made concerning the main mechanism for these differences.
The knowledge of differences in T e is important for the element abundance determination. The heavy element abundances are usually derived assuming that the temperature of the H + zone is equal to the temperature of the O 2+ zone. If instead, T e (H + ) is smaller than T e (O ), then the heavy element abundances would be increased. For the determination of the primordial He abundance from spectra of low-metallicity BCDs (e.g. Izotov & Thuan , 2004 ) the knowledge of the temperature structure of a H  region is especially important because the high precision of 1 -2 % is required for the He abundance. Thus to estimate the systematic error of the primordial He abundance it is crucial to investigate whether temperature differences are as important in low-metallicity BCDs as they are in high-metallicity H  regions and PNe. Guseva et al. (2006) have determined the electron temperature of H + zones from the Balmer jump in 23 H  regions and from the Paschen jump in 24 H  regions in the metallicity range from 1/3 to 1/60 of solar, based, respectively, on Multiple Mirror Telescope (MMT) and Sloan Digital Sky Survey (SDSS) data. They used Monte Carlo simulations, varying the electron temperature in the H + zone, the extinction of the ionised gas and that of the stellar population, the relative contribution of the ionised gas to the total emission and the star formation history to fit the spectral energy distribution (SED) of the galaxies in the large wavelength range, which includes the Balmer and Paschen discontinuities. The best sets of free parameters have been obtained from the minimization of the deviations between observed and modelled SEDs. It was found that the temperatures T e (O ) of the O 2+ zones determined from the nebular to auroral line flux ratio of doubly ionised oxygen [O ] λ(4959+5007)/λ4363 do not differ, in a statistical sense, from the temperatures T e (H + ) of the H + zones determined from Balmer and Paschen jumps. On the other hand, Guseva et al. (2006) have emphasized that, due to large observational uncertainties and modelling assumptions for individual objects, only a statistical study of a large sample of H  regions can allow for definite conclusions.
Therefore in order to study the T e (O ) vs. T e (H + ) relation over a large metallicity range, between Z ⊙ /60 and Z ⊙ /3, and with much improved statistics, we took new spectra of H  regions with the 3.6m ESO telescope. These data are combined with the ones obtained by Guseva et al. (2006) .
In Section 2, we describe the observations and data reduction of the new spectroscopic data. In Section 3 we compare T e (H + ) and T e (O ) for the new BCD sample and those from literature. Our conclusions are summarized in Section 4.
Observations and data reduction
The sample observed with the 3.6m ESO telescope consists of 69 low-metallicity H  regions in 45 BCDs. They were selected mainly from the literature. Particularly, two galaxies were selected from the Data Release 2 of the Six-Degree Field Galaxy Redshift Survey (6dFGRS) (Jones et al. , 2005) and eighteen galaxies were selected from the Data Release 4 of the Sloan Digital Sky Survey (SDSS) (Adelman-McCarthy et al. , 2006) . The BCDs were chosen to span a large range of oxygen abundance, from about 1/60 to about 1/3 that of the Sun. Thus, we can study the dependence of temperature variations with metallicity. Since the electron temperature of a H  region depends on its metallicity, H  regions in our BCD sample span also a large range of electron temperatures. The equivalent width of the Hβ line, EW(Hβ), is a measure of the relative contribution of the ionised gas emission to the total light. The selected galaxies cover a large range of EW(Hβ) from 10Å to 382Å.
All spectra were obtained with the EFOSC2 (ESO Faint Object Spectrograph and Camera) mounted at the 3.6m ESO telescope at La Silla in two observing runs, the first one, during April 11 -14, 2005 and the second one, during October 7 -9, 2005. The observing conditions were photometric during all nights. For the spring observations we used the grism #14 and the grating 600 gr/mm. The long slit with 1 ′′ ×300 ′′ was centered on the brightest part of each galaxy. The above instrumental setup gave a wavelength coverage of λλ3200-5083, a spectral resolution of ∼6.2 Å (FWHM) and a spatial scale of 0.
′′ 314 pixel −1 along the slit for the used 2×2 pixel binning. During the fall observations the grism #07 and the grating 600 gr/mm were used, resulting in a wavelength coverage of λλ3250-5200. These observations were carried out with a 1.
′′ 2×300 ′′ slit centered on the brightest part of each galaxy. The spectral resolution and spatial scale along this slit were ∼6.2 Å (FWHM) and 0.
′′ 157 pixel −1 , respectively. Our sample galaxies were mostly observed at low airmass <1.2. Spectroscopic observations at a higher airmass were carried out along the parallactic angle. Thus, no corrections for atmospheric refraction have been applied. The total exposure time of typically 40 -60 minutes per galaxy was split up into 2 -3 subexposures to allow for a more efficient rejection of cosmic ray hits. Three spectrophotometric standard stars were observed during each night for flux calibration. The journal of the observations is given in Table 1 .
The data reduction was carried out with the IRAF 1 software package. This includes bias subtraction, flat-field correction, cosmic-ray removal, wavelength calibration, night sky background subtraction, correction for atmospheric extinction and absolute flux calibration of the two-dimensional spectrum. For each night the sensitivity curve was derived from averaging of three standard stars.
Fig. 1.
Best fit model SED to the redshift-and extinctioncorrected observed spectrum of UM 462c. The model SED is calculated assuming that the H  region is ionisation-bounded. It is seen that the red part of spectrum is fitted quite well whereas the modelled SED underestimates the flux shortward of the Balmer jump. This is likely due to the leakage of ionising photons from the H  region.
One-dimensional spectra of the bright H  regions in each galaxy were corrected for interstellar extinction using the reddening curve by Whitford (1958) and for redshift, derived from the observed wavelengths of the emission lines. Redshiftcorrected spectra are shown in Fig. 3 .
Emission line fluxes were measured using Gaussian profile fitting. The errors of the line flux measurements were calculated from the photon statistics of non-flux-calibrated spectra. They have been propagated in the calculations of the elemental abundance errors. The observed relative emission line fluxes F(λ)/F(Hβ) and fluxes I(λ)/I(Hβ) corrected for interstellar extinction and underlying stellar absorption, equivalent widths EWs of emission lines, extinction coefficients C(Hβ), observed Hβ fluxes F(Hβ), and equivalent widths of the hydrogen absorption lines are listed in Table 3 . Not all galaxies observed with the 3.6m telescope are included in Table 3 , but all of them are used in the subsequent analysis. We excluded from Table 3 eight H  regions with an oxygen abundance of 12 + log O/H ≤ 7.6. The emission line fluxes, electron temperatures, ionic and total element abundances for these H  regions are presented in Papaderos et al. (2006, in preparation) , as part of a detailed spectroscopic and photometric study of extremely metal-deficient star-forming galaxies. We neither include in Table 3 the two extremely metal-poor emission-line galaxies SDSS J2104-0035 and J0133+0052 discovered in SDSS. All observational data for these galaxies were published by Izotov et al. (2006a) . Finally, Table 3 does not include the extremely metal-deficient BCDs SBS 0335-052W and SBS 0335-052E. A spectroscopic study of these two systems is presented in Papaderos et al. (2006b) .
Results

Electron temperature T e (O ) and element abundances
The electron temperature T e , ionic and total heavy element abundances were derived following Izotov et al. (2006b Izotov et al. (2006b) . The 3.6m spectra covered only the blue wavelength region, so that the [S ] λ6717, 6731 emission lines can not be used for the electron number density determination. Therefore we have adopted N e = 100 cm −3 . The electron temperatures T e (O ) and T e (O ) for the high-and low-ionisation zones in H  regions respectively, the ionisation correction factors (ICFs) and the ionic and total heavy element abundances for oxygen, neon and iron are given in Table 4 excluding data for 16 H  regions published in the papers by Izotov et al. (2006a) ; Papaderos et al. (2006b) and Papaderos et al. (2006, in preparation) .
Relevant parameters to the purpose of the paper such as the equivalent width EW(Hβ) of the Hβ emission line, the electron temperature t e (O ) of the O 2+ zone, the electron temperature t e (H + ) of the H + zone, the oxygen abundance 12 + log O/H and the extinction coefficient C(Hβ), obtained from the Balmer decrement, are collected in Table 2 for the entire sample of the 69 H  regions observed with the 3.6m ESO telescope.
Electron temperature T e (H + )
To derive the electron temperature T e (H + ) we use the same method as that described in detail by Guseva et al. (2006) . The method is based on the determination of the electron temperature T e (H + ) of H + zones by fitting a series of model SEDs to the observed SEDs and finding the best fits. Each fit is performed over the whole observed spectral range shortward of ∼ λ(5100 -5200)Å, which includes the Balmer jump region (λ3646Å). Besides the electron temperature T e (H + ) which controls the magnitude of the Balmer jump, the shape of the SED depends on several other parameters. As each SED is the sum of both stellar and ionised gas emission, its shape depends on the relative brightness of these two components. In BCDs, the contribution of the ionised gas emission can be very large. However, the EWs of hydrogen emission lines never attain the theoretical values for pure ionized gas emission. This implies a nonnegligible contribution of stellar emission in all sample galaxies. We therefore parametrize the relative contribution of gaseous emission to the stellar one by the equivalent width EW(Hβ).
The shape of the spectrum depends also on reddening. The extinction coefficient for the ionised gas C(Hβ) has been obtained from the observed hydrogen Balmer decrement. Here we assume that the differences between the observed and theoretical recombination hydrogen Balmer line ratios are only due to reddening and underlying stellar absorption. However, additional source of differences, collisional excitation of hydrogen lines, could play some role in the hot H  regions (Stasińska & Izotov , 2003; Luridiana, et al. , 2003b) . Collisional excitation may increase the flux of the Hα emission line by < ∼ 5% above the recombination value. The effect is less important, < ∼ 2%, for the Hβ emission line. We find that ignoring collisional excitation of hydrogen lines does not change significantly the derived T e (H + ). As the Hα line is not present in our spectra, we decreased by 2% the flux of Hβ line measured in spectra of several hottest H  regions from our sample. Such correction results in decreasing C(Hβ) by ∼ 0.07. Then the derived T e (H + ) is not changed more than by ∼ 1% as compared to the case with the measured flux of the Hβ line. Therefore, for the whole sample we decided not to take into account collisional excitation of hydrogen lines and use the C(Hβ) obtained from the measured hydrogen line fluxes. We have no direct observational constraint for the reddening for the stellar component, which could differ from C(Hβ). Therefore, for simplicity, we adopt in calculations that both extinctions C(Hβ) gas and C(Hβ) stars , respectively for the ionised gas emission and the stellar component emission, are randomly varied in the narrow range around C(Hβ). Finally, the SED depends on the star formation history of the BCD.
We have carried out a series of Monte Carlo simulations to reproduce the SED in each H  region of our sample. To calculate the contribution of stellar emission to the SEDs, we have adopted a grid of the Padua stellar evolution models by Girardi et al. (2000) 2 with heavy element mass fractions Z = 0.0001, 0.0004, 0.001, 0.004, 0.008. Using these data we have calculated with the package PEGASE.2 (Fioc & Rocca-Volmerange , 1997 ) a grid of instantaneous burst SEDs in a wide range of ages, from 0.5 Myr to 15 Gyr. We have adopted a stellar initial mass function with a Salpeter slope, an upper mass limit of 100 M ⊙ and a lower mass limit of 0.1 M ⊙ . Following Guseva et al. (2006) we could approximate the star formation history in BCDs by two short bursts of different age but equal durations and with different strengths. The old stellar population is usually approximated by continuous star formation (e.g. Guseva et al. , 2001 Guseva et al. , , 2003a . However, the contribution of the old stellar population to the light of the bright H  regions considered in this paper is always small, not exceeding a few percent in the optical range. Therefore, the approximation of a short burst for the old stellar population is acceptable for our modelling, as it was shown by Guseva et al. (2006) . The contribution of gaseous emission to the total emission is scaled by the ratio of the observed equivalent width of the Hβ emission line to 2 http://pleiadi.pd.astro.it. the EW(Hβ) expected for pure gaseous emission. The gaseous continuum emission is calculated following Aller (1984) and includes hydrogen and helium free-bound, free-free, and twophoton emission. In our models it is always calculated with the electron temperature T e (H + ) and with the He/H abundance ratio derived from the H  region spectrum. The observed emission lines corrected for reddening and scaled using the absolute flux of the Hβ emission line were added to the calculated gaseous continuum.
Given that T e (H + ) is not necessarily equal to T e (O ), we chose to vary it in the range (0.7 -1.3)×T e (O ). We adopt for the range of the allowed EW(Hβ) values between 0.95 and 1.05 times its nominal value. As for the extinction, we allow both C(Hβ) stars and C(Hβ) gas to vary in the range of (0.8 -1.2) of C(Hβ), obtained from the Balmer decrement.
We assume that the young stellar population was formed in a recent burst of star formation with an age t(young) between 0.3 and 10 Myr. For the age of the older stars t(old) we adopt values between 10 Myr and 15 Gyr. The contribution of each burst to the SED is defined by the ratio of the masses of stellar populations formed respectively in the old and young bursts, b = M(old)/M(young), which we vary between 0.01 and 100. For each H  region we computed a series of synthetic SEDs using a grid of Padua models with the heavy element mass fraction, that is closest to the heavy element mass fraction of the ionised gas. We run 10 5 Monte Carlo models for each H  region varying simultaneously t(young), t(old), b, T e (H + ), C(Hβ) gas and C(Hβ) stars . The first four parameters are used to calculate the model EW(Hβ). Only those solutions were further considered for the SED fitting in which the modelled EW(Hβ) falls in the (Press et al. , 1992) , dotted lines denote 1σ dispersions of our sample H  regions around the regression line. Error bars are the root mean square temperature deviations from the mean of the 10 best Monte Carlo simulations. 3.6m data are shown by large filled circles. Two objects, Pox 186 and UM 462c, which could not be fitted by ionisation-bounded model are denoted by squares. For each of these two galaxies we show by open squares the solutions from the ionisation-bounded model and by filled squares the solutions from the model with escaping Lyc photons. The derived t e (H + ) from the Balmer jump in 23 low-metallicity H  regions (MMT data) and the Paschen jump in 24 low-metallicity H  regions (SDSS data) are shown by large and small open circles, respectively . For comparison we have also plotted by dots in (a) the data of Liu et al. (2004) , Zhang et al. (2004) , Wesson et al. (2005) and Krabbe & Copetti (2005) for 58 Galactic PNe. Stars show the data for H  regions from Esteban et al. (1998) , García-Rojas et al. (2004 , 2006 , Peimbert & Torres-Peimbert (1992) , Peimbert et al. (2000) , Peimbert (2003) and González-Delgado et al. (1994) range 0.95 -1.05 of the observed one. Typically, the number of such solutions is ∼ 10 -100 times less than the total of 10 5 simulations.
In the same way as in Guseva et al. (2006) we used the σ statistic to quantify the goodness of each model's fit to the observed SED. For each Monte Carlo realization we computed a mean deviation σ between the observed and modelled spectra. We calculate in each spectrum the root mean square deviation σ j for each of the five continuum regions selected to be devoid of line emission and absorption, as
where N j is the number of the points in each particular spectral interval. Then σ = σ j /5.
As shown in Fig. 2a , for all Monte Carlo realizations the age t(old) and t(young) and mass ratio b of the old and young stellar populations, and the electron temperature T e (H + ) in the H + zone span a wide range. However, if only solutions with the lowest σs are taken into account then the range of the electron temperature in the H + zone for many H  regions from our sample is considerably narrowed ( Fig. 2b and 2c ). On the other hand, for some H  regions the minimum in the distribution of σ is not sharp and even two minima in the distribution of σ are obtained with significantly different T e (H + ) (see also Fig. 9 in Guseva et al. , 2006 ). The T e (H + ) of each H  region is derived as the average of the electron temperatures obtained for several best-fitting SEDs. We also derive the dispersion around the average T e (H + ) of the electron temperatures obtained from the same best-fitting SEDs. Then small dispersions correspond to sharp single minimuma in the distributions of σ. We have checked how the derived T e (H + ) does depend on the exact number of best solutions we choose to average. No systematic differences were found when the number of best fits varies between a few and a couple of ten . Hence, we adopt for t e (H + ) = 10 −4 T e (H + ) the mean of the 10 best-fitting solutions weighted by σ.
We note that the bimodal σ distribution for some H  regions does not allow to derive a unique T e (H + ) in those objects. The average T e (H + ) of the 10 best-fitting solutions for these H  regions can significantly differ from the actual one. On the other hand, the dispersion of the average T e (H + )s in H  regions with the bimodal σ distribution is large reflecting the uncertainties of the temperature determination. Therefore, in the following discussion we will use different samples: the total sample ( Fig. 4a ) and the samples with the sharp minimum in the σ distribution (Figs. 4b,c).
Comparison of t e (H + ) and t e (O )
Figure 3 shows by a thick solid line the best-fit SED (SED with the smallest σ) superimposed on the redshift-and extinctioncorrected observed spectrum of each H  region in the sample, including the H  regions discussed by Izotov et al. (2006a) and Papaderos et al. (2006, in preparation) . The galaxies are arranged in order of decreasing Hβ equivalent width, i.e. in order of decreasing contribution of gaseous emission relative to stellar emission. It is seen that, in every case, the model SED fits well the observed one over the whole spectral range, including the Balmer jump region. The separate contributions from the stellar and ionised gas components are shown only for SBS 0335-052E SE by thin solid lines. In Fig. 4a we compare t e (H + ) and t e (O ) = 10 −4 T e (O ). The 3.6m data for the sample of 69 H  regions in 45 BCDs are shown by large filled circles and, in the case of Pox 186 and UM 462c, by squares. The electron temperature t e (H + ) for each galaxy is the mean of the temperatures derived from the 10 best Monte Carlo realizations weighted by their σs (Table 2) . Error bars are the root mean square temperature deviations from the mean of the 10 best Monte Carlo simulations. The dashed line denotes equal temperatures, while the solid line is a linear regression t e (H + ) = 1.078×t e (O ) -0.054 obtained with the likelihood method (Press et al. , 1992) and, therefore, its large weight in the linear regression determination. On the other hand, if equal dispersions of t e (H + ) are adopted for all H  regions, the linear regression deviates very little from the line of equal temperatures. All these differences are smaller than the 1σ deviations of H  regions from the linear regression (dotted lines). Therefore, we conclude that no systematic difference between t e (O ) and t e (H + ) is evident from Fig. 4a . Our 3.6m observations in Fig. 4a are supplemented by the data from previous studies. The results of t e (H + ) determination from Balmer jump for 23 low-metallicity H  regions (MMT data) and Paschen jump for 24 low-metallicity H  regions (SDSS data) from Guseva et al. (2006) are shown by large and small open circles respectively. In Fig. 4a we also plot some other data from the literature. By stars are shown the H  regions: M17 (Peimbert & Torres-Peimbert , 1992) , Orion nebula (Esteban et al. , 1998 ), NGC 3576 (García-Rojas et al. , 2004 , S 310 (García-Rojas et al. , 2004 , 2006 in the Galaxy; 30 Dor in Large Magellanic Cloud (Peimbert , 2003) ; NGC 346 in Small Magellanic Cloud (Peimbert et al. , 2000) ; and H  regions A and B in the BCD Mrk 71 (González-Delgado et al. , 1994) . By dots in Fig. 4a we plot the data for 58 Galactic PNe by Liu et al. (2004) , Zhang et al. (2004) , Wesson et al. (2005) and Krabbe & Copetti (2005) . The data collected from literature extend the t e (H + ) -t e (O ) relation to lower temperatures. In Fig. 4b are shown only 41 H  regions with small dispersions of t e (H + ) (σ[t e (H + )]/t e (H + ) < 0.1) for 3.6m data (present paper) and for data from Guseva et al. (2006) (MMT and SDSS data) . These data are fitted by a linear regression t e (H + ) = 1.085×t e (O ) -0.050 (solid line) that is very similar to the linear regression obtained for the whole sample of 116 H  region. If the outlying point with the highest t e (O ) is excluded the linear regression is almost not changed. Thus, from the analysis of the subsample of H  regions with sharpest minima in the σ distribution we reach the same conclusion as that based on the total sample: there is no significant differences between t e (H + ) and t e (O ). However, we cannot exclude small differences of ≤ 1000 K, corresponding to the temperature fluctuation parameter t 2 ≤ 0.02.
Special emphasis was given to the analysis of a few H  regions which are most deviant from the line of equal electron temperatures in Fig. 4a . Two of these H  regions, UM 462c and Pox 186, are labeled in Fig. 4a . One of these sources, Pox 186, has been studied previously by Guseva et al. (2004) . No H  21 cm emission was detected in this galaxy. Its H  region is characterised by a very high O 2+ /O + abundance ratio of ∼20
and likely shows Lyα emission in the UV. These properties led Guseva et al. (2004) to conclude that the H  region in Pox 186 may be density-bounded. If this is indeed the case then EW(Hβ) does not measure the starburst age anymore. Its inclusion into our modelling procedure would then result in an incorrect reproduction of the star formation history and the stellar SED. While this assumption is less critical in the case of Pox 186 because of the high EW(Hβ) and hence the dominant contribution of gaseous emission to the total emission of this system, it is important for the case of a H  region with lower EW(Hβ), such as UM 462c. This is illustrated in Fig. 1 where we show the model SED which best fits the observed spectrum of UM 462c. It is seen that the ionisation-bounded model of the H  region fails to reproduce the observations regardless of the adopted synthetic SED. Specifically, the models underestimate the SED blueward of the Balmer jump, whereas redward of it they provide a satisfactorily fit. The most likely reason for this discrepancy is leakage of ionising photons from the H  region. The discrepancy between observed and modelled SEDs can be eliminated, however, assuming a H  region model with escaping Lyc photons, which implies a larger number of massive ionising stars than the number needed to account for the observed EW(Hβ) in the case of an ionisation-bounded H  region. Thus, Monte Carlo simulations assuming a H  region with escaping Lyc photons require a younger stellar population with a larger production rate of ionising photons, compared to models assuming an ionisation-bounded H  region. As a result the stellar SED blueward of the Balmer jump is actually larger than what fits to EW(Hβ) imply. In practice, in order to account for the fraction of photons escaping from the H  region we need to introduce an additional parameter f . Then, the modelled SED of the ionised gas emission and EW(Hβ) must be multiplied by a factor (1 -f ) to match the observed ones.
In Fig. 4a we show by open squares the t e (H + ) for Pox 186 and UM 462c obtained from the ionisation-bounded model and by filled squares the t e (H + ) obtained from the model with escaping Lyc photons. It is seen that the t e (H + ) obtained from the latter models for both H  regions (filled squares) are in better agreement with the data for other H  regions. This is also evident from Fig. 3 where we plot the best-fit SEDs obtained for these two systems from models with escaping Lyc photons. These SEDs reproduce quite well the observed spectra over their whole wavelength range, including the region blueward of the Balmer jump.
The leakage of Lyc photons could be present in other H  regions from our sample. This may introduce an additional source of uncertainties in the determination of t e (H + ). However, the fact that majority of H  regions are well fitted by the models with non-escaping Lyc photons suggests that in general f is small. Our conclusion is supported by multi-wave-band studies by Leitherer et al. (1995) . They find that less than 3% of ionizing photons escape from local starburst galaxies. More recently, for several local starburst galaxies, Heckman et al. (2001) estimate f < ∼ 6% and Bergvall et al. (2006) find f ∼ 4% -10% for another local starburst. The direct detection of Lyman continuum emission from 14 high-redshift star-forming galaxies shows that only 2 of 14 studied galaxies have a significant emission below the Lyman limit (Shapley et al. , 2006) . Therefore, for all our H  regions except for Pox 186 and UM 462c we decided to apply the models with the smallest number of free parameters adopting f = 0.
Inspection of Fig. 4b also reveals that some of the H  regions from the 3.6m data sample with the highest temperatures [(t e (H + ) ∼ 1.9 and t e (O ) > ∼ 2.0)] are offset from the linear re-gression and from the line of equal temperatures, at variance to H  regions with a lower t e (H + ). These offset galaxies are lowexcitation H  regions with weak [O ]λ4363 emission lines. Therefore, the determination of t e (O ) is more uncertain in those galaxies. Indeed, the number of deviant points from the line of equal temperatures are decreased if only galaxies with high equivalent widths of Hβ (EW(Hβ) > 80Å) and small t e (O ) and t e (H + ) errors are considered (Fig. 4c) . With the additional PNe data an interesting trend appears in Fig. 4a . While the PNe data scatters nicely on either side of the line of equal temperatures for t e (O ) > ∼ 1.1, just as the BCD data, the t e (H + ) -t e (O ) relationship curves down for objects with t e (O ) < ∼ 1.1, with t e (H + ) being systematically lower than t e (O ). There are several cool H  regions collected from literature and shown by stars, which also follow the trend delineated by PNe. All other H  regions with t e > 1.0 collected from literature do not deviate from line of equal temperatures, similar to the sample of 116 H  regions in 88 emission-line galaxies collected from 3.6m, MMT and SDSS data.
Thus, we confirm the previous finding by Guseva et al. (2006) that the temperature of the O  zone is equal, within the errors, to the temperature of the H + zone in the H  regions with T e (H + ) > ∼ 11000 K. We emphasize that, due to the large observational uncertainties for each individual object and a number of modelling assumptions, only a statistical study of a large, homogeneous sample of H  regions allows us to firmly establish the relation between T e (H + ) and T e (O ).
Conclusions
Based on 3.6m ESO spectroscopic data, we have determined in this paper the temperatures of the H + zones in 69 H  regions of 45 blue compact dwarf (BCD) galaxies. Following the procedure of Guseva et al. (2006) , we have used a Monte Carlo technique to vary free parameters and to calculate a series of model spectral energy distributions (SEDs). The electron temperature of H + zones were derived from best-fit SEDs to the observed spectra in the wavelength range ∼ 3200-5100Å, which includes the Balmer jump region. These new data are combined with a sample of 47 H  regions from Guseva et al. (2006) in order to study systematic trends in the electron temperature determination over a wide range in oxygen abundance (7.13 ≤ 12+log(O/H) ≤ 8.36) and Hβ equivalent width (10Å ≤EW(Hβ) ≤397Å). This is the largest spectroscopic sample of low-metallicity H  regions ever compiled in order to address the long-standing question of how the electron temperature of H + zones is related to that derived from collisionally excited forbidden lines.
We conclude that in H  regions with an electron temperature T e (H + ) > ∼ 11000 K the temperature of the O 2+ zone, determined from the nebular to auroral line flux ratio of doubly ionised oxygen [O ] λ(4959+5007)/λ4363 is, within the errors, equal to the temperature of the H + zone determined from fitting the SED including that in the Balmer jump wavelenght region. However, we could not exclude small differences of ≤ 1000 K between T e (H + ) and T e (O ) corresponding to the temperature fluctuations parameter t 2 ≤ 0.02. Consequently, temperature differences could not be of concern for the determination of the primordial He abundance, as it relies mainly on the hot low-metallicity H  regions. Thus, on the base of a new large sample of low-metallicity BCDs we confirm and strengthen the previous finding by Guseva et al. (2006) , based on the analysis and modelling of the Balmer and Paschen jump in a smaller sample of low-metallicity H  regions.
We also identify and discuss cases of H  regions where ionisation-bounded models fail to fit the observed SEDs. Such models typically underestimate the object's SED blueward of the Balmer discontinuity. This can be, however, plausibly accounted for by photoionisation models allowing for the partial leakage of Lyc photons from a H  region. 
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