Evolutionary Algorithms (I) – Inspirations and Principles by Darko Grundler
1. UVOD
Evolucijski algoritmi (engl. evolutionary algo-
rithms, evolutionary computing) su postupci optimira-
nja, u~enja i modeliranja koji se temelje na meha-
nizmu prirodne evolucije. To su formalni sustavi ko-
ji nastoje biti izomorfni s prirodnom evolucijom.
Evolucijski algoritmi nastali su iz dviju pobuda: ̀ e-
lje za boljim razumijevanjem prirodne evolucije i
poku{aja primjene na~ela prirodne evolucije pri rje-
{avanju razli~itih zada}a. Pedesetih godina javljaju
se prve zamisli o primjeni evolucijskih na~ela pri
rje{avanju tehni~kih zada}a [1, 2, 3, 4], ali su zbog
skromnih mogu}nosti ra~unala tog doba te zamisli
ostale neprimijenjene i nepoznate {iroj znanstvenoj
javnosti. [ezdesetih godina neovisno su razvijena tri







U tekstu je sa`eto prikazan povijesni razvoj i osnovna zamisao primjene mehanizma prirodne evolucije pri op-
timiranju, u~enju i modeliranju. Usporedo su obja{njeni glavni pojmovi i postupci prirodne i formalno predo~ene
evolucije poznate pod skupnim imenom evolucijski algoritmi (skra}eno EA). Navedena je podjela inteligentnih al-
goritama u koje spadaju i EA, te navedene njihove zna~ajke, prednosti i podru~ja primjene. Jednostavnim primje-
rom ilustrirana je prakti~na predod`ba pojmova i postupci EA.
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Sl. 1. Podjela inteligentnih algoritama
evolucijsko programiranje (engl. evolutionary pro-
gramming, EP) koga su razvili L. J. Fogel, Owens, i
Walsh (1966.), evolucijske strategije (engl. evolution
strategies, ES) koje su razvili Rechenberg (1973.) i
Schwefel (1977.) i geneti~ki algoritmi (engl. genetic
algorithms, GA) koje je razvio J. H. Holland (1975.).
Katkad se kao posebne ina~ice navode: geneti~ko
programiranje (engl. genetic programming, GP) koje
je razvio Koza (1980.) i klasifikacijski sustavi (engl.
classifier systems, CS) koje je razvio J. H. Holland
(1975.) [5, 6, 7, 8, 9]. Devedesetih godina evolucijski
algoritmi se naglo razvijaju i primjenjuju u mnogim
podru~jima, {to se mo`e potkrijepiti brojem objav-
ljenih radova, konferencija, ~asopisa [10] i lokacija
na Internetu [11, 12].
Evolucijski algoritmi spadaju u {ire podru~je zna-
nosti o spoznaji (engl. cognitive science), a u u`e pod-
ru~je inteligentnih algoritama (engl. computational
intelligence) [23], kako je to prikazano na slici 1.
2. BIOLO[KA EVOLUCIJA
Evolucija je kamen temeljac moderne biologije
[13] i smatra se znanstveno utemeljenom teorijom,
kojoj nema ravnopravne teorije o razvoju ̀ ivota na
Zemlji s gledi{ta suvremene znanosti. Me|u prvima
koji su se prou~avanjem razvoja `ivota ozbiljnije
znanstveno bavili su: Pierre de Maupertuis (1698.–
1759.), Erasmus Darwin (1731.–1802.), Chevalier
de Lamarck (1744.–1829.), Gregor Johann Mendel
(1822.–1884.) i Alfred Russel Wallace (1823.–1913.).
Posebno treba ista}i Charles Darwina (1809.–1882.)
~ija je zasluga dvojaka: prvi je prikupio mno{tvo do-
kaza da evolucija postoji i prvi je ponudio prihvat-
ljivo obja{njenje njezinog uzroka. Najutjecajnije je
djelo u tom pogledu Darwinova knjiga O porijeklu
vrsta (naslov originala On the Origin of Species by
Means of Natural Selection; Preservation of Favoured
Races in the Struggle for Life), koja je objavljena
1859. godine [14, 15]. Za daljnji razvitak evolucijske
teorije, njezinu formalizaciju i matemati~ko modeli-
ranje zaslu`ni su: Sir R. Fisher (1890.–1962.), J. B. S.
Haldane (1892.–1964.), S.Wright (1889.–1988.) i dr.
Teorija biolo{ke evolucije temelji se na nekoliko
op}e prihva}enih pretpostavki.
a) Postoji nara{taj (populacija, engl. population) koji
mo`e stvarati potomke.
U biologiji nara{taj je skup ̀ ivih organizama iste
vrste koji borave na ograni~enom podru~ju u od-
re|enom trenutku. Za mehanizam evolucije nu`-
no je postojanje nara{taja vi{e jedinki koje se
mogu razmna`ati. Kako se evolucija temelji na
prirodnom izboru, nu`no je postojanje nara{taja s
vi{e jedinki razli~itih zna~ajki. Kod evolucijskih
algoritama populacija je skup neovisnih matema-
ti~kih objekata (npr. skup realnih brojeva, skup
binarnih brojeva, skup vektora i sl.).
b) Nara{taj se razmno`ava (stvara potomke, rekom-
binira se, engl. recombine).
U biologiji novi nara{taj nastaje iz postoje}eg po-
stupkom razmno`avanja (rekombinacije). Pri tom
novi nara{taj naslje|uje zna~ajke svojih prethod-
nika. Kod evolucijskih algoritama rekombinacija
(razmno`avanje) je stvaranje novih matemati~kih
objekata na temelju postoje}ih uporabom priklad-
nih matemati~kih operatora.
c) Doga|aju se slu~ajne promjene zna~ajki jedinki
koje uzrokuju varijacije, tj. nejednakosti me|u
jedinkama (mutacija, engl. mutation).
U biologiji se nasljedne zna~ajke jedinke mogu
mijenjati samo i jedino mutacijom, tj. slu~ajnom
promjenom koja nastaje pri naslje|ivanju. Zbog
mutacije mo`e se dogoditi da neki od potomaka
imaju zna~ajke koje nema niti jedan od njihovih
prethodnika. Kod evolucijskih algoritama mutacija
je slu~ajna promjena matemati~kog objekta koja
nastaje stohasti~kom primjenom odgovaraju}eg
matemati~kog operatora na jedinku.
d) Razmno`avati se, a time i prenijeti naslje|ivanjem
svoje zna~ajke, mogu samo neke, a nikako sve
jedinke.
To se zove prirodni izbor (engl. natural selection)
ili pre`ivljavanje sposobnijih (engl. survival of the
fittest). U biologiji okoli{ dopu{ta pre`ivljavanje
samo dijela, a ne svih jedinki nara{taja. Pretpo-
stavlja se da }e pre`ivjeti one koje su bolje prila-
go|ene okoli{u. Pod pre`ivljavanjem se podrazu-
mijeva proslje|ivanje nasljednih zna~ajki u sljede}i
nara{taj. Kod evolucijskih algoritama izbor je od-
bacivanje nekih matemati~kih objekata populacije.
Okoli{ kod evolucijskih algoritama jest zada}a
koja se rje{ava.
e) Postupak nastanka novog nara{taja se opetuje, tj.
postupak promjene je iterativan.
U biologiji promjene zna~ajki cijelog nara{taja i
stvaranje novih vrsti nastaje tijekom mnogih na-
ra{taja, tj. opetovanog postupka razmna`anja i
prirodnog izbora (slika 2). Kod evolucijskih algo-
ritama postupak rekombinacije, mutacije i izbora
se opetuje, sve dok se ne postigne zadovoljavaju-
}e rje{enje postavljene zada}e ili ne zadovolji neki
drugi kriterij za zavr{etak algoritma.
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Sl. 2. Shematski prikaz evolucije
Ra{ireno je mi{ljenje da je evolucija napredak.
To je pogre{no mi{ljenje jer evolucijom nastaje na-
ra{taj koji po svojim zna~ajkama nije ni bolji ni
lo{iji od prethodnog u op}em smislu te rije~i, ve} je
samo prilago|eniji svom okoli{u.
2.1. Genotip i fenotip
Britanski biolog William Bateson (1861.–1926.)
utemeljio je i nazvao znanost poznatu danas pod
nazivom genetika. Genetika je znanost koja pro-
u~ava na koji se na~in prenose fizi~ka, biokemijska
i psihi~ka svojstva s roditelja na potomke. Genotip
nije fizi~ki objekt ve} je to informacija, svojstvo, zna-
~ajka, nacrt budu}eg organizma. Slikovito se mo`e
re}i da je genotip uputa ili recept o tome kako tre-
ba izgledati organizam koji se razvija na temelju te
informacije. U {irem smislu genotip je i genetska
gra|a organizma: broj, vrsta i raspored gena jedin-
ke. I u tom smislu genotip je informacija na teme-
lju koje se mo`e zaklju~iti o zna~ajkama organizma.
Zna~ajke sadr`ane u genotipu redovito se razlikuju
od zna~ajki vanjske pojavnosti organizma, koja je
uvjetovana i utjecajima okoli{a [16, 17, 18, 19].
Zamisli li se kromosom kao poredani niz gena,
tada je svaki pojedini gen odre|en svojim polo`a-
jem u tom nizu i svojim kemijskim sastavom. Ozna-
ka polo`aja gena zove se lokus (engl. locus) gena, a
njegov oblik, tj. kemijski sastav alela (engl. allele). U
biologiji alela je naziv za razli~it sastav gena za istu
zna~ajku organizma, primjerice kod ~ovjeka boja
o~iju, boja kose itd. Gen je jednozna~no odre|en
svojim polo`ajem u kromosomu (lokusom) i ob-
likom (alelom).
Pojam gena i genotipa mo`e se zorno ilustrirati
analogijom s magnetskim diskom ra~unala. Treba
jasno razlu~iti pojam gena, koji su fizi~ki objekti,
kao {to su to primjerice magnetske ~estice u mag-
netskom disku i genotipa koji je informacija, kao
{to su to npr. podaci pohranjeni na magnetskom
disku. Iako su podaci pohranjeni kao magnetizirane
~estice na povr{ini diska, genotip u u`em smislu
nisu te ~estice, ve} informacija koju one predo~uju.
Va`na zna~ajka genotipa jest sposobnost pri-
jenosa informacije izme|u generacija, tj. s roditelja
na potomka. Analogija naslje|ivanju bi kod magnet-
skog diska bilo kopiranje podataka s jednog diska
na drugi. Takvim postupkom kopija (potomak) na-
slje|uje ili poprima zna~ajke originala (svog rodite-
lja) s gledi{ta pohranjenih podataka.
U biologiji fenotip je naziv za vanjska obilje`ja
(osobine, svojstva, odlike, karakteristike) nekog orga-
nizma po kojima se razlikuje od drugih pripadnika
iste vrste. To su obilje`ja koja se mogu izvana opa-
`ati, mjeriti i sl. To su morfolo{ke, fiziolo{ke, bioke-
mijske i druge zna~ajke vezane za fizi~ku pojavnost
organizma, primjerice, veli~ina, boja, temperatura i
sl. Iako pojam fenotipa obuhva}a i zna~ajke pona-
{anja, primjerice poti{tenost, sve su te zna~ajke
posljedica fizi~ke gra|e ili kemijskog sastava orga-
nizma.
Fenotip je rezultat me|usobnog djelovanja naslje-
|a (genotipa) i vanjskih ~imbenika. Mogu}e je pri-
mjerice da se dva organizma istog genotipa zbog
razli~ite prehrane razviju u organizme razli~itih vanj-
skih obilje`ja, tj. razli~itog fenotipa. Poslu`imo li se
analogijom s magnetskim diskom, jedan te isti pro-
gram snimljen na disku (genotip) razli~ito }e se iz-
vr{iti ovisno o ra~unalu na kojem se izvodi (okoli{).
Primjerice, na jednom ra~unalu }e prikaz biti u boji,
a na drugom jednobojni, na jednom ra~unalu }e se
program izvr{avati br`e, a na drugom sporije, na ne-
kim vrstama ra~unala se program ne}e uop}e mo}i
izvr{iti, itd. Jedan te isti program (genotip) }e se
ovisno o okoli{u (ra~unalu) korisniku sasvim razli~i-
to prikazati (fenotip).
Lewontin [20] je formalno prikazao razliku geno-
tipa i fenotipa definiraju}i dva skupa: skup informa-
cija G (skup genotipova nara{taja) i skup pojavnosti
P (skup fenotipova nara{taja), kako je to prikazano
na slici 3. ̂ etiri funkcije upravljaju elementima sku-
pova G i P. Prema [21] odnos genotipa i fenotipa
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Sl. 3. Formalni prikaz genotipa i fenotipa
Funkcija f1 – epigeneza  preslikava genotip g1∈G
u skup P kao odre|eni skup fenotipova pi koji ovise
o utjecaju okoli{a (1). To je ozna~eno indeksom i,
gdje su (i1, i2, ... in)∈I ; I je skup svih utjecaja oko-
li{a na preslikavanje. To zna~i da }e se genotip g1
preslikati u fenotip p11 uz utjecaj okoli{a i1 ili u fe-
notip p12 ako je utjecaj okoli{a i2, itd. Preslikavanje
je ovisno o genotipu i utjecajima okoli{a.
Funkcija f2 – izbor preslikava skup fenotipova p1 u
skup fenotipova p2 (2). Funkcija f2 predo~uje izbor
jedinki koje }e pre`ivjeti u sljede}u generaciju.
Kako izbor djeluje samo u skupu fenotipova [22],
funkcija f2 djeluje samo unutar skupa P.
Funkcija f3 – genotipsko pre`ivljavanje predo~uje
razmno`avanje i naslje|ivanje, tj. pre`ivljavanje ge-
notipa (3). Funkcija f3 preslikava fenotip u genotip
koji }e sudjelovati kod stvaranja potomaka.
Funkcija f4 – mutacija preslikava genotip g2∈G u
genotip g ′1∈G (4). Ova funkcija predo~uje sve gene-
ti~ke promjene koje mogu nastati na genotipu, naj-
~e{}e uzrokovanih slu~ajnom i nepredvidivom pro-
mjenom gena. Stvaranjem nove generacije genotipo-
va g ′1 zavr{ava prethodna generacija i nastaje nova.
Evolucijska prilagodba nastaje uzastopnim kru`nim
ponavljanjem opisanih koraka preslikavanja.
2.2. Prirodni izbor
Ovisno o prilagodbi okoli{u neke jedinke nara-
{taja }e stvoriti vi{e potomaka od drugih. Ako se to
ponavlja tijekom vi{e generacija, pove}at }e se za-
stupljenost genotipova jedinki koje stvaraju rela-
tivno vi{e potomaka. Ta se pojava naziva prirodni iz-
bor ili pre`ivljavanje sposobnijih. Prirodni izbor je
jedini mehanizam evolucije koji vodi k boljoj pri-
lagodbi nara{taja okoli{u. Na prilagodbu prirodnim
izborom mo`e se gledati kao na proces kojim feno-
tipovi daju prednost naslje|ivanju onih gena koji
pobolj{avaju fenotipove s gledi{ta sposobnosti pre-
`ivljavanja u svom okoli{u i tako unapre|uju gene s
gledi{ta prilagodbe okoli{u. Prirodni izbor djeluje
pomo}u gena ali posredstvom fenotipova.
3. ZNA^AJKE EVOLUCIJSKIH ALGORITAMA
Evolucijski algoritmi spadaju u {iru skupinu inte-




c) numeri~ka ili znakovna predod`ba znanja;
d) opona{anje postupaka iz prirode;
e) mogu}nost dobivanja dobrih pribli`nih rje{enja uz
prihvatljiv utro{ak vremena i sklopovlja;
f) mogu}nost rje{avanja zadataka te{ko rje{ivih de-
terministi~kim postupcima;
g) {iroko podru~je primjene.
Uz navedene zna~ajke, za evolucijske algoritme
je svojstveno:
a) Implicitni paralelizam. Evolucijski algoritmi pre-
tra`uju prostor rje{enja za sve parametre odjed-
nom, tj. implicitno su paralelni.
b) Stohasti~ka narav algoritma. Za pronala`enje rje-
{enja evolucijski algoritmi rabe stohasti~ke a ne  
deterministi~ke postupke. Evolucijski algoritmi ite-
rativnim postupkom tra`e novo, potencijalno bolje 
rje{enje na temelju postoje}eg rje{enja uporabom 
operatora izbora, mutacije i rekombinacije rabe}i 
pri tom stohasti~ke postupke. Stohasti~nost je va`-
na zna~ajka koja bitno razlikuje evolucijske algo- 
ritme od deterministi~kih postupaka optimiranja.
c) Pronala`enje globalnog ekstrema. Svojstvo prona-
la`enja globalnog ekstrema neovisno o vrsti za-
datka koji se rje{ava jedna je od temeljnih odlika
evolucijskih algoritama, a posljedica je stohasti~ne
naravi algoritma. To je svojstvo inherentno evolu-
cijskom algoritmu i nisu potrebni posebni zahvati
niti promjena algoritma za pronala`enje globalnog
ekstrema. Kod neevolucijskih metoda osnovni se
postupci pro{iruju kako bi se omogu}ilo pronala-
`enje globalnog ekstrema (npr. ponavljanje postup-
ka s razli~itih polaznih to~aka).
d) Jednostavno su~elje i pro{irivost. Evolucijske al-
goritme jednostavno je su~eliti postoje}im mate-
mati~kim modelima, simulacijama i stvarnim pro-
cesima, a jednostavno ih je pro{irivati i dogra|i-
vati. U na~elu su~eljavanje se sastoji od predod`-
be rje{enja u obliku prihvatljivom evolucijskom
algoritmu i obrnutom postupku pretvorbe te pre-
dod`be nakon provedbe evolucijskog algoritma u
oblik prihvatljiv izvornoj predod`bi zadatka.
e) Mogu}a hibridizacija. Evolucijske algoritme jedno-
stavno je povezati s drugim postupcima optimi-
ranja u hibridne sustave. Hibridizacija se obi~no
provodi tako da se evolucijski algoritam rabi za
pronala`enje pribli`nog globalnog rje{enja, a za-
tim se pronala`enje to~nijeg rje{enja u okoli{u
tog pribli`nog rje{enja prepu{ta nekom od deter-
ministi~kih postupaka.
f) Optimiranje izvorne funkcije. Evolucijski algoritmi
rade izravno s izvornom funkcijom a ne s nekim
izvedenim svojstvom funkcije. Pod izvornom funk-
cijom podrazumijeva se ovdje izvorni matemati~ki
model u kome je zadatak predo~en. Mnogi deter-
ministi~ki postupci rabe neko od svojstava funkci-
je, primjerice derivaciju funkcije.
g) Algoritam je jednostavan za primjenu i bez ve}ih
izmjena je primjenjiv na raznovrsne zada}e, {to
neki autori smatraju glavnim razlogom popular-
nosti evolucijskih algoritama [25, 26]. Koncepcij-
ska jednostavnost i jednostavno ostvarenje pomo-
}u ra~unala va`ne su prednosti evolucijskih algo-
ritama. Evolucijski algoritmi primjenjivi su prak-
ti~no na svaki zadatak koji se mo`e formulirati
kao optimiranje.
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h) Nema jamstva da }e algoritam prona}i apsolutno
najbolje rje{enje (apsolutni ekstrem). Evolucijski
algoritmi pronalaze pribli`no rje{enje, {to je po-
sljedica stohasti~nosti i temeljnog mehanizma al-
goritama. Taj nedostatak je za mnoge prakti~ne
zada}e relativan. Naime, ako ostali postupci ne
mogu uop}e prona}i rje{enje, onda je pribli`no
rje{enje evolucijskog algoritma najbolje raspolo-
`ivo rje{enje.
Pri izboru metode optimiranja treba uzeti u obzir
~injenicu da svaki postupak optimiranja ima pod-
ru~je kome je primjeren i podru~je u kome nije
primjeren. Zadaci koji nisu prikladni za rje{avanje
evolucijskim algoritmom su [27]:
a) zadaci s malo parametara koji su zadovoljavaju}e
rje{ivi deterministi~kim postupcima;
b) zadaci koji su rje{ivi posebno razvijenim postup-
cima i daju dobre rezultate (takav namjenski po-
stupak je redovito djelotvorniji od rje{avanja po-
mo}u evolucijskog algoritma).
Uz to valja imati na umu da je za zadatke koji ne
spadaju u dvije navedene skupine potrebno prona}i
odgovaraju}u predod`bu zadatka prikladnu za rje{a-
vanje geneti~kim algoritmom, te da je potrebno iza-
brati parametre geneti~kog algoritma: veli~inu popu-
lacije, na~in rekombinacije i izbora, na~in i u~esta-
lost mutacije, itd. Postoje samo neke na~elne smjer-
nice kako to u~initi, pa to mo`e biti dodatni izvor
pote{ko}a pri primjeni evolucijskih algoritama.  
4. TEMELJNI ALGORITAM
Postoji mnogo ina~ica evolucijskih algoritama,
koje se razlikuju s gledi{ta formaliziranja spoznaja o





while not terminate do






t t∈N, oznaka (indeks) generacije (iteracije);
P(t) populacija generacije t; skup koji ima µ je-
dinki u iteraciji t (skup roditelja);
P′(t) populacija potomaka generacije t potekla iz
populacije P(t), skup koji ima λ jedinki u ite-
raciji t (skup potomaka);
Q(t) Q(t) ⊆ P(t), skup jedinki roditelja koje
mogu biti birane za sljede}u generaciju
(samo neke jedinke populacije P(t) mo-
gu biti birane kao roditelji sljede}e po-
pulacije P(t+1));
initialize operator stvaranja po~etne populacije;
evaluate operator procjene primjerenosti jedinki
populacije;
terminate uvjet zavr{etka algoritma;
variation operator promjene genotipa jedinki;
select operator izbora jedinki za sljede}u ge-
neraciju.
Pojedine vrste evolucijskih algoritama razlikuju se
uglavnom u:
a) predod`bi jedinki;
b) operatorima initialize, variation i select. Evolucij-
ski algoritam mo`e se prikazati iteracijskom pet-
ljom prikazanom na slici 4. U petlji je operator
variation ra{~lanjen na: operator izbora jedinki za
rekombinaciju, operator rekombinacije i operator
mutacije.
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Sl. 4. Iteracijska petlja evolucijskog algoritma
4.1. Jedinka
Kod evolucijskih algoritama jedinka populacije
(engl. individual) predo~ena je neovisnim matema-
ti~kim objektom, primjerice: realnim brojem, vi{edi-
menzijskim vektorom ili ure|enim nizom znakova.
Izbor predod`be jedinke bitno utje~e na djelotvor-
nost algoritma ili ~ak na mogu}nost pronala`enja
zadovoljavaju}eg rje{enja. ^etiri su glavne skupine
predod`bi jedinke.
a) Predod`ba jedinke prilago|ena zadatku. Kod ove
vrste predod`be polazi se od pretpostavke da pre-
dod`ba jedinke treba biti {to prirodnija zadatku
koji se rje{ava.
b) Predod`ba jedinke prilago|ena evolucijskom algo-
ritmu. Time se posti`e op}enitost algoritma jer je
u na~elu algoritam neovisan o zadatku. 
c) Posebna predod`ba. Ta se mogu}nost koristi kad
rje{enje zada}e nije mogu}e prikazati broj~anom
vrijednosti. To je, primjerice, zada}a ~ije je rje{e-
nje odre|ena kombinacija stanja ili odre|eni ras-
pored znakova.
d) Prilagodljiva predod`ba jedinke. Jedna od mo-
gu}nosti koja se jo{ istra`uje jest prilagodljiva
predod`ba, tj. takva predod`ba koja se mijenja ti-
jekom algoritma.
Primjerice, neka je zadatak prona}i maksimum
dvodimenzionalne Rastrigin funkcije:
(5)
koja ima mnogo lokalnih ekstrema i globalni ek-
strem xmin = (0,0), F(0,0) = 0. Jedinka bi u tom pri-
mjeru bila dvodimenzionalni vektor ~ije su kompo-
nente realni brojevi x = [x1 x2]. Te komponente mogu
biti realni brojevi, pa neka jedinka mo`e npr. biti
xa = [1,2 0,8]. U tom je primjeru vrijednost varijable
x1 = 1,2 i vrijednost varijable x2 = 0,8. Mogu}a je i
druk~ija predo`ba vrijednosti varijabli, a jedna od
~esto rabljenih je predod`ba binarnim brojevima.
Jedinka ~ije su komponente binarni brojevi mo`e
biti npr. xa = [11011 10001]. 
4.2. Populacija
U biologiji se pod nara{tajem (populacijom) naj-
~e{}e podrazumijeva ukupan broj ljudi koji borave
unutar odre|enog podru~ja u odre|enom trenutku.
To je, primjerice, ukupan broj stanovnika nekog gra-
da, dr`ave ili Zemlje u odre|enom trenutku. U {irem
smislu to je skup `ivih organizama iste vrste koji
borave na ograni~enom podru~ju u odre|enom tre-
nutku. Obi~no se pod istom vrstom podrazumije-
vaju ̀ iva bi}a koja se mogu me|usobno razmna`ati.
Nara{taj je zemljopisno ili razlikama u anatomiji i
pona{anju u odre|enoj mjeri odvojen od ostalih je-
dinki svoje vrste. Npr., populacija Europe je u dav-
noj pro{losti bila odvojena od populacije Afrike i
jedinke te dvije populacije su malokad imale prilike
stvarati potomstvo.
Kod evolucijskih algoritama populacija je kona~ni
skup jedinki (matemati~kih objekata):
Pµ = (x1, ..., xµ),  xi ∈ X,  i = 1, 2, ..., µ,      (6)
gdje je:
P populacija,
µ veli~ina populacije (broj jedinki populacije),
xi jedinka populacije (matemati~ki objekt),
i indeks jedinke,
X skup svih jedinki (redovito skup istovrsnih ma-
temati~kih objekata).
F x x x x x( , ) cos ( ) cos ( ),1 2 1
2
1 22 18 18= + − ⋅ − ⋅
Populacija (6) je skup jedinki (roditelja, engl. pa-
rent) iz kojih mogu nastati nove jedinke (potomci,
engl. offspring). Jedinke populacije xi naj~e{}e su is-
tovrsne glede strukture, no mogu biti i me|usobno
razli~ite.
Veli~ina populacije se ozna~ava sa µ ( µ≥1, µ∈ N)
i kona~na je. Mo`e biti nepromjenljiva tijekom al-
goritma (engl. steady state, steady population) ili se
mo`e mijenjati (engl. dynamic population) [28, 29].
Zbog jednostavnosti algoritma kod ve}ine evolucij-
skih algoritama veli~ina populacije je konstantna i u
rasponu 2 ≤ µ ≤ 10 000.
Primjerice, neka je zadatak prona}i maksimum
Rastrigin funkcije (5) i neka je veli~ina populacije
µ = 5. Nasumce stvorena po~etna populacija bi mog-
la biti:
{xa = [1,2 0,8], xb = [0,3 1,1], xc = [2,2 2,4], 
xd = [0,9 0,0], xe = [3,6 0,1]}.                
(7)
4.3. Generacija
Evolucijski algoritam je iterativni postupak ~ije se
iteracije ili generacije mogu poredati po~ev{i od po-
~etne ili nulte pa do zavr{ne ili zadnje: 
(8)
gdje oznaka u eksponentu ozna~ava redoslijed gene-
racije, a oznaka ⇒ ozna~ava da generacija Pµi + 1
proizlazi iz generacije Pµi. Po~etna, nulta ili inicijalna
populacija Pµ0 mo`e nastati na dva na~ina: slu~ajnim
generiranjem jedinki populacije ili generiranjem je-
dinki na temelju spoznaja o zada}i koju treba rije-
{iti evolucijskim algoritmom [30, 31].
U primjeru Rastrigin funkcije (5) to bi se moglo
ilustrirati sljede}im primjerom:
{xa = [1,2 0,8], xb = [0,3 1,1], xc = [2,2 2,4], 
xd = [0,9 0,0], xe = [3,6 0,1]}0 ⇒
{xa = [2,1 4,2], xb = [7,1 9,1], xc = [0,4 3,0], 
xd = [5,5 2,9], xe = [3,6 3,1]}1 ⇒
{xa = [2,1 6,4], xb = [4,3 3,1], xc = [0,2 4,4], 
xd = [1,5 1,6], xe = [0,7 2,5]}2 ⇒
itd.,
gdje oznaka u eksponentu viti~aste zagrade ozna-
~ava redni broj slijednih generacija. Po~etna ili nul-
ta populacija je nastala nasumce. Na~in na koji jed-
na generacija proizlazi ili nastaje iz prethodne ovisi
o vrsti i parametrima evolucijskog algoritma, a u
ovom trenutku dovoljno je znati da generacija {}n+1
nastaje na temelju generacije {}n.
P P Pnµ µ µ
0 1⇒ ⇒ ⇒… ,
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4.4. Primjerenost
U biologiji je primjerenost (prikladnost, doli~nost,
shodnost, engl. fitness, performance index) zna~ajka
jedinke koja opisuje njezinu prilago|enost okoli{u.
Primjerenost ̀ ivih organizama ovisi o okoli{u, o pri-
padnicima iste vrste i drugih vrsta koje ga okru`uju.
Primjerenost jedinke kod evolucijskih algoritama
jest zna~ajka jedinke koja opisuje kvalitetu rje{enja
zada}e uporabom te jedinke. Primjerenost jedinke
se naj~e{}e izra`ava realnim brojem, a ra~una se
pomo}u funkcije primjerenosti fp:
(9)
gdje je P populacija. Postupak izra~unavanja primje-
renosti zove se prosudba jedinke (engl. evaluation,
trial).
Izbor funkcije primjerenosti je presudan i bitno
odre|uje rezultat algoritma. Funkcija primjerenosti
predo~uje zada}u koja se `eli rije{iti algoritmom.
Ako se najpovoljnija jedinka glede rje{enja zada}e
proglasi optimalnom jedinkom, a postupak tra`enja
te jedinke optimiranje, funkcija primjerenosti jest
kriterij optimiranja.
U primjeru Rastrigin funkcije (5) primjerenost jest
vrijednost Rastrigin funkcije. Kako se tra`i mini-
mum funkcije, primjerenost je to bolja {to je manja
vrijednost Rastrigin funkcije. Primjerice za jedinku
xa= [1,2 0,8] primjerenost je F(xa) = F([1,2 0,8]) = 4,6.
Uobi~ajeno je funkciju primjerenosti urediti tako da
poprima samo pozitivne vrijednosti i da ve}a vrijed-
nost zna~i bolju primjerenost. U na{em primjeru tak-
va bi funkcija primjerenosti fp mogla biti:
(10)
Tako je osigurano da je vrijednost funkcije pri-
mjerenosti uvijek pozitivna i ograni~ena 0 < fp < 1. U
na{em primjeru fp(xa) = 0,0101. Mogu}e je izabrati i
neku drugu funkciju primjerenosti, no svakako treba
imati na umu da ona mora odra`avati mjeru kvali-
tete rje{enja zadatka.
4.5. Mutacija
U biologiji mutacija je prirodno nastala ili umjet-
no proizvedena promjena nasljednih svojstava orga-
nizma. Prirodno nastala mutacija redovito je slu~ajna.
Kod evolucijskih algoritama mutacija je stohasti~ka
promjena jedinki populacije. To je bilo koja mate-
mati~ki izvediva operacija nad jedinkama koja se
naziva operator mutacije. Mutacija djeluje samo na
neke jedinke ili na cjelokupnu populaciju. Bitna je
zna~ajka mutacije njezina stohasti~ka narav.
Postoje razli~ite preporuke glede vjerojatnosti po-




− ( , )1 2
f Pp : ,⇒ ℜ
< pm< 0,01 [33], pm = 1/k, gdje je k broj znamenki bi-
narnog broja koji predo~uje jedinku [34].
U primjeru Rastrigin funkcije (5) i jednike xa =
= [1,2 0,8] mutacija mo`e biti dodavanje nasumce
izabranog realnog broja svakoj od komponenata
vektora, npr:
xa + m = [1,2 0,8] +  [−0,5 1,1] = [0,7 1,9] ,
gdje je m vektor ~ije su komponente nasumce iza-
brane.
Mutacija nikad nije usmjerena, {to zna~i da nije
ni na koji na~in uvjetovana prethodno prona|enim
rje{enjima ili prethodnim postupcima. To je uvijek
u potpunosti stohasti~an postupak na koji se mo`e
utjecati izborom u~estalosti primjene mutacije (na
sve ili samo neke jedinke) i iznosom promjene (npr.
nasumi~an izbor komponenti vektora m prema nor-
malnoj razdiobi).
4.6. Rekombinacija
Rekombinacija je u biolo{kom smislu razmno`a-
vanje ili reprodukcija. Kod evolucijskih algoritama
rekombinacija (engl. recombination) je postupak stva-
ranja novih jedinki populacije na temelju jedne ili
vi{e postoje}ih jedinki. Matemati~ka operacija ko-
jom nastaju nove jedinke na temelju postoje}ih zove
se operator rekombinacije. Operator rekombinacije
mo`e se primijeniti na sve jedinke populacije, ili
samo na stohasti~ki izabrane jedinke populacije. U
potonjem slu~aju vjerojatnost primjene rekombina-
cije pr je redovito u rasponu 0,7 < pr < 0,95 [35].
Neka su u primjeru Rastrigin funkcije (5) na-
sumce izabrane dvije jedinke za rekombinaciju: xa=
= [1,2 0,8] i xb = [0,3 1,1]. Jedan od na~ina stvaranja
nove jedinke (potomka) na temelju postoje}e dvije
jedinke (roditelja) je postupak kri`anja, nalik na
izmjenu gena kod ̀ ivih bi}a. Potomak kri`anjem na-
staje tako da potomak od svakog roditelja naslijedi
jednu komponentu: xab = [1,2 1,1] ili xba = [0,3  0,8].
Postoji mnogo postupaka rekombinacije, a svima je
zajedni~ko da potomak mora naslijediti dio geneti~-
kog materijala jednog ili vi{e roditelja (jednog u
slu~aju tzv. bespolne rekombinacije koja se primje-
njuje kod npr. evolucijskih strategija).
4.7. Izbor
Temeljna pretpostavka biolo{ke evolucije je ~inje-
nica da mogu pre`ivjeti i razmna`ati se samo neke,
a nikako sve jedinke. Koje }e to jedinke biti, ovisi o
njihovim zna~ajkama i okoli{u. U prirodi pre`ivlja-
vaju one jedinke koje su bolje prilago|ene okoli{u.
Ako se mjera prilagodbe nazove primjerenost, tada
}e ve}u vjerojatnost pre`ivljavanja imati jedinke bo-
lje primjerenosti. Pod ve}om vjerojatno{}u pre`ivlja-
vanja podrazumijeva se da }e primjerenije jedinke
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imati relativno vi{e potomaka u sljede}oj generaciji,
tj. da }e njihov genotip biti zastupljeniji. Izbor je
postupak kojim se odre|uje koje }e jedinke pre`i-
vjeti, tj. imati potomstvo u sljede}oj generaciji. U
tom smislu pre`ivljavanjem se naziva prijenos odre-
|enog genotipa u sljede}u generaciju.
Kod evolucijskih algoritama izbor (engl. selection)
je biranje jedinki za sljede}u iteraciju algoritma su-
kladno njihovoj primjerenosti. Ako se primjerenost
mo`e izraziti brojem, izbor se temelji na numeri~koj
usporedbi primjerenosti jedinki. Za razliku od osta-
lih operatora evolucijskih algoritama, koji djeluju na
genotip, operator izbora djeluje na temelju fenotip-
skih zna~ajki jedinke. Da li }e jedinka pre`ivjeti u
sljede}oj generaciji, ovisi samo o njezinoj primjere-
nosti, tj. o tome koliko je rje{enje zadatka dobro uz
uporabu te jedinke. Kako je rje{enje zadatka feno-
tip jedinke, jedinke koje }e pre`ivjeti biraju se uvi-
jek na temelju svog fenotipa.
Postoji mnogo na~ina na koji je mogu}e birati
roditelje sljede}e generacije. Primjerice, jedan od
na~ina je binarni turnirski izbor. Nasumce se iz po-
pulacije biraju dvije jedinke, pa se zatim ona od njih
koja ima povoljniju primjerenost proslje|uje sljede-
}oj generaciji. Postupak se ponavlja tako dugo dok
se ne popuni generacija novih roditelja. Treba uo~iti
da takav postupak uklju~uje stohasti~nost (nasu-
mi~ni izbor dvije jedinke) i da daje prednost prim-
jerenijoj jedinki (roditelj postaje primjerenija od
dvije jedinke). Va`na je zna~ajka takvog postupka
da niti jedna jedinka, bez obzira na svoju primje-
renost, nema jamstva pre`ivjeti. To je va`no zato {to
se na taj na~in izbjegava usmjeravanje algoritma ka
lokalnom ekstremu kome mo`e pripadati naj-prim-
jerenija jedinka trenuta~ne generacije.
Neka je populacija u primjeru Rastrigin funkcije
(5):
{xa = [2,1 4,2], xb = [7,1 9,1], xc = [0,4 3,0], 
xd = [5,5 2,9], xe = [3,6 3,1]}.
Neka se primjenjuje binarni turnirski izbor i ne-
ka su pri prvom nasumi~nom izboru izabrane je-
dinke xa i xc. U sljede}u generaciju proslje|uje se
kao roditelj jedinka povoljnije primjerenosti. Uz
primjenu funkcije primjerenosti fp prema (10):
fp(xa) = 0,0122 < fp(xc) = 0,0940, 
pa se u sljede}u generaciju proslje|uje jedinka xc
Za popunu populacije potrebno je postupak po-
noviti jo{ ~etiri puta (zbog veli~ine populacije µ= 5):
fp(xa) = 1,22 ⋅ 10−02 < fp(xc) = 9,40 ⋅ 10−02, 
pa se u sljede}u generaciju proslje|uje jedinka xc
fp(xd) = 8,96 ⋅ 10−15 < fp(xe) = 4,96 ⋅ 10−07, 
pa se u sljede}u generaciju proslje|uje jedinka xe
fp(xa) = 1,22 ⋅ 10−02 > fp(xd) = 8,96 ⋅ 10−15, 
pa se u sljede}u generaciju proslje|uje jedinka xa
fp(xb) = 3,56 ⋅ 10−23 < fp(xc) = 9,40 ⋅ 10−02, 
pa se u sljede}u generaciju proslje|uje jedinka xc
Navedene jedinke za me|usobnu usporedbu su
nasumce birane, a kona~na populacija nastala izbo-
rom je:
{xa = [2,1 4,2], xc = [0,4 3,0], xc = [0,4 3,0], 
xc = [0,4 3,0], xe = [3,6 3,1]}.
Treba uo~iti da odre|ena jedinka mo`e biti vi{e-
struki roditelj u sljede}oj generaciji, a neke jedinke
mogu izostati.
4.8. Genotip i fenotip
Kod evolucijskih algoritama genotip je matema-
ti~ki objekt koji predstavlja rje{enje zadatka. Dru-
gim rije~ima, genotip je vrijednost koja je rje{enje
zadatka. Analogno definicijama kod biolo{ke evolu-
cije, kromosom je matemati~ki objekt, tj. predod`ba
jedinke. Lokus je oznaka polo`aja gena u kromoso-
mu, a alela oblik gena, obi~no numeri~ka vrijednost
[35]. Kod evolucijskih algoritama fenotip je vrijed-
nost ocjene kvalitete rje{enja zadatka za odre|eni
genotip. Usporedni pojmovi biolo{ke evolucije i
evolucijskih algoritama prikazani su u tablici 1.
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Tablica 1. Usporedba prirodne evolucije i EA
Biolo{ka evolucija Evolucijski algoritmi
Jedinka
Rje{enje zadatka (numeri~ka ili 
znakovna predod`ba)
Populacija
Skup mogu}ih rje{enja zadatka, skup 
jedinki
Primjerenost Kvaliteta rje{enja zadatka
Kromosom Predod`ba jedinke, matemati~ki objekt
Gen
Element matemati~kog objekta, 
parametar
Razmno`avanje i Matemati~ki operatori pretra`ivanja 
mutacija prostora mogu}ih rje{enja
Vi{estruko kori{tenje dobrih mogu}ih
Prirodni izbor rje{enja zadatka; uklanjanje lo{ih
rje{enja zadatka iz populacije
U primjeru Rastrigin funkcije (5) genotip jest
jedinka, npr: xa = [2,1 4,2], a fenotip te jedinke jest
vrijednost funkcije primjerenosti 
fp(xa) = fp([2,1 4,2]) = 1,22 ⋅ 10−02. 
Analogno `ivim bi}ima fenotip je uvjetovan ge-
notipom (vektor xa) i okoli{em (funkcija primjere-
nosti fp). Iz istog genotipa (vrijednost vektora xa)
mogu proiza}i razli~iti fenotipovi, ovisno o okolini
(razli~itim funkcijama primjerenosti fp).
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Napomena. Ovo je prvi od dva dijela ~lanka. U drugom dijelu bit }e prikazan primjer tipi~nog predstavnika evolucijskih
algoritama, uz prakti~ne upute za njegovu primjenu. Bit }e navedena podru~ja uspje{ne primjene evolucijskih algorita-
ma, te izvori podataka (knjige, ~asopisi, konferencije, udruge, dostupni podaci posredstvom Interneta i dr.) za one koji
`ele podrobnije prou~iti to podru~je.
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D. GrundlerEvolucijski algoritmi (I)
Evolutionary Algorithms (I) – Inspirations and Principles. Text shortly presents the basic idea and historical de-
velopment of application of a natural evolution mechanism for optimizing, learning and modeling. The main con-
cepts and methods of natural and formal representation of evolution known under the common name »evolution
algorithms« (EA for short) are explained side by side. Types of intelligent algorithms including EA are mentioned
and its characteristics, advantages and fields of application are given. Simple examples illustrate the practical repre-
sentation of EA notions and methods.
Key words: evolution, evolutionary algorithms, evolutionary computing, fitness, genotype, individual, optimization,
phenotype, population, selection
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