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Kapitel 1
Einleitung
Viele Vorga¨nge in Natur, Technik und Wirtschaft werden durch Randanfangswertpro-
bleme (RAWP) partieller Differentialgleichungen beschrieben. Wenn deren Eingangsda-
ten wie z.B. Gebiet, Materialparameter, Rand- oder Anfangsbedingungen deterministisch
sind, so sind diese Probleme bereits gut analysiert (vgl. z.B. [10],[12],[31],[37],[43]). In den
meisten Fa¨llen ko¨nnen die Lo¨sungen effektiv berechnet werden. Oftmals sind jedoch die
Eingangsdaten mit Unsicherheiten behaftet, so dass ein deterministisches Modell nicht
la¨nger geeignet erscheint. Einige typische Beispiele derartiger Probleme sind Schwingun-
gen von Geba¨uden infolge von Windbelastungen oder Erdbeben, Schiffe oder Erdo¨lplatt-
formen, welche Wind und Wellen ausgesetzt sind, Preisprozesse an Finanzma¨rkten oder
zufa¨llige Wa¨rme- bzw. Wellenausbreitung. Um diese Zufa¨lligkeit in den Eingangsdaten zu
beru¨cksichtigen, werden geeignete stochastische Modelle beno¨tigt. Hier setzt die vorlie-
gende Dissertation an.
Diese Arbeit bescha¨ftigt sich mit dem Problem der zufa¨lligen Wa¨rmeausbreitung in be-
schra¨nkten Gebieten. Als technischer Hintergrund kann der Bremsvorgang wa¨hrend des
Fahrens eines PKWs angesehen werden (vgl. Abb. 1.1).
Wärmefluss infolge von Reibung
Bremskörper
Bremsscheibe
(∂D)2
(∂D)3
Abbildung 1.1: Zweidimensionales Modell des Bremsvorgangs
Der Bremsko¨rper dru¨ckt auf die Bremsscheibe, wobei es infolge der Reibung zu einem
Wa¨rmefluss u¨ber die Oberfla¨che der Bremsscheibe kommt. Je nach Beschaffenheit der
Oberfla¨chen der Bremsscheibe und des Bremsko¨rpers ist die Reibung und damit der
Wa¨rmeeinfluss unterschiedlich stark. Anlehnend an vom Scheidt [44] erscheint es sinnvoll,
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diesen Wa¨rmefluss und damit indirekt die Oberfla¨chen von Bremsscheibe und Bremsko¨r-
per als zufa¨llige Felder zu approximieren. Die Temperaturverteilung der Bremsscheibe zu
Beginn des Bremsvorgangs ist nicht bekannt, kann also ebenso als zufa¨llig angenommen
werden.
Die mathematische Formulierung dieses Bremsvorgangs erfolgt als zweidimensionales Pro-
blem mittels einer instationa¨ren, parabolischen Differentialgleichung fu¨r die Temperatur-
verteilung u
c̺ut −
2∑
i=1
∂
∂xi
(
λi(t, x)
∂u
∂xi
)
= f(t, x), x ∈ D ⊂ R2, t ∈ (0, T ]. (1.1)
Das Gebiet der Bremsscheibe wird dabei mit D bezeichnet. Die Materialparameter c und
̺ stehen fu¨r die spezifische Wa¨rmekapazita¨t und die Dichte des betrachteten Materials.
Die Wa¨rmeleitzahlen λi geben an, wie gut das Material Wa¨rme in xi-Richtung leitet.
Weiter beschreibt die Anfangsbedingung
u(0, x, ω) = u0(x, ω), x ∈ D, (1.2)
die zufa¨llige Temperaturverteilung u¨ber dem Gebiet D zum Zeitpunkt t = 0. Der zufa¨llige
Wa¨rmefluss u¨ber den Rand (∂D)2 (vgl. Abb. 1.1) infolge der Reibung zwischen Brems-
scheibe und Bremsko¨rper wird durch die zufa¨llige Neumann-Bedingung
∂u
∂N
(t, x, ω)
∣∣∣∣∣
(∂D)2
= P (t, x, ω) (1.3)
modelliert. Am Rand (∂D)3 (vgl. Abb. 1.1) dagegen liegt die deterministische Robin-
Bedingung (
∂u
∂N
(t, x, ω) + α(u(t, x, ω)− uA(t, x))
) ∣∣∣∣∣
(∂D)3
= 0 (1.4)
an, welche den Wa¨rmefluss u¨ber den Rand (∂D)3 infolge von Temperaturdifferenzen zwi-
schen dem Gebiet D und seiner Umgebung beschreibt. Die Wa¨rmeu¨bergangszahl α ist
dabei ein Maß fu¨r die Sta¨rke des Temperaturdifferenz abha¨ngigen Wa¨rmeflusses u¨ber
dem Rand des betrachteten Gebietes.
Da in obigem Problem der Anfangszustand u0 und der Wa¨rmefluss P als zufa¨llig angenom-
men sind, stellt sich die Frage, wie diese Gro¨ßen realita¨tsgetreu modelliert werden ko¨nnen.
Dazu wurde in dieser Arbeit der auf vom Scheidt zuru¨ckgehende Ansatz u¨ber schwach
bzw. ε-korrelierte Funktionen gewa¨hlt. Die Eigenschaft der ε-Korreliertheit besagt, dass
die Korrelationsfunktion
Rεfεf(x, y) = E{εf(x)εfT (y)}
einer zufa¨lligen Funktion εf fu¨r x, y ∈ Rm verschwindet, wenn mindestens einer der
Absta¨nde |yi−xi| zwischen den Komponenten der Punkte x und y gro¨ßer als die jeweilige
Korrelationsla¨nge εi > 0 ist. Die Zufallsgro¨ßen
εf(x, ω) und εf(y, ω) sind dann unkorreliert.
Somit sind ε-korrelierte Funktionen durch das Fehlen einer Fernwirkung charakterisiert.
Im Gegensatz zum viel benutzten White-Noise Modell ko¨nnen diese Zufallsfunktionen
aber beliebige Glattheit besitzen. Die Bedingung der ε-Korreliertheit ist schwa¨cher als
7die Bedingung der schwachen Korreliertheit, welche in [44] und [46] eingefu¨hrt wurde. Bei
Letzterer wird nicht nur die Unkorreliertheit der obigen Werte von εf gefordert, sondern
auch bestimmte Zerfallseigenschaften der ho¨heren Momente. Diese sind unter schwachen
zusa¨tzlichen Voraussetzungen a¨quivalent zur Unabha¨ngigkeit der obigen Werte.
Die Theorie schwach korrelierter Funktionen wurde auf viele aus der mathematischen
Physik kommende Probleme angewendet. Ein guter U¨berblick dazu ist in [44] sowie [46]
gegeben. Neuere Publikationen betrachten Problemstellungen mit zufa¨lligen Differential-
operatoren, so z.B. instationa¨re Diffusionsgleichungen mit zufa¨lligem Parameter ([20]), Ei-
genwertprobleme zufa¨lliger Differentialoperatoren ([29],[30]) oder Randwertprobleme fu¨r
Differentialgleichungen ([35],[36]). Hierbei sind die den Differentialoperator beschreiben-
den Parameter schwach korrelierte Funktionen. Ein weiteres Anwendungsgebiet liegt in
der Betrachtung von Differentialgleichungen mit deterministischem Differentialoperator
aber zufa¨lligen Erregungen (vgl. dazu z.B. [22],[23],[45],[47],[48],[51]).
Ziel dieser Arbeit ist die Lo¨sung des stochastischen RAWP (1.1)-(1.4) sowie die Bestim-
mung von Momentenfunktionen wie Mittelwertfunktion und Varianz- bzw. Korrelations-
funktion, der erhaltenen Lo¨sung. Die verschiedenen Herangehensweisen zur Lo¨sung von
RAWP mit zufa¨lligen Einflussgro¨ßen ko¨nnen dabei im Wesentlichen in zwei Gruppen
eingeteilt werden. Es wird zum Einen versucht, die Probleme mittels geeigneter stochasti-
scher Integrationsmethoden zu lo¨sen (vgl. z.B. [1],[33]). Zum Anderen wird die pfadweise
Lo¨sung unter Nutzung der Theorie entsprechender deterministischer Problemstellungen
und anschließender Anwendung von Prinzipien der stochastischen Analysis in den Vor-
dergrund gestellt (vgl. z.B. [8]). Die letztere Herangehensweise wird auch in dieser Arbeit
genutzt.
Der Begriff Lo¨sung eines RAWP la¨sst sich dabei in eine klassische bzw. strenge Lo¨sung und
in eine schwache Lo¨sung unterscheiden. Das Konzept der strengen Lo¨sbarkeit fordert, dass
eine Funktion u existiert, welche die Differentialgleichung sowie die Anfangs- und Rand-
bedingungen erfu¨llt und alle vorkommenden Ableitungen besitzt. Nicht fu¨r alle Probleme
lassen sich aber Lo¨sungen finden, die diese strengen Forderungen erfu¨llen. Beispielswei-
se lassen sich Probleme der Fluid-Dynamik, insbesondere das Problem der Bildung und
Ausbreitung von Schock-Wellen, oder Wa¨rmeleitprobleme mit unstetigem Daten i.a. nicht
im klassischen Sinn lo¨sen (vgl. [12]). Sie besitzen aber durchaus hohe praktische Bedeu-
tung. Eine Verallgemeinerung der klassischen Vorgehensweise bietet daher das Konzept
der schwachen Lo¨sbarkeit. Hierbei werden geringere Glattheitsforderungen an Lo¨sung und
an Eingangsdaten, wie beispielsweise Anfangs- oder Randbedingungen, gestellt. Selbst fu¨r
Probleme, die im klassischen Sinn lo¨sbar sind, ist es oft einfacher, zuna¨chst die schwache
Lo¨sung zu finden. Dabei gilt folgender Zusammenhang: Erfu¨llt die schwache Lo¨sung die
Glattheitsforderungen der klassischen Lo¨sung, dann ist sie ebenso eine klassische Lo¨sung.
In dieser Arbeit wird das RAWP (1.1)-(1.4) einerseits mit Hilfe der Finite-Elemente-
Methode gelo¨st. Diese Methode ist ein Lo¨sungsverfahren, welches nach schwachen Lo¨sun-
gen sucht. Der Ausgangspunkt ist dabei die aus dem RAWP (1.1)-(1.4) abgeleitete schwa-
che Formulierung, auch Variationsformulierung genannt. Die Lo¨sungsidee besteht in der
Transformation des kontinuierlichen Problems in ein endlichdimensionales Ersatzproblem.
Mittels einer o¨rtlichen Diskretisierung ergibt sich dann der Lo¨sungsansatz
uh(t, x, ω) =
∑
i∈χh
uh,i(t, ω)pi(x).
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Die Indexmenge χh beschreibt dabei die endliche Diskretisierung des Gebietes D in finite
Elemente, welche in dieser Arbeit als geradlinig berandete Dreiecke oder Vierecke ange-
nommen werden. Die ortsabha¨ngigen Ansatzfunktionen pi, i ∈ χh, bilden eine Basis des
Approximationsraumes. Die Idee der FEM ist nun, dass diese Funktionen einen lokalen
Tra¨ger besitzen sollen. Die zeitabha¨ngigen Koeffizienten sind die Lo¨sungen des sich durch
die Diskretisierung ergebenden Systems gewo¨hnlicher Differentialgleichungen.
Andererseits erfolgt zum Vergleich der u¨ber die Finite-Elemente-Methode erhaltenen Er-
gebnisse auch eine Lo¨sung des RAWP mittels der Fourier-Methode (vgl. dazu auch [13]
und [44]) und der Monte-Carlo-Simulation.
Die Fourier-Methode la¨sst sich dabei auf die klassische Formulierung (1.1)-(1.4) als auch
auf die daraus abgeleitete Variationsformulierung anwenden. Entsprechend wird nach
strengen bzw. schwachen Lo¨sungen gesucht und es zeigt sich, dass nur die Glattheit der
Eingangsdaten dafu¨r verantwortlich ist, ob es sich um eine Lo¨sung im strengen oder
schwachen Sinn handelt. Die Fourier-Methode unterstellt, dass das RAWP (1.1)-(1.4)
bzw. die daraus abgeleitete Variationsformulierung eine Lo¨sung besitzt und diese u¨ber
einen Separationsansatz nach den Eigenfunktionen des negativen Laplace Operators mit
dazugeho¨rigen Randbedingungen entwickelt werden kann. D.h. es wird eine Lo¨sung u in
der Form
u(t, x, ω) =
∞∑
n=1
(u(t, ·, ω), fn)fn(x) =
∞∑
n=1
cn(t, ω)fn(x)
gesucht. Die Eigenfunktionen fn bilden eine orthonormale Basis des L2(D) und besitzen
im Vergleich zu den Ansatzfunktionen der FEM einen globalen Tra¨ger. Sie bestimmen
sich als Lo¨sungen der Eigenwertaufgabe
−△ f = µf
RB :
∂f
∂N
∣∣∣∣∣
(∂D)2
= 0,
(
∂f
∂N
+ αf
)∣∣∣∣∣
(∂D)3
= 0.
Diese la¨sst sich fu¨r
”
einfache“ Geometrien, wie z.B. Rechtecke, Kreise, Ellipsen, Qua-
der oder Kugeln, gut lo¨sen (vgl. z.B. [34],[44]). Die zeitabha¨ngigen Koeffizienten cn(t, ω)
ergeben sich als Lo¨sungen eines, aufgrund der Orthonormalita¨t der Eigenfunktionen ent-
koppelten Systems gewo¨hnlicher Differentialgleichungen.
In diesem Zusammenhang sei das auf der Finite-Elemente-Methode aufbauende Lo¨sungs-
verfahren der stochastischen Finite-Elemente-Methode (SFEM) erwa¨hnt, welches eine wei-
tere Mo¨glichkeit zur Behandlung von RAWP mit zufa¨lligen Parametern bietet. Da es im
Rahmen dieser Arbeit nicht behandelt wird, sei im Folgenden deshalb nur die Idee dieses
Verfahrens umrissen. Bei der SFEM wird neben der o¨rtlichen Diskretisierung auch zu
einer Diskretisierung des Zufalls u¨bergegangen. Ausgehend vom FEM-Ansatz
uh(t, x, ω) =
∑
i∈χh
uh,i(t, ω)pi(x)
wird die Lo¨sung bezu¨glich der stochastischen Dimension in eine endliche Anzahl linear
unabha¨ngiger Ansatzfunktionen {Hβ} entwickelt. Diese Ansatzfunktionen sind beispiels-
weise Elemente des L2(Ω). Damit ergibt sich folgender Lo¨sungsansatz
uh(t, x, ω) =
∑
i∈χh
∑
β
u
(β)
h,i (t)pi(x)Hβ(ω).
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Aufgrund der zusa¨tzlichen Dimension der stochastischen Diskretisierung erho¨ht sich die
Dimension des nun zufa¨lligen Approximationsraumes im Vergleich zur herko¨mmlichen
FEM. Um die Koeffizienten u
(β)
h,i (t) zu bestimmen, sind verschiedene Verfahren wie die
Sto¨rungsrechnung (z.B. [26],[42]), die Neumann-Reihen-Entwicklung (z.B. [2],[16]) oder
die Polynomial-Chaos-Entwicklung (z.B. [28]) bekannt. Weiter wurde in [16] eine stochas-
tische Galerkin-Methode entwickelt. Der stochastische Ansatzraum ist dabei das polyno-
miale Chaos. Neben der u¨blichen o¨rtlichen Diskretisierung wird fu¨r die zufa¨lligen Kompo-
nenten eine Karhunen-Loeve-Entwicklung (vgl. [27]) angesetzt. Diese Entwicklung kann
als Verallgemeinerung des Fourierreihenansatzes auf stochastische Funktionen angesehen
werden.
Die eben vorgestellten Finite-Elemente basierenden Methoden bzw. die Fourier-Methode
fu¨hren im Gegensatz zu Monte-Carlo-Methoden auf einen expliziten funktionalen Zusam-
menhang zwischen der Lo¨sung und den zufa¨lligen Einflussgro¨ßen, so dass Momenten-
funktionen davon abgeleitet werden ko¨nnen. Die in dieser Arbeit genutzte Monte-Carlo-
Simulation stu¨tzt sich auf das durch Finite-Elemente-Diskretisierung erhaltene System
gewo¨hnlicher Differentialgleichungen. Das Ziel besteht darin, Simulationsmodelle fu¨r die
zufa¨lligen Gro¨ßen u0 und P zu finden, so dass gewisse vorausgesetzte Eigenschaften, wie
ε-Korreliertheit oder Homogenita¨t, so gut wie mo¨glich erfu¨llt sind. Dazu wird ein Ansatz
auf Basis zeitdiskreter Moving-Average-Felder der Form
ηs,t =
p∑
i=0
q∑
j=0
aibjξs−i,t−j, s, t ∈ Z, p, q ∈ N0 (1.5)
genutzt, da die Korrelationsstruktur dieser Moving-Average-Felder gut mit der definieren-
den Eigenschaft ε-korrelierter Funktionen u¨bereinstimmt. Anhand dieses Modells ko¨nnen
Realisierungen der zufa¨lligen Anfangs- bzw. Randbedingung gewonnen werden und da-
mit das durch Finite-Elemente-Diskretisierung erhaltene System gewo¨hnlicher Differen-
tialgleichungen als deterministisches Problem gelo¨st werden. Aus diesen Lo¨sungen kann
mit Hilfe statistischer Methoden eine approximative Lo¨sung des RAWP (1.1)-(1.4) sowie
deren Momente bestimmt werden. Dieses Vorgehen wird in [3] als Monte-Carlo-Galerkin-
Finite-Elemente-Methode bezeichnet.
1.1 Gliederung der Arbeit
Die na¨chsten Abschnitte dieses Kapitels bescha¨ftigen sich mit einer kurzen Zusammen-
stellung der beno¨tigten stochastischen Grundlagen sowie der Problembeschreibung. Dabei
zeigt es sich, dass aufgrund der Linearita¨t der Differentialgleichung (1.1) und der Anfangs-
bzw. Randbedingungen (1.2)-(1.4) sowie der vorausgesetzten Unabha¨ngigkeit der zufa¨lli-
gen Einflussgro¨ßen u0 und P , sich die Lo¨sung des RAWP (1.1)-(1.4) als Summe der Lo¨sung
des RAWPmit zufa¨lliger Anfangsbedingung und homogener Neumann-Bedingung und der
Lo¨sung des RAWP mit zufa¨lliger Neumann-Bedingung und homogener Anfangsbedingung
ergibt. Dieser Zusammenhang bestimmt auch das weitere Vorgehen in dieser Arbeit, beide
RAWP werden getrennt voneinander analysiert.
Kapitel zwei liefert einen Abriss der allgemeinen Vorgehensweise des bereits erwa¨hn-
ten Lo¨sungsverfahrens Finite-Elemente-Methode fu¨r deterministische Problemstellungen.
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Ausgehend von der aus der klassischen Formulierung abgeleiteten Variationsformulierung
liefert der Diskretisierungsansatz
uh(t, x) =
∑
j∈χh
uj(t)pj(x)
eine approximative schwache Lo¨sung des betrachteten RAWP. Demgegenu¨ber wird in
Kapitel drei das Vorgehen der Fourier-Methode gestellt. Diese la¨sst sich sowohl auf die
klassische Formulierung des RAWP als auch auf die davon abgeleitete Variationsformu-
lierung anwenden. Mit Hilfe des Separationsansatzes
u(t, x) =
∞∑
n=1
(u(t, ·), fn)fn(x) =
∞∑
n=1
cn(t)fn(x)
ergeben sich so strenge bzw. schwache Lo¨sungen des betrachteten RAWP.
Die Kapitel vier und fu¨nf widmen sich der Untersuchung der RAWP mit zufa¨lliger An-
fangsbedingung bzw. mit zufa¨lliger Randbedingung. Neben der Lo¨sung dieser Probleme
mittels FEM und Fourier-Methode steht die Bestimmung der ersten und zweiten Momen-
te der erhaltenen Lo¨sungen im Vordergrund. Die Finite-Elemente-Lo¨sungen und Fourier-
Lo¨sungen weisen fu¨r den Fall der zufa¨lligen Anfangsbedingung bzw. der zufa¨lligen Randbe-
dingung eine a¨hnliche Struktur auf. Sie ergeben sich als Summen von Integralfunktionalen
der ε-korrelierten zufa¨lligen Funktionen u0 bzw. P .
Ausgehend von der Finite-Elemente-Lo¨sung werden die Mo¨glichkeiten der asymptotischen
Entwicklung sowie zweier expliziter Berechnungsverfahren zur Berechnung der zweiten
Momente, welche sich als Summen u¨ber Vierfachintegrale darstellen, untersucht.
Mit Hilfe asymptotischer Entwicklungen nach der Korrelationsla¨nge ε lassen sich Charak-
teristiken der Lo¨sungen oder zumindest deren Approximationen auf analytischem Wege
bestimmen (vgl. [39],[44]). In dieser Arbeit werden die Korrelationsfunktionen der Lo¨sun-
gen anlehnend an die Arbeit von Starkloff [39] mittels einer Taylorentwicklung nach den
Korrelationsla¨ngen der zufa¨lligen Einflussgro¨ßen bestimmt. Dazu muß allerdings im Ver-
gleich zu der in [44] angegebenen Entwicklung zusa¨tzlich vorausgesetzt werden, dass sich
die Korrelationsfunktionen der ε-korrelierten Einflussgro¨ßen aus der Korrelationsfunktion
einer 1-korrelierten Funktion ableiten lassen. Das Ziel dieser U¨berlegungen besteht darin,
die Korrelationsfunktionen der approximativen Lo¨sungen der betrachteten RAWP, wel-
che sich als Summen von Vierfachintegralen ergeben, in Summen von Doppelintegralen
zu transformieren. Weiter zeigt sich, dass durch die ε-Korreliertheit der Einflussgro¨ßen u0
und P der Rechenaufwand erheblich verringert wird.
Die eben genannte Taylorentwicklung kann in Spezialfa¨llen durch eine direkte Berech-
nungsvorschrift ersetzt werden. Diese beruht auf FEM-Techniken. Die zu berechnenden
Doppelintegrale werden auf ein Referenzgebiet transformiert und ko¨nnen dort Koordi-
naten unabha¨ngig berechnet werden. Aufgrund der speziellen Struktur der Integran-
den und der ε-Korreliertheit der Einflussgro¨ßen gelingt es auch, die Vierfachintegrale
der Korrelationsfunktionen explizit zu lo¨sen. Somit ergibt sich fu¨r das Problem der Be-
stimmung der zweiten Momente der FE-Lo¨sungen die komfortable Situation, mehrere
Berechnungsmo¨glichkeiten zu besitzen, womit auch die Genauigkeit der asymptotischen
Entwicklung u¨berpru¨ft werden kann.
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Da die Fourier-Lo¨sungen des RAWP mit zufa¨lliger Anfangsbedingung bzw. mit zufa¨lliger
Randbedingung eine a¨hnliche Struktur wie die Finite-Elemete-Lo¨sungen besitzen, lassen
sich analoge Verfahren zur Berechnung der Korrelationfunktionen anwenden. Dabei ist
allerdings zu beachten, dass die im Zusammenhang mit der Fourier-Methode auftretenden
Eigenfunktionen i.a. u¨ber dem gesamten betrachteten Gebiet ungleich null sind und nicht
wie die FE-Ansatzfunktionen einen lokalen Tra¨ger aufweisen.
Das sechste Kapitel bescha¨ftigt sich mit der Simulation der beiden betrachteten RAWP.
Wie bereits erwa¨hnt, sind Simulationsmodelle fu¨r die zufa¨lligen Gro¨ßen u0 und P zu
finden, sodass gewisse Eigenschaften, wie ε-Korreliertheit oder Homogenita¨t, so gut wie
mo¨glich erfu¨llt sind. Diese Modelle basieren auf zeitdiskreten Moving-Average-Feldern
der Form (1.5). Die grundlegende Idee ist dabei Folgende: In a¨quidistanten Gitterpunk-
ten werden abha¨ngige Zufallsgro¨ßen ηs,t generiert und zwischen ihnen mittels geeigneter
Funktionen interpoliert. Es zeigt sich aber, dass das so erhaltene kontinuierliche Feld
f(x, ω) nicht homogen ist. Allerdings la¨sst sich dies durch zwei Transformationsmo¨glich-
keiten, welche auf der zufa¨lligen Verschiebung der Argumente der Approximationsfunktion
f beruhen, beheben.
Das letzte Kapitel beinhaltet den Vergleich der erhaltenen analytischen Resultate an-
hand eines konkreten Beispiels fu¨r das RAWP mit zufa¨lliger Anfangsbedingung bzw. mit
zufa¨lliger Randbedingung. Hauptaugenmerk wird dabei auf den Vergleich der auf den
verschiedenen Wegen erhaltenen Varianzfunktionen der FE-Lo¨sungen untereinander und
inbesondere auf den Vergleich mit der Varianzfunktion der FE-Lo¨sung und der Fourier-
Lo¨sung gelegt. Es zeigt sich, dass die betrachteten Varianzfunktionen gut u¨bereinstimmen.
Abschließend mo¨chte ich all jenen herzlich danken, die am Zustandekommen dieser Arbeit
beteiligt waren. An erster Stelle gilt mein Dank Herrn Professor Dr. J. vom Scheidt fu¨r
die Anregungen zu diesem Thema und die wertvollen Hinweise bei der Erstellung dieser
Arbeit. Weiterhin mo¨chte ich meine Kollegen Dr. Matthias Richter, Dr. Hendrik Weiß,
Roman Unger, Katrin Ilzig, Holger Ha¨hnel sowie Prof. Dr. Hans-Jo¨rg Starkloff und Prof.
Dr. Ralf Wunderlich nennen, die mit ihrer Hilfs- und Diskussionsbereitschaft ebenfalls
zum Gelingen dieser Arbeit beitrugen.
1.2 Stochastische Grundlagen
Gegeben sei ein Wahrscheinlichkeitsraum (Ω,A,P), wobei A eine σ-Algebra von Teilmen-
gen von Ω, auf welcher das Wahrscheinlichkeitsmaß P definiert ist, bezeichnet.
Definition 1.1 Eine zufa¨llige Funktion f : D × Ω → W, D ⊂ Rm, W ⊂ Rn, m, n ∈ N
heißt streng homogen, wenn fu¨r jede Folge x1, . . . , xn ∈ D, n ∈ N die endlichdimensionalen
Verteilungen der Zufallsvariablen f(x1 + l), . . . , f(xn + l) unabha¨ngig von l ∈ Rm sind,
d.h.
P(f(x1) ∈ B1, . . . , f(xn) ∈ Bn) = P(f(x1 + l) ∈ B1, . . . , f(xn + l) ∈ Bn) (1.6)
gilt fu¨r alle B1, . . . , Bn ∈ B(Rn). Eine zufa¨llige Funktion heißt schwach homogen, falls
E{f(x)} = const, ∀x ∈ D und Rff (x, y) = Rff (y − x), ∀x, y ∈ D gilt, d.h. die Korrela-
tionsfunktion ha¨ngt nur von der Differenz der Argumente x und y ab.
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Gilt die Beziehung (1.6) nur fu¨r ganzzahlige Vielfache von θ ∈ Rm+ \ 0, d.h. l = kθ =
(k1θ1, . . . , kmθm) mit k ∈ Zm, dann heißt die zufa¨llige Funktion f periodisch verteilt
mit der Periode θ. Eine streng homogene Funktion ist periodisch mit beliebiger Periode
θ ∈ Rm.
Definition 1.2 Eine zentrierte zufa¨llige Funktion εf, ε = (ε1, . . . , εm) ∈ Rm, ε > 0 mit
εf : D× Ω→W, D ⊂ Rm, W ⊂ Rn, m, n ∈ N, welche die Eigenschaft
E{εf(x)εfT (y)} = 0 fu¨r |y1 − x1| ≥ ε1 ∨ . . . ∨ |ym − xm| ≥ εm
besitzt, heißt ε-korreliert mit der Korrelationsla¨nge ε = (ε1, . . . , εm) (vgl. [39]).
Die Korrelationsla¨nge ε der zufa¨lligen Funktion εf ist nach obiger Definition komponen-
tenweise erkla¨rt. ε-korrelierte Funktionen sind also Funktionen ohne Fernwirkung, da die
Korrelationsfunktion E{εf(x)εfT (y)} verschwindet, wenn mindestens ein Abstand |yi−xi|
zwischen den Komponenten der Punkte x und y gro¨ßer als die jeweilige Korrelationsla¨nge
εi > 0 ist. Im Gegensatz zum viel benutzten White-Noise Modell ko¨nnen diese Zufalls-
funktionen aber eine beliebige Glattheit besitzen. Wie bereits erwa¨hnt ist die Bedingung
der ε-Korreliertheit schwa¨cher als die Bedingung der schwachen Korreliertheit. Im Fall der
schwachen Korreliertheit wird nicht nur die Unkorreliertheit der Werte εf(x) und εf(y)
gefordert, sondern auch bestimmte Zerfallseigenschaften der ho¨heren Momente. Diese sind
unter schwachen zusa¨tzlichen Voraussetzungen a¨quivalent zur Unabha¨ngigkeit der obigen
Werte (vgl. [44],[46]).
Es sei im Weiteren angenommen, dass Familien (εf)ε>0 von ε-korrelierten Funktionen
folgende Voraussetzungen erfu¨llen.
Annahme 1.3 1. Die zufa¨lligen Funktionen εf, ε > 0 sind schwach homogen, d.h. es
gilt
Rεfεf (x, y) = Rεfεf(y − x) = Rεfεf (z), z = y − x, z ∈ Rm.
2. Die Korrelationsfunktionen Rεfεf(·) werden durch die Korrelationsfunktion R(·) ei-
ner 1-korrelierten, homogenen Zufallsfunktion erzeugt, d.h. es gilt
Rεfεf (z) = R
(z
ε
)
= R
(
z1
ε1
, . . . ,
zm
εm
)
, z ∈ Rm, ε > 0.
3. Die zufa¨lligen Funktionen εf, ε > 0 sind im Quadratmittel stetig, was die Stetigkeit
der erzeugende Korrelationsfunktion R(·) impliziert.
Definition 1.4 Eine zentrierte zufa¨llige Funktion εf, ε > 0 mit εf : D× Ω→W,
D ⊂ Rm, W ⊂ Rn, m, n ∈ N heißt ε-abha¨ngig mit der Abha¨ngigkeitsla¨nge ε > 0, falls
fu¨r jede Familie nichtleere Teilmengen (Xj)j=1,...,s, s ≥ 2 mit Xj ⊂ D, j = 1, . . . s, und
d(Xi,Xj) > ε fu¨r i 6= j die zufa¨lligen Funktionen εfj : Xj × Ω → W, mit εfj(x) = εf(x)
fu¨r x ∈ Xj, j = 1, . . . , s unabha¨ngig sind. Dabei ist der Abstand der Mengen Xi und Xj
wie folgt definiert
d(Xi,Xj) := (inf {|xi′1 − yj
′
1 |}, . . . , inf {|xi
′
m − yj
′
m|}), inf u¨ber xi
′ ∈ Xi, yj′ ∈ Xj,
(vgl. [39]).
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Definition 1.5 Eine zentrierte homogene zufa¨llige Funktion f(x), x ∈ Rm mit der Kor-
relationsfunktion Rff (τ) = E{f(x)f(x+τ)}, τ, x ∈ Rm geho¨rt zur Klasse der orthotropen
Zufallsfunktionen, wenn die Beziehung
Rff(τ) = R˜(|τ1|, . . . , |τm|) mit R˜ : Rm+ → R
erfu¨llt ist (vgl. [50]).
Bemerkung 1.6 Insbesondere geho¨rt eine zentrierte homogene zufa¨llige Funktion f(x),
x ∈ Rm zur Klasse der orthotropen Zufallsfunktionen, falls sich die Korrelationsfunktion
in der Form
Rff (τ) =
m∏
i=1
Ri(|τi|) mit τ = (τ1, . . . , τm) und Ri : R+ → R, i = 1, . . . , m
darstellen la¨sst.
1.3 Problembeschreibung
Wie bereits in der Einleitung erwa¨hnt, werden in dieser Arbeit parabolische Differential-
gleichungen der Art
c̺
∂u
∂t
− λ△ u = f(t, x), x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const (1.7)
mit der Anfangsbedingung
u(0, x, ω) = u0(x, ω), x ∈ D (1.8)
und den Randbedingungen
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= P (t, x, ω), (1.9)
(
∂u
∂N
(t, x, ω) + α(u(t, x, ω)− uA(t, x))
) ∣∣∣∣∣
(∂D)3
= 0 (1.10)
behandelt. Dieses RAWPwird dabei als Modell fu¨r die Wa¨rmeausbreitung in beschra¨nkten
Gebieten unter zufa¨lligen Einflussgro¨ßen interpretiert. Auf diese Weise kann beispielsweise
der eingangs erwa¨hnte Bremsvorgang wa¨hrend des Fahrens eines PKWs beschrieben wer-
den. Das zufa¨llige Feld u steht fu¨r das zu bestimmende Temperaturfeld in Abha¨ngigkeit
von Zeit und Ort, P beschreibt den zufa¨lligen Wa¨rmefluss u¨ber dem Rand (∂D)2 (vgl.
Abb. 1.2) und u0 die zufa¨llige Anfangstemperatur des Gebietes D. Dabei sei angenommen,
dass die Felder P und u0 voneinander stochastisch unabha¨ngig sind. Im Weiteren wer-
den die spezifische Wa¨rmekapazita¨t c und die Dichte des betrachteten Materials auf eins
gesetzt. Die Wa¨rmeleitzahl λ, welche angibt, wie gut das Material Wa¨rme leitet, sowie
die Wa¨rmeu¨bergangszahl α, die ein Maß fu¨r die Sta¨rke des Temperaturdifferenz anha¨ngi-
gen Wa¨rmestroms zwischen dem Gebiet D und dessen Umgebung darstellt, werden als
konstant angenommen.
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Die folgenden U¨berlegungen lassen sich auch auf Problemklassen mit weiteren zufa¨lligen
Einflussfaktoren, wie z.B. eine zufa¨llige rechte Seite f(t, x, ω) der Differentialgleichung
oder eine zufa¨llige Umgebungstemperatur uA(t, x, ω) u¨bertragen. Dazu sei an dieser Stelle
auf Bemerkung 1.8 verwiesen.
Das Gebiet D (vgl. Abb. 1.2) besitzt einen stu¨ckweise hinreichend glatten Rand ∂D,
welcher sich wie folgt darstellen la¨sst
∂D = (∂D)2 ∪ (∂D)3.
Weiterhin gilt
∂u
∂N
:= λ
2∑
i=1
∂u
∂xi
ni, (
−→n = (n1, n2)T Normalenvektor).
D
xS2
(∂D)3(∂D)2
xS1
Abbildung 1.2: Gebiet D
Im Weiteren wird das Temperaturfeld u, das sich aus der Beziehung
u(t, x, ω) := u(t, x, ω)− w(t, x)
ergibt, untersucht. Das deterministische Feld w stellt dabei die Lo¨sung des gemittel-
ten Problems (1.11) zum Ausgangsproblem (1.7)-(1.10) dar, welches durch Ersetzen der
zufa¨lligen Einflu¨sse P und u0 durch ihre Erwartungswerte entsteht
wt − λ△w = f(t, x), x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const
AB: w(0, x) = E{u0(x)} x ∈ D
RB:
∂w
∂N
(t, x)
∣∣∣
(∂D)2
= E{P (t, x)} (1.11)
(
∂w
∂N
(t, x) + α(w(t, x)− uA(t, x))
) ∣∣∣∣∣
(∂D)3
= 0.
Damit ist folgendes RAWP fu¨r u zu untersuchen
ut − λ△u = 0, x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const
AB: u(0, x, ω) = u0(x, ω)−E{u0(x)} =: u0(x, ω), x ∈ D¯
RB:
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= P (t, x, ω)− E{P (t, x)} =: P (t, x, ω) (1.12)
(
∂u
∂N
(t, x, ω) + αu(t, x, ω)
)∣∣∣∣∣
(∂D)3
= 0,
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wobei P und u0 zufa¨llige zentrierte Felder bezeichnen.
Eine Lo¨sung im klassischen Sinne des RAWP (1.12) muss den Glattheitsforderungen
u ∈ C(1,2)((0, T ]× D) ∩ C(0,1)((0, T ]× D) ∩ C([0, T ]× D)
genu¨gen. Der Raum C(1,2)((0, T ]× D) umfasst dabei alle Funktionen, die zweimal stetig
differenzierbar bezu¨glich des Ortes x ∈ D und einmal stetig differenzierbar bezu¨glich der
Zeit t ∈ (0, T ] sind. Entsprechend sind die Ra¨ume C(0,1)((0, T ] × D) und C([0, T ] × D)
definiert.
Fu¨r die Existenz der klassischen Lo¨sung u des Problems (1.12) ist die Kompatibilita¨t zwi-
schen Anfangs- und Randbedingungen und der Randbedingungen verschiedenen Typs un-
tereinander notwendig, d.h. die Anfangsbedingung u0 und die Randbedingung P mu¨ssen
folgende Beziehungen erfu¨llen
∂u0
∂N
(x, ω)
∣∣∣∣∣
(∂D)2
= P (0, x, ω), (1.13)
(
∂u0
∂N
(x, ω) + αu0(x, ω))
)∣∣∣∣∣
(∂D)3
= 0, (1.14)
(
∂P
∂N
(t, x, ω) + αP (t, x, ω)
)
= 0 fu¨r x = xS1 , xS2 (vgl. Abb. 1.2). (1.15)
Bemerkung 1.7 Sollten die Vertra¨glichkeitsbedingungen verletzt sein, so sind diese Pha¨-
nomene in der Literatur als
”
space-space-corner singularity“ bzw.
”
time-space-corner sin-
gularity“ bekannt. Fu¨r parabolische Differentialgleichungen sind diese Irregularita¨ten al-
lerdings a¨ußerst kurzlebig in Zeit und Ort (vgl. [5], [15]).
Aufgrund der Linearita¨t des Laplace-Operators △ und der Anfangs- und Randbedingun-
gen, sowie der Unabha¨ngigkeit der zufa¨lligen Einflussfaktoren kann das RAWP (1.12)
als Summe zweier RAWP mit zufa¨lliger Anfangsbedingung u0 und homogener Randbe-
dingung, d.h. P ≡ 0 bzw. homogener Anfangsbedingung, d.h. u0 ≡ 0 und zufa¨lliger
Randbedingung P dargestellt werden. Die Lo¨sung des RAWP (1.12) ergibt sich dann aus
der Summe der Lo¨sungen dieser beiden Teilprobleme. Es gilt
u(t, x, ω) = 1u(t, x, ω) + 2u(t, x, ω), (1.16)
wobei 1u(t, x, ω) die Lo¨sung des RAWP mit zufa¨lliger Anfangsbedingung
1ut − λ△1u = 0, x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const
AB: 1u(0, x, ω) = u0(x, ω), x ∈ D¯
RB:
∂1u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= 0 (1.17)
(
∂1u
∂N
(t, x, ω) + α 1u(t, x, ω)
) ∣∣∣∣∣
(∂D)3
= 0
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und 2u(t, x, ω) die Lo¨sung des RAWP mit zufa¨lliger Randbedingung
2ut − λ△2u = 0, x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const
AB: 2u(0, x, ω) = 0, x ∈ D¯
RB:
∂2u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= P (t, x, ω) (1.18)
(
∂2u
∂N
(t, x, ω) + α 2u(t, x, ω)
)∣∣∣∣∣
(∂D)3
= 0
bezeichnen. Aus der Summendarstellung (1.16) von u la¨sst sich die weitere Vorgehenswei-
se, die beiden RAWP (1.17) und (1.18) getrennt voneinander zu betrachten, ableiten.
Bemerkung 1.8 Durch obigen Summenansatz (1.16) la¨sst sich die betrachtete Problem-
klasse auf folgende RAWP erweitern
ut − λ△u = f(t, x, ω), x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const
AB: u(0, x, ω) = u0(x, ω), x ∈ D¯
RB:
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= P (t, x, ω) (1.19)
(
∂u
∂N
(t, x, ω) + α(u(t, x, ω)− uA(t, x, ω))
)∣∣∣∣∣
(∂D)3
= 0.
Das zufa¨llige Feld f modelliert dabei Wa¨rmequellen oder -senken innerhalb des Gebietes D
und uA beschreibt die zufa¨llige Temperatur außerhalb des Gebietes D. Die stochastischen
Einflussgro¨ßen f, u0, P und uA werden als unabha¨ngig voneinander vorausgesetzt.
Wieder aufgrund der Linearita¨t des Laplace-Operators △ und der Anfangs- und Randbe-
dingungen, sowie der Unabha¨ngigkeit der zufa¨lligen Einflussfaktoren la¨sst sich das RAWP
(1.19) als Summe von RAWP in denen jeweils genau eine der Gro¨ßen f, u0, P oder
uA zufa¨llig und die anderen drei homogen sind, darstellen. Die Lo¨sung des RAWP (1.19)
ergibt sich dann aus der Summe der Lo¨sungen der vier Teilprobleme. Es gilt
u(t, x, ω) =
4∑
i=1
iu(t, x, ω),
wobei beispielsweise 3u(t, x, ω) die Lo¨sung des RAWP mit zufa¨lligen inhomogenen Term
der Differentialgleichung und homogenen Anfangs- bzw. Randbedingungen beschreibt. Es
zeigt sich allerdings, dass die Lo¨sung der RAWP mit zufa¨lliger Robin-Bedingung bzw.
zufa¨lliger Inhomogenita¨t der Differentialgleichung und homogenen sonstigen Bedingungen
mittels der Fourier-Methode oder der Finite-Elemente-Methode auf einem sehr a¨hnlichen
Weg wie die Lo¨sung des RAWP (1.18) mit zufa¨lliger Neumann-Bedingung erfolgt.
Kapitel 2
Einfu¨hrung in die
Finite-Element-Methode
Viele in der Praxis auftretenden Vorga¨nge, z.B. die in dieser Arbeit betrachtete Wa¨rmelei-
tung in einem beschra¨nkten Gebiet, werden durch Differential- bzw. Integralgleichungen
beschrieben. Diese Gleichungen ko¨nnen allerdings oft nur fu¨r Spezialfa¨lle analytisch gelo¨st
werden. Die deshalb entwickelten numerischen Methoden wie etwa die Finite-Elemente-
Methode, die Differenzenmethode (vgl. dazu z.B. [17], [37]) oder die Randelemente-Me-
thode (vgl. dazu z.B. [18]) transformieren das kontinuierliche Problem in ein endlichdi-
mensionales Ersatzproblem. Die dadurch erhaltenen approximativen Lo¨sungen sind gute
Na¨herungen fu¨r die Lo¨sung des urspru¨nglichen Problems.
Die Finite-Elemente-Methode kurz FEM ist dabei das in der Praxis am ha¨ufigsten ge-
nutzte Diskretisierungsverfahren (vgl. [21]), womit lineare und nichtlineare Probleme in
hinreichend glatt berandeten Gebieten approximiert werden ko¨nnen.
Die Grundidee der FEM besteht nun darin, den Definitionsbereich der partiellen Diffe-
rentialgleichung in
”
kleine“nicht u¨berlappende Teilbereiche zu zerlegen und die Lo¨sung
durch einfache, auf diesen Teilbereichen definierten Funktionen zu approximieren.
Den Ausgangspunkt dieser Methode bildet nicht wie etwa beim Differenzenverfahren die
klassische Formulierung des betrachteten RAWP, sondern die daraus abgeleitet Variati-
onsformulierung (schwache Formulierung). Die Variationsformulierung ist dabei als Ver-
allgemeinerung der klassischen Formulierung zu sehen. Es werden geringere Glattheitsfor-
derungen an die Eingangsdaten gestellt. Diese ko¨nnen beispielsweise als stu¨ckweise stetige
beschra¨nkte Funktionen gewa¨hlt werden. Fu¨r die Lo¨sung der Variationsformulierung, der
sogenannten schwachen Lo¨sung, wird ebenfalls eine geringere Glattheit gefordert. Es be-
steht allerdings der folgende wichtige Zusammenhang zwischen der klassischen und schwa-
chen Lo¨sung. Falls die schwache Lo¨sung aber die Glattheitsforderungen der klassischen
Lo¨sung erfu¨llt, dann ist sie auch Lo¨sung des klassischen Problems (vgl. [21]).
Anlehnend an [21] soll in diesem Abschnitt die Theorie der Finite-Elemente-Methode zur
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Lo¨sung parabolischer RAWP der Art
u
∂t
(t, x)−
2∑
i=1
∂
∂xi
(
λi(t, x)
∂u
∂xi
(t, x)
)
= f(t, x), x ∈ D ⊂ R2, t ∈ (0, T ] (2.1)
AB : u(0, x) = u0(x), x ∈ D¯ (2.2)
RB 1. Art: u(t, x) = g(t, x), x ∈ (∂D)1 (2.3)
2. Art:
∂u
∂N
(t, x) = P (t, x), x ∈ (∂D)2 (2.4)
3. Art:
∂u
∂N
(t, x) + α(t, x)
(
u(t, x)− uA(t, x)
)
= 0, x ∈ (∂D)3 (2.5)
mit λ = (λ1, λ2) kurz erla¨utert werden. Es bezeichnen (∂D)i die Randstu¨cke des betrach-
teten Gebietes D fu¨r welche gilt: (∂D)1 ∪ (∂D)2 ∪ (∂D)3 = ∂D.
Um die Variationsformulierung aus dem RAWP (2.1)-(2.5) abzuleiten, wird zuna¨chst der
Raum der Testfunktionen V0 als
V0 := {v ∈ H1(D) : v = 0 auf (∂D)1} (2.6)
definiert, wobei H1(D) den Sobolevraum
H1(D) = {u ∈ L2(D) : ∃ verallgemeinerte Ableitungen ∂u
∂xi
∈ L2(D), i = 1, 2}
bezeichnet. Der Raum L2(D) umfasst alle quadratisch integrierbaren Funktionen u¨ber
dem Gebiet D. Als Testfunktionen v werden also immer Funktionen gewa¨hlt, welche auf
dem Rand (∂D)1 identisch null sind.
Durch Multiplikation der Differentialgleichung (2.1) mit einer Testfunktion v ∈ V0 und
Integration u¨ber dem Gebiet D ergibt sich
∫
D
[
∂u
∂t
−
2∑
i=1
∂
∂xi
(
λi(t, x)
∂u
∂xi
)]
v(x)dx =
∫
D
f(t, x)v(x)dx.
Die partielle Integration des zweiten Summanden bezu¨glich xi, i = 1, 2 liefert∫
D
[
∂u
∂t
v(x) +
2∑
i=1
λi(t, x)
∂u
∂xi
∂v
∂xi
]
dx−
∫
∂D
∂u
∂N
v(x)ds =
∫
D
f(t, x)v(x)dx.
Das Integral u¨ber dem Rand ∂D kann nun mit Hilfe der Randbedingungen (2.3)-(2.5) wie
folgt geschrieben werden∫
∂D
∂u
∂N
v(x)ds =
∫
(∂D)2
P (t, x)v(x)ds+
∫
(∂D)3
α(t, x)(uA(t, x)− u(t, x))v(x)ds,
da aufgrund der Definition des Raumes der Testfunktionen V0 fu¨r das Integral u¨ber die
Dirichlet-Bedingung gilt ∫
(∂D)1
g(t, x)v(x)ds = 0.
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Damit ergibt sich
∫
D
[
∂u
∂t
v(x) +
2∑
i=1
λi(t, x)
∂u
∂xi
∂v
∂xi
]
dx+
∫
(∂D)3
α(t, x)u(t, x)v(x)ds
=
∫
D
f(t, x)v(x)dx+
∫
(∂D)2
P (t, x)v(x)ds+
∫
(∂D)3
α(t, x)uA(t, x)v(x)ds.
Um auch die Dirichlet-Bedingung zu beru¨cksichtigen, wird die Menge der zula¨ssigen
Lo¨sungen u als
Vg := {u ∈ H1(D) : u(t, x) = g(t, x) auf (∂D)1}
definiert. Unter Beachtung, dass auch die Anfangsbedingung (2.2) mit einer Testfunktion
v ∈ V0 multipliziert und u¨ber dem Gebiet D integriert wurde, besitzt die Variationsfor-
mulierung fu¨r das RAWP (2.1)-(2.5) die Form
(ut, v) + a(t; u, v) = 〈F (t), v〉 ∀ v ∈ V0, ∀ t ∈ (0, T ] (2.7)
AB: (u(0, ·), v) = (u0, v) ∀ v ∈ V0,
wobei
(ut, v) =
∫
D
ut(t, x)v(x)dx,
a(t; u, v) =
∫
D
[
2∑
i=1
λi(t, x)uxi(t, x)vxi(x)
]
dx+
∫
(∂D)3
α(t, x)u(t, x)v(x)ds,
〈F (t), v〉 =
∫
D
f(t, x)v(x)dx+
∫
(∂D)2
P (t, x)v(x)ds+
∫
(∂D)3
α(t, x)uA(t, x)v(x)ds,
(u0, v) =
∫
D
u0(x, ω)v(x)dx.
Der Term a(t; u, v) bezeichnet eine symmetrische Bilinearform, wogegen 〈F (t), v〉 fu¨r eine
Linearform steht.
Definition 2.1 Eine Funktion u(t, x) mit
u(t, ·) ∈ Vg und ut ∈ L2(D), t ∈ (0, T ]
heißt schwache Lo¨sung des RAWP (2.1)-(2.5), wenn sie dem Problem (2.7) genu¨gt.
Um eine Approximation der Lo¨sung des Problems (2.7) zu erhalten, wird zu einer Diskre-
tisierung bezu¨glich des Ortes u¨bergegangen. Das Gebiet D wird dabei in finite Elemente
T (r), r ∈ ψh, z.B. in Dreiecke oder Vierecke zerlegt, wobei die Menge ψh = {1, . . . , Rh}
die Nummern aller finiten Elemente entha¨lt. Nach [21] soll die Zerlegung folgende Eigen-
schaften besitzen.
Annahme 2.2 i) D =
Rh∪
r=1
T
(r)
bzw. Dh =
Rh∪
r=1
T
(r) → D fu¨r Rh →∞.
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ii) Fu¨r alle r, r′ ∈ ψh mit r 6= r′ gilt
T
(r) ∩ T (r′) =


∅ oder
ein gemeinsamer Knoten oder
eine gemeinsame Kante.
iii) Die Zerlegung ist zula¨ssig (vgl. [21]).
Bemerkung 2.3 1. Die Eigenschaft Dh =
Rh∪
r=1
T
(r) → D fu¨r Rh → ∞ bedeutet,
dass z.B. krummlinig berandete Gebiete fu¨r immer feiner werdende Diskretisierung
immer genauer approximiert werden (vgl. Abb. 2.1).
∂D ∂D
Abbildung 2.1: Beispiel fu¨r die Verbesserung der Approximationsgu¨te fu¨r krummlinig
berandete Gebieten bei feinerer Diskretisierung
2. Eine Zerlegung heißt zula¨ssig, wenn der maximale Elementdurchmesser
h = max
r=1,...,Rh
h(r) fu¨r Rh →∞ gegen Null konvergiert. Der Elementdurchmesser h(r)
des Elementes T (r) ist der maximale Abstand zweier beliebiger Punkte in T
(r)
.
Die Eckpunkte der finiten Elemente T (r), r ∈ ψh werden Knoten Pj, j ∈ χh genannt. Die
Menge χh entha¨lt dabei alle globalen Knotennummern der Diskretisierung des Gebietes
D. Weiterhin werden die Indexmengen χh = {1, 2, . . . , Nh} und γh = {Nh + 1, . . . , Nh}
eingefu¨hrt, so dass gilt
χh = χh ∪ γh.
Die Menge γh entha¨lt nur die Nummern der Knoten Pj, welche auf dem Dirichlet-Rand
(∂D)1 liegen und χh die Knoten, welche in D ∪ (∂D)2 ∪ (∂D)3 liegen.
Zusa¨tzlich zur globalen Nummerierung werden die Knoten in jedem finiten Element
T (r), r ∈ ψh lokal von 1, . . . , Nˆh nummeriert, wobei Nˆh die Anzahl der Knoten pro Element
bezeichnet. Ausgehend von der Zuordnungsvorschrift (vgl. als Beispiel Abb. 2.2)
α←→ i = i(r, α) α = 1, . . . , Nˆh, i ∈ χh (2.8)
beschreibt die Matrix C(r) =
[
C
(r)
α i
]
α=1,...,Nˆh,i∈χh
fu¨r alle T (r), r ∈ ψh den Zusammenhang
zwischen der lokalen und globalen Nummerierung und ist wie folgt definiert
C
(r)
α i =


1 falls i die globale Knotennummer des Knotens mit der
lokalen Knotennummer α im Element T (r) ist,
0 sonst.
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Abbildung 2.2: Globale und lokale Nummerierung Finiter Elemente
Im Zuge der Diskretisierung wird die Menge der zula¨ssigen Lo¨sungen Vg und der Raum
der Testfunktionen V0 durch die endlichdimensionalen Mengen
Vgh :=
{
uh(t, x) : uh(t, x) =
∑
j∈χh
uj(t)pj(x) +
∑
j∈γh
g(xj, t)pj(x)
}
und
V0h :=
{
v(x) : vh(x) =
∑
i∈χh
vipi(x)
}
ersetzt. Die Funktionen pj , j ∈ χh werden dabei als Ansatzfunktionen bezeichnet. Sie sind
als linear unabha¨ngig vorausgesetzt und bilden eine Basis des Approximationsraumes.
Weiterhin ist die Idee der Finite-Elemente-Methode, dass diese Funktionen einen lokalen
Tra¨ger besitzen.
Ausgehend von der Zuordnungsvorschrift (2.8) zwischen lokaler und globaler Nummerie-
rung in jedem Element T (r), r ∈ ψh werden die Ansatzfunktionen lokal u¨ber den finiten
Elementen T (r), welche den Knoten Pj enthalten, durch die Beziehung
pj(x) =
{
p
(r)
α (x) x ∈ T (r), r ∈ Bj
0 sonst
definiert. Die Menge Bj entha¨lt dabei die Nummern aller Elemente, fu¨r die Pj ∈ T (r) gilt.
Die Elementansatzfunktionen p
(r)
α wiederum ergeben sich aus der Transformation der auf
dem entsprechenden Referenzelement gegebenen Formfunktionen ϕα. Es gilt
p(r)α (x) = ϕα(ξT (r)(x)), ∀x ∈ T (r).
Im Fall einer Vernetzung mit Dreieckslementen ergibt sich das Referenzelement durch
Tˆ = {(ξ1, ξ2) : 0 ≤ ξ1, ξ2 ≤ 1, ξ1 + ξ2 ≤ 1}.
Mittels der Transformationsvorschrift
x = xT (r)(ξ) = J
(r)ξ + x
(r)
1 oder[
x1
x2
]
=
[
x
(r)
21 − x(r)11 x(r)31 − x(r)11
x
(r)
22 − x(r)12 x(r)32 − x(r)12
] [
ξ1
ξ2
]
+
[
x
(r)
11
x
(r)
12
]
wird die Abbildung des Referenzdreiecks Tˆ auf ein beliebiges Dreieck T (r) mit (x
(r)
α1 , x
(r)
α2 )
als Koordinaten der Eckpunkte P
(r)
α gewa¨hrleistet (vgl. Abb 2.3).
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x1
Pˆ1
ξ = ξT (r)(x)
ξ2
ξ1
x2
0 1
P
(r)
3
P
(r)
2
Pˆ2
Pˆ3
Tˆ
T (r)
P
(r)
1x = xT (r)(ξ)
1
Abbildung 2.3: Abbildung zwischen dem Referenzdreieck Tˆ und einem beliebigen Dreieck
T (r) der Vernetzung
Im Falle einer Vernetzung mit Parallelogrammen ergibt sich die Abbildung des Referenz-
elementes
Tˆ = {(ξ1, ξ2) : 0 ≤ ξ1, ξ2 ≤ 1}
auf ein beliebiges Parallelogramm T (r) durch
x = xT (r)(ξ) = J
(r)ξ + x
(r)
1 oder (2.9)[
x1
x2
]
=
[
x
(r)
21 − x(r)11 x(r)41 − x(r)11
x
(r)
22 − x(r)12 x(r)42 − x(r)12
] [
ξ1
ξ2
]
+
[
x
(r)
11
x
(r)
12
]
(vgl. Abb 2.4).
x1
Tˆ
Pˆ2Pˆ1
Pˆ4 Pˆ3
ξ = ξT (r)(x)
x = xT (r)(ξ)
ξ2
ξ1
x2
0 1
1
P
(r)
1
P
(r)
2
P
(r)
4
P
(r)
3
T (r)
Abbildung 2.4: Abbildung zwischen dem Referenzviereck Tˆ und einem beliebigen Paral-
lelogramm T (r) der Vernetzung
Fu¨r beliebige Vierecke ist die Abbildung (2.9) allerdings nichtlinear. Aussagen dazu sind
etwa in [6],[21] zu finden.
Weiterhin gilt zwischen dem Vektor p = [pj ]j∈χh der Ansatzfunktionen und dem Vektor
p(r) =
[
p
(r)
α
]
α=1,...,Nˆh
der Elementansatzfunktionen des finiten Elements T (r), r ∈ ψh die
Beziehung
p(x) = (C(r))Tp(r)(x), x ∈ T (r). (2.10)
Gesucht ist nun eine approximative Lo¨sung des Problems (2.7) in der Form
uh(t, x) =
∑
j∈χh
uh,j(t)pj(x) +
∑
j∈γh
uh,j(t)pj(x) (2.11)
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mit den zeitabha¨ngigen Koeffizienten {uh,j(t)}j∈χh und den durch die Dirichlet-Bedingung
vorgegebenen Koeffizienten uh,j(t) = g(xj, t), j ∈ γh, so dass fu¨r alle vh ∈ Vh erfu¨llt ist
((uh)t, vh) + a(t; uh, vh) = 〈F (t), vh〉, ∀ vh ∈ V0,h, t ∈ (0, T ]
AB: (uh(0, ·), vh) = (u0, vh).
Da die Menge {pi}i∈χh eine Basis des Raumes V0h darstellt, ist obige diskrete Variations-
formulierung fu¨r alle vh ∈ V0h erfu¨llt, wenn sie fu¨r alle Basiselemente pi, i ∈ χh erfu¨llt ist,
d.h fu¨r alle i ∈ χh gilt
((uh)t, pi) + a(t; uh, pi) = 〈F (t), pi〉, t ∈ (0, T ], (2.12)
AB: (uh(0, ·), pi) = (u0, pi).
Die Funktion uh der Form (2.11) kann als Na¨herungslo¨sung des RAWP (2.1)-(2.5) aus
dem endlichdimensionalen Unterraum Vgh betrachtet werden.
Die Aufgabe (2.12) ist a¨quivalent zu folgendem Anfangswertproblem eines Systems gewo¨hn-
licher Differentialgleichungen fu¨r die unbekannten Koeffizienten uh(t) = (ui,h(t))i∈χh
Mhu˙h(t) +Khuh(t) = fh(t), t ∈ (0, T ] (2.13)
AB: Mhuh(0) = dh.
Die Matrizen Mh und Kh stellen dabei Masse- bzw. Steifigkeitsmatrix dar, die Vektoren
f
h
und dh den Lastvektor bzw. die Momente der Anfangstemperatur. Diese Gro¨ßen sind
definiert durch
Mh = [(pj, pi)]i,j∈χh , (2.14)
Kh = [a(t; pj , pi)]i,j∈χh , (2.15)
=

∫
D
[
2∑
k=1
λk(t, x)
∂pj
∂xk
∂pi
∂xk
]
dx+
∫
(∂D)3
α(t, x)pj(x)pi(x)ds


i,j∈χh
,
f
h
=
[
〈F (t), pi〉 −
∑
j∈γh
uh,j(t)a(t; pj, pi)−
∑
j∈γh
(uh,j)t(t)(pj, pi)
]T
i∈χh
(2.16)
dh =
[
(u0, pi)−
∑
j∈γh
uh,j(0)(pj, pi)
]T
i∈χh
. (2.17)
Aufgrund der vorausgesetzten lokalen Tra¨ger der Ansatzfunktionen sind die Matrizen Mh
und Kh du¨nn besetzt.
Fu¨r spezielle Wahlen der Eingangsdaten kann dieses System gewo¨hnlicher Differential-
gleichungen mit der Anfangsbedingung uh(0) = M
−1
h dh explizit gelo¨st werden (vgl. Ab-
schnitte 4.1 und 5.1). Andernfalls kann zur na¨herungsweisen Lo¨sung dieses Systems das
σ-gewichtete Differenzenverfahren verwendet werden (vgl. dazu etwa [21]).
Ausgehend von der durch (2.11) bestimmten Lo¨sung uh des diskretisierten Problems (2.12)
ergibt sich die schwache Lo¨sung u der Variationsformulierung (2.7) durch die Grenzwert-
bildung
u = lim
Rh→∞
uh.
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Dieser Grenzwert existiert, ist eindeutig und lo¨st das RAWP (2.1)-(2.5) in der Variations-
formulierung (2.7). Fu¨r den Beweis dieser Aussagen sei beispielsweise auf [12] verwiesen.
Kapitel 3
Einfu¨hrung in die Fourier-Methode
Die Fourier-Methode zur Lo¨sung von RAWP fu¨r parabolische Differentialgleichungen ist
eine Anwendung der Separation der Variablen sowie des verallgemeinerten Superpositi-
onsprinzips (vgl. [43]), welches sich aus der Linearita¨t der Differentialgleichung ergibt. Es
werden Lo¨sungen in Form von unendlichen Reihen gesucht, in denen jedes Glied Lo¨sung
der Differentialgleichung ist und die Randbedingungen erfu¨llt. Die Koeffizienten dieser
Reihen sind dabei so gewa¨hlt, dass zum Zeitpunkt t = 0 die Lo¨sungen an den gegebenen
Anfangszustand angepasst sind. Ausgangspunkt dieser U¨berlegungen kann die klassische
aber auch die Variationsformulierung sein, wobei die Glattheit der erhaltenen Lo¨sung von
der Glattheit der Eingangsdaten abha¨ngt.
Im Folgenden werden mit Hinblick auf die Probleme (1.17) und (1.18) die Lo¨sungsverfah-
ren fu¨r parabolische RAWP mit homogener Differentialgleichung, inhomogener Anfangs-
bedingung und homogenen Randbedingungen bzw. fu¨r parabolische RAWP mit inho-
mogener Differentialgleichung und homogener Anfangsbedingung und Randbedingungen
vorgestellt. Auf die letztgenannte Form kann das Teilproblem (1.18) mit homogener Dif-
ferentialgleichung aber inhomogener Randbedingung mittels geeigneter Transformationen
zuru¨ckgefu¨hrt werden (vgl. [10]). Das Gebiet D wird im Rahmen der Fourier-Methode auf
ein Rechteck beschra¨nkt (vgl. Abb. 3.1).
0 R−R
H
x1
x2
D (∂D)3,2
(∂D)3,3
(∂D)2
(∂D)3,4
Abbildung 3.1: Gebiet D
In der Literatur sind auch Anwendungen der Fourier-Methode auf andere Geometrien wie
beispielsweise den Kreis, die Ellipse oder den Zylinder zu finden (vgl. etwa [34],[41]). Des
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Weiteren kann die Fourier-Methode auch auf die aus dem RAWP abgeleitete Variations-
formulierung angewandt werden (vgl. Abschnitt 3.3).
Vorangestellt seien allerdings anlehnend an [7] einige U¨berlegungen zu allgemeinen Eigen-
wertproblemen der Art
Lf(x) = µf(x) (x1, . . . , xn) ∈ D (3.1)
mit dem Operator L
Lf(x) := −
n∑
i=1
∂
∂xi
(
p(x)
∂f(x)
∂xi
)
+ q(x)f(x)
und den Randbedingungen
(
h(x)f(x) + l(x)
∂f(x)
∂n
) ∣∣∣∣∣
∂D
= 0, (3.2)
da die Lo¨sung von RAWP mittels der Fourier-Methode auf ebensolche Probleme fu¨hrt.
Das Gebiet D ist dabei ein beschra¨nktes Gebiet mit stu¨ckweise glattem Rand ∂D und ∂
∂n
bezeichnet die Normalenableitung an ∂D. Fu¨r die spa¨ter durchgefu¨hrten Betrachtungen
ist es ausreichend die Parameter p ≡ 1, q ≡ 0, h = const ≥ 0 und l = const ≥ 0 zu setzen,
womit sich die Differentialgleichung (3.1) zu
Lf = −△ f
vereinfacht. Gesucht werden nichttriviale Lo¨sungen f , d.h. Lo¨sungen, die nicht gleich der
Nulllo¨sung sind, welche in D zweimal stetig differenzierbar und auf der Abschließung D
einmal stetig differenzierbar sind, was auf folgende Definition fu¨hrt (vgl. [7]).
Definition 3.1 Eine nichttriviale Lo¨sung der Eigenwertaufgabe (3.1),(3.2) heißt Eigen-
funktion und der dazugeho¨rige Wert µ Eigenwert.
Der na¨chste Satz beinhaltet eine Zusammenstellung wichtiger Eigenschaften von Eigen-
funktionen und Eigenwerten, welche beispielsweise in [43] zu finden sind.
Satz 3.2 1. Die Eigenwerte des Operators L sind nicht negativ.
2. Die Eigenfunktionen des Operators L, die zu verschiedenen Eigenwerten geho¨ren
sind zueinander orthogonal, womit die Eigenfunktionen als orthonormiert vorausge-
setzt werden ko¨nnen (vgl. Schmidtsches Orthogonalisierunsverfahren z.B. in [7]).
3. Die Menge der Eigenwerte des Operators L ist abza¨hlbar und besitzt keine endlichen
Ha¨ufungspunkte. Die Eigenwerte ko¨nnen also nach wachsendem Betrag geordnet
werden
0 ≤ µ1 ≤ µ2 ≤ . . . mit µk →∞ fu¨r k →∞.
4. Zu jedem Eigenwert kann es nur endlich viele Eigenfunktionen geben.
5. Das System der Eigenfunktionen ist im Raum L2(D) dicht.
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6. Es gilt Lfk = µkfk, k = 1, 2, . . ., wobei fk die Randbedingungen (3.2) erfu¨llt und die
Eigenfunktion zum Eigenwert µk bezeichnet.
7. (Entwicklungssatz) Jede Funktion u, welche die Randbedingungen (3.2) erfu¨llt und
zweimal bezu¨glich des Ortes differenzierbar ist, kann in eine gleichma¨ßig und absolut
konvergente Reihe nach den Eigenfunktionen des Operators L entwickelt werden. Es
gilt
u(x) =
∞∑
k=1
ckfk(x) mit ck =
∫
D
u(x)fk(x)dx. (3.3)
Die Beweise dieser Aussagen sind etwa in [43] angegeben.
Bemerkung 3.3 Nach dem obigen Entwicklungssatz konvergiert die Reihe (3.3) gleich-
ma¨ßig gegen die Funktion u, wenn diese die Randbedingungen (3.2) erfu¨llt und zweimal
bzgl. des Ortes differenzierbar ist. Die starke Glattheitsforderung kann abgeschwa¨cht wer-
den, wenn nur die Konvergenz im quadratischem Mittel der Reihe (3.3) gefordert wird.
Die Reihenentwicklung (3.3) konvergiert auf D im quadratischen Mittel gegen u, falls∫
D
|u(x)|2dx <∞,
d.h. u ∈ L2(D) gilt (vgl. [41]).
3.1 Das homogene parabolische RAWP
Dieser Abschnitt bescha¨ftigt sich mit der Lo¨sung des RAWP mit homogener parabolischer
Differentialgleichung
ut − λ△ u = 0, x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const (3.4)
AB : u(0, x) = ϕ(x), x ∈ D¯ (3.5)
RB :
(
hu+ l
∂u
∂n
) ∣∣∣∣∣
∂D
= 0 (3.6)
nach der Fourier-Methode. Die Summe spezieller Lo¨sungen des obigen RAWP ist dabei
wieder eine Lo¨sung dieser Differentialgleichung.
Die Idee der Fourier-Methode liegt in der Trennung der Vera¨nderlichen, d.h. es wird
unterstellt, dass eine spezielle Lo¨sung des RAWP die Form
u(t, x) = c(t)f(x) (3.7)
besitzt. Das Einsetzen des Lo¨sungsansatzes in die Differentialgleichung (3.4) liefert
1
λ
c′(t)
c(t)
=
△f(x)
f(x)
= −µ,
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wobei µ konstant ist. Damit ergeben sich folgende Gleichungen zur Bestimmung der Funk-
tionen c(t) und f(x)
−△ f = µf (3.8)
RB :
(
hf + l
∂f
∂n
) ∣∣∣∣∣
∂D
= 0 (3.9)
und
c′(t) + λµc(t) = 0. (3.10)
Die partielle Differentialgleichung (3.8) und die Randbedingung (3.9) stellen ein Eigen-
wertproblem dar. Es sind also die Eigenwerte µn zu berechnen, welche zu den nicht tri-
vialen Lo¨sungen, d.h. den Eigenfunktionen fn der homogenen Gleichung (3.8) mit der
homogenen Randbedingung (3.9) geho¨ren.
Seien nun mit µ1, µ2, . . . die Eigenwerte zu den entsprechenden Eigenfunktionen f1, f2, . . .
des Problems (3.8),(3.9) bezeichnet. Nach Satz 3.2, Eigenschaften 2 und 5 bilden diese
Funktionen ein vollsta¨ndiges Orthonormalsystem im L2(D).
Die Lo¨sungen cn(t) der gewo¨hnlichen Differentialgleichung (3.10) lassen sich in Abha¨ngig-
keit der Eigenwerte µ1, µ2, . . . in der Form
cn(t) = ane
−λµnt
darstellen. Nach Ansatz (3.7) erfu¨llen die Funktionen
un(t, x) = cn(t)fn(x) = anfn(x)e
−µnλt, n = 1, 2, . . .
die Differentialgleichung (3.4) und genu¨gen den Randbedingungen (3.6). Um auch die
Anfangsbedingung (3.5) zu erfu¨llen, wird die Reihe
u(t, x) =
∞∑
n=1
anfn(x)e
−λµnt
gebildet und an den vorgegebenen Anfangszustand ϕ(x) angepasst. Es gilt
ϕ(x) = u(0, x) =
∞∑
n=1
anfn(x), x ∈ D,
d.h. die Koeffizienten an sind die Koeffizienten der Reihenentwicklung der Funktion ϕ
nach den Eigenfunktionen
ϕ(x) =
∞∑
n=1
(ϕ, fn)fn(x), an = (ϕ, fn). (3.11)
Der Entwicklungssatz (vgl. Satz 3.2 Eigenschaft 7) impliziert, dass der Anfangszustand ϕ
die Randbedingung (
hϕ+ l
∂ϕ
∂n
) ∣∣∣∣∣
∂D
= 0
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erfu¨llen und zweimal stetig differenzierbar sein muss, damit die Reihe (3.11) gleichma¨ßig
konvergiert. Die Randbedingung fu¨r ϕ stellt gleichzeitig die Vertra¨glichkeitsbedingung
zwischen der Anfangsbedingung (3.5) und der Randbedingung (3.6) dar. Falls die An-
fangsbedingung nur schwa¨chere Glattheitsforderungen, wie etwa ϕ ∈ L2(D) erfu¨llt, so
konvergiert die Reihe (3.11) im Gebiet D nach Bemerkung 3.3 immer noch im quadrati-
schen Mittel. Damit la¨sst sich die Lo¨sung u des homogenen RAWP in der Form
u(t, x) =
∞∑
n=1
(ϕ, fn)fn(x)e
−λµnt (3.12)
darstellen. Aufgrund der Linearita¨t der Differentialgleichung (3.4) ist die Reihe (3.12) nach
dem verallgemeinerten Superpositionsprinzip ebenfalls Lo¨sung des RAWP (3.4)-(3.6), falls
diese konvergiert und die geforderte Glattheit aufweist. Besitzt die Lo¨sung nur schwa¨chere
Glattheitseigenschaften, z.B. wenn gilt ϕ ∈ L2(D), so entspricht die Darstellung (3.12)
einer schwachen Lo¨sung (vgl. [52]).
3.2 Das inhomogene parabolische RAWP
In diesem Abschnitt soll die Lo¨sung von parabolischen RAWP mit inhomogenen Differen-
tialgleichungen und homogenen Anfangs- bzw. Randbedingungen der Form
ut − λ△ u = g(t, x), x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const (3.13)
AB : u(0, x) = 0, x ∈ D¯ (3.14)
RB :
(
hu+ l
∂u
∂n
) ∣∣∣∣∣
∂D
= 0, (3.15)
mittels der Fourier-Methode im Vordergrund stehen. Dazu wird die gesuchte Lo¨sung u
nach den Eigenfunktionen fn, n = 1, 2, . . . des negativen Laplace-Operators −△, also den
Lo¨sungen des Eigenwertproblems (3.8),(3.9) entwickelt und besitzt damit die Form
u(t, x) =
∞∑
n=1
(u(t, ·), fn)fn(x) =
∞∑
n=1
cn(t)fn(x). (3.16)
Die Lo¨sung des RAWP (3.13)-(3.15) wird demnach auf die Bestimmung der Koeffizienten
cn(t) = (u(t, ·), fn) =
∫
D
u(t, x)fn(x)dx, n = 1, 2, . . . zuru¨ckgefu¨hrt.
Unter geeigneten Glattheitsforderungen kann die Reihe (3.16) gliedweise differenziert
werden. Dabei reicht allerdings die gleichma¨ßige Konvergenz einer Reihe stetig differen-
zierbarer Funktionen nicht aus, um die Differenzierbarkeit der Summe dieser Reihe zu
gewa¨hrleisten. Zusa¨tzlich muss die aus den Ableitungen der Funktionen bestehende Reihe
gleichma¨ßig konvergieren (vgl. z.B. [14]).
Damit ergibt sich durch Einsetzen des Lo¨sungsansatzes (3.16) in die Differentialgleichung
(3.13)
∞∑
n=1
c′n(t)fn(x)− λ
∞∑
n=1
cn(t)△ fn(x) =
∞∑
n=1
gn(t)fn(x),
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wobei die Inhomogenita¨t g in folgende Reihe bezu¨glich der Eigenfunktionen entwickelt
wurde
g(t, x) =
∞∑
n=1
(g(t, ·), fn)fn(x), gn(t) = (g(t, ·), fn).
Um die gleichma¨ßige Konvergenz der obigen Reihe zu gewa¨hrleisten, muss der inhomo-
gene Term g eine zweimal stetig nach dem Ort differenzierbare Funktion bezeichnen und
die Randbedingung (3.15) erfu¨llen (vgl. Entwicklungssatz ((Satz 3.2, Eigenschaft 7)).
Schwa¨chere Glattheitseigenschaften von g fu¨hren nach Bemerkung 3.3 auf Konvergenz im
quadratischen Mittel im Gebiet D.
Mit der Beziehung −△ fn = µnfn folgt
∞∑
n=1
(c′n(t) + λµncn(t)) fn(x) =
∞∑
n=1
gn(t)fn(x).
Ein Koeffizientenvergleich fu¨hrt fu¨r n = 1, 2, . . . auf die gewo¨hnlichen Differentialgleichun-
gen
c′n(t) + λµncn(t) = gn(t). (3.17)
Die homogene Anfangsbedingung (3.14) liefert die Gleichung
u(0, x) =
∞∑
n=1
cn(0)fn(x) = 0,
womit aufgrund der linearen Unabha¨ngigkeit der Eigenfunktionen fn
cn(0) = 0 (3.18)
fu¨r die zeitabha¨ngigen Koeffizienten cn, n = 1, 2, . . . zum Zeitpunkt t = 0 gelten muss.
Das Anfangswertproblem (3.17),(3.18) besitzt dann die Lo¨sung
cn(t) =
t∫
0
e−λµn(t−s)gn(s)ds =
t∫
0
∫
D
e−λµn(t−s)g(s, z)fn(z)dzds,
womit die Lo¨sung des RAWP (3.13)-(3.15) durch die Reihe
u(t, x) =
∞∑
n=1
cn(t)fn(x) =
∞∑
n=1
t∫
0
∫
D
e−λµn(t−s)g(s, z)fn(z)dzdsfn(x) (3.19)
bestimmt ist.
Die auf diese Weise erhaltenen Lo¨sungen (3.12) bzw. (3.19) erweisen sich als besonders
geeignet zur Untersuchung hinreichend weit fortgeschrittener Stadien der Ausbreitungs-
prozesse. Die positiven Eigenwerte µn wachsen fu¨r ein beliebiges Gebiet schnell mit der
Zahl n, was eine rasche Konvergenz der Reihen fu¨r fu¨r große Zeiten t sichert (vgl. [43]).
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3.3 Anwendung der Fourier-Methode auf die Varia-
tionsformulierung
Wie bereits im Kapitel 2 beschrieben, ergibt sich die Variationsformulierung eines RAWP
aus der Multiplikation der Differentialgleichung und der Anfangsbedingung mit einer Test-
funktion v aus dem Raum V0 (vgl. (2.6))
V0 := {v ∈ H1(D) : v = 0 auf dem Dirichlet-Rand}
und der anschließenden Integration u¨ber dem Gebiet D. Auf die darauf folgende partielle
Integration des Hauptteils wird hier allerdings verzichtet. Stattdessen wird die gesuchte
Lo¨sung u der Variationsformulierung wieder nach den Eigenfunktionen fn des negativen
Laplace-Operators −△ entwickelt und la¨sst sich damit in Form einer unendlichen Reihe
u(t, x) =
∞∑
n=1
cn(t)fn(x) (3.20)
mit cn(t) = (u(t, ·), fn) darstellen. Die Eigenfunktionen erfu¨llen als Lo¨sungen der Eigen-
wertprobleme (3.8),(3.9) fu¨r µn insbesondere die gegebenen Randbedingungen. Nach dem
Lo¨sungsansatz (3.20) ist damit die Menge der zula¨ssigen Lo¨sung Vg definiert als
Vg =
{
u ∈ H1(D) :
(
hu+ l
∂u
∂n
) ∣∣∣∣∣
∂D
= 0
}
.
Im Gegensatz dazu wird bei der Finite Elemente Methode die Menge Vg als
Vg := {u ∈ H1(D) : u(t, x) = g(t, x) auf (∂D)1}
definiert, die Menge der zula¨ssigen Lo¨sungen ist also nur auf die Funktionen eingeschra¨nkt,
welche die Dirichlet-Bedingungen auf dem Rand (∂D)2 erfu¨llen.
3.3.1 Das homogene parabolische RAWP
Die Variationsformulierung des homogenen RAWP (3.4)-(3.6) besitzt die Gestalt
(ut, v)− λ(△u, v) = 0 (3.21)
AB: (u(0, x), v) = (ϕ, v).
Da das System der Eigenfunktionen {fn}∞n=1 eine Basis des Raumes L2(D) bildet, ist obige
Variationsformulierung fu¨r alle v ∈ V0 erfu¨llt, wenn sie fu¨r alle Basiselemente fn erfu¨llt
ist. Mit Hilfe des Lo¨sungsansatzes (3.20) und unter Beachtung der Orthonormalita¨t der
Eigenfunktionen ∫
D
fn(x)fk(x)dx = δnk =
{
1 fu¨r k = n
0 sonst
gilt fu¨r n = 1, 2 . . . die Beziehung
(ut, fn) =
d
dt
(u(t, ·), fn) = d
dt
cn(t) = c
′
n(t),
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des Weiteren folgt aus der Selbstadjungiertheit des Laplace-Operators −△ im hier be-
trachteten Fall
(△u(t, ·), fn) = (u(t, ·),△fn) = −µn(u(t, ·), fn) = −µncn(t).
Damit ergibt sich folgendes System gewo¨hnlicher Differentialgleichungen fu¨r die zeitabha¨ngi-
gen Koeffizienten cn, n = 1, 2 . . .
c′n(t) + λµncn(t) = 0 (3.22)
AB: cn(0) = (ϕ, fn).
Aufgrund der Orthonormalita¨t der Eigenfunktionen fn ist (3.22) ein im Vergleich zu
(2.13) entkoppeltes System gewo¨hnlicher Differentialgleichungen. Die Matrizen Mh und
Kh des FE-Systems (2.13) sind allerdings durch die vorausgesetzten lokalen Tra¨ger der
Ansatzfunktionen pi du¨nn besetzt.
Die Lo¨sung der Anfangswertaufgabe (3.22) la¨sst sich dann in der Form
cn(t) = e
−λµnt(ϕ, fn) = e−λµnt
∫
D
ϕ(x)fn(x)dx
darstellen. Somit besitzt die Variationsformulierung (3.21) nach Ansatz (3.20) die Lo¨sung
u(t, x) =
∞∑
n=1
cn(t)fn(x) =
∞∑
n=1
e−λµnt
∫
D
ϕ(z)fn(z)dzfn(x). (3.23)
3.3.2 Das inhomogene parabolische RAWP
Die Variationsformulierung des inhomogenen RAWP (3.13)-(3.15) hat die Form
(ut, v)− λ(△u, v) = (g(t, ·), v)
AB: (u(0, x), v) = 0.
Analog zum homogenen Fall ergibt sich durch den Lo¨sungsansatz (3.20) eine entkoppeltes
System gewo¨hnlicher Differentialgleichungen fu¨r die zeitabha¨ngigen Koeffizienten cn
c′n(t) + λµncn(t) = (g(t, ·), fn)
AB: cn(0) = 0,
dessen Lo¨sung das Integralfunktional
cn(t) =
t∫
0
e−λµn(t−s)(gn(s, ·), fn)ds =
t∫
0
∫
D
e−λµn(t−s)g(s, x)fn(x)dxds
ist. Wieder nach Ansatz (3.20) besitzt dann die Lo¨sung der Variationsformulierung die
Gestalt
u(t, x) =
∞∑
n=1
cn(t)fn(x) =
∞∑
n=1
t∫
0
∫
D
e−λµn(t−s)gn(s, z)fn(z)dzdsfn(x). (3.24)
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Die Lo¨sungsdarstellungen (3.23) und (3.24) der Variationsformulierung fu¨r den homo-
genen und inhomogenen Fall stimmen mit den Darstellungen der klassischen Lo¨sungen
(3.12) und (3.19) u¨berein. Somit ist gewa¨hrleistet, dass wenn die schwache Lo¨sung die
Glattheitsforderungen der klassischen Lo¨sung erfu¨llt, dann ist es auch eine klassische. Die
Frage, wann eine Lo¨sung nun klassisch oder schwach ist, la¨sst sich auf die Frage nach der
Glattheit der Eingangsdaten u0 bzw. g zuru¨ckfu¨hren. Wenn diese hinreichend glatt sind,
dann ist die Lo¨sung auch klassisch.
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Kapitel 4
Randanfangswertproblem mit
zufa¨lliger Anfangsbedingung
In diesem Kapitel soll die Lo¨sung des ersten Teilproblems (1.17) aus Abschnitt 1.3, des
RAWP mit zufa¨lliger Anfangsbedingung εu0
ut − λ△u = 0, x = (x1, x2) ∈ D, t ∈ (0, T ], λ = const (4.1)
AB: u(0, x, ω) = εu0(x, ω), x ∈ D¯ (4.2)
RB:
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= 0 (4.3)
(
∂u
∂N
(t, x, ω) + αu(t, x, ω)
)∣∣∣∣∣
(∂D)3
= 0, (4.4)
sowie deren stochastischer Kenngro¨ßen, wie Korrelations- bzw. Varianzfunktion bestimmt
werden. Die homogene Neumann-Bedingung (4.3) am Rand (∂D)2 la¨sst sich als Wa¨rmeiso-
lation interpretieren. Am Rand (∂D)3 dagegen liegt eine Robin-Bedingung an, welche den
Wa¨rmefluss aufgrund von Temperaturunterschieden zwischen dem Gebiet D und des-
sen Umgebung beschreibt. Die Umgebungstemperatur ist dabei auf null gesetzt. Da die
Wa¨rmeu¨bergangszahl α konstant gewa¨hlt wurde, sind die homogene Neumann-Bedingung
(4.3) und die Robin-Bedingung (4.4) nicht vertra¨glich. Wird dagegen α = α(x) als hinrei-
chend glatte, ortsabha¨ngige Funktion mit
lim
x→xS1 ,xS2
α(x) = 0
vorausgesetzt, so la¨sst sich diese Unvertra¨glichkeit vermeiden. Die Punkte xS1 und xS2
stellen gema¨ß Abb. 1.2 die U¨bergangspunkte der Randbedingungen dar.
Die zufa¨llige Anfangsbedingung εu0 steht fu¨r die Temperaturverteilung u¨ber dem Gebiet
D zum Zeitpunkt t = 0 und wird als Element einer Familie reellwertiger ε-korrelierter
Zufallsfelder (εu0, ε > 0) mit der Korrelationsfunktion Rεu0εu0(x, y) = E{εu0(x)εu0(y)},
x, y ∈ R2 modelliert. Somit ist vorausgesetzt, dass εu0, ε > 0 die in Annahme 1.3 for-
mulierten Bedingungen erfu¨llt. Die Komponenten ε1 bzw. ε2 der Korrelationsla¨nge ε be-
schreiben dabei die La¨nge der Korrelationen in x1- bzw. x2-Richtung.
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Bemerkung 4.1 Aufgrund dieser gewa¨hlten Eigenschaften des zufa¨lligen Feldes εu0 sind
die Vertra¨glichkeitsbedingungen (1.13) und (1.14) nicht erfu¨llt. Diesem Pha¨nomen wird
allerdings im Weiteren keine Beachtung geschenkt, es sei hier auf Bemerkung 1.7 verwie-
sen. Nach [15] ist zudem der Approximationsfehler, welcher sich durch die Anwendung der
Finite-Elemente-Diskretisierung ergibt, gro¨ßer als diese zusa¨tzliche Fehlerquelle. Daru¨ber
hinaus wird beispielsweise in [20],[43],[44] auf diese Problematik eingegangen.
Zur Lo¨sung des RAWP (4.1)-(4.4) werden zwei unterschiedliche Verfahren, die Finite-
Elemente-Methode und die Fourier-Methode, angewendet. Wie sich in Kapitel 7 zeigen
wird, stimmen die stochastischen Kenngro¨ßen der auf diesen beiden unterschiedlichen
Wegen berechneten Lo¨sungen recht gut u¨berein.
4.1 Berechnung der Korrelationsfunktion u¨ber die
Finite-Elemente-Methode
In diesem Abschnitt wird das zufa¨llige RAWP (4.1)-(4.4) mit Hilfe der Finite-Elemente-
Methode gelo¨st. Die Vorgehensweise orientiert sich dabei an Kapitel 2, wobei zu beachten
ist, dass keine Dirichlet-Bedingungen vorliegen, d.h. γh = ∅ und die Differentialgleichung
(4.1) sowie die Neumann-Bedingung (4.3) homogenen Charakter besitzen.
Die aus dem RAWP (4.1)-(4.4) abgeleitete Variationsformulierung hat die Form (vgl.
(2.7))
(ut, v) + a(t; u, v) = 0, ∀ v ∈ H1(D), ∀ t ∈ (0, T ] (4.5)
AB: (u(0, ·, ω), v) = (εu0, v), ∀ v ∈ H1(D),
wobei der Raum der Testfunktionen dem Sobolevraum H1(D) entspricht. In (4.5) sind
folgende Bezeichnungen eingefu¨hrt
(ut, v) =
∫
D
ut(t, x, ω)v(x)dx,
a(t; u, v) = λ
∫
D
2∑
k=1
uxk(t, x, ω)vxk(x)dx+ α
∫
(∂D)3
u(t, x, ω)v(x)ds,
(εu0, v) =
∫
D
εu0(x, ω)v(x)dx.
Aufgrund der Diskretisierung im Ort wird der Sobolevraum H1(D) durch den endlichdi-
mensionalen Raum
Vh =
{
vh : vh(x) =
∑
i∈χh
vipi(x)
}
ersetzt und die approximative Lo¨sung uh der Variationsformulierung (4.5) besitzt die
Gestalt
uh(t, x, ω) =
∑
j∈χh
uh,j(t, ω)pj(x). (4.6)
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Damit ergibt sich fu¨r die zeitabha¨ngigen Koeffizienten uh(t, ω) = [uh,i(t, ω)]i∈χh folgendes
System gewo¨hnlicher Differentialgleichungen (vgl. (2.13))
Mhu˙h(t, ω) +Khuh(t, ω) = 0 (4.7)
AB: Mhuh(0, ω) = d(ω).
Die Massematrix Mh (vgl. (2.14)), die Steifigkeitsmatrix Kh (vgl. (2.15)) und der Vektor
dh (vgl. (2.17)) sind definiert als
Mh = [(pj, pi)]i,j∈χh , (4.8)
Kh = [a(pj, pi)]i,j∈χh =

λ ∫
D
2∑
k=1
∂pj
∂xk
∂pi
∂xk
dx+ α
∫
(∂D)3
pjpids


i,j∈χh
, (4.9)
dh(ω) = [(
εu0, pi)]
T
i∈χh .
Die Aufgabe (4.7) beschreibt fu¨r jede Diskretisierung χh = {1, 2, . . . , Nh} ein lineares,
homogenes Differentialgleichungssystem mit im betrachteten Fall zeitunabha¨ngiger Sy-
stemmatrix, womit die Existenz einer eindeutige Lo¨sung uh gesichert ist (vgl. z.B. [9]).
Die Lo¨sung des Anfangswertproblems (4.7) ist ein Integralfunktional der Form
uh(t, ω) = Gh(t)dh(ω) = Gh(t)
∫
D
εu0(x, ω)p(x)dx mit p = (pi)
T
i∈χh . (4.10)
Die Matrixfunktion Gh(t) ist dabei definiert als
Gh(t) = exp(−M−1h Kht)M−1h .
Durch folgendes Lemma kann diese Matixexponentialfunktion in eine fu¨r die numerischen
Berechnungen gu¨nstigere Form u¨berfu¨hrt werden.
Lemma 4.2 Es seienMh und Kh die Masse- bzw. Steifigkeitsmatrizen des Systems gewo¨hn-
licher Differentialgleichungen (4.7). Dann ist die Systemmatrix Ah = M
−1
h Kh diagonali-
sierbar, d.h. es existieren Matrizen Vh und Λh, so dass gilt
Ah = VhΛhV
−1
h .
Die Matrix Λh = diag(λh,1, λh,2, . . . , λh,Nh) besitzt Diagonalform, wobei die Eintra¨ge die
Eigenwerte der Systemmatrix Ah sind. Die Matrix Vh besteht aus den zu den Eigenwerten
geho¨renden Eigenvektoren.
Beweis. Die Bestimmung der Eigenwerte λh,i, i = 1, . . . , Nh von Ah = M
−1
h Kh fu¨hrt auf
die Lo¨sung des Problems (M−1h Kh)x = λhx. Aufgrund der Definitionen (4.8) und (4.9)
sind die Massematrix Mh und die Steifigkeitsmatrix Kh symmetrisch und positiv definit.
Damit lassen sich Aussagen u¨ber das dazugeho¨rige verallgemeinerte Eigenwertproblem
Khx = λhMhx nutzen. Nach [25] existiert dann eine Matrix Vh, so dass gilt
V Th KhVh = Λh = diag(λh,1, . . . , λh,Nh)
V Th MhVh = I,
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wobei Λh die Eigenwerte der Matrix M
−1
h Kh entha¨lt. Daraus folgt
Kh = V
−T
h ΛhV
−1,
Mh = (VhV
T
h )
−1 und M−1h = VhV
T
h , (4.11)
woraus sich M−1h Kh = VhΛhV
−1
h ergibt.
Mit Hilfe dieses Lemmas kann Gh(t) dargestellt werden als
Gh(t) = e
−M−1
h
KhtM−1h = Vhe
−ΛhtV −1h M
−1
h .
Aus Beziehung (4.11) folgt V −1h M
−1
h = V
T
h und somit
Gh(t) = Vhe
−ΛhtV Th . (4.12)
Die approximative Lo¨sung uh der Variationsformulierung (4.5) hat damit nach Ansatz
(4.6) die Gestalt
uh(t, x, ω) =
∑
j∈χh
uh,j(t, ω)pj(x) =
∑
j∈χh
[Gh(t)]j
∫
D
p(z)εu0(z, ω)dz pj(x),
wobei [Gh(t)]j die j-te Zeile der Matrix Gh(t) bezeichnet.
Ziel der weiteren U¨berlegungen ist es, Momentenfunktionen der erhaltenen approximati-
ven Lo¨sung uh zu berechnen. Aufgrund der Zentriertheit des zufa¨lligen Feldes
εu0 gilt fu¨r
das erste Moment von uh
E{uh(t, x)} =
∑
j∈χh
[Gh(t)]j
∫
D
E{εu0(z)}p(z)dz pj(x) = 0.
Die Korrelationsfunktion E{u(t1, x)u(t2, y)} der Lo¨sung u der Variationsformulierung
(4.5) ist na¨herungsweise durch die Korrelationsfunktion E{uh(t1, x)uh(t2, y)} bestimmt.
Aufgrund der Beziehung (4.6) gilt
E{u(t1, x)u(t2, y)} ≈ E{uh(t1, x)uh(t2, y)} =
∑
i,j∈χh
E{uh,i(t1)uh,j(t2)}pi(x)pj(y),
d.h. die Berechnung der Korrelationsfunktion E{uh(t1, x)uh(t2, y)} setzt die Kenntnis der
Korrelationsmatrix E{uh(t1)uTh (t2)} der Lo¨sung uh des stochastischen Anfangswertpro-
blems (4.7) voraus.
Diese Korrelationsmatrix berechnet sich als
E{uh(t1)uTh (t2)} = E



Gh(t1)
∫
D
εu0(x, ω)p(x)dx



Gh(t2)
∫
D
εu0(x, ω)p(x)dx


T

= Gh(t1)
∫
D
∫
D
E{εu0(x)εu0(y)}p(x)pT (y)dydxGTh (t2). (4.13)
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Aufgrund der in Annahme 1.3 formulierten Voraussetzungen an das zufa¨llige Feld εu0 gilt
fu¨r die Korrelationsfunktion
E{εu0(x1, x2)εu0(y1, y2)} = Rεu0εu0(y1 − x1, y2 − x2) = R
(
y1 − x1
ε1
,
y2 − x2
ε2
)
.
Unter Nutzung der gegebenen Diskretisierung kann die Gleichung (4.13) als Summe von
Integralen u¨ber den finiten Elemente geschrieben werden. Dabei sind im Folgenden die
finiten Elemente T (r), r ∈ ψh als Rechtecke vorausgesetzt. Die Koordinaten der Eckpunkte
P
(r)
i , i = 1, . . . , 4 von T
(r) werden mit P
(r)
i = (x
(r)
i1 , x
(r)
i2 ) bezeichnet (vgl. Abb. 4.1).
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Abbildung 4.1: Lokale Nummerierung der Knoten des Elements T (r)
Unter Beachtung von Beziehung (2.10) gilt
E{uh(t1)uTh (t2)} = Gh(t1)
Rh∑
r,s=1
(C(r))T
∫
T (r)
∫
T (s)
R
(
y1 − x1
ε1
,
y2 − x2
ε2
)
p(r)(x1, x2) (4.14)
· (p(s))T (y1, y2)dy2dy1dx2dx1C(s)GTh (t2).
Mittels der Transformation x1 → u1 : u1 = y1−x1ε1 und x2 → u2 : u2 =
y2−x2
ε2
ergibt sich
fu¨r die Summanden aus Gleichung (4.14) (vgl. Abb. 4.2)
∫
T (r)

 ∫
T (s)
R
(
y1 − x1
ε1
,
y2 − x2
ε2
)
p(r)(x1, x2)(p
(s))T (y1, y2)dy2dy1

 dx2dx1
= ε1ε2
x
(s)
21∫
x
(s)
11
dy1
x
(s)
42∫
x
(s)
12
dy2
1
ε1
(y1−x(r)11 )∫
1
ε1
(y1−x(r)21 )
du1
1
ε2
(y2−x(r)12 )∫
1
ε2
(y2−x(r)42 )
du2
R(u1, u2)p
(r)(y1 − ε1u1, y2 − ε2u2)(p(s))T (y1, y2)
= ε1ε2


x
(s)
21∫
x
(s)
11
dy1
1
ε1
(y1−x(r)11 )∫
1
ε1
(y1−x(r)21 )
du1




x
(s)
42∫
x
(s)
12
dy2
1
ε2
(y2−x(r)12 )∫
1
ε2
(y2−x(r)42 )
du2


R(u1, u2)p
(r)(y1 − ε1u1, y2 − ε2u2)(p(s))T (y1, y2).
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T (r)
(x
(r)
21 , x
(r)
22 )(x
(r)
11 , x
(r)
12 )
( 1
ε1
(y1 − x
(r)
21 ),
1
ε2
(y2 − x
(r)
42 ))
x2 u2
x1 u1
P
(r)
1
P
(r)′
3
P
(r)
2
P
(r)
4 P
(r)
3
(x
(r)
41 , x
(r)
42 ) (x
(r)
31 , x
(r)
32 ) (
1
ε1
(y1 − x
(r)
21 ),
1
ε2
(y2 − x
(r)
12 ))
P
(r)′
2 P
(r)′
1
P
(r)′
4
( 1
ε1
(y1 − x
(r)
11 ),
1
ε2
(y2 − x
(r)
12 ))
( 1
ε1
(y1 − x
(r)
11 ),
1
ε2
(y2 − x
(r)
42 ))
Abbildung 4.2: Transformation (x1, x2)→ (u1, u2) von T (r)
Mit Hilfe der Definitionen
h
(r)
1 = x
(r)
21 − x(r)11 = x(r)31 − x(r)41 und h(r)2 = x(r)42 − x(r)12 = x(r)32 − x(r)22 ,
und der Vertauschung der Integrationsreihenfolge ergibt sich fu¨r das Doppelintegral (vgl.
Abb. 4.3)
x
(s)
21∫
x
(s)
11
1
ε1
(y1−x(r)11 )∫
1
ε1
(y1−x(r)21 )
R(u1, u2)p
(r)(y1 − ε1u1, y2 − ε2u2)(p(s))T (y1, y2)du1dy1 (4.15)
=



 1ε1 (x(s)21 −x(r)21 )∫
1
ε1
(x
(s)
11 −x
(r)
21 )
du1
ε1u1+x
(r)
21∫
x
(s)
11
dy1 +
1
ε1
(x
(s)
11 −x
(r)
11 )∫
1
ε1
(x
(s)
21 −x
(r)
21 )
du1
x
(s)
21∫
x
(s)
11
dy1 +
1
ε1
(x
(s)
21 −x
(r)
11 )∫
1
ε1
(x
(s)
11 −x
(r)
11 )
du1
x
(s)
21∫
ε1u1+x
(r)
11
dy1


R(u1, u2)p
(r)(y1 − ε1u1, y2 − ε2u2)(p(s))T (y1, y2) fu¨r h(r)1 ≥ h(s)1
 1ε1 (x(s)11 −x(r)11 )∫
1
ε1
(x
(s)
11 −x
(r)
21 )
du1
ε1u1+x
(r)
21∫
x
(s)
11
dy1 +
1
ε1
(x
(s)
21 −x(r)21 )∫
1
ε1
(x
(s)
11 −x
(r)
11 )
du1
ε1u1+x
(r)
21∫
ε1u1+x
(r)
11
dy1 +
1
ε1
(x
(s)
21 −x(r)11 )∫
1
ε1
(x
(s)
21 −x
(r)
21 )
du1
x
(s)
21∫
ε1u1+x
(r)
11
dy1


R(u1, u2)p
(r)(y1 − ε1u1, y2 − ε2u2)(p(s))T (y1, y2) fu¨r h(r)1 ≤ h(s)1
und ein entsprechendes Ergebnis fu¨r
x
(s)
42∫
x
(s)
12
1
ε2
(y2−x(r)12 )∫
1
ε2
(y2−x(r)42 )
R(u1, u2)p
(r)(y1 − ε1u1, y2 − ε2u2)(p(s))T (y1, y2)du2dy2. (4.16)
Die wesentliche Idee fu¨r die folgenden U¨berlegungen kommt auch fu¨r den Spezialfall
h
(r)
1 = h
(s)
1 = h1, h
(r)
2 = h
(s)
2 = h2 zum Ausdruck, wobei sich hierfu¨r die Rechnungen
erheblich vereinfachen. Aus h
(r)
1 = h
(s)
1 folgt x
(s)
11 − x(r)11 = x(s)21 − x(r)21 , womit die Fall-
unterscheidung in (4.15) entfa¨llt und der mittlere Term verschwindet. A¨hnlich verein-
facht sich die Berechnung fu¨r (4.16) mit h
(r)
2 = h
(s)
2 . Mit der zusa¨tzlichen Transformation
4.1. BERECHNUNG DER KORRELATIONSFUNKTION U¨BER DIE FINITE-ELEMENTE-METHODE 41
u(y1) =
1
ε1
(y1 − x(r)21 )
u(y1) =
1
ε1
(y1 − x(r)21 )
x
(s)
21 x
(s)
11 x
(s)
21
y1 y1
u(y1) =
1
ε1
(y1 − x(r)11 )
u1 u1
x
(s)
11
u(x
(s)
21 )
u(x
(s)
11 )
u(x
(s)
21 )
u(x
(s)
11 )
u(x
(s)
21 )
u(x
(s)
21 )
u(x
(s)
11 )
u(x
(s)
11 )
u(y1) =
1
ε1
(y1 − x(r)11 )
h
(r)
1 ≥ h(s)1 h(r)1 ≤ h(s)1
Abbildung 4.3: Zur Vertauschung der Integration im Fall h
(r)
1 ≥ h(s)1 bzw. h(r)1 ≤ h(s)1
(u1, u2) → (u′1, u′2), u′1 = −u1, u′2 = −u2 und der Eigenschaft der Korrelationsfunktion
R(u1, u2) = R(−u1,−u2), welche sich aus der Homogenita¨t (Annahme 1.3) ergibt, besitzt
die Korrelationsmatrix (4.14) im Fall h
(r)
1 = h
(s)
1 , h
(r)
2 = h
(s)
2 die Form
E{uh(t1)uTh (t2)} = ε1ε2Gh(t1)
Rh∑
r,s=1
(
(C(r))T


1
ε1
(x
(r)
21 −x
(s)
11 )∫
1
ε1
(x
(r)
11 −x
(s)
11 )
du1
x
(r)
21 −ε1u1∫
x
(s)
11
dy1 +
1
ε1
(x
(r)
21 −x
(s)
21 )∫
1
ε1
(x
(r)
11 −x
(s)
21 )
du1
x
(s)
21∫
x
(r)
11 −ε1u1
dy1


·


1
ε2
(x
(r)
42 −x(s)12 )∫
1
ε2
(x
(r)
12 −x
(s)
12 )
du2
x
(r)
42 −ε2u2∫
x
(s)
12
dy2 +
1
ε2
(x
(r)
42 −x(s)42 )∫
1
ε2
(x
(r)
12 −x
(s)
42 )
du2
x
(s)
42∫
x
(r)
12 −ε2u2
dy2


R(u1, u2)p
(r)(y1 + ε1u1, y2 + ε2u2)(p
(s))T (y1, y2)C
(s)
)
GTh (t2).
Der Vorteil dieser Darstellung ist, dass der Integrand in ein Produkt zerfa¨llt, in dem die
Korrelationsfunktion nur von (u1, u2) abha¨ngt. Nutzt man diese Trennung der Integrati-
onsvariablen und fu¨hrt folgende vier Funktionen
φ
(r,s)
1 (z) := φ
(r,s)
[x
(s)
11 ,x
(r)
21 ;x
(s)
12 ,x
(r)
42 ]
(z), (4.17)
φ
(r,s)
2 (z) := −φ(r,s)[x(s)11 ,x(r)21 ;x(s)42 ,x(r)12 ](z) (4.18)
φ
(r,s)
3 (z) := −φ(r,s)[x(s)21 ,x(r)11 ;x(s)12 ,x(r)42 ](z), (4.19)
φ
(r,s)
4 (z) := φ
(r,s)
[x
(s)
21 ,x
(r)
11 ;x
(s)
42 ,x
(r)
12 ]
(z) (4.20)
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mit z = (z1, z2) und
φ
(r,s)
[m,n;p,q](z1, z2) =
n−z1∫
m
dy1
q−z2∫
p
dy2Q
(r)
1 (y1 + z1, y2 + z2)Q
(s)
2 (y1, y2), (4.21)
Q
(r)
1 (y1, y2) := p
(r)(y1, y2), Q
(s)
2 (y1, y2) := (p
(s))T (y1, y2)
ein, so ergibt sich fu¨r die zu berechnende Korrelationsmatrix
E{uh(t1)uTh (t2)} = ε1ε2Gh(t1)
Rh∑
r,s=1
(
(C(r))T (4.22)


1
ε1
(x
(r)
21 −x
(s)
11 )∫
1
ε1
(x
(r)
11 −x
(s)
11 )
du1


1
ε2
(x
(r)
42 −x
(s)
12 )∫
1
ε2
(x
(r)
12 −x
(s)
12 )
du2 φ
(r,s)
1 (ε1u1, ε2u2) +
1
ε2
(x
(r)
42 −x
(s)
42 )∫
1
ε2
(x
(r)
12 −x
(s)
42 )
du2 φ
(r,s)
2 (ε1u1, ε2u2)


+
1
ε1
(x
(r)
21 −x
(s)
21 )∫
1
ε1
(x
(r)
11 −x(s)21 )
du1


1
ε2
(x
(r)
42 −x
(s)
12 )∫
1
ε2
(x
(r)
12 −x(s)12 )
du2 φ
(r,s)
3 (ε1u1, ε2u2) +
1
ε2
(x
(r)
42 −x
(s)
42 )∫
1
ε2
(x
(r)
12 −x(s)42 )
du2 φ
(r,s)
4 (ε1u1, ε2u2)




R(u1, u2)C
(s)
)
GTh (t2).
Da die zufa¨llige Anfangsbedingung εu0 nach Annahme 1.3 als ε-korreliert vorausgesetzt
ist, soll im Folgenden untersucht werden, u¨ber welche s bei festem r in Gleichung (4.22)
summiert werden muss, d.h. fu¨r welche finiten Elemente T (s) die Summanden i.a. ungleich
null sind.
Es sei ε1 = (l1 − ϑ1)h1, ε2 = (l2 − ϑ2)h2 mit l1, l2 ∈ N, ϑ1, ϑ2 ∈ [0, 1). Die Integration
bezu¨glich u1 erstreckt sich in Gleichung (4.22) u¨ber
1
ε1
(x
(r)
11 − x(s)11 ) ≤ u1 ≤
1
ε1
(x
(r)
21 − x(s)11 ) bzw.
1
ε1
(x
(r)
11 − x(s)21 ) ≤ u1 ≤
1
ε1
(x
(r)
21 − x(s)21 ).
Aus
k
(r,s)
1 h1 := x
(r)
11 − x(s)11 und x(r)21 = x(r)11 + h1 (4.23)
folgt
k
(r,s)
1
l1 − ϑ1 ≤ u1 ≤
k
(r,s)
1 + 1
l1 − ϑ1 bzw.
k
(r,s)
1 − 1
l1 − ϑ1 ≤ u1 ≤
k
(r,s)
1
l1 − ϑ1 .
Da R(u1, u2) = 0 fu¨r (u1, u2) /∈ (−1, 1)2, sind die Summanden null fu¨r solche s, fu¨r die
l1 − ϑ1 ≤ k(r,s)1 oder k(r,s)1 + 1 ≤ −l1 + ϑ1 bzw.
l1 − ϑ1 ≤ k(r,s)1 − 1 oder k(r,s)1 ≤ −l1 + ϑ1
gilt. Folglich sind die Summanden fu¨r alle finiten Elemente T (s) null, fu¨r die
k
(r,s)
1 ≥ l1 − ϑ1 + 1 oder k(r,s)1 ≤ −l1 + ϑ1 − 1.
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Mit k
(r,s)
2 h2 := x
(r)
12 − x(s)12 folgt aus analogen U¨berlegungen das Verschwinden der Sum-
manden u¨ber alle s, fu¨r die
k
(r,s)
2 ≥ l2 − ϑ2 + 1 oder k(r,s)2 ≤ −l2 + ϑ2 − 1.
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Abbildung 4.4: Summation bzgl. s in (4.22) bei festem r u¨ber alle Indizes zu den Recht-
ecken des schraffierten Gebietes im Falle l1 = 2, l2 = 1
Abb. 4.4 zeigt im Fall ε1 =
3
2
h1, ε2 = h2, also fu¨r l1 = 2, l2 = 1 und ϑ1 =
1
2
, ϑ2 = 0,
dass u¨ber alle Indizes zu Rechtecken aus dem schraffierten Gebiet zu summieren ist. Die
Summanden sind fu¨r solche Rechtecke T (s) mit
k
(r,s)
1 ≥
5
2
oder k
(r,s)
1 ≤ −
5
2
bzw. k
(r,s)
2 ≥ 2 oder k(r,s)2 ≤ −2.
Ausgehend von den Darstellungen (4.13) bzw. (4.22) werden im Folgenden drei Verfahren
zur Berechnung der Korrelationsmatrix E{uh(t1)uTh (t2)} vorgestellt.
4.1.1 Asymptotische Entwicklung ho¨herer Ordnung
Die Lo¨sung des Systems gewo¨hnlicher Differentialgleichungen mit zufa¨lliger Anfangsbe-
dingung ist nach Gleichung (4.10) ein Integralfunktional der Gestalt
uh(t, ω) = Gh(t)
∫
D
εu0(x, ω)p(x)dx.
Voraussetzung fu¨r die in [39] angegebene asymptotische Entwicklung der Korrelationsma-
trix E{uh(t1)uTh (t2)} nach der Korrelationsla¨nge ε bis zur Ordnung m u¨ber dem Gebiet D
ist, dass die deterministische Kernfunktion p der obigen Lo¨sung die in folgender Annahme
formulierte Bedingungen erfu¨llt.
Annahme 4.3 Die deterministische Funktion f(x), x ∈ R2 erfu¨lle folgende Bedingungen
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• Die Ableitungen D(n1,n2)f(x) := ∂n1+n2
∂x
n1
1 ∂x
n2
2
f(x1, x2) seien fu¨r n = n1 + n2 ≤ m stetig,
• D(n1,n2)f , m = n1 + n2 seien absolut stetig und
• D(n1,n2)f fu¨r n = n1 + n2 ≤ m+ 1 geho¨ren zu L1(D) ∩ L2(D).
Die Ansatzfunktionen {pi}i∈χh sind i.a. als Funktionen mit lokalem Tra¨ger definiert. Wird
beispielsweise von linearen oder bilinearen Funktionen ausgegangen, so sind diese nur ste-
tig u¨ber dem Gebiet D. Die in Annahme 4.3 formulierten Bedingungen wa¨ren dann nur
fu¨r m = 0 erfu¨llt. Werden die Ansatzfunktionen allerdings nur u¨ber den finiten Elementen
T (r), r ∈ ψh betrachtet, so genu¨gen sie den Bedingungen aus Annahme 4.3 fu¨r beliebige
Ordnungen m. Deshalb kann ausgehend von Gleichung (4.22) eine Entwicklung der Kor-
relationsfunktion E{uh(t1)uTh (t2)} nach der Korrelationsla¨nge ε auch ho¨herer Ordnung
angegeben werden.
Um nach der in [39] vorgeschlagenen Vorgehensweise eine Entwicklung der Korrelati-
onsmatrix E{u(t1)uT (t2)} bezu¨glich ε1 und ε2 zu bestimmen, werden die Funktionen
φ
(r,s)
i (ε1u1, ε2u2), i = 1, . . . , 4 fu¨r (ε1, ε2) = (0, 0) in der Form
φ
(r,s)
i (ε1u1, ε2u2) =
∑
|α|≤m
εα
α!
Dαφ
(r,s)
i (z1, z2)|z1=z2=0 uα + ̺(r,s)i,m+1(ε1u1, ε2u2) (4.24)
dargestellt, wobei
u = (u1, u2), α = (α1, α2), α! = α1!α2!, ε
α = εα11 ε
α2
2 , u
α = uα11 u
α2
2 , |α| = α1 + α2
und
Dαφ(z1, z2) =
∂|α|
∂zα11 ∂z
α2
2
φ(z1, z2)
vereinbart werden. Fu¨r die weiteren Betrachtungen werden die in Abb. 4.5 angegebenen
Bezeichnungen fu¨r die benachbarten Elemente von T (r) verwendet.
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Abbildung 4.5: Bezeichnung benachbarter Finiter Elemente von T (r)
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Dabei steht etwa T (Nr) fu¨r das rechte Nachbarelement und T (Nul) fu¨r das untere linke. In
Gleichung (4.22) erfolgt die Integration der Funktionen φ
(r,s)
i , i = 1, . . . , 4 bezu¨glich u1
u¨ber
1
ε1
(x
(r)
11 − x(s)11 ) ≤ u1 ≤
1
ε1
(x
(r)
21 − x(s)11 ) bzw.
1
ε1
(x
(r)
11 − x(s)21 ) ≤ u1 ≤
1
ε1
(x
(r)
21 − x(s)21 )
und bezu¨glich u2 u¨ber
1
ε2
(x
(r)
12 − x(s)12 ) ≤ u2 ≤
1
ε2
(x
(r)
42 − x(s)12 ) bzw.
1
ε2
(x
(r)
12 − x(s)42 ) ≤ u2 ≤
1
ε2
(x
(r)
42 − x(s)42 ).
Damit der Entwicklungspunkt (0, 0) im Integrationsgebiet der Funktionen φ
(r,s)
i liegt,
mu¨ssen die Beziehungen
ε1 ≤ h1 und ε2 ≤ h2
vorausgesetzt werden. Zum Beweis wird
ε1 = (l1 − ϑ1)h1, ε2 = (l2 − ϑ2)h2, ϑ1, ϑ2 ∈ (0, 1), l1, l2 = 1, 2, . . .
gesetzt. Fu¨r das Integrationsgebiet u¨ber welches φ
(r,Nul)
1 bezu¨glich u1 integriert wird, ergibt
sich (vgl. Abb. 4.5)
1
ε1
(x
(r)
11 − x(Nul)11 ) =
h1
ε1
=
1
l1 − ϑ1 ≤ u1 ≤
2
l1 − ϑ1 =
2h1
ε1
=
1
ε1
(x
(r)
21 − x(Nul)11 ),
d.h. u1 ∈ Jl1 :=
[
1
l1−ϑ1 ,
2
l1−ϑ1
]
. Fu¨r l1 > 1 folgt Jl1 ∩ (−1, 1) 6= ∅. Demnach ist in diesem
Fall u¨ber T (Nul) zu integrieren, aber der Entwicklungspunkt u1 = 0 liegt nicht im Inte-
grationsgebiet. Fu¨r l1 = 1 ist Jl1 ∩ (−1, 1) = ∅, so dass das entsprechende Integral u¨ber
φ
(r,Nul)
1 verschwindet. Gleiches ergibt sich fu¨r das Integrationsgebiet u¨ber welches φ
(r,Nul)
1
bezu¨glich u2 integriert wird. Es gilt
1
ε2
(x
(r)
12 − x(Nul)12 ) =
h2
ε2
=
1
l2 − ϑ2 ≤ u2 ≤
2
l2 − ϑ2 =
2h2
ε2
=
1
ε2
(x
(r)
42 − x(Nul)12 ),
d.h. u2 ∈ Jl2 :=
[
1
l2−ϑ2 ,
2
l2−ϑ2
]
. Fu¨r l2 > 1 folgt analog Jl2 ∩ (−1, 1) 6= ∅, womit u¨ber T (Nul)
zu integrieren ist, aber der Entwicklungspunkt u2 = 0 sich nicht im Integrationsgebiet
befindet. Fu¨r l2 = 1 ist Jl2 ∩ (−1, 1) = ∅, so dass auch hier das entsprechende Integral
u¨ber φ
(r,Nul)
1 verschwindet.
Weiter muss in Gleichung (4.22) aufgrund der Eigenschaft der Korrelationsfunktion R
eines 1-korrelierten Feldes
R(u1, u2) = 0 fu¨r (u1, u2) /∈ (−1, 1)2
bei festem finiten Element T (r) nicht u¨ber alle Elemente T (s), s ∈ ψh summiert werden.
Als Integrationsgebiete fu¨r die ersten Summanden in (4.22) bei festem T (r) ergeben sich
in dem gewa¨hlten Koordinatensystem (vgl. Abb. 4.5)
− 1
ε1
x
(s)
11 ≤ u1 ≤
1
ε1
(h1 − x(s)11 ) und −
1
ε2
x
(s)
12 ≤ u2 ≤
1
ε2
(h2 − x(s)12 ). (4.25)
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Die Korrelationsfunktion R(u1, u2) ist Null fu¨r (u1, u2) /∈ (−1, 1), d.h. fu¨r
1 ≤ − 1
ε1
x
(s)
11 oder x
(s)
11 ≤ −h1, d.h. fu¨r s = (1), Nol, Nl,Nul,
1
ε1
(h1 − x(s)11 ) ≤ −1 oder 2h1 ≤ x(s)11 , d.h. fu¨r s = (2),
1 ≤ − 1
ε2
x
(s)
12 oder x
(s)
12 ≤ −h2, d.h. fu¨r s = (3), Nul, Nu,Nur,
1
ε2
(h2 − x(s)12 ) ≤ −1 oder 2h2 ≤ x(s)12 , d.h. fu¨r s = (4).
Wird s ∈ {r,Nr,Nor,No} betrachtet, so ist i.a. R(u1, u2) 6= 0 und der Entwicklungspunkt
(0, 0) liegt im Definitionsgebiet von φ
(r,s)
1 , da aus Gleichung (4.25) mit h1 =
h1
ε1
, h2 =
h2
ε2
folgt
s = r : 0 ≤ u1 ≤ h1, 0 ≤ u2 ≤ h2,
s = Nr : −h1 ≤ u1 ≤ 0, 0 ≤ u2 ≤ h2,
s = Nor : −h1 ≤ u1 ≤ 0, −h2 ≤ u2 ≤ 0,
s = No : 0 ≤ u1 ≤ h1, −h2 ≤ u2 ≤ 0.
Mit Hilfe analoger U¨berlegungen lassen sich die in Tabelle 4.1 angegebenen zu beru¨cksich-
tigenden Terme φ
(r,s)
i , i = 1, . . . , 4 bei festem r in Abha¨ngigkeit von i und s zu bestimmen.
Dabei ist R(u1, u2) = 0 fu¨r s ∈ {(1), (2), (3), (4)} und i = 1, 2, 3, 4.
i s : R(u1, u2) = 0 s: zu beru¨cksichtigende Glieder
1 Nol,Nl,Nul,Nu,Nur {r,Nr,Nor,No} =: M1
2 Nol,Nl,Nul,No,Nor {r,Nr,Nur,Nu} =: M2
3 Nor,Nr,Nur,Nu,Nul {r,Nl,Nol, No} =: M3
4 Nor,Nr,Nur,No,Nol {r,Nl,Nul,Nu} =:M4
Tabelle 4.1: U¨bersicht der finiten Elemente T (s) bezu¨glich T (r) mit R(u1, u2) 6= 0
Zusammenfassend ergibt sich aus Gleichung (4.22) mit Hilfe der Entwicklung (4.24) im
Fall ε1 ≤ h1 und ε2 ≤ h2 die Beziehung
E{uh(t1)uTh (t2)} = Gh(t1)
Rh∑
r=1

 ∑
|α|≤m
εα+1
α!

 4∑
i=1
∑
s∈Mi
(C(r))T q
(r,s)
α,i a
(r,s)
α,i C
(s)



GTh (t2) (4.26)
+̺m+1(ε1, ε2)
mit den Bezeichnungen 1 = (1, 1),
q
(r,s)
α,i := D
αφ
(r,s)
i (z1, z2)|z1=z2=0, i = 1, . . . , 4
und
a
(r,s)
α,1 :=
1
ε1
(x
(r)
21 −x
(s)
11 )∫
1
ε1
(x
(r)
11 −x
(s)
11 )
1
ε2
(x
(r)
42 −x
(s)
12 )∫
1
ε2
(x
(r)
12 −x
(s)
12 )
uαR(u1, u2)du2du1,
a
(r,s)
α,2 :=
1
ε1
(x
(r)
21 −x
(s)
11 )∫
1
ε1
(x
(r)
11 −x
(s)
11 )
1
ε2
(x
(r)
42 −x
(s)
42 )∫
1
ε2
(x
(r)
12 −x
(s)
42 )
uαR(u1, u2)du2du1,
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a
(r,s)
α,3 :=
1
ε1
(x
(r)
21 −x(s)21 )∫
1
ε1
(x
(r)
11 −x
(s)
21 )
1
ε2
(x
(r)
42 −x(s)12 )∫
1
ε2
(x
(r)
12 −x
(s)
12 )
uαR(u1, u2)du2du1,
a
(r,s)
α,4 :=
1
ε1
(x
(r)
21 −x
(s)
21 )∫
1
ε1
(x
(r)
11 −x(s)21 )
1
ε2
(x
(r)
42 −x
(s)
42 )∫
1
ε2
(x
(r)
12 −x(s)42 )
uαR(u1, u2)du2du1.
Mit
aα[v,w] :=
v+h1∫
v
w+h2∫
w
uα11 u
α2
2 R(u1, u2)du2du1
lassen sich die Ausdru¨cke a
(r,s)
α,i durch a
α
[v,w] angeben, wobei die Werte fu¨r (v, w) aus nach-
folgender Tabelle 4.2 in Abha¨ngigkeit von s und i entnommen werden ko¨nnen. Diese
Ergebnisse folgen aus den Definitionsbeziehungen der a
(r,s)
α,i und der Tabelle 4.1, welche
die Indizes i und s mit R(u1, u2) 6= 0 angibt.
s \ i 1 2 3 4
r (0, 0) (0,−h2) (−h1, 0) (−h1,−h2)
Nr (−h1, 0) (−h1,−h2)
Nl (0, 0) (0,−h2)
No (0,−h2) (−h1,−h2)
Nu (0, 0) (−h1, 0)
Nor (−h1,−h2)
Nol (0,−h2)
Nur (−h1, 0)
Nul (0, 0)
Tabelle 4.2: Werte fu¨r (v, w) aus a
(r,s)
α,i = a
α
[v,w]; kein Eintrag: a
(r,s)
α,i = 0
Zur Berechnung der Terme q
(r,s)
α,i wird die Beziehung
D(α1,α2)φ
(r,s)
[m,n;p,q](z) =
n−z1∫
m
dy1
q−z2∫
p
dy2D
(α1,α2)Q
(r)
1 (y1 + z1, y2 + z2)Q
(s)
2 (y1, y2)
+
α1−1∑
i=0
(−1)i+1
q−z2∫
p
dy2D
(α1−1−i,α2)Q(r)1 (n, y2 + z2)D
(i,0)Q
(s)
2 (n− z1, y2)
+
α2−1∑
i=0
(−1)i+1
n−z1∫
m
dy1D
(α1,α2−1−i)Q(r)1 (y1 + z1, q)D
(0,i)Q
(s)
2 (y1, q − z2)
+
α1−1∑
i=0
α2−1∑
j=0
(−1)i+jD(α−1−i,α2−1−j)Q(r)1 (n, q)D(i,j)Q(s)2 (n− z1, q − z2)
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mit φ
(r,s)
[m,n;p,q](z) aus (4.21) verwendet (Beweis erfolgt u¨ber vollsta¨ndige Induktion, vgl.
auch [39]) und die Bezeichnungen
A(r,s)α (z;m,n, p, q) :=
n−z1∫
m
dy1
q−z2∫
p
dy2D
(α1,α2)Q
(r)
1 (y1 + z1, y2 + z2)Q
(s)
2 (y1, y2) (4.27)
B(r,s)α (z;n, p, q) :=
α1−1∑
i=0
(−1)i+1
q−z2∫
p
dy2D
(α1−1−i,α2)Q(r)1 (n, y2 + z2)D
(i,0)Q
(s)
2 (n− z1, y2)
C(r,s)α (z;m,n, q) :=
α2−1∑
i=0
(−1)i+1
n−z1∫
m
dy1D
(α1,α2−1−i)Q(r)1 (y1 + z1, q)D
(0,i)Q
(s)
2 (y1, q − z2)
H(r,s)α (z;n, q) :=
α1−1∑
i=0
α2−1∑
j=0
(−1)i+jD(α1−1−i,α2−1−j)Q(r)1 (n, q)D(i,j)Q(s)2 (n− z1, q − z2)
eingefu¨hrt. Damit ergibt sich
D(α1,α2)φ[m,n;p,q](z) = A
(r,s)
α (z;m,n, p, q) +B
(r,s)
α (z;n, p, q)
+C(r,s)α (z;m,n, q) +H
(r,s)
α (z;n, q)
und daraus
D(α1,α2)φ
(r,s)
i (z) fu¨r i = 1, 2, 3, 4.
Fu¨r die q
(r,s)
α,i bestimmenden Ausdru¨cke A
(r,s)
α , B
(r,s)
α , C
(r,s)
α und H
(r,s)
α fu¨r (z1, z2) = (0, 0)
ergeben sich die nachfolgenden U¨berlegungen.
Der Integrand D(α1,α2)p(r)(y1, y2)(p
(s))T (y1, y2) des Terms A
(r,s)
α (0, 0;m,n, p, q) verschwin-
det fu¨r r 6= s aufgrund der Eigenschaften der Elementansatzfunktionen p(r) und p(s). Es
gilt p(r)(y1, y2) = 0 auf D\T (r), p(s)(y1, y2) = 0 auf D\T (s) und vol(T (r)∩T (s)) = 0. Somit
ergibt sich A1 in folgender Behauptung
A(r,s)α (0, 0;m,n, p, q) = 0 :


A1 : fu¨r s /∈ {r}
A2 : fu¨r max{α1, α2} > 1 bei bilinearen
Ansatzfunktionen.
(4.28)
Die Bedingung A2 ergibt sich aus der linearen Struktur von p(r)(y1+ z1, y2+ z2) bezu¨glich
z1 und z2 bei bilinearen Ansatzfunktionen.
Der Term B
(r,s)
α (0, 0;n, p, q) geht in die Berechnung von q
(r,s)
α,i mit den Werten
n ∈ {x(r)11 , x(r)21 } ein und das Integral erstreckt sich u¨ber (p, q) ∈ {(x(s)12 , x(r)42 ), (x(s)42 , x(r)12 )}.
Aus der Form des Integranden als Produkt der Faktoren
D(α1−1−i,α2)p(r)(n, y2) und D(i,0)(p(s))T (n, y2)
4.1. BERECHNUNG DER KORRELATIONSFUNKTION U¨BER DIE FINITE-ELEMENTE-METHODE 49
ergibt sich
B(r,s)α (0, 0;n, p, q) = 0 :


B1 :
{
n = x
(r)
11 fu¨r s /∈ {r,Nl}
n = x
(r)
21 fu¨r s /∈ {r,Nr}
B2 : fu¨r α1 = 0
B3 : fu¨r α1 > 3 ∨ α2 > 1 bei bilinearen
Ansatzfunktionen.
(4.29)
Ein a¨hnliches Resultat folgt fu¨r C
(r,s)
α (0, 0;m,n, q) mit q ∈ {x(r)12 , x(r)42 } und
(m,n) ∈ {(x(s)11 , x(r)21 ), (x(s)21 , x(r)11 )}
C(r,s)α (0, 0;m,n, q) = 0 :


C1 :
{
q = x
(r)
12 fu¨r s /∈ {r,Nu}
q = x
(r)
42 fu¨r s /∈ {r,No}
C2 : fu¨r α2 = 0
C3 : fu¨r α1 > 1 ∨ α2 > 3 bei bilinearen
Ansatzfunktionen.
(4.30)
Der Ausdruck H
(r,s)
α (0, 0;n, q) ist fu¨r (n, q) ∈ {P (r)1 , P (r)2 , P (r)3 , P (r)4 } (vgl. Abb. 4.5) zu
betrachten. Das Produkt D(α1−1−i,α2−1−j)p(r)(n, q)D(i,j)(p(s))T (n, q) fu¨hrt auf das Ergebnis
H(r,s)α (0, 0;n, q) = 0 :


H1 :


(n, q) = P
(r)
1 fu¨r s /∈ {r,Nl,Nul,Nu}
(n, q) = P
(r)
2 fu¨r s /∈ {r,Nr,Nur,Nu}
(n, q) = P
(r)
3 fu¨r s /∈ {r,Nr,Nor,No}
(n, q) = P
(r)
4 fu¨r s /∈ {r,Nl,Nol, No}
H2 : fu¨r min{α1, α2} = 0
H3 : fu¨r max{α1, α2} > 3 bei bilinearen
Ansatzfunktionen.
(4.31)
Die Glieder nullter Ordnung in der Entwicklung von E{uh(t1)uTh (t2)} nach Gleichung
(4.26) ergeben sich fu¨r α = (0, 0). Aus (4.28) bis (4.31) folgt
q
(r,s)
(0,0),i = φ
(r,s)
i (0, 0) = A
(r,s)
(0,0)(0, 0;mi, ni, pi, qi) = 0 fu¨r s 6= r, i = 1, . . . , 4
und aufgrund der Beziehung
A
(r,s)
(0,0)(0, 0;m,n, p, q) = −A
(r,s)
(0,0)(0, 0;n,m, p, q) = −A
(r,s)
(0,0)(0, 0;m,n, q, p)
ergibt sich
q
(r,r)
(0,0),i = A
(r,r)
(0,0)(0, 0; x
(r)
11 , x
(r)
21 , x
(r)
12 , x
(r)
42 ) =: q
(r,r)
(0,0).
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Fu¨r α = (0, 0) gilt
4∑
i=1
q
(r,r)
α,i a
(r,r)
α,i = q
(r,r)
α
4∑
i=1
a
(r,r)
α,i
= q(r,r)α (a
α
[0,0] + a
α
[0,−h2] + a
α
[−h1,0] + a
α
[−h1,−h2])
= q(r,r)α
( h1∫
0
h2∫
0
R(u1, u2)du2du1 +
h1∫
0
0∫
−h2
R(u1, u2)du2du1
+
0∫
−h1
h2∫
0
R(u1, u2)du2du1 +
0∫
−h1
0∫
−h2
R(u1, u2)du2du1
)
= q(r,r)α
h1
ε1∫
−h1
ε1
h2
ε2∫
−h2
ε2
R(u1, u2)du2du1 =
q
(r,r)
α
ε1ε2
h1∫
−h1
h2∫
−h2
R
(
u1
ε1
,
u2
ε2
)
du2du1.
Damit la¨sst sich der nullte Entwicklungsterm der Korrelationsmatrix E{uh(t1)uTh (t2)} in
der Form
E{uh(t1)uTh (t2)}0 = ε1ε2Gh(t1)
Rh∑
r=1
[
(C(r))T q
(r,r)
(0,0)
4∑
i=1
a
(r,r)
(0,0),iC
(s)
]
GTh (t2)
mit
q
(r,r)
(0,0) =
∫
T (r)
p(r)(y1, y2)(p
(s))T (y1, y2)dy2dy1 und
4∑
i=1
a
(r,r)
(0,0),i =
h1
ε1∫
−h1
ε1
h2
ε2∫
−h2
ε2
R(u1, u2)du2du1
darstellen.
Der Entwicklungsterm erster Ordnung E{uh(t1)uTh (t2)}1 von E{uh(t1)uTh (t2)} wird be-
stimmt durch ∑
|α|=1
εα+1
α!
(
4∑
i=1
q
(r,s)
α,i a
(r,s)
α,i
)
,
wobei sich die Summe u¨ber α = (1, 0) und α = (0, 1) erstreckt. Fu¨r α = (1, 0) und
i = 1 folgt mit Hilfe von (4.28)-(4.31)
q
(r,s)
(1,0),1 = A(1,0)(0, 0; x
(s)
11 , x
(r)
21 , x
(s)
12 , x
(r)
42 ) +B(1,0)(0, 0; x
(r)
21 , x
(s)
12 , x
(r)
42 )
und weiterhin
q
(r,s)
(1,0),1 = 0 fu¨r s /∈ {r,Nr}.
Aus diesen und a¨hnlichen U¨berlegungen ergibt sich
q
(r,s)
(1,0),1 = q
(r,s)
(1,0),2 = 0 fu¨r s /∈ {r,Nr},
q
(r,s)
(1,0),3 = q
(r,s)
(1,0),4 = 0 fu¨r s /∈ {r,Nl},
q
(r,s)
(0,1),1 = q
(r,s)
(0,1),3 = 0 fu¨r s /∈ {r,No},
q
(r,s)
(0,1),2 = q
(r,s)
(0,1),4 = 0 fu¨r s /∈ {r,Nu}.
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Im Fall α = (1, 0) und s = Nr ist q
(r,s)
α,i = 0 fu¨r i = 3, 4 und mit
q
(r,s)
α,1 = A
(r,s)
α (0, 0; x
(s)
11 , x
(r)
21 , x
(s)
12 , x
(r)
42 ) +B
(r,s)
α (0, 0; x
(r)
21 , x
(s)
12 , x
(r)
42 )
= B(r,s)α (0, 0; x
(r)
21 , x
(s)
12 , x
(r)
42 ),
q
(r,s)
α,2 = −A(r,s)α (0, 0; x(s)11 , x(r)21 , x(s)42 , x(r)12 )− B(r,s)α (0, 0; x(r)21 , x(s)42 , x(r)12 )
= −B(r,s)α (0, 0; x(r)21 , x(s)42 , x(r)12 )
folgt wegen
x
(r)
42∫
x
(s)
12
p(r)(x
(r)
21 , y2)(p
(s))T (x
(r)
21 , y2)dy2 = −
x
(r)
12∫
x
(s)
42
p(r)(x
(r)
21 , y2)(p
(s))T (x
(r)
21 , y2)dy2
die Gleichheit q
(r,s)
α,1 = q
(r,s)
α,2 . Durch Anwendung dieser U¨berlegungen auf den Fall
s = Nl ergibt sich zusammenfassend fu¨r α = (1, 0), s 6= r
4∑
i=1
q
(r,s)
α,i a
(r,s)
α,i =


q
(r,Nr)
α,1 (a
α
[−h1,0] + a
α
[−h1,−h2]) s = Nr
q
(r,Nl)
α,3 (a
α
[0,0] + a
α
[0,−h2]) s = Nl
0 sonst.
A¨hnliche Berechnungen fu¨hren fu¨r α = (0, 1), s 6= r auf
4∑
i=1
q
(r,s)
α,i a
(r,s)
α,i =


q
(r,No)
α,1 (a
α
[0,−h2] + a
α
[−h1,−h2]) s = No
q
(r,Nu)
α,2 (a
α
[0,0] + a
α
[−h1,0]) s = Nu
0 sonst.
Der Entwicklungsterm erster Ordnung kann somit unter Hinzunahme des Falls
s = r berechnet werden als
E{uh(t1)uh(t2)}1 = ε1ε2Gh(t1)
[
Rh∑
r=1
(C(r))T
( ∑
|α|=1
εα
(
4∑
i=1
q
(r,r)
α,i a
(r,r)
α,i
)
C(r)
+ ε1q
(r,Nr)
(1,0),1
(
a
(1,0)
[−h1,0] + a
(1,0)
[−h1,−h2]
)
C(Nr)
+ ε1q
(r,Nl)
(1,0),3
(
a
(1,0)
[0,0] + a
(1,0)
[0,−h2]
)
C(Nl)
+ ε2q
(r,No)
(0,1),1
(
a
(0,1)
[0,−h2 ] + a
(0,1)
[−h1,−h2]
)
C(No)
+ ε2q
(r,Nu)
(0,1),2
(
a
(0,1)
[0,0] + a
(0,1)
[−h1,0]
)
C(Nu)
)]
GTh (t2).
Entsprechende Ergebnisse lassen sich fu¨r Entwicklungsterme ho¨herer Ordnung angeben,
wobei zu beachten ist, dass aufgrund der Bedingungen A2, B3, C3 und H3 in den Glei-
chungen (4.28)-(4.31) die Terme q
(r,s)
α,i := D
αφ
(r,s)
i (z1, z2)|z1=z2=0, i = 1, . . . , 4 fu¨r |α| > 6
verschwinden. Damit ist die in (4.26) gegebene asymptotische Entwicklung fu¨r |α| = 6
exakt.
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4.1.2 Direkte Berechnung fu¨r bilineare Ansatzfunktionen
Ausgehend von der Darstellung der Korrelationsfunktion E{uh(t1)uTh (t2)} in der Form
(4.22), was eine gleichma¨ßige Diskretisierung des Gebietes D erfordert, sollen in diesem
Abschnitt die auf
φ
(r,s)
[m,n;p,q](z1, z2) =
n−z1∫
m
dy1
q−z2∫
p
dy2 p
(r)(y1 + z1, y2 + z2)(p
(s))T (y1, y2)
basierenden matrixwertigen Funktionen φ
(r,s)
i (vgl. (4.17) bis (4.20)) fu¨r den Fall bili-
nearer Ansatzfunktionen explizit berechnet werden. Die finiten Elemente T (r), r ∈ ψh
werden wieder als Rechtecke vorausgesetzt. Nach Kapitel 2 sind die Ansatzfunktionen
{pi}i∈χh durch Elementansatzfunktionen {p(r)α }α=1,...,4, welche u¨ber den finiten Elementen
T (r) definiert sind und diese wiederum durch Formfunktionen {ϕα}α=1,...,4, welche u¨ber
dem Referenzviereck
Tˆ = {ξ = (ξ1, ξ2) : 0 ≤ ξ1, ξ2 ≤ 1}
definiert sind, gegeben. Im Falle bilinearer Ansatzfunktionen besitzen die Formfunktionen
die Gestalt (vgl. [21])
(ϕα(ξ1, ξ2))α=1,...,4 :=


ϕˆ1(ξ1)ϕˆ1(ξ2)
ϕˆ2(ξ1)ϕˆ1(ξ2)
ϕˆ2(ξ1)ϕˆ2(ξ2)
ϕˆ1(ξ1)ϕˆ2(ξ2)

 , ϕˆ1(z) = 1− z, ϕˆ2(z) = z. (4.32)
Aufgrund der gleichma¨ßigen Diskretisierung des Gebietes D mit Rechtecken ergibt sich
die Transformationsvorschrift (2.9) fu¨r die Abbildung des Referenzvierecks auf das finite
Element T (s) zu (vgl. Abb. 4.6)
[
y1
y2
]
=
[
h1 0
0 h2
] [
ξ1
ξ2
]
+
[
x
(s)
11
x
(s)
12
]
.
y1
Tˆ
T (s)
P
(s)
1 P
(s)
2
P
(s)
4 P
(s)
3
Pˆ2Pˆ1
Pˆ4 Pˆ3
ξ = ξT (s)(y)
y = yT (s)(ξ)
ξ2
ξ1
y2
0 1
1
Abbildung 4.6: Abbildungen zwischen dem Referenzviereck Tˆ und einem beliebigen
Rechteck T (s) der Vernetzung mit P
(s)
i = (x
(s)
i1 , x
(s)
i2 )
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Damit gilt
y1 = h1ξ1 + x
(s)
11 , y2 = h2ξ2 + x
(s)
12 bzw.
ξ1 =
sξ1(y1) =
1
h1
(y1 − x(s)11 ), ξ2 = sξ2(y2) =
1
h2
(y2 − x(s)12 ), (4.33)
also p
(s)
α (y1, y2) = ϕα(
sξ1(y1),
sξ2(y2)). Ebenso folgt
p(r)α (y1 + z1, y2 + z2) = ϕα(
rξ1(y1 + z1),
rξ2(y2 + z2)). (4.34)
Zur vereinfachten Schreibweise wird
ξ1 =
sξ1(y1), ξ2 =
sξ2(y2) und ξ1 =
rξ1(y1 + z1), ξ2 =
rξ2(y2 + z2)
vereinbart. Fu¨r den Integranden I := p(r)(y1+z1, y2+z2)(p
(s))T (y1, y2) des Doppelintegrals
φ
(r,s)
[m,n,p,q] ergibt sich damit
I =


(1− ξ1)(1− ξ2)
ξ1(1− ξ2)
ξ1ξ2
(1− ξ1)ξ2




(1− ξ1)(1− ξ2)
ξ1(1− ξ2)
ξ1ξ2
(1− ξ1)ξ2


T
.
Mit Hilfe der von (yk, zk), k = 1, 2 abha¨ngigen Funktionen
ak := (1− ξk)(1− ξk), bk := (1− ξk)ξk, ck := ξk(1− ξk), dk := ξkξk
und
Ak :=
[
ak bk
ck dk
]
fu¨r k = 1, 2
la¨sst sich der Integrand darstellen als
I =


a2a1 a2b1 b2b1 b2a1
a2c1 a2d1 b2d1 b2c1
c2c1 c2d1 d2d1 d2c1
c2a1 c2b1 d2b1 d2a1

 = P (A1(y1, z1)⊗ A2(y2, z2))P. (4.35)
Dabei wurde A1 ⊗ A2 als [4 × 4] Matrix der Form A1 ⊗ A2 =
[
a2A1 b2A1
c2A1 d2A1
]
vereinbart.
Die Matrix
P =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


ist fu¨r die Vertauschung der dritten und vierten Zeile bzw. Spalte verantwortlich. Damit
la¨sst sich das zu berechnende Doppelintegral φ
(r,s)
[m,n,p,q] darstellen als
φ
(r,s)
[m,n;p,q](z1, z2) = P

 n−z1∫
m
A1(y1, z1)dy1 ⊗
q−z2∫
p
A2(y2, z2)dy2

P. (4.36)
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Die Funktionen φ
(r,s)
i (z1, z2), i = 1, . . . , 4 ergeben sich dann aus
n−z1∫
m
A1(y1, z1)dy1 fu¨r (m,n) ∈ {(x(s)11 , x(r)21 ), (x(s)21 , x(r)11 )} und
q−z2∫
p
A2(y2, z2)dy2 fu¨r (p, q) ∈ {(x(s)12 , x(r)42 ), (x(s)42 , x(r)12 )}.
Aus den Gleichungen (4.33) und (4.34) folgt
h1ξ1 = y1 − x(s)11 und h1ξ1 = y1 + z1 − x(r)11 .
Mit Hilfe der Terme (vgl. (4.23))
η
(r,s)
1 (z1) :=
1
h1
(z1 − k(r,s)1 h1), k(r,s)1 h1 := x(r)11 − x(s)11
la¨sst sich h1ξ1 darstellen als
h1ξ1 = y1 − x(s)11 + z1 − x(r)11 + x(s)11 = h1ξ1 + h1η(r,s)1 (z1) und damit ξ1 = ξ1 + η(r,s)1 (z1).
Mit der Variablensubstitution h1ξ1 = y1 − x(s)11 ergibt sich
n−z1∫
m
A1(y1, z1)dy1 = h1
1
h1
(n−z1−x(s)11 )∫
1
h1
(m−x(s)11 )
[
(1− ξ1 − η)(1− ξ1) (1− ξ1 − η)ξ1
(ξ1 + η)(1− ξ1) (ξ1 + η)ξ1
]
dξ1
schreibt man abku¨rzend η = η(z1) fu¨r η
(r,s)
1 (z1). Einfache Berechnungen fu¨hren fu¨r (m,n) =
(x
(s)
11 , x
(r)
21 ) auf
B1(z1, h1, k
(r,s)
1 ) := h1
1−η∫
0
[
(1− ξ1 − η)(1 − ξ1) (1− ξ1 − η)ξ1
(ξ1 + η)(1 − ξ1) (ξ1 + η)ξ1
]
dξ1
=
h1
6
(1− η)
[
(1 − η)(2 + η) (1− η)2
η2 + 4η + 1 (1− η)(2 + η)
]
.
Der Fall (m,n) = (x
(s)
21 , x
(r)
11 ) liefert
B2(z1, h1, k
(r,s)
1 ) := h1
−η∫
1
[
(1− ξ1 − η)(1− ξ1) (1− ξ1 − η)ξ1
(ξ1 + η)(1 − ξ1) (ξ1 + η)ξ1
]
dξ1
=
h1
6
(1 + η)
[−(1 + η)(2 − η) −η2 + 4η − 1
−(1 + η)2 −(1 + η)(2 − η)
]
mit η = η
(r,s)
1 (z1). Die Substitution h2ξ2 = y2 − x(s)12 in Verbindung mit
ξ2 = ξ2 + η
(r,s)
2 (z2), η
(r,s)
2 (z2) :=
1
h2
(z2 − k(r,s)2 h2), k(r,s)2 h2 := x(r)12 − x(s)12
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ergibt
q−z2∫
p
A2(y2, z2)dy2 =
{
B1(z2, h2, k
(r,s)
2 ) fu¨r p = x
(s)
12 , q = x
(r)
42
B2(z2, h2, k
(r,s)
2 ) fu¨r p = x
(s)
42 , q = x
(r)
12 .
Schließlich lassen sich die matrixwertigen Funktionen φ
(r,s)
i (z1, z2) mit Hilfe der Darstel-
lung (4.36) schreiben als
φ
(r,s)
1 (z1, z2) = P [B1(z1, h1, k
(r,s)
1 )⊗ B1(z2, h2, k(r,s)2 )]P,
φ
(r,s)
2 (z1, z2) = −P [B1(z1, h1, k(r,s)1 )⊗ B2(z2, h2, k(r,s)2 )]P,
φ
(r,s)
3 (z1, z2) = −P [B2(z1, h1, k(r,s)1 )⊗ B1(z2, h2, k(r,s)2 )]P,
φ
(r,s)
4 (z1, z2) = P [B2(z1, h1, k
(r,s)
1 )⊗ B2(z2, h2, k(r,s)2 )]P.
Die Elemente dieser 4× 4 Matrizen besitzen die Form
α(z1, z2) = (a1z
3
1 + b1z
2
1 + c1z1 + d1)(a2z
3
2 + b2z
2
2 + c2z2 + d2)
und die Summanden der Korrelationsmatrix E{uh(t1)uTh (t2)}, gegeben durch die Glei-
chung (4.22), lassen sich nunmehr nur noch als Doppelintegrale der Gestalt
n(r,s)∫
m(r,s)
q(r,s)∫
p(r,s)
α(ε1u1, ε2u2)R(u1, u2)du2du1
angeben.
4.1.3 Explizite Berechnung
In diesem Abschnitt wird die Korrelationsmatrix E{uh(t1)uTh (t2)} ausgehend von der Dar-
stellung (4.14) als Summe von Integralen u¨ber den finiten Elementen
E{uh(t1)uTh (t2)} = Gh(t1)
Rh∑
r,s=1
∫
T (r)
∫
T (s)
(C(r))Tp(r)(x1, x2)(p
(s))T (y1, y2)C
(s) (4.37)
Rεu0εu0(y1 − x1, y2 − x2)dy2dy1dx2dx1GTh (t2)
fu¨r spezielle Arten der Vernetzung explizit bestimmt. Im Gegensatz zu den in den Ab-
schnitten 4.1.1 und 4.1.2 betrachteten Verfahren der asymptotischen Entwicklung und der
direkten Berechnung werden die Vierfachintegrale nicht in Doppelintegrale transformiert,
sondern unter Ausnutzung der ε-Korreliertheit der Anfangsbedingung explizit berechnet.
Die finiten Elemente T (r) sind dabei als Rechtecke oder Dreiecke gewa¨hlt. Allerdings wird
bei einer Zerlegung des Gebietes D mit Hilfe von Dreiecken vorausgesetzt, dass diese zwei
achsenparallele Seiten besitzen, so dass nur die in Abb. 4.7 dargestellten Grundtypen von
finiten Elementen auftreten. Weiterhin kann die Annahme der gleichma¨ßigen Diskretisie-
rung fallen gelassen werden.
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Typ 1
Typ 2
x1
g(x1) g(x1)
(x
(r)
11 , x
(r)
12 ) (x
(r)
11 , x
(r)
12 ) (x
(r)
21 , x
(r)
22 )
(x
(r)
21 , x
(r)
22 ) (x
(r)
31 , x
(r)
32 ) (x
(r)
31 , x
(r)
32 )
x1
x2 x2
Abbildung 4.7: Lokale Nummerierung der Dreieck-Elemente T (r)
Aufgrund der angenommen ε-Korreliertheit der zufa¨lligen Anfangstemperatur εu0 besitzt
deren Korrelationsfunktion fu¨r x = (x1, x2) ∈ T (r) die Eigenschaft
Rεu0εu0(y − x) = 0 fu¨r |y1 − x1| ≥ ε1 ∨ |y2 − x2| ≥ ε2.
Somit sind die Integrale u¨ber den finiten Elementen T (s) fu¨r festes x ∈ T (r) ho¨chstens
dann von null verschieden, wenn T (s) ∩Dε(x) 6= ∅ mit
Dε(x) := {y ∈ D ∩ (x1 − ε1, x1 + ε1)× (x2 − ε2, x2 + ε2)}.
Zuerst sei die Zerlegung des Gebietes D mittels Rechtecken betrachtet. Die lokale Num-
merierung und die Bezeichnung der Knotenpunkte der finiten Elemente wird gema¨ß Abb.
4.1 gewa¨hlt.
Bei festem r ∈ ψh ist die Summe u¨ber s in Gleichung (4.37) aufgrund der ε-Korreliertheit
der Anfangstemperatur nur u¨ber solche finiten Elemente T (s) zu erstrecken, fu¨r welche
s ∈M (r)R,ε erfu¨llt ist. Dabei ist die Menge M (r)R,ε definiert durch
M
(r)
R,ε := {s ∈ ψh : (x(s)11 ∨x(s)21 ∈ (x(r)11 − ε1, x(r)21 + ε1)) ∧ (x(s)12 ∨x(s)42 ∈ (x(r)12 − ε2, x(r)42 + ε2))}.
Somit ergibt sich aus Gleichung (4.37) fu¨r die numerische Berechnung die Beziehung
E{uh(t1)uTh (t2)} = Gh(t1)
Rh∑
r=1
∑
s∈M (r)
R,ε
∫
T (r)
∫
T (s)
(C(r))Tp(r)(x1, x2)(p
(s))T (y1, y2)C
(s)
Rεu0εu0(y1 − x1, y2 − x2)dy2dy1dx2dx1GTh (t2).
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42 + ε2
x
(r)
42
x
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12
x
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12 − ε2
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21 + ε1x
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21x
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11x
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11 − ε1
Abbildung 4.8: Integrationsgebiet fu¨r festes r ∈ ψh bezu¨glich s ∈M (r)R,ε
Betrachtet man Abb. 4.8, so ist a ∈M (r)R,ε und fu¨r y ∈ T (a) \ {y : y1 < x(r)21 + ε1} gilt
|x1 − y1| > ε1 fu¨r alle x ∈ T (r), woraus Rεu0εu0(y − x) = 0
folgt.
Bei einer Zerlegung des Gebietes D mit Dreiecken erfolgt die lokale Nummerierung und
die Bezeichnung der Knotenpunkte gema¨ß Abb. 4.7. A¨hnlich dem Fall von Rechteck-
Elementen ist bei festem r ∈ ψh die Summe u¨ber s in Gleichung (4.37) aufgrund der
ε-Korreliertheit der Anfangstemperatur nur u¨ber alle s ∈M (r)D,ε mit
M
(r)
D,ε := {s ∈ ψh : (x(s)11 ∨ x(s)31 ∈ J (r)1 ) ∧ (x(s)12 ∨ x(s)32 ∈ J (r)2 )} wobei
J
(r)
1 = (x
(r)
11 − ε1, x(r)31 + ε1), J (r)2 = (x(r)12 − ε2, x(r)32 + ε2)
zu erstrecken (vgl. Abb 4.9).
x
(r)
32 + ε2
x
(r)
32
x
(r)
12
x
(r)
31 + ε1x
(r)
31x
(r)
11x
(r)
11 − ε1
T (b)
T (a)
T (r)
x
(r)
12 − ε2
Abbildung 4.9: Integrationsgebiet fu¨r festes r ∈ χˆh bezu¨glich s ∈ M (r)D,ε
Fu¨r T (a) gilt a ∈ M (r)D,ε, da x(a)11 ∈ J (r)1 , x(a)32 ∈ J (r)2 , aber Rεu0εu0(y − x) = 0 fu¨r x ∈ T (r),
y ∈ T (a). Die finiten Elemente T (a) und T (b) bedu¨rfen also einer genaueren Betrachtung.
U¨ber s = a muss nicht summiert werden, wohingegen s = b ∈ M (r)D,ε in die Summation
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aufzunehmen ist. Eine einfache U¨berlegung zeigt (vgl. Abb. 4.10), dass im Falle eines
solchen finiten Elementes T (a) dieses nur betrachtet werden muss, wenn
g(x
(r)
31 + ε1) > x
(r)
12 − ε2 mit g(x1) =
x
(a)
32 − x(a)12
x
(a)
31 − x(a)11
(x1 − x(a)11 ) + x(a)12 .
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Abbildung 4.10: Beispiel eines finiten Elementes am Rand des Korrelationsgebietes
4.2 Berechnung der Korrelationsfunktion u¨ber die
Fourier-Methode
Nachdem im vorhergehenden Abschnitt das RAWPmit zufa¨lliger Anfangsbedingung durch
die Finite-Elemente-Methode gelo¨st und darauf aufbauend die ersten und zweiten Mo-
mente berechnet wurden, soll nun die Fourier-Methode im Vordergrund stehen. Deren
Anwendung wird in dieser Arbeit am Beispiel eines Rechteckgebietes (vgl. Abb. 3.1) dar-
gelegt. Fu¨r die Betrachtung anderer Geometrien sei beispielsweise auf [34] verwiesen. Mit
dem gewa¨hlten Gebiet D = [−R,R]× [0, H ] wird das RAWP (1.17) wie folgt konkretisiert
ut − λ△u = 0, x ∈ D, t ∈ (0, T ], λ = const (4.38)
AB: u(0, x, ω) = εu0(x, ω) x ∈ D¯ (4.39)
RB:
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= 0 (4.40)
(
∂u
∂N
(t, x, ω) + αiu(t, x, ω)
)∣∣∣∣∣
(∂D)3,i
= 0, i = 2, 3, 4. (4.41)
Die homogene Neumann-Bedingung (4.40) am Rand (∂D)2 beschreibt wieder den Fall der
Wa¨rmeisolation und an den Ra¨ndern (∂D)3,i liegen Robin-Bedingungen mit den Wa¨rme-
u¨bergangszahlen αi, i = 2, 3, 4 an.
Wie in Kapitel 3.1 beschrieben sucht nun die Fourier-Methode eine Lo¨sung des RAWP
(4.38)-(4.41) in Form einer unendliche Reihe
u(t, x, ω) =
∞∑
k,l=1
ckl(t, ω)fkl(x). (4.42)
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Die Funktionen fkl stellen dabei die Eigenfunktionen des negativen Laplace-Operators
−△ und der gegebenen homogenen Randbedingungen (4.40) und (4.41) dar und ergeben
sich als Lo¨sung des Eigenwertproblems
−△ f = µf
RB :
∂f
∂N
∣∣∣∣∣
(∂D)2
= 0,
(
∂f
∂N
+ αif
) ∣∣∣∣∣
(∂D)3,i
= 0, i = 2, 3, 4
mit dem dazugeho¨rigen Eigenwert µ. Die Doppelindizierung in (4.42) ist durch die Wahl
des Gebietes D als zweidimensionales Rechteckgebiet begru¨ndet. Nach Satz 3.2 bildet
das System der Eigenfunktionen {fkl}∞k,l=1 mit geeignet gewa¨hlter Normierung ein Ortho-
normalsystem im Raum L2(D). Die zeitabha¨ngigen Koeffizienten ckl, k, l = 1, 2, . . . der
Lo¨sungsdarstellung (4.42) werden als Lo¨sungen der Anfangswertprobleme
c′kl(t, ω) + λµklckl(t, ω) = 0 (4.43)
AB : ckl(0, ω) = (
εu0(·, ω), fkl) =: dkl(ω)
bestimmt. Die Terme (εu0(·, ω), fkl), k, l = 1, . . . stehen fu¨r die Koeffizienten der Reihen-
entwicklung der Anfangsbedingung nach den Eigenfunktionen fkl
εu0(x, ω) =
∞∑
k,l=1
(εu0(·, ω), fkl)fkl(x). (4.44)
Aufgrund der am Anfang des Kapitels gestellten Voraussetzungen an das zufa¨llige Feld
εu0 konvergiert die Reihe (4.44) f.s. im L2(D). Weiter erfu¨llen die Eigenfunktionen fkl
per Definition die gestellten Randbedingungen. Da aber das zufa¨llige Feld εu0 als ho-
mogenes ε-korreliertes Feld vorausgesetzt ist, erfu¨llt es die Randbedingungen i.a. nicht.
In die weiteren Betrachtungen geht allerdings nicht εu0 direkt ein, sondern dessen Ent-
wicklung nach den Eigenfunktionen
∞∑
k,l=1
(εu0(·, ω), fkl)fkl(x), welche die Randbedingungen
wiederum erfu¨llt. Durch diesen Ansatz werden also die Rand- und Anfangsbedingungen
vertra¨glich gemacht, wobei aber die stochastischen Eigenschaften der Entwicklung (4.44)
in einer kleinen Umgebung des Randes ∂D sich von denen des zufa¨lligen Feldes εu0 der
Anfangstemperatur unterscheiden. So kann in dieser kleinen Umgebung die Homogenita¨t
oder ε-Korreliertheit der Entwicklung nicht gewa¨hrleistet werden.
Die Lo¨sung der Anfangswertaufgabe (4.43) besitzt dann die Gestalt
ckl(t, ω) = e
−λµkltdkl(ω) = e−λµklt
∫
D
εu0(x, ω)fkl(x)dx (4.45)
und ist somit in Abha¨ngigkeit der Eigenfunktionen fkl, k, l = 1, . . . und den dazugeho¨rigen
Eigenwerten µkl, k, l = 1, . . . gegeben. Fu¨r das Rechteckgebiet D ko¨nnen die Eigenfunk-
tionen u¨ber einen Separationsansatz berechnet werden. Es gilt
f(x1, x2) = ϕ1(x1)ϕ2(x2),
was auf folgende zwei eindimensionale Eigenwertaufgaben
ϕ′′1 + µ1ϕ1 = 0 (4.46)
RB : λϕ′1(R) + α2ϕ1(R) = 0
−λϕ′1(−R) + α4ϕ1(−R) = 0
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ϕ′′2 + µ2ϕ2 = 0 (4.47)
RB : ϕ′2(0) = 0
λϕ′2(H) + α3ϕ2(H) = 0
fu¨r die Eigenfunktionen ϕ1 und ϕ2 mit den dazugeho¨rigen Eigenwerten µ1 bzw. µ2 fu¨hrt.
Damit ergibt sich
µkl = µ1k + µ2l und fkl(x1, x2) = ϕ1k(x1)ϕ2l(x2),
wobei die Eigenwerte µ1k und µ2l Lo¨sungen der Gleichungen
(λ2µ1k − α2α4) sin(2R√µ1k) = λ√µ1k(α2 + α4) cos(2R√µ1k), (4.48)
λµ2l sin(
√
µ2lH) = α3
√
µ2l cos(
√
µ2lH) (4.49)
fu¨r k, l = 1, . . . darstellen (vgl. [44]). Nach Satz 3.2 sind die Eigenwerte µ1k und µ2l nicht
negativ. Die Eigenwerte µ1k = 0 und µ2l = 0 fu¨hren allerdings nur fu¨r α2 = α3 = α4 = 0,
was dem adiabatischen Fall entspricht, auf nicht triviale Lo¨sungen der Probleme (4.46)
und (4.47), d.h. auf Eigenfunktionen, welche nicht identisch null sind. (vgl. [43], [44]).
Das Verhalten der Eigenwerte µ1k und µ2l fu¨r k, l→∞ kann wie folgt abgscha¨tzt werden.
Die Bestimmungsgleichung (4.49) der diskreten Werte µ2l ist a¨quivalent zur Bestimmung
der Schnittpunkte der Funktionen tan(
√
µ2H) und
α3
λ
√
µ2
mit µ2 ∈ R+ (vgl. Abb. 4.11).
Dabei zeigt sich, dass aufgrund der Monotonieeigenschaften der beiden betrachteten Funk-
tionen die Schnittpunkte stets gro¨ßer als die Nullstellen (lpi)
2
H2
, l = 1, 2, . . . der Funktion
tan(
√
µ2H) sind, d.h.
µ2l ≥ (lπ)
2
H2
= l2
π2
H2
= O(l2) fu¨r l →∞. (4.50)
Analoge U¨berlegungen fu¨hren auf die Ordnungsbeziehung
µ1k ≥ (kπ)
2
4R2
= k2
π2
4R2
= O(k2) fu¨r k →∞. (4.51)
Die Eigenfunktionen ϕ1,k und ϕ2,l k, l = 1, . . . ergeben sich als allgemeine Lo¨sungen der
Eigenwertprobleme (4.46) und (4.47) und besitzen die Form
ϕ1k(x1) = g1 sin(
√
µ1kx1) + g2 cos(
√
µ1kx1), (4.52)
ϕ2l(x2) = h1 sin(
√
µ2lx2) + h2 cos(
√
µ2lx2). (4.53)
Dabei bezeichnen die Koeffizienten g1, g2 und h1, h2 die nichttrivialen Lo¨sungen der
linearen Gleichungssysteme
A1
[
g1
g2
]
=
[
0
0
]
(4.54)
und
A2
[
h1
h2
]
=
[
0
0
]
(4.55)
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µ21
µ22 µ23
µ20
α3
λ
√
µ2
tan(
√
µ2H)
0 µ2pi2
H2
(2pi)2
H2
(3pi)2
H2
Abbildung 4.11: Schnittpunkte der Funktionen tan(
√
µ2H) und
α3
λ
√
µ2
mit den Matrizen
A1 =
[−(λ√µ1k cos(√µ1kR) + α4 sin(√µ1kR)) (α4 cos(√µ1kR)− λ√µ1k sin(√µ1kR))
(λ
√
µ1k cos(
√
µ1kR) + α2 sin(
√
µ1kR)) (α2 cos(
√
µ1kR)− λ√µ1k sin(√µ1kR))
]
und
A2 =
[ √
µ2l 0
(λ
√
µ2l cos(
√
µ2lH) + α3 sin(
√
µ2lH)) (−λ√µ2l sin(√µ2lH) + α3 cos(√µ2lH))
]
(vgl. [44]). Die Eigenfunktionen ϕ1k(x1) und ϕ2l(x2) ergeben sich als orthonormierte
Lo¨sungen von (4.54) und (4.55).
Zusammenfassend liefert die Fourier-Methode folgende Lo¨sung fu¨r das betrachtete RAWP
(4.38)-(4.41)
u(t, x, ω) =
∞∑
k,l=1
ckl(t, ω)fkl(x) =
∞∑
k,l=1
e−λµkltdkl(ω)fkl(x) (4.56)
=
∞∑
k,l=1
e−λµkltdkl(ω)ϕ1k(x1)ϕ2l(x2),
wobei die Reihe f.s. im L2-Sinn konvergiert. Mit der zusa¨tzlichen Forderungen
E||u(t, ·)||2 <∞, d.h.
∫
Ω
||u(t, ·, ω)||2P (dω) <∞ (4.57)
mit ||u(t, ·, ω)||2 =
∫
D
( ∞∑
k,l=1
e−λµkltdkl(ω)fkl(x)
)2
dx,
E||εu0(x, ·)||2 <∞ (4.58)
ergibt sich auch die L2-Konvergenz der Reihe
E{u(t, x)} =
∞∑
k,l=1
e−λµkltE{dkl)}fkl(x).
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Zum Beweis sei
ξn(t, ω) :=
∫
D
[
n∑
k,l=1
e−λµkltdkl(ω)fkl(x)− u(t, x, ω)
]2
dx
= ||
n∑
k,l=1
e−λµkltdkl(ω)fkl(·)− u(t, ·, ω)||2
gesetzt. Es gilt ξn → ξ = 0 fu¨r n → ∞ aufgrund der f.s. Konvergenz der Fourier-Lo¨sung
(4.56) im Raum L2(D). Weiter ergibt sich durch die Dreiecksungleichung
||
n∑
k,l=1
e−λµkltdkl(ω)fkl(·)− u(t, ·, ω)|| ≤ ||
n∑
k,l=1
e−λµkltdkl(ω)fkl||+ ||u(t, ·, ω)||.
Unter Beachtung, dass {fkl}∞k,l=1 ein Orthonormalsystem im Raum L2(D) darstellt und
der Besselschen Ungleichung gilt
||
n∑
k,l=1
e−λµkltdkl(ω)fkl||2 =
n∑
k,l=1
(e−λµkltdkl(ω))2 ≤
n∑
k,l=1
dkl(ω)
2 =
n∑
k,l=1
(εu0(·, ω), fkl)2
≤
∞∑
k,l=1
(εu0(·, ω), fkl)2 ≤ ||εu0(·, ω)||2 f.s. .
Daraus folgt
ξn(t, ω) ≤ (||u(t, ·, ω)||+ ||εu0(·, ω)||)2 =: η
mit E{η} < ∞ aufgrund der Voraussetzungen (4.57) und (4.58). Damit ist der Satz von
Lebesgue u¨ber die majorisierende Konvergenz (vgl. [38]) anwendbar. Es gilt
E{ξn(t)} =
∫
Ω
∫
D
[
n∑
k,l=1
e−λµkltdkl(ω)fkl(x)− u(t, x, ω)
]2
dxP (dω)→ 0 fu¨r n→∞,
woraus folgt
∫
D
[
n∑
k,l=1
e−λµkltE{dkl}fkl(x)− E{u(t, x)}
]2
dx
=
∫
D

∫
Ω
[
n∑
k,l=1
e−λµkltdkl(ω)fkl(x)− u(t, x, ω)
]
P (dω)


2
dx
≤
∫
D
∫
Ω
[
n∑
k,l=1
e−λµkltdkl(ω)fkl(x)− u(t, x, ω)
]2
P (dω)dx→ 0 fu¨r n→∞.
Damit gilt aufgrund der Zentriertheit des zufa¨lligen Feldes εu0 fu¨r den Erwartungswert
der Fourier-Lo¨sung u(t, x, ω)
E{u(t, x)} = E
{ ∞∑
k,l=1
e−λµkltdklfkl(x)
}
=
∞∑
k,l=1
e−λµkltE{dkl}fkl(x) = 0.
4.2. BERECHNUNG DER KORRELATIONSFUNKTION U¨BER DIE FOURIER-METHODE 63
Fu¨r die Bestimmung der KorrelationsfunktionE{u(t1, x)u(t2, y)} der Fourier-Lo¨sung (4.56)
wird die Reihe
u(t1, x, ω)u(t2, y, ω) =
∞∑
k1,l1=1
∞∑
k2,l2=1
e−λ(µk1l1t1+µk2l2 t2)dk1l1(ω)dk2l2(ω)fk1l1(x)fk2l2(y)
betrachtet. Diese konvergiert f.s. im L2-Sinn. Da {fk1l1(x)fk2l2(y)}∞k1,l1,k2,l2=1 ein Ortho-
normalsystem im Raum L2(D × D) darstellt, la¨sst sich durch analoge U¨berlegungen wie
im Fall des Erwartungswertes die L2-Konvergenz der Reihe
E{u(t1, x)u(t2, y)} =
∞∑
k1,l1=1
∞∑
k2,l2=1
e−λ(µk1l1 t1+µk2l2t2)E{dk1l1dk2l2}fk1l1(x)fk2l2(y)
ableiten. Damit ergibt sich die Korrelationsfunktion E{u(t1, x)u(t2, y)} der Fourier-Lo¨sung
(4.56) wie folgt
E{u(t1, x)u(t2, y)} = E
{ ∞∑
k1,l1=1
∞∑
k2,l2=1
e−λ(µk1l1 t1+µk2l2t2)fk1l1(x)fk2l2(y)
∫
D
∫
D
εu0(z)
εu0(z)fk1l1(z)fk2l2(z)dzdz
}
=
∞∑
k1,l1=1
∞∑
k2,l2=1
e−λ(µk1l1 t1+µk2l2 t2)fk1l1(x)fk2l2(y) (4.59)
∫
D
∫
D
E{εu0(z)εu0(z)}fk1l1(z)fk2l2(z)dzdz.
Fu¨r die Berechnung dieser Vierfachintegrale ko¨nnen die in den Abschnitten 4.1.1 und
4.1.3 betrachteten Methoden Anwendung finden. Dabei ist allerdings zu beachten, dass
die Funktionen fkl im Gegensatz zu den Ansatzfunktionen pi der Finite Elemente Methode
hinreichend glatte Funktionen u¨ber dem Gebiet D sind.
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Kapitel 5
Randanfangswertproblem mit
zufa¨lliger Randbedingung
Gegenstand dieses Kapitels ist die Lo¨sung des RAWP (1.18) mit zufa¨lliger Neumann-
Bedingung der Art
ut − λ△u = 0, x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const (5.1)
AB: u(0, x, ω) = 0, x ∈ D¯ (5.2)
RB:
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= εP (t, x, ω) (5.3)
(
∂u
∂N
(t, x, ω) + αu(t, x, ω)
) ∣∣∣∣∣
(∂D)3
= 0, (5.4)
sowie die Bestimmung deren stochastischer Kenngro¨ßen, wie Korrelations- bzw. Varianz-
funktion. Das zufa¨llige Feld εP beschreibt dabei den Wa¨rmefluss u¨ber dem Rand (∂D)2
in Abha¨ngigkeit von Zeit und Ort und wird als Element einer Familie reellwertiger ε-
korrelierter Zufallsfelder (εP , ε > 0) mit der Korrelationsfunktion
RεP εP ((t1, x), (t2, y)) = E{εP (t1, x)εP (t2, y)}, t1, t2 ∈ (0, T ], x, y ∈ (∂D)2
modelliert. Damit ist vorausgesetzt, dass εP, ε > 0 die Bedingungen aus Annahme 1.3
erfu¨llt. Die Komponenten ε1 bzw. ε2 der Korrelationsla¨nge ε beschreiben in Folgendem
die La¨nge der Korrelationen in der Zeit bzw. im Ort.
Zur sinnvollen Definition der Korrelationsla¨nge ε2 fu¨r Punkte auf dem Rand (∂D)2 wird
eine Parametrisierung
(∂D)2 : ν → x(ν) = (x1(ν), x2(ν))
mit der Bogenla¨nge ν vorausgesetzt. Mit ν(x) wird die Bogenla¨nge des Randes (∂D)2 vom
Anfangspunkt bis zu x ∈ (∂D)2 bezeichnet. Fu¨r die homogene Korrelationsfunktion der
Randbedingung εP (t, x, ω) wird
RεP εP ((t1, x), (t2, y)) = RεP εP (t2 − t1, ν(y)− ν(x)) = R
(
t2 − t1
ε1
,
ν(y)− ν(x)
ε2
)
angenommen, wobei davon ausgegangen wird, dass sich die Prozesswerte εP (t, x, ω) bezu¨g-
lich x nur entlang des Randes (∂D)2 beeinflussen ko¨nnen (vgl. Abb. 5.1).
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(∂D)2
y
x
Abbildung 5.1: Korrelationsabha¨ngigkeit bezu¨glich des Ortes jajajajajajajajaheuteheute
RεP εP ((·, x), (·, y)) = RεP εP (·, ν(y)− ν(x))
Fu¨r den Zusammenhang der geforderten Bedingungen an εP (t, x, ω) und den Vertra¨glich-
keitsbedingungen (1.13) und (1.15) wird auf die Bemerkungen 1.7 und 4.1 verwiesen.
Zur Lo¨sung des RAWP (5.1)-(5.4) finden wieder die Finite-Elemente-Methode und die
Fourier-Methode Anwendung. Auch im Falle der zufa¨lligen Randbedingung εP zeigt sich
eine gute U¨bereinstimmung der berechneten stochastischen Kenngro¨ßen der FE- bzw.
Fourier-Lo¨sung, worauf in Kapitel 7 detailliert eingegangen wird.
5.1 Berechnung der Korrelationsfunktion u¨ber die
Finite-Elemente-Methode
In diesem Abschnitt wird das zufa¨llige RAWP (5.1)-(5.4) mit Hilfe der Finite-Elemente-
Methode gelo¨st. Die Vorgehensweise entspricht dabei der in Kapitel 2 beschriebenen,
wobei zu beachten ist, dass keine Dirichlet-Bedingungen vorliegen, d.h. γh = ∅ und die
Differentialgleichung (5.1) sowie die Anfangsbedingung (5.2) homogen sind.
Die aus dem RAWP (5.1)-(5.4) abgeleitete Variationsformulierung (vgl. (2.7)) hat die
Gestalt
(ut, v) + a(t; u, v) = 〈F (t), v〉, ∀ v ∈ H1(D), ∀ t ∈ (0, T ]
AB: (u(0, ·, ω), v) = 0, ∀ v ∈ H1(D), (5.5)
wobei der Raum der Testfunktionen dem Sobolevraum H1(D) entspricht und folgende
Beziehungen gelten
(ut, v) =
∫
D
ut(t, x, ω)v(x)dx,
a(t; u, v) = λ
∫
D
[
2∑
k=1
uxk(t, x, ω)vxk(x)
]
dx+ α
∫
(∂D)3
u(t, x, ω)v(x)ds,
〈F (t), v〉 =
∫
(∂D)2
εP (t, x, ω)v(x)ds,
(u(0, ·, ω), v) =
∫
D
u(0, x, ω)v(x)dx.
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Aufgrund der Diskretisierung im Ort wird der Sobolevraum H1(D) durch den endlichdi-
mensionalen Raum
Vh =
{
vh : vh(x) =
∑
i∈χh
vipi(x)
}
ersetzt und die approximative Lo¨sung uh der Variationsformulierung (5.5) besitzt dann
die Gestalt
uh(t, x, ω) =
∑
j∈χh
uh,j(t, ω)pj(x). (5.6)
Damit ergibt sich fu¨r die zeitabha¨ngigen Koeffizienten uh(t, ω) = [uh,i(t, ω)]i∈χh folgendes
System gewo¨hnlicher Differentialgleichungen (vgl. (2.13))
Mhu˙h(t, ω) +Khuh(t, ω) = fh(t, ω) (5.7)
AB: uh(0, ω) = 0.
Werden die Beziehungen (2.14), (2.15) und (2.16) benutzt, so ergeben sich die Massematrix
Mh, die Steifigkeitsmatrix Kh und der Lastvektor fh als
Mh = [(pj, pi)]i,j∈χh , (5.8)
Kh = [a(pj , pi)]i,j∈χh =

λ ∫
D
2∑
k=1
∂pj
∂xk
∂pi
∂xk
dx+ α
∫
(∂D)3
pjpids


i,j∈χh
, (5.9)
f
h
(t, ω) = [〈F (t, ω), pi〉]Ti∈χh =

 ∫
(∂D)2
εP (t, x, ω)pi(x)ds


T
i∈χh
.
Die Lo¨sung der zufa¨lligen Anfangswertaufgabe (5.7) ist durch das Integralfunktional
uh(t, ω) =
t∫
0
Gh(t− τ)fh(τ, ω)dτ =
t∫
0
∫
(∂D)2
Gh(t− τ)p(x)εP (τ, x, ω)dsdτ (5.10)
gegeben. Die Matrixfunktion Gh ist dabei wie in (4.12) gegeben durch
Gh(t) = exp(−M−1h Kht)M−1h = Vhe−ΛhtV Th .
Die Ansatzfunktionen p = [pi]i∈χh werden nur u¨ber dem Rand (∂D)2 betrachtet, womit i.a.
nur die zu den Knoten Pi, welche auf (∂D)2 liegen, geho¨rigen Ansatzfunktionen ungleich
null sind. Die approximative Lo¨sung uh der Variationsformulierung (5.5) besitzt damit
die Gestalt
uh(t, x, ω) =
∑
j∈χh
uh,j(t, ω)pj(x) =
∑
j∈χh
t∫
0
∫
(∂D)2
[Gh(t− τ)]j p(z)εP (τ, z, ω)dsdτ pj(x),
wobei [Gh(t− τ)]j die j−te Zeile der Matrix Gh(t− τ) bezeichnet.
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Mit Hilfe der gegebenen Diskretisierung des Gebietes D ergibt sich die Diskretisierung des
Randes (∂D)2 als
(∂D)2 = ∪
r∈ψ˜h
[P
(r)
1 , P
(r)
2 ].
Die Indexmenge ψ˜h = {1, . . . , R˜h} entha¨lt dabei die Nummern aller finiten Elemente,
welche auf (∂D)2 liegen und die Punkte P
(r)
1 und P
(r)
2 bezeichnen die Knoten des finiten
Elements T (r) mit P
(r)
1 , P
(r)
2 ∈ (∂D)2, wie aus Abb. 5.2 ersichtlich ist. Diese Abbildung zeigt
auch, dass es fu¨r die numerische Berechnung der Lo¨sung des RAWP im hier betrachteten
Fall unerheblich ist, ob eine Diskretisierung des Gebietes mit Dreiecken oder Vierecken
vorliegt.
(∂D)2
T (r)
(∂D)2
T (r)
P
(r)
1 P
(r)
2 P
(r)
1 P
(r)
2
Abbildung 5.2: Diskretisierung des Randes (∂D)2 mit Rechtecks- bzw. Dreieckselementen
Die Vernetzung impliziert, dass der Rand (∂D)2 durch einen Polygonzug approximiert
wird. Die Parametrisierung durch die Bogenla¨nge des Gesamtrandes (∂D)2 legt eine Zu-
ordnung zwischen den Randstu¨cken [P
(r)
1 , P
(r)
2 ], r ∈ ψ˜h und den Parameterintervallen I(r)
fest. Es gilt
I(r) = [1ν
(r), 2ν
(r)] mit iν
(r) = ν
(
P
(r)
i
)
, i = 1, 2 und I = ∪
k∈ψ˜h
I(k).
Es sei erinnert, dass die in Annahme 2.2 vorausgesetzte Regularita¨t der Diskretisierung
des Gebietes D eine ausreichende Approximation des Randes auch im Falle krummlinig
berandeter Gebiete sichert.
Ziel der weiteren U¨berlegungen ist es, Momentenfunktionen der erhaltenen approximati-
ven Lo¨sung uh zu berechnen. Aufgrund der Zentriertheit des zufa¨lligen Feldes
εP gilt fu¨r
das erste Moment
E{uh(t, x)} =
∑
j∈χh
t∫
0
∫
(∂D)2
[Gh(t− τ)]jp(z)E{εP (τ, z)}dsdτ pj(x) = 0.
Analog zu Abschnitt (4.1) la¨sst sich die Korrelationsfunktion E{u(t1, x)u(t2, y)} der Lo¨sung
u der Variationsformulierung (5.5) durch die Beziehung
E{u(t1, x)u(t2, y)} ≈ E{uh(t1, x)uh(t2, y)} =
∑
i,j∈χh
E{uh,i(t1)uh,j(t2)}pi(x)pj(y)
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anna¨hern. Die Korrelationsmatrix E{uh(t1)uTh (t2)} der Lo¨sung uh des Problems (5.7) er-
gibt sich dann mit (5.10) als
E{uh(t1)uTh (t2)} = E
{ ( t1∫
0
dτ
∫
(∂D)2
dsGh(t1 − τ)p(x)εP (τ, x, ω)
)
·
( t2∫
0
dτ
∫
(∂D)2
dsGh(t2 − τ)p(x)εP (τ, x, ω)
)T}
=
t1∫
0
dτ1
t2∫
0
dτ2
∫
(∂D)2
ds1
∫
(∂D)2
ds2 (5.11)
Gh(t1 − τ1)p(x)pT (y)GTh (t2 − τ2)E{εP (τ1, x)εP (τ2, y)}.
Mit Hilfe der Parametrisierung des Randpolygonzuges und Beziehung (2.10) gilt
E{uh(t1)uTh (t2)} =
t1∫
0
dτ1
t2∫
0
dτ2Gh(t1 − τ1)
R˜h∑
r,s=1
(C(r))T (5.12)
·
[ ∫
I(r)
dν1
∫
I(s)
dν2 p
(r)(ν1)(p
(s))T (ν2)R
(
τ2 − τ1
ε1
,
ν2 − ν1
ε2
)]
C(s)Gh(t2 − τ2),
wenn
p(r)(ν) := p(r)(x(ν)) (5.13)
vereinbart wird. D.h. die Funktion p(r)(ν) wird mit der Funktion p(r)(x(ν)) auf x(ν) ∈
[P
(r)
1 , P
(r)
2 ] identifiziert. Die Variablentransformationen
τ1 → u1 : u1 = τ2 − τ1
ε1
und ν1 → u2 : u2 = ν2 − ν1
ε2
u¨berfu¨hren die Korrelationsfunktion E{uh(t1)uTh (t2)} in die Form
E{uh(t1)uTh (t2)} = ε1ε2
t2∫
0
dτ2
τ2
ε1∫
τ2−t1
ε1
du1Gh(t1 − (τ2 − ε1u1))
R˜h∑
r,s=1
(C(r))T (5.14)
·
[ 2ν(s)∫
1ν(s)
dν2
1
ε2
(ν2−1ν(r))∫
1
ε2
(ν2−2ν(r))
du2 p
(r)(ν2 − ε2u2)(p(s))T (ν2)R(u1, u2)
]
C(s)GTh (t2 − τ2).
Mittels der Definition h(r) := distRand(P
(r)
1 , P
(r)
2 ) = 2ν
(r) − 1ν(r) und der Vertauschung
der Integrationsreihenfolge (vgl. Abb. 5.3) ergibt sich analog zu (4.15) fu¨r das innere
Doppelintegral mit
H(ν2;u1, u2) := p
(r)(ν2 − ε2u2)(p(s))T (ν2)R(u1, u2)
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die Beziehung
2ν
(s)∫
1ν(s)
dν2
1
ε2
(ν2−1ν(r))∫
1
ε2
(ν2−2ν(r))
du2H(ν2; u1, u2) (5.15)
=


[ 1
ε2
(2ν(s)−2ν(r))∫
1
ε2
(1ν(s)−2ν(r))
du2
2ν
(r)+ε2u2∫
1ν(s)
dν2 +
1
ε2
(1ν(s)−1ν(r))∫
1
ε2
(2ν(s)−2ν(r))
du2
2ν
(s)∫
1ν(s)
dν2 +
1
ε2
(2ν(s)−1ν(r))∫
1
ε2
(1ν(s)−1ν(r))
du2
2ν
(s)∫
1ν(r)+ε2u2
dν2
]
H(ν2; u1, u2) fu¨r h
(r) ≥ h(s)
[ 1
ε2
(1ν(s)−1ν(r))∫
1
ε2
(1ν(s)−2ν(r))
du2
2ν
(r)+ε2u2∫
1ν(s)
dν2 +
1
ε2
(2ν(s)−2ν(r))∫
1
ε2
(1ν(s)−1ν(r))
du2
2ν
(r)+ε2u2∫
1ν(r)+ε2u2
dν2 +
1
ε2
(2ν(s)−1ν(r))∫
1
ε2
(2ν(s)−2ν(r))
du2
2ν
(s)∫
1ν(r)+ε2u2
dν2
]
H(ν2; u1, u2) fu¨r h
(r) ≤ h(s).
u(ν2) =
1
ε2
(ν2 − 2ν(r))
u(ν2) =
1
ε2
(ν2 − 2ν(r))
2ν
(s)
1ν
(s)
2ν
(s)
ν2 ν2
u(ν2) =
1
ε2
(ν2 − 1ν(r))
u2 u2
1ν
(s)
u(2ν
(s))
u(1ν
(s))
u(2ν
(s))
u(1ν
(s))
u(2ν
(s))
u(2ν
(s))
u(1ν
(s))
u(1ν
(s))
u(ν2) =
1
ε2
(ν2 − 1ν(r))
h(r) ≥ h(s) h(r) ≤ h(s)
Abbildung 5.3: Zur Vertauschung der Integration im Fall h(r) ≥ h(s) bzw. h(r) ≤ h(s)
Fu¨r die folgenden U¨berlegungen wird die Annahme
h(r) = h(s) = h, r, s ∈ ψ˜h
getroffen, wodurch sich die Berechnungen erheblich vereinfachen. Es ergibt sich damit
2ν
(r) − 1ν(r) = h(r) = h(s) = 2ν(s) − 1ν(s)
und folglich entfa¨llt die Fallunterscheidung in (5.15). Des Weiteren verschwindet der mitt-
lere Summand wegen 2ν
(s) − 2ν(r) = 1ν(s) − 1ν(r).
Die Vertauschung der Integrationsreihenfolge auch auf das a¨ußere Doppelintegral bezu¨glich
τ2 und u1 angewendet, wobei o.B.d.A. 0 < t1 ≤ t2 angenommen wird und die zusa¨tz-
lichen Transformationen (u1, u2) → (u′1, u′2), u′1 = −u1, u′2 = −u2 fu¨hren ausgehend
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von (5.14) bei Beachtung der vorausgesetzten Homogenita¨t der Korrelationsfunktion, d.h.
R(u1, u2) = R(−u1,−u2) schließlich auf
E{uh(t1)uTh (t2)} = ε1ε2
R˜h∑
r,s=1


t1
ε1∫
0
du1
t1−ε1u1∫
0
dτ2 +
0∫
1
ε1
(t1−t2)
du1
t1−ε1u1∫
−ε1u1
dτ2 +
1
ε1
(t1−t2)∫
− t2
ε1
du1
t2∫
−ε1u1
dτ2


·


1
ε2
(2ν(r)−1ν(s))∫
1
ε2
(1ν(r)−1ν(s))
du2
2ν
(r)−ε2u2∫
1ν(s)
dν2 +
1
ε2
(2ν(r)−2ν(s))∫
1
ε2
(1ν(r)−2ν(s))
du2
2ν
(s)∫
1ν(r)−ε2u2
dν2

 (5.16)
Gh(t1 − (τ2 + ε1u1))(C(r))T p(r)(ν2 + ε2u2)(p(s))T (ν2)C(s)
· GTh (t2 − τ2)R(u1, u2).
Da R(u1, u2) die Korrelationsfunktion einer 1-korrelierten Zufallsfunktion ist, gilt
R(u1, u2) = 0 fu¨r |u1| ≥ 1 oder |u2| ≥ 1.
Damit kann das Integrationsgebiet
[
0, t1
ε1
]
im Fall t1 ≥ ε1 auf [0, 1] reduziert werden.
Weiterhin folgt im Fall t1 + ε1 ≤ t2 die Beziehung 1ε1 (t1 − t2) ≤ −1, womit sich das
Integrationsgebiet
[
t1−t2
ε1
, 0
]
auf [-1,0] beschra¨nkt und das Integrationsgebiet
[
− t2
ε1
, t1−t2
ε1
]
vollsta¨ndig verschwindet. Fu¨r Zeitpunkte t := t1 = t2 vereinfacht sich die Beziehung
(5.16), da in diesem Fall das Integrationsgebiet
[
1
ε1
(t1 − t2), 0
]
verschwindet.
Der Vorteil der Darstellung (5.16) besteht in der Unabha¨ngigkeit der Korrelationsfunktion
R von den Integrationsvariablen τ2 und ν2. Um diese Eigenschaft auszunutzen, werden
folgende Funktionen φ
(r,s)
i in Abha¨ngigkeit von z = (z1, z2) eingefu¨hrt
φ
(r,s)
1 (z) := φ
(r,s)
[0,t1;1ν(s),2ν(r)]
(z),
φ
(r,s)
2 (z) := −φ(r,s)[0,t1;2ν(s),1ν(r)](z),
φ
(r,s)
3 (z) := −φ(r,s)[t2,0;1ν(s),2ν(r)](z),
φ
(r,s)
4 (z) := φ
(r,s)
[t2,0;2ν(s),1ν(r)]
(z),
φ
(r,s)
5 (z) := ψ
(r,s)
[t1;1ν(s),2ν(r)]
(z),
φ
(r,s)
6 (z) := −ψ(r,s)[t1;2ν(s),1ν(r)](z),
(5.17)
wenn mit
Q
(r)
1 (y) := Gh(t1 − y1)(C(r))Tp(r)(y2), y = (τ2, ν2) = (y1, y2)
Q
(s)
2 (y) := (p
(s))T (y2)C
(s)Gh(t2 − y1)
(5.18)
die Funktion φ
(r,s)
[m,n;p,q] wie in (4.21) definiert wird durch
φ
(r,s)
[m,n;p,q](z1, z2) :=
n−z1∫
m
dy1
q−z2∫
p
dy2Q
(r)
1 (y1 + z1, y2 + z2)Q
(s)
2 (y1, y2) (5.19)
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und ψ
(r,s)
[n;p,q] durch
ψ
(r,s)
[n;p,q](z1, z2) :=
n−z1∫
−z1
dy1
q−z2∫
p
dy2Q
(r)
1 (y1 + z1, y2 + z2)Q
(s)
2 (y1, y2). (5.20)
Damit ergibt sich aus (5.16) die Beziehung
E{uh(t1)uTh (t2)} = ε1ε2
R˜h∑
r,s=1
(5.21)


t1
ε1∫
0
du1


1
ε2
(2ν(r)−1ν(s))∫
1
ε2
(1ν(r)−1ν(s))
du2 φ
(r,s)
1 (ε1u1, ε2u2) +
1
ε2
(2ν(r)−2ν(s))∫
1
ε2
(1ν(r)−2ν(s))
du2 φ
(r,s)
2 (ε1u1, ε2u2)


+
0∫
1
ε1
(t1−t2)
du1


1
ε2
(2ν(r)−1ν(s))∫
1
ε2
(1ν(r)−1ν(s))
du2 φ
(r,s)
5 (ε1u1, ε2u2) +
1
ε2
(2ν(r)−2ν(s))∫
1
ε2
(1ν(r)−2ν(s))
du2 φ
(r,s)
6 (ε1u1, ε2u2)


+
1
ε1
(t1−t2)∫
− t2
ε1
du1


1
ε2
(2ν(r)−1ν(s))∫
1
ε2
(1ν(r)−1ν(s))
du2 φ
(r,s)
3 (ε1u1, ε2u2) +
1
ε2
(2ν(r)−2ν(s))∫
1
ε2
(1ν(r)−2ν(s))
du2 φ
(r,s)
4 (ε1u1, ε2u2)



R(u1, u2).
Aufgrund der vorausgesetzten ε-Korreliertheit der zufa¨lligen Randbedingung εP muss in
obiger Beziehung die Summe bezu¨glich der Variablen s nicht u¨ber alle Intervalle I(s), s ∈
ψ˜h gebildet werden. Mit den Beziehungen
ε2 = (l − ϑ)h mit l ∈ N, ϑ ∈ [0, 1),
k(r,s)h := 1ν
(r) − 1ν(s), 2ν(r) = 1ν(r) + h
und analogen U¨berlegungen wie in Abschnitt 4.1 ergibt sich, dass die Summanden in
Gleichung (5.21) fu¨r alle Intervalle I(s) mit
k(r,s) ≥ l − ϑ+ 1 oder k(r,s) ≤ −l + ϑ− 1
gleich null sind.
Ausgehend von den Darstellungen (5.12) bzw. (5.21) werden im Folgenden drei Verfahren
zur Berechnung der Korrelationsmatrix E{uh(t1)uTh (t2)} vorgestellt.
5.1.1 Asymptotische Entwicklung ho¨herer Ordnung
Der Einfluss des zufa¨lligen Wa¨rmeflusses εP u¨ber den Rand (∂D)2 auf die Lo¨sung uh
des Systems gewo¨hnlicher Differentialgleichungen (5.7) wird durch das Integralfunktional
(vgl. (5.10))
uh(t, ω) =
t∫
0
∫
(∂D)2
Gh(t− τ)p(x)εP (τ, x, ω)dsdτ
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beschrieben. Analog zum Fall der zufa¨lligen Anfangsbedingung (vgl. Kapitel 4.1.1) muss
die deterministische Kernfunktion
Gh(t− τ)p(x) = exp(−M−1h Kh(t− τ))M−1h p(x)
fu¨r die in [39] angegebene asymptotische Entwicklung ho¨herer Ordnung der Korrelations-
funktion E{uh(t1)uTh (t2)} nach der Korrelationsla¨nge ε die in Annahme 4.3 formulierten
Bedingungen erfu¨llen. Falls die Funktionen [pi]i∈χh als lineare oder bilineare Ansatzfunk-
tionen gewa¨hlt werden, so sind diese lediglich stetig u¨ber dem Rand (∂D)2. Die angespro-
chenen Bedingungen wa¨ren damit nur fu¨r m = 0 erfu¨llt. Werden die Funktionen [pi]i∈χh
allerdings u¨ber den Intervallen [P
(r)
1 , P
(r)
2 ], r ∈ ψ˜h betrachtet, so sind die Bedingungen der
Annahme 4.3 fu¨r beliebige Ordnungen m erfu¨llt. Somit kann ausgehend von Gleichung
(5.21) eine Entwicklung der Korrelationsfunktion E{uh(t1)uTh (t2)} auch ho¨herer Ordnung
angegeben werden.
Analog zu (4.24) ergibt sich eine Entwicklung fu¨r φ
(r,s)
i (ε1u1, ε2u2), i = 1, . . . , 6 an der
Stelle (0, 0)
φ
(r,s)
i (ε1u1, ε2u2) =
∑
|α|≤m
εα
α!
D(α)φ
(r,s)
i (z1, z2)
∣∣∣
z1=z2=0
uα + ρφi,m+1(ε1u1, ε2u2). (5.22)
Fu¨r die weiteren Betrachtungen werden die in Abb. 5.4 angegebenen Bezeichnungen fu¨r
die benachbarten Elemente von T (r) genutzt. Dabei stellt T (Nr) das rechte Nachbarelement
und T (Nl) das linke dar.
T (r) T (Nl) T (Nr)T (Nl) T (Nr)
0
T (r)
0 2h−h 2h −h hh
Abbildung 5.4: Bezeichnung benachbarter Finiter Elemente von T (r) bei einer Diskretisie-
rung mit Rechtecken bzw. Dreiecken
In Gleichung (5.21) erfolgt die Integration von φ
(r,s)
1 , φ
(r,s)
3 , φ
(r,s)
5 bezu¨glich u2 u¨ber
1
ε2
(1ν
(r) − 1ν(s)) ≤ u2 ≤ 1
ε2
(2ν
(r) − 1ν(s))
und von φ
(r,s)
2 , φ
(r,s)
4 , φ
(r,s)
6 u¨ber
1
ε2
(1ν
(r) − 2ν(s)) ≤ u2 ≤ 1
ε2
(2ν
(r) − 2ν(s)).
Damit der Entwicklungspunkt (0, 0) im Integrationsgebiet der Funktionen φ
(r,s)
i liegt, muss
die Beziehung
ε2 ≤ h
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vorausgesetzt werden. Der Beweis wird analog zu Kapitel 4.1.1 gefu¨hrt.
Es ist von Interesse, welche Summanden in Gleichung (5.21) sich bei festem I(r) in
Abha¨ngigkeit der Funktionen φ
(r,s)
i zu null ergeben. Das Integrationsgebiet bezu¨glich u2
fu¨r φ
(r,s)
i , i = 1, 3, 5 erstreckt sich im Fall 1ν
(r) = 0, 2ν
(r) = h (vgl. Abb. 5.4) u¨ber
1
ε2
(1ν
(r) − 1ν(s)) = − 1
ε2
1ν
(s) ≤ u2 ≤ 1
ε2
(2ν
(r) − 1ν(s)) = 1
ε2
(h− 1ν(s)). (5.23)
Die Korrelationsfunktion R(u1, u2) ist null fu¨r u2 /∈ (−1, 1) und folglich in Verbindung
mit (5.23) fu¨r
1 ≤ − 1
ε2
1ν
(s) bzw.
1
ε2
(h− 1ν(s)) ≤ −1
also insbesondere fu¨r
1ν
(s) ≤ −h bzw. 2h ≤ 1ν(s).
Unter der Annahme u1 ∈ (−1, 1) sind die Funktionen φ(r,s)i , i = 1, 3, 5 bei festem r also
nur fu¨r s ∈ {r,Nr} zu beru¨cksichtigen, da nur in diesen Fa¨llen R(u1, u2) 6= 0 gilt. Analoge
U¨berlegungen liefern, dass die Funktionen φ
(r,s)
i , i = 2, 4, 6 nur fu¨r s ∈ {r,Nl} betrachtet
werden mu¨ssen.
Zusammenfassend ergibt sich aus (5.21) mit Hilfe der Entwicklung (5.22) fu¨r ε2 ≤ h die
Beziehung
E{uh(t1)uTh (t2)} =
R˜h∑
r=1
∑
s=r,Nr
∑
|α|≤m
εα+1
α!
( ∑
i=1,3,5
q
(r,s)
α,i a
(r,s)
α,i
)
(5.24)
+
R˜h∑
r=1
∑
s=r,Nl
∑
|α|≤m
εα+1
α!
( ∑
i=2,4,6
q
(r,s)
α,i a
(r,s)
α,i
)
+ ρ˜m+1(ε1, ε2)
mit den Bezeichnungen 1 = (1, 1), q
(r,s)
α,i := D
(α)φ
(r,s)
i (z1, z2)
∣∣∣
z1=z2=0
, i = 1, . . . , 6 und
aα[m,n; p,q] :=
n∫
m
du1
q∫
p
du2 u
αR(u1, u2), ε˜1 :=
1
ε1
, ε˜2 =
1
ε2
,
a
(r,s)
α,1 := a
α
[0, ε˜1t1; ε˜2(1ν(r)−1ν(s)), ε˜2(2ν(r)−1ν(s))], a
(r,s)
α,2 := a
α
[0, ε˜1t1; ε˜2(1ν(r)−2ν(s)), ε˜2(2ν(r)−2ν(s))],
a
(r,s)
α,3 := a
α
[−ε˜1t2, ε˜1(t1−t2); ε˜2(1ν(r)−1ν(s)), ε˜2(2ν(r)−1ν(s))],
a
(r,s)
α,4 := a
α
[−ε˜1t2, ε˜1(t1−t2); ε˜2(1ν(r)−2ν(s)), ε˜2(2ν(r)−2ν(s))], (5.25)
a
(r,s)
α,5 := a
α
[ε˜1(t1−t2), 0; ε˜2(1ν(r)−1ν(s)), ε˜2(2ν(r)−1ν(s))], a
(r,s)
α,6 := a
α
[ε˜1(t1−t2), 0; ε˜2(1ν(r)−2ν(s)), ε˜2(2ν(r)−2ν(s))].
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Es ergibt sich analog zu den U¨berlegungen aus Abschnitt 4.1.1
D(α1,α2)φ
(r,s)
[m,n; p,q](z) =
n−z1∫
m
dy1
q−z2∫
p
dy2D
(α1,α2)Q
(r)
1 (y1 + z1, y2 + z2)Q
(s)
2 (y1, y2) (5.26)
+
α1−1∑
i=0
(−1)i+1
q−z2∫
p
dy2D
(α1−1−i,α2)Q(r)1 (n, y2 + z2)D
(i,0)Q
(s)
2 (n− z1, y2)
+
α2−1∑
i=0
(−1)i+1
n−z1∫
m
dy1D
(α1,α2−1−i)Q(r)1 (y1 + z1, q)D
(0,i)Q
(s)
2 (y1, q − z2)
+
α1−1∑
i=0
α2−1∑
j=0
(−1)i+jD(α1−1−i,α2−1−j)Q(r)1 (n, q)D(i,j)Q(s)2 (n− z1, q − z2),
wobei
D(α1,α2)Q
(r)
1 (y1 + z1, y2 + z2) =
∂|α|
∂zα11 ∂z
α2
2
Q
(r)
1 (y1 + z1, y2 + z2)
und eine analoge Beziehung fu¨r Q
(s)
2 vereinbart wird. Mittels Induktion la¨sst sich weiterhin
beweisen
D(α1,α2)ψ
(r,s)
[n; p,q](z) =
n−z1∫
−z1
dy1
q−z2∫
p
dy2D
(α1,α2)Q
(r)
1 (y1 + z1, y2 + z2)Q
(s)
2 (y1, y2) (5.27)
+
α1−1∑
i=0
(−1)i+1
q−z2∫
p
dy2D
(α1−1−i,α2)Q(r)1 (n, y2 + z2)D
(i,0)Q
(s)
2 (n− z1, y2)
−
α1−1∑
i=0
(−1)i+1
q−z2∫
p
dy2D
(α1−1−i,α2)Q(r)1 (0, y2 + z2)D
(i,0)Q
(s)
2 (−z1, y2)
+
α2−1∑
i=0
(−1)i+1
n−z1∫
−z1
dy1D
(α1,α2−1−i)Q(r)1 (y1 + z1, q)D
(0,i)Q
(s)
2 (y1, q − z2)
+
α1−1∑
i=0
α2−1∑
j=0
(−1)i+jD(α1−1−i,α2−1−j)Q(r)1 (n, q)D(i,j)Q(s)2 (n− z1, q − z2)
−
α1−1∑
i=0
α2−1∑
j=0
(−1)i+jD(α1−1−i,α2−1−j)Q(r)1 (0, q)D(i,j)Q(s)2 (−z1, q − z2).
Neben
A(r,s)α (z;m,n, p, q) :=
n−z1∫
m
dy1
q−z2∫
p
dy2D
(α1,α2)Q
(r)
1 (y1+z1, y2+z2)Q
(s)
2 (y1, y2), (vgl. (4.27)),
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werden
Aˆ(r,s)α (z;n, p, q) :=
n−z1∫
−z1
dy1
q−z2∫
p
dy2D
(α1,α2)Q
(r)
1 (y1 + z1, y2 + z2)Q
(s)
2 (y1, y2),
B
(r,s)
α (z;n, p, q) :=
α1−1∑
i=0
(−1)i+1
q−z2∫
p
dy2D
(α1−1−i,α2)Q(r)1 (n, y2 + z2)D
(i,0)Q
(s)
2 (n− z1, y2),
C
(r,s)
α (z;m,n, q) :=
α2−1∑
i=0
(−1)i+1
n−z1∫
m
dy1D
(α1,α2−1−i)Q(r)1 (y1 + z1, q)D
(0,i)Q
(s)
2 (y1, q − z2),
Cˆ(r,s)α (z;n, q) :=
α2−1∑
i=0
(−1)i+1
n−z1∫
−z1
dy1D
(α1,α2−1−i)Q(r)1 (y1 + z1, q)D
(0,i)Q
(s)
2 (y1, q − z2),
H
(r,s)
α (z;n, q) :=
α1−1∑
i=1
α2−1∑
j=1
(−1)i+jD(α1−1−i,α2−1−j)Q(r)1 (n, q)D(i,j)Q(s)2 (n− z1, q − z2)
eingefu¨hrt und es ergibt sich aus den Gleichungen (5.26) und (5.27)
D(α1,α2)φ
(r,s)
[m,n;p,q](z) = A
(r,s)
α (z;m,n, p, q) +B
(r,s)
α (z;n, p, q) (5.28)
+C
(r,s)
α (z;m,n, q) +H
(r,s)
α (z;n, q),
D(α1,α2)ψ
(r,s)
[n; p,q](z) = Aˆ
(r,s)
α (z;n, p, q) +B
(r,s)
α (z;n, p, q)−B(r,s)α (z; 0, p, q) (5.29)
+Cˆ(r,s)α (z;n, q) +H
(r,s)
α (z;n, q)−H
(r,s)
α (z; 0, q).
Mit Hilfe dieser Beziehungen lassen sich die Ableitungen
D(α1,α2)φ
(r,s)
i (z) fu¨r i = 1, 2, 3, 4 und D
(α1,α2)φ
(r,s)
i (z) fu¨r i = 5, 6 (5.30)
der Funktionen φ
(r,s)
i (vgl. (5.17)) berechnen.
Zur Bestimmung der Terme q
(r,s)
α,i in Gleichung (5.24) sind wegen (5.28) und (5.29) die
Ausdru¨cke A
(r,s)
α , Aˆ
(r,s)
α , B
(r,s)
α , C
(r,s)
α , Cˆ
(r,s)
α und H
(r,s)
α fu¨r z = (0, 0) zu betrachten (vgl.
auch die entsprechenden Betrachtungen in Abschnitt 4.1.1). Es ist
p(r)(x) = 0 fu¨r x ∈ (∂D)2 \ [P (r)1 , P (r)2 ]
und folglich gilt auch fu¨r die in (5.18) definierten Funktionen Q
(r)
i
Q
(r)
i (y) = 0, i = 1, 2 fu¨r y2 ∈ I \ [1ν(r), 2ν(r)].
Der Ausdruck
A(r,s)α (0;m,n, p, q) =
n∫
m
dy1
q∫
p
dy2D
(α1,α2)Q
(r)
1 (y1, y2)Q
(s)
2 (y1, y2)
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verschwindet folglich fu¨r r 6= s. Die gleiche Aussage la¨sst sich fu¨r Aˆ(r,s)α (0;n, p, q) und
B
(r,s)
α (0;n, p, q) ableiten.
Werden lineare oder bilineare Ansatzfunktionen p(r)(x1, x2) vorausgesetzt, so ergeben sich
aufgrund der Berandung der finiten Elemente T (r) durch Geradenstu¨cke wiederum lineare
Funktionen p(r)(ν) in ν. Folglich verschwinden die Ableitungen von p(r)(ν), welche ho¨her
als Ordnung eins sind. Es gilt
A
(r,s)
α (0;m,n, p, q) = 0
Aˆ
(r,s)
α (0;m,n, p, q) = 0
fu¨r


A1 : s /∈ {r}
A2 : α2 > 1 bei linearen bzw. bilinearen
Ansatzfunktionen,
(5.31)
B
(r,s)
α (0;n, p, q) = 0 fu¨r


B1 : s /∈ {r}
B2 : α1 = 0
B3 : α2 > 1 bei linearen bzw. bilinearen
Ansatzfunktionen.
(5.32)
Die Terme C
(r,s)
α (0;m,n, q), Cˆ
(r,s)
α (0;n, q) gehen in die Berechnung von q
(r,s)
α,i mit den Wer-
ten q ∈ {1ν(r), 2ν(r)} ein. Aus der Form der Integranden, welche Produkte der Faktoren
D(α2−1−i)p(r)(q) und D(i)(p(s))T (q) enthalten, ergibt sich
C
(r,s)
α (0;m,n, q) = 0
Cˆ
(r,s)
α (0;n, q) = 0
fu¨r


C1 :
q = 1ν
(r), s /∈ {r,Nl}
q = 2ν
(r), s /∈ {r,Nr}
C2 : α2 = 0
C3 : α2 > 3 bei linearen bzw. bilinearen
Ansatzfunktionen.
(5.33)
Ein a¨hnliches Resultat folgt fu¨r H
(r,s)
α (z;n, q) mit q ∈ {1ν(r), 2ν(r)}
H
(r,s)
α (0;n, q) = 0 fu¨r


H1 :
q = 1ν
(r), s /∈ {r,Nl}
q = 2ν
(r), s /∈ {r,Nr}
H2 : min{α1, α2} = 0
H3 : α2 > 3 bei linearen bzw. bilinearen
Ansatzfunktionen.
(5.34)
Im Folgenden werden die ersten Entwicklungsterme der Varianzmatrix E{uh(t)uTh (t)} ent-
sprechend der Gleichung (5.24) berechnet. Fu¨r t = t1 = t2 ergibt sich aus (5.25)
a
(r,s)
α,5 = 0, a
(r,s)
α,6 = 0.
Die Glieder nullter Ordnung der Entwicklung (5.24) fu¨r t = t1 = t2 ergeben sich fu¨r
α = (0, 0). Aus (5.30) und (5.26), (5.27) folgt fu¨r i = 1, 2, 3, 4 und r 6= s
q
(r,s)
(0,0),i = φ
(r,s)
i (0, 0) = A
(r,s)
(0,0)(0, 0;mi, ni, pi, qi) = 0.
Im Falle r = s zeigen die Beziehungen (5.17)
φ
(r,s)
1 (0) = φ
(r,s)
2 (0) = φ
(r,s)
3 (0) = φ
(r,s)
4 (0)
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und damit
q
(r,r)
(0,0),i = A
(r,r)
(0,0)(0, 0; 0, t, 1ν
(r), 2ν
(r)) =: q
(r,r)
(0,0).
Es ist mit α = (0, 0) und ε˜2h = ε˜2(2ν
(r) − 1ν(r))
4∑
i=1
q
(r,r)
α,i a
(r,r)
α,i = q
(r,r)
α
4∑
i=1
a
(r,r)
α,i
= q(r,r)α
[
aα[0,ε˜1t;0,ε˜2h] + a
α
[0,ε˜1t;−ε˜2h,0] + a
α
[−ε˜1t,0;0,ε˜2h] + a
α
[−ε˜1t,0;−ε˜2h,0]
]
= q(r,r)α
ε˜1t∫
−ε˜1t
du1
ε˜2h∫
−ε˜2h
du2R(u1, u2)
(vgl. (5.25)). Damit ergibt sich der nullte Entwicklungsterm E{uh(t)uTh (t)}0 als
E{uh(t)uTh (t)}0 = ε1ε2
R˜h∑
r=1
q
(r,r)
(0,0)
4∑
i=1
a
(r,r)
(0,0),i
mit
4∑
i=1
a
(r,r)
(0,0),i =
t
ε1∫
− t
ε1
du1
h
ε2∫
− h
ε2
du2R(u1, u2)
und
q
(r,r)
(0,0) = A
(r,r)
(0,0)(0, 0; 0, t, 1ν
(r), 2ν
(r)) =
t∫
0
dy1
2ν
(r)∫
1ν(r)
dy2Q
(r)
1 (y1, y2)Q
(r)
2 (y1, y2)
=
t∫
0
dy1
2ν
(r)∫
1ν(r)
dy2Gh(t− y1)(C(r))Tp(r)(y2)(p(r))T (y2)C(r)Gh(t− y1).
Der Entwicklungsterm erster Ordnung E{uh(t)uTh (t)}1 der Varianzmatrix E{uh(t)uTh (t)}
wird bestimmt durch ∑
|α|=1
εα+1
α!
(
4∑
i=1
q
(r,s)
α,i a
(r,s)
α,i
)
,
wobei sich die Summe u¨ber α = (1, 0) und α = (0, 1) erstreckt. Unter Beachtung der
Beziehungen (5.31)-(5.34) folgt im Fall α = (1, 0) und i = 1
q
(r,s)
(1,0),1 = D
(1,0)φ
(r,s)
1 (0, 0) = D
(1,0)φ[0,t;1ν(s),2ν(r)](0, 0)
= A
(r,s)
(1,0)(0, 0; 0, t, 1ν
(s), 2ν
(r)) +B
(r,s)
(1,0)(0, 0; t, 1ν
(s), 2ν
(r))
und damit q
(r,s)
(1,0),1 = 0 fu¨r r 6= s. Offensichtlich ergibt sich auch
q
(r,s)
(1,0),i = 0 fu¨r r 6= s und i = 1, 2, 3, 4.
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Fu¨r α = (0, 1) und i = 1 la¨sst sich
q
(r,s)
(0,1),1 = D
(0,1)φ
(r,s)
1 (0, 0) = D
(0,1)φ[0,t;1ν(s),2ν(r)](0, 0)
= A
(r,s)
(0,1)(0, 0; 0, t, 1ν
(s), 2ν
(r)) + C
(r,s)
(0,1)(0, 0; 0, t, 2ν
(r))
und
q
(r,s)
(0,1),1 =
{
0 fu¨r s /∈ {r,Nr}
C
(r,s)
(0,1)(0, 0; 0, t, 2ν
(r)) fu¨r s = Nr
ableiten. Fu¨r i = 2 gilt
q
(r,s)
(0,1),2 = D
(0,1)φ
(r,s)
2 (0, 0) = −D(0,1)φ[0,t;2ν(s),1ν(r)](0, 0)
= −[A(r,s)(0,1)(0, 0; 0, t, 2ν(s), 1ν(r)) + C
(r,s)
(0,1)(0, 0; 0, t, 1ν
(r))]
und
q
(r,s)
(0,1),2 =
{
0 fu¨r s /∈ {r,Nl}
−C(r,s)(0,1)(0, 0; 0, t, 1ν(r)) fu¨r s = Nl.
Fu¨r den Fall i = 3 ergibt sich
q
(r,s)
(0,1),3 = D
(0,1)φ
(r,s)
3 (0, 0) = −D(0,1)φ(r,s)[t,0;1ν(s),2ν(r)](0, 0) = D
(0,1)φ
(r,s)
[0,t;1ν(s),2ν(r)]
(0, 0)
= q
(r,s)
(0,1),1
und fu¨r i = 4 dann
q
(r,s)
(0,1),4 = q
(r,s)
(0,1),2.
Zusammenfassend gilt fu¨r r 6= s im Fall α = (1, 0)
4∑
i=1
q
(r,s)
α,i a
(r,s)
α,i = 0 fu¨r r 6= s
und fu¨r α = (0, 1)
4∑
i=1
q
(r,s)
α,i a
(r,s)
α,i =


q
(r,s)
α,1
(
aα
[0, t
ε1
;− h
ε2
,0]
+ aα
[− t
ε1
,0;− h
ε2
,0]
)
fu¨r s = Nr
q
(r,s)
α,2
(
aα
[0, t
ε1
;0, h
ε2
]
+ aα
[− t
ε1
,0;0, h
ε2
]
)
fu¨r s = Nl
0 sonst fu¨r s 6= r.
Der Entwicklungsterm erste Ordnung der Varianzmatrix E{uh(t)uTh (t)} kann berechnet
werden als
E{uh(t)uTh (t)}1 = ε1ε2
R˜h∑
r=1
∑
|α|=1
εα
R˜h∑
s=1
(
4∑
i=1
q
(r,s)
α,i a
(r,s)
α,i
)
= ε1ε2
R˜h∑
r=1

∑
|α|=1
εα
4∑
i=1
q
(r,r)
α,i a
(r,r)
α,i + ε2q
(r,Nr)
(0,1),1
t
ε1∫
− t
ε1
du1
0∫
− h
ε2
du2 u2R(u1, u2)
+ε2q
(r,Nl)
(0,1),2
t
ε1∫
− t
ε1
du1
h
ε2∫
0
du2 u2R(u1, u2)

 .
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Entsprechende Ergebnisse lassen sich fu¨r |α| ≥ 2 angeben.
5.1.2 Direkte Berechnung bei linearen oder bilinearen Ansatz-
funktionen
Ausgehend von der Darstellung (5.21) der Korrelationsfunktion E{uh(t1)uTh (t2)}, fu¨r die
eine uniforme Vernetzung des Randes (∂D)2 vorausgesetzt wurde, sollen nun unter Annah-
me linearer oder bilinearer Ansatzfunktionen {pi}i∈χh fu¨r die matrixwertigen Funktionen
φ
(r,s)
i , i = 1, . . . , 6 (vgl. (5.17)) keine Entwicklung (vgl. (5.24)) verwendet werden, sondern
diese explizit berechnet werden.
Die Funktionen φ
(r,s)
i , i = 1, . . . , 6 sind durch φ
(r,s)
[m,n; p,q](z) bzw. ψ
(r,s)
[n; p,q](z) aus (5.19) bzw.
(5.20) definiert. Beispielsweise ergibt sich fu¨r φ
(r,s)
[m,n;p,q](z)
φ
(r,s)
[m,n; p,q](z) =
n−z1∫
m
dτ Gh(t1 − (τ + z1))(C(r))T
q−z2∫
p
dν p(r)(ν + z2)(p
(s))T (ν)C(s)Gh(t2 − τ)
und das Integral
I(z2; p, q) :=
q−z2∫
p
dν p(r)(ν + z2)(p
(s))T (ν) mit (p, q) ∈ {(1ν(s), 2ν(r)), (2ν(s), 1ν(r))} (5.35)
la¨sst sich mit Hilfe der Finite-Elemente-Techniken explizit berechnen. Obiges Integral
I(z2; p, q) ist auch in ψ
(r,s)
[n; p,q] mit den in (5.35) angegebenen Parametern (p, q) enthalten.
Mit Hilfe der U¨berlegungen aus Abschnitt 4.1.2 lassen sich die Ansatzfunktionen im Falle
einer Vernetzung mit Vierecken als
p(s)(x1, x2) = (p
(s)
α (x1, x2))α=1,...,4, p
(s)
α (x1, x2) = ϕα(ξT (s)(x1, x2))
mit den Formfunktionen ϕα(ξ1, ξ2) aus (4.32) darstellen. Den Ansatzfunktionen u¨ber den
Randstu¨cken von (∂D)2 auf T
(s) entsprechen die Formfunktionen auf (ξ1, ξ2) = (ξ1, 0) des
Referenzvierecks, d.h.
(ϕα(ξ1, 0))α=1,...,4 =


1− ξ1
ξ1
0
0

 .
Bemerkung 5.1 Bei einer Vernetzung mit Dreieckselementen ergibt sich
(ϕα(ξ1, 0))α=1,2,3 =

1− ξξ
0

 .
Aus der Abbildung des Referenzvierecks auf T (s)
x1 = h1ξ1 + x
(s)
11 , x2 = h2ξ2 + x
(s)
12 , (vgl. (2.9))
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folgt in den hier gewa¨hlten Bezeichnungen mit x1 = ν, x
(s)
11 = 1ν
(s) und h1 = h = 2ν
(s) −
1ν
(s) = const
ν = hξ1 + 1ν
(s) bzw. ξ1 =
sξ1(ν) =
1
h
(ν − 1ν(s)).
Mit p
(s)
α (ν) = p
(s)
α (x(ν)) aus (5.13) folgt
(p(s)α (ν))α=1,...,4 = (p
(s)
α (x1(ν), x2(ν)))α=1,...,4 = (ϕα(
sξ1(ν), 0))α=1,...,4 =


1− sξ1(ν)
sξ1(ν)
0
0

 .
Zur Vereinfachung der Schreibweise wird
ξ := sξ1(ν) und ξ :=
rξ1(ν + z2)
gesetzt. Mit Hilfe der Terme
η(r,s)(z2) :=
1
h
(z2 − k(r,s)h) mit k(r,s)h := 1ν(r) − 1ν(s)
folgt
hξ = ν − 1ν(s) + z2 + 1ν(s) − 1ν(r) = hξ + hη(r,s)(z2) und ξ = ξ + η(r,s)(z2).
Mittels der Variablensubstitution hξ = ν − 1ν(s) und der Abku¨rzung η fu¨r η(r,s)(z2) la¨sst
sich das Integral I(z2; p, q) in (5.35) darstellen als
I(z2; p, q) = h
1
h
(q−z2−1ν(s))∫
1
h
(p−1ν(s))
J(ξ, η)dξ mit J(ξ, η) =


(1− ξ − η)(1− ξ) (1− ξ − η)ξ 0 0
(ξ + η)(1− ξ) (ξ + η)ξ 0 0
0 0 0 0
0 0 0 0

 .
Das Einsetzen der mo¨glichen Parameterkonstellationen (p, q) aus (5.35) ergibt
I(z2; 1ν
(s), 2ν
(r)) = h
1−η∫
0
J(ξ, η)dξ und I(z2; 2ν
(s), 1ν
(r)) = h
−η∫
1
J(ξ, η)dξ.
Einfache Rechnungen fu¨hren auf
I1 := I(z2; 1ν
(s), 2ν
(r)) =
h
6
(1− η)


(1− η)(2 + η) (1− η)2 0 0
η2 + 4η + 1 (1− η)(2 + η) 0 0
0 0 0 0
0 0 0 0


und
I2 := I(z2; 2ν
(s), 1ν
(r)) =
h
6
(1 + η)


−(1 + η)(2− η) −η2 + 4η − 1 0 0
−(1 + η)2 −(1 + η)(2− η) 0 0
0 0 0 0
0 0 0 0

 .
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Mit Hilfe der Beziehung (4.12)
Gh(t) = Vhe
−ΛhtV Th
und
Wk :=W
(r,s)
k (z2) := V
T
h (C
(r))T IkC
(s)Vh, k = 1, 2
ergibt sich
φ[m,n; 1ν(s),2ν(r)](z) = Vhe
−Λh(t1−z1)
n−z1∫
m
eΛhτW1e
Λhτdτ e−Λht2V Th
und
φ[m,n; 2ν(s),1ν(r)](z) = Vhe
−Λh(t1−z1)
n−z1∫
m
eΛhτW2e
Λhτdτ e−Λht2V Th .
Aufgrund der Diagonalgestalt von Λh, la¨sst sich die Matrixexponentialfunktion e
Λhτ dar-
stellen als
eΛhτ = (δije
λh,iτ )i,j=1,...,Nh,
womit mit Wk = (Wk,ij)i,j=1,...,Nh, k = 1, 2 folgt
eΛhτWke
Λhτ = (Wk,ije
(λh,i+λh,j)τ )i,j=1,...,Nh
und
n−z1∫
m
Wk,ije
(λh,i+λh,j)τdτ =
Wk,ij
λh,i + λh,j
(
e(λh,i+λh,j)(n−z1) − e(λh,i+λh,j)m) .
Damit ergibt sich
e−Λh(t1−z1)
n−z1∫
m
eΛhτWke
Λhτdτ e−Λht2
=
(
Wk,ij
λh,i + λh,j
(
e−λh,i(t1−n)−λh,j(t2−n+z1) − e−λh,i(t1−m−z1)−λh,j(t2−m)))
i,j=1,...,Nh
,
was auf folgende Darstellungen der Funktionen φ
(r,s)
i , i = 1, . . . , 4 (vgl. (5.17)) fu¨hrt
φ
(r,s)
1 (z) = φ
(r,s)
[0,t1; 1ν(s),2ν(r)]
(z)
= Vh
[
W
(r,s)
1,ij (z2)
λh,i + λh,j
(
e−λh,j(t2−t1+z1) − e−λh,i(t1−z1)−λh,jt2)
]
i,j=1,...Nh
V Th , (5.36)
φ
(r,s)
2 (z) = −φ(r,s)[0,t1; 2ν(s),1ν(r)](z)
= Vh
[
W
(r,s)
2,ij (z2)
λh,i + λh,j
(
e−λh,i(t1−z1)−λh,jt2 − e−λh,j(t2−t1+z1))
]
i,j=1,...Nh
V Th , (5.37)
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φ
(r,s)
3 (z) = −φ(r,s)[t2,0; 1ν(s),2ν(r)](z)
= Vh
[
W
(r,s)
1,ij (z2)
λh,i + λh,j
(
e−λh,i(t1−t2−z1) − e−λh,it1−λh,j(t2+z1))
]
i,j=1,...Nh
V Th , (5.38)
φ
(r,s)
4 (z) = φ
(r,s)
[t2,0; 2ν(s),1ν(r)]
(z)
= Vh
[
W
(r,s)
2,ij (z2)
λh,i + λh,j
(
e−λh,it1−λh,j(t2+z1) − e−λh,i(t1−t2−z1))
]
i,j=1,...Nh
V Th . (5.39)
Mit der Definition von ψ
(r,s)
[n; p,q] in (5.20) und den bisherigen U¨berlegungen gilt
ψ
(r,s)
[n; 1ν(s),2ν(r)]
(z) = Vhe
−Λh(t1−z1)
n−z1∫
−z1
eΛhτW1e
Λhτdτ e−Λht2V Th
und
ψ
(r,s)
[n; 2ν(s),1ν(r)]
(z) = Vhe
−Λh(t1−z1)
n−z1∫
−z1
eΛhτW2e
Λhτdτ e−Λht2V Th .
Weiterhin ist
e−Λh(t1−z1)
n−z1∫
−z1
eΛhτWke
Λhτdτ e−Λht2
=
(
Wk,ij
λh,i + λh,j
(
e−λh,i(t1−n)−λh,j(t2−n+z1) − e−λh,it1−λh,j(t2+z1)))
i,j=1,...,Nh
,
womit aus (5.17) folgt
φ
(r,s)
5 (z) = ψ
(r,s)
[t1; 1ν(s),2ν(r)]
(z)
= Vh
[
W
(r,s)
1,ij (z2)
λh,i + λh,j
(
e−λh,j(t2−t1+z1) − e−λh,it1−λh,j(t2+z1))
]
i,j=1,...Nh
V Th , (5.40)
φ
(r,s)
6 (z) = −ψ(r,s)[t1; 2ν(s),1ν(r)](z)
= Vh
[
W
(r,s)
2,ij (z2)
λh,i + λh,j
(
e−λh,it1−λh,j(t2+z1) − e−λh,j(t2−t1+z1))
]
i,j=1,...Nh
V Th . (5.41)
Die matrixwertigen Funktionen φ
(r,s)
i , i = 1, . . . , 6 sind somit im Falle einer gleichma¨ßigen
Vernetzung des Randes (∂D)2 durch die Gleichungen (5.36)-(5.41) bestimmt. Die Sum-
manden aus Gleichung (5.21) zur Berechnung der Korrelationsmatrix E{uh(t1)uTh (t2)}
ergeben sich durch Integration u¨ber φ
(r,s)
i (ε1u1, ε2u2)R(u1, u2).
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5.1.3 Explizite Berechnung
Durch das Ausnutzen der ε-Korreliertheit der zufa¨lligen Randbedingung εP kann eine ex-
plizite Berechnungsvorschrift der Korrelationsmatrix E{uh(t1)uTh (t2)} angegeben werden.
Diese ist besonders effektiv, wenn die Ansatzfunktionen {pi}i∈χh als ”einfache“ Funktio-
nen, beispielsweise als linear oder bilinear, vorausgesetzt sind.
Ausgangspunkt der U¨berlegungen ist wieder die Zerlegung des o¨rtlichen Integrationsge-
bietes in Gleichung (5.12) (vgl. auch Abschnitt 4.1.3)
E{uh(t1)uTh (t2)} =
t1∫
0
dτ1
t2∫
0
dτ2Gh(t1 − τ1)
R˜h∑
r,s=1
(C(r))T (5.42)
·

 ∫
I(r)
dν1
∫
I(s)
dν2 p
(r)(ν1)(p
(s))T (ν2)R
(
τ2 − τ1
ε1
,
ν2 − ν1
ε2
)C(s)Gh(t2 − τ2).
Aufgrund der angenommenen ε-Korreliertheit der zufa¨lligen Randbedingung εP besitzt
deren Korrelationsfunktion die Eigenschaft
RεP εP (τ2 − τ1, ν2 − ν1) = R
(
τ2 − τ1
ε1
,
ν2 − ν1
ε2
)
= 0 falls |τ2−τ1| ≥ ε1 oder |ν2−ν1| ≥ ε2.
Demzufolge sind in Gleichung (5.42) bei festem ν1 ∈ I(r) die Integrale u¨ber den Intervallen
I(s) ho¨chstens dann von null verschieden, wenn die Bedingung I(s) ∩Dε2(ν1) 6= ∅ mit
Dε2(ν1) := {ν2 ∈ I ∩ (ν1 − ε2, ν1 + ε2)}, I = ∪
k∈χ˜h
I(k)
erfu¨llt ist. Ebenso ist fu¨r festes τ1 das Integral u¨ber [0, t2] ho¨chstens dann von null ver-
schieden, wenn τ2 ∈ Dε1(τ1) mit
Dε1(τ1) := {τ2 ∈ [0, t2] ∩ (τ1 − ε1, τ1 + ε1)}
gilt. Damit beschra¨nkt sich das Integrationsgebiet in (5.42) bei festem Punkt (τ1, ν1) auf
die Menge
Dε(τ1, ν1) := {(τ2, ν2) ∈ ([0, t2] ∩ (τ1 − ε1, τ1 + ε1))× (I ∩ (ν1 − ε2, ν1 + ε2))},
da sich fu¨r alle (τ2, ν2) /∈ Dε(τ1, ν1) die Korrelationsfunktion RεP εP (τ2−τ1, ν2−ν1) als null
erweist.
Somit ist fu¨r einen festen Index r ∈ ψ˜h die Summe u¨ber s in Gleichung (5.42) nur u¨ber
solche Intervalle I(s) zu erstrecken, fu¨r welche s ∈ M (r)ε2 erfu¨llt ist. Die Menge M (r)ε2 ist
dabei definiert durch
M (r)ε2 := {s ∈ ψ˜h : 1ν(s) ∨ 2ν(s) ∈ (1ν(r) − ε2, 2ν(r) + ε2)}.
Illustrierend sei dazu die Abb. 5.5 angegeben, wobei sich in diesem Beispiel
u3, u2, u1, r, o1, o2, o3 ∈M (r)ε2 , aber u4, o4 /∈ M (r)ε2
ergibt.
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1ν
(r)
2ν
(r)
2ν
(r) + ε2
I(r)
1ν
(r) + ε2
I(u3) I(u2) I(u1) I(o1) I(o2) I(o3) I(o4)I(u4)
ε2
Abbildung 5.5: Integrationsgebiet fu¨r festes r ∈ ψ˜h bezu¨glich s ∈M (r)ε2
Aus diesen U¨berlegungen la¨sst sich aus Gleichung (5.42) mit Hilfe von (4.12) folgende
Beziehung fu¨r die numerische Berechnung der Korrelationsfunktion ableiten
E{uh(t1)uTh (t2)} = Vh
t1∫
0
dτ1
min{t2,τ1+ε2}∫
max{0,τ1−ε1}
dτ2 e
−Λh(t1−τ1)V Th
·
R˜h∑
r=1
∑
s∈M (r)ε2
(C(r))T

∫
I(r)
dν1
∫
I(s)
dν2 p
(r)(ν1)(p
(s))T (ν2)R
(
τ2 − τ1
ε1
,
ν2 − ν1
ε2
)C(s)Vhe−Λh(t2−τ2)V Th .
Als Anmerkung werde nochmals das in Abb. 5.5 betrachtete Beispiel herangezogen. Es ist
o3 ∈M (r)ε2 und folglich wird das Integral u¨ber I(o3) betrachtet. Aufgrund der Beziehung
|ν2 − ν1| ≥ ε2 fu¨r alle ν1 ∈ I(r) und ν2 ∈ I(o3) \ {ν2 : ν2 > 2ν(r) + ε2}
erweist sich fu¨r diese (ν1, ν2) die Korrelationsfunktion R als null und das Integrationsgebiet
betrifft nur das Teilgebiet [1ν
(o3), 2ν
(r) + ε2] von I
(o3).
5.2 Berechnung der Korrelationsfunktion u¨ber die
Fourier-Methode
In diesem Abschnitt soll das RAWP mit zufa¨lliger Randbedingung εP mittels der Fourier-
Methode gelo¨st werden. Dazu wird das Gebiet D wie schon in Abschnitt 4.2 auf ein
Rechteck (vgl. Abb 3.1) beschra¨nkt. Das betrachtete RAWP hat dann folgende Gestalt
ut − λ△u = 0, x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const
AB: u(0, x, ω) = 0, x ∈ D¯
RB:
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= εP (t, x1, ω) (5.43)(
∂u
∂N
(t, x, ω) + αiu(t, x, ω)
) ∣∣∣∣∣
(∂D)3,i
= 0, i = 2, 3, 4.
U¨ber den Rand (∂D)2 = [−R,R] × {0} erfolgt der zufa¨llige Wa¨rmefluss εP und an den
Ra¨ndern (∂D)3,2 = {R} × [0, H ], (∂D)3,3 = [−R,R] × {H} und (∂D)3,4 = {−R} × [0, H ]
liegen Robin-Bedingungen mit den Wa¨rmeu¨bergangszahlen αi, i = 2, 3, 4 an.
Um die in Kapitel 3.2 beschriebene Vorgehensweise anwenden zu ko¨nnen, ist es zweckma¨ßig
die inhomogene Neumann-Bedingung in (5.43) in eine homogene umzuwandeln. Dazu wird
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die Transformation
u˜(t, x, ω) := 2Hu(t, x, ω)− 1
λ
(H − x2)2 εP (t, x1, ω)
vorgenommen, womit sich folgendes RAWP fu¨r u˜ ergibt
u˜t − λ△u˜ = 2 εP + (H − x2)2(εP x1x1 −
1
λ
εP t), (5.44)
AB: u˜(0, x, ω) = 0, x ∈ D¯
RB:
∂u˜
∂N
(t, x, ω)
∣∣∣
(∂D)2
= 0 (5.45)
(
∂u˜
∂N
(t, x, ω) + αiu˜(t, x, ω)
)∣∣∣∣∣
(∂D)3,i
= 0, i = 2, 3, 4, (5.46)
wobei die Vertra¨glichkeitsbedingungen
εP (0, x1, ω) = 0,
λεP x1(t, R, ω) + α2
εP (t, R, ω) = 0, (5.47)
−λεP x1(t,−R, ω) + α4εP (t,−R, ω) = 0
beru¨cksichtigt werden mu¨ssen. Diese stellen die Kompatibilita¨t zwischen der zufa¨lligen
Neumann-Bedingung εP und der Anfangsbedingung zum Zeitpunkt t = 0 und zwischen
εP und den Robin-Bedingungen in den den Eckpunkten (−R, 0) bzw. (R, 0) sicher. Es gilt
etwa
∂u˜
∂N
(t, R, x2, ω) + α2u˜(t, R, x2, ω) = λ
∂u˜
∂x1
(t, R, x2, ω) + α2u˜(t, R, x2, ω) = 0.
Differentiation nach x2 und Betrachtung der entstehenden Gleichung an x2 = 0 fu¨hrt mit
−λux2(t, x1, 0, ω) = εP (t, x1, ω) auf
λεP x1(t, R, ω) + α2
εP (t, R, ω) = 0.
Auf analoge Weise ergibt sich
−λεP x1(t,−R, ω) + α4εP (t,−R, ω) = 0.
Der Lo¨sungsansatz der Fourier-Methode besitzt wie in Abschnitt 3.2 beschrieben die Form
einer unendlich Reihe
u˜(t, x, ω) =
∞∑
k,l=1
ckl(t, ω)fkl(x). (5.48)
Dabei stellen die Funktionen fkl die Eigenfunktionen des negativen Laplace-Operators
−△ und der gegebenen homogenen Randbedingungen (5.45) und (5.46) dar und ergeben
sich als Lo¨sung des Eigenwertproblems
−△ f = µf
RB :
∂f
∂N
∣∣∣∣∣
(∂D)2
= 0,
(
∂f
∂N
+ αif
) ∣∣∣∣∣
(∂D)3,i
= 0, i = 2, 3, 4.
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Die Berechnung der Eigenfunktionen erfolgt u¨ber den in Abschnitt 4.2 bereits vorgestell-
ten Separationsansatz. Die Doppelindizierung in (5.48) ist wieder dem zweidimensionalen
Rechteckgebiet D geschuldet.
Die zeitabha¨ngigen Koeffizienten ckl, k, l = 1, 2, . . . des Lo¨sungsansatzes (5.48) werden
als Lo¨sungen der Anfangswertprobleme
c′kl(t, ω) + λµklckl(t, ω) = (g(t, ·, ω), fkl) (5.49)
AB : ckl(0, ω) = 0
bestimmt (vgl. (3.17), (3.18)). Dabei bezeichnet die Funktion
g(t, x, ω) := 2 εP (t, x1, ω) + (H − x2)2
(
εP x1x1(t, x1, ω)−
1
λ
εP t(t, x1, ω)
)
die Inhomogenita¨t der Differentialgleichung (5.44). Die Terme (g(t, ·, ω), fkl), k, l = 1, 2, . . .
sind als Skalarprodukte im Raum L2(D)
(g(t, ·, ω), fkl) =
∫
D
g(t, x, ω)fkl(x)dx
definiert. Die Lo¨sungen der zufa¨lligen Anfangswertprobleme (5.49) besitzen dann die Ge-
stalt
ckl(t, ω) =
t∫
0
(g(s, ·, ω), fkl)e−λµkl(t−s)ds, k, l = 1, 2, . . . ,
womit sich die Fourier-Lo¨sung des RAWP (5.44)-(5.46) wie folgt darstellen la¨sst
u˜(t, x, ω) =
∞∑
k,l=1
ckl(t, ω)fkl(x) =
∞∑
k,l=1
t∫
0
(g(s, ·, ω), fkl)e−λµkl(t−s)dsfkl(x).
Fu¨r die Berechnung der Integrale ckl wird der Separationsansatz
fkl(x) = ϕ1k(x1)ϕ2l(x2), x ∈ D ⊂ R2
zur Bestimmung der Eigenfunktionen genutzt, wobei sich die Funktionen ϕ1k, ϕ2l aus
(4.46) bzw. (4.47) ergeben. Damit lassen sich die Ausdru¨cke (g(t, ·, ω), fkl) darstellen als
(g(t, ·, ω), fkl) =
H∫
0
(H − y)2ϕ2l(y)dy
R∫
−R
(
εP zz(t, z, ω)− 1
λ
εP t(t, z, ω)
)
ϕ1k(z)dz
+2
H∫
0
ϕ2l(y)dy
R∫
−R
εP (t, z, ω)ϕ1k(z)dz.
Zum Zwecke einer u¨bersichtlicheren Schreibweise werden die Terme
pl :=
H∫
0
(H − y)2ϕ2l(y)dy und ql :=
H∫
0
ϕ2l(y)dy
gesetzt.
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Lemma 5.2 Es gilt
1. pl :=
H∫
0
(H − z)2ϕ2l(z)dz =
{
1
3
√
H
5
falls µ2l = 0 Eigenwert
2Hh2
µ2l
(
1− sin(
√
µ2lH)√
µ2lH
)
sonst,
2. ql :=
H∫
0
ϕ2l(z)dz =
{√
H falls µ2l = 0 Eigenwert
h2
sin(
√
µ2lH)√
µ2l
sonst und
3.
R∫
−R
εP zz(t, z, ω)ϕ1k(z)dz = −µ1k
R∫
−R
εP (t, z, ω)ϕ1k(z)dz.
Beweis. Es sei zuerst angenommen, dass µ2l = 0 ein Eigenwert ist. Dann folgt aus dem
Gleichungssystem (4.55) die Beziehung
α3h2 = 0.
Der Fall α3 6= 0 fu¨hrt auf h2 = 0 und folglich kann µ2l = 0 kein Eigenwert sein. Im
adiabatische Fall α3 = 0 ergibt sich die konstante Eigenfunktion
ϕ2l(z) =
√
1
H
und die Integrale pl und ql haben die Gestalt
pl =
√
1
H
H∫
0
(H − z)2dz = 1
3
√
H
5
, ql =
√
H.
Sei nun µ2l 6= 0 vorausgesetzt. Dann folgt aus dem Gleichungssystem (4.55) die Beziehung
h1 = 0, welche auf die Eigenfunktion
ϕ2l(z) = h2 cos(
√
µ2lz)
fu¨hrt. Das Integral pl berechnet sich in diesem Fall als
pl = h2
H∫
0
(H − z)2 cos(√µ2lz)z = 2Hh2
µ2l
(
1− sin(
√
µ2lH)√
µ2lH
)
,
und der Ausdruck ql ist offensichtlich, woraus die Behauptungen aus 1. und 2. folgen.
Die zweimalige Anwendung der partiellen Integration liefert
R∫
−R
εP zz(t, z, ω)ϕ1k(z)dz =
[
εP z(t, z, ω)ϕ1k(z)− εP (t, z, ω)ϕ′1k(z)
]R
−R
+
R∫
−R
εP (t, z, ω)ϕ
′′
1k(z)dz.
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Die Funktionen ϕ1k erfu¨llen die Randbedingungen
ϕ
′
1k(R) = −
α2
λ
ϕ1k(R) und ϕ
′
1k(−R) =
α4
λ
ϕ1k(−R),
woraus[
εP z(t, z, ω)ϕ1k(z)− εP (t, z, ω)ϕ′1k(z)
]R
−R
=
[
εP z(t, R, ω)ϕ1k(R)− εP (t, R, ω)ϕ′1k(R)
]
−
[
εP z(t,−R, ω)ϕ1k(−R)− εP (t,−R, ω)ϕ′1k(−R)
]
=
(
εP z(t, R, ω) +
α2
λ
εP (t, R, ω)
)
ϕ1k(R)−
(
εP z(t,−R, ω)− α4
λ
εP (t,−R, ω)
)
ϕ1k(−R)
folgt. Aufgrund der Vertra¨glichkeitsbedingungen (5.47) ergibt sich[
εP z(t, z, ω)ϕ1k(z)− εP (t, z, ω)ϕ′1k(z)
]R
−R
= 0.
Damit gilt
R∫
−R
εP zz(t, z, ω)ϕ1k(z)dz =
R∫
−R
εP (t, z, ω)ϕ
′′
1k(z)dz
und mit der Differentialgleichung in (4.46) fu¨r ϕ1k folgt die Behauptung in 3.
Mit Hilfe dieses Lemmas lassen sich die Koeffizienten (g(t, ·, ω), fkl), k, l = 1, 2, . . . dar-
stellen als
(g(t, ·, ω), fkl) = (2ql − µ1kpl)
R∫
−R
εP (t, z, ω)ϕ1k(z)dz − 1
λ
pl
R∫
−R
εP t(t, z, ω)ϕ1k(z)dz (5.50)
und im folgenden Lemma sind die Lo¨sungen des Anfangswertproblems (5.49) angegeben.
Lemma 5.3 Die Lo¨sung ckl(t, ω), k, l = 1, 2, . . . des zufa¨lligen Anfangswertproblems
(5.49) besitzt die Gestalt
ckl(t, ω) =
t∫
0
(g(s, ·, ω), fkl)e−λµkl(t−s)ds
= (2ql + µ2lpl)
t∫
0
R∫
−R
εP (s, z, ω)ϕ1k(z)e
−λµkl(t−s)dzds− 1
λ
pl
R∫
−R
εP (t, z, ω)ϕ1k(z)dz.
Beweis. Zuna¨chst ist
ckl(t, ω) =
t∫
0
(g(s, ·, ω), fkl)e−λµkl(t−s)ds
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die Lo¨sung des Anfangswertproblems (5.49). Mit Hilfe der Darstellung (5.50) ergibt sich
ckl(t, ω) = (2ql − µ1kpl)
t∫
0
R∫
−R
εP (s, z, ω)ϕ1k(z)e
−λµkl(t−s)dzds
−1
λ
pl
∫ R
−R
ϕ1k(z)
t∫
0
εP s(s, z, ω)e
−λµkl(t−s)dsdz.
Das Integral
t∫
0
εP s(s, z, ω)e
−λµkl(t−s)ds la¨sst sich mittels partieller Integration und unter
Beachtung der Vertra¨glichkeitsbedingung εP (0, z, ω) = 0 (vgl. (5.47)) wie folgt berechnen
t∫
0
εP s(s, z, ω)e
−λµkl(t−s)ds = εP (s, z, ω)e−λµkl(t−s)
∣∣∣t
s=0
− λµkl
t∫
0
εP (s, z, ω)e−λµkl(t−s)ds
= εP (t, z, ω)− λµkl
t∫
0
εP (s, z, ω)e−λµkl(t−s)ds.
Damit ergibt sich mit Hilfe der Beziehung µkl = µ1k + µ2l die Behauptung.
Die Beweise der Lemma 5.2 Eigenschaft 3 und 5.3 nutzen das Erfu¨lltsein der Vertra¨glich-
keitsbedingungen (5.47). Um dies zu gewa¨hrleisten und die zu Beginn von Kapitel 5
getroffenen Annahmen an εP zu erfu¨llen, wird die zufa¨llige Randbedingung εP in der Um-
gebung von t = 0 und in den Umgebungen der Eckpunkte (−R, 0) und (R, 0) abgea¨ndert.
Dazu wird εP wie folgt dargestellt
εP (t, x1, ω) = ψ(t, x1)
εP 1(t, x1, ω).
Die Funktion ψ(t, x1) besitzt dabei die Eigenschaften
0 ≤ ψ(t, x1) ≤ 1 fu¨r 0 ≤ t ≤ δt und |x1| ≥ R − δx1 ,
ψ(0,−R) = ψ(0, R) = 0, ψ(t, x1) = 1 fu¨r t ≥ δt, |x1| ≤ R− δx1
mit δt, δx1 > 0 und
εP 1 bezeichnet eine gegebene ε-korrelierte, schwach homogene zufa¨lli-
ge Funktion, so wie die Voraussetzungen in diesem Kapitel an εP gestellt wurden. Da-
mit sind allerdings die geforderten stochastischen Eigenschaften wie Homogenita¨t oder
ε-Korreliertheit des zufa¨lligen Feldes εP in den jeweiligen δ-Umgebungen nicht gewa¨hr-
leistet. Numerische Untersuchungen zeigen jedoch, dass dies fu¨r |x1| ≤ R und t ≥ 0 einen
vernachla¨ssigbaren Einfluss auf die Lo¨sung sowie deren Korrelationsfunktion besitzt.
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Die Lo¨sung u˜(t, x, ω) des transformierten RAWP (5.44)-(5.46) ist dann in der Form
u˜(t, x, ω) =
∞∑
k,l=1
ckl(t, ω)fkl(x)
=
∞∑
k,l=1
[
(2ql + µ2lpl)
t∫
0
R∫
−R
εP (s, z, ω)ϕ1k(z)e
−λµkl(t−s)dzds
− 1
λ
pl
R∫
−R
εP (t, z, ω)ϕ1k(z)dz
]
fkl(x1, x2)
bestimmt. Durch die Ru¨cktransformation
u(t, x, ω) =
1
2H
u˜(t, x, ω) +
(H − x2)2
2λH
εP (t, x1, ω)
ergibt sich daraus die Lo¨sung u des urspru¨nglichen RAWP (5.43). Die Reihenentwicklung
des Terms (H − x2)2 εP (t, x1, ω) liefert
(H − x2)2 εP (t, x1, ω) =
∞∑
k,l=1
((H − ·)2 εP (t, ·, ω), fkl)fkl(x1, x2)
=
∞∑
k,l=1
H∫
0
(H − y)2ϕ2l(y)dy
R∫
−R
εP (t, z, ω)ϕ1k(z)dzfkl(x1, x2)
=
∞∑
k,l=1
pl
R∫
−R
εP (t, z, ω)ϕ1k(z)dzfkl(x1, x2),
womit sich u als
u(t, x, ω) =
1
2H
∞∑
k,l=1
(2ql + µ2lpl)
t∫
0
R∫
−R
εP (s, z, ω)ϕ1k(z)e
−λµkl(t−s)dzdsfkl(x1, x2) (5.51)
darstellen la¨sst. Diese Reihe konvergiert f.s. im Raum L2(D). Zum Nachweis wird die
Norm ||u(t, ·, ω)||2 = ∫
D
u(t, x, ω)2dx betrachtet. Da {fkl}∞k,l=1 ein Orthonormalsystem im
Raum L2(D) darstellt, gilt
||u(t, ·, ω)||2 = 1
4H2
∞∑
k,l=1

(2ql + µ2lpl)
t∫
0
R∫
−R
εP (s, z, ω)ϕ1k(z)e
−λµkl(t−s)dzds


2
.
Aus den Bestimmungsgleichungen der Terme pl und ql in Lemma 5.2 folgt die Beschra¨nkt-
heit des Terms |2ql + µ2lpl|. Mit Hilfe der Beziehungen |2ql + µ2lpl| ≤ sp,q, sp,q <∞ und
92 KAPITEL 5. RANDANFANGSWERTPROBLEM MIT ZUFA¨LLIGER RANDBEDINGUNG
µkl = µ1k + µ2l ergibt sich
||u(t, ·, ω)||2 ≤ s
2
p,q
4H2
∞∑
k,l=1

 t∫
0
R∫
−R
εP (s, z, ω)ϕ1k(z)e
−λµkl(t−s)dzds


2
≤ s
2
p,q
4H2
∞∑
k,l=1

 R∫
−R
t∫
0
εP (s, z, ω)e−λµ2l(t−s)dsϕ1k(z)dz


2
.
Da die Folge {ϕ1k}∞k=1 ein Orthonormalsystem im Raum L2([−R,R]) darstellt, ist die
Besselsche Ungleichung anwendbar und es gilt
∞∑
k=1

 R∫
−R
t∫
0
εP (s, z, ω)e−λµ2l(t−s)dsϕ1k(z)dz


2
≤
R∫
−R
t∫
0
(εP (s, z, ω)e−λµ2l(t−s))2dsdz
< ∞ ∀ l, f.s. .
Damit folgt
||u(t, ·, ω)||2 ≤ s
2
p,q
4H2
∞∑
l=1
R∫
−R
t∫
0
(εP (s, z, ω)e−λµ2l(t−s))2dsdz,
woraus sich mit Hilfe der Ordnungsbeziehung (4.50) µ2l = O(l
2) fu¨r l →∞
||u(t, ·, ω)||2 <∞
ableiten la¨sst.
Mit Hilfe a¨hnlicher U¨berlegungen wie in Kapitel 4.2 ergibt sich die L2-Konvergenz der
Reihe fu¨r den Erwartungswert der Fourier-Lo¨sung (5.51)
E{u(t, x)} = 1
2H
∞∑
k,l=1
(2ql + µ2lpl)
t∫
0
R∫
−R
E{εP (s, z)}ϕ1k(z)e−λµkl(t−s)dzdsfkl(x),
wobei aufgrund der Zentriertheit von εP gilt
E{u(t, x)} = 0
und der Reihe fu¨r die Korrelationsfunktion
E{u(t1, x)u(t2, y)} = 1
4H2
∞∑
k1,l1=1
∞∑
k2,l2=1
(2ql1 + µ2l1pl1)(2ql2 + µ2l2pl2)fk1l1(x)fk2l2(y) (5.52)
t1∫
0
R∫
−R
t2∫
0
R∫
−R
E{εP (s, z)εP (s, z)}ϕ1k1(z)ϕ1k2(z)e−λ(µk1l1 (t1−s)+µk2l2 (t2−s))dzdsdzds.
Dabei kann die Berechnungen des Vierfachintegrals u¨ber die in den Abschnitten 5.1.1,
und 5.1.3 vorgestellte Methoden erfolgen. Dabei ist allerdings zu beachten, dass die Funk-
tionen fkl im Gegensatz zu den Ansatzfunktionen pi der Finite Elemente Methode im
Allgemeinen auf dem gesamten Gebiet D von Null verschieden sein ko¨nnen.
Kapitel 6
Simulation
Eine weitere Mo¨glichkeit RAWP mit zufa¨lligen Parametern zu lo¨sen, bietet die Monte-
Carlo-Simulation. Diese Lo¨sungstechnik ist eine statistische Simulationsmethode, welche
auf Folgen von Zufallsgro¨ßen basiert. Das Ziel der Monte-Carlo-Methode ist die Simula-
tion eines physikalischen oder mathematischen Systems durch die Erhebung einer Stich-
probe fu¨r die zufa¨lligen Einflussgro¨ßen und den sich noch anschließenden Berechnungen
zur Beschreibung der Systementwicklung. Wie der Name erahnen la¨sst, besitzt die Idee
zu dieser Methode ihren Ursprung in der Beschreibung des Glu¨cksspiels, heute werden
Monte-Carlo-Methoden allerdings in den vielfa¨ltigsten Gebieten erfolgreich angewandt.
Der Vorteil der Monte-Carlo-Simulation besteht darin, dass selbst solche stochastische
Probleme gelo¨st werden ko¨nnen, fu¨r die keine anderen Lo¨sungen existieren oder diese zu
komplex erscheinen.
Die Ausgangspunkte der Simulation fu¨r die in den Kapiteln 4 bzw. 5 betrachteten RAWP
mit zufa¨lliger Anfangs- bzw. Randbedingung sind nicht die klassischen Formulierungen
(4.1)-(4.4) bzw. (5.1)-(5.4), sondern die mit Hilfe der FE-Diskretisierung erhaltenen Sys-
teme gewo¨hnlicher Differentialgleichungen (4.7) bzw. (5.7). Der Zufall steckt dabei im
Vektor dh in Form der zufa¨lligen Anfangsbedingung
εu0
dh(ω) = [(
εu0, pi)]
T
i∈χh
bzw. im Lastvektor f
h
in Form der zufa¨lligen Randbedingung εP
f
h
(t, ω) =

 ∫
(∂D)2
εP (t, x, ω)pi(x)ds


T
i∈χh
.
Das Ziel besteht nun darin, Simulationsmodelle fu¨r die zufa¨lligen Einflussgro¨ßen εu0 und
εP zu finden, so dass die Bedingungen aus Annahme 1.3 so gut wie mo¨glich erfu¨llt sind. In
dieser Arbeit werden zeitdiskrete Moving-Average-Felder zur Modellierung der zufa¨lligen
ε-korrelierten Funktionen εu0 und
εP genutzt. Dieser Zugang erweist sich als geeignet, da
die Gestalt der Korrelationsfunktion von Moving-Average-Feldern gut mit der definieren-
den Eigenschaft ε-korrelierter Funktionen u¨bereinstimmt. Mittels zweckma¨ßiger Interpo-
lation ko¨nnen so zufa¨llige Funktionen erzeugt werden, deren Korrelationsfunktionen an
die eines vorgegebenen homogenen und ε-korrelierten Feldes angepasst werden.
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Anhand dieser Modelle ko¨nnen Realisierungen der zufa¨lligen Anfangs- bzw. Randbedin-
gung gewonnen werden und damit die Anfangswertaufgaben (4.7) bzw. (5.7) als determi-
nistische Probleme mit Hilfe numerischer Methoden gelo¨st werden. Aus diesen Lo¨sungen
uih(t) ko¨nnen u¨ber den Lo¨sungsansatz
uih(t, x) =
∑
j∈χh
uih,j(t)pj(x)
mo¨gliche Temperaturverteilungen u¨ber dem Gebiet D zu bestimmten Zeitpunkten t be-
stimmt werden. Nach dem Gesetz der großen Zahlen stellt die Beziehung
EN (t, x) =
1
N
N∑
i=1
uih(t, x)
fu¨r hinreichend viele Simulationswiederholungen N die Approximation des Erwartungs-
wertes E{uh(t, x)} dar. Fu¨r die Approximation der Korrelationsfunktion kann folgende
Scha¨tzfunktion verwendet werden (vgl. [19])
RN(t1, t2, x, y) =
1
N − 1
(
N∑
i=1
uih(t1, x)u
i
h(t2, y)−
1
N
N∑
i=1
uih(t1, x)
N∑
i=1
uih(t2, y)
)
und insbesondere gilt dann fu¨r die Varianzfunktion
V N(t, x) = RN(t, t, x, x) =
1
N − 1
N∑
i=1
(
uih(t, x)−
1
N
N∑
i=1
uih(t, x)
)2
. (6.1)
In den folgenden Abschnitten wird ein auf Moving-Average-Feldern basierendes Simula-
tionsverfahren fu¨r die Generierung homogener ε-korrelierter Zufallsfelder vorgestellt.
6.1 Definition und Eigenschaften von Moving-Aver-
age-Felder
Definition 6.1 Ein zufa¨lliges diskretes Feld (ηs,t)s,t∈Z, welches sich in der Form
ηs,t =
p∑
i=0
q∑
j=0
aibjξs−i,t−j, s, t ∈ Z, p, q ∈ N0 (6.2)
darstellen la¨sst, heißt Moving-Average-Feld der Ordnung p und q (MA[p, q]-Feld). Dabei
bezeichnet (ξs,t)s,t∈Z ein White-Noise-Feld, d.h. eine Folge unabha¨ngiger und identisch
verteilter Zufallsgro¨ßen mit den Parametern E{ξs,t} = 0 und Var{ξs,t} = σ2ξ . Weiter
stellen (a0, a1, . . . , ap) und (b0, b1, . . . , bq) reellwertige Koeffizientenfolgen dar.
Das Feld (ηs,t)s,t∈Z kann auch als als sogenanntes ”
zweiseitiges“ Moving-Average-Feld
ηs,t =
p∑
i=−p
q∑
j=−q
aibjξs−i,t−j, s, t ∈ Z, p, q ∈ N0
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mit den Koeffizienten (a−p, a−p+1, . . . , ap) und (b−q, b−q+1, . . . , bq) definiert werden, welches
aber mit Hilfe der Transformation ξ˜s,t = ξs+p,t+q in ein ”
einseitiges“ Feld der Ordnung 2p
und 2q gema¨ß obiger Definition transformiert werden kann. Es gilt
ηs,t =
p∑
i=−p
q∑
j=−q
aibjξs−i,t−j =
2p∑
i′=0
2q∑
j′=0
ai′−pbj′−q ξ˜s−i′,t−j′ =
2p∑
i′=0
2q∑
j′=0
a˜i′ b˜j′ ξ˜s−i′,t−j′
mit a˜i′ = ai′−p, b˜j′ = aj′−q. Es ist auch mo¨glich MA-Felder mit p = ∞ oder q = ∞ zu
betrachten, diese Arbeit beschra¨nkt sich allerdings auf MA-Felder endlicher Ordnung.
O.B.d.A. wird a0 = 1 und b0 = 1 gesetzt. Dieser Fall kann durch die Transformationen
ai =
ai
a0
, i = 0, . . . , p, bi =
bi
b0
, i = 0, . . . , q, und ξ˜s,t = a0b0ξs,t
erreicht werden. Fu¨r den Spezialfall p = 0 und q = 0 stimmt damit das MA[p, q]-Feld mit
dem White-Noise-Feld u¨berein.
Satz 6.2 Sei (ηs,t)s,t∈Z ein durch Definition 6.1 gegebenes Moving-Average-Feld. Dann
gilt
1. das Feld ist streng homogen,
2. E{ηs,t} = 0, s, t ∈ Z,
3. die Korrelationsfunktion hat die Gestalt
E{ηs,tηs+τ1,t+τ2} = γη(τ1, τ2) =
{
σ2ξγ1(τ1)γ2(τ2), |τ1| ≤ p ∧ |τ2| ≤ q
0, sonst
(6.3)
mit γ1(τ) =
p−|τ |∑
i=0
aiai+|τ | und γ2(τ) =
q−|τ |∑
i=0
bibi+|τ |,
4. das Feld ist orthotrop.
Beweis.
zu 1.) Um die strenge Homogenita¨t zu zeigen, muss die Beziehung (1.6) in der Form
P(ηi1,j1 ∈ Bi1,j1, ηi1,j2 ∈ Bi1,j2, . . . , ηim,jn ∈ Bim,jn)
= P(ηi1+τ1,j1+τ2 ∈ Bi1,j1, ηi1+τ1,j2+τ2 ∈ Bi1,j2, . . . , ηim+τ1,jn+τ2 ∈ Bim,jn)
fu¨r ∀m,n, ∀ Indizes i1, . . . , im, j1, . . . , jn ∈ N, ∀ τ1, τ2 ∈ Z, ∀Bi1,j1, . . . , Bim,jn ∈ B(R)
bewiesen werden. Es gilt
P(ηi1,j1 ∈ Bi1,j1, ηi1,j2 ∈ Bi1,j2, . . . , ηim,jn ∈ Bim,jn)
= P
(
p∑
k=0
q∑
l=0
akblξi1−k,j1−l ∈ Bi1,j1,
p∑
k=0
q∑
l=0
akblξi1−k,j2−l ∈ Bi1,j2, . . . ,
p∑
k=0
q∑
l=0
akblξim−k,jn−l ∈ Bim,jn
)
.
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Aufgrund der strengen Stationarita¨t des White-Noise-Feldes (ξs,t)s,t∈Z gilt fu¨r belie-
bige τ1, τ2 ∈ Z
P(ηi1,j1 ∈ Bi1,j1, ηi1,j2 ∈ Bi1,j2, . . . , ηim,jn ∈ Bim,jn)
= P
(
p∑
k=0
q∑
l=0
akblξi1+τ1−k,j1+τ2−l ∈ Bi1,j1,
p∑
k=0
q∑
l=0
akblξi1+τ1−k,j2+τ2−l ∈ Bi1,j2, . . . ,
p∑
k=0
q∑
l=0
akblξim+τ1−k,jn+τ2−l ∈ Bim,jn
)
= P(ηi1+τ1,j1+τ2 ∈ Bi1,j1, ηi1+τ1,j2+τ2 ∈ Bi1,j2, . . . , ηim+τ1,jn+τ2 ∈ Bim,jn).
zu 2.) E{ηs,t} =
p∑
i=0
q∑
j=0
aibjE{ξs−i,t−j} = 0.
zu 3.) Fu¨r die Korrelationsfunktion gilt
γη(τ1, τ2) =
p∑
i,i′=0
q∑
j,j′=0
aiai′bjbj′E{ξs−i,t−jξs+τ1−i′,t+τ2−j′}
= σ2ξ
(
p∑
i,i′=0
aiai′δ0,τ1+i−i′
q∑
j,j′=0
bjbj′δ0,τ2+j−j′
)
= σ2ξ

p−|τ1|∑
i=0
aiai+|τ1|
q−|τ2|∑
j=0
bjbj+|τ2|

 = σ2ξγ1(τ1)γ2(τ2),
wobei δ das Kronecker-Symbol bezeichnet.
zu 4.) Aus der Darstellung (6.3) der Korrelationsfunktion folgt γη(τ1, τ2) = σ
2
ξγ1(τ1)γ2(τ2),
womit sich aus der Symmetrieeigenschaft der Korrelationsfunktionen γ1 und γ2 die
Behauptung
γη(τ1, τ2) = σ
2
ξγ1(|τ1|)γ2(|τ2|) = γη(|τ1|, |τ2|) (6.4)
ergibt. Nach Bemerkung 1.6 folgt aus Beziehung (6.4) die Orthotropie des MA[p, q]-
Feldes.
Nach Gleichung (6.3) verschwindet die Korrelationsfunktion eines MA[p, q]-Feldes, wenn
die absoluten Differenzen τ1 oder τ2 der Indizes gro¨ßer als die Ordnungen p oder q des
Feldes sind. Diese Eigenschaft korrespondiert mit der bestimmenden Eigenschaft der ε-
korrelierten Funktionen. Auch hier verschwindet die Korrelationsfunktion, wenn der Ab-
stand der Argumente außerhalb einer ε-Umgebung der Null liegt. Somit ko¨nnen zeitdis-
krete MA[p, q]-Felder als Grundlage fu¨r die Approximation kontinuierlicher ε-korrelierter
Felder genutzt werden.
Das Ziel der folgenden U¨berlegungen ist die Approximation eines MA[p, q]-Feldes, dessen
Korrelationsfunktion mit einer vorgegebenen u¨bereinstimmt. Dazu mu¨ssen die Koeffizi-
enten (a0, a1, . . . , ap), (b0, b1, . . . , bq) mit a0 = b0 = 1 und die Varianz des White-Noise-
Feldes σ2ξ geeignet gewa¨hlt werden. Aufgrund der Struktur der Korrelationsfunktion (6.3)
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als Produkt zweier eindimensionaler Korrelationsfunktionen
γ1(τ1) = σ
2
1,ξˆ
p−|τ1|∑
i=0
aiai+|τ1| mit 0 ≤ |τ1| ≤ p und (6.5)
γ2(τ2) = σ
2
2,ξˆ
q−|τ2|∑
i=0
bibi+|τ2| mit 0 ≤ |τ2| ≤ q (6.6)
mit σ2ξ = σ
2
1,ξˆ
σ2
2,ξˆ
bietet sich der U¨bergang zu eindimensionalen Moving-Average-Prozessen
an.
Definition 6.3 Ein zufa¨lliger Prozess (ηˆt)t∈Z, welcher sich in der Form
ηˆt =
q∑
i=0
aiξˆt−i t ∈ Z, q ∈ N0 (6.7)
darstellen la¨sst, heißt Moving-Average-Prozess der Ordnung q (MA[q]-Prozess). Dabei
bezeichnet (ξˆt)t∈Z einen White-Noise-Prozess mit den Parametern E{ξˆt} = 0, Var{ξˆt} =
σ2
ξˆ
und (a0, . . . , aq) eine reellwertige Koeffizientenfolge.
Bemerkung 6.4 Fu¨r die Korrelationsfunktion eines MA[q]-Prozesses gilt
γηˆ(τ) =

 σ
2
ξˆ
q−|τ |∑
i=0
aiai+|τ |, 0 ≤ |τ | ≤ q
0 sonst
(6.8)
und insbesondere σ2ηˆ = γηˆ(0) = σ
2
ξˆ
q∑
i=0
a2i
(vgl. z.B. [4],[19]).
Existiert also fu¨r eine gegebene homogene Korrelationsfunktion γ eine Zerlegung der Art
γ(τ1, τ2) = σ
2
ξγ1(τ1)γ2(τ2) mit σ
2
ξ = σ
2
1,ξˆ
σ2
2,ξˆ
,
so la¨sst sich das Problem der Approximation der gegebenen Korrelationsfunktion auf den
eindimensionalen Fall zuru¨ckfu¨hren, womit die beiden nichtlinearen Gleichungssysteme
(6.5) und (6.6) zu lo¨sen sind. Zu diesem Zweck werden fu¨r die eindimensionalen MA-
Prozesse das charakteristische Polynom und die kovarianzerzeugende Funktion eingefu¨hrt.
Definition 6.5 Das charakteristische Polynom eines MA[q]-Prozesses mit der Koeffizi-
entenfolge (a0, . . . , aq) besitzt die Gestalt
a(z) =
q∑
i=0
aiz
i, z ∈ C.
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Definition 6.6 Die kovarianzerzeugende Funktion eines MA[q]-Prozesses mit der Kor-
relationsfunktion (γηˆ(τ))|τ |≤q besitzt die Gestalt
Γηˆ(z) =
q∑
τ=−q
γηˆ(τ)z
τ , z ∈ C \ {0}.
Aufgrund der Korrelationsfunktion (6.8) eines MA[q]-Prozesses ergibt sich die dazugeho¨ri-
ge kovarianzerzeugende Funktion als
Γηˆ(z) =
q∑
τ=−q
γηˆ(τ)z
τ = σ2
ξˆ
q∑
τ=−q
q−|τ |∑
i=0
aiai+|τ |z
τ = σ2
ξˆ
(
q∑
k=0
akz
k
)(
q∑
k=0
akz
−k
)
= σ2
ξˆ
a(z)a
(
z−1
)
.
(6.9)
Als na¨chste Kenngro¨ße eines MA[q]-Prozesses wird dessen Spektraldichte, welche sich als
Fouriertransformierte der Korrelationsfunktion (6.8), d.h. fηˆ(λ) =
q∑
τ=−q
γηˆ(τ)e
i2piλτ ergibt,
betrachtet.
Satz 6.7 Ein MA[q]-Prozess (ηˆt)t∈Z besitzt die Spektraldichte
fηˆ(λ) = σ
2
ξˆ
∣∣∣∣∣
q∑
k=0
ake
i2pikλ
∣∣∣∣∣
2
. (6.10)
Beweis. Nach Gleichung (6.9) gilt
fηˆ(λ) =
q∑
τ=−q
γηˆ(τ)e
i2piλτ = Γηˆ
(
ei2piλ
)
= σ2
ξˆ
a
(
ei2piλ
)
a
(
e−i2piλ
)
= σ2
ξˆ
∣∣a (ei2piλ)∣∣2 = σ2
ξˆ
∣∣∣∣∣
q∑
k=0
ake
i2pikλ
∣∣∣∣∣
2
,
da fu¨r z ∈ C gilt a(z) = a(z) und zz = |z|2.
Der folgende Satz zeigt, dass zu jeder gegebenen homogenen Korrelationsfunktion (γ(τ))τ∈Z
mit endlichem Tra¨ger und γ(0) > 0 ein MA[q]-Prozess gefunden werden kann, dessen Kor-
relationsfunktion mit γ u¨bereinstimmt.
Satz 6.8 Gegeben sei eine homogene Korrelationsfunktion (γ(τ))τ∈Z mit endlichem Tra¨ger
und einer streng positiven Varianz γ(0). Dann existiert ein q ∈ N0 und ein MA[q]-Prozess
ηˆt =
q∑
i=0
aiξt−i mit der Eigenschaft γ(τ) = γηˆ(τ), τ ∈ Z.
Beweis. Sei q = max supp γ, wobei supp die Tra¨germenge einer Funktion bezeichnet.
Aufgrund der Symmetrie der Korrelationsfunktion γ gilt −q = min supp γ, womit fu¨r die
kovarianzerzeugende Funktion folgt
Γ(z) =
∑
τ∈Z
γ(τ)zτ =
q∑
τ=−q
γ(τ)zτ , z ∈ C \ {0}, (6.11)
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und damit
Γ(z) = z−q
2q∑
k=0
γ(k − q)zk.
Da γ(q) 6= 0 wegen q = max supp γ kann die Funktion Γ mit Hilfe der Nullstellen
z1, . . . , z2q des Polynoms Γ˜(z) =
2q∑
k=0
γ(k − q)zk geschrieben werden als
Γ(z) = z−qγ(q)
2q∏
j=1
(z − zj). (6.12)
Ein Vergleich der Koeffizienten des Terms z−q in (6.11) und (6.12) fu¨hrt auf
γ(−q) = γ(q)
2q∏
j=1
zj.
Aus γ(−q) = γ(q) 6= 0 folgt damit
2q∏
j=1
zj = 1, woraus sich zj 6= 0 fu¨r alle j = 1, . . . , 2q
ergibt. Die Symmetrie von γ impliziert Γ(z) = Γ(z−1) fu¨r z 6= 0. D.h. wenn zj , j =
1, . . . , 2q eine Nullstelle von Γ(z) ist , dann ist auch z−1j eine Nullstelle. Somit ko¨nnen die
Nullstellen in der Art z1, . . . , zq, z
−1
1 , . . . , z
−1
q angeordnet werden. Damit gilt
Γ(z) = z−qγ(q)
q∏
j=1
(z − zj)
q∏
j=1
(z − z−1j ).
Die Beziehung z − z−1j = −zz−1j (z−1 − zj), z 6= 0, fu¨hrt auf
Γ(z) = z−qγ(q)(−1)qzq
(
q∏
j=1
z−1j
)(
q∏
j=1
(z − zj)
)(
q∏
j=1
(z−1 − zj)
)
, z 6= 0.
Mit Hilfe der Definitionen
c = (−1)qγ(q)
q∏
j=1
z−1j und a˜(z) =
q∏
j=1
(z − zj) (6.13)
kann die kovarianzerzeugende Funktion Γ(z) geschrieben werden als
Γ(z) = c a˜(z)a˜(z−1), z 6= 0.
Nun wird die Funktion
a(z) =
(−1)q
q∏
j=1
zj
a˜(z) (6.14)
gesetzt, woraus sich ein Polynom a(z) =
q∑
i=0
aiz
i mit a0 =
(−1)q
qQ
j=1
zj
q∏
j=1
(−zj) = 1 ergibt und Γ
die Darstellung
Γ(z) = c
(
q∏
j=1
zj
)2
a(z)a(z−1) = (−1)qγ(q)
(
q∏
j=1
zj
)
a(z)a(z−1), z 6= 0.
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besitzt. Mit
σ2
ξˆ
= (−1)qγ(q)
q∏
j=1
zj (6.15)
folgt
Γ(z) = σ2
ξˆ
a(z)a(z−1).
Der Term (−1)qγ(q)
q∏
j=1
zj, welcher die Varianz σ
2
ξˆ
des White-Noise-Prozesses darstellt, ist
positiv, was durch einen Vergleich der Koeffizienten von z0 in folgender Gleichung
Γ(z) =
q∑
τ=−q
γ(τ)zτ = σ2
ξˆ
q∑
k=0
akz
k
q∑
k=0
akz
−k (6.16)
belegt werden kann. Damit gilt γ(0) = σ2
ξˆ
q∑
k=0
a2k. Aufgrund der Voraussetzung des Satzes
ist γ(0) > 0. Damit ergibt sich σ2
ξˆ
> 0. Aus Gleichung (6.9) kann nun abgeleitet werden,
dass der MA[q]-Prozess ηˆt =
q∑
i=0
aiξˆt−i die vorgegebene Korrelationsfunktion besitzt.
Da die Anordnung der Nullstellen (zi)i=1,...,2q zur Definition des charakteristischen Poly-
noms (vgl. Beziehung (6.14)) beliebig ist, ko¨nnen die Parameter (σ2
ξˆ
, a0, . . . , aq) nur dann
eindeutig aus einer gegebenen Korrelationsfunktion bestimmt werden, wenn die Menge
der zula¨ssigen Parameterwerte (σ2
ξˆ
, a0, a1, . . . , aq) eingeschra¨nkt wird. Box und Jenkins
fu¨hrten dazu in [4] das Kriterium der Invertierbarkeit ein. Dieses besagt, dass ein White-
Noise-Prozess (ξt)t∈Z aus einem MA[q]-Prozess (ηˆt)t∈Z rekonstruiert werden kann.
Definition 6.9 Ein MA[q]-Prozess heißt invertierbar, falls die Nullstellen des charakte-
ristischen Polynoms a(z) =
q∑
i=0
aiz
i außerhalb des Einheitskreises liegen.
Es zeigt sich, dass fu¨r einen invertierbaren MA[q]-Prozess eine eindeutige Abbildung
zwischen der gegebenen Korrelationsfunktion γ und den zu bestimmenden Parametern
(σ2
ξˆ
, a0, . . . , aq) existiert.
Satz 6.10 Gegeben sei eine Korrelationsfunktion (γ(τ))τ∈Z mit endlichem Tra¨ger, so dass
fu¨r die kovarianzerzeugende Funktion gilt Γ(z) 6= 0, ∀ z ∈ C mit |z| = 1. Dann existiert
ein q ∈ N0 und ein eindeutiger, invertierbarer MA[q]-Prozess ηˆt =
q∑
i=0
aiξt−i mit der
Eigenschaft γ(τ) = γηˆ(τ), τ ∈ Z.
Beweis. Aufgrund der Voraussetzung Γ(z) 6= 0 fu¨r alle z ∈ C mit |z| = 1 kann γ(0) > 0
angenommen werden. In Satz 6.8 wurde die Existenz eines MA[q]-Prozesses unter Ver-
wendung der Nullstellen (z1, . . . , zq, z
−1
1 , . . . , z
−1
q ) des Polynoms Γ˜(z) gezeigt. Da Γ(z) 6= 0
fu¨r alle z ∈ C mit |z| = 1 gilt, ko¨nnen diese Nullstellen wie folgt angeordnet werden
(z1, . . . , zq, z
−1
1 , . . . , z
−1
q ) mit |zi| > 1, i = 1, . . . , q.
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Mit Hilfe der q Nullstellen, fu¨r die gilt |zi| > 1, wird das charakteristische Polynom
a(z) = aq
q∏
i=1
(z − zi) gebildet. Dieses ist eindeutig bestimmt und die Nullstellen von a(z)
liegen außerhalb des Einheitskreises, d.h. der zugeho¨rige MA[q]-Prozess ηˆ =
q∑
i=0
aiξˆt−i ist
invertierbar und eindeutig bestimmt.
Im na¨chsten Abschnitt werden mehrere Mo¨glichkeiten zur Bestimmung der Koeffizien-
ten eines invertierbaren MA[q]-Prozesses aus einer gegebenen Korrelationsfunktion vor-
gestellt.
6.2 Bestimmung der Koeffizienten
Eine Mo¨glichkeit die Koeffizienten eines invertierbaren Moving-Average-Prozesses zu be-
stimmen, bietet die Faktorisierung der kovarianzerzeugenden Funktion. Des Weiteren wird
in diesem Abschnitt der iterative Algorithmus von Wilson betrachtet. Auch die Zerlegung
der Spektraldichte kann zur Koeffizientenbestimmung genutzt werden, wobei zu beachten
ist, dass auf diese Weise nur die Koeffizienten eines unendlichen Moving-Average-Prozesses
erhalten werden. An dieser Stelle sei noch der in [11] beschriebene Algorithmus von Ehlgen
erwa¨hnt.
6.2.1 Faktorisierung der kovarianzerzeugenden Funktion
Sei γ die Korrelationsfunktion an welche ein MA[q]-Prozess angepasst werden soll. Die
Idee dieser Methode ist die Faktorisierung der kovarianzerzeugenden Funktion Γ zum
Einen u¨ber die Nullstellen des Polynoms Γ˜(z) =
2q∑
k=0
γ(k − q)zk und zum Anderen u¨ber
die dazugeho¨rige Korrelationsfunktion γ. Aus dem anschließenden Koeffizientenvergleich
ko¨nnen die Parameter a0, . . . , aq bestimmt werden. Nach Beziehung (6.16) gilt
Γ(z) = σ2
ξˆ
a(z)a(z−1) = σ2
ξˆ
(
q∑
i=0
aiz
i
)(
q∑
i=0
aiz
−i
)
. (6.17)
Fu¨r die Berechnung der Koeffizienten (a0, . . . , aq) mu¨ssen die 2q Nullstellen des Polynoms
Γ˜ bestimmt werden. Im zweiten Schritt wird das dann Polynom a˜(z) =
q∏
i=1
(z−zi) =
q∑
i=0
a˜iz
i
(vgl. (6.13)) gebildet. Dabei werden die q Nullstellen gewa¨hlt, welche der Bedingung |zi| >
1 genu¨gen, damit ein invertierbarer MA[q]-Prozess entsteht. Nach Gleichung (6.14) fu¨hrt
der Koeffizientenvergleich
ai =
(−1)q
q∏
j=1
zj
a˜i, i = 0, . . . , q
auf die gesuchten Parameter (1, a1, . . . , aq). Die Varianz σ
2
ξˆ
des White Noise Prozesses
(ξˆt)t∈Z ergibt sich nach Gleichung (6.15) als σ2ξˆ = γ(q)(−1)q
q∏
i=1
zi.
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6.2.2 Algorithmus von Wilson
Der in [49] beschriebene Algorithmus von Wilson basiert auf der iterativen numerischen
Berechnung der Koeffizienten ai, i = 0, . . . , q aus gegebenen Werten γ(τ), τ = 0, . . . , q
der Korrelationsfunktion. Ausgehend von den Parametern θi = σξˆ ai, i = 0, . . . , q werden
in jedem Iterationsschritt Korrekturterme δti , i = 0, . . . , q fu¨r die gesuchten Koeffizienten
θi berechnet, so dass θ
t+1
i = θ
t
i + δ
t
i , i = 0, . . . , q, so genau wie mo¨glich die Werte der
gegebenen Korrelationfunktion widerspiegelt. Das Ziel ist also Parameter zu finden, welche
das Gleichungssystem
g(τ) =
q−τ∑
j=0
θjθj+τ − γ(τ) = 0, τ = 0, . . . , q (6.18)
erfu¨llen (vgl. Beziehung (6.9)). Dieses Gleichungssystem wird mittels eines modifizierten
Newton Verfahrens, der Newton-Raphson Methode, linearisiert.
Der Algorithmus von Wilson sucht nach Lo¨sungen, fu¨r welche die Nullstellen des charak-
teristischen Polynoms a(z) =
q∑
i=0
aiz
i außerhalb des Einheitskreises liegen. D.h. die auf
diese Weise bestimmten Koeffizienten (a0, a1, . . . , aq) fu¨hren auf einen invertierbaren und
nach Satz 6.10 auch eindeutigen MA[q]-Prozess.
Im Folgenden wird der Algorithmus von Wilson kurz vorgestellt. Der Index t bezeichnet
dabei den Iterationsschritt. Fu¨r τ = 0, . . . , q und j = 0, . . . , q gilt
∂g(τ)
∂θj
= θj+τ1{j+τ∈{0,...,q}} + θj−τ1{j−τ∈{0,...,q}}. (6.19)
Die unteren Dreiecksmatrizen
T1 = (θj+τ1{j+τ∈{0,...,q}})τ,j=0,...,q, T t1 = (θ
t
j+τ1{j+τ∈{0,...,q}})τ,j=0,...,q,
und die oberen Dreiecksmatrizen
T2 = (θj−τ1{j−τ∈{0,...,q}})τ,j=0,...,q, T t2 = (θ
t
j−τ1{j−τ∈{0,...,q}})τ,j=0,...,q,
werden so gewa¨hlt, dass Gleichung (6.19) durch
(
∂g(τ)
∂θj
)
τ,j=0,...,q
= T mit T = T1 + T2
dargestellt werden kann. Entsprechend dem Newton-Raphson Verfahren ist die Iterati-
onsgleichung gegeben durch
θt+1 = θt − (T t)−1 gt, mit θt =


θt0
θt1
·
·
·
θtq


und gt =


g(0)t
g(1)t
·
·
·
g(q)t


. (6.20)
Der Vektor (T t)
−1
gt entspricht dabei dem Korrekturterm δt. Aufgrund der Beziehung
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T tθt = 2γtη =
q−τ∑
τ=0
θtiθ
t
i+τ kann die Gleichung (6.20) geschrieben werden als
T tθt+1 = T tθt − gt = T tθt −


γtη(0)
γtη(1)
·
·
·
γtη(q)


+


γη(0)
γη(1)
·
·
·
γη(q)


=


γtη(0)
γtη(1)
·
·
·
γtη(q)


+


γη(0)
γη(1)
·
·
·
γη(q)


= γtη + γη.
Damit ergibt sich die folgende Iterationsgleichung
θt+1 =
(
T t
)−1 (
γtη + γη
)
. (6.21)
Es kann gezeigt werden, dass die Methode bei einer geeigneten Wahl der Startwerte
(θ00, . . . , θ
0
q ) selbstkorregierend ist und immer gegen die geforderte Lo¨sung konvergiert [49].
Die Startwerte erweisen sich als geeignet, wenn die Nullstellen des charakteristischen Po-
lynoms θ0(z) =
q∑
i=0
θ0i z
i, z ∈ C, außerhalb des Einheitskreises liegen. Die Konvergenz ist
zweiter Ordnung, was eine Konsequenz aus der Newton-Raphson-Methode ist.
6.2.3 Zerlegung der Spektraldichte
Dieser Ansatz versucht die Koeffizienten eines stationa¨ren MA-Prozesses aus der Spekt-
raldichte und nicht wie in den beiden vorigen Abschnitten aus der Korrelationsfunktion
zu bestimmen. Allerdings werden auf diese Weise nur die Koeffizienten eines unendlichen
MA-Prozesses erhalten. Nach Gleichung (6.8) verschwindet die Korrelationsfunktion ei-
nes unendlichen MA-Prozesses nicht fu¨r alle |τ | > n, n ∈ N, n < ∞. Somit sind diese
Prozesse nicht fu¨r die Approximation von ε-korrelierten Prozessen geeignet. Deshalb wird
im Folgenden nur eine kurze Beschreibung der Idee gegeben.
Falls die Korrelationsfunktion in hinreichend vielen Punkten τ mit −H ≤ τ ≤ H, H ∈ N
gegeben ist, kann ihre Fourier-Transformierte, d.h. die Spektraldichte mit hoher Genau-
igkeit u¨ber die Gleichung f(λ) =
H∑
τ=−H
γ(τ)ei2piλτ bestimmt werden (vgl. [32]).
Die Koeffizienten der Fourierentwicklung der Funktion f(λ)
1
2 definieren dann die Koeffi-
zienten eines unendlichen MA-Prozesses. Die Funktion f(λ)
1
2 existiert, da f(λ) ≥ 0 gilt.
6.3 Interpolation von Moving-Average-Feldern
Das Ziel dieses Abschnittes ist die Approximation kontinuierlicher ε-korrelierter zufa¨lliger
Felder
εf : R2 × Ω→ R mit ε > 0
auf Grundlage diskreter Moving-Average-Felder der Form (6.2). Die zufa¨lligen Felder
(εf, ε > 0) sollen dabei den Bedingungen aus Annahme 1.3 genu¨gen. Es ist hinreichend,
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die folgenden Betrachtungen auf 1-korrelierte Funktionen 1f zu beschra¨nken, da eine ε-
korrelierte Funktion mit beliebiger Korrelationsla¨nge mit Hilfe der einfachen Skalentrans-
formation εf(x1, x2, ω) =
1f(x1
ε1
, x2
ε2
, ω) aus einer 1-korrelierten Funktion erzeugt werden
kann. Zur Vereinfachung der Schreibweise wird im weiteren f anstelle von 1f geschrieben.
Die Approximationsidee basiert auf den Eigenschaften der MA-Felder. Ein kontinuierliches
Feld fp,q : R
2 × Ω→ R ergibt sich aus einem diskreten MA-Feld (ηs,t)s,t∈Z durch
fp,q(x
i
1, x
j
2, ω) = ηi,j in den Gitterpunkte x
i
1 = ihp, x
j
2 = jhq, i, j ∈ Z
und der Interpolation zwischen den Gitterpunkten wie nachfolgend erkla¨rt. Dabei be-
zeichnen die Gro¨ßen hp und hq geeignet gewa¨hlte Diskretisierungsparameter, welche die
Gitterla¨ngen in x1- bzw. x2-Richtung angeben. Die Koeffizienten (a0, . . . , ap), (b0, . . . , bq)
sowie die Varianz σ2ξ des MA[p, q]-Feldes, die Gitterparameter hp und hq sowie die Inter-
polationsfunktion mu¨ssen so gewa¨hlt werden, dass das sich ergebende zufa¨llige Feld fp,q
die Bedingungen aus Annahme 1.3 so gut wie mo¨glich erfu¨llt. Dabei soll insbesondere
die Korrelationsfunktion Rfp,qfp,q der Approximationsfunktion fp,q einer gegebenen Kor-
relationsfunktion ̺ eines 1-korrelierten schwach homogenen Feldes entsprechen. D.h. fu¨r
die Korrelationsfunktion des zugrunde liegenden MA[p, q]-Feldes (ηs,t)s,t∈Z muss dann die
Beziehung
γη(τ1, τ2) = ̺(τ1hp, τ2hq), τ1, τ2 ∈ Z
gelten. Um die in den Abschnitten 6.2.1-6.2.3 angegebenen Methoden zur Bestimmung
der Koeffizienten eines MA-Prozesses der Form (6.7) anwenden zu ko¨nnen, muss die Kor-
relationsfunktion ̺ die Zerfallseigenschaft ̺(x, y) = ̺1(x)̺2(y) besitzen.
Fu¨r i, j ∈ Z seien die eindimensionalen Funktionen pi : R → R und pj : R → R fu¨r die
Interpolation in x1- sowie x2-Richtung durch
pi(x1) = p
(
x1 − xi1
hp
)
, xi1 = ihp und pj(x2) = p
(
x2 − xj2
hq
)
, xj2 = jhq (6.22)
definiert. Dabei wird vorausgesetzt, dass die Funktion p : R → R folgende Eigenschaften
besitzt
• p(x) ≥ 0, ∀x ∈ R,
• p(x) = 0 fu¨r |x| ≥ 1,
• p(0) = 1,
• p(−x) = 1− p(1− x), x ∈ [0, 1].
Unter diesen Annahmen gilt fu¨r Interpolationsfunktionen pi (und natu¨rlich analog fu¨r pj)
• pi(xk1) = δik, k ∈ Z
• pi(x1) + pi+1(x1) = 1 fu¨r x1 ∈ [xi1, xi+11 ),
• pi(x1) = 0 fu¨r x1 ∈ R \ (xi−11 , xi+11 ),
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• ∑
i
pi(x1) = 1, ∀x1 ∈ R.
Definition 6.11 Gegeben sei ein MA[p, q]-Feld (ηi,j)i,j∈Z und pi(x1), pj(x2), i, j ∈ Z
bezeichnen die durch (6.22) definierten Interpolationsfunktionen. Dann wird das kontinu-
ierliche Feld
fp,q(x1, x2, ω) =
∑
i,j∈Z
pi(x1)pj(x2)ηi,j, x = (x1, x2) ∈ R2, (6.23)
MA[p, q]-Approximationsfunktion genannt.
Aufgrund der Eigenschaften der Interpolationsfunktionen la¨sst sich die Approximations-
funktion fp,q im Intervall [x
i
1, x
i+1
1 )× [xj2, xj+12 ) wie folgt darstellen
fp,q(x1, x2, ω) = pi(x1)pj(x2)ηi,j + pi+1(x1)pj(x2)ηi+1,j (6.24)
+pi(x1)pj+1(x2)ηi,j+1 + pi+1(x1)pj+1(x2)ηi+1,j+1
= pi(x1)pj(x2)ηij + (1− pi(x1))pj(x2)ηi+1,j
+pi(x1)(1− pj(x2))ηi,j+1 + (1− pi(x1))(1− pj(x2))ηi+1,j+1.
Fu¨r p(x) =
{
1 x ∈ [0, 1)
0 sonst
ist die Approximationsfunktion εfp,q eine Treppenfunktion
und damit nicht stetig. Die Interpolationsfunktion p(x) = (1 − |x|)+ fu¨hrt auf den Fall
der linearen Interpolation, womit stetige Funktionen generiert werden ko¨nnen. Fu¨r ho¨here
Glattheiten mu¨ssen weitere Bedingungen an das Interpolationspolynom p gestellt werden.
So erzeugen die zusa¨tzlichen Forderungen
p(ν)(0) = p(ν)(1) = 0 fu¨r ν = 1, 2
zweimal stetig differenzierbare Funktionen (vgl. [35]). Nachfolgend werden einige wichtige
Eigenschaften des Approximationsfeldes fp,q angegeben.
Satz 6.12 Die Funktion fp,q sei eine Approximationsfunktion der Form (6.23) basierend
auf dem MA[p, q]-Feld (ηi,j)i,j∈Z mit der Korrelationsfunktion (γη(τ1, τ2))τ1,τ2∈Z. Dann gilt
1. E{fp,q(x)} = 0,
2. die Korrelationsfunktion besitzt die Gestalt
Rfp,qfp,q(x, y) = E{fp,q(x)fp,q(y)} (6.25)
= γη(τ1, τ2)
[
pi(x1)pi′(y1)pj(x2)pj′(y2) + pi+1(x1)pi′+1(y1)pj(x2)pj′(y2)
+pi(x1)pi′(y1)pj+1(x2)pj′+1(y2) + pi+1(x1)pi′+1(y1)pj+1(x2)pj′+1(y2)
]
+γη(τ1 − 1, τ2)
[
pi+1(x1)pi′(y1)pj(x2)pj′(y2) + pi+1(x1)pi′(y1)pj+1(x2)pj′+1(y2)
]
+γη(τ1 + 1, τ2)
[
pi(x1)pi′+1(y1)pj(x2)pj′(y2) + pi(x1)pi′+1(y1)pj+1(x2)pj′+1(y2)
]
+γη(τ1, τ2 − 1)
[
pi(x1)pi′(y1)pj+1(x2)pj′(y2) + pi+1(x1)pi′+1(y1)pj+1(x2)pj′(y2)
]
+γη(τ1, τ2 + 1)
[
pi(x1)pi′(y1)pj(x2)pj′+1(y2) + pi+1(x1)pi′+1(y1)pj(x2)pj′+1(y2)
]
+γη(τ1 − 1, τ2 − 1)
[
pi+1(x1)pi′pj+1(x2)pj′(y2)
]
+γη(τ1 + 1, τ2 + 1)
[
pi(x1)pi′+1pj(x2)pj′+1(y2)
]
+γη(τ1 − 1, τ2 + 1)
[
pi+1(x1)pi′(y1)pj(x2)pj′+1(y2)
]
+γη(τ1 + 1, τ2 − 1)
[
pi(x1)pi′+1(y1)pj+1(x2)pj′(y2)
]
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mit i =
[
x1
hp
]
, i′ =
[
y1
hp
]
, j =
[
x2
hq
]
, j′ =
[
y2
hq
]
, τ1 = i
′ − i, τ2 = j′ − j, wobei [·] den
ganzzahligen Anteil beschreibt,
3. fp,q ist ε-korreliert mit der Korrelationsla¨nge ε = (ε1, ε2) = ((p + 2)hp, (q + 2)hq),
d.h. es gilt
Rfp,qfp,q(x, y) = 0 fu¨r |y1 − x1| ≥ (p+ 2)hp ∨ |y2 − x2| ≥ (q + 2)hq,
4. fp,q ist ε-abha¨ngig mit der Abha¨ngigkeitsla¨nge ε = (ε1, ε2) = ((p+ 2)hp, (q + 2)hq).
Beweis.
zu 1. Aufgrund der Zentriertheit des MA[p, q]-Feldes (vgl. Satz 6.2) gilt
E{fp,q(x1, x2)} =
∑
i,j
pi(x1)pj(x2)E{ηi,j} = 0.
zu 2. Es gilt
Rfp,qfp,q(x, y) = E{fp,q(x)fp,q(y)} =
∑
m,m′,n,n′
pm(x1)pm′(y1)pn(x2)pn′(y2)E{ηm,nηm′,n′}.
Wenn
x1 ∈ [ihp, (i+1)hp), y1 ∈ [i′hp, (i′+1)hp), x2 ∈ [jhq, (j+1)hq), y2 ∈ [j′hq, (j′+1)hq),
dann verschwinden die Interpolationspolynome pm, pm′ , pn und pn′ fu¨r m 6= i, i+ 1,
m′ 6= i′, i′ + 1, n 6= j, j + 1 und n′ 6= j′, j′ + 1.
Weiter gilt E{ηm,nηm′,n′} = γη(m−m′, n− n′), womit die Behauptung folgt.
zu 3. Sei y1 = x1 + z1 mit |z1| ≥ (p+ 2)hp dann folgt
i′ − i ≥
[
x1
hp
+ p+ 2
]
−
[
x1
hp
]
= p+ 2 fu¨r z1 ≥ (p+ 2)hp,
i′ − i ≤
[
x1
hp
− (p+ 2)
]
−
[
x1
hp
]
= −(p + 2) fu¨r z1 ≤ −(p+ 2)hp.
Aufgrund der Eigenschaft der MA-Prozesse, dass γ1(τ1) = 0 fu¨r |τ1| ≥ p + 1 (vgl.
(6.8)) und analogen U¨berlegungen fu¨r y2 = x2+z2 mit |z2| ≥ (q+2)hq gilt mit Hilfe
der Gleichung (6.25)
Rfp,qfp,q(x, y) = 0 fu¨r |y1 − x1| ≥ (p+ 2)hp oder |y2 − x2| ≥ (q + 2)hq.
zu 4. Sei {Xi}i=1,...,s, s ≥ 2 eine Familie nicht leerer Teilmengen mit Xi ⊂ R2, i = 1, . . . , s
und d(Xi,Xj) > ε = ((p+2)hp, (q+2)hq) fu¨r i 6= j. Aufgrund der Konstruktion der
MA[p, q]-Approximationsfunktion ko¨nnen dann die Werte fp,q fu¨r beliebige x ∈ Xi
als (linear) messbare Funktionen einer Teilfolge (ξs,t)(s,t)∈Ti des White-Noise-Feldes
(ξs,t)s,t∈Z dargestellt werden. Fu¨r die Indexmenge Ti ∈ Z2 impliziert die Bedingung
d(Xi,Xj) > ε = ((p+ 2)hp, (q + 2)hq) fu¨r i 6= j
Ti ∩ Tj = ∅ fu¨r i 6= j. Damit sind die zufa¨lligen Funktionen f ip,q;Xi × Ω → R mit
f ip,q(x) = fp,q(x) fu¨r x ∈ Xi, i = 1, . . . , s unabha¨ngig, woraus auf die ε-Abha¨ngigkeit
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der Approximationsfunktion zu schließen ist.
Das durch Beziehung (6.23) definierte Approximationsfeld fp,q ist allerdings nicht homogen
und erfu¨llt somit nicht die geforderten Eigenschaften aus Annahme 1.3. Dies soll am
Beispiel der Varianzfunktion Rfp,qfp,q(x, x) gezeigt werden. Nach Gleichung (6.25) und
mit Hilfe der Orthotropieeigenschaft des MA-Feldes (ηs,t)s,t∈Z (vgl. Satz 6.2 Eigenschaft
4) la¨sst sich diese schreiben als
Rfp,qfp,q(x, x) = γη(0, 0)
[
p2i (x1)p
2
j (x2) + (1− pi(x1))2p2j (x2) + p2i (x1)(1− pj(x2))2 (6.26)
+ (1− pi(x1))2(1− pj(x2))2
]
+2γη(1, 0)
[
(1− pi(x1))pi(x1)p2j(x2) + (1− pi(x1))pi(x1)(1− pj(x2))2
]
+2γη(0, 1)
[
p2i (x1)(1− pj(x2))pj(x2) + (1− pi(x1))2(1− pj(x2))pj(x2)
]
+4γη(1, 1)
[
(1− pi(x1))pi(x1)(1− pj(x2))pj(x2)
]
.
Mit Hilfe der Beziehungen pi+1(x1) = 1 − pi(x1) sowie analog pj+1(x2) = 1 − pj(x2) und
z1 = pi(x1), z2 = pj(x2) besitzt die Varianzfunktion die Gestalt
Rfp,qfp,q(x, x) = γη(0, 0)− 2(γη(0, 0)− γη(1, 0))
[
(1− z1)z1z22 + (1− z1)z1(1− z2)2
]
(6.27)
− 2(γη(0, 0)− γη(0, 1))
[
z21(1− z2)z2 + (1− z1)2(1− z2)z2
]
− 4(γη(0, 0)− γη(1, 1))
[
(1− z1)z1(1− z2)z2
]
.
Weiter gilt z1 ∈ [0, 1], z2 ∈ [0, 1] und
0 ≤ (1− z1)z1z22 + (1− z1)(1− z2)2z1 ≤
1
4
,
0 ≤ (1− z2)z21z2 + (1− z1)2(1− z2)z2 ≤
1
4
,
0 ≤ (1− z1)z1(1− z2)z2 ≤ 1
16
,
γη(0, 0) ≥ γη(·, ·),
was auf die Beziehung
−1
4
γη(0, 0) +
1
2
γη(1, 0) +
1
2
γη(0, 1) +
1
4
γη(1, 1) < Rεfp,qεfp,q(x, x) ≤ γη(0, 0)
fu¨hrt. Nach Gleichung (6.26) gilt in den Gitterpunkten (xi1, x
j
2) = (ihp, jhq), i, j ∈ Z
Rεfp,qεfp,q((x
i
1, x
j
2), (x
i
1, x
j
2)) = γη(0, 0),
wohingegen die Varianz in den Mittelpunkten xm =
(
xi+11 −xi1
2
,
x
j+1
2 −xj2
2
)
, i, j ∈ Z der
Diskretisierungsintervallen im Falle linearer Interpolation den Wert
Rεfp,qεfp,q (xm, xm) =
1
4
(γη(0, 0) + γη(1, 0) + γη(0, 1) + γη(1, 1))
besitzt, welcher i.a. nicht γη(0, 0) entspricht. Damit ist gezeigt, dass die Varianzfunktion
Rfp,qfp,q(x, x) nicht konstant ist und demzufolge die Approximationsfunktion fp,q nicht
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homogen sein kann. Allerdings folgt aus den nachfolgenden U¨berlegungen, dass in (6.27)
fu¨r p, q →∞ die Differenzen γ(0, 0)−γ(1, 0), γ(0, 0)−γ(0, 1) und γ(0, 0)−γ(1, 1), welche
die Abweichungen der Varianz Rεfp,qεfp,q von ̺(0) beschreiben, verschwinden.
Die Approximationsfunktion fp,q verfu¨gt aber u¨ber die schwa¨chere Eigenschaft der (hp, hq)-
Periodizita¨t.
Satz 6.13 Sei fp,q eine MA[p, q]-Approximationsfunktion basierend auf dem MA[p, q]-
Feld (ηs,t)s,t∈Z. Dann ist fp,q periodisch verteilt mit der Periode θ = (θ1, θ2) = (hp, hq).
Beweis. Der Approximationsfunktion fp,q liegt ein streng homogenes MA[p, q]-Feld zu-
grunde (vgl. Satz 6.2). Damit gilt fu¨r ∀n ∈ N, x1, . . . , xn ∈ R2, B1, . . . , Bn ∈ B(R) und
k ∈ N2
P(fp,q(x
1
1, x
1
2) ∈ B1, . . . , fp,q(xn1 , xn2 ) ∈ Bn)
= P(
∑
i,j
pi(x
1
1)pj(x
1
2)ηi,j ∈ B1, . . . ,
∑
i,j
pi(x
n
1 )pj(x
n
2 )ηi,j ∈ Bn)
= P(
∑
i,j
pi+k1(x
1
1 + k1hp)pj+k2(x
1
2 + k2hq)ηi+k1,j+k2 ∈ B1, . . . ,
∑
i,j
pi+k1(x
n
1 + k1hp)pj+k2(x
n
2 + k2hq)ηi+k1,j+k2 ∈ Bn)
= P(fp,q(x
1
1 + k1hp, x
1
2 + k2hq) ∈ B1, . . . , fp,q(xn1 + k1hp, xn2 + k2hq) ∈ Bn).
Der na¨chste Satz zeigt die Konvergenz der Korrelationsfunktion (und damit auch der
oben betrachteten Varianzfunktion) des Approximationsfeldes fp,q gegen die vorgegebene
Korrelationsfunktion ̺ fu¨r p, q →∞.
Satz 6.14 Sei ̺ die Korrelationsfunktion eines 1-korrelierten schwach homogenen Feldes.
Weiter sei (fp,q)p,q∈N0 eine Familie von MA[p, q]-Approximationsfeldern, so dass fu¨r die
Korrelationsfunktion des zugrunde liegenden MA[p, q]-Feldes (ηs,t)s,t∈Z gilt
γη(τ1, τ2) = ̺ (τ1hp, τ2hq) fu¨r |τ1| = 0, . . . , p, |τ2| = 0, . . . , q.
Die Folgen der Diskretisierungsparameter (hp)p∈N0 und (hq)q∈N0 erfu¨lle die Bedingungen
lim
p→∞
php = 1 und lim
q→∞
qhq = 1. Dann gilt fu¨r die Korrelationsfunktion Rfp,qfp,q(x, y) der
Approximationsfunktion fp,q
lim
p,q→∞
Rfp,qfp,q(x, y) = ̺(y1 − x1, y2 − x2).
Beweis. Siehe [40].
Nach Satz 6.14 ist die Approximation der gegebenen Korrelationsfunktion ̺ durch die
Korrelationsfunktion Rfp,qfp,q der Approximationsfunktion fp,q fu¨r p, q → ∞ exakt. Fu¨r
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endliche Ordnungen p und q dagegen ist die Approximation der gegebenen Korrelations-
funktion ̺ exakt, wenn die Korrelationsfunktion γη des zugrunde liegenden MA[p,q]-Feldes
(ηs,t)s,t∈Z die Beziehung
γη(τ1, τ2) = ̺ (τ1hp, τ2hq) fu¨r |τ1| = 0, . . . , p, |τ2| = 0, . . . , q
erfu¨llt und die Argumente x und y als Stu¨tzstellen (xi1, x
j
2)0(ihp, jhq) und (y
i′
1 , y
j′
2 ) mit
yi
′
1 = i
′hp, y
j′
2 = j
′hq gewa¨hlt werden. D.h. die Beziehung (6.25) ergibt sich dann als
Rfp,qfp,q(x, y) = γη(τ1, τ2) = ̺((i
′ − i)hp, (j′ − j)hq) = ̺(y1 − x1, y2 − x2) (6.28)
fu¨r x1 = ihp, x2 = jhq, y1 = i
′hp, y2 = j′hq.
Fu¨r die Wahl geeigneter Gitterla¨ngen hp und hq ergeben sich folgende zwei Mo¨glichkeiten
hp =
1
p+1
und hq =
1
q+1
bzw. hp =
1
p+2
und hq =
1
q+2
.
Mit hp =
1
p+1
und hq =
1
q+1
erfu¨llen die Koeffizienten des MA[p, q]-Feldes das Gleichungs-
system
γη(τ) = ̺
(
k1
p+ 1
,
k2
q + 1
)
, k1 = 0, . . . , p, k2 = 0, . . . , q,
allerdings gilt dann fu¨r die Korrelationsla¨nge ε = (ε1, ε2) der Approximationsfunktion fp,q
ε1 = (p+ 2)hp = 1 +
1
p + 1
und ε2 = (q + 2)hq = 1 +
1
q + 1
.
D.h. die Gitterla¨ngen hp =
1
p+1
und hq =
1
q+1
fu¨hren auf eine
(
1 + 1
p+1
, 1 + 1
q+1
)
korrelierte
Approximationsfunktion. Die Approximation der gegebenen Korrelationsfunktion ̺ ist
nach Beziehung (6.28) aber in allen Gitterpunkten exakt.
Mit hp =
1
p+2
und hq =
1
q+2
erfu¨llen die Koeffizienten des MA[p, q]-Feldes das Gleichungs-
system
γη(τ) = ̺
(
k1
p+ 2
,
k2
q + 2
)
, k1 = 0, . . . , p, k2 = 0, . . . , q
und die Approximationsfunktion fp,q stellt eine 1 korrelierte Funktion dar. Aber in diesem
Fall ist die Approximation der gegebenen Korrelationsfunktion ̺ nicht in allen Gitterpunk-
ten exakt. Es gilt
Rfp,qfp,q((ihp, jhq), ((i+k1)hp, (j+k2)hq)) = ̺
(
k1
p+ 2
,
k2
q + 2
)
, k1 = 0, . . . , p, k2 = 0, . . . , q
wogegen
Rfp,qfp,q((ihp, jhq), ((i+ (p+ 1))hp, (j + k2)hq)) = γη(p+ 1, k2) = 0
6= ̺
(
p+ 1
p+ 2
,
k2
q + 2
)
, k2 = 0, . . . , q + 1,
Rfp,qfp,q((ihp, jhq), ((i+ k1)hp, (j + (q + 1))hq)) = γη(k1, q + 1) = 0
6= ̺
(
k1
p+ 2
,
q + 1
q + 2
)
, k1 = 0, . . . , p+ 1.
Im Folgenden wird aufgrund der vorausgesetzten 1-Korreliertheit in Annahme 1.3 von
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den Gitterla¨ngen hp =
1
p+2
und hq =
1
q+2
ausgegangen.
Zusammenfassend liefert die MA[p, q]-Approximationsfunktion fp,q der Form (6.23) eine
ε-korrelierte und sogar ε-abha¨ngige, (hp, hq)-periodische aber nicht homogene zufa¨llige
Funktion. Somit sind nicht alle in Annahme 1.3 gestellten Bedingungen erfu¨llt. Der fol-
gende Abschnitt bescha¨ftigt sich mit zwei Verfahren, welche die betrachtete Approxima-
tionsfunktion fp,q in eine homogene transformieren.
6.4 Approximation von homogenen Zufallsfeldern
Auf Grundlage der (hp, hq)-Periodizita¨t der MA[p, q]-Approximationsfunktion fp,q nach
Gleichung (6.23) werden in diesem Abschnitt zwei Verfahren betrachtet, welche das in
Abschnitt 6.3 entwickelte Approximationsverfahren so modifizieren, dass streng homogene
bzw. schwach homogene Zufallsfelder entstehen.
Die Idee des ersten Verfahren besteht in der zufa¨lligen Verschiebung der Argumente x =
(x1, x2) ∈ R2 um die Gro¨ßen α1 und α2 (vgl. z.B. [24],[40]). Dabei sind α1 und α2 auf
den Intervallen [0, hp) bzw. [0, hq) gleichverteilt. Des Weiteren sind sie unabha¨ngig vom
zugrunde liegenden White-Noise-Feld (ξs,t)s,t∈Z sowie voneinander unabha¨ngig. Damit ist
folgende Approximationsfunktion definiert
f˜p,q(x1, x2, ω) = fp,q(x1 + α1(ω), x2 + α2(ω), ω).
Dieses Vorgehen kann auch als Verschiebung des zugrunde liegenden Diskretisierungsgit-
ters interpretiert werden. Alle Gitterpunkte (xi1, x
j
2) = (ihp, jhq), i, j ∈ Z werden um
die zufa¨lligen Variablen α1 in x1-Richtung und α2 in x2-Richtung verschoben. Das Gitter
bleibt somit a¨quidistant.
Die Idee des zweiten Verfahrens besteht in der separaten Verschiebung jeder Interpolati-
onsfunktion pi(x1) und pj(x2) mit Hilfe zufa¨lliger Variablen α
i
1 bzw. α
j
2.
6.4.1 Verschiebung der Stu¨tzstellen mit Hilfe einer Zufallsvaria-
blen
In diesem Abschnitt werden die Eigenschaften der zufa¨lligen Funktion
f˜p,q(x1, x2, ω) = fp,q(x1 + α1(ω), x2 + α2(ω), ω).
untersucht. Das na¨chste Lemma gibt dazu eine fu¨r die nachfolgenden Herleitungen wich-
tige Eigenschaft periodischer Funktionen an.
Lemma 6.15 Sei g : R2 → R eine (hp, hq)-periodische Funktion, d.h.
g(x1 + hp, x2 + hq) = g(x1, x2), ∀x ∈ R2
und das Integral
hp∫
0
hq∫
0
g(x1, x2)dx2dx1 existiere. Dann gilt
hp∫
0
hq∫
0
g(x1, x2)dx2dx1 =
hp∫
0
hq∫
0
g(x1 + a1, x2 + a2)dx2dx1, fu¨r a1, a2 ∈ R.
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Beweis. Siehe [14], S.141.
Der na¨chste Satz zeigt, dass die zufa¨llige Verschiebung der Argumente x = (x1, x2) durch
die Zufallsvariablen α = (α1, α2) die MA[p, q]-Approximationsfunktion fp,q in eine streng
homogene Funktion f˜p,q u¨berfu¨hrt.
Satz 6.16 Die Zufallsvariablen α1 und α2 seien auf den Intervallen [0, hp) und [0, hq)
gleichverteilt, unabha¨ngig vom zugrunde liegenden White-Noise-Feld (ξs,t)s,t∈Z der Appro-
ximationsfunktion fp,q und voneinander unabha¨ngig. Dann besitzt die Funktion
f˜p,q(x1, x2, ω) = fp,q(x1 + α1(ω), x2 + α2(ω), ω). (6.29)
folgende Eigenschaften.
1. f˜p,q ist streng homogen,
2. die Korrelationsfunktion besitzt die Gestalt
Rf˜p,q f˜p,q(x, y) =
1
hphq
hp∫
0
hq∫
0
Rfp,qfp,q(u, u+ z)du2du1
mit u = (u1, u2) ∈ R2, z = (z1, z2) ∈ R2, x, y ∈ R2, z = y − x,
3. f˜p,q ist ε-korreliert mit der Korrelationsla¨nge ε = (ε1, ε2) = ((p+ 2)hp, (q + 2)hq).
Beweis.
zu 1. Zum Nachweis der strengen Homogenita¨t ist fu¨r f˜p,q die Beziehung (1.6) fu¨r al-
le x1, . . . , xn ∈ R2, n ∈ N, l ∈ R2 und B1, . . . , Bn ∈ B(R) nachzuweisen. Nach
Gleichung (6.29) gilt
J := P(f˜p,q(x
1
1 + l1, x
1
2 + l2) ∈ B1, . . . , f˜p,q(xn1 + l1, xn2 + l2) ∈ Bn)
= P(fp,q(x
1
1 + l1 + α1, x
1
2 + l2 + α2) ∈ B1, . . . , fp,q(xn1 + l1 + α1, xn2 + l2 + α2) ∈ Bn).
Zur Vereinfachung der Schreibweise wird das zufa¨llige Ereignis
C := {fp,q(x11 + l1+ α1, x12+ l2+ α2) ∈ B1, . . . , fp,q(xn1 + l1 +α1, xn2 + l2 +α2) ∈ Bn}
eingefu¨hrt, woraus folgt
J = P(C) = E1C = E{E{1C|(α1, α2)}} = E{P(C|(α1, α2))}
=
∫
R2
P(C|(α1, α2) = (s1, s2))dFα(s1, s2),
wobei Fα die gemeinsame Verteilungsfunktion der Zufallsgro¨ßen (α1, α2) beschreibt.
Da diese voneinander unabha¨ngig und auf den Intervallen (0, hp] bzw. (0, hq] gleich-
verteilt sind, ergibt sich
J =
1
hphq
hp∫
0
hq∫
0
P(C|(α1, α2) = (s1, s2))ds2ds1.
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Aufgrund der Unabha¨ngigkeit von α = (α1, α2) und fp,q gilt weiter (vgl. [38], §7, S.
221)
J =
1
hphq
hp∫
0
hq∫
0
P(fp,q(x
1 + l + s) ∈ B1, . . . , fp,q(xn + l + s) ∈ Bn)ds
mit s = (s1, s2). Im na¨chsten Schritt fu¨hren das Theorem 6.13 und Lemma 6.15 auf
J =
1
hphq
hp∫
0
hq∫
0
P(fp,q(x
1 + s) ∈ B1, . . . , fp,q(xn + s) ∈ Bn)ds
= P(f˜p,q(x
1) ∈ B1, . . . , f˜p,q(xn) ∈ Bn).
zu 2. Durch a¨hnliche U¨berlegungen wie unter 1. ergibt sich mit x, y, s ∈ R2, y = x + z,
α = (α1, α2)
Rf˜p,q f˜p,q(x, y) = E{f˜p,q(x)f˜p,q(x+ z)} = E{fp,q(x+ α)fp,q(x+ z + α)}
= E{E{fp,q(x+ α)fp,q(x+ z + α)|α}}
=
1
hp
1
hq
hp∫
0
hq∫
0
E{fp,q(x+ s)fp,q(x+ z + s)}ds
=
1
hp
1
hq
hp∫
0
hq∫
0
Rfp,qfp,q(x+ s, x+ z + s)ds.
Aufgrund der (hp, hq)-Periodizita¨t der MA[p, q]-Approximationsfunktion fp,q folgt
fu¨r deren Korrelationsfunktion Rfp,q,fp,q(x, y) = Rfp,q ,fp,q(x+θ, y+θ) mit θ = (hp, hq).
Dann gilt
Rf˜p,q f˜p,q(x, y) =
1
hp
1
hq
hp∫
0
hq∫
0
Rfp,qfp,q(s, z + s)ds.
zu 3. Nach Satz 6.12 Eigenschaft 3 gilt
Rfp,qfp,q(x, y) = 0 fu¨r |y1 − x1| ≥ (p+ 2)hp ∨ |y2 − x2| ≥ (q + 2)hq,
woraus folgt
hp∫
0
hq∫
0
Rfp,qfp,q(u, u+(y−x))du = 0 fu¨r |y1−x1| ≥ (p+2)hp ∨ |y2−x2| ≥ (q+2)hq.
Die Approximationsfunktion f˜p,q erfu¨llt damit die Bedingungen aus Annahme 1.3. Der
na¨chste Satz beschreibt das Verhalten der Korrelationsfunktion Rf˜p,q f˜p,q fu¨r p, q →∞.
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Satz 6.17 Sei ̺ die Korrelationsfunktion eines 1-korrelierten schwach homogenen Feldes.
Weiter sei (f˜p,q)p,q∈N0 eine Familie von MA[p, q]-Approximationsfeldern, so dass fu¨r die
Korrelationsfunktion des zugrunde liegenden MA[p, q]-Feldes (ηs,t)s,t∈Z gilt
γη(τ1, τ2) = ̺ (τ1hp, τ2hq) , fu¨r |τ1| = 0, . . . , p, |τ2| = 0, . . . , q.
Die Folgen der Diskretisierungsparameter (hp)p∈N0 und (hq)q∈N0 erfu¨llen die Bedingungen
lim
p→∞
php = 1 und lim
q→∞
qhq = 1. Dann gilt fu¨r die Korrelationsfunktion Rf˜p,q f˜p,q(x, y) der
Approximationsfunktion f˜p,q
lim
p,q→∞
Rf˜p,q f˜p,q(x, y) = ̺(y1 − x1, y2 − x2).
Beweis. Siehe [40].
Die Funktion f˜p,q ist nicht ε-abha¨ngig, da fu¨r alle x ∈ R2 die Zufallsvariablen f˜p,q(x, ω) =
fp,q(x1 + α1(ω), x2 + α2(ω), ω) von α = (α1, α2) abha¨ngig sind.
6.4.2 Verschiebung der Stu¨tzstellen mit Hilfe verschiedener Zu-
fallsvariablen
Im Gegensatz zum vorigen Abschnitt werden nun Folgen (αi1)i∈Z und (α
i
2)i∈Z von un-
abha¨ngigen und auf den Intervallen [0, hp) und [0, hq) gleichverteilten Zufallsvariablen
genutzt, um die Interpolationsfunktionen pi(x1) und pj(x2) separat zu verschieben.
Dazu wird die MA[p, q]-Approximationsfunktion fp,q in der Form
fp,q(x1, x2, ω) =
∑
m,n∈Z
pm(x1)pn(x2)
p∑
i=0
q∑
j=0
aibjξm−i,n−j
=
∑
k1,k2∈Z
( ∑
m,n∈Z
am−k1bn−k2pm(x1)pn(x2)
)
ξk1,k2 =
∑
k1,k2
gk1,k2(x1, x2)ξk1,k2
geschrieben, wobei gk1,k2(x1, x2) :=
∑
m,n∈Z
am−k1bn−k2pm(x1)pn(x2) gesetzt wurde. Mit Hilfe
dieser Darstellung fu¨hrt die zufa¨llige Verschiebung der Interpolationsfunktion gk1k2 auf
folgende Funktion
fp,q(x1, x2, ω) :=
∑
k1,k2
gk1,k2(x1 + α
k1
1 (ω), x2 + α
k2
2 (ω))ξk1,k2. (6.30)
Satz 6.18 Es seien (αi1)i∈Z und (α
i
2)i∈Z unabha¨ngige Folgen unabha¨ngiger und auf den In-
tervallen [0, hp) und [0, hq) gleichverteilter Zufallsgro¨ßen, welche auch unabha¨ngig vom zu-
grunde liegenden White-Noise-Feld (ξs,t)s,t∈Z der Approximationsfunktion fp,q sind. Dann
besitzt die Funktion
f p,q(x1, x2, ω) =
∑
k1,k2
gk1,k2(x1 + α
k1
1 (ω), x2 + α
k2
2 (ω))ξk1,k2
folgende Eigenschaften.
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1. Die Korrelationsfunktion von f p,q hat die Gestalt
Rfp,qfp,q(x, y) =
1
hphq
hp∫
0
hq∫
0
Rfp,qfp,q(u, u+ z)du2du1
mit u = (u1, u2) ∈ R2, z = (z1, z2) ∈ R2, x, y ∈ R2, z = y − x,
2. f p,q ist schwach homogen,
3. f p,q ist ε-korreliert mit der Korrelationsla¨nge ε = (ε1, ε2) = ((p+ 2)hp, (q + 2)hq),
4. f p,q ist ε-abha¨ngig mit der Abha¨ngigkeitsla¨nge ε = (ε1, ε2) = ((p+ 2)hp, (q + 2)hq).
Beweis.
zu 1. Fu¨r die Korrelationsfunktion Rfp,qfp,q(x, y) gilt
Rfp,qfp,q(x, y)
= E
{∑
k1,k2
∑
l1,l2
gk1k2(x1 + α
k1
1 , x2 + α
k2
2 )ξk1,k2gl1l2(y1 + α
l1
1 , y2 + α
l2
2 )ξl1,l2
}
=
∑
k1,k2
E{gk1k2(x1 + αk11 , x2 + αk21 )ξk1,k2gk1k2(y1 + αk11 , y2 + αk22 )ξk1,k2}
+
∑
k1,k2
∑
l1,l2,l1 6=k1,l2 6=k2
E{gk1k2(x1 + αk11 , x2 + αk22 )ξk1,k2gl1l2(y1 + αl11 , y2 + αl22 )ξl1,l2}
Aufgrund der Unabha¨ngigkeit der Approximationsfunktion fp,q von den Zufalls-
gro¨ßen (αi1)i∈Z, (α
i
2)i∈Z und deren paarweiser Unabha¨ngigkeit sowie deren Gleich-
verteilung auf Intervallen [0, hp) bzw. [0, hq) ko¨nnen die Summanden fu¨r l1 = k1,
l2 = k2 wie folgt geschrieben werden
E{gk1k2(x1 + αk11 , x2 + αk22 )ξk1,k2gk1k2(y1 + αk11 , y2 + αk22 )ξk1,k2}
= E{E{gk1k2(x1 + αk11 , x2 + αk22 )ξk1,k2gk1k2(y1 + αk11 , y2 + αk22 )ξk1,k2}|αk11 , αk22 }
=
E{ξ2k1,k2}
hphq
hp∫
0
hq∫
0
gk1k2(x1 + u1, x2 + u2)gk1k2(y1 + u1, y2 + u2)du2du1
und analog fu¨r l1 6= k1, l2 6= k2
E{gk1k2(x1 + αk11 , x2 + αk22 )ξk1,k2gl1l2(x1 + αl11 , x2 + αl22 )ξl1,l2}
=
E{ξk1,k2ξl1,l2}
hphq
hp∫
0
hp∫
0
hq∫
0
hq∫
0
gk1k2(x1 + u1, x2 + u2)gl1l2(y1 + v1, y2 + v2)dv2du2dv1du1
= 0,
da (ξs,t)s,t∈Z ein White-Noise-Feld beschreibt. Daraus folgt
Rfp,qfp,q(x, y) =
∑
k1,k2
E{ξ2k1,k2}
hphq
hp∫
0
hq∫
0
gk1k2(x1+u1, x2+u2)gk1k2(y1+u1, y2+u2)du2du1.
(6.31)
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Mit Hilfe des Lemmas 6.15 gilt weiter
1
hphq
hp∫
0
hq∫
0
Rfp,qfp,q(u, u+ z)du2du1 =
1
hphq
hp∫
0
hq∫
0
Rfp,qfp,q(x+ u, x+ u+ z)du2du1
=
∑
k1,k2
∑
l1,l2
E{ξk1k2ξl1l2}
hphq
hp∫
0
hq∫
0
gk1k2(x+ u)gl1l2(x+ u+ z)du2du1
=
∑
k1,k2
E{ξ2k1k2}
hphq
hp∫
0
hq∫
0
gk1k2(x+ u)gk1k2(x+ u+ z)du2du1
=
∑
k1,k2
E{ξ2k1,k2}
hphq
hp∫
0
hq∫
0
gk1k2(x1 + u1, x2 + u2)gk1k2(y1 + u1, y2 + u2)du2du1 (6.32)
mit y1 = x1 + z1 und y2 = x2 + z2. Aus (6.31) und (6.32) folgt die Behauptung.
zu 2. Die Bedingungen der schwachen Homogenita¨t sind erfu¨llt, wenn die Erwartungswert-
funktion E{fp,q(x)} konstant ist und die Korrelationsfunktion Rfp,qfp,q(x, x+z) nur
von der Differenz der Argumente abha¨ngt. Die zweite Bedingung ist in Punkt 1
nachgewiesen worden. Fu¨r die Mittelwertfunktion gilt
E{fp,q(x)} = E
{∑
k1,k2
gk1,k2(x1 + α
k1
1 (ω), x2 + α
k2
2 (ω))ξk1,k2
}
=
∑
k1,k2
E{gk1,k2(x1 + αk11 (ω), x2 + αk22 (ω))}E{ξk1,k2} = 0.
zu 3. Der Beweis erfolgt analog zum Beweis des Satzes 6.16 Eigenschaft 3.
zu 4. Der Beweis erfolgt analog zum Beweis des Satzes 6.12 Eigenschaft 4.
Aufgrund der separaten Verschiebung der Argumente der Funktion gk1k2 um die zufa¨lligen
Variablen αk11 und α
k2
2 ist die Approximationsfunktion f p,q nicht streng homogen. Zum
Zwecke der U¨bersichtlichkeit wird diese Eigenschaft im Folgenden fu¨r eindimensionale
Approximationsfunktionen
f q(x, ω) =
∑
k∈Z
gk(x+ αk)ξˆk mit gk(x) =
∑
i∈Z
ai−kpi(x), x ∈ R (6.33)
gezeigt. Weiter wird der Spezialfall q = 0 betrachtet, womit der Moving-Average-Prozess
(ηˆt)t∈Z dem White-Noise-Prozess (ξˆt)t∈Z entspricht und sich die Darstellung (6.33) zu
f0(x) =
∑
k∈Z
pk(x+ αk)ξˆk
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vereinfacht. Im na¨chsten Schritt wird hq = 1 gesetzt und die Funktion f0 an der Stelle xˆ
mit xˆ ∈ (0, 1) betrachtet. Damit ergibt sich
f 0(xˆ) = 1{α0<1−xˆ}p0(xˆ+ α0)ξˆ0 + p1(xˆ+ α1)ξˆ1 + 1{α2>1−xˆ}p2(xˆ+ α2)ξˆ2.
Mit C := {[1{α0<1−xˆ}p0(xˆ+ α0)ξˆ0 + p1(xˆ+ α1)ξˆ1 + 1{α2>1−xˆ}p2(xˆ+ α2)ξˆ2] ≤ b} folgt
P(f0(xˆ) ≤ b) = E1C = E{E{1C|(α0, α1, α2)}}
= E{P(C|(α0, α1, α2))} =
1∫
0
1∫
0
1∫
0
P(C|(α0, α1, α2) = (s1, s2, s3))ds3ds2ds1
=
1−xˆ∫
0
1∫
0
1∫
1−xˆ
P([p0(xˆ+ s1)ξˆ0 + p1(xˆ+ s2)ξˆ1 + p2(xˆ+ s3)ξˆ2] ≤ b)ds3ds2ds1.
Es seien nun die unabha¨ngigen Zufallsgro¨ßen ξˆ0, ξˆ1, ξˆ2 als normalverteilt mit Mittelwert
null und Varianz eins gewa¨hlt und die Interpolationsfunktionen als stu¨ckweise linear vor-
ausgesetzt. Dann gilt
η(xˆ, s1, s2, s3) := p0(xˆ+ s1)ξˆ0 + p1(xˆ+ s2)ξˆ1 + p2(xˆ+ s3)ξˆ2 und
η(xˆ, s1, s2, s3) ∼ N (0, p0(xˆ+ s1)2 + p1(xˆ+ s2)2 + p2(xˆ+ s3)2).
Die Abbildung 6.1 zeigt den Verlauf der eindimensionalen Verteilung P(f 0(xˆ) ≤ b) in
Abha¨ngigkeit von xˆ fu¨r b = 0.5.
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Abbildung 6.1: P(f0(xˆ) ≤ b) fu¨r b = 0.5 in Abha¨ngigkeit von xˆ
Da diese nicht konstant ist, gilt fu¨r u ∈ (0, 1− xˆ)
P(f(xˆ+ u) ≤ b) 6= P(f(xˆ) ≤ b).
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Damit ist gezeigt, dass die Beziehung (1.6) fu¨r n = 1, xˆ ∈ (0, 1) und u ∈ (0, 1− xˆ) nicht
erfu¨llt ist. Durch analoge U¨berlegungen ergibt sich, dass auch die Approximationsfunktion
(6.30) die Beziehung (1.6) nicht erfu¨llt und somit die Funktion f p,q nicht streng homogen
sein kann.
In Anlehnung an Satz 6.17 beschreibt der na¨chste Satz das Verhalten der Korrelations-
funktion Rfp,qfp,q fu¨r p, q →∞.
Satz 6.19 Sei (f p,q)p,q∈N0 eine Familie von MA[p, q]-Approximationsfeldern, so dass fu¨r
die Korrelationsfunktion des zugrunde liegenden MA[p, q]-Feldes (ηs,t)s,t∈Z gilt
γη(τ1, τ2) = ̺ (τ1hp, τ2hq) , fu¨r |τ1| = 0, . . . , p, |τ2| = 0, . . . , q.
Dann gilt unter den weiteren Voraussetzungen des Satzes 6.17
lim
p,q→∞
Rfp,qfp,q(x, y) = ̺(y1 − x1, y2 − x2).
Beweis. Siehe [40].
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Kapitel 7
Numerische Beispiele
In den vorhergehenden Kapiteln wurden die Lo¨sungen der betrachteten RAWP mit zufa¨lli-
ger Anfangsbedingung bzw. zufa¨lliger Randbedingung mit Hilfe der Finite-Elemente-
Methode und der Fourier-Methode bestimmt und deren erste und zweite Momente be-
rechnet. Ziel dieses Kapitel ist der Vergleich der auf diesen verschiedenen Wegen erhalte-
nen stochastischen Kenngro¨ßen untereinander und mit den Ergebnissen der Monte-Carlo-
Simulation am Beispiel der Varianzfunktion.
Aufgrund der in dieser Arbeit angenommenen Gebietsbeschra¨nkung fu¨r die Fourier-Metho-
de wird dazu das Gebiet D als Quadrat der Gro¨ße [−0.5, 0.5]× [0, 1] gewa¨hlt. Am Rand
(∂D)2 = [−0.5, 0.5] × {0} liegt dabei eine Neumann-Bedingung und an den Ra¨ndern
(∂D)3,2 = {−0.5} × [0, 1], (∂D)3,3 = [−0.5, 0.5]× {1} und (∂D)3,4 = {0.5} × [0, 1] Robin-
Bedingungen an. Falls nichts anderes angegeben ist, sind folgende Materialparameter ge-
setzt λ = 38m
2
s
und αi = 10
m
s
, i = 2, 3, 4.
7.1 RAWP mit zufa¨lliger Anfangsbedingung
Der Vergleich der verschiedenen Methoden wird anhand des RAWP aus Abschnitt 4.2
ut − λ△u = 0, x = (x1, x2) ∈ D, t ∈ (0, T ], λ = const
AB: u(0, x, ω) = εu0(x, ω), x ∈ D¯
RB:
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= 0 (7.1)
(
∂u
∂N
(t, x, ω) + αi u(t, x, ω)
)∣∣∣∣∣
(∂D)3,i
= 0, i = 2, 3, 4,
durchgefu¨hrt. Die Anfangsbedingung εu0 determiniert die zufa¨llige Temperaturverteilung
des betrachteten RAWP zum Zeitpunkt t = 0 im Gebiet D. Der Einfluss dieser Bedingung
auf die Temperaturverteilungen im Gebiet D zu spa¨teren Zeitpunkten wurde in dieser
Arbeit durch die Finite-Elemente-Lo¨sung (vgl. (4.6), (4.10))
uh(t, x, ω) =
∑
j∈χh
uh,j(t, ω)pj(x) mit uh(t, ω) = Gh(t)
∫
D
εu0(x, ω)p(x)dx, (7.2)
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durch die Fourier-Lo¨sung (vgl. (4.42), (4.45))
u(t, x, ω) =
∞∑
k,l=1
ckl(t, ω)fkl(x) mit ckl(t, ω) = e
−λµklt
∫
D
εu0(x, ω)fkl(x)dx,
bzw. durch ein u¨ber Monte-Carlo-Simulationen erhaltenes Ensemble von mo¨glichen Reali-
sierungen uiN(t, x) der approximativen Lo¨sung uh(t, x) des RAWP (7.1) basierend auf dem
Finite-Elemente-System (4.7) bestimmt. Dabei wurde die zufa¨llige Anfangsbedingung εu0
mit Hilfe des in Kapitel 6 vorgestellten Simulationsmodells generiert. Zur Berechnung
der obigen Fourier-Lo¨sung wurde die Reihe nach NF = 50 Gliedern abgebrochen, d.h. es
wurden die ersten 50, der Gro¨ße nach geordneten Eigenwerte µkl und die dazugeho¨rigen
Eigenwerte fkl berechnet.
Die Abb. 7.1 bis 7.4 zeigen mo¨gliche Realisierungen von Temperaturverteilungen u¨ber
dem Gebiet D zu den Zeitpunkten t = 0, 5 · 10−5, 10−4, 5 · 10−4. Zum Zeitpunkt null ist
die Temperaturverteilung durch die zufa¨llige Anfangsbedingung εu0 bestimmt, welche mit
der Zeit u¨ber D ausmittelt wird.
Abbildung 7.1: Realisierung einer Tempera-
turverteilung fu¨r t = 0
Abbildung 7.2: Realisierung einer Tempera-
turverteilung fu¨r t = 5 ·10−5
Abbildung 7.3: Realisierung einer Tempera-
turverteilung fu¨r t = 10−4
Abbildung 7.4: Realisierung einer Tempera-
turverteilung fu¨r t = 5 ·10−4
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Nun sollen anhand eines numerischen Beispiels die auf den verschiedenen Wegen erhalte-
nen Varianzfunktionen
E{uh(t, x)2} =
∑
i,j∈χh

Gh(t)
∫
D
∫
D
E{εu0(x)εu0(y)}p(x)pT (y)dydxGTh (t)


i,j
pi(x)pj(x)
u¨ber die Finite-Elemente-Methode (vgl. (4.13)),
E{u(t, x)2} =
NF∑
k1,l1=1
NF∑
k2,l2=1
e−λt(µk1l1+µk2l2)fk1l1(x)fk2l2(x)
∫
D
∫
D
E{εu0(x)εu0(y)}fk1l1(x)fk2l2(y)dydx,
u¨ber die Fourier-Methode (vgl. (4.59)) und als Scha¨tzungen u¨ber die Monte-Carlo-Simulation
(vgl. (6.1))
V N(t, x) =
1
N − 1
N∑
i=1
(
uih(t, x)−
1
N
N∑
i=1
uih(t, x)
)2
miteinander verglichen werden. Dabei bezeichnet der Term
Gh(t)
∫
D
∫
D
E{εu0(x)εu0(y)}p(x)pT (y)dydxGTh(t)


i,j
die (i, j)-te Komponente der Korrelationsmatrix E{uh(t)uTh (t)}.
Die Korrelationsfunktion der zufa¨lligen Anfangsbedingung εu0 sei im Folgenden gegeben
durch
E{εu0(x1, x2)εu0(y1, y2)} = σ20


(
1− |y1−x1|
ε1
)2 (
1− |y2−x2|
ε2
)2
|y1 − x1| < ε1,
|y2 − x2| < ε2,
0 sonst
(7.3)
mit σ20 = 250
2 = 62500. Das Gebiet D wird fu¨nfmal total mittels Quadraten verfeinert,
womit sich die Diskretisierungsparameter zu h1 = h2 =
1
32
ergeben. Die Ansatzfunk-
tionen pi, i ∈ χh sind als bilinear vorausgesetzt (vgl. dazu Beziehung (4.32)). Fu¨r die
Korrelationsla¨ngen wird ε1 = h1 =
1
32
, ε2 = h2 =
1
32
angenommen.
Zuna¨chst werden die auf der Finite-Elemente-Diskretisierung basierenden Methoden zur
Bestimmung der Varianzfunktion E{uh(t, x)2} miteinander verglichen. Die Abbildungen
7.5 bis 7.10 zeigen die mittels der asymptotischer Entwicklung (bis zur Ordnung sechs)
(vgl. Abschnitt 4.1.1), der expliziten Berechnung (vgl. Abschnitt 4.1.3) und der Monte-
Carlo-Simulation (vgl. Abschnitt 6) erhaltenen Varianzen zu den Zeitpunkten 10−5 und
10−4. Die Monte-Carlo-Simulation wurde dabei auf Basis von 106 Realisierungen ermit-
telt. Es zeigt sich, dass die Werte gut u¨bereinstimmen, was auch bei allen nachfolgenden
Betrachtungen der Fall ist. Deshalb wird im Folgenden statt drei nur noch eine Abbildung
angegeben.
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Abbildung 7.5: Entwickelte Varianz jajajajaja
E{uh(t, x)2} zu t = 10−5
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Abbildung 7.6: Entwickelte Varianz jajajajaja
E{uh(t, x)2} zu t = 10−4
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Abbildung 7.7: Explizit berechnete Varianz ja-
ja E{uh(t, x)2} zu t = 10−5
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Abbildung 7.8: Explizit berechnete Varianz ja-
ja E{uh(t, x)2} zu t = 10−4
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Abbildung 7.9: Simulierte Varianz jajajajaja-
ja V N (t, x) zu t = 10−5
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Abbildung 7.10: Simulierte Varianz jajajaja-
jaja V N (t, x) zu t = 10−4
Durch die Wahl bilinearer Ansatzfunktionen pi, i ∈ χh ist die Entwicklung bis zur sechsten
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Ordnung exakt, da fu¨r Ordnungen gro¨ßer als sechs die in den Beziehungen (4.28) bis (4.31)
gegebenen Terme verschwinden. Die Approximationsgu¨te der asymptotischen Entwicklung
ist in Abb. 7.11 angegeben. Dabei sind die Werte der entwickelten Varianzfunktionen
E{uh(t, x)2} fu¨r die Ordnungen null, eins und zwei zum Zeitpunkt 10−5 als Schnitt in
x1-Richtung durch das Gebiet D an der Stelle x2 = 0.5 darstellt. Es zeigt sich, dass mit
jeder weiteren Ordnung das Approximationsergebnis verbessert wird und bei Ordnung
sechs die exakte Darstellung erreicht ist.
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Abbildung 7.11: Vergleich der Entwicklungen von E{uh(t, x)2} fu¨r verschiedene Ordnungen,
x2 = 0.5, t = 10
−5
ImWeiteren soll auf einen Vergleich der auf der Finite-Elemente-Methode und der Fourier-
Methode basierenden Berechnung der Varianzfunktionen eingegangen werden. Die Ge-
genu¨berstellungen der Abb. 7.7 und 7.12 zum Zeitpunkt t = 10−5 sowie 7.8 und 7.13 fu¨r
t = 10−4 zeigen eine gute U¨bereinstimmung, die auch durch die Abb. 7.14 und 7.15 noch
verdeutlicht wird. Hier sind die Varianzen in Abha¨ngigkeit von x2 an der Stelle x1 = 0
dargestellt.
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Abbildung 7.12: Varianz E{u(t, x)2} zu jajaja
t = 10−5 (Berechnung basie-
rend auf Fourier-Methode)
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Abbildung 7.13: Varianz E{u(t, x)2} zu jajaja
t = 10−4 (Berechnung basie-
rend auf Fourier-Methode)
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Die Differenzen zum Zeitpunkt 10−5 zwischen der mittels FEM und Fourier-Methode
ermittelten Varianzen sind zum Zeitpunkt 10−4 schon fast ausgeglichen. Weiterhin ist
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Abbildung 7.14: Vergleich der Varianzen zu
jaja t = 10−5, x1 = 0 und jajaja
α = αi = 10, i = 2, 3, 4
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Abbildung 7.15: Vergleich der Varianzen zu
jaja t = 10−4, x1 = 0 und jajaja
α = αi = 10, i = 2, 3, 4
an diesen Abb. zu erkennen, dass die Varianz mit zunehmender Zeit rasch abnimmt.
Da nur zum Zeitpunkt t = 0 Zufall in das RAWP (7.1) u¨ber den Anfangszustand εu0
eingebracht wird, mittelt sich dieser Einfluss mit zunehmender Zeit aus. Die Abb. 7.16
verdeutlicht diesen Zusammenhang nochmals. Hier wurde die Varianz im Punkt (0, 0.5)
in Abha¨ngigkeit von der Zeit dargestellt.
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Abbildung 7.16: Varianz fu¨r x1 = 0, x2 = 0.5, α = αi = 10, i = 2, 3, 4 in Abha¨ngigkeit der Zeit
Die Abb. (7.5) bis (7.15) zeigen, dass die betrachteten Varianzfunktion im Inneren des Ge-
bietes D kleiner sind als am Rand ∂D. Der Grund dafu¨r ist, dass Temperaturunterschiede
im Inneren aufgrund des Wa¨rmeaustauschs mit der Umgebung schneller ausgemittelt wer-
den als am Rand, da dort die homogene Neumann-Bedingung bzw. die Robin-Bedingungen
mit αi = α = 10 anliegen. U¨ber den Rand (∂D)2 kann demnach keine Wa¨rme abgegeben
7.1. RAWP MIT ZUFA¨LLIGER ANFANGSBEDINGUNG 125
oder aufgenommen werden und auch an den Ra¨ndern (∂D)3,i, i = 2, 3, 4 erweisen sich die
Wa¨rmeu¨bergangszahlen αi = α = 10 als relativ klein, so dass u¨ber diesen Ra¨ndern nur
ein geringer Wa¨rmeaustausch stattfinden kann.
Im Folgenden werden deshalb die A¨nderungen der Varianzen an (∂D)2, (∂D)3,i, i = 2, 3, 4
betrachtet. Aufgrund der Zentriertheit der Lo¨sung u des RAWP (7.1) gilt fu¨r die Varianz
σ2(t, x1, x2) := E{u(t, x1, x2)2},
woraus sich folgende Beziehung fu¨r die A¨nderung in x2-Richtung ableiten la¨sst
∂σ2
∂x2
(t, x1, x2) = 2E {u(t, x1, x2)ux2(t, x1, x2)} . (7.4)
Am Rand (∂D)2 wurde die Neumann-Bedingung
∂u
∂N
(t, x, ω) = −λ ∂u
∂x2
(t, x, ω) = 0
gestellt, was dem Fall der Wa¨rmeisolation entspricht. Gleichung (7.4) ergibt sich dann fu¨r
x ∈ (∂D)2 als
∂σ2
∂x2
(t, x1, 0) = 0. (7.5)
D.h. am Rand (∂D)2 a¨ndert sich die Varianz in x2-Richtung nicht, sie bleibt somit in
der Zeit gegenu¨ber
”
inneren“ Punkten gro¨ßer. Am Rand (∂D)3,3 dagegen liegt die Robin-
Bedingung(
∂u
∂N
(t, x, ω) + α3 u(t, x, ω)
)∣∣∣∣∣
(∂D)3,3
=
(
λ
∂u
∂x2
(t, x, ω) + α3 u(t, x, ω)
)∣∣∣∣∣
(∂D)3,3
= 0
an. Diese beschreibt den Wa¨rmefluss u¨ber den Rand infolge von Temperaturdifferenzen
zwischen Innen- und Außengebiet. Dabei gilt, je gro¨ßer die Wa¨rmeu¨bergangszahl α3 ist,
desto gro¨ßer ist der Wa¨rmefluss u¨ber (∂D)3,3.
Fu¨r die A¨nderungen der Varianz ergibt sich nach Gleichung (7.4) bei x ∈ (∂D)3,3
∂σ2
∂x2
(t, x1, 1) = 2E {u(t, x1, 1)ux2(t, x1, 1)} = −2
α3
λ
σ2(t, x1, 1). (7.6)
D.h. die A¨nderung der Varianz σ2 bezu¨glich x2 geschieht proportional zu σ
2 mit dem
Faktor −2α3
λ
. Fu¨r α3 = 0 geht die Robin-Bedingung in eine Neumann-Bedingung u¨ber.
Aus Gleichung (7.6) ist ersichtlich, dass in diesem Fall die A¨nderung der Varianz wieder
null betra¨gt. Fu¨r α3 →∞ dagegen geht die Robin-Bedingung in eine Dirichlet-Bedingung
u¨ber. Es ist(
∂u
∂N
(t, x, ω) + α3u(t, x, ω)
)∣∣∣∣∣
(∂D)3,3
=
(
1
α3
∂u
∂N
(t, x, ω) + u(t, x, ω)
)∣∣∣∣∣
(∂D)3,3
= 0,
woraus u(t, x, ω) = 0 fu¨r x ∈ (∂D)3,3 und α3 →∞ folgt, d.h. am Rand ist kein Wa¨rmefluss
sondern eine feste Temperatur vorgegeben. Fu¨r die A¨nderung der Varianz gilt dann nach
(7.6)
1
α3
∂σ2
∂x2
(t, x1, 1) = −2
λ
σ2(t, x1, 1),
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woraus sich fu¨r α3 →∞ folgende Beziehung ergibt
σ2(t, x1, 1) = 0.
Dieses Verhalten spiegelt sich auch in Abb. 7.17 wieder. Dort wird der Einfluss der Robin-
Bedingungen mit α3 = 10, 10
2, 103, 104 auf die Varianzfunktionen zum Zeitpunkt 10−5
veranschaulicht. Dabei wurde die Varianz an der Stelle x1 = 0 in Abha¨ngigkeit von x2
abgetragen. Wie schon fu¨r den Fall α3 = 10 in den Abb. (7.14) und (7.15) gesehen,
stimmen die mittels FEM und Fourier-Methode berechneten Varianzen auch fu¨r α3 =
102, 103, 104 gut u¨berein.
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Abbildung 7.17: Vergleich der Varianzen fu¨r α3 = 10, 102, 103, 104 in Abha¨ngigkeit von x2 und
x1 = 0
Fu¨r α3 = 10 ist der Wa¨rmestrom u¨ber den Ra¨ndern (∂D)3,3 sehr schwach. Somit mitteln
sich Temperaturunterschiede am Rand schlechter aus und die Varianz bleibt hoch (vgl.
Abb. 7.17). Mit gro¨ßer werdender Wa¨rmeu¨bergangszahl α3 sinkt die Varianz am Rand
(∂D)3,3. Fu¨r α3 = 10
3 beispielsweise ist der Wa¨rmestrom u¨ber dem Rand (∂D)3,3 hoch
und somit ko¨nnen Temperaturunterschiede am Rand schneller als im Inneren des Gebietes
D ausgeglichen werden, die Varianz ist demnach gering. Fu¨r α3 = 10
4 geht die Robin-
Bedingung na¨herungsweise in eine Dirichlet-Bedingung u¨ber, womit die Varianz am Rand
nahezu null ist (vgl. Abb. 7.17).
Ein analoges Verhalten la¨sst sich fu¨r die A¨nderungen der Varianzen in x1-Richtung an den
Ra¨ndern (∂D)3,2 und (∂D)3,4 ableiten. Zusammenfassend gilt also fu¨r t ∈ (0, δt), δt > 0
und x1 ∈ [−0.5, 0.5]
x2 = 0 :
∂σ2
∂x2
(t, x1, 0) = 0
x2 = 1 :
∂σ2
∂x2
(t, x1, 1) = −2α3
λ
σ2(t, x1, 1).
Aus diesen Gleichungen kann mit Hilfe der Taylorentwicklung auf das Verhalten der
Varianzen in der Umgebung der Ra¨nder (∂D)2 und (∂D)3,3 geschlossen werden. Fu¨r
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1− δ(∂D)3,3 ≤ x2 ≤ 1, δ(∂D)3,3 > 0 und t, x1 fest ergibt sich
σ2(t, x1, x2) ≈ σ2(t, x1, 1) + (x2 − 1)∂σ
2
∂x2
(t, x1, 1) = (1− 2α3
λ
(x2 − 1))σ2(t, x1, 1),
wobei (1− 2α3
λ
(x2 − 1)) ≥ 1. D.h. es existiert eine δ(∂D)3,3-Umgebung des Randes (∂D)3,3
wo gilt
σ2(t, x1, 1) ≤ σ2(t, x1, x2), 1− δ(∂D)3,3 ≤ x2 ≤ 1.
Die Abb. (7.18) verdeutlicht dieses Verhalten. Hier sind die die Varianzen aus Abb. 7.17
in Abha¨ngigkeit der Wa¨rmeu¨bergangszahl α3 = 10, 10
2, 103, 104 im Intervall [0.95, 1]
abgetragen.
Fu¨r 0 ≤ x2 ≤ δ(∂D)2 und t, x1 fest gilt dagegen
σ2(t, x1, x2) ≈ σ2(t, x1, 0) + (x2 − 0)∂σ
2
∂x2
(t, x1, 0) = σ
2(t, x1, 0).
Demnach existiert eine δ(∂D)2-Umgebung des Randes (∂D)2, in welcher die Varianzen kon-
stant sind. Dies zeigt auch Abb. 7.19, wo die Varianz im Intervall [0, 0.06] abgetragen ist.
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Abbildung 7.18: Vergleich der Varianzen zu
jaj t = 10−5, α3 = 10, 102, 103,
104 und x1 = 0 (gezoomt)
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Abbildung 7.19: Varianz zu t = 10−5 und ja-
jaja x1 = 0 (gezoomt)
Im Rahmen der Fourier-Methode werden die Eigenfunktionen fn und die dazugeho¨rigen
Eigenwerte µn als Lo¨sungen des Eigenwertproblems
−△ f = µf (7.7)
RB :
∂f
∂N
∣∣∣∣∣
(∂D)2
= 0,
(
∂f
∂N
+ αif
) ∣∣∣∣∣
(∂D)3,i
= 0, i = 2, 3, 4
bestimmt. Im Folgenden wird gezeigt, dass die Eigenwerte der Systemmatrix M−1h Kh des
FE- Gleichungssystems (4.7) gegen diese Eigenwerte µn konvergieren.
Dazu wird die schwache Formulierung des Problems (7.7) in der Form
a(f, v) = µλ(f, v), ∀ v ∈ H1(D)
128 KAPITEL 7. NUMERISCHE BEISPIELE
mit
a(f, v) := λ
∫
D
[
2∑
i=1
∂f
∂xk
∂v
∂xk
]
dx+
4∑
k=2
αk
∫
(∂D)3,k
f(x)v(x)ds, (vgl. (4.5))
betrachtet. Mit Hilfe des U¨bergangs von f(x) zu fh(x) :=
∑
j∈χh
fjpj(x) erfolgt die Diskreti-
sierung bezu¨glich des Ortes, wobei die Ansatzfunktionen analog zu Kapitel 4.1 eine Basis
des Approximationsraumes V0h =
{
vh : vh(x) =
∑
i∈χh
vipi(x)
}
darstellen. Damit ergibt
sich fu¨r alle i ∈ χh folgende Aufgabe
∑
j∈χh
fja(pj , pi) = µhλ
∑
j∈χh
fj(pj, pi),
woraus sich mit Hilfe der Definitionen (4.8) und (4.9) von Masse- und Steifigkeitmatrix
das System
Khf = µhλMhf (7.8)
mit Kh = [a(pj , pi)]i,j∈χh, Mh = [(pj, pi)]i,j∈χh und f = [fi]
T
i∈χh ableiten la¨sst.
Unter Voraussetzung einer zula¨ssigen Diskretisierung (vgl. Bemerkung 2.3) folgt aus diesen
U¨berlegungen nach [52] die Beziehung
µn = lim
Nh→∞
1
λ
µh,n,
d.h. fu¨r feiner werdende Diskretisierungen konvergieren die Eigenwerte der Matrix 1
λ
M−1h Kh
gegen die Eigenwerte des Problems (7.7).
n µn
1
λ
µh,n
1 0.0028 · 104 0.0028 · 104
2 0.0414 · 104 0.0413 · 104
3 0.0423 · 104 0.0423 · 104
4 0.0809 · 104 0.0808 · 104
5 0.1544 · 104 0.1539 · 104
6 0.1554 · 104 0.1549 · 104
7 0.1939 · 104 0.1934 · 104
8 0.1940 · 104 0.1934 · 104
9 0.3070 · 104 0.3060 · 104
Tabelle 7.1: Vergleich der Eigenwerte
Fu¨r die Diskretisierung des Gebietes D mit 1089 Punkten, was einer fu¨nfmaligen tota-
len Verfeinerung entspricht, ist in Tabelle 7.1 der numerische Vergleich der ersten neun
Eigenwerte angegeben.
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7.2 Analysis des RAWP mit zufa¨lliger Randbedin-
gung
Der Vergleich der verschiedenen Methoden wird anhand des RAWP (5.1)-(5.4), konkreti-
siert in Abschnitt 5.2
ut − λ△u = 0, x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ], λ = const
AB: u(0, x, ω) = 0, x ∈ D¯
RB:
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= εP (t, x1, ω) (7.9)(
∂u
∂N
(t, x, ω) + αiu(t, x, ω)
) ∣∣∣∣∣
(∂D)3,i
= 0, i = 2, 3, 4
durchgefu¨hrt. Zum Zeitpunkt t = 0 ist die Temperaturverteilung u¨ber dem Gebiet D null.
Fu¨r Zeiten t > 0 wird u¨ber den Rand (∂D)2 ein zufa¨lliger Wa¨rmestrom
εP eingeleitet. Der
Einfluss dieser zufa¨lligen Randbedingung auf die Temperaturverteilung wurde mit Hilfe
der Finite-Elemente-Lo¨sung (vgl. (5.6),(5.10))
uh(t, x, ω) =
∑
j∈χh
uh,j(t, ω)pj(x) mit uh(t, ω) =
t∫
0
R∫
−R
Gh(t−τ)p(x1, 0)εP (τ, x1, ω)dx1dτ,
der Fourier-Lo¨sung (vgl. (5.51))
u(t, x, ω) =
1
2H
∞∑
k,l=1
(2ql + µ2lpl)
t∫
0
R∫
−R
εP (s, z, ω)ϕ1k(z)e
−λµkl(t−s)dzdsfkl(x1, x2)
bzw. durch ein u¨ber Monte-Carlo-Simulationen (vgl. Kapitel 6) erhaltenes Ensemble von
mo¨glichen Realisierungen uiN(t, x) der approximativen Lo¨sung uh(t, x) des RAWP (7.9)
bestimmt. Zur Bestimmung der obigen Fourier-Lo¨sung wurde die Reihe nach NF = 50
Gliedern abgebrochen, d.h. es wurden die ersten 50, der Gro¨ße nach geordneten Eigenwerte
µkl und die dazugeho¨rigen Eigenwerte fkl in die Berechnung einbezogen.
Die Abb. 7.20 und 7.21 zeigen Realisierungen der Temperaturverteilung u¨ber dem Gebiet
D zu den Zeitpunkten t = 10−2 und t = 2. Dabei wird deutlich, dass sich die Tempera-
turen in der Umgebung des Randes (∂D)2 infolge des Wa¨rmestromes
εP stark a¨ndern, im
restlichen Gebiet aber relativ konstant bleiben.
Anhand numerischer Ergebnisse werden nun die Varianzfunktionen der FE-Lo¨sung
E{uh(t, x)2} =
∑
i,j∈χh
t∫
0
t∫
0
R∫
−R
R∫
−R
[
Gh(t− τ)p(z, 0)pT (z, 0)GTh (t− τ)
]
i,j
E{εP (τ, z)εP (τ , z)}dzdzdτdτpi(x)pj(x)
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Abbildung 7.20: Realisierung einer Tempera-
turverteilung fu¨r t = 10−2
Abbildung 7.21: Realisierung einer Tempera-
turverteilung fu¨r t = 2
(vgl. (5.11)), der Fourier-Lo¨sung
E{u(t, x)2} = 1
4H2
Nf∑
k1,l1=1
Nf∑
k2,l2=1
(2ql1 + dl1pl1)(2ql2 + dl2pl2)fk1l1(x)fk2l2(x) (7.10)
t∫
0
R∫
−R
t∫
0
R∫
−R
E{εP (s, z)εP (s, z)}ϕ1k1(z)ϕ1k2(z)e−λ(µk1l1 (t−s)+µk2l2(t−s))dzdsdzds
(vgl. (5.52)) sowie die Scha¨tzung der Varianzfunktion u¨ber
V N(t, x) =
1
N − 1
N∑
i=1
(
uih(t, x)−
1
N
N∑
i=1
uih(t, x)
)2
(vgl. (6.1)) miteinander verglichen. Der Term
[
Gh(t − r)p(z, 0)pT (z, 0)GTh (t − r)
]
i,j
be-
zeichnet dabei die (i, j)-te Komponente der Matrix.
Die Korrelationsfunktion der zufa¨lligen Randbedingung εP sei im Folgenden gegeben durch
E{εP (t1, x1)εP (t2, y1)} = σ20


(
1− |t2−t1|
ε1
)2 (
1− |y1−x1|
ε2
)2
|t2 − t1| < ε1,
|y1 − x1| < ε2,
0 sonst
(7.11)
mit der Varianz σ20 = 25 · 106. Fu¨r die Korrelationsla¨nge ε = (ε1, ε2) wurde ε1 = 10−5 und
ε2 = h =
1
64
angenommen. Die Komponenten ε1 und ε2 stehen dabei fu¨r die Korrelati-
onsla¨nge in zeitliche bzw. o¨rtliche, d.h. fu¨r den Spezialfall des betrachteten Rechteckgebie-
tes in x1-Richtung. Die finiten Elemente wurden dabei wieder als Rechtecke gewa¨hlt und
die Diskretisierung des Randes (∂D)2 wurde mit dem Parameter h =
1
64
ausgefu¨hrt. Die
Ansatzfunktionen pi, i ∈ χh sind als bilinear vorausgesetzt (vgl. dazu Beziehung (4.32)).
Zuerst werden wieder die auf der Finite-Elemente-Methode basierenden Verfahren zur Be-
rechnung der Varianzfunktion miteinander verglichen. Die Abb. 7.22 bis 7.24 stellen die
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durch asymptotische Entwicklung (vgl. Abschnitt 5.1.1), durch explizite Berechnung (vgl.
Abschnitt 5.1.3) und Monte Carlo-Simulation (vgl. Abschnitt 6) erhaltenen Varianzen zum
Zeitpunkt t = 10−2 dar. Das Simulationsergebnis wurde auf Grundlage von 105 Realisie-
rungen bestimmt. Anders als im Fall der zufa¨lligen Anfangsbedingung verschwinden die
Terme q
(r,s)
i = D
(α)φ
(r,s)
i (z1, z2)
∣∣∣
z1=z2=0
, i = 1, . . . , 6 nicht ab einer bestimmten Entwick-
lungsordnung |α| = α1+α2 = n0 mit n0 <∞, womit auch die asymptotische Entwicklung
eine beliebig hohe Ordnung besitzen kann. Das dargestellte Ergebnis der asymptotischen
Entwicklung (5.24) wurde auf Basis der ersten zehn Entwicklungsterme erhalten. Die Abb.
7.22 bis 7.24 zeigen, dass die Werte gut u¨bereinstimmen, was durch den 2d-Schnitt in x2-
Richtung an der Stelle x1 = 0 verdeutlicht wird (vgl. Abb. 7.25). Dieses Verhalten ist
auch bei allen anderen Parameterkonstellationen zu beobachten, weshalb im Folgenden
nur noch eine Varianzfunktionen stellvertretend fu¨r diese drei Berechnungsmo¨glichkeiten
angegeben wird.
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Abbildung 7.22: Entwickelte Varianz jajajaja-
ja E{uh(t, x)2} fu¨r t = 10−2
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Abbildung 7.23: Explizit berechnete Varianz
jaja E{uh(t, x)2} fu¨r t = 10−2
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Abbildung 7.24: Simulierte Varianz jajajaja-
jaja V N (t, x) fu¨r t = 10−2
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Abbildung 7.25: Vergleich der FEM basieren-
den Verfahren
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Abbildung 7.26: Varianz E{u(t, x)2} fu¨r jajaja
t = 10−2, berechnet u¨ber Fo
Fourier-Methode
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Abbildung 7.27: Vergleich der Varianzen fu¨r
x1 = 0 und t = 10
−2
ja-
jajaja
Das Hauptaugenmerk wird in diesem Abschnitt auf den Vergleich der auf der FEM und
der Fourier-Methode basierenden Varianzfunktionen gelegt. Wie sich aus den Abb. 7.22
bis 7.24 (berechnet u¨ber FE Methoden und Simulation) und 7.26 (berechnet u¨ber Fourier-
Methode) ablesen la¨sst, stimmen auch diese Varianzfunktionen zum Zeitpunkt t = 10−2
gut u¨berein. Der 2d-Schnitt in Abb. 7.27 unterstreicht diese Aussage. Hier wurden die
Varianzen in Abha¨ngigkeit von x2 an der Stelle x1 = 0 dargestellt.
In den betrachteten Abb. wird deutlich, dass der zufa¨llige Wa¨rmeeinstrom εP eine Varianz
der Lo¨sung zur Folge hat, welche in x2-Richtung stark auf null abfa¨llt. Um diesen Einfluss
der Randbedingung εP besser analysieren zu ko¨nnen, werden die folgenden Betrachtungen
auf das verkleinerte Rechteckgebiet [−0.5, 0.5]× [0, 0.1] bezogen. Die Abb. 7.28 und 7.29
zeigen die auf der FEM und der Fourier-Methode basierenden Varianzfunktionen u¨ber
dem verkleinerten Gebiet.
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Abbildung 7.28: E{uh(t, x)2} fu¨r t = 10−2 und
und α = 10 (FE-Methode)
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Abbildung 7.29: E{u(t, x)2} fu¨r t = 10−2 und
α = 10 (Fourier-Methode)
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Es ist deutlich zu erkennen, dass die zufa¨llige Randbedingung εP nun die Temperaturver-
teilung u¨ber dem gesamten Gebiet beeinflusst. Auch ist die Wirkung der deterministischen
Robin-Bedingungen an den Ra¨ndern (∂D)3,i, i = 2, 3, 4 deutlicher sichtbar. Die Varianz ist
in der Umgebung dieser Ra¨nder ho¨her als im Inneren des Gebietes, da aufgrund der relativ
kleinen Wa¨rmeu¨bergangszahl αi = α = 10, i = 2, 3, 4 nur ein schwacher Wa¨rmefluss an-
liegt und somit Temperaturunterschiede langsamer ausgemittelt werden. Insgesamt zeigt
sich, auch durch die in Abb. 7.34 und 7.35 gegebenen 2d-Schnitten in x1 bzw. x2-Richtung,
wieder eine gute U¨bereinstimmung zwischen den beiden Methoden.
Fu¨r eine Untersuchung des Einflusses der deterministischen Robin-Bedingungen werden
nun die Wa¨rmeu¨bergangszahlen αi = α, i = 2, 3, 4 schrittweise erho¨ht. Die Abb. 7.30 und
7.31 zeigen die auf der FEM basierenden und der Fourier-Methode basierenden Varianz-
funktionen fu¨r α = αi = 10
3, wogegen in den Abb. 7.32 und 7.33 α = αi = 10
4 gewa¨hlt
wurde. Die Differenzen fu¨r x1 = −0.5, 0.5 sind deutlich erkennbar.
Aufgrund der gro¨ßeren Wa¨rmeu¨bergangszahlen und der damit verbundenen sta¨rkeren
Wa¨rmeflu¨sse u¨ber den Ra¨ndern (∂D)3,i verringert sich die Varianz u¨ber dem gesamten
Gebiet, da mehr Wa¨rme u¨ber diese Ra¨nder abgegeben werden kann. Diese Eigenschaft
zeigt der Vergleich der Ergebnisse fu¨r α = αi = 10 (Abb. 7.28, 7.29) und fu¨r α = αi = 10
4
(Abb. 7.32, 7.33) fu¨r t = 102.
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Abbildung 7.30: E{uh(t, x)2} fu¨r t = 10−2 ja-
jaja und α = 103 (FE-Methode)
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Abbildung 7.31: E{u(t, x)2} zu t = 10−2 und
α = 103 (Fourier-Methode)
Fu¨r α → ∞ geht die Robin-Bedingung in eine Dirichlet-Bedingung u¨ber, d.h. an den
Ra¨ndern (∂D)3,i, i = 2, 3, 4 wird kein Wa¨rmefluss sondern eine feste Temperatur vorge-
geben, welche im betrachteten Fall gleich null ist. In den Abb. 7.34 und 7.35 wird dieses
Verhalten durch numerische Ergebnisse verdeutlicht.
Die na¨chste Abb. zeigt die zeitliche Entwicklung der Varianz in einigen ausgewa¨hlten
Punkten x = (0, 0.01), (0, 0.02), (0, 0.04), (0, 0.06), (0, 0.08). Die Kurven illustrieren, dass
die Varianzen anfangs wachsen, dann aber einen konstanten Zustand erreicht haben.
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Abbildung 7.32: E{uh(t, x)2} fu¨r t = 10−2 ja-
jaja und α = 104 (FE-Methode)
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Abbildung 7.33: E{u(t, x)2} fu¨r t = 10−2 und
α = 104 (Fourier-Methode)
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Abbildung 7.34: Vergleich der Varianzen fu¨r
x2 = 0.5 und α = 10; 10
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Abbildung 7.35: Vergleich der Varianzen fu¨r
x1 = 0 und α = 10; 10
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Abbildung 7.36: Zeitliche Entwicklung der Varianz in ausgewa¨hlten Punkten einigejaja
(x1, x2) = (0, x2)
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Auch fu¨r das RAWP mit zufa¨lliger Randbedingung la¨sst sich zeigen, dass die Eigenwer-
te der Matrix 1
λ
M−1h Kh fu¨r feiner werdende Diskretisierungen gegen die Eigenwerte des
Eigenwertproblems (7.7) konvergieren, d.h. nach [52] gilt fu¨r zula¨ssige Diskretisierungen
µn = lim
Nh→∞
1
λ
µh,n.
i µn
1
λ
µh,n
1 0.74563 0.74564
2 10.89213 10.89434
3 11.13630 11.13872
4 21.28281 21.28742
5 40.50672 40.53929
6 40.76523 40.79865
7 50.89739 50.93237
8 50.91174 50.94735
9 80.52632 80.59231
Tabelle 7.2: Vergleich der Eigenwerte
Fu¨r die Diskretisierung des Gebietes D = [−0.5, 0.5]× [0, 1] mit 4425 Punkten, was einer
sechsmaligen totalen Verfeinerung entspricht, ist in Tabelle 7.2 der numerische Vergleich
der ersten neun Eigenwerte angegeben.
Abschließend wird ein konkrete Anwendung betrachtet, welche auf Untersuchungen von
Bremsvorga¨ngen in Kraftfahrzeugen mit Hilfe elektroanaloger Methoden zuru¨ck geht. Auf
dieses Problem wird auch in [44] eingegangen. Das Prinzip bestand in einer Intervallauf-
teilung der Reibefla¨che (vgl. Abb. 7.37), wobei in jedem Intervall unabha¨ngig mit der
Wahrscheinlichkeit p ein Wa¨rmestrom simuliert wurde. Nach der Zeit t = 34.1µs wur-
den die Temperaturen in verschiedenen Tiefen des Materials gemessen und daraus die
Varianzfunktionen gescha¨tzt.
(∂D)3,3
(∂D)2
(∂D)3,4
(∂D)3,2
Abbildung 7.37: Darstellung des untersuchten Quaders
Im Weiteren wird nur ein zweidimensionaler Schnitt durch den Quader betrachtet. Damit
ergibt sich wieder ein rechteckiges Gebiet D an dessen Rand (∂D)2 ein zufa¨lliger, orts-und
zeitabha¨ngiger Wa¨rmestrom εP eingeleitet wird (vgl. Abb. 7.37 und 7.38).
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Abbildung 7.38: Realisierung der zufa¨lligen Randbedingung εP (t, x1, ω)
Die zufa¨llige Erregung wird dabei fu¨r (t, x1) ∈ [iε1, (i+1)ε1]× [jε2, (j+1)ε2] mit ε1 = 5µs
und εs = 5µm modelliert durch
εP (t, x1, ω) =
{
Pm mit Wahrscheinlichkeit p
0 mit Wahrscheinlichkeit 1− p (7.12)
und besitzt die Eigenschaften
E{εP (t, x1)} = Pm p und E{εP (t, x1)2} = P 2m p(1− p).
Dabei ist zu beachten, dass das durch Beziehung (7.12) gegebene zufa¨llige Feld εP nicht
homogen ist. Fu¨r die weiteren Rechnungen werden die Materialparameter entsprechend
der elektroanalogen Untersuchungen mit
R = 48µm, H = 25.2µm,
Pm = 1.525 · 106K
m
, λ = 1.278 · 10−5m
2
s
,
α2 = α4 = 0, α3 = 2.821 · 10−6m
s
gewa¨hlt. Die Robin-Bedingungen an den Ra¨ndern (∂D)3,2 und (∂D)3,4 entsprechen damit
homogenen Neumann-Bedingungen, was als Wa¨rmeisolation interpretiert werden kann.
Die Gro¨ße Pm beschreibt die maximale Oberfla¨chenleistung.
Durch diese Parameterkonstellation vereinfacht sich die Berechnung der zur Anwendung
der Fourier-Methode no¨tigen Eigenwerte und Eigenfunktionen (vgl. [44]). Nach den Glei-
chungen (4.48) und (4.49) ergeben sich die Eigenwerte µ1k fu¨r α2 = α4 = 0 als
µ1k =
(
kπ
2R
)2
, k = 0, 1, 2, . . .
und µ2l als Lo¨sungen der Gleichung
λµ2l sin(
√
µ2lH) = α3
√
µ2l cos(
√
µ2lH), (7.13)
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wobei µ2l = 0 kein Eigenwert ist. Die dazugeho¨rigen Eigenfunktionen ϕ1k und ϕ2l lassen
sich dann darstellen als
ϕ1k(x1) =
1√
R


1√
2
, k = 0
sin
(
kpix1
2R
,
)
k ungerade
cos
(
kpix1
2R
,
)
k gerade
und
ϕ2l(x2) =
√
2√
H + 1
2
√
µ2l
sin(2H
√
µ2l)
cos(
√
µ2lx2).
Die Abb. 7.39 vergleicht gemessene und die auf verschiedenen Wegen (asymptotische
Entwicklung nullter Ordnung, explizite Berechnung, Fourier-Methode und Monte-Carlo-
Simulation) berechnete Standardabweichungen. Fu¨r die Bestimmung der Standardabwei-
chungen mittels asymptotischer Entwicklung, expliziter Berechnung bzw. Fourier-Methode
wurde die Korrelationsfunktion der nicht homogenen Erregerfunktion εP durch die in
Gleichung (7.11) gegebene Korrelationsfunktion ersetzt. Die Monte-Carlo-Simulation da-
gegen wurde mit der zufa¨lligen Erregerfunktion (7.12) durchgefu¨hrt. Des Weiteren ist zu
erwa¨hnen, dass aufgrund der Gro¨ße des Gebietes bzw. der Materialarameter die Lo¨sung
der Gleichung (7.13) mit großem zeitlichen Aufwand verbunden ist. Deshalb wurden nur
die ersten 17 Eigenwerte in die Berechnung einbezogen. Es zeigt sich, dass die gemessenen
Werte recht gut mit den berechneten u¨bereinstimmen.
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Abbildung 7.39: Vergleich der numerischen Resultate mit Messungen der Elektroanalogie
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Abku¨rzungs- und Symbolverzeichnis
N Menge der natu¨rlichen Zahlen
Z Menge der ganzen Zahlen
R Menge der reellen Zahlen
R+ Menge der nichtnegativen reellen Zahlen, R+ = [0,∞)
C Menge der komplexen Zahlen
e Eulersche Zahl, e = exp(1)
0 Nullvektor
1{}(·) Indikatorfunktion
δij Kroneckersymbol
O Landausymbol
[x] ganzzahliger Anteil der Zahl x
|x| Betrag der Zahl x
E{·} Erwartungswert
(·, ·) Skalarprodukt
f.s. fast sicher, mit Wahrscheinlichkeit 1
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Thesen
1. Gegenstand der vorliegenden Arbeit ist die Untersuchung des stochastischen Ver-
haltens der Lo¨sung u des zufa¨lligen Randanfangswertproblems (RAWP)
ut − λ△u = 0, x = (x1, x2) ∈ D ⊂ R2, t ∈ (0, T ]
AB: u(0, x, ω) = εu0(x, ω), x ∈ D¯
RB:
∂u
∂N
(t, x, ω)
∣∣∣
(∂D)2
= εP (t, x, ω) (∗)
(
∂u
∂N
(t, x, ω) + αu(t, x, ω)
) ∣∣∣∣∣
(∂D)3
= 0.
Die zufa¨lligen Einflussgro¨ßen εu0 und
εP sind dabei insbesondere als homogene ε-
korrelierte Zufallsfunktionen vorausgesetzt. Dieses Modell ermo¨glicht eine realita¨ts-
nahe mathematische Beschreibung von zufallsabha¨ngigen Wa¨rmeleitproblemen, wel-
che beispielsweise beim Brems- oder Kupplungsvorgang auftreten. Weiter ko¨nnen
aufgrund des verwendeten Konzepts der ε-Korreliertheit der zufa¨lligen Einfluss-
gro¨ßen umfangreiche Aussagen zu Charakteristiken von Funktionalen ε-korrelierter
Prozesse genutzt werden, die vor allem auf [2], [3] und [4] zuru¨ckgehen.
2. Zur Lo¨sung des RAWP (∗) wird in dieser Arbeit die Finite-Elemente-Methode
(FEM) genutzt. Dabei wird das kontinuierliche Problem (∗) in ein endlichdimen-
sionales Ersatzproblem transformiert, dessen Lo¨sung sich als Summe von Integral-
funktionalen der zufa¨lligen Einflussgro¨ßen εu0 und
εP darstellt. Vergleichend wird
die Fourier-Methode hinzugezogen, welche auch in [1] und [3] betrachtet wurde. Es
zeigt sich, dass die Fourier-Lo¨sung sich ebenfalls als Summe von Integralfunktiona-
len der zufa¨lligen Einflussgro¨ßen εu0 und
εP ergibt und damit eine zur FE-Lo¨sung
a¨hnliche Darstellung besitzt.
3. Der Vorteil der Finite-Elemente-Methode besteht darin, dass RAWP auf beliebi-
gen hinreichend glatt berandeten Gebieten gelo¨st werden ko¨nnen. Des Weiteren
ist auch die Behandlung nichtlinearer Probleme mo¨glich. Jedoch zeigt sich, dass
zur Lo¨sung des RAWP (∗) mit Einflussgro¨ßen εu0 und εP , welche kleine Korrelati-
onsla¨ngen ε besitzen, eine feine Diskretisierung des Gebietes no¨tig ist, wodurch der
numerische Aufwand ansteigt. Bei der Fourier-Methode hingegen ist der numerische
Aufwand zur Lo¨sung des RAWP (∗) unabha¨ngig von den Korrelationsla¨ngen der
Einflussgro¨ßen, aber die dafu¨r no¨tigen analytischen Vorbetrachtungen sind nur auf
”
einfachen“ Geometrien (z.B. Rechteckgebiete, Kreisgebiete) durchfu¨hrbar.
4. Eine zentrale Stellung bei der Beschreibung von zufa¨lligen Gro¨ßen besitzt die Kor-
relationsfunktion. Es wird gezeigt, dass sich die Korrelationsfunktionen der u¨ber
Finite-Elemente-Methode oder Fourier-Methode erhaltenen Lo¨sungen des RAWP
(∗) als Summen von Vierfachintegralen ergeben. Die Integranden enthalten dabei
die Korrelationsfunktionen der stochastischen Einflussgro¨ßen εu0 bzw.
εP . Fu¨r die
Berechnung dieser Vierfachintegrale werden drei Methoden angegeben.
5. Ausgehend von der FE-Lo¨sung wird die in [2] und [3] angegebene Theorie der asym-
ptotischen Entwicklungen nach der Korrelationsla¨nge ε, welche auf einer Taylorent-
wicklung beruht, auf diese Vierfachintegrale angewendet. Dabei werden die Vierfach-
integrale fu¨r hinreichend kleine Korrelationsla¨ngen in Doppelintegrale u¨berfu¨hrt.
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Weiter fu¨hrt die ε-Korreliertheit von εu0 und
εP zu einer erheblichen Reduzierung
des Rechenaufwandes. Fu¨r spezielle Vernetzungen wird gezeigt, dass mit Hilfe von
Finite-Elemente-Techniken die Taylorentwicklung durch eine direkte Berechnungs-
vorschrift ersetzt werden kann.
6. Weiterhin lassen sich die Vierfachintegrale aufgrund der speziellen Struktur der Inte-
granden und der ε-Korreliertheit der Einflussgro¨ßen εu0 bzw.
εP explizit berechnen.
Damit ergibt sich fu¨r das betrachtete Problem die Mo¨glichkeit, die auf verschiede-
nen Wegen erhaltenen Korrelationsfunktionen miteinander zu vergleichen und vor
allem die Genauigkeit der asymptotischen Entwicklung abzuscha¨tzen.
7. Die FEM bzw. die Fourier-Methode fu¨hren auf einen expliziten funktionalen Zu-
sammenhang zwischen der Lo¨sung u des RAWP (∗) und den Einflussgro¨ßen, so
dass Momentenfunktionen davon abgeleitet werden ko¨nnen. Ein weitere Mo¨glich-
keit die Momentenfunktionen zu bestimmem, bietet die Monte-Carlo-Simulation.
Die in dieser Arbeit genutzte Methode stu¨tzt sich auf das durch Finite-Elemente-
Diskretisierung erhaltene System gewo¨hnlicher Differentialgleichungen. Es wurde ein
Simulationsmodell fu¨r die zufa¨lligen Gro¨ßen εu0 und
εP entwickelt, so dass diese ge-
wisse vorausgesetzte Eigenschaften, wie ε-Korreliertheit oder Homogenita¨t, besitzen.
Das Modell basiert auf zeitdiskreten Moving-Average-Feldern. Mittels geeigneter
Interpolation werden so zufa¨llige Funktionen erzeugt, deren Korrelationsfunktionen
mit der einer vorgegebenen homogenen und ε-korrelierten Funktion u¨bereinstim-
men. Mit Hilfe dieses Modells werden Realisierungen der zufa¨lligen Anfangs- bzw.
Randbedingung erhalten, welche in das FE-System eingesetzt werden. Mit den so er-
haltenen mo¨glichen Temperaturverteilungen werden mittels statistischer Methoden
Erwartungswert- und Korrelationsfunktionen der Lo¨sung u des RAWP (∗) gescha¨tzt.
8. Anhand eines numerischen Beispiels wird die gute U¨bereinstimmung der erhalte-
nen Korrelationsfunktionen der FEM-Lo¨sung und der Fourier-Lo¨sung des RAWP
(∗) gezeigt. Auch wird deutlich, dass die betrachteten Verfahren zur Berechnung
der Korrelationsfunktionen sehr a¨hnliche Ergebnisse liefern, insbesondere zeigt die
mittels der asymptotischen Entwicklung nach der Korrelationsla¨nge ε bestimmten
Korrelationsfunktion schon fu¨r kleine Entwicklungsordnungen eine hinreichende Ge-
nauigkeit.
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