Abstract-We present a novel method to detect special nuclear material using cosmic rays. Muon Scattering Tomography (MST) is a method in homeland security for scanning cargo containers and vehicles for special nuclear material with cosmic muons.
M
VON Scattering To mography (MST) is a novel tech nique in homeland security; it aims for scanning cargo containers for special nuclear material using muons originating from cosmic rays. Cosmic muons are readily available (flux at sea level of rv 10000 m-2 s-1 ), cannot be shielded against, pose no threat to organic material, are highly penetrating, and easily reconstructable with cheap, efficient, and well established detectors.
We have built a prototype system using resistive plate chambers (RPCs), a type of gaseous detector; RPCs are well suited for this task due to being robust, efficient (>99% hit reconstruction efficiency), cheap (consisting mainly of glass, gas, and readout electronics), and easily scaleable to large sizes. More details about our hardware can be found in [1] ; this work aims to detail a novel algorithm capable of discriminating between threat and non-threat material without resorting to classical tomographic approaches.
II. CONCEPT & SYSTEM SETUP
Muons undergo multiple Coulomb scattering when travers ing matter; the angular distribution is approximately Gaussian, with (T o and the radiation length X o given by A "9,.
: Il where p is the muon momentum, f3c the muon velocity, T the target thickness, p the target density, A the mass number, and Z the atomic number.
From this it follows that the amount of scattering is propor tional to the Z 2 of the material traversed. By reconstructing incoming and outgoing muon tracks and studying track vari ables it is possible to discriminate between high-Z and low-Z material.
From cosmic muon flux data and the acceptance of the detector we know that we can expect ca. 200 muon events per minute in our setup; 1 minute is the time frame in which for real-life cargo scanning we have to make a decision.
The tracks are measured using 12 layers of RPCs, paired in two for x-and y-readout, with a fiducial area of 50x50cm each. The muons pass the upper 6 RPCs (whereby we reconstruct the incoming track), traverse the target area, and pass the lower 6 RPCs for the outgoing track. From the two reconstructed tracks, variables relating to the scattering behaviour can be calculated, and thereby the Z of the target material estimated.
Tomographic approaches (as in [2] ) partition the target volume into many small cubic areas (voxels) in order to precisely determine the amount of scattering in each voxel. This method is successful on simulation and real data, but computing cost is relatively high.
Our method takes a different approach. We aim to combine all information from the muon tracks into a single discrim inator by which we can decide between three cases: OK, Dangerous, and Scan Longer.
III. DATA ANALYSIS

A. Track & Vertex Fitting
Hit positions from the RPCs are reconstructed using a center-of-gravity algorithm. Our algorithm then fits a straight line through each triplet of hits (upper/lower, x/y) to ensure we have a correct muon track. The next step is a combined track and vertex fit: it assumes the incoming and outgoing tracks share a conunon point (the vertex) where it is most likely that the scattering occurred. It uses MINUIT [3] to simultaneously fit 4 track slopes and 3 vertex positions to the 12 data points from the detector. From this we obtain the following variables: the 3D scatter angle, the X2 value of a straight line fit through all 6 x-and y-Iayers, and the vertex uncertainty ellipsoid shapes (calculated from the MINUIT error sub-matrix pertaining to the vertex positions).
B. Multivariate Analysis
We now use TMVA (Toolkit for MultiVariate Analysis [4] ) to assign a discriminating value to each track. TMVA first has to be trained on reference data sets to "learn" the difference between signal and background; the trained method can then be evaluated on the data set of interest. We use the aforemen tioned variables in the TMVA method; these values combined yield a discriminator value by which each track can be selected due to its "uranium-likeness".
C. Metric Method
Since a block of target material will result in vertices clustered more closely together, we define another value in order to use this topological information. For a set of tracks, we compute the metric distance between all vertices, The median of this distribution is now the final discriminator for the set; since the vertices in a high-Z set should be more clustered, this value is lower for high-Z material. Fig. 3 shows the distribution of the discriminator for sets of 200 tracks each for various target sizes on MC simulation modelling our prototype detector (including its resolution of ",0.9 mm). Fig. 4 shows the same distribution on real data. For a threshold value on data of 610, we correctly identify a signal set in 96% of cases, with an 9% chance of mis identifying background as signal. If the discriminator falls into the overlap region, we can take another set of data, reducing mis-identification probability to 0.8%. Consequently, it can be seen that within the desired time frame of 1 minute, we can separate the high-Z signal from background well, both on simulation and our prototype system. It can also be seen that shielding with high-Z material would make the target only more visible. It should be noted that we currently train and use the methods on lead targets; due to the difference in Z, separation for uranium is expected to be even higher. 
IV. MARKOV RANDOM FIELD METHOD A. Motivation
While the metric method already showed favourable results in separation, it has some shortcomings, such as a decrease in sensitivity if multiple target objects are present, and difficulties in dealing with a more complex background. Fig. 5 shows the metric discriminator on simulated data for a lead block versus a background with an iron and aluminium block present; the quality of separation is noticeably impaired. In addition, due to the combinatorics involved, computing cost for the metric method scales with n2 of muon tracks, and for 0(10 5 ) tracks can take several minutes to run, which would be an undesirable bottleneck for the scanning of a cargo container.
Consequently, we developed a different approach: instead of brute-force summing over all vertex combinations, we attempt to identify local signal-like regions. The basic assumption here is that background events are independent of all other events, while signal events are dependent on other signal events in their neighbourhood. Intuitively, while a single high scattering track doesn't tell us anything concrete about the area it traversed, the more high-scattering tracks are found close together, the stronger the indication of high-Z material being present. With this, we can model the system as a Markov random field (MRF for short, illustrated in fig. 6 ), as the assumption of local dependence is equivalent to the local Markov condition.
B. Algorithm Outline
The MRF method is a hierarchical bottom-up clustering algorithm based on a combinatorial Kalman Filter formalism. It attempts to establish the most fitting MRF given the data, and then calculates a total signal probability which yields a final discriminator value.
The algorithm spawns a filter instance for every track in the set, and simultaneously updates all instances with the respective nearest neighbour track. In every iteration, a signal probability value P(Fi) for each filter i is calculated, based on the assumption that each filter forms a completely connected region (clique) in the MRF. When P(Fi) drops below a certain cutoff value, the filter is closed. Once every filter is closed and duplicates have been removed, all filters are resized to the state of 'maximal dependence', which in general coincides with the maximal value of P(Fi). The set of all remaining filters now forms the most fitting MRF for the given data set.
The resulting MRF can now be evaluated in terms of signal probabilities, and we calculate the probability that any of the remaining clusters is completely signal-like,
The final discriminator D of the algorithm is defined as D = -log( P ). 
V. COMPARISON
To compare the MRF method to the metric method, we investigated the efficiency and purity of the separation of the two algorithms for different sets of target and background on simulation. Fig. 8 shows the performance in the 'easy' case (10 x 10 x 15cm 3 lead block vs. empty cabinet), for which the performance of both methods is equivalent. From fig. 9 , j , however, we can see that the performance of the MRF method outstrips the metric method if the target is smaller and the background is more complex (2 lead blocks of 8 x 8 x 8cm 3 vs. iron block + aluminium block, each 10 x 10 x 15cm 3 ).
In addition, for the statistics of the large-scale case (rv 10 5 events) the MRF method runs in seconds, whereas the metric method runs in minutes, thus the MRF method wouldn't constitute a bottleneck in a real-life application.
VI. CONCLUSIONS & OU TLOOK
We have shown that we can achieve, on real data, separation with at least 96% efficiency at 91 % purity for a lead block versus the empty cabinet using one minute equivalent data. We have obtained this using a simple metric-based method. We have also shown that a more involved, MRF-based method is capable of significantly improved separation for more com plicated scenarios while also greatly reducing computing load. The next step is to apply the new method to realistic cargo-container sized simulations and evaluate the separation performance there.
