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012.12.0Abstract Real-time performance and reliability are two most important issues in applications of
time-triggered controller area network (CAN) bus systems at present. A scheduling matrix of
time-triggered CAN-bus system is established using average-loading algorithm. Periodic messages
are guaranteed to transmit without delay by distributing independent transmission windows within
the system matrix. Considering the traditional CAN-bus transmission mechanism and the time-trig-
gered feature, an algorithm is improved to calculate the worst-case delay of event-triggered mes-
sages in time-triggered CAN-bus systems. The failure probability is calculated for event-triggered
messages whose worst-case delay exceeds their deadlines. Different levels of redundant structures
of CAN-bus circuits are analyzed and the maintenance management is proposed to improve the sys-
tem reliability. Finally, the reliabilities of different structures are calculated and the inﬂuences of
maintenance on the system reliability are analyzed.
ª 2013 CSAA & BUAA. Production and hosting by Elsevier Ltd.
Open access under CC BY-NC-ND license.1. Introduction
Due to the high reliability and low cost of controller area net-
work (CAN) bus, its application occasions have been extended
gradually from traditional areas (e.g., industrial automation
and automotive industry) to medical treatment and aviation
areas. Time-triggered communication has been proposed to
guarantee that periodic messages can be transmitted reliably
and quickly. ISO11898-4 standardized a session layer exten-
sion to time-triggered controller area network (TTCAN),82317706.
n (J. Xia).
orial Committe of CJA.
g by Elsevier
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17which provided a time-triggered communication.1,2 Stock
Flight Systems proposed an extremely lightweight and highly
reliable protocol-CANaerospace, which was also based on
time-triggered communication.3,4
A lot of research work has recently been done on real-time
analysis of CAN-bus. The worst-case response time of a given
message was analyzed in CAN-bus systems.5,6 Relative perfor-
mances including the average delay and throughout of non-
periodic messages in TTCAN systems were obtained by using
deterministic and stochastic Petrinet.7 Exquisite experiments
were designed to compare the real-time performances between
TTCAN and CAN-bus, which were two typical examples of
time-triggered and event-triggered protocols.8 Previous re-
search considered that messages whose worst-case delay ex-
ceeded their deadlines were failure messages. In fact it was a
probability event and the probability would be an important
parameter of real-time analysis. However, this probability
was rarely mentioned in recent research; therefore, a calcula-
tion method for this probability is in urgent need.td. Open access under CC BY-NC-ND license.
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ability. Redundant structures of CAN-bus are studied
widely,9,10 but the use of redundant TTCAN or CAN buses
introduces the problems of fault detection and synchronization
of different buses.11,12 Maintenance is the process of maintain-
ing equipment in its operational state either by preventing its
transition to a failed state or by restoring it to an operational
state following a failure, which is another important aspect of
system performance after reliability.13–15
This paper provides the worst-case delay for non-periodic
messages, not as a single value, but as a probability distribution
based on existing studies of real-time analysis and discusses
how maintenance strategy inﬂuences system reliabilities. It
gives more accurate and practical analysis conclusions by
considering failure probability and maintenance.
2. Worst-case delay of time-triggered CAN-bus
To meet high performances of automotive TTCAN, a key
problem is how to distribute time windows within a system
matrix of TTCAN. There are several algorithms proposed in
recent research to generate the scheduling matrix.16–18 Aver-
age-loading (AL) is a practical algorithm among them.18 This
paper uses AL algorithm to generate the scheduling matrix and
analyzes the worst-case delay of event-triggered messages. A
message set is introduced to validate the algorithm. System
parameters are shown in Table 1.
The number of periodic messages is denoted as NS and the
number of message periods is denoted as M. T= {T1,T2,   ,
TM} deﬁnes the set of message periods and SM denotes the
number of messages in the synchronous phase. TBC denotes
the basic cycles of the scheduling matrix, and TMC denotes
the entire period of the scheduling matrix. Periodic messageTable 1 System information summary.
Message type Identify Priority Period
(minimum
interval) T
Periodic messages S1 Synchronous phase 5
S2 Synchronous phase 10
S3 Synchronous phase 20
CR Clock reference 5
Non-periodic messages M1 1 10
. . . . . . . . .
M40 40 10
Fig. 1 System schMi needs ki basic cycles for one transmission. According to
AL algorithm, these variables satisfy the equation as follows:
TBC ¼ GðT1;T2;    ; TMÞ
TMC ¼ LðT1;T2;    ; TMÞ
ki ¼ Ti=TBC
SM ¼
XM
i¼1
ni
ki
l m
8>>><
>>>:
ð1Þ
Taking the periodic messages in Table 1 for example, there
are three classes of periodic messages as follows: S1, S2, and S3.
According to the message amount of S1, S2, and S3, we can get
SM = 9 which means there are nine periodic messages includ-
ing six messages of S1, two messages of S2, and one message of
S3. Therefore, the system scheduling matrix is shown in Fig. 1.
The delay of non-periodic messages is composed of two
parts: the synchronous phase delay and the higher priority
message delay. Let WM be the worst-case delay of message
M, and CM denotes the worst-case time taken to physically
transmit message M on bus. According to the formulas
CM ¼ 34þ 8SM5
j k
þ 47þ 8SM
 
sbit and
CM ¼ 54þ 8SM5
j k
þ 67þ 8SM
 
sbit
where sbit is the time taken to transmit a bit on CAN. CM can be
calculated separately when the data frame is standard frame and
extended frame for a transmission speed of 1 Mbit/s.19 In this pa-
per, the standard frame format isassumedand thenCM= 130 ls.
CM= 125 ls is used for the convenience of calculation.
Ap and N, respectively denotes the length of the synchro-
nous phase and the number of higher priority messages which
occupy the bus before messageM is ﬁnally transmitted over an
interval of duration WM. The set hp(M) is composed of all the(ms)
Transmission
time C (ls)
Deadline
Tdead (ms)
Message
amount
Average
interval of
non-periodic
messages (ms)
125 5 6 –
125 10 4 –
125 20 4 –
125 5 1 –
125 5 1 >30–50
. . . . . . . . . . . .
125 5 1 >30–50
eduling matrix.
Fig. 2 Worst-case delay of non-periodic messages.
Real-time and reliability analysis of time-triggered CAN-bus 173messages which have higher priorities than message M in the
system. Tj denotes the minimum interval of message j. The jit-
ter on the queuing of the message j is denoted as Jj. Rem(a, b)
is the remainder of a to b. WM is given by
Wnþ1M ¼ TS þRemðN;ApÞCM þ NAp
 
TBC
N ¼
X
8j2hpðMÞ
WnM þ sbit þ Jj
Tj
 
8>><
>>:
ð2Þ
where TS is the longest time that the given message can be de-
layed by lower priority messages (this is equal to the time taken
to transmit the largest lower priority message). Because the
recurrence relation increases monotonically in WM, the itera-
tion starts with a value of W0M that is smaller than the smallest
value of WM satisfying Eq. (2), and a value of zero is suitable.
The worst-case delays of M1 to M40 are shown in Fig. 2.
In Fig. 2, the worst-case delays of M1 to M30 are less than
their deadlines while M31 to M40 exceed their deadlines. It is
considered as communication failure in current research. This
paper provides worst-case delay of non-periodic messages, not
as a single value, but as a probability distribution.
3. Failure probability analysis
This paper demands a Poisson distribution of the arriving of
non-periodic messageM,AM(t)  P0(kM), soAM(t) is deﬁned as
PðAMðtÞ ¼ nÞ ¼ ðkMtÞ
n
n!
ekMt ð3Þ
PM(n,t) denotes the probability of n arriving in a time interval t.
PMðn; tÞ ¼ ðkMtÞ
n
n!
ekMt ð4Þ
According to Section 2, the delay interval ofM is [0,WM] and
the failure interval is (Td, WM]. Td, Pfail(M), and Pfail (SYS),
respectively denote the deadline of message, the probability of
delay DM 2 (Td,WM], and the probability of communication
failure which occurs in at least one message. Failure interval
can be divided into several minor intervals and the probability
of any delay in every interval is considered approximately equal
(as every interval is small enough). For convenience of compu-
tation, this interval is considered to be the length of a frame
Tframe = 125 ls, notated as FU(frame unit). Therefore, PM (i)
is the probability when DM (i) 2 [WM  (i+ 1)Tframe,
WM  iTframe], whereWM(i) =WM  iTframe.
PMðiÞ ¼ PfDMðiÞ 2 ½WMðiÞ  Tframe;WMðiÞg ð5Þ
Pfail(M) is given by Eq. (6), where Nfail is the number of minor
intervals in the failure interval.PfailðMÞ ¼
XNfail1
i¼0
PMðiÞ
Nfail ¼ ðWM  TdÞ=Tframe
8><
>: ð6Þ
DM(i) is composed of two parts (see Section 2) DM(i) =
WMS(i) +WMA(i), whereWMS(i) is the synchronous phase de-
lay and WMA(i) is the higher priority message delay. It can be
written in the form of FU which is NM(i) = NMS(i) + NMA(i).
There are several combinations of NMS(i) and NMA(i) and an
algorithm is proposed to enumerate these combinations.
3.1. Generated in synchronous phase
In this situation, non-periodic messages should wait for the
end of synchronous phase, and compete for bus in asynchro-
nous phase. NMS(i) and NMA(i) have to satisfy Eqs. (7), (8):
NMSðiÞP NMðiÞNBC
j k
NS þ 1
NMSðiÞ 6 NMðiÞNBC
l m
NS
8><
>: ð7Þ
NMAðiÞ 6 NMðiÞNBC
l m
NA
NMAðiÞ 6 hpðMÞ
NMAðiÞP NMðiÞNBC
j k
NA
8>><
>>:
ð8Þ
where NBC, NS and NA denote the length of the basic cycle,
synchronous phase, and asynchronous phase in the form
of FU. Taking the delay subinterval (5.875, 6] ms of
message M40 for example, NM40ðiÞ ¼ WM40ðiÞ=Tframe ¼
6=0:125 ¼ 48; NM40SðiÞ þNM40AðiÞ ¼ NM40ðiÞ ¼ 48. Therefore,
the delay scope of message M40 which generates in synchro-
nous phase is(11,18).
NMS(i) 2 [NSmin(i), NSmax(i)] can be derived from Eqs. (7),
(8), where NSmin(i) and NSmax(i) are the minimum and maxi-
mum of NMS(i). PS(i, j) is the probability when NMS(i) = j,
and it can be given by Eq. (9).
In Eq. (9),Psel = Tf/TBC is the probability ofmessageMwhich
generates at a certain place in the matrix. During the delay of
DM(i), there are NMA(i)(NM(i) j) messages which have higher
priorities thanM generated and transmitted, and hp(M) NMA(i)
higher priority messages do not generate during this interval.
PSði; jÞ ¼ PSelCNMðiÞjhPðMÞ PMð1;DMðiÞÞ
NMðiÞj
 PMð0;DMðiÞÞhPðMÞðNMðiÞjÞ
ð9Þ3.2. Generated in asynchronous phase
Different from Section 3.1, when message generates in asynchro-
nous phase, NMS(i) has to satisfy NMS(i) = kNS, where k is a
non-zero integer. Then NMA(i) is a set of {NM(i), NM(i) NS,   ,
NM(i) kNS,   }, denoted as NA(k) = NM(i) kNS with a gen-
eral formula. k 2 [kmin, kmax] can be derived from Eq. (10), where
kmin and kmax are the minimum and maximum of k.
NAðkÞ 6 NMðiÞNBC
l m
NA;NA 6 hPðMÞ
NAðkÞP NMðiÞ  NMðiÞNBC
l m
NS
NAðkÞP NMðiÞNBC
j k
NA
8>>><
>>>:
ð10Þ
Fig. 3 Generated interval of message.
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174 J. Xia et al.PAði; kÞ ¼ PwaitPSelðkÞCNAðkÞhPðMÞPMð1;DMðiÞÞ
NAðkÞ
 PMð0;DMðiÞÞhPðMÞðNMðiÞNAðkÞÞ
ð11Þ
where PA(i, k) is the probability when NMA (i) = NA(k), and
can be given by Eq. (11). Pwait is the probability of the message
queuing, and Pwait = Ubus which is the bus utilization. Psel(k)
is the probability of message generated in the speciﬁed interval.
It is illustrated in Fig. 3.
In order to accurately calculate the failure probability, the
regional length where the frame allows to be sent is calculated.
A variable Nsend(k) is deﬁned to denote the length between
message generating window and the end of current matrix cy-
cle which can be obtained as follows:
NsendðkÞ 6 minfNAðkÞ  ðk 1ÞNA;NAg
NsendðkÞP maxfNAðkÞ  kNA; 1g

ð12Þ
According to Eq. (12), Nsend(k) 2 [NAmin(k),NAmax(k)], and
Psel(k) = (NAmax(k)  NAmin(k) + 1)/NBC. After PS and PA
are given, Pfail(M) and Pfail (SYS) can be deﬁned as follows:
PMðiÞ ¼
XNSmaxðiÞ
j¼NSminðiÞ
PSði; jÞ þ
Xkmax
k¼kmin
PAði; kÞ
PfailðMÞ ¼
XNfail1
i¼0
PMðiÞ
PfailðSYSÞ ¼ 1
Y
M2½0;WM 
ð1 PMðiÞÞ
8>>>>><
>>>>>:
ð13Þ
Table 2 shows the failure probability of non-periodic mes-
sages under different deadlines.
4. Reliability analysis of systems with maintenance
Maintenance is an important branch of the reliability research;
this paper studies how maintenance strategies impact the reli-
ability of systems. First, three redundant structures are intro-
duced in this analysis as illustrated in Fig. 4.
Generally, a typical CAN-bus circuit consists of four parts
as follows: microprocessor, bus controller, bus drivers, and bus
cable, which have different degrees of redundancy designs as
shown in Fig. 4, where A denotes driver redundancy, and B
and C share the same hardware architecture which denote
bus controller redundancy structure and system redundancy
structure, respectively. In order to analyze the reliability of
redundant CAN-bus systems, the reliability model of redun-
dant CAN bus systems must be established.
Fig. 5 shows the reliability block diagrams of A, B, and C.
k1 is the failure rate of bus cable (per unit length), Ldis the
length of cable, k2 the failure rate of bus driver (82C250), k3
Fig. 4 Different redundant structures.
Fig. 5 Reliability block diagram.
Real-time and reliability analysis of time-triggered CAN-bus 175the failure rate of bus controller (SJA1000), and k4 the failure
rate of CPU.
The reliability of structure A, B, and C can be deﬁned as:
RdriverðtÞ ¼ 2 exp½ðLdisk1 þ 2k2 þ 2k3 þ 2k4Þt
 exp½ð2Ldisk1 þ 4k2 þ 2k3 þ 2k4Þt
RcontrollerðtÞ ¼ 2 exp½ðLdisk1 þ 2k2 þ 2k3 þ 2k4Þt
 exp½ð2Ldisk1 þ 4k2 þ 4k3 þ 2k4Þt
RfullðtÞ ¼ 2 exp½ðLdisk1 þ 2k2 þ 2k3 þ 2k4Þt
 exp½ð2Ldisk1 þ 4k2 þ 4k3 þ 4k4Þt
8>>>><
>>>>:
ð14ÞIn the engineering practice, in order to guarantee and im-
prove the reliability of the system, the method of maintenance
is frequently used. The redundant design’s effectiveness has
been enhanced, the costs can be saved, and the losses can also
be reduced with maintenance. The following are two types of
systems with maintenance and the system reliability of the cir-
cuit and system-level redundancy are calculated by the use of
the Markov model.
A Markov chain is proposed in the reliability analysis of B
and C.20
Fig. 7 Reliabilities of the redundancy system when l= 0.
176 J. Xia et al.4.1. Bus controller redundancy with maintenance
Fig. 6 shows the state transition diagram.
P0, P1, and P2 denote the date when two channels of the
redundant system become active, one of the two channels fails,
and both of them fail, respectively. k1 = k1Ldis + k2 + k3 is
the failure rate of one independent channel and l is the main-
tenance rate. The probability matrix P of system transition can
be derived as follows:
P ¼
1 2kDt 2kDt 0
lDt 1 kDt lDt kDt
0 0 1
2
64
3
75 ð15Þ
Then transition rate matrix A can be deﬁned as:
A ¼ ðP IÞ=Dt ¼
2k 2k 0
l k l k
0 0 0
2
64
3
75 ð16Þ
Let Dtﬁ 0, the following equation can be obtained:
ðP00ðtÞ;P01ðtÞ;P02ðtÞÞ ¼ ðP0ðtÞ;P1ðtÞ;P2ðtÞÞA
ðP0ð0Þ;P1ð0Þ;P2ð0ÞÞ ¼ ð1; 0; 0Þ

ð17Þ
According to the Laplace transform,
P0ðsÞ ¼ sþ kþ l
s2 þ ð3kþ lÞsþ 2k2
P1ðsÞ ¼ 2k
s2 þ ð3kþ lÞsþ 2k2
P2ðsÞ ¼ 2k
2
s2 þ ð3kþ lÞsþ 2k2
8>>>>><
>>>>:
ð18Þ
This structure does not adopt CPU redundancy; as a result,
CPU cannot be repaired. Rcontroller–m denotes the reliability
of bus controller redundancy with maintenance, Rcontroller–m
the reliability of redundant channels, and RCPU the reliability
of CPU. k1 = k1Ldis + k2 + k3 is the failure rate of one com-
mutation channel (without CPU), then Rcontroller–m can be
written as
Rchannel–mðtÞ ¼ ðaeS1t þ beS2tÞ
S1;2 ¼ 12 ð3kþ lÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2 þ 6klþ l2
ph i
a ¼ S1 þ ð3kþ lÞ
S1  S2
b ¼ S2 þ ð3kþ lÞ
S2  S1
8>>>>><
>>>>:
ð19Þ
Then
RcontrollermðtÞ ¼ RchannelmðtÞRCPUðtÞ
¼ ðaeS1t þ beS2tÞ ek4t ð20ÞFig. 6 State transition diagram.4.2. System redundancy with maintenance
The failure rate of one independent channel of the system
redundancy with maintenance is ksystem =
k1Ldis + k2 + k3 + k4 = k0. The state transition diagram is
the same as shown in Fig. 6. Therefore, the reliability of the
system redundancy with maintenance Rsystemm(t) is the sum
of P0(t) and P1(t) which can be deﬁned as
Rsystem mðtÞ ¼ a0eS01t þ b0eS02t

 
S01;2 ¼ 12 ð3k0 þ lÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k02 þ 6k0lþ l2
ph i
a0 ¼ S
0
1 þ ð3k0 þ lÞ
S01  S02
b0 ¼ S
0
2 þ ð3k0 þ lÞ
S02  S01
8>>>>>><
>>>>>>:
ð21Þ
Let k1Ldis = k2 = k3 = k4 = 0.005, the reliabilities of the
structure A, B, and C discussed above are illustrated in
Fig. 7 when the maintenance rate l= 0. Likewise, the reliabil-
ities of the structure B and C with maintenance are obtained as
illustrated in Fig. 8 when the maintenance rate l= 0.001. In
fact, the reliabilities can be obtained no matter what is the va-
lue of the maintenance rate l.Fig. 8 Reliabilities of the redundancy with maintenance when
l= 0.001.
Table 3 TW in the case of different failure thresholds.
Maintenance
rate
Failure
threshold
Bus controller
redundancy
with maintenance
System redundancy
with maintenance
l= 0.0 0.5 57.4 61.3
0.6 45.6 50.0
0.8 24.6 29.6
l= 0.1 0.5 87.4 140.4
0.6 65.1 105.2
0.8 29.9 49.6
l= 0.8 0.5 125.1 743.4
0.6 92.2 548.0
0.8 40.3 239.4
Real-time and reliability analysis of time-triggered CAN-bus 177TW denotes the running hours when system reliability is
greater than failure threshold. Table 3 shows TW in the case
of different failure thresholds.
As shown in Fig. 8 and Table 3, the system redundancy
with maintenance has the highest reliability among them.
When the maintenance rate l= 0 which means the system
maintenance is not available, the structure A (system redun-
dancy without maintenance) has a higher reliability than B
(bus controller redundancy with maintenance) as shown in
Fig. 7. As a result, the maintenance system can be concluded
as follows:
Rdriver < Rbuscontroller < Rsystem < Rbuscontroller–m < Rsystem–m ð22Þ5. Conclusions
In this paper the worst-case delay of the event messages in
time-triggered CAN bus system is calculated and an analysis
method is proposed for failure probability which has been ig-
nored in current real-time analysis.
(1) There are certain messages exceeding their deadlines
while the probabilities are extremely low, so they are
considered to satisfy their real-time performances. This
method is a complement to current research and the
analysis results are more accurate by combining the fail-
ure probability with the worst-case delay.
(2) The system reliability is discussed in this paper and three
redundant structures are proposed and two of them are
studied with maintenance strategy. Markov chain is used
to analyze system reliabilities and it is found that the bus
controller redundancy withmaintenance gains a higher reli-
ability than the system redundancywithoutmaintenance. In
addition, its hardware cost is also less than the system redun-
dancy. Maintenance is an effective way to improve the reli-
ability based on certain hardware structures.Acknowledgement
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