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Es gibt in der statistischen Literatur eine Vielzahl von Vorschl agen f ur bivariate Abh angig-
keitsmae. Einige von diesen fuen auf R angen oder Funktionen von R angen und sollen f ur
Paare von ordinalskalierten Merkmalen geeignet sein. Ob sie geeeignet sind, ist allerdings
nur auf dem Hintergrund eines plausiblen und allgemein akzeptierten Forderungskatalo-
ges, also einer Axiomatik, zu beurteilen.
Seit den Arbeiten von R enyi (1959) und Lehmann (1966) wird versucht, Mazahlen zur
Messung der bivariaten Abh angigkeit durch eine Axiomatisierung der Konzepte der po-
sitiven und allgemeiner der monotonen Abh angigkeit zu fundieren. Konkret wird zum
einen eine einstellige Relation auf der Menge der bivariaten Verteilungen eingef uhrt, die
festlegt, wann zwei Merkmale oder Zufallsvariablen positiv abh angig sind (siehe z.B. Leh-
mann (1966)). Kimeldorf & Sampson (1989) sprechen in diesem Zusammenhang von der
"Positive Dependence Property" (PDP). Zum anderen wird eine zweistellige Relation auf
dem Raum der bivariaten Verteilungen betrachtet, die angibt, wann zwei Merkmale oder
Zufallsvariablen positiver abh angig sind als zwei andere (siehe z.B. R enyi (1959)). Ki-
meldorf & Sampson (1987, 1989) benutzen daf ur die Terminologie "Positive Dependence
Ordering" (PDO). Dabei l at sich untersuchen, wie durch eine PDP eine PDO festgelegt
werden kann und umgekehrt.
Diese axiomatische Vorgehensweise hat den Vorteil, sich zun achst grunds atzlich und ma-
zahlunabh angig  uber die PDP bzw. die PDO Klarheit verschaen zu m ussen. In der
metheoretischen Literatur wird davon gesprochen, da zun achst die qualitativen Anfor-
derungen (die sog. qualitative relationale Struktur) festgelegt werden, bevor eine Mazahl
versucht, diese durch eine strukturerhaltende (homomorphe) Abbildung in die reellen
Zahlen (in ein sog. quantitatives relationales System) zu  ubertragen (siehe z.B. Pfanzagl
(1968), Krantz et al. (1971), Roberts (1979), Klein (1984), Dabrowska (1985)).
2Die in der Literatur diskutierten axiomatischen Ans atze beziehen sich vor allem auf den
Fall qualitativ-ungeordneter und quantitativer Merkmale (siehe R enyi (1959), Dabrowska
(1985)). Wird der Fall qualitativ-geordneter Merkmale diskutiert, so wird im allgemei-
nen von stetigen Randverteilungsfunktionen ausgegangen, so da keine Bindungen auf-
treten k onnen (siehe z.B. Schweizer & Wol (1981), Cap era a & Genest (1990), Averous &
Dortet-Bernadet (2000)). Der Fall qualitativ-geordneter (ordinalskalierter) Merkmale, f ur
die Bindungen auftreten k onnen, wird zumeist vernachl assigt. Dieser Fall ist allerdings
f ur die praktische Anwendungen in der empirischen Sozialforschung und in der Markt-
und Meinungsforschung von groer Bedeutung. So werden Einstellungen zu Politikern,
Produkten oder Medien h aug mittels Rating-Skalen gemessen, die nur eine kleine An-
zahl (3, 5 oder 7) von beantwortbaren Kategorien erm oglichen. Wenn nun beispielsweise
2000 Personen befragt werden und nur diese wenigen Kategorien ankreuzen k onnen, ist
klar, da Bindungen in groer Zahl auftreten m ussen. Somit ist die Behandlung von Paa-
ren qualitativ-geordneter Merkmale mit groen Bindungszahlen f ur die statistische Praxis
 auerst wichtig.
Es soll deshalb im folgende aufbauend auf den Vorschl agen der Literatur ein axiomatischer
Zugang zur bivariaten Abh angigkeitsmessung ordinalskalierter Merkmale mit Bindungen
vorgestellt werden. Die Vorgehensweise ist  ahnlich wie bei Kimeldorf & Sampson (1989).
Es wird zun achst die PDP und dann die PDO diskutiert, um schlielich f ur g angige
Abh angigkeitsmae (z.B. Spearmanscher Rangkorrelationskoezient , Kendalls , -
Ma von Goodman & Kruskal, Ma von Voegel & Wiede und ein kovarianzbasiertes
Ma) zu  uberpr ufen, inwieweit sie eine strukturerhaltende Abbildung der PDP bzw. PDO
erm oglichen.
Zuvor wird allerdings ausgehend von metheoretischen Invarianz uberlegungen f ur sog.
partiell-unabh angige Ordinalskalen gezeigt, da bivariate Abh angigkeitsmae f ur ordi-
nalskalierte Merkmale funktional nur von kumulierten H augkeiten und nicht von den
einzelnen Merkmalswerten abh angen k onnen. Die Argumentation folgt im wesentlichen
Klein (1994), wo auch die formalen Beweise gef uhrt werden.
2 Notation
Die im folgenden eingef uhrte Notation ist eine Verallgemeinerung der in Klein (1999a,
1999b) f ur die Messung von Streuung und Schiefe ordinalskalierter Merkmale eingef uhrten
Notation.
Es sollen zwei qualitativ-geordnete Merkmale U bzw. V betrachtet werden, die nur die
m oglichen Auspr agungen u1 < u2 < :::uk bzw. v1 < v2 < ::: < vl. besitzen k onnen.
Die Festlegung dieser Merkmalsauspr agungen geschieht vor jeder statistischen Erhebung,
so da nicht sichergestellt ist, da in einer solchen Erhebung, alle Merkmalsauspr agun-
gen auch vorkommen m ussen. O.b.d.A legen wir fest, da reelle Zahlen als Merkmals-
auspr agungen verwendet werden.
Es sollen nun in einer Erhebung n paarweise Beobachtungen (xp;yp), p = 1;2;:::;n vor-
liegen, wobei es f ur alle p = 1;2;:::;n genau ein i 2 f1;2;:::;kg und ein j 2 f1;2;:::;lg
gibt, so da xp = ui und yp = vj gilt. (xp;yp), p = 1;2;:::;n heien Merkmalswerte.
F ur i = 1;2;:::;k und j = 1;2;:::;l bezeichnen wir mit nU;V(i;j) die Anzahl der Beob-
3achtungspaare mit den Merkmalsauspr agungen (ui;vj). Die relative H augkeit, mit der












fij = nU(i)=n = fi:; fV(j) =
k X
i=1
fij = nV(j)=n = f:j
f ur i = 1;2;:::;k und j = 1;2;:::;k. Summiert man die absoluten bzw. relativen H aug-
keiten entsprechend der Ordnung von U und V auf, so ergeben sich die kumulierten








fUV (p;q) = NUV(i;j)=n = Fij






















fU;V (i;q) = Fkj
f ur i = 1;2;:::;k und j = 1;2;:::;l. Es wird im folgenden sowohl die l angere Notation
mit den Merkmalen U und V als Index und (i;j) als Argument als auch die Kurznotation
mit ij als Index verwendet.
S amtliche nU;V (i;j) bzw. fU;V (i;j) lassen sich in einer (k  l)-Kontingenztabelle (oder
Kontingenzmatrix) der absoluten H augkeiten nU;V (oder kurz n) bzw. der relativen
H augkeiten fU;V (oder kurz f) anordnen. NU;V (oder kurz N) bzw. FU;V (oder kurz
F) bezeichnen die entsprechenden (k  l)-Tabellen (oder Matrizen) der kumulierten ab-
soluten bzw. relativen H augkeiten. Damit es sich um "echte" (k  l)-Tabellen handelt,
soll im folgenden angenommen werden, da fU(k) 6= 0 und fV(l) 6= 0 sind. Mit dieser
Einschr ankung bezeichnet Fkl die Menge aller (k  l)-Matrizen kumulierter relativer
H augkeiten.
3 Funktionale Abh angigkeit von Abh angigkeitsma-
en
Im Falle der bivariaten Abh angigkeitsmessung werden zwei Merkmale betrachtet, die zwar
auf identischem Skalenniveau, aber mittels unterschiedlicher Skalen gemessen werden.
M ochte man den Zusammenhang zwischen der Auentemperatur und den Ausgaben f ur
4z.B. Eiscreme quantizieren, so spielt es keine Rolle, welche konkrete Intervallskala f ur
die Temperatur (z.B. Celsius oder Fahrenheit-Skala) und welche Verh altnisskala f ur die
Ausgaben (z.B. US-Dollar oder Euro) verwendet werden. Die Temperaturskalen k onnen
beliebig mit den Ausgabenskalen kombiniert werden, ohne da dies die Aufgabenstellung
der Abh angigkeitsmessung st ort. In diesem Sinne sind die beiden Skalen unabh angig. Hat
man sich aber f ur zwei konkrete Skalen entschieden (z.B. Celsius und Euro), dann sind
diese Skalen f ur s amtliche Beobachtungspaare zu verwenden. In Klein (1994) wird f ur
diesen Fall der Begri der partiell unabh angigen Skalen eingef uhrt. D.h. die Skalen f ur
beide Merkmale k onnen unabh angig voneinander variiert werden, sind aber f ur alle Paare
von Messungen identisch.
F ur zwei ordinalskalierte Merkmale U und V betrachten wir analog den Fall, da jeweils
f ur jedes Merkmal n Werte vorliegen, die derselben Ordinalskala entstammen, U und V
aber aus unterschiedlichen Ordinalskalen kommen k onnen. Erfat ein Merkmal die Einstel-
lungen zu einem Produkt und das andere Merkmal die Einstellung zu einer TV-Sendung,
so k onnen (m ussen aber nicht) f ur beide 5-Punkt Rating-Skalen vorgelegt werden. Die
numerischen Werte auf diesen beiden Rating-Skalen k onnen aber v ollig unterschiedlich
sein und k onnen isoliert mittels beliebiger sog. zul assiger Skalentransformationen streng
monoton transformiert werden.
Formalisiert bedeutet dies: Liegen die Beobachtungspaare (x1;y1);:::;(xn;yn)
vor, dann f uhren zul assige Skalentransformationen g und h zu den Paaren
(g(x1);h(y1);:::;g(xn);h(yn), wobei es sich um unterschiedliche Funktionen g und
h handelt. Im Falle zweier Ordinalskalen sind g und h streng monoton zunehmende
Funktionen.
In der Tradition von Pfanzagl (1968) l at sich als eine Minimalforderung f ur sog. sinnvolle




























f ur alle xi;x0
i 2 R, i = 1;2;:::;n und yj;y0
j 2 R, j = 1;2;:::;n und streng mono-
ton zunehmenden Funktionen g und h sein. Zul assige Skalentransformationen verbinden
"informations"- aquivalente Skalen und sinnvolle Mazahlen sollen die Gleichheit zweier
Mazahlwerte unabh angig von der willk urlichen Festlegung einer Skala erm oglichen.
Im Fall streng monoton zunehmender Transformationen g und h l at sich zeigen (Klein,
(1994), da die Mazahl sogar absolutinvariant sein mu, d.h. es gilt
t((x1;y1);(x2;y2);:::;(xn;yn))
= t((g(x1);h(y1));(g(x2);h(y2));:::;(g(xn);h(yn)))
f ur alle xi 2 R, i = 1;2;:::;n und yj 2 R, j = 1;2;:::;n und streng monoton zunehmen-
den Funktionen g und h, wenn es mindestens ein Paar streng monotoner Transformationen









5f ur alle xi 2 R, i = 1;2;:::;n und yj 2 R, j = 1;2;:::;n. Da Abh angigkeitsmae von
Translationen nicht ber uhrt werden sollen, existiert solch ein Paar streng monoton zuneh-
mender Transformationen g und h. Somit ist die Suche auf absolutinvariante Abh angig-
keitsmae zu beschr anken.
Bei dieser Suche spielen bekanntlich die sog. Maximalinvarianten eine groe Rolle. Be-
zeichne G die Menge der auf R streng monoton zunehmenden Transformationen. Dann
enth alt G  G die zul assigen Skalentransformationen f ur zwei partiell unabh angige Ordi-










folgt, da es (g;h) 2 G  G gibt mit (x0
i;y0
i) = (g(xi);h(yi)) f ur i = 1;2;:::;n. Jede
(G  G)-absolutinvariante Mazahl ist Funktion dieser Maximalinvarianten (siehe z.B.
Lehmann (1959), S. 216, Theorem 1).
Klein (1994), S. 200. hat u.a. die Maximalinvarianten bez uglich der Transformations-
gruppe G  G untersucht und folgendes festgestellt:
1. Wenn Ties vorkommen k onnen, d.h. es kann xi = xj oder yi = yj f ur i;j 2
f1;2;:::;ng sein, so ist eine G  G-Maximalinvariante (I(x);I(y)), wobei
I(x) = (sign(xi   xj))i;j=1;2;:::;n bzw. I(y) = (sign(yi   yj))i;j=1;2;:::;n
sind f ur x = (x1;:::;xn) 2 Rn und y = (y1;:::;yn) 2 Rn. Die Matrix I(x) enth alt
alle Angaben dar uber, ob beim paarweisen Vergleich der Elemente des Vektors x
die Elemente gleich sind, oder ein Element gr oer bzw. kleiner als ein anderes ist. So
gibt z.B. sign(xi  xj)sign(yi  yj) > 0 an, da (xi;yi) und (xj;yj) ein konkordantes
Paar darstellen. Ist z.B. sign(xi   xj)sign(yi   yj)) < 0, dann handelt es sich bei
(xi;yi) und (xj;yj) um ein diskordantes Paar.
Raveh (1986) gibt eine Klasse von Mazahlen auf der Basis konkordanter und dis-
kordanter Paare an, deren Z ahler dem Bildungsgesetz
X
i>j
!ijsign(xi   xj)sign(yi   yj)
gehorcht, wobei unterschiedliche Gewichte !ij auch unterschiedliche Mazahlen fest-
legen.
2. Wird zus atzlich noch die Permutationsinvarianz der Mazahl verlangt, d.h. ist diese
Mazahl invariant bez uglich einer Umordnung der Argumente (x1;y1);:::(xn;yn),
so ist die G  G-Maximalinvariante durch F, d.h. durch die (k  l)-Matrix kumu-
lierten relativen H augkeiten gegeben. Die Permutationsinvarianz ist f ur die Klasse
der Mazahlen der monotonen Assoziation von Raveh z.B. erf ullt, wenn !ij = 1 f ur
i;j = 1;2;:::;n ist. Dann steht im Z ahler die Dierenz aus der Anzahl der konkor-
danten und diskordanten Paare. Mazahlen mit diesem Z ahler sollen im folgenden
Korkordanzmae genannt werden. Es wird sp aterhin gezeigt, da diese Konkordanz-
mae nur Funktionen von F sind.
63. Wenn Ties ausgeschlossen werden und Permutationsinvarianz gefordert wird, kann
o.B.d.A. x1 < x2 < ::: < xn betrachtet werden. Sei Ri der Rang von yi f ur i =
1;2;:::;n, dann ist der Vektor der R ange (R1;:::;Rn) von (y1;:::;yn) maximalin-
variant. Da keine Ties vorliegen, mu k = l = n sein, und es ist Rj = Nkj = nFkj
f ur j = 1;2;:::;n. D.h. die kumulierten absoluten Randh augkeiten des Merkmals
U bestimmen die R ange. Beispiele f ur Abh angigkeitsmae die nur von dem Vektor





(i   (n + 1)=2)(Ri   (n + 1)=2):
oder allgemein lineare Rangordnungsstatistken (siehe z.B. H ajek &  Sid ak (1967)).
Im Rahmen der deskriptiven Statistik k onnen Ties nicht ausgeschlossen werden, wohin-
gegen die Auszeichnung einer bestimmten Reihenfolge keinen Sinn macht, so da Permu-
tationsinvarianz gefordert werden kann. Wir werden uns deshalb im folgenden auf permu-
tationsinvariante bivariate Abh angigkeitsmae beschr anken, die Funktionen kumulierter
relativer H augkeiten sind.
4 Positive Abh angigkeitseigenschaft (PDP)
Es besteht zun achst die Aufgabe anzugeben, wann zwei Merkmale U und V die Eigen-
schaft der positiven monotonen Abh angigkeit besitzen, d.h. positiv abh angig sind. Es
geht nicht darum, die St arke der positiven Abh angigkeit zu quantizieren. Kimeldorf &
Sampson (1984) sprechen von der "Positive dependence property" (PDP), also der Eigen-
schaft der positiven Abh angigkeit. PDP-Konzepte sind die positive Regressionsabh angig-
keit von Tukey (1958), die positive Quadrantenabh angigkeit von Lehmann (1966), die
LTD-Eigenschaft von Lehmann (1966), die RTI-Eigenschaft von Esary & Proschan (1972)
und die positive Assoziationseigenschaft von Esary, Proschan & Walkup (1967). Esa-
ry & Proschan (1972) haben die Beziehungen zwischen diesen Konzepten der positiven
Abh angigkeit untersucht, und festgestellt, da die positive Quadrantenabh angigkeit aus
allen anderen positiven Abh angigkeitskonzepten folgt und damit die schw achste Form der
positiven Abh angigkeit formuliert. Hinreichend f ur alle anderen Abh angigkeitskonzepte
ist die positive Regressionsabh angigkeit. Zus atzlich wurde die TP2-Eigenschaft eingef uhrt
(siehe z.B. Block et al. (1982)), wobei TP2 f ur "total positive of order 2" steht (siehe auch
Karlin (1968)). Barlow & Proschan (1981) haben nachgewiesen, da diese Eigenschaft
ebenfalls hinreichend f ur die positive Quadranteneigenschaft ist.
Kimeldorf & Sampson (1989) konstruieren einen axiomatischen  Uberbau f ur die genannten
Konzepte der positiven Abh angigkeit. Insbesondere fordern sie, da jede PDP die positive
Quadrantenordnung zu implizieren habe (Axiom (C1). Im folgenden soll deshalb mit
der positiven Quadranteneigenschaft die schw achste PDP-Form explizit eigef uhrt und in
dem dann folgenden Abschnitt darauf aufbauend die positive Quadrantenabh angigkeit als
Abh angigkeitsordnung in den Mittelpunkt ger uckt werden.
7Wir beschr anken uns auf die bivariate Abh angigkeitsmessung und damit auf die PDP
f ur zwei Merkmale. Verallgemeinerungen auf mehr als zwei Merkmale sind m oglich und
werden z.B. von Shaked (1982) diskutiert.
Zwei Merkmale U und V heien positiv quadrantenabh angig, wenn
FUV (i;j)  FU(i)FV(j) f ur i = 1;2;:::;k und j = 1;2;:::;l
gilt. Dividiert man diese Beziehung durch FV(j), so ergibt
FUV (i;j)=FV(j)  FU(i)
f ur i = 1;2;:::;k und j = 1;2;:::;l eine  aquivalente Bedingung f ur die positive Quadran-
tenabh angigkeit von U und V . Fat man U und V als Zufallsvariablen auf, dann lautet
diese Bedingung in der Sprache der bedingten Wahrscheinlichkeiten
P(U  ijV  j)  P(U  i)
f ur i = 1;2;:::;k und j = 1;2;:::;l. Die Kenntnis, da die Werte von V "klein" sind,
steigert mithin bei positiver Quadrantenabh angigkeit die Wahrscheinlichkeit, da auch U
"kleine" Werte annimmt.
5 Positive Abh angigkeitsordnung (PDO)
Es geht nun darum, zwei Paare von Merkmalen (U;V ) und (U0;V 0) bez uglich der Eigen-
schaft der positiven Abh angigkeit zu ordnen. Generell gibt es zwei unabh angige Zug ange
zu einem solchen Ordnungskonzept. Der erste geht von xierten Randverteilungen aus,
d.h. die Verteilungen von U und U0 bzw. V und V 0 sind identisch. Der zweite Ansatz
versucht, auf diese einschr ankende Bedingung zu verzichten.
Tchen (1980) geht von xierten Randverteilungen aus und f uhrt auf der Grundlage der
positiven Quadranteneigenschaft die positive Quadrantenordnung ein. Zus atzlich disku-
tiert er eine Konkordanzordnung, von der sich nachweisen l at, da sie zu der positiven
Quadrantenordnung  aquivalent ist. Yanagimoto & Okamato (1969) schlagen auf der Basis
von Tukeys positiver Regressionsabh angigkeit die sog. SI-Ordnung vor. Sie gehen explizit
von identischen und stetigen Randverteilungen aus. Kimeldorf & Sampson (1987) verall-
gemeinern die TP2-Eigenschaft zu einer TP2-Ordnung. Gleichzeitig geben sie ein Axio-
mensystem an, das jede Ordnung der positiven Abh angigkeit (PDO) erf ullen sollte, wenn
identische Randverteilungen betrachtet werden. Wiederum stellt ein Axiom sicher, da die
positive Quadrantenordnung aus jeder PDO gefolgert werden kann, d.h. die schw achste
Abh angigkeitsordnung darstellt. Einbettbar in die Axiomatik von Kimeldorf & Sampson
(1989) sind u.a. die positive Quadrantenordnung, die SI-Ordnung , die TP2-Ordnung und
eine Ordnung aufn Basis der positiven Assoziationseigenschaft von Esary et al. (1967).
Mosler & Scarsini (1993) stellen die bis dahin verf ugbare Literatur auch zur Axiomatik
der Abh angigkeitsmessung zusammen. Nur wenige Ans atze betreen den Fall, da auf
die Fixierung identischer Randverteilungen verzichtet wird. Scarsini (1984) diskutiert die
positive Quadrantenordnung im Fall nicht-identischer Randverteilungen. Er betrachtet
insbesondere auch diskrete Verteilungen. Cap era a & Genest (1990) verallgemeinern die
von Yanagimoto & Okamoto (1969) betrachtete SI-Ordnung auf den Fall nicht-identischer
8Randverteilungen. Sie verwenden dabei die inverse Verteilungsfunktion. Diese wird schlie-
lich ebenfalls von Averous & Bernardot (2000) benutzt, um auf der Basis der LTD-
und RTI-Eigenschaft Ordnungsrelationen der positiven Abh angigkeit ohne Fixierung der
Randverteilungen vorzuschlagen.
Generell ist aber anzumerken, da alle Ans atze, die auf die Fixierung von Randvertei-
lungen verzichten, von Konzepten ausgehen, die f ur ordinalskalierte Merkmale nicht zur
Verf ugung stehen. So werden entweder inverse Verteilungsfunktionen betrachtet oder so-
gar explizit die Stetigkeit der Randverteilungsfunktionen unterstellt, so da keine Ties
zugelassen werden. Wir wollen deshalb im folgenden nur die positive Quadrantenordnung
und die Konkordanzordnung betrachten, die auch die Basis f ur die Axiomatisierung biva-
riater Abh angigkeitsmae f ur Paare ordinalskalierter Merkmale darstellen werden.
Statt Paare von Merkmalen (U;V ) und (U0;V 0) bez uglich ihrer positiven Abh angigkeitsei-
genschaft zu vergleichen, k onnen alternativ die zugeh origen Matrizen kumulierter relativer
H augkeiten F und F0 f ur die Ordnungsrelationen betrachtet werden.
Auf der Basis der positiven Quadranteneigenschaft von Lehmann (1966) wird deniert:
Denition 5.1 Seien F;F0 2 Fkl mit Fil = F 0
il f ur i = 1;2;:::;k und Fkj = F 0
kj f ur
j = 1;2;:::;l. F0 ist positiver quadrantenabh angig als F (kurz: F  F0), wenn Fij  F 0
ij
f ur i = 1;2;:::;k, j = 1;2;:::;l gilt.
D.h. F wird stochastisch von F0 dominiert.
Tchen (1981) betrachtet die sog. Konkordanzordnung, die sich dadurch ergibt, da man,
ohne die Randverteilungen zu verletzen, H augkeitsumschichtugen derart vornimmt, da
sich die Anzahl konkordanter Paare erh oht.













die zugeh origen Matrizen der absoluten H augkeiten. F ur p = 1;2;:::;m   1 ergibt sich
np+1 aus np, in dem an Stellen (i;j) und (i0;j0) ganzzalige H augkeitsmasse  addiert und
an den Stellen (i;j0) und (i0;j) ganzzahlige H augkeitsmasse  substrahiert wird mit i < i0
und j < j0. Dann heit N0 konkordanter als N (bzw. F = N=n c F0 = N0=n).
Tchen (1981) zeigt sogar, da
F c F
0 () Fij  F
0
ij f ur i = 1;2;:::;k, j = 1;2;:::;l


















9Seien i = 2, j = 1, i0 = 3, j0 = 3. Dann sind
n
0
ij = nij + 4; n
0
i0;j0 = ni0;j0 + 4
n
0
i0;j = ni0;j   4; n
0
i;j0 = ni;j0   4;
so da N=n c N0=n ist.
6 Extreme Abh angigkeit
Hoeding (1948) und Fr echet (1951) haben untersucht, durch welche bivariaten Vertei-
lungen mit identischen Randverteilungen sich bivariate Verteilungen nach unten und oben
absch atzen lassen. Das Ergebnis nennt das folgende Lemma:
Lemma 6.1 Sei F 2 Fkl mit den mit den Randh augkeiten Fil, i = 1;2;:::;k und Fkj,
j = 1;2;:::;l. Dann gelten
max(0;Fil + Fkj   1)  Fij  min(Fil;Fkj)
f ur i = 1;2;:::;k und j = 1;2;:::;l.
Setzt man F u
ij = min(Fil;Fkj und F l
ij = max(0;Fil + Fkj   1) f ur i = 1;2;:::;k und
j = 1;2;:::;l, dann sind Fl;Fu 2 Fkl mit denselben relativen Randh augkeiten wie F.
Somit gilt im Sinne der positiven Quadrantenordnung Fl  F  Fu. D.h. Fl und Fu
sind f ur xierte Randverteilungen im Sinne der positiven Quadrantenordnung diejenigen







































































107 Spiegelungen bivariater Verteilungen
Es soll von Spiegelung bivariater Verteilungen gesprochen werden, wenn die Reihenfolge
der Auspr agungen mindestens eines der betrachteten Merkmale umgedreht wird.
Zweiseitige Spiegelung bedeutet, da die Reihenfolge der Auspr agungen beider Merkmale






fkl fk;l 1 ::: fk1
fk 1;l fk 1;l 1 ::: fk 1;1
::: ::: ::: :::
















[FU;V (k + 1   p;l + 1   q)   FU;V(k   p;l + 1   q)
  FU;V (k   p + 1;l   q) + FU;V(k   p;l   q)]
f ur i = 1;2;:::;k und j = 1;2;:::;l mit FU;V (p;q) = 0 f ur p  0 oder q  0.





fk1 fk2 ::: fkl
fk 1;1 fk 1;2 ::: fk 1;l
::: ::: ::: :::
















[FU;V (k + 1   p;q)   FU;V(k   p;q)
  FU;V(k   p + 1;q   1) + FU;V(k   p;q   1)]
f ur i = 1;2;:::;k und j = 1;2;:::;l, wobei wiederum FU;V(p;q) = 0 f ur p  0 oder q  0
zu setzen ist.





f1l f1;l 1 ::: f11
f2l f2;l 1 ::: f21
::: ::: ::: :::
















[FU;V(p;l   q + 1)   FU;V(p;l   q)
  FU;V (p   1;l   q + 1) + FU;V(p   1;l   q)]
f ur i = 1;2;:::;k und j = 1;2;:::;l mit FU;V (p;q) = 0 f ur p  0 oder q  0.
8 Bivariate Abh angigkeitsmae
8.1  Uberblick
Neben der Axiomatisierungen der Eigenschaft der positiven Abh angigkeit und der Ord-
nung der positiven Abh agigkeit werden in der Literatur einige wenige Versuche der Axio-
matisierung von bivariaten Abh angigkeitsmaen vorgenommen. Die Arbeit von R enyi
(1959) kann als ein Ausgangspunkt gelten. R enyis Axiome werden von Schweizer & Wol
(1981) erweitert und f ur einzelne g angige Mazahlen gepr uft, ob sie die Axiome erf ullen.
Weitere axiomatische Anforderungen stammen von Kowalczyk & Pleszczy nska (1977) und
Dabrowska (1985), die regressionsanalytische asymmetrische Mekonzepte in den Mittel-
punkt r uckt. Scarsini (1984) gibt eine Axiomatisierung auf der Basis der positiven Qua-
drantenordnung an.
Kimeldorf & Sampson (1989) kritisieren alle diese Ans atze, da die zugrundeliegende
Abh angigkeitsstruktur nicht explizit gemacht wird, d.h. es fehlt eine Axiomatisierung
des Ordnungskonzeptes der positiven Abh angigkeit. Im Sinne der Metheorie fehlt die
Spezikation des qualitativen relationalen Systems.
Au allig ist, da seit der Arbeit von R enyi (1959) von einem Abh angigkeitsma
gefordert wird, da es f ur eine bivariate Normalverteilung in den Bravais-Pearson-
Korrelationskoezienten  ubergeht. Diese Forderung ist f ur ordinalskalierte Merkmale
nicht sinnvoll. Weiterhin wird gefordert, da Unabh angigkeit hinreichend und notwen-
dig daf ur sein soll, da eine Mazahl den Wert 0 annimmt. Kimeldorf & Sampson (1989)
haben nachgewiesen, da diese Forderung im Widerspruch steht zu den Forderungen, da
die Mazahl m oglichst nur Werte aus dem Intervall [ 1;1] annehmen und ein gewisses
Stetigkeitsverhalten besitzen soll.
Da wir uns auf das Konzept der positiven Quadrantenabh angigkeit beschr ankt haben,
kommen wir f ur ordinalskalierte Merkmale mit einem recht einfachen Forderungskatalog
an ein bivariates Abh angigkeitsma f ur ordinalskalierte Merkmale aus.
8.2 Anforderungen an ein bivariates Abh angigkeitsma
Sei F0 = (F(il)  F(kj))i=1;2;:::;k;j=1;2;:::;l die Verteilung bei Unabh angigkeit und gegebe-
nen Randverteilungen. Die folgende Denition nennt minimale Anforderungen, die ein
bivariates Abh angigkeitsma f ur ordinalskalierte Merkmale erf ullen sollte:
12Denition 8.1 Ein bivariates Abh angigkeitsma f ur ordinalskalierte Merkmale ist ein
Abbildung S s amtlicher (k  l)-Matrizen kumulierter relativer H augkeiten in die Menge
der reellen Zahlen, d.h. S : Fkl ! R, so da folgende Bedingungen gelten:
1. S nimmt den Wert 0 an, wenn U;V unabh angig sind, d.h. S(F0) = 0.
2. Besitzen F und F0 dieselbe Randverteilung, dann ist S ordnungserhaltend in bezug
auf die positive Quadrantenordnung, d.h. F  F0 =) S(F)  S(F0).
3. Einfache Spiegelung ver andert lediglich das Vorzeichen und nicht den Absolutbetrag
von S, d.h. S(F U;V ) = S(FU; V) =  S(FU;V ).
Durch zweifaches Anwenden der einfachen Spiegelung folgt dann, da sich bei doppel-
ter Spiegelung der Wert der Mazahl nicht  andert. Die Unabh angigkeit der Axiome ist
zum Teil bereits von R enyi (1959) und sp ater von Kimeldorf & Sampson (1989) unter-
sucht worden. Die Anforderungen sind leicht zu interpretieren. Die implizite Forderung,
nur Funktionen kumulierter relativer H augkeiten zu betrachten, basiert auf der me-
theoretischen Invarianzeigenschaft und der Permutationsinvarianz. Der "Nullpunkt" der
Abh angigkeitsmessung ist durch den Fall der Unabh angigkeit geeicht. Einfache Spiege-
lungen tangieren das Vorzeichen eines Abh angigkeitsmaes und doppelte Spiegelungen
ber uhren ein Abh angigkeitsma nicht. Entscheidend ist aber die Eigenschaft ordnungser-
haltend zu sein bez. der positiven Quadrantenordnung.
F ur xierte Randverteilungen ist der Wertebereich eines Abh angigkeitsmaes leicht an-
gebbar: Wenn F eine bivariate kumulierte relative H augkeitsmatrix und S ein bivariates
Abh angigkeitsma sind, dann gilt S(Fl)  S(F)  S(Fu), wobei die Randverteilungen
von F, Fu und Fl identisch sind. Dieses Ergebnis folgt wegen Fl  F  Fu.
Gelegentlich werden an bivariate Abh angigkeitsmae Normierungsanforderungen gestellt,
die die Extremwerte f ur maximale Abh angigkeiten ohne und mit xierten Randverteilun-
gen betreen.
Denition 8.2 Sei S ein bivariates Abh angigkeitsma, dann heit S
1. randverteilungsnormiert, wenn S(Fl) =  1 und S(Fu) = 1,
2. normiert, wenn S(Fn) =  1 und S(Fp) = 1 f ur alle Fn 2 Fn und Fp 2 Fp
gelten.
Es ist nun leicht zu zeigen, da jedes randverteilungsnormiertes Abh angigkeitsma auch
normiert ist.
Lemma 8.1 Sei S ein randverteilungsnormiertes bivariates Abh angigkeitsma, dann ist
S auch normiert.
Beweis: Da in fn bzw. in fp in jeder Spalte (k  l) oder jeder Zeile k  l genau ein
Element von Null verschieden ist, sind (Fn)l = Fn und (Fp)u = Fp und damit S(Fn) =
S((Fn)l) =  1 bzw. S(Fp) = S((Fp)u) = 1. 
139 Untersuchung g angiger Assoziationsmae
9.1  Uberblick
Bereits Lehmann (1966) hat nachgewiesen, da Mazahlen wie Kendalls  (siehe Kendall
(1938), Kendall (1970)), Spearmans  (siehe Spearman (1904)) und das Quadrantenma
von Blomqvist (siehe Blomqvist (1950)) die positive Quadranteneigenschaft einhalten, d.h.
f ur eine bivariate Verteilung, dien positiv quadrantenabh angig ist, einen positiven Wert
liefern. Tchen (1981) hat dieses Ergebnis auf die positive Quadrantenordnung erweitert,
d.h. bivariate Verteilungen, die positiver quadrantenabh angig sind, liefern gr oere Werte
der angesprochenen Mazahlen, sofern Verteilungen mit identischen Randverteilungen
verglichen werden. Der Nachweis wird aber indirekt gef uhrt. Yanagimoto & Okamoto
(1969) untersuchen generelle Rangordnungsstatistiken. Allerdings betrachten sie nur den
Fall, da keine Bindungen vorliegen.
Ansonsten diskutierte Mazahlen betreen vorzugsweise quantitative Merkmale wie z.B.
die Maximalkorrelation (siehe R enyi (1959)).
Wir wollen nun mit elementaren Mitteln direkt nachweisen, da einige wichtige Ma-
zahlen, zu denen auch der Spearmans  und Kendalls  geh oren, die geforderten Eigen-
schaften eines bivariaten Abh angigkeitsmaes f ur ordinalskalierte Merkmale erf ullen. Es
werden lediglich einfache algebraischen Umformungen und partielle Ableitungen bem uht.
Die Abh angigkeitsmae lassen sich durchg angig als Funktion der kumulierten relativen
H augkeiten Fij darstellen, sind also auf einer Teilmenge der Menge der rationalen Zah-
len deniert. Diese Funktion kann aber problemlos auf eine auf der Menge der reellen
Zahlen dierenzierbare Funktion erweitert werden, so da die Monotonieeigenschaften
mittels partieller Ableitungen  uberpr uft werden k onnen.
9.2 Spearmanscher Rangkorrelationskoezient
Der Spearmansche Rangkorrelationskoezient wird zumeist nur betrachtet, wenn keine





(i   (n + 1)=2)(Ri   (n + 1)=2):
gegeben und damit nur Funktion der maximalinvarianten R ange R1;:::;Rn.
Liegen Bindungen vor, so wird empfohlen Mid-Ranks zu bilden. Wir wollen den Spe-
armanschen Rangkorrelationskoezienten als Bravais-Pearson-Korrelationskoezient der





j=1(FU(i)   F U)(FV(j)   F V)fU;V (i;j)
qPk
i=1(FU(i)   F U)2fU(i)
Pl
j=1(FV(j)   F V)2fV(j)
mit F U =
Pk
i=1 FU(i)fU(i) und F V =
Pl
j=1 FV(j)fV(j). (FU;V) ist eine Funktion der
bei Vorliegen von Bindungen und unter der Annahme der Permutationsinvarianz maxi-
malinvarianten Matrix der kumulierten relativen H augkeiten FU;V . Diese Formel geht
im Falle, da keine Ties vorliegen, in die eingangs erw ahnte Form des Spearmanschen
Rangkorrelationskoezenten  uber.
14Unabh angigkeit: Da bei Unabh angigkeit fU;V(i;j) = fU(i)fV)j) f ur i = 1;2;:::;k und
j = 1;2;:::;l ist und
Pk
i=1(FU(i)   F U)fU(i) = 0 ist, gilt (F0) = 0.
Funktion von Maximalinvarianten: (FU;V ) l at sich deutlicher als Funktion von












ij (FU;V (i;j)   FU;V (i;j   1)
 FU;V(i   1;j) + FU;V(i   1;j   1))
mit
i =
FU(i)   F U qPk
i=1(FU(i)   F U)2fU(i)
und j =
FV(j)   F V qPl
j=1(FV(j)   F V)2fV(j)
Oensichtlich sind 1 < 2 < :::k und 1 < 2 < ::: < l.






(i   i+1)(j   j+1)FU;V (i;j)
mit i = 0 f ur i > k und bj = 0 f ur j > l.





(i   i+1)(j   j+1)xij
f ur xij 2 R, i = 1;2;:::;k, j = 1;2;:::;l, dann ist diese Funktion oensichtlich die-
renzierbar nach xij mit der partiellen Ableitung (i   i+1)(j   j+1) > 0. D.h.  ist
monoton in FU;V(i;j) und erh alt somit die positive Quadrantenordnung  (siehe auch
Tchen (1981)).
Spiegelung und Normiertheit: An einem Gegenbeispiel l at sich nun leicht zeigen,
da der Spearmansche Rangkorrelationskoezient nicht normiert ist.
Beispiel 9.1 M ogliche zugeh orige (33)-Kontingenztabellen mit extremer Abh angigkeit,


















Bezeichnen F, Fn und Fp die zugeh origen Matrizen kumulierter relativer H augkeiten,
dann sind (Fn) =  0:9744, (F) =  0:0183 und (Fp) = 1:0.
15Da sich im vorstehenden Beispiel Fn durch einfache Spiegelung aus Fp ergibt, verletzt der
Spearmansche Rangkorrelationskoezient auch die Forderung, da eine einfache Spiege-
lung nur das Vorzeichen eines Abh angigkeitsmaes tangieren darf. Da der Spearmansche
Rangkorrelationskoezient ein Bravais-Pearson-Korrelationskoezient f ur die kumulier-
ten relativen Randh augkeiten darstellt und diese f ur Fp auch auf der Winkelhalbierenden
und damit auf einer Geraden liegen, dies aber f ur Fn nicht der Fall ist, verwundern die
schlechten Eigenschaften von  nicht. Midranks k onnen diese Eigenschaft mildern, aber
nicht beseitigen.






0 0 0 1
1 1 1 3
3 0 0 0
1
A und F = 1=10
0
@
0 0 0 1
1 2 3 7
4 5 6 10
1
A;
dann sind (Fl) =  0:6415, (F) =  0:6415 und (Fu) = 0:6677.
9.3 Allgemein: Rangkorrelationskoezienten
Neben dem Spearmanschen Rangkorrelationskoezient werden in der nichtparametri-




a(i=(n + 1))b(Ri=(n + 1))
benutzt, falls keine Ties vorliegen. a und b sind geeignet zu w ahlende Scores. Diese Scores
lassen sich auch  uber scoreserzeugende Funktionen a : (0;1) ! R bzw. b : (0;1) ! R
einf uhren. Gebr auchliche scoreserzeugende Funktionen sind u.a.
1. a(u) = b(u) = u f ur u 2 [0;1] ergibt den Spearmanscher Rangkorrelationskoezen-
ten,
2. a(u) = b(u) = 1=2+sign(u 1=2) f ur u 2 [0;1] liefert Blomqvists Quadrantenkoe-
zient (siehe Blomquist (1950) und Lehmann (1966)) und
3. a(u) = b(u) =  1(u) f uhrt zu dem Van der Waerdenschen Rangkorrelationskoe-
zienten (siehe H ajek &  Sid ak (1967), S. 113).
Prinzipiell sind diese scoreserzeugenden Funktionen auch im Falle von Bindungen ein-
setzbar. In Analogie zur Schreibweise des Spearmanschen Rangkorrelationskoezienten
erh alt man allgemeine Rangkorrelationskoezienten mit Scoresfunktionen a und b als
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Ganz analog zur Diskussion des Spearmanschen Rangkorrelationskoezienten l at sich
nun leicht zeigen, da auch allgemeine Rangkorrelationskoezienten monoton zunehmend
in Fij sind, wenn die Scoresfunktionen a und b monoton zunehmend sind.
9.4 Konkordanzmae
Konkordante und diskordante Paare wurden bereits bei der Konkordanzordnung betrach-
tet. F ur die absolute H augkeit konkordanter Paare gilt (siehe z.B. Schneider, Kornrumpf



































f ur i = 1;:::;k   1 und j = 2;:::;l.
Funktion von Maximalinvarianten: Die Anzahl der konkordanten und diskordanten
Paare lassen sich direkt als Funktion der kumulierten relativen H augkeiten Fij darstellen.
Zun achst sind:
hij = n(Fij   Fi;j 1   Fi 1;j + Fi 1;j 1)
h
d
ij = n(Fk;j 1   Fi;j 1); h
c
ij = n(1   Fkj   Fil + Fij)
f ur i = 1;2;:::;k und j = 1;2;:::;l, wobei F0;0 = Fi;0 = F0;j = 0 f ur i = 1;2;:::;k und
j = 1;2;:::;l gesetzt werden.
17Setzt man diese Beziehungen in die Formel f ur die Anzahl der konkordanten Paare ein,









































ij   FijFi;j 1   FijFi 1;j + FijFi 1;j 1):


























i;j 1   Fi 1;jFi;j 1 + Fi 1;j 1Fi;j 1):
Monotonie: Fat man in einem Zwischenstritt Nc als dierenzierbare Funktion von Fij





2(2Fij   Fi;j 1   Fi;j+1   Fi 1;j   Fi+1;j + Fi 1;j 1 + Fi+1;j+1)
= n
2(fi+1;j+1 + fij)  0
und Nc eine monoton zunehmende Funktion in Fij ist. Die partielle Ableitung von Nd




2(fi;j+1 + fi+1;j)  0
nicht-positiv und damit Nd monoton abnehmend in Fij.
Die meisten permutationsinvarianten Konkordanzmae sind durch Quotienten deniert,
wobei der Z ahler durch die Dierenz der Anzahl der konkordanten und der Anzahl der
18diskordaten Paare Nc Nd gegeben ist. Oenbar ist diese Dierenz mit den vorstehenden
 Uberlegungen monoton zunehmend in Fij.




monoton zunehmend in Fij ist und damit die positive Quadrantenordnung einh alt.




















ist auch (F) monoton zunehmend in Fij und h alt die positive Quadrantenordnung ein.
Unabh angigkeit: Bekanntlich (siehe z.B. Schneider, Kornrumpf & Mohr (1995), S.66)
ist die Unabh angigkeit von U und V nur im Falle k = l = 2 (Vierfeldertafel) hinreichend
und notwendig daf ur, da das Ma von Goodman & Kruskal bzw. das Ma von Kendall
den Wert 0 annehmen. In allen anderen F allen ist die Unabh angigkeit nur hinreichend,
was aber auch nur gefordert wird.
Spiegelung:
Lemma 9.1 Seien Nc(U;V )), Nc( U;V ), Nc( U; V ), Nc(U; V ) bzw. Nd(U;V )),
Nd( U;V ), Nd( U; V ), Nd(U; V ) die zu FU;V , F U;V, F U; V, FU; V geh orenden An-
zahlen von konkordanten bzw. diskordanten Paaren, dann gelten:
1. Nc(U; V ) = Nd(U;V ) 2. Nd(U; V ) = Nc(U;V ) 3. Nc( U; V ) = Nc(U;V )
4. Nd( U; V ) = Nd(U;V ) 5. Nc( U;V ) = Nd(U;V ) 6. Nd( U;V ) = Nc(U;V )
Beweis: Da die Beweise alle nach dem gleichen Schema ablaufen, greifen wir den dritten
Fall exemplarisch heraus: Es ist f U; V(i;j) = fU;V(k + i   1;l + 1   j) f ur i = 1;2;:::;k
und j = 1;2;:::;l. Dann gilt:




























mit i0 = k + 1   i, j0 = l + 1   j, p0 = k + 1   p und q0 = l + 1   q. Wegen
p
0  i
0   1 () i
0  p
0 + 1 und q
0  j



















0) = Nc(U;V ): 
Als Konsequenz dieses Lemmas ergibt sich sofort, da die Summe der Anzahlen konkor-
danter und diskordanter Paare durch einseitge oder zweiseitige Spiegelung nicht tangiert
wird. Da f ur die Dierenz der Anzahlen konkordanter und diskordanter Paare folgt
1. Nc(U; V )   Nd(U; V ) = Nd(U;V )   Nc(U;V ) =  (Nc(U;V )   Nd(U;V )),
2. Nc( U; V )   Nd( U; V ) = Nc(U;V )   Nd(U;V ) und
3. (Nc( U;V )   Nd( U;V )) = Nd(U;V )   Nc(U;V ) =  (Nc(U;V )   Nd(U;V ),
erf ullen das Ma von Goodman & Kruskal und das Ma von Kendall die axiomatischen
Anforderungen bez uglich der einseitigen und zweiseitigen Spiegelung.
Normiertheit: Bekanntlich nehmen das Ma von Goodman & Kruskal und das Ma
von Kendall ihr Minimum an, wenn es keine konkordanten Paare und ihr Maximum,
wenn es keine diskordanten Paare gibt. Das Ma von Goodman & Kruskal ist zus atzlich
normiert, was bei Vorliegen von Bindungen nicht f ur das Ma von Kendall gilt.
Das folgende Lemma zeigt nun, da die Anzahl der konkordanten Paare f ur Fl und die
Anzahl der diskordanten Paare f ur Fu Null sind. D.h. das Ma von Goodman & Kruskal
ist nicht nur normiert, sondern auch randverteilungsnormiert.
Lemma 9.2 1. Sei Fij = max(0;Fil + Fkj   1), dann ist fc
ijfij = 0.





ij = 1   Fkj   Fil + Fij und f
d
ij = Fk;j 1   Fi;j 1:
1. Sei Fij = max(0;Fil + Fkj   1).
1. Fall: Wenn Fij = 0 ist, dann ist auch fij = 0 und damit fc
ijfij = 0.
2. Fall: Wenn Fij = Fil + Fkj   1 ist, dann ist
f
c
ij = 1   Fkj   Fil + Fij = 1   Fkj   Fil + (Fil + Fkj   1) = 0:
2. Sei Fij = min(Fkj;Fil. Es ist fd
ij => 0. Dann ist Fk;j 1  Fi;j 1 = min(Fk;j 1;Fil.
1. Fall: Wenn Fi;j 1 = Fk;j 1 ist, folgt unmittelbar fd
ij = 0.
2. Fall: Wenn Fi;j 1 = Fil ist, ist auch Fij = Fil, da Fij  Fil sein mu. Somit ist
fij = Fij   Fi;j 1   Fi 1;j + Fi 1;j 1
= Fil   Fil   Fi 1;j + Fi 1;j 1 = 0
wegen Fi 1;j  Fi 1;j 1. 








ist oensichtlich f ur gegebene Fkj, j = 1;2;:::;l und Fil, i = 1;2;:::;k eine monoton
zunehmende Funktion der Maximalinvarianten F und mit den "Abstand" zwischen F
und der Matrix der kumulierten relativen H augkeit bei Unabh angigkeit F0. Da negative
Summanden f ur negative Abh angigkeit und positive Summanden f ur positive Abh angig-
keit sprechen, werden die "Abst ande" nicht absolutbetragsm aig sondern mit ihrem Vor-
zeichen erfat.
Mittels einiger elementarer Umformungen kann man (F) auch als Kovarianz der Indi-












(k   i + 1)(l   j + 1)fij















































21Unabh angigkeit und Spiegelung: Aus den bekannten Eigenschaften der Kovarianz
ist sofort ersichtlich, da im Falle der Unabh angigkeit (F0) = 0 gilt, umgekehrt aber aus


























f ur a;b 2 R. W ahlt man a 2 f 1;1g und b 2 f 1;1g, so erh alt man sofort die in der
Axiomatik geforderte Invarianz bez uglich Spiegelungen.
Normiertheit: Das Ma  ist oensichtlich weder normiert noch randverteilungsnor-
miert. Wegen max(0;Fil + Fkj   1)  Fij  min(Fil;Fkj) ist
max( FilFkj; (1   Fil)(1   Fkj)  Fij   FilFkj  min(Fil(1   Fkj);Fkj(1   Fil)
f ur i = 1;2;:::;k und j = 1;2;:::;l. Summiert man diese Ungleichung  uber i = 1;2;:::;k
und j = 1;2;:::;k, so erh alt man nur von den kumulierten Randh augkeiten abh angende
Grenzen f ur die Mazahl (F).
9.6 Normierte Kovarianz
Bezeichnen U und V  quantitative Merkmale mit den Auspr agungen ui = i, i =
1;2;:::;k und vj = j, j = 1;2;:::;l, so ist der Bravais-Pearson-Korrelationskoezient























Der Z ahler entspricht exakt (F) und dieser Bravais-Pearson-Korrelationskoezient an-
gewendet auf die Indizes der Auspr agungen von U und V kann nur Werte zwischen  1
und +1 annehmen kann. In der praktischen Anwendung werden h aug als Merkmals-
auspr agungen f ur ordinalskalierte Merkmale die ersten k bzw. l nat urlichen Zahlen ver-
wendet und auf die Zahlen die bekannten Analyseverfahren f ur quantitative Merkmale
angewendet. Die vorstehende  Uberlegung scheint dieser Vorgehensweise recht zu geben.
Bedauerlicherweise l at sich aber die im Nenner verwendete Varianz der Indizes nicht als
alleinige Funktion von Fij darstellen, sondern ist auch explizit eine Funktion der Indizes,
so da dieser Bravais-Pearson-Koezient nicht die erforderliche Vergleichsinvarianz f ur
ordinalskalierte Merkmale erf ullt. Die Anwendung auf die Indizes ist damit zwar f ur die
Kovarianz, aber nicht f ur den Korrelationskoezienten zul assig. F ur geeignete Streuungs-
mae f ur ordinalskalierte Merkmale siehe z.B. Klein (1999a).
 Uber die im letzten Abschnitt hergeleiteten Grenzen des kovarianzbasierten Maes l at
sich eine randverteilungsnormierte Mazahl herleiten, die den Nachteil des Bravais-


















(F)=( U(F)) f ur (F) < 0
(F)=O(F) f ur (F) > 0
ein randverteilungsnormiertes Ma. Es h alt die positive Quadrantenordnung ein, da U(F)
und O(F) nur durch die kumulierten Randh augkeiten bestimmt sind und sich damit die
Ordnungseigenschaften von der Kovarianz  auf die normierte Kovarianz   ubertragen.
Da sich die Grenzen bei Spiegelung aber ver andern, mu separat  uberpr uft werden, wie
sich  bei doppelter und einfacher Spiegelung verh alt. Es l at sich nun mit wenigen
Umformungen zeigen, da
1. U(FU; V) = U(F U;V) =  O(FU;V),
2. O(FU; V) = O(F U;V ) =  U(FU;V) und
3. U(F U; V) = U(FU;V) bzw. O(F U; V) = O(FU;V )
sind. Damit ist oensichtlich (F U; V) = (FU;V ). Sei (FU; V) < 0. Dann ist

(FU; V) = (FU; V)=( U(FU; V)) =  (FU;V)=O(FU;V ) =  
(FU;V );
da (FU;V) > 0 ist. Analog k onnen die F alle (FU; V) > 0 bzw. (F U;V) > 0 und
(F U;V) > 0 diskutiert werden. Somit erf ullt  die bez uglich Spiegelungen geforderten
Eigenschaften und damit alle Axiome und die Randverteilungsnormiertheit.
9.7 Verallgemeinerung der Kovarianz













der gewichteten Indizes der Merkmalsauspr agungen von U und V betrachten. Bereits diese
Kovarianz kann die Vergleichsinvarianz f ur ordinalskalierte Merkmale nicht erf ullen. Dies
gilt erst recht f ur den zugeh origen Bravais-Pearson-Korrelationskoezient angewendet auf
a(1);:::;a(k) und b(1);:::;b(l). F ur diesen schreiben wir kurz BP(a(U);b(V )). Er ist
monoton zunehmend in Fij wegen (ai+1   ai)(bj+1   bj)  0 f ur i = 1;2;:::;k   1 und
j = 1;2;:::;l   1 und h alt somit die positive Quadrantenordnung ein.
23Eng verbunden sind diese auf Scorefunktionen basierenden Mazahlen mit der Eigenschaft
der positiven Assoziation von Esary, Proschan & Walkup (1967). Diese denieren
(U;V ) positiv assoziiert : () Cov(g(U;V );h(U;V ))  0
f ur jede in beiden Komponenten monoton zunehmende Funktion g und h und beweisen,
da aus dieser Ordnung die positive Quadranteneigenschaft folgt (siehe Esary & Proschan
(1972), S. 653).
Aus der Assoziationseigenschaft haben Kimeldorf & Sampson (1984) eine positive Asso-
ziationsordnung abgeleitet:
(U;V ) positiver assoziiert als (U
0;V






f ur jede in beiden Komponenten monoton zunehmende Funktion g und h, von der sich
allerdings zeigen l at, da sie die von Fr echet und Hoeding hergeleiteten Grenzen nicht
einhalten.
Setzt man g(U;V ) = a(U) und h(U;V ) = b(V ) mit a und b monoton zunehmende
Scorefunktionen, dann folgt aus der Assoziationsordnung unmittelbar, da
(U
;V













9.8 Randverteilungsnormiertes Ma von Vogel und Wiede
Von Vogel & Wiede (1994) wurde ein Ma vorgeschlagen, das explizit die Bedingung der
Randverteilungsnormiertheit erf ullen mu.
Als Ausgangspunkt f ur die Herleitung der Mazahl dient ein Abstandsma d zwischen
bivariaten kumulierten H augkeitsverteilungen. Sie schlagen als Abstandsma den L1-
Abstand









1   d(F;Fu)=d(F0;Fu) f ur d(F;Fu)  d(F0;Fu)
d(F;Fl)=d(F0;Fl)   1 f ur d(F;Fu) > d(F0;Fu)
per Konstruktion f ur die Fr echet-Hoeding-Grenzen die extremen Werte  1 und +1 an,
d.h.  ist randverteilungsnormiert.
Unabh angigkeit: (F) = 0 ist lediglich eine notwendige, aber keine hinreichende Be-










jFilFkj   max(0;Fil + Fkj   1)j
nicht geschlossen werden kann, da Fij = FilFkj f ur i = 1;2;:::;k und j = 1;2;:::;l gilt.
24Monotonie: Da dieses Ma auch monoton zunehmend in Fij bei gegebenen Fil und
Fkj ist, zeigt die folgende  Uberlegung:
Sei Fij  F 0
ij mit Fkj = F 0
kj und Fil = F 0
il f ur i = 1;2;:::;k und j = 1;2;:::;l. Dann sind
Fij F u
ij  F 0
ij F u
ij  0 und 0  Fij F l
ij  F 0
ij F l















































































Mithin ist auch das Ma von Vogel & Wiede ein bivariates Abh angigkeitsma f ur ordi-
nalskalierte Merkmale.
10 Zusammenfassung
Es wurden elementare axiomatische Anforderungen f ur die bivariate Abh angigkeitsmes-
sung ordinalskalierter Merkmale zusammengestellt und f ur g angige Mazahlen  uberpr uft,
ob diese den Anforderungen gen ugen. Dabei wurden bewut Ratingskalen mit wenigen
Auspr agungen in den Mittelpunkt ger uckt, da f ur diese groe Mengen von Bindungen
in gr oeren Datens atzen unvermeidlich sind. Das Fehlen von Bindungen ist nur dann er-
kl arlich, wenn R ange aus den Merkmalswerten stetiger quantitativer Merkmale gebildet
werden. Dies ist bei Rating-Skalen explizit nicht der Fall.
Es werden lediglich Mazahlen diskutiert, die Funktionen der kumulierten relativen
H augkeiten sind. Diese Mazahlen d urfen nicht explizit von den Merkmalsauspr agungen,
25sondern nur von ihren H augkeiten abh angen. Diese grundlegende Einschr ankung folgt
aus der metheoretischen Forderung, da mit "sinnvollen" Mazahlen unabh angig von
willk urlich ausgew ahlten Skalen, auf denen die Merkmalsauspr agungen gemessen werden,
Vergleiche vorgenommen werden k onnen. Dann n amlich kann diese Mazahl nur von sog.
Maximalinvarianten abh angen, die im Falle zweier unabh angiger Ordinalskalen f ur zwei
Merkmale, deren Abh angigkeit beurteilt werden soll, die erw ahnten kumulierten relativen
H augkeiten sind.
Im Rahmen der Axiomatik stand die positive Quadrantenordnung im Mittelpunkt, die
allerdings nur den Vergleich von bivariaten H augkeitsverteilungen mit identischen Rand-
verteilungen erm oglicht. Im Falle nicht-identischer Randverteilungen gibt es zur Zeit noch
kein  uberzeugendes Ordnungskonzept, so da diese zugegebenermaen eingeschr ankt ver-
wendbare Ordnung benutzt wurde.
Es hat sich gezeigt, da insbesondere die Konkordanzmae (z.B. das Ma von Good-
man & Kruskal und das Ma von Kendall) alle Anforderungen erf ullen. Der Spearman-
sche Rangkorrelationskoezient und generell die aus der nichtparametrischen Statistik
als Testgr oen bekannten linearen Rangordnungsstatistiken erf ullen alle Anforderungen,
wenn keine Bindungen vorliegen. Sie erhalten zwar auch im Falle des Vorliegens von
Bindungen die positive Quadrantenordnung, scheitern aber, wenn es um die Spiegelung
von Verteilungen geht. Midranks mildern dieses Problem, k onnen es aber nicht g anz-
lich beseitigen. Das in der Praxis gerne vorgenommene Verfahren, Methoden f ur quan-
titative Merkmale (wie den Bravais-Pearson-Korrelationskoezienten) auf die Indizes
der ordinalskalierten Merkmale anzuwenden, f uhrt zwar f ur die Kovarianz zum Erfolg.
Der Bravais-Pearson-Korrelationskoezient der Indizes erf ullt aber nicht die entscheiden-
de metheoretische Anforderung, da mit statistischen Mazahlen "sinnvolle' Vergleiche
m oglich sein m ussen. Ein in j ungster Zeit von Vogel und Wiede vorgeschlagenes Ma zielt
zwar auf die Randverteilungsnormiertheit ab, d.h. nimmt die extremen Werte  1 und +1
f ur die Kontingenztabellen an, f ur die bei gegebenen Randverteilungen im Sinne der po-
sitiven Quadrantenordnung minimale bzw. maximale positive Abh angigkeit besteht (sog.
Fr echet-Hoeding-Grenzen). Diese Eigenschaften besitzen aber auch die erw ahnten und
hinreichend in die statistische Praxis eingef uhrten Konkordanzmae. Dasselbe gilt auch
f ur ein hier vorgeschlagenes, normiertes kovarianzbasiertes Ma.
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