The suspension-loop construction is used to de ne a process in a symmetric monoidal category. The algebra of such processes is that of symmetric monoidal bicategories. Processes in categories with products and in categories with sums are studied in detail, and in both cases the resulting bicategories of processes are equipped with operations called feedback. Appropriate versions of traced monoidal properties are veri ed for feedback, and a normal form theorem for expressions of processes is proved. Connections with existing theories of circuit design and computation are established via structure preserving homomorphisms.
Introduction
Certain dynamical systems can be tempered to behave as input-output devices. As examples, compare the following two types of input-output systems: a eld-e ect transistor (FET), for which an input is a gate potential that controls a current ow within the device; and a machine programmed to carry out a speci c procedure, for which an input is a datum upon which the procedure acts. In the rst example an input can be viewed as an action on one part of the device which results in a change of state of the whole system, including the output port. In contrast to this, an input for the programmed machine is an initial state of the device, while an output is an equilibrium state which the machine may reach. Clearly, these two examples represent di erent classes of input-output systems.
In this paper, the notion of a process in a symmetric monoidal category is introduced. A circuit, which is de ned to be a process in a category with products, is intended to model a system such as a FET, while programs, algorithms et cetera are modelled by Elgot automata { processes in a category with sums.
The algebra of such processes is that of monoidal bicategories equipped with an operation called feedback. Compact closed categories and Cartesian bicategories ( 6] ) have been used as a model for circuit design ( 11] , 4]) as well as a paradigm for the semantics of computation ( 1] ). Due to the symmetry of the structures there investigated, these models, unlike the one here presented, are unable to treat the asymmetric nature of the roles of input and output in processes.
After presenting some basic de nitions in the following two sections, a link is made in Section 4 with the theory of traced monoidal categories ( 12] ). A normal form theorem for expressions of processes is also proved. Behaviours and equilibrium states of circuits are then de ned (via structure preserving homomorphisms), providing precise connections with some existing theories of circuit design. In Section 6, we introduce Elgot automata and brie y discuss the relation with iteration theories ( 3] ).
The reader may ask: are bicategories, rather than categories, necessary for modelling processes? While the objects of any abstract category may be thought of as states, and the arrows as processes, the kinds of processes discussed above have internal structure and may be compared. As these comparisons naturally arise as 2-cells, the above question must be answered in the a rmative. In most systems it is the internal structure that is interesting. Indeed, complex systems constructed with the operations series, parallel and feedback may have neither input nor output. Bicategories play an essential role in modelling these structures.
Processes in a symmetric monoidal category
We begin by de ning the suspension-loop construction and apply it to symmetric monoidal categories (C; ). This yields a symmetric monoidal bicategory (C; ), the bicategory of processes in (C; ). The notions of in nitesimals and delayed processes are then introduced. For legibility, we write as if our monoidal categories were strict. The symmetry for a tensor will usually be denoted by c X;Y : X Y ! Y X.
The suspension-loop construction
If (C; ) is a symmetric monoidal category, let (C; ) denote the suspension of (C; ), the bicategory with one object, whose 1-cells and 2-cells are the objects arrows of C respectively, and where horizontal composition is given by the tensor product and vertical composition is the same as the composition of arrows in C. The structural isomorphisms and functoriality of guarantee that (C; ) has the identity, associative and middle-four interchange laws. Furthermore, as is symmetric, it induces a symmetric tensor product on (C; ) which, when there is no cause for ambiguity, is also denoted by .
Let N denote the additive monoid of natural numbers, that is, the one object category generated by one arrow. If B is a bicategory, let B denote the bicategory of functors, lax transformations and modi cations from N to B. B may be thought of as the loop space of B. As this bicategory is à functor category', a symmetric tensor on B induces one on B in a natural
In nitesimals and delayed processes
An in nitesimal is a process whose state-space is I, the unit for . The arrows in C which can be constructed from identity arrows using only the structural properties of are referred to as the constants for . So, the constants in a symmetric monoidal category are those arrows built from identities and symmetries (as well as the unit and associativity isomorphisms, of course) by repetitive application of composition and the tensor product. (So, in giving a constant one gives a family of objects and a permutation of that family.) A wire is de ned to be an in nitesimal whose dynamics is a constant. If is a product, the meaning of constant is extended so that it refers to arrows which may be built out of identities, symmetries, projections and diagonals. We extend the de nition of the term constant in a similar way if the tensor is a sum (that is, we include injections and codiagonals). A wire whose dynamics is a constant built out of only identities and symmetries is called a permutation wire (or, merely, a permutation).
The reason why such processes are called in nitesimals will be made clear in Sections 5 and 6, wherein behaviours of processes are de ned. Of course, iterating and combining both procedures may result in processes that have had their inputs and outputs delayed several times. This terminology will be justi ed in Sections 5 and 6, where it will be shown that processes model devices that can store both inputs and outputs for set periods of time.
The following two evident propositions relate composition and tensor product with delays. 
Circuits
An operation fb, which is an abbreviation of the word feedback, is de ned for bicategories of processes in categories with products. We then construct diagrams for expressions in such bicategories. Finally, some brief remarks are made regarding the connection between these processes and dynamical systems. We adopt the following conventions when working in categories with products. If A and B are objects and f is an arrow, AB and Af denote A B and 1 A f respectively. Given a family of maps (x i : S ! X i ) i2 n] , where n is a natural number, (x 1 ; : : : ; x n ) : S ! X 1 : : :X n denotes the unique map dened by the universal property of products. Furthermore, a composite of the form f (x 1 ; : : :; x n ) will often be written as just f(x 1 ; : : : ; x n ). If : j] ! n] is an injective function, we will write p X (1) :::X (j) : X 1 : : : X n ! X (1) : : : X (j) for the obvious composite of symmetries and a projection (except, of course, in those circumstances where this notation would be ambiguous).
Feedback of circuits
If C is a category with nite products, write Circ(C) for (C; ). A process in (C; ) is also called a circuit in C. Though this more general feedback operation is important (and may, in fact, be treated in a very elegant fashion), it will not be studied independently in this paper. We should remark that feedback does not satisfy all the axioms for a trace.
Circuit diagrams
The advantages of being able to draw diagrams for expressions in monoidal categories have long been recognized. Circuit diagrams { diagrams associated to expressions of circuits { are to be read from left to right (unlike the string diagrams depicted in 12] 
The expressions corresponding to the diagrams in the Notice that, in the above diagrams, there are two types of labels associated with wires: letters at the same level as the wires { for example, the letters X, Y and Z in the gure a); and letters above the wires which denote delays, as in gures d) and e). The diagrams j) and k) have been included to indicate that wires need not be labelled twice. Furthermore, when drawing composites of wires there is no need for an indication of the domain and codomain of each term in the expression.
Circuits and dynamical systems
Engineers realized long ago that many dynamical systems may be both studied and built using three operations: series (or composition); parallel (or tensor product); and feedback. Consider the functor category Set N , where N denotes the additive monoid of natural numbers. To give an object of this category is to give a set, U, and an endomorphism of that set, : U ! U.
Such an object is a model of dynamical systems with a state-space U which have the property that if the system has the state u 2 U at a particular point in time, the system will have the state (u) 2 U at a speci ed unit of time later. The category Set N is isomorphic to the category Circ(Set)(I;I), where I is the terminal object of Set.
An expression in Circ(Set) (the evaluation of which is a circuit) from I to I will give us a dynamical system of the form : U 1 : : :U n ! U 1 : : : U n ; that is, the set of states of the resulting system will be expressed as a product, though the action may not be. In fact, any dynamical system of the form : UV ! UV can be realized as the evaluation of the expression fb U I;I ((V; c U;V ) U ). More generally, expressions of circuits will indicate thè dynamic dependence' of each component of (the state-space of) the system upon the other components. For example, the composite of (U; ) : I ! X and (V; ) : X ! I gives rise to the dynamical system (U ) ( V ) : UV ! UV :
The U-component of a future state of this system is determined just by the U-component of the present state, while the V -component will depend both upon the variables u and v. From the diagram associated to a general expression of circuits we can see at a glance the components upon which any given component may depend. Given a system : U 1 : : :U n ! U 1 : : : U n suppose we were interested in the possible behaviours of just one of the components, U i . In general, all the elements of U 1 : : : U n must be considered as possible initial states for a behaviour; but by knowing on which components U i depended, the number of starting states that need to to be taken into account in order to determine the behaviours of U i is greatly reduced. These considerations are clearly relevant to the study of dependence (and independence) structures in distributed systems ( 9] , 14], 18]).
Note that if X, U and Y are nite sets, the circuit (U; ) : X ! Y is precisely a Mealy automaton ( 16] ). The bicategory Circ(C), therefore, also provides a calculus for studying Mealy automata.
Properties of feedback
The main result of this section will be a normal form theorem for expressions in bicategories of circuits. Before getting to this, a number of properties satis ed by the feedback operation will be examined, including the axioms for (a bicategorical version of) a trace. The isomorphisms referred to in the theorem and propositions of this section are natural (the variables being, of course, the circuits used in the results). The veri cation of this is straightforward and left to the reader. Also, we will write as if composition in our bicategories were strict. (Note that the identity and associative isomorphisms for horizontal composition in the bicategory (C; ) are constructed from the identity and associative isomorphisms for .)
Traced monoidal properties
The following proposition claims that the operation fb Y X;Z is natural in the variable Y . This is referred to in 12] as the sliding axiom for a trace. = (x; v; u): This proves that is the structure map for feeding back W in (U; ) (X (V; )). A similar argument will show that if is the structure map for feeding back W in (U; ) (X (V; )), p Y c V;W (p V ; ) (Xc U;V ) will be the structure map for feeding back Y in (Z (V; )) (U; ):
We know turn to the main result of the proposition. Suppose that is the structure map for feeding back Y in (Z (V; )) (U; ), and therefore = p W (c Y;X U) ( ; p XU ) (Xc V;U ) will be the structure map for feeding back W in (U; ) (X (V; In terms of circuit diagrams, we have:
Proof. 
We claim that = p XU UW : X 0 V UW ! Y is the structure map for 
In terms of circuit diagrams, we have: 
In terms of circuit diagrams, we have:
Proof. Let That is, is the aforesaid structure map. A straightforward calculation yields isomorphism 12. This last result shows that feedback satis es the superposition principle for a trace. The nal axiom for a trace is yanking. For feedback, this amounts to Proposition 9 For all X there exists a 2-cell isomorphism fb X X;X ((I; c X;X ) ((I; 1 X ) (I; 1 X ))) = (I; 1 X ):
(13) In terms of circuit diagrams, we have:
The following propositon is needed for proving Theorem 1. Assume that the theorem is satis ed if ]fb( ) = n, where n 0. Suppose ]fb( ) = n + 1. Then there exist expressions and and a permutation 1 such that is naturally isomorphic to 1 (fb( ) ). We know by Proposition 8 that there are permutations 2 The proof of the above theorem provides an algorithm for converting any expression of the circuits 1 ; : : : ; n into an expression of the form fb( ( 1 : : : n ) 0 ). In fact, it is clear this algorithm can be generalized in order to handle the situation when our expressions are built out of a nite number of speci ed components.
Behaviours and equilibrium states of circuits
Only circuits in Set will be considered in this section. The constructions presented here may also be de ned for circuits in a topos with a natural numbers object.
The homomorphisms behaviour and equilibrium
Let us recall the notions of equilibrium and behaviour which we intend to generalize. Consider the global sections functor Set N (1; ?) : Set N ! Set : (X; : X ! X) 7 ! fx 2 X j (x) = xg; where 1 is, of course, the terminal object of Set N . A natural transformation f : 1 ! (X; ) is called an equilibrium state of the dynamical system (X; ). So the global sections functor sends a dynamical system to its set of equilibrium states.
For the rest of this paper N will denote the set of natural numbers. Let T : N ! Set denote a representable functor in Set N . Suppose (X; ) is any other dynamical system. Then to give a natural transformation f : T ! (X; ) is to give a sequence (x i ) i2N of elements of X such that (x i ) = x i+1 . We call f a behaviour of (X; ). Thus the functor Set N (T; ?) : Set N ! Set will send a dynamical system to the set of behaviours of that system. : (x; u) 7 ! (x; (u)): de nes a 2-cell in Span.
Implicit in the above de nition is the claim that the above data de nes a homomorphism of bicategories. We will only present the proof that composition of arrows is preserved up to a natural isomorphism. Notice that, on the category Circ(I;I), equilibrium and behaviour coincide with Set N (1; ?) and Set N (T; ?) respectively.
Remarks on the interpretation of circuits
A circuit (U; ) : X ! Y models a system whose motion is controlled by a set X of actions. That is, if the state of this system at a particular point in time is u 2 U and the system is then acted upon by x 2 X, the system will change its state to p U (x; u). Accompanying this change of state is the output p Y (x; u). A behaviour of the system is determined by an initial state and a sequence of actions. The following diagram should elucidate these remarks. The above picture represents a span of categories. The centre of this span is the free category on the directed graph with vertex set U and whose edges from u 2 U to u 0 2 U are pairs (x; y) 2 XY such that (x; u) = (u 0 ; y). This category records both the states and the possible motions of the system. The domain and codomain of the span are respectively the free monoid on X and the free monoid on Y . The fact that the elements of X act on the system can now be expressed by stating that the left leg of this span is a discrete op-bration.
Let us consider the behaviours of an in nitesimal, say (I; ) : X ! Y .
As behaviour(I; ) = (1 X N ; X N ; N ) : X N ! Y N ; any sequence (x i ) i2N 2 X N will be a behaviour; that is, there are no internal dynamics governing the motion of the circuit as its state-space is I. These structures are called in nitesimals since an input x for (I; ) immediately manifests itself as the output (x). Of particular interest are the wires.
Consider the diagonal wire, (I; X ) : X ! XX:
Though there is a bijection between the set of behaviours of (I; X ) and (I; 1 X ), the circuits are di erent -the output of the rst process is XX, while the output for the second is X. So wires are examples of circuits which can be viewed in two ways: on the one hand, as distributed bodies with a domain and codomain that can be composed with other circuits; on the other hand, as a device which behaves as a single unit or equipotential region.
As a behaviour (x i ; u i ; y i ) i2N of (U; ) : X ! Y satis es the condition (x i ; u i ) = (u i+1 ; y i ) (instead of the condition (x i ; u i ) = (u i+1 ; y i+1 )), the reader may well ask whether all circuits are, in some sense, in nitesimals. It is true that circuits in general may have an in nitesimal aspect, and this is essentially why feedback was not de ned for all circuits. (Try feeding back an instantaneous not gate.)
However, as was shown in Section 3, delayed circuits can always be fed back. In fact, to give a behaviour of (U; ) Y is equivalent to giving a sequence (x i ; u i ; y i ) i2N such that (x i ; u i ) = (u i+1 ; y i+1 ).
Preservation properties of equilibrium and behaviour
For the homomorphisms equilibrium and behaviour to be of any interest they must preserve the operations we can perform on circuits. The preservation of composition has already been shown; of course, before we can talk about the preservation of the tensor product and feedback, Span must be equipped with such operations. Span is, however, a compact closed bicategory (and hence traced symmetric monoidal).
De nition 5 A symmetric monoidal structure on Span is de ned by the homomorphism : Span Span ! Span, the data for which we now We note that the operation Fb satis es all the de ning properties of a trace (with equations being replaced by natural isomorphisms, of course).
The main result of this section is Theorem 2 The homomorphisms equilibrium and behaviour preserve the operations tensor product and feedback up to natural isomorphisms.
Proof. We only show that equilibrium preserves tensor products and feedback since the proof that behaviour preserves these structures is very similar.
We adopt the following notation. The tensor products on Circ and Span will be denoted by Circ and Span respectively, though when considering the tensor product of objects we will use for both. The action of Circ and Span on hom-categories will be represented respectively by : S ! T : (x; y; u) 7 ! (x; u)
de nes an isomorphism of spans. It is easy to check that it is natural in (U; ).
The scienti c value of the previous theorem is that, as one would expect, to give a behaviour of a constructed circuit is equivalent to giving behaviours of the components of the circuit that agree on the wires. In Computer Science, this is called the compositionality of behaviour. So we can calculate the behaviours of complicated circuits by considering the behaviours of the components and then carrying out the construction in Span. In the following example the circuits (U; ), (V; ) and (W; ) will be denoted by , and . The category Rel has been used to model real circuits in both these ways in 11] and 4]. In this sense, the theory of circuits here developed is more concrete than theories using only locally ordered bicategories such as Rel. We wish to point out that though Rel models neither the internal state nor the dynamics of processes, it is still of interest since calculations there are relatively simple and often illuminating. 6 Elgot automata An Elgot automaton is de ned to be process in a category with sums, and we construct a feedback operation for bicategories of such processes. A connection between Elgot automata and iteration theories is made via a structure preserving homomorphism from (Set; +) to Par, the locally ordered category of sets and partial functions. As the homomorphism (C;+) preserves tensor products, it is clear that traced monoidal properties and the normal form theorem that were proved in Section 4 as well as the results relating feedback and delayed circuits in Section 2 are true for fb(C; +). Diagrams can also be drawn for expressions built out of the operations composition, and fb(C; +). The only di erence between Elgot diagrams { the diagrams for Elgot automata { and diagrams for circuits is that the diagonal and projection wires are replaced by the following codiagonal and injection wires:
Feedback for Elgot automata
I X X X X :
Interpretation of Elgot automata
The reader is encouraged to think of an Elgot automaton in Set as a dynamical system (that is, as an object of Set N ) equipped with a set of starting In fact, by drawing the Elgot diagram for an expression in Elgot(Set), a particular state of the system can be visualized as lying in one of the components of the diagram. In this sense, it is useful to think of a behaviour of the circuit as the behaviour of a pulse that enters the device at the input wires and then moves according to the dynamical laws given above, perhaps exiting the device at one of the output wires. Viewing an in nitesimal in this way, we see that a pulse entering the device will instantaneously exit on an output wire. It is, however, simpler to consider the input-output behaviour of an Elgot automaton.
Input-output behaviours of Elgot automata
In order to de ne the input-output behaviour of an Elgot automaton, the locally-ordered bicategory of sets and partial functions needs to be introduced. Bicategories of partial maps were de ned in 5] and, as pointed out there, can be constructed from left exact categories. Left exactness, however, is not enough to equip the resulting bicategory of partial maps with a trace. Certainly, any topos will su ce. We content ourselves here with using sets and functions.
De nition 8 The following data de nes Par, the locally ordered category of sets and partial functions. We have claimed that Tr is a trace for (Par; +). In fact, it was shown in 12] that (Rel; +) is a traced monoidal category, and it is clear that, with respect to the canonical inclusion Par ! Rel, the trace that was there de ned for (Rel; +) restricts to the trace we have just de ned for (Par; +).
We are now in a position to prove the main result of this section which will clarify our earlier remark regarding the input-output behaviour of an Elgot automaton. The traced monoidal properties (for Par) are all that is needed for proving that Int preserves composition, tensor products and feedback. The fact that the monoidal structure in this case is symmetric (rather than balanced) greatly simpli es calculations.
Note that the canonical functor Set ! Par preserves sums. The term I/O is an abbreviation of the phrase input-output. Considering the starting states as inputs and the nal states as outputs, the construction I/O abstracts from an Elgot automaton the input-output aspect of its behaviours. The interpretations we give here to the terms input and output are di erent to those given in the sections on circuits. For example, an input for a circuit can be viewed as an action on the internal state, while an input for an Elgot automaton is an initial condition. Both these points of view are encompassed within the general notion of a process in a symmetric monoidal category.
The structure preserving homomorphism I/O indicates there is a close relation between our theory of bicategories of Elgot automata and the iteration theories of Bloom and Elgot ( 3] ) which attempt to capture the equational properties of the xed-point operator in categories such as Par.
Final remarks
The reader familiar with concurrency may ask: what bearing does this theory of processes have on the study of distributed systems? The present paper provides a basis for devoloping a deeper theory of input-output systems. By no means have the de nitions in this paper exhausted the notion of process. Other examples of processes have been studied in 15] in order to model asynchronous circuits. In fact, the sequel to this paper will investigate processes in a distributive category (admixtures of circuits and Elgot automata), structures that are related to the notion of an imperative program as de ned in 17]. This is a key to understanding questions of independence and state reduction in complex systems ( 9] , 14], 18]).
Also relevant to the analysis and design of distributed systems are the notions of abstraction and re nement. As both these terms refer to the comparison of an abstract model with a more concrete one, it is clear that the 2-cells of bicategories of processes are essential to the mathematical modelling of these concepts. The relationship between these ideas and those developed in 7] will bear closer examination.
