Abstract. We use the construction of the intersection product of two algebraic cones to prove that the multiplicity of contact of the cones at the vertex is equal to the product of their degrees. We give an example to show that in order to calculate the index of contact it is not sufficient to perform the analytic intersection algorithm with hyperplanes.
1. Introduction. The aim of this paper is to find a relation between two indices which characterize locally the intersection of analytic sets: the intersection multiplicity and the index of contact.
The index of contact has been introduced by E. Cygan [Cy] in connection with the study of Łojasiewicz inequalities and separation exponent for analytic subsets X, Y of a complex manifold N . If N is an open subset of C n , fix a norm on C n and set dist(X, z) := inf x∈X z − x . Consider a point c ∈ X ∩ Y . Then dist(X, z) + dist(Y, z) ≥ const · dist(X ∩ Y, z) p in a neighbourhood of the point c for some const, p > 0 (see e.g. [Ł] ). In this situation we say that X and Y are p-separated at c, and p is called a separation exponent.
In [T 1 ], [CyT] and [Cy] upper bounds for p have been given. In particular, the local degree ν(X • Y, c) of the intersection cycle X • Y (see [T 2 ]) is an upper bound, which can be improved in the case of an isolated intersection (see [T 1 ]) or improper intersection (see [Cy] ). In [Cy] (X • Y, c) and in [Cy] it is proved that also r(X, Y )(c) is a separation exponent. We note that the difference between ν(X •Y, c) and r(X, Y )(c) can be arbitrarily large (see our Remark 3.5), but in a Zariski open subset of each component of X ∩ Y the two numbers coincide (see [R] ). Note also that the index of multiplicity is not the sharp upper bound for the separation exponent.
Whereas ν(X • Y, c) can be expressed as a Samuel multiplicity of an associated graded ring (see [N 3 ], [AR] ), at present there are no algebraic or geometric characterizations of the index or multiplicity of contact.
In this note we characterize the index of contact of an algebraic cone Z and a subspace S. As a consequence we determine the multiplicity of contact of two algebraic cones (see Section 3). In Section 2, we recall some basic notions of intersection theory. In the last section we give an example which shows that the "Linear Testing Theorem" of [N 3 ] and [AR] for the extended index of intersection fails to be true in the case of the index of contact.
Notation

Analytic cycles. Let A =
j∈J α j C j be an analytic cycle on a complex manifold N of dimension n. As a natural extension of the local degree of analytic sets we can define the degree of the cycle A at the point c as
where ν(C j , c) denotes the degree of the irreducible analytic set C j at c. Any cycle A has a unique decomposition A = T (n) + T (n−1) + . . . + T (0) , where T (j) is a j-cycle (i.e. a formal combination of irreducible analytic sets of dimension j), and the extended degree of the cycle A at c is
The analytic set j∈J C j is called the support of A and is denoted by |A|. Let S be a closed submanifold in N . For the analytic cycle A = j∈J α j C j the part of A supported by S is defined to be
Proper intersection of cycles.
Let A 1 , . . . , A k be analytic cycles on a complex manifold N of dimension n, with supports |A j | of respective pure dimensions d j . We say that these cycles intersect properly if the dimension of [D] (see also [Ch] ).
2.3.
In the open subset U of N we consider a system H = (H 1 , . . . , H n−s ) that satisfies the following conditions:
We denote by H(U, Z) the set of all systems H which have these three properties. For an element
Step 0.
2.4.
Definitions. Using the algorithm we can define, for c ∈ S:
g(Z, S)(c) := sum of the coordinates of g(Z, S)(c), p(Z, S)(c) := min{ν(Z · H, c) : H ∈ H(U, Z) and U c} ∈ N;
we call these the extended index of intersection, the index of intersection and the index of contact (this last has been introduced in [Cy] ) of Z with the submanifold S at the point c, respectively.
Improper intersection of analytic sets.
Let X and Y be irreducible analytic sets of an n-dimensional manifold N and let c ∈ N . By standard diagonal construction the multiplicity of intersection of X and Y at c is defined to be
. This definition can be naturally extended to the case of arbitrary analytic cycles by multilinearity. Now, if X and Y are pure dimensional analytic subsets of a manifold N , for c ∈ X ∩ Y , we introduce the following index (see [CyKT] ):
which we call the multiplicity of contact of X and Y at the point c.
3. Intersection of algebraic cones with subspaces. We will see that the index of contact and the index of intersection of a cone with a linear subspace at the vertex, and the degree of the cone at the vertex are all equal. Thus the index of contact and the index of intersection, in this case, do not depend on the linear subspace.
Let us start with the following lemmas.
Proof. See [Ch, 12.5] .
Proof. We choose a neighbourhood U of c and a system
For this system of hypersurfaces the (positive analytic cycle) result of the Tworzewski Algorithm will be of the form
. . , n − s} is the maximum of the indices for which algorithm and by Z-bilinearity of the degree we get the equalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Since the degree is Z-linear, we can write
and by the above equalities this is equal to
We group in the following way:
. 
]), g(Z, S)(c) = g(Z × S, N )(c, c), which is by definition d(Z, S)(c), i.e. the multiplicity of intersection of the sets Z and S at the point c. Now by construction of the intersection product cycle we have d(Z, S)(c) = ν(Z • S)(c)
and from Bézout's theorem for algebraic varieties in P n−1 (see [SV] , also e.g. [FSV, Chap. 2 
(Z • S)(c) = ν(Z, c) · ν(S, c) = ν(Z, c) (S is linear and therefore ν(S, c) = 1). Thus we have proved g(Z, S)(c) = ν(Z, c).
We note that also in the general case, that is, Z an analytic subset of pure dimension d on an n-dimensional complex manifold N , S a closed submanifold of N of dimension s and c ∈ Z ∩ S a point, we have
p(Z, S)(c) ≤ g(Z, S)(c).
Thus, in our case, it is enough to prove p(Z, S)(c) ≥ g(Z, S)(c). But from Lemma 3.2, p(Z, S)(c) ≥ ν(Z, c). So the theorem is proved.
The next examples indicate that the index of contact may be less than the index of intersection if the analytic set is not a cone, and that the index of intersection may not be equal to the degree of the cone at the vertex if the submanifold is not linear. Example 2. Let N = C 3 , Z = {x 2 + y 2 = xz} and S = {y 2 + x = z 2 }. By computer (see [G] and [AA] As a consequence of the previous theorem we obtain our main result:
The definition of the multiplicity of contact and Theorem 3.3 give , 0)). Now, the Bézout Theorem for algebraic cones (see e.g. [N 3 ]) shows that this is equal to ν(X, 0) · ν(Y, 0), and the proof is complete.
As the following example shows, we cannot extend Theorem 3.4 to general analytic sets.
Example 3. In C 6 take coordinates (x, y, z, u, v, w) {(x, y, z, u, v, w ) ∈ C 6 : yx 2 = z 2 , v = w = 0} and C 3 = { (x, y, z, u, v, w 
3 ) be defined by H 1 = {y = v}, H 2 = {x = u} and H 3 = {z = w}. The total result of the intersection algorithm for this system is the cycle 2·T , where T = { (x, y, z, u, v, w 
Remark 3.5. If in the previous example we take X = {(x, y, z) ∈ C 3 : , c) and r(X, Y )(c) can be arbitrarily large.
Remark 3.6. In the previous example, using the Reduction Theorem for improper intersections (see [N 3 
. By the same reasons of Example 1, we must have p(X × Y, C 3 )(0, 0) = 2, so in this case p(X, Y )(0) = p(X × Y, C 3 )(0, 0). We have not been able to settle this question in general: given a pure dimensional analytic subset Z, a closed submanifold S and c ∈ Z ∩ S of a complex manifold N , is it true that
p(Z, S)(c) = r(Z, S)(c)?
We have seen that in some cases we have the equality
p(Z, S)(c) = g(Z, S)(c)
, if for example Z is an algebraic cone and S a subspace (Theorem 3.3), if Z = {x 2 + y 2 = xz}, S = {y 2 + x = z 2 } and c = 0 (Example 2), or for all c in a Zariski open set of each component of Z ∩ S (see [R] ).
We have , c) , and, as noted in the proof of Theorem 3.3,
) is by definition r(Z, S)(c). Thus, in the cases mentioned above, we have p(Z, S)(c) ≥ r(Z, S)(c).
So we can say that in the general case, that is, Z an analytic subset of pure dimension d on an n-dimensional complex manifold N , S a closed submanifold of N of dimension s, and c ∈ Z ∩ S a point, the multiplicity of contact of Z and S at c cannot be strictly greater than the index of contact of Z and S at c. As we will see in the next example, the index of contact of an analytic set Z with a subspace S at a point c ∈ S, p(Z, S)(c), cannot be realized using only linear hyperplanes.
Index of contact and
It is easily seen that f is a biholomorphism. As in Example 1, let Z = {(x, y, z) ∈ C 3 : yx 2 = z 2 }, S = {y = z = 0}, and c = 0 in C 3 . Then f (Z), f (S), and f (c) are
Since the extended index of intersection is invariant under biholomorphism, it follows that g(Z, S)(0) = (0, 1, 2) = g(Z , S )(0); also the index of contact is invariant under biholomorphism (this can be seen step by step in the algorithm), and we have p(Z, S)(0) = 2 = p(Z , S )(0). As we have seen in Example 1, the index of contact of Z and S at c = 0 is realized by the intersection algorithm for a suitable system H = (H 1 , H 2 ) such that the hypersurfaces H 1 , H 2 are linear, and
where Z · H is the result of the intersection algorithm using the system H = (H 1 , H 2 ) with H 1 = {y = 0}. But we will see that the index of contact of Z and S at c = 0, although these are the biholomorphic images of Z, S and c = 0, respectively, cannot be realized by the intersection algorithm for an appropriate system of hyperplanes in C 3 , i.e., p(Z , S )(0) < ν(Z · H , 0) for every suitable system H = (H 1 , H 2 ), where H 1 and H 2 are linear. Hence there is no Linear Testing Theorem for the index of contact.
Let U be some neighbourhood of c = 0. Take a system H = ( H 1 , H 2 ) ∈ H(U , Z ), where H 1 is a hyperplane, i.e., H 1 = {(x, y, z) ∈ C 3 : ax + by + cz = 0} for some a, b, c in C. Note that as the hyperplane H 1 contains S = {y = z = 0}, it must be of the form H 1 = {(x, y, z) ∈ C 3 : by + cz = 0}. Now we do the intersection algorithm with a system H = ( H 1 , H 2 ), where H 1 = {(x, y, z) ∈ C 3 : by + cz = 0}.
Step 0. Let Z 0 = Z ∩ U = (Z 0 − Z 0 S ) + Z 0 S . It is clear that S does not contain components of the cycle Z 0 .
Step 1. Let Z 1 = (Z 0 − Z 0 S ) · H 1 = (Z 1 − Z 1 S ) + Z 1 S . Straightforward calculation shows that the cycle Z 1 has always two components, one of them S with multiplicity 1 and the other an irreducible analytic set with multiplicity 1 which is in the support of (Z 1 − Z 1 S ).
Step 2. Let Z 2 = (Z 1 − Z 1 S ) · H 2 = (Z 2 − Z 2 S ) + Z 2 S . We do not need to calculate it. if we test only with hyperplanes.
