Abstract-Mass-spectrometry (MS) based proteomics has become a ke y enabling technolog y for the s y stems approach to biolog y , providing insights into the protein complement of an organism. Bioinformatics anal y ses pla y a critical role in interpretation of large, and often replicated, MS datasets generated across laboratories and institutions. A significant amount of computational effort in the workflow is spent on the identification of protein and peptide components of complex biological samples, and consists of a series of steps rel y ing on large database searches and intricate scoring algorithms. In this work, we share our efforts and experience in efficient handling of these large MS datasets through database indexing and parallelization based on multiprocessor architectures. We also identif y important challenges and opportunities that are relevant specificall y to the task of peptide and protein identification, and more generall y to similar multi-step problems that are inherentl y parallelizable.
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Index Terms -Bioinformatics, High-throughput Proteomics, Indexing, Multiprocessing, Parallelization. can generate several GB of data each day, and this rate is continuously increasing with advancing technology [2] .
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Moreover, most experiments are replicated across laboratories and institutions, increasing the need for collaborative mining of such large-scale datasets.
Currently, significant effort in proteomics research is directed towards algorithms for identifying the many hundreds to thousands of proteins present in complex biological samples. This is done via the "shotgun" method using tandem mass spectrometry (MS/MS) technology, which generates large datasets of mass spectra with the goal being identification of the molecular entities that generated those spectra [3] . A single experiment from a modern mass spectrometer can generate up to the order of 5-1 OK MS/MS spectra in less than an hour. Associating the spectra with their true peptide/protein identification involves searching large protein databases to retrieve, score and rank potential candidates. Depending upon the size of the database and constraints applied on the search, each spectrum may have to be evaluated against over lOOK candidates to select the one that best explains the observed data.
Scoring and evaluation of candidates involves several steps, and requires significant computation time depending upon the algorithm applied. High noise content and variability in MS/MS datasets present difficult data analysis challenges that contribute to loss of identifications. Current state-of-the-art algorithms have a very low coverage and only < 30% of spectra in a large-scale experiment are statistically confidently assigned with a candidate [4] . Consequently, newer more complex scoring algorithms are constantly being researched and developed -these typically provide a significant boost in computational bottleneck. This approach was followed for evaluating the recently developed CSPI framework in our lab [5] . In this paper, we identify some challenges that we encountered related to protein database indexing and multiprocessing-based parallelization, along with opportunities for further innovations, based on our experience with developing and implementing an efficient scoring framework for more confident assignment of peptides to MS/MS spectra.
In the next section, we give a brief background on the shotgun proteomics approach and peptide identification problem. In section III, we present the methods that we used for efficiently handling MS/MS data. Section IV concludes with other potential avenues for future research. of pep tides using liquid chromatography, in order to reduce the mixture complexity [8] ; c) isolation and fragmentation of these peptides using tandem mass-spectrometry (MSIMS) [8] . The fundamental unit of data in such experiments is a peptide MSIMS spectrum, which is generated by collision-induced fragmentation of the peptides inside the mass-spectrometer.
The spectrum consists of a set of <mass-to-charge ratio or mlz vs. relative-abundance or Intensity> pairs (called peaks) that represent various detected fragments of the corresponding peptide as well as unexplainable noise peaks. The goal then is to confidently identify peptides responsible for large datasets of experimental MS/MS spectra followed by relating the identified peptides back to their parent proteins [7] . An example of how to evaluate an MS/MS spectrum against one (arbitrary) peptide is given in Figure lB . 
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Report QTALVELLK with E-value as the match Fig. 2 . Schematic for Peptide identification by MS/MS via database searching (adapted from [3] ). E-value, which stands for expectation value, is a statistical measure of significance and refers to the number of matches that are expected to obtain equal or better score by chance alone. Due to conditioning on the input layer, the transition probability distributions are potentially non-stationary in location and must be computed afresh for each input sequence.
In practice, there is one transition function for each hidden state, to compute the probability distribution of state at current location (qt) given the state at previous location (qt-l), i.e.
P(qt I qt-I, xt). Within CSPI, these are modeled using logistic functions. In the current implementation, a constrained model structure is used such that the input layer influences only the transition probabilities and not emission probabilities.
Accordingly, there is one emission function for every hidden state, to compute the probability distribution of the emission/observation at the current location, given the state at current location, i.e. P(yt I qt). These are modeled using simple computationally intensive, the design and implementation of CSPI supports efficient handling of large MS/MS datasets, achieved through protein database indexing and parallelization of the computational workflow using multiprocessing architecture, as described in the next section.
III. METHODS FOR EFFICIENT PROCESSING OF MS/MS
SPECTRA
The first step in analysis involves extracting candidate peptides for each spectrum by querying a protein database. Now, for every new query, the index allows for fast retrieval of candidates, by first mapping the query mass ("key") to the appropriate index file, followed by retrieval of peptides in the corresponding mass-region that meet the mass-tolerance search criterion, and reconstruction of the peptide sequences using the corresponding information stored in the "value" part of the key-value pair (in conjunction with the original protein database ASCII text file). Indexes were generated using the Berkeley DB key-value store [16] and was accessed using its Python language interface.
Challenge 1
This approach works well for constrained database searches (total of � 10 million peptides, and � 1 0-20K candidates per spectrum) that were employed in the current implementation and analysis. However, unconstrained searches can yield a total search space of several billion peptides, leading to larger index files and increased index generation as well as querying time. A potential scalable solution is a distributed index with capability for parallel generation and querying (using simple synchronization primitives) which is facilitated by split indexes (as described above) as well as the fact that each spectrum can be queried independently of others. Such schemes or variants thereof will be crucial for future large scale proteomics and must be explored. The next step in database searching evaluates all the candidates retrieved for each spectrum. This is computationally the most expensive step in the peptide identification workflow but comprises an embarrassingly parallel problem. Specifically, for each spectrum in the dataset, searching and scoring/ranking candidate peptides can be performed in parallel, independent of other spectra.
We used a simple multiprocessing application design using shared synchronized queues for inter-process communication. The flow diagram is shown in Figure 5 . The main process reads in and preprocesses the spectra, queries the protein database stored as a pre-computed index on the hard disk (as Figure 6 shows how our CSPI framework scales with addition of processor units, for the results presented in that work [5] . Specifically, the constrained searches performed resulted in between 10K and 20K candidates to be evaluated per spectrum.
We see that the throughput increases rapidly initially, although not linearly, but saturates at about 15 processors.
Although simpler scoring systems can achieve much higher performance gains through parallelization [17] , the gap can be possibly reduced with alternate schemes for task-distribution.
These are worth investigating due to good performance characteristics of CSPI and other state-of-the-art complex algorithms for confident peptide identification.
Challenge 2
As described above, the current workflow breaks the tasks at the individual spectrum level, which means once a spectrum and its potential candidates are assigned to a child process, they are evaluated sequentially within the same process.
However, since evaluation of each candidate against a spectrum itself requires several steps and can be performed independently of all other candidates for all other spectra, there is scope for much further optimization. It is important to note that although the entire process of peptide identification is inherently parallelizable, optimum task distribution and sharing between processes will need careful profiling of processing needs of individual steps and will also depend critically upon such factors as the size of the database searched as well as search constraints applied. Further, with greater granularity of tasks and number of processes, overhead due to inter-process communication will become an important factor to consider [17] . Automatically adjusting for all these dependencies within resource constraints is a non-trivial but interesting problem to investigate. significantly increase the efficiency of our previously developed probabilistic scoring algorithm, CSPI [5] . We have also identified important research challenges that will provide a further boost in that direction. All experiments and analyses were performed using the Python programm ing language.
IV. DISCUSSION AND CONCLUDING REMARKS
Parallelization was achieved using the multiprocessing package, while indexing was performed using Python's 'bsddb' interface to the Berkeley DB library.
The CSPI framework demonstrates the feasibility of applying context-sensitive markov models to a complex real world problem involving scoring and identification of pep tides from high-throughput tandem mass-spectrometry experiments.
More generally, it shows the applicability of IO-HMMs to handle big datasets that involve local and global sequential dependencies in the sequence pairs being modeled. Further, the ability to parallelize such problems demonstrated in this paper, allows for processing of collaborative big datasets involving experimental data from mUltiple laboratories.
One proposal for such analyses could involve the c1oud computing architecture, where the cloud would be the repository of centralized information on experimental outcomes/data, which can then be processed in a distributed manner using their easily accessible and integrated compute resources. The main issues relate to the complexity of the models themselves, in terms of the large number of parameters 596 6 that must be estimated. For example, with four hidden states the number of parameters to be estimated for an IO-HMM model in CSPI is over 700. The ability to obtain data through collaborative architectures should greatly facilitate more accurate estimates of such parameters, and the efficient processing achieved through parallelization will be a necessary component in the overall analytical workflow.
