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Resumen
En este trabajo se presenta una revisión de estrategias para la visualización y exploración de textos, argumentando que 
constituye un subcampo de la visualización de datos que se nutre de los avances en el análisis de textos y de la creciente 
cantidad de datos accesibles en formato texto. Proponemos una clasificación original para un total de cuarenta y nueve 
casos revisados. La clasificación está basada en las características visuales de cada caso, identificadas mediante un proceso 
inductivo de análisis. Agrupamos los casos (publicados entre 1994 y 2013) en dos categorías: las visualizaciones de texto 
individuales y la visualizaciones de colecciones de textos. Los casos revisados pueden ser explorados y comparados online.
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Abstract
This paper presents a review of approaches to text visualization and exploration. Text visualization and explo-
ration, we argue, constitute a subfield of data visualization, and are fuelled by the advances being made in text 
analysis research and by the growing amount of accessible data in text format. We propose an original classifica-
tion for a total of 49 cases based on the visual features of the approaches adopted, identified using an inductive 
process of analysis. We group the cases (published between 1994 and 2013) in two categories: single-text visua-
lizations and text-collection visualizations, both of which can be explored and compared online. 
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1. Introducción
El objetivo de esta revisión es aportar el contexto adecuado y 
proponer una clasificación de las herramientas de visualización 
y exploración de textos. Se enumeran, clasifican y analizan los 
trabajos más relevantes aparecidos en el campo de la visuali-
zación y la exploración de textos entre 1995 y 2013. Este es un 
campo que avanza rápido y de forma diversificada. Rápido, por-
que se nutre de las iniciativas de datos abiertos y web scraping 
(extracción de datos de webs) y de forma diversificada porque 
tradicionalmente el campo se desarrolla paralelamente en una 
amplia gama de disciplinas (figura 1). Además, están empezan-
do a consolidarse puntos de encuentro dentro de la comuni-
dad de visualización de datos tanto en publicaciones como en 
conferencias y encuentros científicos (ver tablas 1, 2 y 3).
Por este motivo, para recoger los casos que se presentan se 
ha buscado en diferentes contextos y fuentes: desde las cien-
cias experimentales hasta las humanidades, desde revistas 
académicas hasta blogs, desde universidades hasta estudios 
freelance, desde instituciones que ofrecen datos abiertos 
hasta comunidades que ceden sus datos abiertos. Diferentes 
campos implica diferentes filosofías y puntos de vista.
Esta revisión tiene como objetivo ayudar a las personas 
que trabajan con datos (no sólo del mundo académico), y 
en especial con textos utilizando técnicas de visualización. 
Técnicas que permiten detectar patrones, conductas y/o 
evidencias en la representación la realidad, mejorando, así, 
la forma, la velocidad o la claridad con la que se muestran o 
se descubren hechos ocultos en los datos.
Es difícil definir una línea conceptual clara que separe la vi-
sualización de la exploración de datos. En este trabajo se re-
visan herramientas que permiten ambas operaciones, tanto 
de forma independiente como simultánea. Sin embargo, 
por economía del lenguaje, a veces nos referiremos simple-
mente a visualización de textos incluyendo los dos ámbitos.
Los casos estudiados se dividen en dos grandes grupos:
1) Representación de textos individuales: en particular, téc-
nicas para extraer el significado de cada texto basadas en 
el estilo de escritura, la estructura del documento y el re-
gistro de lenguaje; frente a las técnicas basadas en simples 
estadísticas. Estamos interesados en la representación del 
significado de textos porque una visualización adecuada 
puede acelerar y/o mejorar la selección y la gestión perso-
nal de textos. El avance de campos como el natural langua-
ge processing (NLP), la lingüística computacional y machine 
learning ofrecen técnicas para representar textos complejos 
con datos de alta calidad. Proponemos que se combinen 
estas técnicas con las visualizaciones adecuadas para, así, 
mejorar la forma de examinar y comprender textos.
2) Representación de colecciones de textos: explorar, selec-
cionar, navegar y analizar colecciones de textos es una tarea 
diaria para muchas personas que trabajan con ordenadores 
y datos. Hay espacio para llevar a cabo nuevas herramientas 
e ideas. La recuperación de información es un punto críti-
co en un entorno de exceso de información (Baeza-Yates 
et al., 1999). Cuando un usuario realiza una búsqueda, los 
sistemas de recuperación de información responden nor-
malmente con una lista de re-
sultados. En muchos casos la 
presentación de los resultados 
puede jugar un papel impor-
tante en la satisfacción de las 
necesidades de información 
de ese usuario. Una presenta-
ción mala o inadecuada puede 
obstaculizar la satisfacción de 
esas necesidades de informa-
ción (Baeza-Yates et al., 2011). 
Normalmente, los sistemas de 
recuperación de información Figura 1. Profesiones de los inventores de algunos métodos de investigación
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presentan los resultados de una consulta como una lista pla-
na, de una dimensión, que suele ser opaca en términos de 
orden, es decir, los usuarios no saben por qué la lista tiene 
un orden particular. Para refinar su búsqueda, los usuarios 
tienen que interactuar de nuevo, normalmente filtrando la 
primera salida del resultados. Proponemos que las nuevas 
técnicas para representar colecciones de textos (resultados 
de búsquedas incluidos) pueden contribuir a mejorar la na-
vegación, exploración y recuperación de información.
Hoy en día la visualización de datos puede considerarse 
como un campo académico consolidado (Strecker; IDRC, 
2012). Argumentos que definen esta disciplina:
- -Siete de las diez primeras universidades en el ranking Ti-
mes Higher Education (2012), tienen departamentos o 
grupos de investigación relacionados con la visualización 
de datos. Esta disciplina se ha desarrollado en una amplia 
gama de departamentos, 
desde las ciencias o la esta-
dística, hasta informática o 
lingüística, o desde diseño 
gráfico o química hasta la 
física, la genética o la his-
toria. Recientemente la vi-
sualización de datos se ha 
convertido en un campo 
independiente, con progra-
mas de master y doctorado, 
y departamentos centrados 
en esa disciplina (tabla 1).
- Existe un volumen impor-
tante de conferencias en 
los últimos cinco años dedicadas principalmente a la vi-
sualización de datos (tabla 2).
- Las contribuciones más importantes de visualización de da-
tos se concentran en congresos y reuniones científicas, pero 
también se publican algunas revistas especializadas (tabla 3).
-  Por último queremos destacar el papel de difusión realiza-
do por importantes sitios web. Este es el caso, entre otros, 
de Infosthetics, Visualcomplexity o Visualizingdata.com.
1.1. Visualización de textos
Shneiderman (1996) clasifica los textos normales como da-
tos unidimensionales. Un texto es un dato secuencial que 
va de derecha a izquierda o de izquierda a derecha y línea 
por línea, de arriba abajo. Sin embargo, un texto puede te-
ner múltiples estructuras internas, por ejemplo, según la 
morfología puede tener párrafos, frases y palabras. Según 
la estructura de la información, un texto puede estar orde-
Conferencia Localización Tema Nº de partici-pantes URL
Nicar 2013 EUA Periodismo de datos 149 http://ire.org/conferences/nicar-2013
Dd4d 2009 Francia Visulaización de información 52 http://www.dd4d.net
FutureEverything 2013 Reino Unido Tecnología/sociedad/arte 52 http://futureeverything.org
Resonate 2013 Reino Unido Código creativo 44 http://www.thisisresonate.co.uk/resonate-13
Graphical web 2012 Suiza Web abierto/visualización de datos 38 http://www.graphicalweb.org/2012
IeeeVis - VisWeek 2012 EUA Visualización de información - http://ieeevis.org
EuroVis 2013 Alemania Estética computacional - http://www.eurovis2013.de
Siggraph 2013 EUA Gráficos por ordenador y técnicas interactivas - http://s2013.siggraph.org
OzViz 2012 Australia y NZ Workshops for visualisation practitio-ners, academics and researchers - http://www.ozviz2012.org
Tabla 2. Conferencias dedicadas principalmente a la visualización, ordenada por nº de participantes (Stefaner, 2013)
Institución Puesto en 2012 Departamento/Curso URL
Harvard University 1 Broad Institute of Harvard and MIT http://www.broadinstitute.org/vis
Massachusetts Institute of Technology 2 Broad Institute of Harvard and MIT http://www.broadinstitute.org/vis
University of Cambridge 3 -- --
Stanford University 4 Stanford Vis Group http://vis.stanford.edu
University of California, Berkeley 5 VisualizationLab http://vis.berkeley.edu
University of Oxford 6 Visual Informatics Lab at Oxford http://oxvii.wordpress.com
Princeton University 7 PrincetonVisLab http://www.princeton.edu/researchcomputing/vis-lab
University of Tokyo 8 -- --
University of California, Los Angeles 9 IDRE GIS and visualization https://idre.ucla.edu/visualization
Yale University 10 -- --
Tabla 1. Principales universidades y departamentos de visualización de datos
Nombre Url
Parsons journal for information mapping http://pjim.newschool.edu/issues/index.php
Journal of visualization http://springer.com/materials/mechanics/journal/12650
Ieee Transactions on visualization and computer 
graphics (TVCG) http://www.computer.org/portal/web/tvcg
Information visualization http://ivi.sagepub.com
International journal of image processing and 
data visualization (Ijipdv) http://iartc.net/index.php/Visualization





Tabla 3. Publicaciones más importantes dedicadas a visualización de datos.
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nado por capítulos, partes, secciones, subsecciones, etc. Si 
el texto tiene un formato como html, entonces puede estar 
ordenado por las etiquetas <body>, <div>, <p>, etc. En estos 
ejemplos el texto incluye estructuras de árbol junto con la 
estructura unidimensional. Además los textos pueden tener 
un componente subjetivo con una estructura abstracta que 
es difícil de analizar por los ordenadores. Estos diferentes 
tipos de datos en un mismo texto, muestran las especificida-
des que los textos tienen como estructuras de datos.
La cantidad de datos a los que tenemos acceso crece día a día. 
Y la mayor parte de estos datos está en formato de texto. Fer-
nanda Viégas y Martin Wattenberg argumentan en una entre-
vista con Jeff Heer: “Una de las cosas que creo que es realmente 
prometedora es la visualización de textos. Esto ha sido ignorado 
hasta ahora, en términos de herramientas de visualización de in-
formación y, sin embargo, una gran cantidad de la información 
más rica que tenemos está en formato texto” (Heer, 2010).
El análisis de datos ha definido los límites de la visualiza-
ción de datos, esto es, la fina capa que separa las múltiples 
verdades de las mentiras que de esconden en los datos. En 
el caso de la visualización de textos, esta función la realiza 
la lingüística computacional, natural language processing, 
machine learning y la estadística. El avance en el análisis de 
textos conlleva, en varios niveles, la comprensión del texto 
por parte de los ordenadores, la modificación, en definitiva, 
del texto original, también llamado dato no-estructurado 
(ver apartado “Análisis de texto”).
Existe cierta controversia en la consideración de la visuali-
zación de textos como un subcampo específico de la visuali-
zación de datos. Algunos autores no lo ven de esta manera. 
Así, por ejemplo, Illinski (2013) afirma que el texto por sí 
solo no puede ser considerado como un tipo de datos. En 
la misma línea, Šilić (2010) dice que “el texto no estructu-
rado no es adecuado para la visualización”. De hecho, como 
se mencionó anteriormente, la mayoría de las visualizacio-
nes de textos transforman los datos originalmente de tipo 
textual o no estructurados en un nuevo conjunto de datos 
estructurados y reducidos respecto al original. Este nuevo 
conjunto de datos ya no es unidimensional, sino que está or-
denado por categorías o en red. El grupo de datos resultante 
se puede representar con una amplia gama de herramientas 
no específicas a la representación de textos (Hearst, 2009; 
Grobelnik; Mladenić, 2002).
La mayoría de los casos revisados no representan los datos 
en bruto, es decir, el texto tal como aparece originariamen-
te. En su lugar, el texto se divide en piezas de datos más 
pequeñas, normalmente extrayendo una parte representa-
tiva del texto. Se trata de un proceso de transformación de 
datos y se implementa, por ejemplo, reduciendo un texto a 
una lista de palabras de acuerdo con su frecuencia. En este 
caso, el método elegido para representar los datos pertene-
ce a una familia de métodos que se adaptan a este tipo de 
datos, no específico para textos. En esta revisión se repasan 
las estrategias más referenciadas para representar textos o 
colecciones de textos, con especial atención a las estrate-
gias que buscan representar textos ricos en complejidades, 
irregularidades y abstracciones.
1.2. Análisis de textos
El análisis de textos, entendido en cierta manera como sinóni-
mo de la disciplina de la minería de textos (Feldman; Sanger, 
2006), es un campo interdisciplinario que incluye la recupe-
ración de información, minería de datos en general, machine 
learning, estadística, lingüística y natural language proces-
sing. Según Marti Hearst (2003), en la minería de textos el 
objetivo es detectar información representada en los textos y 
hasta ahora desconocida, información que nadie sabía aún y 
que, por tanto, no se podría haber descrito todavía. 
La minería de textos es un subcampo de la minería de datos 
cuyas aplicaciones típicas son, entre otras, analizar o com-
parar textos literarios, analizar secuencias de datos de bio-
logía y genética o, más recientemente, descubrir patrones 
en el comportamiento de los consumidores o el fraude en el 
uso de tarjetas de crédito. Hearst diferencia estos casos de 
las puras operaciones de extracción de información, como 
son la extracción de nombres de personas, direcciones o ha-
bilidades profesionales. En este tipo de tareas se obtiene un 
80% de precisión, pero en el primer grupo de casos defini-
dos anteriormente, la interpretación completa del lenguaje 
natural mediante un programa informático parece que no 
será posible durante “una larga temporada” (Hearst, 2003).
Para estudiar la visualización y exploración de textos es 
importante seguir la bibliografía de visualización de datos, 
así como la de análisis de textos. Ambos campos se inte-
rrelacionan. Por un lado, el análisis de textos puede limitar 
las posibilidades de visualización y la interacción del propio 
texto. Por otro, las técnicas de visualización mejoran los re-
sultados obtenidos con el análisis haciéndolos usables e in-
teractivos. Además, existe una fuerte evidencia empírica de 
que las personas aprenden mejor con texto y visualizaciones 
que sólo con texto (Anglin et al., 2004; Levie; Lentz, 1982).
2. Revisión
En esta sección se presenta una posible clasificación de las 
herramientas de visualización y exploración de texto basada 
en la características visuales de cada caso y como fruto de 
un proceso de análisis inductivo de 49 casos. Después de la 
clasificación presentamos el análisis de los casos agrupados 
en categorías y subcategorías. 
2.1. Clasificación de los casos 
El nivel superior de la clasificación de visualizaciones de 
textos según el tipo de datos está formada por dos grandes 
categorías:
1) Textos individuales: donde el texto es una secuencia de pa-
labras ordenadas de acuerdo con la jerarquía: documento > 
párrafos > frases > signos de puntuación > palabras > sílabas 
y fonemas. En los casos en que el texto es un libro, es posible 
tener más granularidades, como, por ejemplo, capítulos > sec-
ciones > subsecciones > etc. También tenemos los metadatos 
del propio texto u otros textos adjuntos, que pueden incluir tí-
tulos, autores, notas editoriales, notas de copyright, notas de 
Siete de las diez mejores universidades 
tienen departamentos o grupos de in-
vestigación en visualización de datos
How we draw texts: a review of approaches to text visualization and exploration
El profesional de la información, 2014, mayo-junio, v. 23, n. 3. ISSN: 1386-6710     225
agradecimiento, dedicatorias, prefacios, tablas de contenido, 
glosarios, índices alfabéticos, bibliografía, entre otros.
2) Colecciones de textos: grupos de textos en los que cada 
elemento es una entidad claramente diferenciada. En gene-
ral, cuando hablamos de colecciones de textos nos referi-
mos a textos que tienen cierta similitud, ya sea de registro, 
de longitud o de estructura. Todos los casos revisados son 
colecciones de la misma clase de textos. También existen 
referencias de colecciones heterogéneas de textos (Meeks, 
2011), sobre todo para ofrecer un análisis representativo de 
un área de conocimiento, en cuyos casos el objetivo de la 
colección es incluir la máxima variedad de expresiones y un 
amplio vocabulario. En esos casos el conjunto de datos es 
heterogéneo tanto por estructura como por registro.
A partir de estos dos tipos de datos se han añadido varias 
subdivisiones subjetivas para cada caso según las caracterís-
ticas visuales representadas en cada tipo revisado. El obje-
tivo de esta clasificación es mostrar las características clave 
de cada visualización de texto revisada.
Textos individuales
- Todo <-> Parte
- Secuencial <-> No-secuencial
- Estructura del discurso <-> Estructura sintáctica
- Resultados de una búsqueda
- Línea de tiempo
Colecciones de textos
- Items <-> Agregados
- Capa de datos tipo landscape
- Resultados de una búsqueda
- Línea de tiempo
2.1.1. Visualizaciones de textos individuales
Clasificamos los casos utilizando tres indicadores: qué parte 
del texto está representada, cómo está representada la se-
cuencia del texto y, finalmente, cuál de las estructuras del 
texto se utiliza en la representación de cada caso.
¿Todo el texto o sólo una parte?
En algunos casos, una parte del texto se considera esencial y se 
utiliza como materia prima para la visualización de todo el texto.
Sin embargo, hay representaciones donde participa todo el 
texto. Estos casos a menudo representan la totalidad del tex-
to de forma implícita. Ejemplos de este tipo son, entre otros:
- capítulos de libro, pero no todo el texto;
- todas las frases del texto como líneas de color;
- verbos presentes, que representan el estilo del texto;
- personajes de una novela y su aparición en el texto;
- lugares o fechas presentes.
Cuando se representa de manera explícita el conjunto del 
texto son, por razones obvias, casos con textos cortos, como 
canciones, discursos y poemas.
En algunos casos, como en Radial word connections (caso 
1) sólo se representan determinadas palabras, sin embargo, 
clasificamos este caso como una representación de todo el 
texto, porque cada capítulo de la novela se representa implí-
citamente a lo largo del círculo.
Los casos en los que está representada la totalidad del texto, 
implícitamente o no, como un elemento principal de la visuali-
zación, se han clasificado como la visualización de todo el texto.
¿Sigue la secuencia de texto?
¿Tiene la visualización la misma secuencia que el texto origi-
nal y, por tanto, nos referimos al mismo orden que el texto 
original? Si es así, el caso será considerado secuencial, de lo 
contrario lo llamamos no-secuencial. Un caso típico que no 
sigue la secuencia del texto original es una nube de etique-
tas o palabras (figura 1).
¿Se representa la estructura del discurso o la estructura 
sintáctica?
Un texto puede tener dos tipos de estructura útiles para esta 
investigación. Hay una estructura subjetiva respecto al punto 
de vista del autor: estructura del discurso. En lingüística, discur-
so es un concepto amplio. Aquí lo usamos para referirnos a las 
partes de un texto y el esquema de un documento, como par-
tes, capítulos, secciones o subsecciones. La estructura del dis-
curso es ampliamente utilizada en la visualización de textos, ya 
que es una manera fácil de representar la secuencia de texto.
La segunda estructura que tenemos en cuenta es la sintáctica. 
El adjetivo “sintáctica” también puede hacer referencia a varios 
conceptos, pero aquí lo utilizamos para referirnos a oraciones, 
frases, y palabras como verbos, sustantivos y morfemas. Se tra-
ta de una estructura objetiva y, a diferencia de la estructura 
del discurso, no depende de la decisión del autor sino de las 
reglas de la lingüística. En la visualización de textos, elementos 
de esta estructura como las oraciones son muy comunes.
2.1.2. Visualizaciones de colecciones de texto
Clasificamos los casos según dos pares de indicadores: se repre-
sentan items o agregados compuestos, y se representan los da-
tos puros o hay una capa de datos de tipo landscape (paisaje).
Los elementos de la colección, ¿están diferenciados o se re-
presentan como agregados? ¿Cómo está representado gráfica-
mente cada elemento de la colección? ¿Cada texto está repre-
sentado como una entidad gráfica, es decir, como un punto o 
una palabra o frase corta? ¿Los elementos de la visualización 
pueden ser contados? ¿Se diferencian visualmente?
Hay casos en los que cada elemento no está representado 
por una entidad gráfica separada, sino, por ejemplo, por 
una zona de color. En otros casos los elementos se agrupan 
y se muestran como distribuciones de frecuencia. Cuando 
los elementos de la colección no están diferenciados gráfi-
camente, es decir, no son contables, entonces visualmente 
hablamos de agregados o, en general, de una visualización 
de agregación en lugar de una visualización de items.
¿Se trata de datos puros o son un conglomerado de datos 
más una segunda capa tipo landscape?
¿Hay algún contexto gráfico que acompaña a los elementos 
de la colección? ¿Hay algún otro conjunto de datos, relacio-
La mayoría de las visualizaciones trans-
forman textos no estructurados en un re-
ducido conjunto de datos estructurados
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nados con el texto, también representados? Algunos casos 
presentan los items inmersos en un entorno gráfico utilizan-
do, por ejemplo, un mapa. Este contexto puede ser un mapa 
geográfico real, una metáfora o, por ejemplo, un paisaje 
conceptual compuesto por palabras que forman una segun-
da capa que complementa la capa de datos de la colección 
donde cada distancia juega un papel: documento-docu-
mento (similitud entre documentos), palabra-documento 
(importancia de una palabra en un documento) o palabra-
palabra (similitud entre las palabras de la colección).
Escalas y ejes no son considerados como parte de la capa 
tipo landscape de datos, como tampoco lo son los elemen-
tos de la interfaz de la representación. Esta capa de datos, al 
no considerarse como parte del conjunto principal de datos, 
reduce sustancialmente la ratio de tinta empleada para re-
presentar los datos, siguiendo la propuesta de Tufte (Tufte; 
Graves-Morris, 1983), en comparación con la representa-
ción de datos puros.
2.1.3. Visualizaciones combinadas de textos indivi-
duales y colecciones
Las propiedades aplicables de forma combinada a visualiza-
ciones de textos individuales y a colecciones de texto que 
proponemos son las líneas temporales de tiempo, los resul-
tados de una búsqueda y el tamaño del conjunto de datos.
¿Hay una línea temporal?
¿Cambian los textos en el tiempo? Hay un conjunto de casos 
que muestran los cambios de un conjunto de datos a través 
del tiempo. La mayoría de los enfoques de este tipo se han 
planteado en informática para representar la evolución del 
código de un programa o en Wikipedia, mostrando una serie 
de aspectos de las revisiones de cada artículo en el tiempo.
También se incluyen en esta categoría las visualizaciones 
en las que el conjunto de datos a través del tiempo varían. 
Éste es el caso de la visualización de últimas noticias, donde 
el conjunto de datos (las noticias) crece en volumen con el 
tiempo.
¿Se trata de una lista de re-
sultados de una búsqueda?
Las visualizaciones de resul-
tados de los sistemas de re-
cuperación de información 
son un tipo de representa-
ciones que se caracterizan 
por el número cambiante de 
items representados, que 
depende directamente del 
número de resultados obte-
nidos en la búsqueda. Éste 
es un subcampo creciente 
dentro de la visualización de 
datos y está relacionado con 
las disciplinas de sistemas 
de información y recupera-
ción de información (Mann, 
2002; Hearst, 2009).
¿Es válido para conjuntos 
de datos pequeños o grandes?
Es raro que una herramienta de visualización sea indepen-
diente del tamaño del conjunto de datos que se represen-
tan. En los casos en los que la herramienta está diseñada 
claramente para un tamaño específico del conjunto de da-
tos el lector encontrará una explicación al respecto.
2.2. Análisis de casos de visualización
Se han revisado 49 casos utilizando la clasificación propues-
ta anteriormente. Tratando de cubrir los aspectos más im-
portantes de la visualización de textos, esta revisión se cen-
tra en las ideas específicas para la visualización, en lugar de 
en los datos y el contexto de cada caso.
Cada caso se presenta con nombre, nombre corto, autor(s), 
año de publicación, URL para más información, descripción 
de los datos, disciplina relacionada con el trabajo, descrip-
ción del método de visualización, descripción general del 
caso, captura de pantalla, clasificación (individual o colec-
ción), clasificación (individual-todo el texto, individual-parte 
del texto, colección-items, colección-agregado), clasifica-
ción (línea temporal), clasificación (resultados de búsque-
da), clasificación (conjunto de datos pequeño, conjunto de 
datos grande, N/A).
Los casos se agrupan en dos secciones y cuatro subsecciones:
Visualización de textos individuales (23 casos):
- Visualización de todo el texto (15 casos)
- Visualización de parte del texto (8 casos)
Visualización de colecciones de textos (26 casos):
- Colecciones de items (16 casos)
- Colecciones de agregados (10 casos)
Para cada apartado los casos están ordenados por año de 
publicación (descendente). Con el fin de ayudar al lector, 
esta colección se puede explorar con una visualización tam-
bién incluida en la revisión, llamada AREA (Nualart, 2013).
2.2.1 Visualización de textos individuales
Se presentan los textos individuales agrupados como vi-
Figura 2: Los 49 casos visualizados con un software llamado AREA (captura de pantalla)
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sualización de todo el texto, visualización 
de parte del texto y otras sub-categorías. 
Éstas incluyen: secuencial, no-secuencial, 
estructura del discurso, estructura sintác-
tica, resultados de búsqueda y datos con 
línea temporal. Cada sub-sección sigue la 
estructura: lista de los casos en el grupo, 
descripción del grupo y discusión.
a) Visualizaciones de todo el texto
1) Literatura. Novel views: Les misérables, 
Radial word connections por Jeff Clark 
(2013)
2) Literatura. Novel views: Les misérables, 
Character mentions por Jeff Clark (2013)
3) Literatura. Poem viewer por Katharine 
Coles et al. (2013)
4) Política. State of the Union 2011, Senten-
ce bar diagrams por Jeff Clark (2011)
5) Literatura. Visualizing lexical novelty in 
literature por Matthew Hurst (2011)
6) Artículos científicos.  On the origin of 
species: The preservation of favoured traces por Ben Fry 
(2009)
7) Artículos científicos. Texty por Jaume Nualart (2008)
8) Religión. Bible cross-references por Chris Harrison (2008)
9) Literatura. Literature fingerprint por Daniel A. Keim y Da-
niela Oelke (2007)
10) Wikipedia. History flow por Fernanda Viégas y Martin 
Wattenberg (2003)
11) Literatura. Colour-coded chronological sequencing por 
Joel Deshaye y Peter Stoicheff (2003)
12) Literatura. 2-D display of time in the novel por Joel Des-
haye (2003)
13) Literatura. 3-D display of time in the novel por Joel Des-
haye (2003)
14) No específico. Wattenberg’s arc diagram por Martin 
Wattenberg (2002)
15) Salud. TileBars por Marti A. Hearst (1995)
Descripción
- Número de casos: se encontraron 15 casos en la categoría 
de visualización de todo el texto.
- Años: entre 1995 y 2013 (dieciocho años).
- Autores: todos proceden de los ámbitos académicos. Los 
más prolíficos de esta categoría son Jeff Clark y Joel Des-
haye (con tres casos cada uno), seguidos de Martin Wat-
tenberg (con dos casos).
- Acerca de los datos: la mayoría de los corpus de texto uti-
lizados pertenecen a la literatura (ocho casos). La mayoría 
de los autores utilizan los textos de literatura para mostrar 
nuevas estrategias de visualización; especialmente textos 
bien conocidos, como novelas clásicas.
- Acerca de los métodos: todos los casos, excepto Arc dia-
gram (caso 14) utilizan el color como parte del método de 
visualización. Cinco casos utilizan variaciones de diagra-
mas de barras (4, 5, 6, 9 y 11). Tres casos utilizan curvas 
que conectan partes de los textos: dos de ellos usan arcos 
y uno usa diagramas radiales (1, 8 y 14).
Discusión
No es posible establecer un método común para las visuali-
zaciones de todo el texto. Todos los casos presentan un eje 
que representa implícitamente todo el texto. En 13 de los 
15 casos la línea de texto se representa mediante una úni-
ca línea horizontal o vertical. Las 2 excepciones representan 
la línea de texto como un círculo Radial word connections 
(caso 1) y como iconificación de un texto en una página, Tex-
ty (caso 7).
Puesto que la visualización de todo el texto incluye siem-
pre una abstracción del mismo que llamamos línea de texto, 
surge una pregunta: ¿qué parte del texto se encuentra físi-
camente presente en las visualizaciones revisadas de textos 
completos? Es sorprendente que la mayoría de los casos (9 
de los 15) no muestran ni una sola palabra (4, 5, 6, 7, 8, 9, 
10, 11 y 15). Cuatro casos muestran un pequeño número de 
palabras (1, 2, 12, y 13). Sólo dos casos (3 y 14) muestran 
literalmente todo el texto.
El patrón más común es mostrar la ocurrencia de alguna 
característica como, por ejemplo, algún término concreto, 
referencias cruzadas o el carácter de personajes. Esto ocurre 
con todos los casos, excepto 3, 12, 13 y 15. Salvo en Arc dia-
gram de Wattenberg las ocurrencias están representadas 
con un mismo color.
Es interesante observar cómo algunos casos representan 
datos similares de formas muy diferentes: History flow de 
Viégas y Wattenberg (caso 10) y de The preservation of fa-
voured traces de Ben Fry (caso 6). Ambos muestran lo mis-
mo: el historial de versiones de los documentos en cada 
Figura 3. (Caso 13) 3-D display of time in the novel The sound and the fury de William Faulkner, 
por Joel Deshaye y Peter Stoicheff (2003)
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sección de cada documento. El segundo es una animación.
También podemos ver similitudes entre TileBars (caso 15) 
y Texty (caso 7). Texty utiliza la misma técnica que TileBars, 
destacando algunas palabras del texto dentro de una figura 
rectangular que representa la totalidad del texto.
También podemos observar casos que son opuestos o com-
plementarios: Arc diagram de Wattenberg (caso 14) muestra 
la repetición, y de Visualizing lexical novelty de Hurst (caso 
5), muestra sólo cadenas de texto nuevas, y no las repetidas.
La literatura y otros textos complejos, como los discursos 
políticos (caso 4) o la Biblia (caso 8) dominan el tipo de cor-
pus de esta categoría (diez casos). Esto es sorprendente por-
que estos textos tienen un alto nivel de abstracción y poca 
estructura predefinida. Con el fin de ilustrar nuevas pro-
puestas pensamos que es una buena idea trabajar con tex-
tos más estructurados y sencillos, con un vocabulario más 
regular, una longitud del texto estandarizada, con una clara 
estructura del discurso y corrección en el lenguaje (artículos 
científicos, textos de patentes, diagnósticos de salud, etc.). 
En literatura, debido a su inherente libertad de escritura, no 
es necesario seguir ningún patrón o regla que pueda ayudar 
a estructurar la no-estructura. 
Sin embargo, dependiendo de como se trata y procesa, la na-
turaleza del texto no siempre es un punto clave. Por ejemplo, 
la obra de Matthew Hurst (caso 5) muestra una manera de 
realizar el seguimiento de la introducción de nuevos términos 
a lo largo de un texto. Esta herramienta puede ser utilizada 
por expertos en literatura y, al mismo tiempo, se puede apli-
car a cualquier otro texto con resultados no relacionados con 
la complejidad debido a la ubicuidad del método. Sin embar-
go, sería interesante aplicar este método para trabajos cientí-
ficos en los que el estilo es mucho más definido. Ideas simila-
res se aplican en Radial word connections (caso 1), Sentence 
bar diagrams (caso 4) y Literature fingerprint (caso 9).
b) Visualización de parte del texto
16) Literatura. Novel views: Les misérables. Characteristic 
verbs por Jeff Clark (2013)
17) Cualquier texto. Wordle por Jonathan Feinberg (2009)
18) Libros. DocuBurst por C. Collins, S. Carpendale y G. Penn 
(2009)
19) Literatura. Phrase nets por Frank van Ham, Martin Wat-
tenberg y Fernanda B. Viégas (2009)
20) Datos de Google. Word spectrum: Visualizing Google’s 
bi-gram data por Chris Harrison (2008)
21) Datos de Google. Word associations: Visualizing Google’s 
bi-gram data por Chris Harrison (2008)
22) Literatura/canciones. Document arc diagrams por Jeff 
Clark (2007)
23) Cualquier libro. Gist icons por P. DeCamp, A. Frid-Jime-
nez, J. Guiness, y D. Roy (2005).
Descripción
- Número de casos: 8
- Años: publicados entre 2005 y 2013 (ocho años).
- Sobre autores y datos: dos casos de Jeff Clark (16 y 22) 
y uno de la pareja creativa Wattenberg y Viégas en cola-
boración con Van Ham (caso 19) utilizan textos literarios. 
Los dos casos de Chris Harrison (20 y 21) utilizan muchos 
datos en formato bi-gram publicados por Google. Hay 
un caso, Wordle (17), que no depende de la naturaleza 
del texto que automatiza el popular método de nube de 
etiquetas introducido por Feinberg. Finalmente aparecen 
dos casos interactivos que permiten representar grandes 
colecciones de datos al mismo tiempo: DocuBurst (18) y 
Gist icons (23).
- Acerca de los métodos: en seis de los ocho casos (16, 17, 
18, 19, 22 y 23) los datos se reducen a lo que se llama 
bag-of-words y sólo estas palabras están presentes en la 
visualización. Los casos 20 y 21 son representaciones de 
todos los bi-grams que comparten dos palabras compara-
das entre sí.
Discusión
La visualización de parte del texto es una forma exitosa y 
popular de visualizar. 
Esto es debido a que es 
sorprendente que un 
texto largo se pueda re-
presentar con eficacia 
por un pequeño conjun-
to de palabras. Métodos 
estadísticos muy sim-
ples, como la frecuen-
cia de palabras, pueden 
tener un resultado fácil 
de entender. Una lista 
de varios tamaños de 
palabras es una forma 
directa de comunicarse 
con cualquier usuario, 
desde principiantes has-
ta expertos. La mayoría 
de los métodos de visua-
lización de partes de un 
texto que se encuentran Figura 4. (Caso 16) Novel views: Les misérables. Characteristic verbs por Jeff Clark (2013)
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online utilizan métodos estadísticos para 
extraer e identificar esa parte representa-
tiva de la totalidad.
En este trabajo sostenemos que la extrac-
ción de una parte del corpus puede afectar a 
la estructura del corpus completo del texto 
y su complejidad. En las visualizaciones re-
visadas, la mitad de los casos presentan un 
corpus de texto no-estructurado, sin embar-
go los criterios para extraer la parte del todo 
están muy bien definidos, como son las lis-
tas de verbos (Characteristic verbs, caso 16, 
figura 4), palabras que se encuentran en el 
texto según un patrón (DocuBurst, caso 18) 
y listas de palabras no incluidas en una lista 
predefinida de palabras vacías (Google’s bi-
gram data, caso 21).
De todas formas, los casos donde la extrac-
ción está basada en la palabra o frase en 
lugar de en la funcionalidad o la estadís-
ticas pura tienen una mayor dependencia 
de la naturaleza del texto. Este es el caso 
de Novel views: Les misérables - Characte-
ristic verbs (16), que sólo representa verbos, y el caso de 
DocuBurst (18), que utiliza la base abierta de datos léxica 
Wordnet como copia de seguridad. Y finalmente, los casos 
de Phrase net (19) y los dos de Google bi-grams (21).
Un comportamiento común que hemos identificado en la 
visualización de parte del texto es que una vez que se extrae 
una parte del texto, en todos los casos, excepto uno (Docu-
ment arc diagrams, 22) no hacen ya ninguna referencia a la 
secuencia de texto original en la visualización. Trataremos 
este tema con más detalle en el siguiente punto (Visualiza-
ción secuencial).
c) Otras subcategorías
Se incluyen los siguientes tipos de visualizaciones: secuen-
cial, no secuencial, de estructura sintáctica, de resultados 
de búsqueda y con línea temporal. 
Visualización secuencial
Encontramos 16 casos de un total de 23 en visualización de 
textos individuales donde se mantiene al menos una de las 
secuencias del texto original. En 7 de los 16 casos la secuen-
cia sigue la estructura del discurso, sobre todo los capítulos. 
El resto, 9 casos, utilizan elementos sintácticos para repre-
sentar la secuencia original, sobre todo palabras.
Es destacable que sólo un caso de visualización de parte del 
texto (Document arc diagrams, caso 22) sigue la secuencia 
del texto original. Al mismo tiempo, todos los casos de vi-
sualización de todo el texto son secuenciales. Parece que la 
característica secuencial es intrínseca a la visualización de 
todo el texto. Estas visualizaciones no representan literal-
mente cada palabra del texto, sino una metáfora gráfica de 
todo el texto: una línea. En cualquier caso, esta línea puede 
representar tanto la estructura discursiva como la sintáctica 
de forma gráfica con una línea o un área que representa la 
longitud total.
La secuencialidad de la visualización permite al lector retro-
ceder y adelantar por la visualización como por el texto. En 
el caso de un texto largo, un libro (9 de 16 casos), la visuali-
zación puede actuar como un mapa o una guía para el texto.
Visualización no-secuencial
Hemos encontrado cinco casos: tres de ellos son nubes de 
etiquetas o palabras (casos 17, 20 y 21). Uno es tipo red 
(Phrase nets, caso 19) y otro es una representación todos 
los verbos del texto (Characteristic verbs, caso 16).
Visualización de la estructura del discurso
Casos: 1, 2, 5, 6, 8, 11, 12, y 13
Los 8 casos encontrados que siguen la estructura discursiva 
del texto son visualizaciones secuenciales. No hay ninguno 
en el que la estructura del discurso aparezca desordenada 
en relación con el texto. Esto no debe sorprender ya que 
cuando un texto se divide en capítulos y cada capítulo está 
representado como una entidad, se ha considerado como 
visualizaciones de colección de textos (Sentence bar dia-
grams, caso 4). Por eso, todos los casos de esta sección 
representan partes del texto ordenadas y alineadas en una 
línea o una curva. De estos 8 casos, 5 representan capítulos 
o secciones de un libro, 2 representan volúmenes, y hay uno 
especial (Colour-coded chronological sequencing, 11) en el 
que el texto se divide en colores de acuerdo con los temas 
puramente narrativos. Este es el único caso que utiliza ele-
mentos de la estructura del discurso más profundos que el 
de capítulos, secciones, libros y volúmenes.
Visualización de la estructura sintáctica
Casos: 3, 16, 4, 7, 18, 9, 22, y 23
La segunda mitad de los casos secuenciales, 8, utilizan ele-
mentos intrínsecos al texto: grupos de palabras (casos 7, 18, 
22 y 23), verbos (16), oraciones (4 y 9) y un análisis com-
pleto del texto (3). Obtener la estructura sintáctica requiere 
Figura 5. (Caso 15) TileBar representa resultados de búsquedas con distribución de 
coincidencias en cada documento, por Marti Hearts (1995).
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el análisis del texto palabra por palabra, a veces utilizando 
una base de datos léxica o semántica para palabras, a ve-
ces análisis de oraciones y párrafos. La visualización usando 
la estructura sintáctica depende poco de la naturaleza del 
texto en el sentido de que la metodología es agnóstica a la 
complejidad del texto. Por lo general, el software extrae o 
marca los elementos sintácticos elegidos automáticamente.
Visualización de resultados de una búsqueda
Casos: 18, 23, y 15
Los 3 casos que visualizan resultados de búsquedas se pre-
sentan como aplicaciones web y son interactivos. El usuario 
puede consultar el sistema de visualización y obtener una 
representación única para cada petición. Los 3 casos que 
presentamos ya no están online. DocuBurst (caso 18) es una 
aplicación hecha con el software Prefuse que se puede des-
cargar (Collins et al., 2009).
TileBars (figura 5) es un caso clásico (citado 625 veces según 
Google Scholar) por una autora de referencia en la visuali-
zación y las interfaces de los motores de búsqueda, Marti 
Hearst. DocuBurst y Gist icons son visualizaciones radiales 
interactivas. De hecho, Gist icons es una de las referencias y 
una de las principales influencias en el desarrollo de Docu-
Burst, como se explica en el citado documento de Collins.
En general, en los sistemas de recuperación de información 
no se implementa la visualización de resultados de búsque-
da. La mayoría de éstos son listas unidimensionales de tex-
tos resumidos (Nualart; Pérez-Montoro, 2013). Estos tres 
casos tienen en común que se aplican a grandes colecciones 
de datos y, a partir de una consulta se muestra una visuali-
zación mejorada de los resultados que ayuda al usuario en 
el proceso de lectura y filtrado de los resultados. En los tres 
casos parece una tarea clave distinguir entre elementos si-
milares. TileBars busca en PubMed, en más de 20 millones 
de entradas. DocuBurst utiliza la base de datos léxica abier-
ta WordNet (155.287 
palabras organizadas 
en 117.659 synsets, con 
un total de 206.941 pa-
res de palabras) para 
clasificar el texto visua-
lizado. Finalmente, los 
ejemplos de Gist icons 
representan, entre otros 
datos, una serie comple-
ta de aproximadamente 
7 millones de patentes 
de la USPTO y 500.000 
correos electrónicos de 
Enron.
En la categoría de colección de textos presentamos 9 casos 
de visualización aplicados a resultados de una búsqueda. 
Visualizaciones con línea temporal
Se presentan 2 casos (9 y 10) donde la visualización se pue-
de utilizar para comprender o seguir la evolución temporal 
del texto representado. La visualización de texto dinámico 
demuestra que la visualización de datos puede ser casi la 
única manera de resolver algunas tareas y no sólo una for-
ma más. Por ejemplo, es muy difícil demostrar cómo una 
entrada de la Wikipedia evoluciona con el tiempo de acuer-
do con la participación de los editores. History flow es una 
solución clara para este problema y ayuda a entender parte 
del proceso de colaboración compleja de la Wikipedia (His-
tory flow, caso 10, figura 6).
El segundo caso (Favoured traces, 6) es una visualización ani-
mada que muestra cómo cambiaron las teorías de Darwin a 
lo largo de las ediciones de su Origen de las Especies. En 
palabras de Ben Fry: “La primera edición inglesa era de 
aproximadamente 150.000 palabras y la sexta es una canti-
dad mucho mayor, 190.000 palabras. En la evolución encon-
tramos tanto mejoras del texto como cambios de ideas, ya 
sea dando más peso a un razonamiento, agregando detalles 
o, incluso, cambiando la idea en sí misma”.
2.2.2. Colecciones de textos
Presentamos colecciones de textos agrupados como: visua-
lización de colecciones de items y de colecciones de agre-
gados, además de otras subcategorías. Éstas incluyen datos 
más una segunda capa de datos tipo landscape y visualiza-
ción de resultados de búsqueda. Cada subsección sigue la 
estructura: lista de casos, descripción del grupo y discusión.
a) Elementos de visualización
24) Literatura (Nota: convierte un texto individual en una 
colección de textos). Novel views: Les misérables. Segment 
word clouds por Jeff Clark (2013)
25) Literatura. Grimm’s fairy tale network por Jeff Clark 
(2013)
26) Twitter. Spot por Jeff Clark (2012)
27) Ciencia. Word storm por Quim Castellà y Charles Sutton 
(2012)
28) Literatura. Topic networks in Proust. Topology por Elijah 
Figura 6. (Caso 10) History flow por Fernanda Viégas and Martin Wattenberg (2003)
La visualización de parte del texto es una 
forma exitosa de dibujar un texto, segu-
ramente debido a la forma en que un 
texto largo puede representarse con un 
pequeño grupo de palabras
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Meeks y Jeff Drouin (2011)
29) Wikipedia. Notabilia por D. Tara-
borelli, G. L. Ciampaglia y M. Stefa-
ner (2010)
30) Media art. X by Y por Moritz Ste-
faner (2009)
31) Motor de búsqueda. Search 
clock por Chris Harrison (2008)
32) Magazine en línea. Digg rings 
por Chris Harrison (2008)
33) Ciencia. Royal Society Archive 
por Chris Harrison (2008)
34) Wikipedia. WikiViz: Visualizing 
Wikipedia por Chris Harrison (2007)
35) Visualización. AREA por Jaume 
Nualart (2007)
36) Chromograms por M. Watten-
berg, F. B. Viégas y K. Hollenbach 
(2004)
37) Motores de búsqueda. KartOO/
Ujiko por Laurent Baleydier y Nicolas Baleydier (2001)
38) Motores de búsqueda. Touchgraph por TouchGraph, LLC 
(2001)
39) Internet. HotSauce por Ramanathan V. Guha (1996)
Descripción
- Número de casos: 16.
- Años: entre 1996 y 2013 (17 años).
- Autores: los más prolíficos son Chris Harrison (casos 13, 
32, 33 y 34) y Jeff Clark (casos 24, 25 y 26), seguidos por 
Moritz Stefaner con dos casos (casos 29 y 30).
- Disciplinas y datos: es de destacar 
que nueve de los casos son datos 
provenientes de internet: Wikipe-
dia (casos 29, 34 y 36), motores de 
búsqueda (casos 31, 37 y 38), Twit-
ter (caso 26), medios de comuni-
cación online (caso 32) y páginas 
web (caso 39). En esta categoría 
sólo hay tres casos que utilizan 
textos literarios (casos 24, 25 y 
28). Por último dos casos repre-
sentan artículos científicos (casos 
27 y 33), uno de ellos representa 
datos de Media art (caso 30) y el 
otro representa colecciones no es-
pecíficas (caso 35).
Discusión
La gran diferencia entre visualiza-
ciones de texto individuales y de 
colecciones de textos es la propia 
naturaleza de los textos. En las co-
lecciones la mayoría de éstos no son 
literarios y, además, son accesibles 
online. Probablemente la naturaleza 
del texto es menos importante cuando el objetivo de la re-
presentación es la colección.
Las visualizaciones de items utilizan métodos independien-
tes de la naturaleza de los textos. Una vez determinadas las 
colecciones, los datos se pueden considerar un caso general 
de visualización de datos y no un caso puro de visualización 
de texto. Por esta razón, en esta categoría, podemos gene-
ralizar diciendo que los métodos que encontramos son bien 
conocidos y utilizados en otros campos de la visualización 
de datos. Siguiendo este razonamiento nos encontramos 
con 6 visualizaciones de red (casos 25, 28, 34, 37, 38 y 39), 
3 líneas temporales (31, 32 y 33), y 3 que utilizan también 
Figura 7. (Caso 30) X by Y por Moritz Stefaner (2009)
Figura 8. (Caso 29) Notabilia. 100 discusiones sobre eliminacion de páginas en Wikipedia por Dario 
Taraborelli, Giovanni-Luca Ciampaglia (datos y análisis) y Moritz Stefaner (visualización) (2010)
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las líneas temporales pero que permiten la agrupación por 
categorización (26, 30 y 35) (figura 7).
Por último, hay 4 casos específicos de la visualización de tex-
tos. Dos de ellos están dedicados a la comparación de items 
de la colección: Segment word clouds (24) y Word storm 
(27). Sobre Segment word clouds es destacable la transfor-
mación de un texto individual en una colección de textos. 
Representa los capítulos de Les misérables como items de 
nubes de palabras; eso hace que sea fácil compararlos. Tam-
bién utiliza el color para detectar palabras nuevas en cada 
capítulo.
Word storm es una reinvención de la nube de etiquetas o pa-
labras, más concretamente es una variación de Wordle (caso 
17) que permite comparar nubes de palabras mediante la 
asignación de una posición fija a cada palabra. Esta simple 
idea hace que sea visualmente fácil comparar nubes de pa-
labras, mientras se mantienen sus habituales características.
Por último, los casos más originales que merecen una men-
ción especial son Notabilia (29) y Chromograms (36). Notabilia 
muestra la evolución de las discusiones en Wikipedia llamadas 
“artículo para eliminación”. Estas discusiones son a veces muy 
encendidas, pudiendo llegar a “flame wars”, debido a la con-
troversia sobre algunos artículos. Notabilia representa la evo-
lución y la decisión final de las cien discusiones más largas. La 
visualización es de Moritz Stefaner y es un sistema tipo arbusto 
interactivo que destaca ramas cuando el ratón pasa por enci-
ma. La forma de las ramas informa acerca de la naturaleza de la 
discusión: cíclicas, restas, o de nunca acabar.
Chromograms también es un trabajo basado en los datos 
de Wikipedia. Analiza los co-
mentarios de los editores para 
cada edición de una entrada 
de Wikipedia. Produce líneas 
de color codificado que en una 
zona corta explican los años de 
las ediciones de las entradas de 
Wikipedia.
b) Visualización de agregados
40) Literatura. Grimm’s fairy 
tale metrics por Jeff Clark (2013)
41) Topic Models. Termite por J. 
Chuang, C. D. Manning y J. Heer 
(2012)
42) Wikipedia. Pediameter por 
Müller-Birn, Benedix y Hantke 
(2011)
43) Sugerencias de Google. 
Web Seer por Fernanda Viégas 
y Martin Wattenberg (2009)
44) Google n-grams. Web tri-grams: visualizing Google’s tri-
gram data por Chris Harrison (2008)
45) Discursos políticos. FeatureLens por A. Don, E. Zheleva, 
M. Gregory, S. Tarkan, L. Auvil, T. Clement, B. Shneiderman 
y C. Plaisant (2007)
46) Noticias en línea. Newsmap por Marcos Weskamp 
(2004)
47) Conversaciones por correo electrónico. Themail por Fer-
nanda B. Viégas, Scott Golder, Judith Donath (2006)
48) Motores de búsqueda. WebBook por S. K. Card, G. G. 
Robertson, y W. York (1996)
49) Cualquier texto. Dotplot applications por Jonathan Hel-
fman (1994)
Descripción
- Número de casos: 10.
- Años: publicados entre 1994 y 2013 (19 años).
- Los autores y los datos: sólo Fernanda B. Viégas tiene 
participación simultánea en dos de los diez casos que se 
presentan en esta categoría (casos 43 y 47). El resto de 
los autores participa con un caso cada uno. La naturaleza 
de los textos es muy similar a la categoría de visualización 
de items. Cinco casos de datos que se pueden encontrar 
online (Wikipedia, caso 42; Google, casos 43 y 44; noticias 
online, caso 46; resultados de motores de búsqueda, caso 
48). Como textos no-estructurados hay uno literario (Sen-
tence bar diagrams, caso 4), uno de discursos políticos 
(FeaturedLens, caso 45) y uno de un año de conversacio-
nes por correo electrónico entre dos personas (TheMail, 
caso 47). Por último, hay dos casos bastante especiales: 
Termite (41) y Dotplot (49).
Discusión
Visualización de agregados es la categoría con mayor variabili-
dad de métodos. Los 10 métodos presentes en esta categoría, 
Figura 9. (Caso 43) Web seer por Fernanda Viégas y Martin Wattenberg (2009)
Sería más efectivo aplicar técnicas de 
visualización a los textos más estructu-
rados, con disposición y vocabulario de-
finidos
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además de representar colecciones de textos, sólo tienen en 
común que no están representando items específicos. Debi-
do a esta variedad de casos, los comentamos uno por uno.
Sentence bar diagrams (caso 4) es una matriz en forma 
de tabla que permite ordenar filas haciendo clic en cada 
columna. Las columnas definen, en orden cuantitativo, 13 
medidas sobre los 62 cuentos de hadas de los hermanos 
Grimm. Es una poderosa herramienta para comprender y 
comparar los relatos.
Termite (caso 41) representa un conjunto de datos trans-
formados llamado topic models de temas. Topic models 
es una forma de extraer un conjunto de palabras más ela-
borada que el típico análisis estadístico de frecuencia de 
palabras. Termite no visualiza textos, sino que compara 
fragmentos de textos. Es una herramienta para comparar 
y obtener una primera evaluación de los topic models.
Pediameter (caso 42) es una interfaz específica que utiliza 
gráficos de barras para mostrar ediciones de Wikipedia en 
tiempo real. Es notable que el proyecto utiliza un dispositivo 
llamado Arduino para detectar las ediciones y transcribir a un 
indicador físico, fusionando mundos digitales y materiales.
Web seer (caso 43) es un método específico de visualización que 
muestra las consultas de búsqueda más populares a partir de 
sugerencias de Google. Permite la comparación de las consultas 
representando las sugerencias del buscador como árboles de 
palabras y expresiones. La simplicidad de este método contrasta 
con su poder de comunicación: rápido y fácil de entender.
Tri-gram de datos de Google (caso 44) utiliza una forma de 
representación similar a Web seer. En cuanto a datos, utiliza 
el enorme conjunto de datos de Google n-grams. Represen-
ta y compara tres frases (tri-grams).
FeaturedLens (caso 45) es una interfaz interactiva tipo panel 
de control que permite la comparación de textos. La zona 
central muestra una representación visual de conceptos fre-
cuentes similar a Texty (caso 7) y TileBars (caso 15). Permite 
la navegación por el texto y muestra gráficos de líneas de 
palabras frecuentes a lo largo de los textos.
Newsmap (caso 46) utiliza la técnica treemap para proponer 
una nueva forma de leer las noticias en tiempo real basado 
en las noticias de Google. Es totalmente personalizable en 
cuanto a los temas de noticias, país, fecha y hora de publi-
cación. Permite también la búsqueda de noticias. Este soft-
ware está disponible online para su uso libre.
TheMail (caso 47) es un experimento para el que se desarro-
lló una interfaz muy específica que permite seguir y analizar 
la evolución de la correspondencia por correo electrónico 
entre dos personas en el transcurso de un año. Representa 
las palabras que caracterizan a cada uno de los escritores y 
su evolución en el tiempo.
WebBook (caso 48, figura 10) es una aplicación sorprenden-
te en su época, 1996. Transformaba una lista de resultados 
de motor de búsqueda en un publicación multimedia (con 
texto e imágenes, básicamente) usando la metáfora de un 
libro. Esta fue una visualización pura de una colección di-
námica de textos (páginas web) que se presentaban como 
agregados de texto e imágenes.
Finalmente se presenta Dotplot (caso 49) una gran idea 
de visualización que tiene múltiples usos. Es comparable a 
los Arc diagrams (caso 14). El uso principal de dotplots es 
la comparación de textos, incluyendo textos multi-idioma, 
comparación de versiones de texto y comparación de códi-
gos de programación.
c) Otras subcategorías
Entre estas subcategorías se incluyen capas de datos tipo 
paisaje, visualización de resultados de búsqueda y de línea 
de tiempo.
El landscape de datos como una segunda capa de datos
Casos: 40, 26, 28, 33, 47, 37, 38 y 49
La idea típica de los datos tipo landscape (paisaje) es una 
visualización de datos en red con dos capas de datos, como 
en Topic networks (caso 28). En este caso, la primera capa es 
la lista de los textos de Marcel Proust representados como 
objetos, y la segunda capa es una red de topic models de 
los textos. Las posiciones de los nodos de ambas capas es-
tán optimizados. Proximidad significa nodos más relaciona-
dos. Esta definición de paisaje de datos se puede encontrar 
también en los casos, ya no accesibles, de los motores de 
búsqueda: Kartoo / Ujiko (caso 37) y TouchGraph (caso 38).
El resto de los casos clasificados dentro de esta categoría 
muestran colecciones de textos en combinación con otros 
datos. Dotplot representa la coincidencia o no de las cade-
nas de varios textos. Y lo mismo ocurre con Grimm’s fairy 
tale metrics donde una tabla combina una lista de textos en 
las filas con varios parámetros en las columnas. Estos pará-
metros no son directamente parte del texto, sino caracterís-
ticas del texto transformadas para cada cuento: longitud, di-
versidad léxica y presencia de diferentes grupos de palabras 
que representan conceptos (por ejemplo: cuerpo -> mano, 
cabeza, corazón, ojos y pie).
Figura 10. (Case 48) WebBook por S. K. Card, G. G. Robertson, y W. York 
(1996)
Las visualizaciones tipo paisaje permiten 
comparar un conjunto de textos de forma 
simultánea con un segundo parámetro
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Un tercer tipo de paisaje de datos se basa en la representa-
ción de metadatos dependientes del tiempo. Es el caso de 
Spot (26), Royal Society Archive (33) y TheMail (47).
Por su propia naturaleza, la característica común que tienen 
las visualizaciones con capa tipo paisaje de datos es la capa-
cidad de comparar un conjunto de textos de forma simul-
tánea con un segundo parámetro. A su vez, la limitación de 
estas visualizaciones es el número de elementos represen-
tados; un gran número de elementos crea problemas visua-
les de superposición.
Visualización de resultados de una búsqueda
Casos: 26, 43, 35, 45, 47, 46, 37, 38, y 48
En comparación con la visualización de textos individuales, 
las visualizaciones de colecciones de textos tienen muchos 
más casos de representación de resultados de búsquedas (3 
casos frente a 9). El sentido común sugiere que en la presen-
tación de una colección de textos una característica natural 
del enfoque puede ser una manera de seleccionar parte de 
la colección de acuerdo con algunos criterios, es decir, filtros 
y otras características de la búsqueda.
Todos los casos de esta categoría permiten las búsquedas y 
devuelven resultados con una visualización única para cada 
consulta. Todos los casos incluyen un cuadro de texto para 
la búsqueda y un botón de búsqueda.
Visualización con línea temporal
Casos: 42, 29, 36, y 46. 
Permiten al usuario seguir la evolución de los textos de la 
colección a través del tiempo. Sólo uno está diseñado para 
ser en tiempo real (Newsmap, caso 46), pero potencialmen-
te todos ellos pueden mostrar la colección para una fecha y 
hora específicas.
Una de las dificultades en una visualización que represen-
ta colecciones de textos que cambian con el tiempo es el 
acceso a una fuente actualizada o una API. Probablemente 
por esta razón, 3 de los 4 casos usan datos de Wikipedia y 
el cuarto caso usa Google News. Todos usan fuentes online 
que permiten el acceso público.
3. Conclusiones
La diversidad de enfoques de diferentes disciplinas, la difu-
sión de publicaciones y, a veces, la falta de publicaciones ofi-
ciosas de nuevas ideas, suponen un reto a la hora de hacer un 
estudio completo del trabajo en el campo de la visualización 
de textos. Algunos de los casos que se presentan han sido 
encontrados en publicaciones muy específicas, por ejemplo 
Joel Deshaye y Peter Stoicheff con sus trabajos en las visuali-
zaciones de Faulkner (casos 11, 12 y 13). La lectura de las no-
tas de Stoicheff muestra que desarrollaron las visualizaciones 
sólo para ayudar en un estudio muy específico de narrativas 
y líneas temporales de William Faulkner. No hay referencias a 
las aplicaciones de estas interesantes ideas a otros textos, lo 
que sugiere que un mayor número de trabajos permanecen 
ocultos en las profundidades de otras disciplinas.
La visualización de textos, tal como se argumenta en este 
trabajo, puede ser considerada un subcampo de la visuali-
zación de datos. Sin embargo, los límites del campo a veces 
no están claramente definidos. Éste es el caso de Search 
clock (caso 31), en el que el corpus de texto es una enor-
me base de datos de consultas de motores de búsqueda. 
¿Puede este conjunto de datos ser considerado como una 
colección de textos si cada uno de ellos, en la mayoría de 
los casos, consiste sólo en una o dos palabras? ¿Existe una 
longitud mínima de un texto para ser considerado como tal? 
Decidimos tratar este caso (caso 31) como una colección de 
textos, cortos, pero en última instancia, textos.
Una decisión importante en esta revisión ha sido la clasifica-
ción de los casos encontrados. Dado que hay pocos trabajos 
que revisan únicamente visualización de textos, hemos re-
ferenciado las revisiones clásicas de visualización de datos 
(Shneiderman, 1996), así como otras más recientes (Collins 
et al., 2009). En estos casos, las clasificaciones se basan en 
tareas que la visualización puede resolver en lugar de en los 
aspectos explícitos de la visualización. Es por ello que he-
mos decidido proponer una clasificación propia que, aun-
que lejos de ser perfecta, es de esperar que sea útil para una 
clasificación basada en características visuales.
A modo de resumen, podemos destacar de forma concen-
trada los puntos de vista y las deficiencias que hemos en-
contrado en este análisis. 
En primer lugar, la visualización de texto individual se apli-
ca principalmente al ámbito de la literatura. Los textos li-
terarios, además de complejas combinaciones de palabras, 
pueden tener altos niveles de abstracción, libertad de las es-
tructuras y experimentación narrativa. Pensamos que pue-
de ser más eficaz aplicar las técnicas de visualización a otros 
tipos de textos con un registro más formal y/o una estruc-
tura predefinida y un vocabulario más controlado. Este es el 
caso de: textos legales, artículos científicos, comunicaciones 
basadas en plantillas, etc.
Por otro lado, hemos encontrado solamente un caso de visua-
lización individual de parte del texto que es secuencial (Docu-
ment arc diagrams, caso 22). La mayoría de las visualizaciones 
de partes de textos extraen la esencia del texto en función de 
algunos criterios y la secuencia original del texto se pierde. 
Dado que las visualizaciones secuenciales tienen algunas ven-
tajas, animamos al desarrollo de enfoques de visualización de 
partes de textos que mantengan la secuencia original.
En tercer lugar, las visualizaciones de colecciones de textos 
utilizan métodos que se pueden encontrar en la visualización 
de datos en general. Esta idea invita a la experimentación en 
la aplicación de métodos de visualización de datos estándares 
en el subcampo específico de visualización de textos.
Y, en cuarto lugar, colecciones de agregados es la categoría 
que ha desarrollado diseños e ideas más específicas. Es ne-
cesaria más investigación con el fin de encontrar patrones 
en este tipo de visualizaciones.
Por último, para concluir, es interesante introducir una re-
flexión abierta: ¿por qué la mayoría de los casos examina-
dos con más de 5 años ya no están online? Si este software 
ya no está (o nunca ha estado) en uso, hay que cuestionar 
su eficacia. No hemos investigado cuántos casos son parte 
de productos de software comercial y cuántos, después de 
haber sido publicados, se han olvidado. En cualquier caso, 
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es cuestionable por qué algunas grandes ideas no se han 
convertido en nuevos estándares. En este sentido, anima-
mos a otros investigadores a elaborar aplicaciones para que 
sean adoptadas en algún campo y puedan resolver tareas 
de algún grupo de usuarios. De hecho, como se observa en 
los casos revisados, la adopción de esas ideas parece ser un 
reto importante.
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