Abstract: Data clustering is one of the most popular techniques of information management, which is used in many applications of science and engineering such as machine learning, pattern reorganization, image processing, data mining, and web mining. Different algorithms have been suggested by researchers, where the evolutionary algorithms are the best in data clustering and especially in big datasets. It is illustrated that GSA-KM, which is a combination of the gravitational search algorithm (GSA) and K-means (KM), is superior over some other comparative evolutionary methods. One of the drawbacks of this approach is dependency on the initial seeds. In this paper, a combination method of GSA and Kharmonic means, called GSA-KHM, has been proposed, in which the dependency on the initialization has been improved.
Introduction
Clustering aims to partition data into clusters whereby data inside a cluster have the most similarity to each other and the most differences from the objects of the other clusters. Many methods have been presented and applied in various applications. One of the most applicable and popular methods is K-means [1] , which has the drawback of falling into local optima and dependency on the initial seed setting. The other method is K-harmonic means (KHM) [2] , which aims to minimize the harmonic means of distances between data and their cluster centers. This method solves the problem of initialization in K-means; however, there is a risk of falling into the local optimum. Many heuristic methods have been proposed for solving this problem. In [3] a genetic algorithm was used for clustering of several datasets. A combinational method of K-means and the genetic algorithm was proposed in [4] . Two clustering methods based on ant colony and honeybee mating were respectively proposed in [5] and [6] . Particle swarm optimization was used in clustering in [7] and [8] . In [9] , a simulated annealing algorithm for the clustering problem was developed. In [10] and [11] , the gravitational search algorithm (GSA) was described and used in data clustering application. The authors of [12] suggested a new clustering method called sparse subspace clustering, which was applied to synthetic data as well as motion segmentation and face clustering applications. In [13] a method based on fuzzy relevance clustering was proposed for multilabel text classification in which a document can belong to one or more than one category. * Correspondence: mirhosseini@bam.ac.ir A new metaheuristic optimization algorithm named symbiotic organisms search was introduced in [14] , which can be used as an optimization method for clustering applications.
KHM data clustering with the tabu search method was proposed in [15] . In 2011, a hybrid of KHM and the GSA was proposed in [16] . Using a combination of K-means and GSA, a method called GSA-KM was suggested in [17] , where a comparison with all the mentioned methods illustrated the performance of this algorithm over the previous ones. In this method, a K-means algorithm is executed first, and its solutions enter as a part of the initial population of the GSA. This approach explores a more appropriate search space and also helps to prevent falling into the local optimum. The algorithm could converge to the optimal solution faster than before. The drawback of this algorithm is its sensitivity to the initial seeds.
In line with the theorem of "no free lunch", there is no metaheuristic algorithm to optimally solve all optimizing problems [14] . Therefore, we aim to investigate a high-performance method to handle the clustering issue as an optimization problem. With this goal, we used KHM instead of K-means as in the proposed method in [17] . The novelty of this work is proposing a new clustering method by combining the GSA and KHM. The proposed method exploits the advantages of both KHM and the GSA. In this method, the KHM is used to help generate the initial population of the GSA to speed up the convergence and subsequently achieve more optimal results. Experiments have been conducted on five well-known UCI [18] datasets and, as a case study, it is applied on four text document datasets. The simulation results for both applications show the superiority of GSA-KHM over GSA-KM [17] and other previous methods including K-means [1] , GA [3] , ACO [5] , HBMO [6] , PSO [7, 11] , SA [9] , and the original GSA [10, 11] .
The remainder of this study has been organized as follows. The clustering methods of KM and KHM are described and compared in Section 2. In Section 3, the GSA is discussed. The proposed GSA-KHM clustering method is introduced in Section 4. The experiments and simulation results of GSA-KHM in comparison with eight other methods on five UCI datasets are presented in Section 5. In Section 6 a case study on the text document clustering by the proposed GSA-KHM algorithm is explained, and finally a summary of the study and the future works are discussed in Section 7.
The KM and KHM clustering methods
KM, which was first proposed by MacQueen in 1967 [19] , is a simple unsupervised method for solving clustering problems. This procedure classifies the set through a predefined number of clusters (k) . This algorithm aims to minimize the objective function shown as Eq. (1).
Here, x is associated to the cluster represented by c j and n is the number of data inside cluster j . The procedure of the algorithm is as follows:
1. Place random k points as the initial group centers.
2. Assign each datum to a group that has the nearest center.
3. Update the centers by taking the average of the data within each cluster. 4 . Repeat steps 2 and 3 until there is no longer change in the center.
The result of the KM algorithm strictly depends on the initial chosen centers and the data have a close relation to their centers. In KM, each datum is assigned to just one center, so in the high density regions, the centers may not be able to move away from their data, although another center may exist there. Moving a center may lead to a small negative change on the local optimum, but its total effect on improving clustering accuracy would be useful. This movement could not be down by KM; however, KHM solved this problem using membership degrees.
KHM, like KM, is a center-based clustering algorithm proposed in 1999 [2] . This algorithm uses the harmonic averages of the distances from each data point to all centers. If there is no center near some data, this algorithm is able to move some centers near them. Considering X = {x 1 x 2 , . . . , x n as the data points and
. . , c k as the set of centers of the k clusters, the KHM algorithm does the following steps:
1. Generate the cluster centers randomly.
2. Calculate the objective function using Eq. (2).
3. Recompute the center c j as:
4. where w(x i ) is a weighting parameter that is computed by Eq. (4) and is representative of the effect of data x i in recalculating the center parameters. m(c j |x i ) is a function that determines the membership degree of x i to the center c j and is obtained using Eq. (5) [2] .
Repeat step 3 until there is no significant change in KHM (XC) value.
The data x i will be assigned to cluster j , which has the maximum membership value of m(c j |x i ) .
In this paper, KHM is used in generating the initial population in the GSA in order to produce faster convergence to the optimal solutions and obtain more optimal results [2, 15] .
The gravitational search algorithm
The GSA is a novel developed search algorithm based on gravity and mass interactions. According to Eq. (6), the gravitational force (F ) between two objects is directly proportional to the product of their masses and inversely proportional to the square of the distance between them.
Here, M 1 and M 2 are respectively the mass of the first and the second particles, which are placed at a distance of R from each other. G is a constant equal to 6.67259 × 10 −11 . According to Newton's second law (Eq. (7)), by applying the force F to a particle, its acceleration (a) depends only on its mass ( M ) .
In the GSA, N objects are considered as N masses, which are in an n -dimensional search space. The position of mass i is defined as in Eq. (8), where x d i is the position of mass i in the dimension d in n -dimensional search space.
The optimal position of the particle corresponds to the optimal solution. The mass of each particle is computed using Eq. (9).
In this equation, M i (t) is the mass of particle i , f it i (t) is its fitness value at iteration t, and worst (t) is computed as in Eq. (10) . The bigger mass is representative of the better solution. It means a bigger mass moves slower in the search space.
Regarding Eqs. (6) and (7), the summation of all entered forces to a mass is required to compute the acceleration.
Eq. (11) is the total of all entered forces to particle i . By replacing Eq. (11) in Eq. (7), the acceleration is obtained as in Eq. (12) .
Here, ε is a small constant to avoid dividing by zero. rand j is a random value in the interval [0,1]. The kbest is a set of k best solutions whose size is N at first and reaches 1 finally. G (t) is a decreasing function with respect to time, which starts from 1 and ends at 0. R ij is the Euclidian distance between particles i and j , computed as in Eq. (13) .
After computing acceleration, the new velocity and position are obtained respectively using Eqs. (14) and (15) .
The steps of the GSA are summarized in Algorithm 1 [10, 11, 16, 20, 21] .
Algorithm 1.
The steps of the gravitational search algorithm.
1. Identify the search space.
2. Generate random initial population.
3. Evaluate the agents' fitness.
Update G(t), worst(t)
, and M i (t) for i = 1, 2, ..., N using Eq. (9) and Eq. (10).
5. Calculate the total force in different directions by Eq. (11).
6. Calculate the acceleration and velocity by Eq. (12) and Eq. (14).
7. Update the position of agents using Eq. (15).
8. Repeat steps 3 to 7 until the stopping criterion (specified number of iterations) is satisfied.
The proposed clustering approach using GSA-KHM
The main idea of this method is the GSA, in which generating the initial population is improved. This leads to a reduction in iteration number of the GSA; therefore, this method can enhance the performance of the GSA in data clustering. In this algorithm, KHM is executed on the data first and the result of its clustering enters as an individual into the initial population of the GSA. The minimum, the maximum, and the average of the data enter as the other part of the initial population. The remaining part of the initial population is generated randomly. This strategy of generating the initial population aims to accelerate obtaining the optimal clustering. In this method, each particle is represented as an array in the size of 
Experimental results
The proposed method described in the previous section has been applied to five well-known UCI datasets of [18] including Iris, Wine, Glass, CMC, and Cancer, whose properties are summarized in Table 1 . In this table, n is the size of the dataset, d is the number of features, and k is the number of clusters. The proposed GSA-KHM clustering approach is compared with the K-means [1] , GA [3] , ACO [5] , HBMO [6] , PSO [7, 11] , SA [9] , original GSA [10, 11] , and GSA-KM [17] algorithms.
The best, the average, the worst, and the standard deviation of the distance of the data within each cluster in all methods are reported in the Table 2 for the five datasets. The results obviously show the superiority Algorithm 2. The steps of the GSA-KHM.
• Phase 1: Executing KHM on the dataset.
• Phase 2: Generating the initial population P 1 P 2 , . . . , P m of the GSA such that:
• P 1 is the output of KHM.
• P 2 is the minimum of the dataset.
• P 3 is the average of the dataset.
• P 4 is the maximum of the dataset.
• P 5 , . . . , P m are the randomly generated solutions.
• Phase 3: Running the GSA:
• Evaluating all particles by the objective function.
• Calculating M , F , and a for each particle respectively according Eqs. (9), (11), and (12).
• Updating the velocity and the position of particles based on Eqs. (14) and (15) respectively.
• Phase 3 will be iterated until the stopping criterion (the predefined number of iterations) is reached. The results of [17] show the performance of GSA-KM in comparison with K-means [1] , GA [3] , ACO [5] , HBMO [6] , PSO [7, 11] , SA [9] , and the original GSA [10, 11] . In this study, our experimental results indicate the superiority of the proposed GSA-KHM in comparison with GSA-KM and the other comparative methods. Generally, both GSA-KM and GSA-KHM prevent falling into the local optimum and converge to the optimal solution faster than GSA because of providing a part of the initial population by KM or KHM. However, since KHM is not sensitive to the placing of the initial population, GSA-KHM improves the drawback of GSA-KM. In addition, the GSA-KHM clustering results are more desirable than those of GSA-KM.
Case study: GSA-KHM in text document clustering

Methodology
Here we use the proposed GSA-KHM to categorize text documents. In the text document application, some preprocessing is needed before clustering. For instance, there are many words in the text documents that do not describe the topic of the text, such as a, the, is, and are. These words are called stop-words and should be removed from the text. For this purpose, we have used a presupplied list used in the Weka machine learning workbench (http://jmlr.csail.mit.edu/papers/volume5/lewis04a/a11-smart-stoplist/english.stop) that contains 527 stop-words. In addition, in the text documents, there are words that are thematically similar but have different morphological concepts. These words should be mapped into their stem to be treated as a single word. For example, the words "computing" and "computation" have similar concepts. Although their morphology is different, these words are stemmed to "compute" [22] . We have used Porter's suffix-stripping algorithm for the stemming process [23] .
We modeled the documents as a bag of words and used word-by-word comparison. If T = {t 1 t 2 , . . . , t l is the set of all occurred terms in the corpus, each document can be represented as a feature vector d i = {w 1i w 2i , . . . , w li , where w ki is the weight of term t k in document d i . We have used a well-known weighting schema named TF-IDF, which is defined in Eq. (16) [24, 25] .
Here, T F (d i t k ) is the frequency of term t k in document d i , D is the number of documents in the corpus, and DF (t k ) is the number of documents in which term t k occurs. The words whose weights are less than a predefined value are then removed.
The remaining words are assumed as the key words and constitute the property vector. Afterwards, the similarity between all pairs of documents should be computed by an appropriate similarity measure. Then the GSA-KHM clustering approach of Algorithm 1 is applied to the extracted property vectors. Measuring the similarity between two text documents is one of the important issues in the text clustering field [26] . In this study we have used the cosine similarity measure, which is seen in Eq. (17) . It computes the similarity between document d i = {w 1i w 2i , . . . , w ni and document d i = {w 1j w 2j , . . . , w nj as follows [24, 25, 27] :
The clustering results are evaluated by two known measures named entropy and F-measure, which are represented in Eqs. (18) and (20), respectively [23] .
Here, n is the size of the dataset, m is the number of clusters, n j is the size of cluster j , and E j is the entropy of cluster j , which is computed by Eq. (19) .
In this equation, p ij is the probability of a member belonging to cluster j to class i . The F-measure is computed as follows:
where Recall(ij) and P recision(ij) are calculated by Eqs. (21) and (22), respectively.
In these equations, n ij is the number of class i members in cluster j , and n i is the size of class i and n j is the size of cluster j . Steps of text document clustering using GSA-KHM.
Experimental results
We have used the Reu 01, Re0, and Re1 datasets from Reuters-21587 (http://archive.ics.uci.edu/ml/datasets/Reuters21578+Text+Categorization+Collection) and Mini Newsgroup from 20Newsgroup (http://people.csail.mit.edu/jrennie/20Newsgroups) sources. The properties of these datasets are given in Table 3 . After preprocessing of the text documents, the proposed GSA-KHM has been applied to the mentioned datasets. The results of the proposed GSA-KHM in comparison with GSA-KM have been reported for datasets Re01, Re0, Re1, and Mini Newsgroup respectively in Tables 4-7 by varying the number of clusters (K). It is clearly observable that the results of GSA-KHM are better that those of GSA-KM in terms of entropy and F-measure for all used datasets. Table 6 . The comparison between GSA-KHM and GSA-KM clustering methods on the Re1 dataset. 
GSA-KM
Conclusions
In this study, a clustering method has been presented by combination of the GSA and KHM. The proposed method has better clustering results than GSA-KM. In addition, unlike GSA-KM, this method is not dependent on the initial centers. This method was applied to five well-known UCI datasets and four textual datasets. The simulation results of both cases show better performance of the proposed GSA-KHM in comparison with GSA-KM. Therefore, this method can work as an appropriate tool in data clustering in some applications.
