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We get the asymptotic behaviour of the remainder function with respect to the 
Van Der Corput generalized sequences construted in a previous paper (in Bulletin 
de la S.M.F, no 109, 1981). As a consequence, we obtain the intervals 10. al for 
which the remainder is bounded. Moreover, we give an explicit formula for the 
remainder with respect to the Van Der Corput sequence in the r-adic system. 
1, INTRODUCTION 
Soit X = (Xn)n> I une suite a termes dans le tore i une dimension 
K = [0, 1 [. &ant don&s un intervalle J de T et un ensemble tinit T d’entiers, 
on pose A(J, T, X) = card{n E T, x, E J}. On dtfinit alors l’&urt (ou Reste) 
E(J, T, X) par la relation 
E(J, T,X)=A(J, T,X)-ITIIJI, 
ou ( TI est le cardinal de T et 1 JJ la longueur de J. Si T = [ 1, NJ, on note 
E(J,T,X)=E(J,N,X)etsiJ=[O,a[,onCcritE(J,T,X)=E(a,T,X). 
Quand on prend la borne superieure des valeurs absolues de l’ecart pour 
tous les intervalles J de T, on obtient la discrtpance D(N, X) de la suite X; 
mais on peut aussi s’inttresser au comportement de l’tcart pour un intervalle 
don& J quand N varie; il est alors nature1 de cokiderer la borne superieure 
des valeurs absolues de l’icart pour tout les entiers N, appelee Erreur de J 
par certains auteurs. Cette notion a ete beaucoup etudiee, et on a des 
resultats generaux pour une suite quelconque, et des resultats portant sur les 
suites connues pour leur faible discrepance. 
Let resultats generaux sont dus a W. M. Schmidt: il a d’abord montre que 
pour toute suite X, l’ensemble des a tels que l’erreur de [0, a[ soit finie est au 
plus denombrable [lo]. II a ensuite geniralise ce resultat pour des intervalles 
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J quelconques (ce qui introduit de grandes difficultes), et pour des suites 
dans le tore a plusieurs dimensions, avec des reunions de paves 11 11. Citons 
egalement R. Tijdeman et M. Voorhoeve \ 131 pour une reciproque du 
premier resultat de W. M. Schmidt, et R. Tijdeman et G. Wagner [ 14) pour 
des minorations du reste E(a, N, X) valables pour presque tout a et pour 
toute suite X (obtenues aussi par Hal&z avec une autre methode). 
Pour des suites (no), on sait depuis A. Ostrowski 191 et H. Kesten (8 ] que 
les intervalles J tels que l’erreur de J soit finie sont ceux dont la longueur est 
un multiple de 0 (mod 1). De plus, A. Gillet [ 6 1 a obtenu des formules pour 
I’ecart E(a. N, (no)) utilisant les diveloppements riguliers et semi-reguliers 
de a; il en diduit une nouvelle demonstration beaucoup plus rapide du 
resultat de Kesten et une limitation superieure de la croissance de l’ecart. 
Signalons aussi les travaux de Y. Dupain (2 1 sur les intervalles a &arts 
major& mais non born&, et a &carts non minor& et non major&. Notons 
enfin qu’une nouvelle demonstration du thtoreme de Kesten a ite donnee au 
moyen de la theorie ergodique par Furstenberg, Keynes et Shapiro 1.5 1; des 
versions plus tines de ce thioreme ont depuis ete obtenues par Veech et 
Stewart notamment (voir [ 15 I). 
L’autre famille de suites donnant de faibles discrepances est apparentee a 
la suite de Van Der Corput: ce sont les suites Sf introduites par l’auteur en 
faisant agir une suite C de permutations de la base B,. = (0. l,.... r - 1 } sur 
les chiffres du developpement en base r de l’indice n [ 3). Pour la suite de 
Van Der Corput (en base 2), on sait que si a est dyadique alors E(a, N) est 
borne (W. M. Schmidt [lo]); et L. Shapiro, par la theorie ergodique, a 
obtenu que si E(a, N) est borne, alors a est dyadique 1121. Plus recemment. 
P. Hellekalek a generalise ces resultats aux suites de Van Der Corput en base 
r (suites S: avec 2 permutation identique; [ 7 I). 
Dans cet article, nous determinons le comportement asymptotique de 
l’ecart E(a. N, .Sf) comme fonction de N; on en deduit que les nombres a tels 
que I’ecart E(a, N, SF) soit borne les nombres r-adiques (voir Section 3). Le 
r&hat obtenu par Shapiro et Hellekalek se trouve ainsi gtneralisi de deux 
fagons, par le passage des suites SL aux suites SF d’une part, et par la 
connaissance du comportement asymptotique d’autre part; les mithodes 
employees sont essentiellement recurrentes et ne font aucun appel a la theorie 
ergodique. ?ar contre le paragraphe 3 depend etroitement de l’article sur les 
discripances des suites SF 13 1. Les formules obtenues par A. Gillet pour 
I’kcart E(a. N, (no)) nous ont incite h chercher des formules analogues pour 
les suites Sg ; dans le cas general, il apparait que de telles formules doivent 
exister, mais elles seront tres compliquees; par contre. pour les suites S:. 
nous obtenons une formule assez simple: elle est quasiment identique a l’une 
de celles trouvees par A. Gillet et confirme la parente entre les deux families 
de suites: elle permet en outre de preciser les resultats de I’etude 
asymptotique dam le cas des suites S’, (voir Section 4). 
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2. DEFINITIONS ET RESULTATS 
2.1. Definition des suites Sf 
Soit r un entier au moins egal a 2 et Z = (~j)j~o une suite de permutations 
oj de I’ensemble B, = {O, I,..., r - 11. Si i est un entier strictement positif, 
considirons l’ecriture de i - 1 en base r: i - 1 = Cj”=, ai rj; la suite SF est 
alors definie par: 
SF(i) = fJ uj(aj(i)) r-j- ‘. 
j=O 
Si la suite C est la suite constante Cgale a 0 on note Sf = SF; le cas ou 
u = I, permutation identique, donne la suite de Van Der Corput en base r, 
s:. 
L’introduction des permutations a permis d’obtenir les plus faibles 
discrepances actuellement connues sur le tore a une dimension; les 
techniques mises au point pour exprimer les discrepances a I’aide de 
fonctions associees aux permutations sont a la base de l’ttude asymptotique 
du reste sur un intervalle a l’origine donne (voir [3]). 
La formule explicite pour le reste, dans le cas des suites S:, fait appel a 
une autre methode: la decomposition d’un intervalle en intervalles elemen- 
taires utilide par Halton, Schmidt, Sobol’ et l’auteur pour l’etude de suites 
dans ?Ts (voir, par exemple, ]4]). 
2.2. Etude Asymptotique 
Avant d’tnoncer le Theoreme 1, donnons quelques definitions: Soit a un 
reel de (0, I[ et y un reel positif. On appelle ZL~(-V, k) le nombre de chiffres 
6gaux h k dans le dheloppement de a en base r jusqu’au rang 1~11 (les 
crochets disignent la partie entiere), et on pose U,(y) = C;:: ua(yr k). On 
appelle V,(y) le nombre de couples (0, r - 1) ou (r - 1,O) dans le dhelop- 
pement de a en base r jusqu’au rang [ y ] ( c’est-i-dire dans les [ y ] premiers 
termes du developpement de a). 
Le logarithme en base r est designe par log,. 
TH~OR~ME 1. Pour toute suite Sf , on a les estimations suivantes: 
(i) IE(a, N, Sf)l < ((r + 4)/4) U&g, N) + V,(log,N) + r/4 + 3 pour 
tout N> 1. 
(ii) II existe une infinite’ d’entiers N > 1 tels que 
(E(a, N, SF>/ > a U,(log,N) + i (+)I V,(log,N) - 1. 
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En d’autres termes, ce theoreme indique que l’ecart E(a, N, Sf) est a la 
fois dans 0 et dans R de (U,(log,.N) + V,(log, N)). 11 en resulte en 
particulier la caracterisation des intervalles a restes bornis: 
COROLLAIRE 1. &ant donnke une suite S;f , hntervalle [ 0, a [ est ci restes 
born& si et seulement si a est r-adique (c’est-d-dire de la forme kr- “). 
Avec C = I, on retrouve ainsi le resultat de Hellekalek [ 7 1. Pour la suite 
de Van Der Corput en base 2, l’iconce du theoreme 1 est particulierement 
simple: 
COROLLAIRE 2. Soit v,(y) fe nombre de couples (0, 1) dans les ( y 1 
premiers termes du de’veloppement de a en base 2. Alors: 
(i) E(a, N, S:) < 2v,(log, N) + 3 pour tout N > 1. 
(ii) II existe une infinite’ d’entiers N > 1 tels que: 
E(a, N, S;) > fu,(log, N) - 1. 
Le gain de j dans la minoration est justifie a la fin du Lemme 3.4; noter que 
E(a, N, S:) est positif (voir 4.1). 
2.3. Formule pour f&art dans ie cas des suites S: 
THkORkME 2. Soient a E [0, l[, N un entier supe’rieur ou bgal ti 1 et 
soient a = CJ?LO ajr-j-‘, N = CzO Niri les de’veloppements en base r de a et 
N. Posons Z(N, a) = C& hf(N,, ai) et notons W(N, a) le nombre de couples 
(-, +) duns la suite des signes de (ai - Ni)izo en faisant abstraction des 
re’ros. On a alors: 
E(a, N, sf) = - F + Niajri-‘-’ + Z(N, a) + W(W, a). 
jY0 iY0 
La structure de cette formule est exactement la meme que cellle de la formule 
obtenue par Gillet [6 ] p our la suite (no) avec le dtveloppement en fraction 
continue semi-reguliere de 0 (voir le paragraphe 4.1 pour l’enonce de cette 
dernihe). 
Comme application, nous montrons sur le cas particulier de la suite S{ 
comment cette formule peut permettre de retrouver et d’amiliorer le thioreme 
1 pour les suites Sl,: 
COROLLAIRE 3. I1 existe a et p duns (0, l[ tels que: 
(i) E(a, N, S:) > 2v,(log, N) pour une infinitP d’entiers N; 
(ii) +vJlog, N) - 1 < E(j3, N, S’,) < $v,(log, N) + 1 pour une infinitP 
sentiers N. 
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3. ETUDE ASYMPTOTIQUE DE L'J~ART SUR UN INTERVALLE A L'ORIGINE 
3.1. 
Nous montrons ici le Theorime 1 en suivant les &apes detaillees ci- 
dessous; auparavant, introduisons quelques notations. 
l?tant donnee une permutation r~ de B,, on appelle u’ la permutation du 
meme ensemble detinie par: 
u’(I) = o(Z) + 1 (mod r). 
Soit alors Z = (~7,)~,~ une suite de permutations de B,, et soit n un entier au 
moins egal i 1; posons pn = CJ2, ~~(0) r-j-’ et notons Z, la permutation de 
B,,dlfiniepar~,=n~~~ujsip,(r-“et~,=n~~~uj.a~_, sip,=r-“, 
le produit &ant pris au sens ditini au paragraphe 3.4.3 de (3 1: Si u et r sont 
respectivement une permutation de B, et de B,, on definit u . r, permutation 
de B,,, par cr. r(1) =sa(h) + r(k) si 1= kr + h avec 0 <h < r- 1 et 
O<k<s- 1. 
La notation u- ’ designe la permutation reciproque de u au sens habitue1 
de composition des applications; il est facile de verifier que (a . r) -’ = 
5 -I * u-‘, et par suite on a Z; ’ = ny= 1 u;Jj. 
&ant donne un couple (r, u), on note 2; la suite tinie definie par 
( 
u(O) u(l) u(r- 1) -, -,..., 
1 
; r r r 
rappelons la definition des fonctions associies au couple (r, a) qui permettent 
Etude des discripances de Sf , et que nous allons utiliser au tours de la 
demonstration. On definit d’abord tyz, et WC,, fonctions continues, de 
plriode 1, affrnes par morceaux, en donnant leur expression sur les inter- 
valles [(k - 1)/r, k/r] de 10, 11: 
ry,!, est le maximum sur [(k - 1)/r, k/r] d es r fonctions aftines suivantes: 
X-PA (t,k,.Z;)--hx si O<h<u(k- l), 
et 
x-+(r-h)x-A ([+,l[,k,Z,) si u(k-l)<h<r. 
w ,D est le maximum des r fonctions affrnes oppodes. On dtfinit alors yr,, 
comme la somme de w:, et ~~1,. Pour l’etude des proprietes de ces fonctions 
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et leur rapport avec les discrkpances, il faut se reporter i 131; d titre d’ex- 
emple, on a entre autres: 
3.2. LEMME. Soit n un entier positif ou nul et h, k, M et N des entiers 
ve’rijiantO<h<k<r”etO<M<N<r”;onaalors: 
E (If,f[,liM,N],Z%). 
Preuve. Pour 1 < i < r”, on a 
SF(i) = g uj(aj(i)) r-j-’ 
j=O 
n--l rvz 
= x uj(aj(i)) r-j-’ $ L‘ ~~(0) F-l; 
j-0 jq 
or, d’aprks la dkfinition du produit des permutations ([ 3 1, Sect. 3.4.3), on a 
r” 5’ uj(aj(i))r-j-’ = (‘fi’ u,‘)(i- 1); 
j=O j-0 
d’od si p, < r-*, on a 
ce qui entraine 
Sf(i) = Z::(i) + p,, 
et si pn = ren, d’apris la dtfinition de C, dans ce cas-18, on a SF(i) = Z::(i), 
d’oti 1’6galiti: ci-dessus est encore vraie, d’oti le Lemme 3.2. 
3.3. LEMME. &ant donnbe une permutation u de B, et des entiers h. k, 
MetNvc!rrifiant:O<h<k<retO<M<N<r,ona: 
,]kf,N],Z:j=E ([;,;[,]h.k],Z; ‘j. 
Preuve. I1 sufflt de montrer que 
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On peut regarder la suite 2: comme I’ensemble des r points 
(i/r, ~Wr)o~i~r-l dans le carre [0, 11’. Le nombre A([+, k/t-[,] A4, N], 
2;) s’interprete alors comme le nombre de points de cet ensemble dans le 
rectangle 
mais le mtme ensemble de points s’ecrit aussi (i/r, ~-‘(i)/r),,~~~-, en 
echangeant les coordonnees, d’ou le Lemme 3.3. Remarquons que c’est grace 
a ce lemme qu’on peut utiliser les propriltts des fonctions I// pour etudier 
etudier l’ecart sur un intervalle. 
3.4. LEMME. Soient n et k des entiers tels que n > 1 et 1 ( k < r”. Alors: 
(i) pour tout N tel que 1 <N < r”, on a: 
(ii) il existe un entier N, vhifiant 1 <N,, < r” et 
(a, _ , itant kventuellement remplacbe par 0; _ ,). 
Preuve. (i) D’apres les Lemmes 3.2 et 3.3, on a: 
la majoration resulte a k rs de la propriete suivante, deduite du Lemme 3.3.4. 
de [3]: Soient rO, t ,,..., rnVl, n permutations de B, et soit Z$ la suite finie 
associee a T,, = ny:b rj ; on a alors 
pour tous entiers k et N compris entre 1 et r”. (En effet, les majorations du 
Lemme 3.3.4 ne dependent que des n premieres permutations de la suite Sf 
itudiee et restent done les m&mes quelles que soient les permutations uj pour 
j > n; cela permet de considerer ZT r; comme le debut d’une suite infinie S,’ 
avec 
T =  (r,,, rl,... , 5, w,,..., )). 
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(ii) D’aprk les Lemmes 3.2 et 3.3, on a aussi: 
Comme pour (i), on peut affirmer d’aprbs le Lemme 3.3.5 de 13 1 qu’il existe 
des entiers M et N tels que: 
Or 
d’oti l’un au moins de ces deux derniers &arts est en valeur absolue suptrieur 
i la moitik du premier; on note N, l’entier M ou N correspondant, et on a la 
minoration (ii). 
Remarque. S’agissant d’intervalles i l’origine, on pourrait s’attendre pour 
le Lemme 3.4, A des limitations faisant intervenir y+ et w- et non pas v/. La 
raison en est que, dans le cas g&n&al nous pouvons minorer correctement les 
fonctions v, ce qui n’est pas toujours possible pour les fonction tyt et ty . 
Mais, par exemple, si y;, (ou yz,.) est nuile pour tout j, alors la 
discrkpance est t?gale B la di&pance A I’origine et on gagne un demi dans la 
minoration (c’est le cas notamment avec les suites S: de Van der Corput). 
3.5. LEMME. Soient T,,, z ,,..., r,-, , n permutations de B,., et soit 
a = k/r’, avec 1 < k < r”; on a alors: 
r-l 2 
+UJn)+ - 
( i r 
V,(n) 
G t w,.,,_, -2- < 
j=l ( i 
r+4 
rJ-n 4 U,(n) + v,(n) + 1. 
Preuve. Nous allons utiliser l’encadrement suivant pour les fonctions w: 
e<vJ l.(I G v’r.1 
oii I dtsigne la permutation identique et 8 la fonction dkfinie par 19(z) = 
min((r- l)z, 1 -z) pour O<z<$ et B(z)=6(1 -z) pour +<z< 1. (Voir 
3.2.l(iv) et 5.5.4, [3].) Soit 
a a=f.E+EL+... +-!!S 
r r2 r” 
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le developpement de a; les fonctions I,U &ant nulles sur les entiers, on a: 
et on doit done encadrer l’expression 
n 
K’yj 
( 
a n-j a 
JT, 
y+...+* ) 
1 
Oii Vj= Wr,zjm,* 
3.5.1. Montrons d’abord la majoration. Dans le developpement de a, 
reperons les chiffres autres que 0 et r - 1, et les couples de chiffres (0, r - 1) 
et (r - 1,0) (en comptant un couple (r - 1,O) au debut si a,-, = r - 1); la 
somme a majorer se decompose en sommes partielles suivant le dicoupage 
ainsi d&i et il y a trois cas A considerer: 
ler cus: La somme partielle commence par un chiffre y autre que 0 ou 
r - 1; elle s’ecrit: 
Ll- 1 
-y lyj 
( 
a, 
a 
,T” 
r +*..+* 
i 
avec anmu =?/ a,-j=r-l pour U <j<v et a,-,,#r-1 ou a,-,=y, 
a n-j=O pour u <j< u et a,-,,#O. On a alors 
vu, an-u ( 
r+ . . . +y )<$- (carmaxv:<$); 
et 
pour u <j < u; 
en effet: an-i vaut soit 0, soit r- 1 pour i allant de ZJ + 1 a j, et anmu est 
compris entre 1 et r - 2; or wj(z) = (r - 1) z pour 0 ,< z < l/r et vj(z) = 
(r - l)(l - z) pour (r - 1)/r < z < 1 [3, Lemme 3.2.11, d’ou la majoration; 
finalement on a: 
u-1 
C Wj 5 <++ s 
i ) 
‘--I (r- 1)’ ~ r+4 
j=u j=u+ 1 
rj-u+l - 4 
dans le premier cas. 
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2tme cas: La somme partielle commence par (r - 1) precede de 0; elle 
s’ecrit 
avec a,-,+, =O, andj=r-l pour u<j<n et a,-,,#r-1 (ce cas 
comprend le cas a,,-, = r - 1 avec la convention a,, = 0). On a ici 
i 
a n-j a 
vj I‘+...+? Griuil 1 
r- 1 
car anwi vaut (r - 1) pour i allant de u a j et a,_,+, = 0; d’ou 
dans le 2eme cas. 
3Pme cas: La somme partielle commence par 0 precede de (r - 1). Ce 
cas est symetrique du precedent et donne la mCme majoration. En definitive, 
on a bien la majoration totale annoncee. 
3.5.2. Montrons d prhent la minoration. On utilise la minoration des 
fonctions v par 19: 
si a ,_j est un chiffre autre que 0 ou r - 1 car 0(z) > i si l/r < z < (r - 1 )/r; 
et 
si anPj = 0 et anej+, = r- 1 ou anbj=r- 1 et anej+, =O. On a done la 
minoration cherchee et le Lemme 3.5 est demontre. 
Remarque. L’imprecision de l’estimation pour r grand est diie au fait que 
pour les fonctions v/ en general, nous n’avons pas de meilleure minoration 
que par la fonction 8; pour une suite ST donnee (done pour une seule 
fonction w), on peut avoir beaucoup mieux, en particulier si on fait intervenir 
independamment les chiffres autres que 0 ou r - 1. 
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3.6. Fin de la demonstration 
3.6.1. Montrons dabord la majoration. Soit 
le developpement de a (les yi &ant kventuellement nuls a park d’un certain 
rang). Soit N un entier au moms Cgal a 1 et soit n detini par la condition 
r n-’ < N < r”; posons 
On a E(a, N, Sf) = E(a,, N, Sf ) + E( [a,, a [, N, SF), et 
IE([a,,a[,N,Sf)l< 1 carN(a-a,,)< 1 etA([a,,a[,N)< 1; 
&Oil 
JE(a,, N, %)I - 1 < IE(a, N, SF)/ < lE(a,, NT sf>l + 1 
(la minoration servira plus loin (3.6.3)). Les Lemmes 3.4 et 3.5 appliques a 
I’intervalle [0, a, [ donnent alors: 
IQ, N, Sf>l <q U,(n) + v,(n) + 2. 
11 en rest&e que pour tout N > 1 on a: 
IE(a, N, SF>1 < 7 U,(log, N) + J’,(log, N) + $ + 3 
(car n < log, N + 1); d’oli la premiere partie du Theoreme 1. 
3.6.2. Minoration quand a est r-adique. 11 existe done n tel que 
a = kr-“; les Lemmes 3.4 et 3.5 appliques i a donnent: 
pour tout N compris entre 1 et r” et il existe N, compris entre 1 et r” tel que 
IE(a, N,, Sf)( > -$ U,(n) + + (G)’ v,(n). 
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De plus ici, la fonction N+ E(a, N, sf) est piriodique de p&iode r”: en effet. 
d’aprks le Lemme 3.3.3 de [3], on a: 
qa, N, sf, = E(a. N - m-“. m 
si N est compris entre mr" et (m + 1) rn. La majoration qu’on vient d’icrire 
est done vraie pour tout N> 1, et la minoration l’est aussi pour une infinitit 
de N; mais si N < r* on a log,N < n, et si N > Y” on a U,(log, N) = U,,(n) et 
V,(log, N) = V,(n): d’oti, pour une infinite de N, l’inigaliti: 
I-&G N, Sf)l2 + U,(log, N) + + (+) ’ ~,,(log, W 
On a done la 2bme partie du Thkorkme 1 dans le cas oti a est r-adique, et 
aussi la majoration. vraie pour tout N >, 1: 
I E(u, N, Sf)] < q U,(n) + v,(n) + 1 si a = kr- ‘I. 
Remurque. Dans le cas oli a est r-adique, la piriodicitk de l’ttcart comme 
fonction de N permet d’obtenir rapidement une majoration ne dbpendant que 
du nombre n de chiffres du d&eloppement de a: Si a = kr ’ et si 
on a / E(u, N, SF)1 < dz pour tout N 2 1; et on sait (Lemme 3.3.4 et propri& 
3.2.2 (iii) 131) que d,* < (r/4) ( n ce ul, au quart pr&s. est le majorant obtenu q . 
par Hellekalek 171 pour les suites S:). 
3.6.3. Minorution quund a n’est pus r-adique. Soit n > 1 et a, I’approx- 
imation de a par les n premiers termes de son dttveloppement; les 
Lemmes 3.4 et 3.5 appliquts 1 (0. a,[ et la minoration signaGe en 3.6.1 
montrent l-existence d’un entier N:, compris entre 1 et r” tel que: 
11 faut obtenir une suite strictement croissante (N,,) A partir de la suite (N,:). 
Soit M,, un entier tel que sup, ..,, ~ ,.” lE(u, N. SF)1 = / E(a. M,,. Sf)i : La 
fonction 
1 r-l ? 
n -+ r(n) = f U,(n) + y 
f ) 
__~ 
Y 
V,,(n) - 1 
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n’etant pas bornle (puisque u n’est pas r-adique), il existe k tel que v(k) > 
I~(~,~,, Sfl; et P our k, on a Ni < rk tel que ]E(a, Ni, Sf)] > v(k); on a 
done Ni > r” et ]E(a, Ni, Sf)] > v(log,NL) (car u est croissante). 11 suflit 
alors de proclder par recurrence a partir de n = 1 pour construire une suite 
strictement croissante qui veritie la proprietl demandee. 
4. FORMULE POUR L&ART E(u,N,S:) 
4.1. La formule que nous montrons ici est annoncee par le Theoreme 2. 
On verra au tours de la demonstration (remarque i la tin du Lemme 4.3) 
pourquoi il semble diffkile de la generaliser aux suites SF. 
Pour les suites St, on sait que vr,l = u/A, et w;, = 0, et on a facilement la 
fonction w,,, [3, Sect. 5.51; on en deduit que &art sur un intervalle i 
l’origine est toujours positif [3, Lemme 3.3.41 et que sur l’intervalle [l/r, 
(r - 1)/r] la fonction vr,, est minoree par (r - 2)/(r - 1). Par suite, le 
Thloreme l(ii) peut s’lcrire ici: 
pour une infinite d’entiers N> 1 (voir 3.5 et Remarque 3.4). 11 est possible 
d’obtenir le Thloreme 1 pour les suites Sf a partir de la formule; et meme de 
I’ameliorer en montrant que les estimations sont les meilleures possibles pour 
certains reels a; nous le ferons sur l’exemple de la suite S: (voir 4.5). 
Nous donnons ci-dessous la formule obtenue par A. Gillet [6, 2.51 pour 
les suites (n13) avec le systeme de numeration associe au developpement en 
fraction continue semi-rtguliere de 8. La parente entre les suites (no) et les 
suites de Van Der Corput, du fait de l’existence de systemes de systemes de 
numeration associes, est confirmee par ces formules. 
Soient x E [0, 1 [, N un entier strictement positif, et soient 
cc w 
XX \‘ xjmj,N= \‘ 
,r, ,c, 
yiqi ( yj = Opour i ussez grand) 
leurs dbveloppements canoniques (les pi/qi approchent 8, mi = qie--pi). Soit 
p/=Osii<j,p/=lsii=jtletp/+, =d,p,‘-p,j_,sii>j,ozilesd,sont 
les quotients. Posons 
sj=qimj-p/, I(N, x) = F inf(x,, yi) 
,r, 
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et notons W(N, x) le nombre de couples (-, +) dam la suite des signes de 
Cxi -Yi)i> 1) abstraction faite des Z&OS. On a alors: 
m u; 
E(x, N, (no)) = - 1’ T 
iY1 j71 
xi yis/ + I(N, x) + W(N, x). 
4.2. LEMME. Soient u, p et N des entiers posit&s ou nuls tels que u ( rl’ 
et N > i : Considhrons les dheloppements en base r de ur -p et N: 
et 
P-1 l4 \7 Uj 
-zz 
rp jr0 
pT 
,jl= ?’ N,,..’ 
- 1 (Nj = 0 pour j assez grand): 
j-0 
posons J= [ureP, (u + 1) rpP[ ; on a alors: 
et 
P-1 P- 1 P- 1 
E(J, N, S:)= 1 - \- Njrjmp si \’ Niri > y uiri, 
.j = 0 ir;, I n 
P-1 
E(J, N, S’,) = -- \’ Njrjpp sinon. 
,ro 
Preuve. On sait que les suites de Van Der Corput en base ‘r verifient la 
condition des intervalles &?mentaires: tout intervalle tlementaire (i.e., de la 
forme [u/r”‘, (U + l)/r”[) de volume rwm contient un terme et un seul de 
toute sequence XL = (xlrm+, ,..., x (,+ ,)J de termes de la suite (S:(n)) = (x,,) 
considerie. Soit k I’entier tel que krP < N < (k + 1) rP; on a 
E(J,N)=E(J,]krP.N])=A(J, IkrP.N])-r~~“(R:-krP). 
L’entier A( J, ] krP, N]) vaut 1 ou 0 suivant que le terme ,K~ de la sequence Xi 
qui appartient a J est d’indice inferieur ou superieur strict a N. Par definition 
xi = C,?. ai r-j-’ si i - 1 = CT0 a,i(i) rj: le chiffre a,i(i) est determine. 
pour j > p, par la donnee de k et p, et, pour 0 <j < p par la condition xi E J. 
ce qui impose ai = ui. La condition i < N se traduit done par 
CjY?, ai rj < CEO Njri.. c’est-a-dire C,F:,’ uiri < Cf-:i Nir i. d’ou le 
Lemme 4.2. 
Remarque. Ce lemme se gtniralise facilement aux suites St (avec 
C = (ai)iro) et donne le m&me resultat sous la condition: 
P-1 P- 1 
2 Njr’ > \’ ui ‘(u/) r’. 
j-0 J-0 
390 HENRI FAURE 
4.3 LEMME. Soient n, k et N des entiers tels que 1 ( k < r” et N > 1; 
soient N= CTZ0 Niri et a = C;;d airmi-’ les dt%eloppements en base r de 
N et de a = kr-“. On a alors: 
n-l i 
E(a, N, S:)= - x s 
N.a. 
j=O i=O 
--@ + I(N, a) + W(N, a) 
02 I(N, a) = Cy:t inf(N,, ai) et oli W(N, a) disigne le nombre de couples 
(-, +) dans la suite des signes de (ai -N,), en faisant abstraction des ze’ros. 
On aurait pu aussi bien introduire V(N, a), nombre de sequences de + 
consecurifs dans la suite des signes de (ai - Ni), en faisant abstraction des 0 
et en comptant + au depart; la relation avec W est: W(N, a) = V(N, a) - 1. 
Preuve. On applique le Lemme 4.2 en dicomposant l’intervalle [O, a[ en 
intervalles elimentaires. 
L’intervalle [0, aO/r( se decompose en a, d’intervalles elementaires de 
longueur l/r; si J,, = [h/r, (h + l)/r[ (avec 0 < h < a,) est I’un d’eux, on 
a: E(J,, N) = 1 - N,/r si N,, > h et E(J,, N) = - N,,/r sinon: on a done: 
+ inf(N,, ad. 
Soit maintenant t > 1 et 
cet intervalle se decompose en a( intervalles ekmentaires de longueur l/r’+ ‘; 
si 
I-I 
\‘&+ h+l 
,To r -TTi- r 
(avec 0 < h < a,) est l’un d’eux. on a: 
E(J,, N) = 1 - i1 Njri-‘-’ 
,Ti 
1-l 
<’ Niri > x airi + hr’, 
i-0 in 0 
et E(J,, N) = - ~~LoiVirj~-‘~’ sinon. 
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Distinguons deux cas: 
si N, > a, on a E(K,, N) = a, - a, CfZo Njri-l-‘; 
si N, < a, on a CfZo N,ri > xi;; cziri + hr’ pour 0 < h <N, - 1; pour 
h = N, on a encore l’inigalitk si 2:~: Niri > C:Z; airi, et ceci a lieu si le 
signe + de (a, -NJ est prkkd6, abstraction faite des zkros, du signe - d’un 
des (ai - Ni) pour 0 < i < t. Finalement dans ce second cas, on a 
E(K,, N) = -a, i1 iVjri-‘-’ + N, + E, 
.,To 
E valant 1 ou 0 suivant que sign (a, - N,) est ou n’est pas le second terme 
d’un couple (-, +) dans la suite des signes de (ai - Ni)iaO (abstraction faite 
des zkros). 
Au total, on a en tin de compte: 
n-l 
E(a,N)= - 1 a, 2 Njri-‘-’ 
t=o j=O 
o-l 
+ x in&V,, a,) + W(N, a), 
I=0 
ce qu’il fallait dkmontrer. 
Remarque. Si l’on s’intkresse I une suite Sf autre que Sl,, on obtient la 
proposition: E(J,, N) = 1 - CiZo Njrj-‘-’ si N, > o,‘(h) ou si N, = u; ‘(h) 
et CfzA Niri > C:S~ ~;‘(a~) r’; et il n’apparait pas de fonctions simples 
(comme I et W) pour la formuler. 
4.4. Fin de la dPmonstration 
Soit a E (0, I[; le lemme 4.3 est le Thkorbme 2 dans le cas oti a est r- 
adique (de la forme kr-“). Si a n’est pas r-adique, on pousse son dkvelop- 
pement assez loin pour que, N &ant don&, on ait A ([a,, , a[. N) = 0 avec 
a, = CsZO ajr-j-‘. On a alors: 
E(a,N)=E(a,,N)-N T ajr-‘-‘: 
.i=n 
le Lemme 4.3 s’applique i a,, et N et donne: 
d’oti 
E(a,, N) = - v x7 Niajri-j- ’ + I(N, a,) + W(N. a,,), 
1% ,s 
E(a, N) = - ? <l Niajri-j-’ 
,z {Yo 
+ Z(N, a) + W(N, a) 
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car I(N, a,) = I(N, a) et W(N, a,) = W(N, a) du fait que N = Cy=i’ N,r’ 
avec m < n. 
4.5. Application a la suite Si de Van Der Corput 
Nous utilisons la formule du Theoreme 2 pour montrer le Corollaire 2 et 
le Corollaire 3. 
4.5.1. Montrons d’abord les proprikth (i). Soient a E [0, l[, N> 1 et 
a = C,Eo aj2 -j-l, NE 2;:; 42’ 1 curs dheloppements en base 2 (n est tel 
que 2”-’ <N < 2”); rappelons que u,(n) est le nombre de couples (0, 1) de 
la suite ((x0, a, ,.,., a,,- ,), et que W(N, a,) est le nombre de couples (-, +) 
dans la suite des signes de (ai - Ni)oGiG,, avec a, = CJ’:d oj2-‘-‘. 
On a toujours W(N, a,) < v,(n): en effet, si on a un couple (-, +), c’est 
qu’il existe des entiers i et j tels que i < j, ai = 0 et aj = 1; done il y a un 
couple (0, 1) dans la suite (a,, a1 ,..., a,-,). 
La somme C!‘;,’ C{=, Niaj2’-I-’ s’ecrit aussi Cy:d Ni2’ cj”=;.’ aj2-j-‘; 
Montrons que I(N, a,) - Cyzd Ni2’ Cy:: a .2-j- ’ < u,(n) + 1. Reperons 
une sequence de 1 consecutifs dans la suite (a:): soient s et t des indices tels 
que ai= 1 pour s<i<t avec as-,=0 ou s=O et a(+,=0 ou t=n- 1. 
Alors 
i inf(a,, Ni) - Ni2’ “c’ aj2-‘i-’ 
i=s ,Yi 
< i inf(ai, Ni) - Ni2’ (’ aj2-“-’ 
i=s fY( 
et il est facile de voir que cette dernike somme est inferieure a 1; finalement 
la quantitt Ctudiee est majoree par le nombre de couples (0, l), en comptant 
un couple en plus si a, _, = 1. 
Au total, on a montre que E(a,, N, Si) < 2u,(n) + 1; on conclut alors 
comme en 3.6.1, et on obtient E(a, N, S:) < 2v,(log, N) + 3, d’ou le 
Corollaire 2(i). 
De plus, les majorations ci-dessus now suggerent comment choisir a = 
CEO ai2-‘-’ p our obtenir le Corollaire 3(i): 
Posons 
et 
ai= 1 pour n(n--l),<i<(n+l)’ 
ai = 0 pour (A + 1)’ < i < (A + 1 )(A + 2), 
A allant de 0 a l’infini. Posons ensuite N0 = 0, puis Ni = 1 pour 
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~(~+1)~i~(L+1)*etN,=0p0ur(1+1)*~i~(IZ+1)(A+2);etenfin 
dkfinissons 
H, = 1 N,2’ avec p(k) = A(L + 2): 
i-0 
on vlrifie alors par un calcul iillmentaire que E(a, H., , S:) > 2u,&(ll)), d’oti 
le Corollaire 3(i). 
45.2. Montrons maintenant les propri& (ii) des deux corollaires. Soit 
a non dyadique et a = C,yO aj2-j- ’ son dkveloppement en base 2. 
RepQons les couples (0. 1) par la suite (I,),,, de leur premier terme, et 
posons N), = 1 pour tout n et Ni = 0 dans les autres cas. Dkfinissons alors 
K,= Cf70 N,2’. Si on pose a,= Cfzo aj2--’ ‘, on a W(K,,, a,,) = ti. 
Z(K,, a,,) = 0 et on voit facilement que la somme est majorke par n/2, d’oli 
E(a,, K,, Si) > n/2; par suite E(a, K,, S:) > fzl,(log, K,) - 1 (voir 3.6.3: 
nous iaissons de c&5 Ie cas a dyadique). 
Pour montrer le Corollaire 3(ii), dkfinissons p = Cj”= ,, ei2 .im ’ par 
P L,,,ll) = 0 pour tout A, avec v(A) = L(A + I)/2 et pi = 1 pour les autres indices. 
Posons alors N,(*, = 1 pour tout A, et Nj = 0 pour les autres indices. D’aprh 
ce qui prk%de, avec I, = v(A), on a: 
Et de I’autre c&l, on voit en calculant que la somme est minorke par 
+u#og, K,) + 1, doti le rksultat annon&. 
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