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Zusammenfassung
Bei robotergestu¨tzten minimalinvasiven Operationen am schlagenden Herzen wa¨re es fu¨r den
Chirurgen sehr nu¨tzlich, wenn die Chirurgieinstrumente mit dem Interventionspunkt autonom
synchronisiert werden. Der Chirurg ko¨nnte typische Interventionen, wie das Setzen von epi-
mykardialen linksventrikula¨reren Elektroden in der Herzresynchronisierungstherapie oder die
Bypass-Legung bei an Arteriosklerose leidenden Patienten mit dieser neuen Mo¨glichkeit pra¨ziser
durchfu¨hren. Um die vorgegebene Instrumentenbewegung mit der Herzbewegung zu synchro-
nisieren, muss die Position des Interventionspunktes auf der Herzoberfla¨che gescha¨tzt werden,
um sie dann als Sollposition an die Reglereinheit fu¨r die Manipulatoren des Chirurgiesystems
weitergeben zu ko¨nnen.
Das Ziel dieser Arbeit ist es, basierend auf Positionsmessungen von Landmarken der Herzober-
fla¨che im Interventionsgebiet, die durch optische Sensoren erfasst werden ko¨nnen, die verteilte
Herzbewegung modellbasiert zu scha¨tzen und die Sollpositionen fu¨r beliebige Interventions-
punkte zu rekonstruieren. Der hier vorgestellte Ansatz repra¨sentiert im Gegensatz zu anderen
Ansa¨tzen auf dem Gebiet der Bewegungssynchronisation die Herzoberfla¨che in Form eines 3D-
Bewegungsmodells, so dass die verfolgten Landmarken in physikalischer Beziehung zueinander
stehen und somit die Rekonstruktion auch an Nichtmesspunkten ermo¨glicht. Außerdem werden
stochastische Unsicherheiten sowohl des Bewegungsmodells als auch der Positionsmessungen
der Landmarken beru¨cksichtigt. Sto¨rungen, die wa¨hrend der Messungen auftreten, wie z.B.
das Verdecken von Landmarken durch Instrumente oder Blutflu¨ssigkeit ko¨nnen kompensiert
werden.
Zur Scha¨tzung der Herzoberfla¨chenbewegung wurde ein Bewegungsmodell hergeleitet, das die
Deformation und Elastizita¨t der Herzwand beschreibt. In dem Bewegungsmodell wird die Geo-
metrie der Herzwand approximativ durch mehrere miteinander verknu¨pfte dicke bewegba-
re Membranen repra¨sentiert. Die 3D-Bewegung der Membranen wird durch die sogenannten
Lame´’schen Gleichungen bei Annahme linearer Elastizita¨t beschrieben, welches auf ein System
von linearen partiellen Differentialgleichungen (PDE) fu¨hrt. Die Membranen ko¨nnen sich je nach
Randbedingung entweder frei bewegen oder sind an einer Seite fest verankert, um die Klap-
pen des Herzens zu modellieren. Zur Beschreibung der Kontraktions- und Erschlaffungsphase
des Herzens werden die Membranen mittels eines Kra¨ftemodells deformiert, dessen Parame-
ter identifiziert wird. Auf der Basis dieses Bewegungsmodells werden ein Systemmodell und ein
IX
Zusammenfassung
Messmodell hergeleitet. Das Systemmodell dient dazu den Modellzustand vorwa¨rts zu propagie-
ren. Mit Hilfe des Messmodells wird der Zustand auf die Positionsmessungen der Landmarken
abgebildet. Zur Herleitung des Systemmodells wird die Lo¨sungsfunktion des PDE-Systems ba-
sierend auf der Finiten-Elemente-Methode approximiert und das PDE-System in eine Bank
aus linear konzentriert parametrischen Systemen transformiert. Auf Grundlage des Systemmo-
dells, des Messmodells und der Beru¨cksichtigung von System- und Messunsicherheiten wird der
Zustand des konzentriert parametrischen Systems mit Hilfe des Kalman Filters gescha¨tzt. Ba-
sierend auf dem gescha¨tzten Zustand der PDE wird nun fu¨r jeden beliebigen Nichtmesspunkt
bzw. Interventionspunkt die Herzoberfla¨che rekonstruiert.
Zur Initialisierung der Geometrie des Herzmodells basierend auf ku¨nstlichen Landmarken der
Herzoberfla¨che und fu¨r die Verfolgung der Landmarken wurde eine Bildverarbeitungssoftware
entwickelt. Um die segmentierten Marker in einer Bildsequenz eindeutig zu identifizieren und
sie nach auftretenden Sto¨rungen wie Verdeckungen oder nach Segmentierungsfehlern wieder zu
finden, werden die Positionsscha¨tzungen des Oberfla¨chenmodells verwendet. Basierend auf der
parametrischen Dichtebeschreibung des vorwa¨rtspropagierten Systemzustands wird der Such-
raum fu¨r den jeweiligen Marker im rechten und linken Kamerabild eingeschra¨nkt. Um fu¨r die
Evaluierung des modellbasierten Scha¨tzverfahrens nicht sta¨ndig auf Tierversuche angewiesen
zu sein, wurde eine Simulationsumgebung mit einem ku¨nstlichen Herzen aufgebaut. Mittels
eines Luftdrucksystems wird die Druckluft in der Kammer des ku¨nstlichen Herzens reguliert
und die menschliche Herzbewegung wird durch Volumenvariation simuliert. Die Geometrie des
ku¨nstlichen Herzens wird durch mehrere Membranelemente approximiert. Aus der Menge der
Landmarken im Interventionsgebiet, das durch ein Membranelement repra¨sentiert wird, werden
einige Marker zum Vergleich des Rekonstruktionsergebnisses fu¨r angenommene Interventions-
punkte und ein Teil der Marker zur Messung von 3D-Positionen fu¨r den Bewegungsscha¨tzer ver-
wendet. Die Bewegung des ku¨nstlichen Herzens wird auch bei Verdeckungen der Landmarken
an den Interventionspunkten zuverla¨ssig rekonstruiert, was die Praxistauglichkeit besta¨tigt.
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KAPITEL 1
Einleitung
1.1 Motivation
Minimalinvasive Operationen bieten gegenu¨ber offenen Operationen viele Vorteile fu¨r den Pati-
enten, wie z.B. kleinere Operationsnarben, kleinere Verletzung von Gewebe und damit weniger
Schmerzen, weniger Bluttransfusion, ku¨rzerer Krankenhausaufenthalt und ku¨rzere Rehabilitie-
rungszeiten. Mit der Entwicklung von robotergestu¨tzten Chirurgiesystemen wie ZEUS [1] und
da Vinci [3], [36] entstand eine neue Technologie, die dem Chirurgen den minimal-invasiven Ein-
griff wesentlich erleichtert. Der Chirurg kann seine Instrumente u¨ber ein haptisches Interface
intuitiv bedienen, die Navigation im Ko¨rper wird nicht wie bei der herko¨mmlichen Laparo-
skopie durch starre Instrumente erschwert. Der Interventionsraum wird optisch vergro¨ßert und
drei-dimensional angezeigt. Mit Hilfe eines robotergestu¨tzten Chirurgiesystems ko¨nnen viele
mikrochirurgische Interventionen mit gro¨ßerer Pra¨zision durchgefu¨hrt werden als per Hand.
Durch entsprechende Erweiterung des Systems ko¨nnten auch neue Interventionsverfahren er-
mo¨glicht werden. Zum Beispiel wa¨re es fu¨r den Chirurgen bei Operationen an sich bewegenden
Organen (wie z. B. der Leber oder dem Herz) sehr hilfreich, wenn das robotergestu¨tzte Chir-
urgiesystem autonom die Instrumente mit dem Interventionspunkt synchronisiert. Um Gefa¨ße
der Organe nicht unno¨tig zu verletzen, muss der Chirurg seine Instrumente mit der jeweilige
Organbewegung mitfu¨hren, was auf Dauer sehr anstrengend fu¨r ihn ist.
In dieser Arbeit wird speziell das sich bewegende Organ Herz betrachtet. Mit der neuen Mo¨g-
lichkeit ko¨nnten in der Herzchirurgie viele Interventionen vereinfacht werden, wie z. B. das Set-
zen von epimykardialen linksventrikula¨ren Elektroden in der Herzresynchronisierungstherapie
oder Bypass-Operationen bei an Arteriosklerose leidenden Patienten. Insbesondere bei Bypass-
Operationen ko¨nnte man in vielen Fa¨llen, anstatt die traditionelle Herz-Lungen-Maschine (on
pump) einzusetzen, welches fu¨r den Patienten viele Risiken wie Unterku¨hlung, Schlaganfa¨lle,
Nierenkomplikationen oder neurologische Ausfallerscheinungen, mit sich bringt, den Eingriff am
schlagenden Herzen (off pump) durchfu¨hren.
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Kapitel 1. Einleitung
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Abbildung 1.1: Gesamtaufbau eines robotergestu¨tzten Chirurgiesystems mit Bewegungskompensation.
1.2 Problemformulierung
Um ein robotergestu¨tztes Chirurgiesystem mit der Funktion einer Bewegungskompensation fu¨r
das schlagende Herz zu erweitern, mu¨ssen verschiedene Problemstellungen betrachtet werden.
Sie umfassen z. B. den Reglerentwurf fu¨r die zu synchronisierenden Manipulatoren, die Be-
ru¨cksichtigung der durch den Chirurgen vorgegebenen Instrumentenbewegung u¨ber eine hapti-
sche Schnittstelle, die Scha¨tzung der Herzbewegung, die Verwendung verschiedener Messprin-
zipien zur Bereitstellung von Informationen u¨ber die Herzbewegung und die Darstellung des
Interventionsgebietes fu¨r den Chirurgen.
Abbildung 1.1 zeigt den schematischen Aufbau eines Chirurgiesystems mit Bewegungssynchro-
nisation. Mittels eines endoskopischen Stereokamerasystems ist der Einblick in den Interventi-
onsraum gewa¨hrleistet. Durch eine entsprechende Bildverarbeitungseinheit wird dem Chirurgen
der Einblick auf einem Head Mounted Display dargestellt. Der Chirurg soll bei der Operation
das Gefu¨hl haben an einem stillstehenden Herzen zu arbeiten. Es existiert daher die Vision,
das schlagende Herz auf dem Head Mounted Display stillstehend anzuzeigen. In der pseudo-
stationa¨ren Sicht auf das Herz soll nur die Instrumentenbewegung, die durch den Chirurgen
u¨ber die haptische Schnittstelle selbst vorgegeben wird, sichtbar sein.
Um die vorgegebene Instrumentenbewegung mit der Herzbewegung zu synchronisieren, muss die
Position des Interventionspunkts auf der Herzoberfla¨che gescha¨tzt werden und als Sollposition
an die Reglereinheit der Manipulatoren weitergegeben werden. Die Verarbeitungseinheit ist in
Abbildung 1.1 mit
”
Scha¨tzung der Herzbewegung“ angegeben. Die Scha¨tzung der Herzbewegung
baut auf dem Modul
”
Datenakquisition u¨ber Instrument und Herz“ auf, von dem Messdaten
u¨ber die Herzbewegung und die Instrumentenbewegung zur Verfu¨gung gestellt werden. Ein
robotergestu¨tztes Chirurgiesystem entha¨lt immer ein Kamerasystem, damit der Chirurg einen
2
1.2. Problemformulierung
Einblick in das Interventionsgebiet hat. Es ist daher naheliegend, mit Hilfe der gewonnenen
Bilddaten des Kamerasystems durch eine entsprechende Bildverarbeitung Messungen von der
Herzoberfla¨che zu generieren. Aber auch andere Messprinzipien, wie z. B. MRT, Ultraschall,
EKG, ko¨nnen zum Einsatz kommen, was in Abbildung 1.1 durch
”
nicht-optische Sensoren“
entsprechend gekennzeichnet ist.
Die vorliegende Forschungsarbeit konzentriert sich, bezogen auf den Gesamtaufbau aus Ab-
bildung 1.1, nur auf die Realisierungen der Module
”
Bildverarbeitung“ und
”
Scha¨tzung der
Herzbewegung“. Im Folgenden werden daher nur die zu lo¨senden Problemstellungen innerhalb
dieser beiden Module na¨her betrachtet.
Durch das Modul
”
Bildverarbeitung“ sollen Messungen von der Herzoberfla¨chenbewegung zur
Verfu¨gung gestellt werden, so dass zur Bewegungssynchronisation der Chirurgieinstrumente auf
die Bewegung des Interventionspunkts geschlossen werden kann. Als Messungen der Herzober-
fla¨chenbewegung ko¨nnen die 3D-Positionen ku¨nstlicher Landmarken (siehe z. B. Abbildung 1.2)
oder natu¨rlicher Landmarken dienen, welche mittels des Stereokamerasystems erfasst werden.
Zur Berechnung der 3D-Positionen aus den Stereobilddaten sind entsprechende Bildverarbei-
tungsalgorithmen zu entwerfen. Wa¨hrend der Bilddatenaufnahme bzw. Bilddatenverarbeitung
ko¨nnen Sto¨rungen auftreten. Zum Beispiel werden Landmarken durch die Instrumente verdeckt,
durch Blutflu¨ssigkeiten u¨berlagert oder durch die Bildverarbeitung nicht korrekt segmentiert.
Somit kann auch der Interventionspunkt nicht sta¨ndig durch das Kamerasystem verfolgt werden,
da an ihm operiert wird und er als Messpunkt nicht immer zur Verfu¨gung steht. Um entweder
die Position des Interventionspunkts robust zu scha¨tzen oder durch Sto¨rungen verloren gegan-
gene Landmarken wieder zu finden, ist eine Rekonstruktion der Herzoberfla¨che im Interventi-
onsgebiet notwendig. Die Rekonstruktion soll basierend auf einem Herzbewegungsmodell unter
Einbeziehung der Positionsmessungen der Landmarken erfolgen. Die geforderte Rekonstrukti-
onsgenauigkeit fu¨r den Interventionspunkt bei Bypass-Operationen liegt unterhalb 0.5 mm, da
die Koronararterien 0.5 bis 2 mm Durchmesser haben. Eine solche Genauigkeit zu erreichen, war
aber nicht Ziel der Arbeit. Zur Vereinfachung der Bildverarbeitung wird in dieser Arbeit davon
ausgegangen, dass ku¨nstliche Landmarken, wie in Abb. 1.2 zu sehen, verfolgt werden und keine
natu¨rliche Landmarken verfolgt werden, da diese weitaus schwieriger zu segmentieren sind.
Das Modul
”
Scha¨tzung der Herzbewegung“ soll dazu dienen, die verteilte Herzbewegung zu
scha¨tzen, um eine Rekonstruktion der Herzoberfla¨che fu¨r einen beliebigen Interventionspunkt
durchfu¨hren zu ko¨nnen. Die Scha¨tzung soll basierend auf einem Herzbewegungsmodell erfol-
gen. Dazu ist ein Bewegungsmodell herzuleiten, welches die Deformation und Elastizita¨t des
Herzmuskels beschreiben kann und patientenspezifisch parametrierbar ist. Das Bewegungsmo-
dell muss rhythmische wie arrhythmische Bewegungen beschreiben ko¨nnen. Die rhythmische
Herzbewegung setzt sich zusammen aus der Atembewegung mit 0.25 Hz und der Bewegung
des Herzschlags mit 1 Hz bis 1.5 Hz (dies entspricht 60 bis 90 Schla¨ge/Minute). In dieser
Arbeit wird davon ausgegangen, dass der Chirurg keinen mechanischen Stabilisator benutzt,
um die Bewegung der Herzoberfla¨che einzuschra¨nken. Die zu rekonstruierenden Auslenkungen
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der Herzoberfla¨che betragen ohne Einschra¨nkung der Bewegung bis zu 20 mm. Auf Grundla-
ge des Herzbewegungsmodells muss ein Zustand definiert und ein zeitdiskretes Systemmodell
zum Vorwa¨rtspropagieren des Zustands hergeleitet werden. Zur Beschreibung der realen Herz-
bewegung mu¨ssen die Zusta¨nde des Bewegungsmodells angepasst werden. Die Zusta¨nde des
Bewegungsmodells ko¨nnen in der Regel nicht direkt gemessen werden, daher ist ein Messmo-
dell zu definieren. In dem Messmodell soll der Zustand des Bewegungsmodells auf orts-, zeit-
und wertediskrete Messungen der Herzoberfla¨che und/oder der Herzwand abgebildet werden.
Die Messungen stellen in diesem Fall die 3D-Positionsmessungen der Landmarken der Herzo-
berfla¨che dar, die mittels des Stereokamerasystems erfasst werden. Durch die unvollsta¨ndige
Beschreibung des Systems Herz durch ein Systemmodell, wie z. B. nicht beachtete physika-
lische Zusammenha¨nge, unbekannte Eingangsfunktionen des Systemmodells, existieren viele
Unsicherheiten. Auch weisen Messungen, egal von welchem Messverfahren, Rauschen auf. Die
Unsicherheiten sollen in Form von stochastischen Prozessen modelliert werden. Dies fu¨hrt dazu,
dass der Zustand des Bewegungsmodells, das System- und das Messrauschen als Zufallsvariablen
betrachtet werden. Zur rekursiven Verarbeitung der Zufallsvariablen, wie das Vorwa¨rtspropa-
gieren der Zustandsscha¨tzung auf Basis des stochastischen Systemmodells und die Verbesserung
der Zustandsscha¨tzung auf Basis des stochastischen Messmodells, muss ein geeignetes Scha¨tz-
verfahren verwendet werden. Je nach dem, ob das vorliegende System- und Messmodell line-
ar oder nichtlinear ist, muss ein stochastisches, lineares oder ein stochastisches, nichtlineares
Scha¨tzverfahren eingesetzt werden.
Abbildung 1.2: Ku¨nstliche Landmarken auf der Herzoberfla¨che.
1.3 Stand der Forschung
Speziell fu¨r die Bewegungskompensation mit dem schlagenden Herzen wurden in der Literatur
bereits einige Ansa¨tze fu¨r die Bewegungskompensation vorgestellt. Um die Bewegung des Her-
zens zu erfassen, werden in den Forschungsarbeiten verschiedene Messverfahren entweder einzeln
oder in Kombination genutzt, wie z. B. Kamerasysteme, Kraftmomentensensoren, Ultraschall,
sonometrischen Sensoren, das Atmungssignal, das Elektrokardio-Diagramm (EKG). Wobei der
Einsatz von sonometrischen Sensoren wa¨hrend Operationen am Menschen derzeit nicht zuge-
lassen ist. Werden natu¨rliche oder ku¨nstliche Landmarken des Herzens durch optische Sensoren
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verfolgt, ko¨nnen durch Verdeckung der Landmarken die Positionsmessungen voru¨bergehend
ausfallen. Der verwendete Ansatz muss robust gegen Messausfa¨lle sein, damit der Sollwert des
Interventionspunktes fu¨r die Reglereinheit zur Bewegungssynchronisation immer zur Verfu¨gung
steht. In der Regel wird in den derzeitigen Verfahren bis auf [56] der Ausfall von Messungen
nicht na¨her betrachtet. In vielen Verfahren wird außerdem mit der Ausnahme von [12], [64],
[70] nicht diskutiert wie, ausgehend von ra¨umlich- und zeitlich diskreten Messpunkten, auf die
Position von Nichtmesspunkten geschlossen werden kann.
Neben der Bewegungsverfolgung spielt auch die Pra¨diktion der Herzoberfla¨chenposition eine
entscheidende Rolle, um die Sollwerte fu¨r die Regler zu generieren. Ein Pra¨diktionsmecha-
nismus dient dazu, die auftretenden Latenzen, die durch Berechnungen und den Informati-
onsfluss innerhalb der Einheiten des Chirurgiesystems auftreten, zu u¨berbru¨cken, damit die
Instrumentenspitze relativ zur Herzoberfla¨che ohne Verzo¨gerung synchronisiert werden kann.
Im Folgenden werden zuerst die Verfahren vorgestellt, in denen optische Sensoren zum Ein-
satz kommen, und danach Verfahren, die keine optischen Sensoren verwenden. Dabei soll auch
kurz auf die jeweiligen Mechanismen zur Pra¨diktion eingegangen werden und ob die Verfahren
Unsicherheiten des Messverfahrens oder in der Modellierung der Herzbewegung beru¨cksichtigen.
Verfahren mit Einsatz optischer Sensoren
In [54] wurde eine Master-Slave-Einheit zur Bewegungssynchronisation auf 2D-Positionen aufge-
baut. Mit Hilfe einer Kamera wird die 2D-Postion eines Referenzpunkts erfasst, die als Feedback-
Signal fu¨r die Reglereinheit des Manipulators dient. Der adaptive Bewegungskompensationsan-
satz von [74] filtert zur Pra¨diktion die periodische Herzoberfa¨chenbewegung. Zur Messung der
Oberfla¨chenverschiebung wird ein festinstalliertes faseroptisches Sensorsystem verwendet, dass
den Abstand zwischen Sensor und der Herzoberfla¨che entlang seiner eigenen Achse misst. Fu¨r
die Beschreibung der Oberfla¨chenbewegung auf dieser Achse wird ein Verschiebungsmodell mit
gewichteten Fourierreihen genutzt. Somit kann also fu¨r keinen bestimmten Oberfla¨chenpunkt
die Bewegung dauerhaft pra¨diziert werden. Bei [54] und [74] wird nicht auf mo¨gliche Probleme
bei der Verdeckung der Markierungen bzw. des optischen Sensors eingegangen.
In der Arbeit von [56] wird davon ausgegangen, dass das Interventionsgebiet mechanisch sta-
bilisiert ist. Es werden mehrere natu¨rliche Landmarken in 2D-Bildern einer Kamera verfolgt
und pra¨diziert. Zur Pra¨diktion der Bewegung der Landmarken auf den 2D-Bildern wird auf
vorherig beobachtete Trajektorien der Landmarken in x- und y-Richtung, des Atmungssignals
und des EKGs zuru¨ckgegriffen. Die Merkmale werden auch bei kurzen zeitlichen Verdeckungen
robust verfolgt. Die Verschiebung einer Landmarke wird dabei individuell durch ein affines Be-
wegungsmodell beschrieben und steht dabei in keinem physikalischen Zusammenhang zu den
anderen Landmarken.
Von [35] wird zum Lernen und Pra¨dizieren der Herzbewegung ein pra¨diktiver Regler vorgestellt.
Fu¨r den Reglerentwurf wird angenommen, dass sich ein Teil der Herzbewegung aus dem pe-
riodischen Atemsignal und der restliche Anteil sich aus der quasi-periodischen Eigenbewegung
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des Herzens zusammensetzt. In der Arbeit wurde ein Roboterarm mit sechs Freiheitsgraden
entwickelt, der basierend auf dem Regler eine Instrumentenspitze mit einem oszillierenden Zie-
lobjekt synchronisiert. Das Zielobjekt und das Instrument sind mit ku¨nstlichen Markierungen
versehen und werden durch eine Kamera verfolgt. Eine Ausnahmebehandlung bei Verdeckung
der Markierungen wird nicht diskutiert.
Die globale Herzbewegung wird in [21] nicht, wie in den Verfahren von [35], [74] und [13], als
zwei unabha¨ngige Komponenten gesehen, sondern sie setzt sich aus einer Atmungskomponente
und der Herzzyklusbewegung, abha¨ngig vom Lungenvolumen, zusammen. Zur Identifikation des
Herzbewegungsmodells fu¨r einen betrachteten Punkt werden visuelle Messungen, EKG-Signal
und Lungenvolumen benutzt. Das zu pra¨dizierende Interventionsareal wird mechanisch stabili-
siert. Auf der fu¨r die Kamera sichtbaren Oberfla¨che des Stabilisators sind vier ku¨nstliche Mar-
kierungen angebracht. Somit wird als Positionsmessung der Marker auf dem Stabilisator ver-
wendet, nicht aber verschiedene Messpunkte von der Herzoberfla¨che. Wie eine Rekonstruktion
der Herzoberfla¨che durchgefu¨hrt werden kann, wird nicht diskutiert.
Zur Stabilisierung der Anzeige fu¨r den Chirurgen bei Herzoperationen wird in [70] ein virtuelle
Bewegungskompensation vorgestellt. Das Rendering der stabilisierten Anzeige erfolgt auf der
zuvor erfassten Herzoberfla¨chendeformation fu¨r einzelne hervorstechende Oberfla¨chenpunkte
aus den Laparoskopiebildern und einer sich virtuell bewegenden Kamera. Die virtuelle Kamera
wird relativ zu einem verfolgten Zielpunkt bewegt. Zum Rendering wird die Herzoberfla¨che in
der Umgebung des Zielpunkts, anstatt wie in [69] eine dichte Tiefenkarte zu erstellen, approxi-
mativ mit einer Splinefla¨che erfasst. In den Ergebnissen von [70] spiegelt sich wieder, dass die
perspektivische Projektion nicht immer korrekt ist. Im Zielpunkt ist eine geringe Abweichung zu
erkennen, wa¨hrend fu¨r die anderen verfolgten Merkmale große Abweichungen zu sehen sind. Die
Rekonstruktionsgenauigkeit fu¨r mehrere Zielpunkte oder Nichtmesspunkte werden nicht evalu-
iert. Ebenso werden Problemlo¨sungen bei Ausfall von Positionsmessungen durch Verdeckungen
nicht diskutiert.
Verfahren ohne Einsatz optischer Sensoren
In den Arbeiten von [78], [16] und [13] wurden Bewegungssynchronisationsalgorithmen vorge-
stellt, die keine optischen Sensoren verwenden, um die Herzbewegung zu erfassen. Eine robo-
tergestu¨tzte Nachfu¨hrung eines Instrumentes mit dem schlagenden Herzen auf der Basis von
2D-Ultraschallbildern wird in [78] gezeigt. Die Reglereinheit nutzt die Lageinformation des In-
strumentes die aus den 2D-Schichtbildern generiert wird, um das Instrument relativ zu einen
fest definierten Referenzpunkt im 2D-Schichtbild zu synchronisieren. Die Nachfu¨hrung ist der-
zeit nicht mit einem Slave-System gekoppelt und durch die Beschra¨nkung des Referenzpunktes
auf das 2D-Schichtbild kann das Instrument nicht mit jedem beliebigen 3D-Punkt des Herzens
synchronisiert werden.
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Ein Kraft-Ru¨ckkopplungsregler speziell zum Kontakt zwischen Instrument und sich bewegen-
den Organen wird in [16] vorgestellt. Es wird ein iterativer Lernregler verwendet, der zur Be-
wegungskompensation von angenommenen periodischen Bewegungen dient. Zur Messung der
Interaktion zwischen Instrument und Organ wird ein Kraft-Drehmomentensensor benutzt. Die-
ses Verfahren kann nur eingesetzt werden, wenn ein Kontakt zum Organ hergestellt wurde, in
sonstigen Fa¨llen ist man auf optisches Feedback angewiesen.
Der pra¨diktive Regler von [13] baut auf zwei verschiedenen Reglern auf, deren Information
fusioniert wird. Eine Reglereinheit soll aus der Bewegungsmessung eines Punktes die Atembe-
wegung herausfiltern. Die zweite Reglereinheit soll die hochfrequenten Herzbewegungskompo-
nenten herausfiltern. Sie entha¨lt einen modellbasierten pra¨diktiven Regler. Als Modell dient die
Trajektorie des zu pra¨dizierenden Eingriffspunktes aus dem letzten Herzzyklus. Die Trajektorie
wird aus den Positionsmessungen eines Sonomikrometers generiert. In diesem Verfahren wird
also davon ausgegangen, dass der Interventionspunkt immer mit einem Sonomikrometer gemes-
sen werden kann, auch wenn an diesem operiert werden muss. Es ist keine Rekonstruktion der
Herzoberfla¨che mit Hilfe mehrerer Sensoren vorgesehen. Zur Bewegungspra¨diktion wird in [13]
das EKG zur Periodensynchronisation beru¨cksichtigt.
Von [24] wird ein Ansatz gezeigt, um anhand der Orientierung der Herzoberfla¨che die relative
Position und Orientierung des Instrumentes zu stabilisieren. Der Frame der Herzoberfla¨che
wird dabei relativ zu einem Frame fu¨r das Zwerchfell gesetzt und dieser wieder relativ zu einem
Initialisierungsframe auf dem OP-Tisch. Um die Parameter des Frames der Herzoberfla¨che
zu bestimmen, wird auf ein Herzbewegungsmodell zuru¨ckgegriffen, bei dem die Bewegung des
Herzens in zwei verschiedene Bewegungskomponenten aufgeteilt wird, deren Phasen als bekannt
angenommen werden. In der vorliegenden Arbeit wurde sich auf kein bestimmtes Messprinzip
beschra¨nkt, daher wurde auch keine Rekonstruktion des Interventionspunktes im Frame der
Herzoberfla¨che diskutiert.
Zusammenfassende Anmerkungen
Zusammenfassend la¨sst sich sagen, dass in den Arbeiten von [74], [35], [16], [21] das Bewe-
gungsmodell zur Pra¨diktion der Herzoberfla¨che auf gelernten periodischen Signalen, die sich
aus unterschiedlichen Komponenten des Herzbewegung zusammensetzen, aufbaut. In den Ar-
beiten von [56], [13] basiert das Bewegungsmodell zur Pra¨diktion auf den zuvor gemessenen
Trajektorien fu¨r die jeweiligen Messpunkte. In den Verfahren von [56], [70], [21] wird vor-
ausgesetzt, dass eine Stabilisierung des Interventionsgebietes vorgenommen wird und die zu
scha¨tzende Auslenkung sich nur auf wenige mm beschra¨nkt. In keinem der oben aufgefu¨hrten
Ansa¨tze werden die physikalische Beziehung zwischen den Messpunkten bzw. die Materialpara-
meter der elastischen Herzoberfla¨che beru¨cksichtigt. Obwohl alle Modelle eine Approximation
der Herzbewegung vornehmen, wird keine durch die Approximation auftretende Modellunsi-
cherheit beru¨cksichtigt. Ebenfalls beru¨cksichtigt keines der Verfahren Messunsicherheiten, die
bei allen Messprinzipien vorhanden sind. In den Verfahren von [54], [74], [56], [35], [70] ko¨nnen
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keine Positionsmessungen von Materialpunkten der Herzwand, die nicht an der Herzoberfla¨che
zu sehen sind, beru¨cksichtigt werden. Somit ko¨nnen auch keine Messungen von 3D-bildgebenden
Verfahren wie MRT oder CT beru¨cksichtigt werden.
1.4 Eigener Lo¨sungsansatz
Wie in Kapitel 1.2 beschrieben, konzentriert sich die vorliegende Forschungsarbeit auf die
Module
”
Scha¨tzung der Herzbewegung“ und
”
Bildverarbeitung“ des Gesamtkonzepts fu¨r ein
robotergestu¨tztes Chirurgiesystem mit Bewegungskompensation (s. Abbildung 1.1).
Zur Scha¨tzung und Rekonstruktion der verteilten Herzoberfla¨chenbewegung wird ein Bewe-
gungsmodell hergeleitet, das die Deformation und Elastizita¨t der Herzwand beschreibt. In dem
Bewegungsmodell wird die Geometrie der Herzwand approximativ durch mehrere miteinan-
der verknu¨pfte dicke, bewegbare Membranen repra¨sentiert. Die 3D-Bewegung der Membranen
wird durch ein System von gekoppelten, linearen partiellen Differentialgleichungen beschrieben,
welche sich, basierend auf der Elastizita¨tstheorie, bei der Annahme von isotropem, linear elas-
tischem Materialverhalten herleiten lassen. Die Membranen ko¨nnen sich je nach Vorgabe der
Randbedingung entweder in x-, y- und z-Richtung frei bewegen oder sind an einer Seite fest
verankert, um die Klappen des Herzens, z. B. die Aortenklappe oder die Mitralklappe, zu mo-
dellieren. Zur Beschreibung der Kontraktions- und Erschlaffungsphase des Herzens werden die
Membranen mittels eines Kra¨ftemodells deformiert, dessen Parameter identifiziert wird. Auf der
Basis dieses Bewegungsmodells werden ein Systemmodell und ein Messmodell hergeleitet. Das
Systemmodell dient dazu, den Modellzustand vorwa¨rts zu propagieren. Mit Hilfe des Messmo-
dells wird der Zustand auf die Positionsmessungen von Landmarken der Herzoberfla¨che abge-
bildet. Zur Herleitung des Systemmodells wird zuerst der Berechnungsraum des PDE-Systems,
basierend auf der Finiten-Elemente-Methode, ra¨umlich diskretisiert. Durch die Approximation
der Lo¨sungsfunktion mit globalen Funktionen entsteht ein Residuum, das mit Hilfe des Galerkin-
Verfahrens minimiert wird. Durch Anwendung des Galerkin-Verfahrens und der ra¨umlichen Dis-
kretisierung durch finite Elemente kann das gekoppelte, linear, verteilt-parametrische System
in eine Bank aus gekoppelten, linear, konzentriert-parametrischen Systemen transformiert wer-
den. Auf Grundlage des Systemmodells, des Messmodells und der Beru¨cksichtigung von System-
und Messunsicherheiten wird der Zustand des konzentriert-parametrischen Systems mit Hilfe
des Kalmanfilters gescha¨tzt. Basierend auf dem gescha¨tzten Zustand des PDE-Systems kann
nun fu¨r jeden beliebigen Nichtmesspunkt die Herzoberfla¨che rekonstruiert werden und somit
auch am Interventionspunkt.
Zur Realisierung des Moduls
”
Bildverarbeitung“ werden Positionsmessungen von ku¨nstlichen
Markern, die auf die Herzoberfla¨che aufgebracht werden (siehe Abbildung 1.2), mit Hilfe eines
Stereokamerasystems zur Verfu¨gung gestellt. Die Positionsmessungen der Landmarken dienen
zum Einen der Initialisierung der Herzgeometrie und zum Anderen der Verbesserung der Zu-
standsscha¨tzung des Herzbewegungsmodells. Zum Verfolgen der ku¨nstlichen Marker wurde eine
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Bildverarbeitungssoftware entwickelt. Nach Feststellung der internen- und externen Kamera-
parameter werden die Marker auf den Kamerabildpaaren segmentiert, paarweise zugeordnet
und ihre Position mittels 3D-Rekonstruktion berechnet. Um die ku¨nstlichen Marker in einer
Bildsequenz eindeutig zu identifizieren und sie nach auftretenden Sto¨rungen, wie Verdeckun-
gen oder nach Segmentierungsfehlern wieder zu finden, werden die Positionsscha¨tzungen des
Herzbewegungsmodells verwendet. Basierend auf der parametrischen Dichtebeschreibung des
vorwa¨rtspropagierten Systemzustands wird der Suchraum fu¨r den jeweiligen Marker im rechten
und linken Kamerabild eingeschra¨nkt. In dieser Arbeit steht hauptsa¨chlich der Entwurf eines
modellbasierten Scha¨tzverfahrens und die einfach durchzufu¨hrende Evaluierung mittels eines
Stereokamerasystems im Vordergrund. Es ist denkbar, die optischen Sensoren durch ein an-
deres geeignetes Messverfahren zu ersetzen bzw. zu erga¨nzen, z. B. durch Ultraschall, MRT,
sonometrischen Sensoren, Beschleunigungssensoren.
Zur Initialisierung des Herzbewegungsmodells wird die Herzgeometrie, im speziellen die Geo-
metrie der Herzwand, durch verschiedene Membranelemente approximiert. Die Form und Lage
der Membranelemente wird durch einzelne Landmarken von der Herzoberfla¨che bzw. von ange-
nommenen Messpunkten, die auf der Herzinnenwand liegen, bestimmt. Die Lage aller u¨brigen
Landmarken, die als Messpunkte der Herzoberfla¨chenposition dienen ko¨nnten, werden relativ
zu den Membranelementen erfasst.
Um fu¨r die Evaluierung des modellbasierten Scha¨tzverfahrens nicht sta¨ndig auf Tierversuche
angewiesen zu sein, wurde eine Simulationsumgebung mit einem ku¨nstlichen Herzen aufge-
baut. Mittels eines Luftdrucksystems kann durch Volumenvariation des ku¨nstlichen Herzens
eine menschena¨hnliche Herzbewegung simuliert werden.
1.5 Kapitelu¨bersicht
Es folgt die U¨bersicht u¨ber den Inhalt der einzelnen Kapitel.
In Kapitel 2 wird die Physiologie des Organs Herz na¨her betrachtet, um einen Einblick zu be-
kommen, welcher Teilbereich des Herzens modelliert wird. Daran anschließend werden die Bewe-
gungsgleichungen zur Beschreibung der Herzbewegung hergeleitet, welche durch ein System von
partiellen Differentialgleichungen repra¨sentiert werden. Dann wird, basierend auf der Finiten-
Elemente-Methode, das Systemmodell zum Vorwa¨rtspropagieren des Zustands des Herzbewe-
gungsmodells hergeleitet und das Messmodell, bei dem der Zustand auf Messungen abgebildet
wird, definiert. Basierend auf dem Modellzustand wird die Rekonstruktionsgleichung fu¨r die
Herzoberfla¨che an beliebigen Interventionspunkten angegeben.
In Kapitel 3 wird das in dieser Arbeit verwendete modellbasierte stochastische Scha¨tzverfahren
vorgestellt. Auf Grundlage des hergeleiteten linearen System- und Messmodells, der Beru¨ck-
sichtigung von System- und Messunsicherheiten wird der Zustand des Systemmodells mit Hilfe
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eines linearen Scha¨tzverfahrens gescha¨tzt. Es wird beschrieben, wie die parametrisierte Vertei-
lungsdichtefunktion des Zustands dazu verwendet wird die Herzoberfla¨chenposition fu¨r beliebige
Interventionspunkte zu scha¨tzen und zu rekonstruieren.
In Kapitel 4 wird die in dieser Arbeit verwendete Evaluierungsumgebung fu¨r den modellbasier-
ten Bewegungsscha¨tzer vorgestellt. Die Evaluierungsumgebung entha¨lt ein ku¨nstliches Herz, das
mittels eines Luftdrucksystems bewegt werden kann. Zur Erfassung von Informationen u¨ber die
Bewegung des ku¨nstlichen Herzens werden zwei verschiedene Messverfahren verwendet. Zum
Einen wird ein Stereokamerasystem dazu benutzt, die ku¨nstlichen Landmarken der Herzober-
fla¨che zu verfolgen und Positionsmessungen zur Verfu¨gung zu stellen. Zum Anderen wird ein
Drucksensor dazu benutzt, den Druck im ku¨nstlichen Herzen zu messen. Es wird erla¨utert, wie
die Drucksensordaten zur Identifizierung der Parameter des Systemeingangs benutzt werden.
In Kapitel 5 wird dargelegt, wie der modellbasierte Herzbewegungsscha¨tzer bezu¨glich der Eva-
luierungsumgebung initialisiert wird. Nach der Approximation der Herzgeometrie erfolgt die
Initialisierung des System- und Messmodell des Bewegungsscha¨tzers bezu¨glich einer beobach-
teten Bewegungssequenz des ku¨nstlichen Herzens. Von der beobachteten Bewegungssequenz
wird ein Testdatensatz erstellt, der die Stereobilddaten, die 3D-Positionsdaten von Landmar-
ken und die Drucksensordaten entha¨lt. Um den Bewegungsscha¨tzer vollsta¨ndig zu initialisieren,
werden noch die Momente der stochastischen Prozesse angegeben und die Identifizierung der
Materialparameter des Herzbewegungsmodells vorgenommen.
In Kapitel 6 werden die erzielten Rekonstruktionsergebnisse mit dem modellbasierten Herzbewe-
gungsscha¨tzer dargelegt. Zur prinzipiellen Funktionsu¨berpru¨fung wird zuerst eine Evaluierung
auf dem Testdatensatz ohne Kopplung des Bewegungsscha¨tzers mit der Bildverarbeitungssoft-
ware durchgefu¨hrt. Anschließend erfolgt eine Evaluierung auf dem Testdatensatz, wobei der Be-
wegungsscha¨tzer und die Bildverarbeitungssoftware verkoppelt werden. Zur Evaluierung wird
auch die Verdeckung von Landmarken durch Chirurgieinstrumente simuliert.
Kapitel 7 entha¨lt die Zusammenfassung und den Ausblick.
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KAPITEL 2
Physiologie des Herzens und approximatives
Herzbewegungsmodell
In diesem Kapitel steht das Organ Herz im Mittelpunkt, dessen Bewegung fu¨r die Durchfu¨hrung
einer Bewegungssynchronisation von Instrumenten modelliert und an Interventionspunkten ge-
scha¨tzt werden soll. Zuna¨chst wird in Kapitel 2.1 die Physiologie und Anatomie des Organs
Herz na¨her beschrieben und diskutiert, welche Komponenten des Herzens in dieser Arbeit mo-
delliert werden. In Kapitel 2.2 wird ein U¨berblick u¨ber die aktuelle Forschung zur Modellie-
rung von Herzbewegungen gegeben. Zur Beschreibung der Herzbewegung wird in dieser Arbeit
ein physikalisch-basiertes Herzbewegungsmodell verwendet. Basierend auf der Kontinuumsme-
chanik werden Bewegungsgleichungen hergeleitet, die das elastische Materialverhalten eines
Ko¨rpers beru¨cksichtigen und die Deformation eines Ko¨rpers unter Anwendung externer Kra¨fte
beschreiben. Die Bewegungsgleichungen werden durch ein System von partiellen Differentialglei-
chungen ausgedru¨ckt, deren Herleitung in Kapitel 2.3 kurz umrissen wird. Da eine analytische
Lo¨sung der Gleichungen nur in Ausnahmefa¨llen mo¨glich ist, mu¨ssen sie mittels numerischer Ver-
fahren gelo¨st werden. Als numerisches Verfahren wird die Finite-Elemente-Methode verwendet,
worauf in Kapitel 2.4 na¨her eingegangen wird. Unter Anwendung der Finiten-Elemente-Methode
und der Zeitdiskretisierung wird ein zeitdiskretes Systemmodell hergeleitet. Das Systemmodell
dient zum Vorwa¨rtspropagieren des Zustands des Herzbewegungsmodells. Basierend auf der
zeitdiskreten Lo¨sung der partiellen Differentialgleichung kann die Rekonstruktion der Herzo-
berfla¨che an nichtmessbaren Interventionspunkten vorgenommen werden (siehe Kapitel 2.4.4).
In Kapitel 2.4.5 wird ein Messmodell definiert, in dem der Zustand auf Positionsmessungen
abgebildet wird.
2.1 Physiologie des Herzens
Das kardiovaskula¨re System des Menschen ist ein Transportsystem fu¨r Sauerstoff, Kohlendioxid
und Na¨hrstoffe, welche mit Hilfe des Bluts zu den Organen und Muskeln des Ko¨rpers hintrans-
portiert oder von ihnen wegtransportiert werden. Das kardiovaskula¨re System besteht aus zwei
Teilen: dem Lungenkreislauf (pulmonare Zirkulation) und dem Ko¨rperkreislauf (systemische
Zirkulation). Beide Zirkulationen sind mit dem Herzen verbunden. Das Hohlorgan Herz (siehe
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Abbildung 2.1) besteht aus einer rechten und linken Ha¨lfte (rechtes und linkes Herz) mit jeweils
zwei Kammern. Die vier Kammern werden jeweils mit rechtes bzw. linkes Atrium und rechter
Abbildung 2.1: Anatomie des Herzens [5].
bzw. linker Ventrikel (RV, LV) bezeichnet. Durch den linken Ventrikel wird das Blut, welches
mit Sauerstoff und Na¨hrstoffen angereichert ist, u¨ber die Aortenklappe in die Aorta gepumpt.
In den Kapillaren diffundieren Sauerstoff und Na¨hrstoffe in die Organe oder Muskeln. In den
Muskeln wird der Sauerstoff in Kohlendioxid umgewandelt, welcher dann u¨ber die Kapillaren
an die Venu¨len gelangt und von den Venu¨len in die Venen. Die Venen transportieren das sau-
erstoffarme Blut wieder zuru¨ck zum Herzen. Die Verzweigungen der Venen mu¨nden entweder
in der unteren Hohlvene (Vena Cava Inferior) oder in der oberen Hohlvene (Vena Cava Supe-
rior), welche direkt an das Atrium des rechten Herzens angeschlossen sind. Das Blut gelangt
vom rechten Atrium u¨ber die Trikuspidalklappe in den rechten Ventrikel. Der rechte Ventrikel
pumpt das Blut u¨ber die Pulmonalklappe in die Lungenarterien. Das sauerstoffarme Blut ge-
langt so in die Gefa¨ße der Lunge, wo das Kohlendioxid durch Sauerstoff ausgetauscht wird. Das
nun mit Sauerstoff angereicherte Blut fließt von den Lungen u¨ber die Lungenvenen zuru¨ck in
das linke Atrium. Von dem linken Atrium wird das Blut u¨ber die Mitralklappen in den linken
Ventrikel weitergeleitet. Der Kreislauf beginnt nun wieder von vorne. Die Herzwand besteht
aus Muskelgewebe, das Myokard genannt wird. Das Myokard ist außen und innen mit einer
du¨nnen Gewebeschicht umgeben, die Epikard und Endokard genannt wird. Durch rhythmische
Wechsel von Austreibungsphase (Systole) und Erschlaffungsphase (Diastole) des Herzens wird
das kardiovaskula¨re System angetrieben.
Das menschliche Herz kontrahiert 60/min - 80/min, dass sind ca. 100000 Herzschla¨ge pro Tag.
Die Erregungsbildung fu¨r die Kontraktion findet im Sinusknoten statt. Der Sinusknoten liegt
im rechten Atrium an der Einmu¨ndung der oberen Hohlvene des Herzens. Die elektrische Er-
regung breitet sich zuna¨chst u¨ber die beiden Vorho¨fe aus und bewirkt eine Vorhofkontraktion.
Durch eine Vorhofkontraktion wird die Ventrikelbefu¨llung gefo¨rdert. Die Erregung wird dann
mit gewisser Verzo¨gerung u¨ber die Atrioventrikularknoten (AV-Knoten) an die Herzkammern
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weitergeleitet. In die Herzkammern gelangen die Impulse durch das HIS-Bu¨ndel, bestehend aus
einem linken und rechten Kammerschenkel schnell an die Muskulatur der Herzkammern. Die
Kammeraschenkel gehen in Richtung Apex des Herzens und verzweigen sich in ein komple-
xes Netzwerk auf sogenannten Purkinje-Fasern. Die Fasern leiten die ventrikula¨re Kontraktion
ein. Die direkte Erregungsausbreitung von den Vorho¨fen auf die Herzkammern wird durch eine
nicht reizbare Gewebeabgrenzung verhindert. Der einzige Weg zur Erregungsausbreitung der
Herzkammern fu¨hrt u¨ber die AV-Knoten und das HIS-Bu¨ndel. Diese Konstruktion fu¨hrt zur
Kontraktionsverzo¨gerung zwischen den Vorho¨fen und den Ventrikeln.
Mit Hilfe des Elektrokardiogramms (EKG) la¨sst sich die integrale elektrische Aktivita¨t der
Herzmuskelfasern mittels Elektroden an der Ko¨rperoberfla¨che messen. Ein EKG hat den in Ab-
bildung 2.2 dargestellten charakteristischen Verlauf. Die P-Welle tritt bei Erregungsausbildung
in den Vorho¨fen auf. Auf der Strecke PQ wird die Erregung auf die Herzkammern u¨bergeleitet.
Die Erregung des Kammermyokards wird durch den QRS-Komplex signalisiert. U¨ber die Stre-
cke ST ist die gesamte Kammermuskulatur gleichma¨ßig erregt. Wird eine T-Welle angezeigt,
dann findet die Erregungsru¨ckbildung statt.
mV
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Abbildung 2.2: Elektrokardiogramm (EKG).
Die Herzmuskulatur wird durch sogenannte Koronararterien mit Sauerstoff und Na¨hrstoffen
versorgt. Lagern sich in den Blutgefa¨ßen des Ko¨rpers, und somit auch in den Koronararteri-
en, zunehmend Fette, Eiweiße und Mineralstoffe ab, wird der Gefa¨ßdurchmesser stark verrin-
gert. Wenn dies schneller vonstatten geht, als normale Abnutzungserscheinungen, nennt man
dies Arteriosklerose. Bei an Arteriosklerose leidenden Patienten werden Gewebeteile, wie z. B.
auch der Herzmuskel, mit weniger Sauerstoff versorgt. Es besteht die Gefahr, dass schon kleine
Blutgerinnsel dazu fu¨hren, die Koronargefa¨ße zu verstopfen. Bei einer Verstopfung wird die
Herzmuskulatur von der Versorgung abgeschnitten, was zum Infarkt fu¨hrt. Um das betroffene
Gewebe wieder mit ausreichend Blut versorgen zu ko¨nnen, sind sogenannte Bypass-Operationen
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notwendig, bei denen die Verschlu¨sse oder verengten Gefa¨ße durch ko¨rpereigenen Blutgefa¨ßer-
satz u¨berbru¨ckt werden. Als Blutgefa¨ßersatz ko¨nnen z. B. die Brustwandarterie, Venenstu¨cke
aus Ober- oder Unterschenkel dienen.
Um eine Bewegungssynchronisation von Instrumenten bei einer Operation am schlagenden Her-
zen, wie die oben angefu¨hrte Bypass-Operation, durchzufu¨hren, muss die Bewegung des Her-
zens modelliert und fu¨r die Interventionspunkte gescha¨tzt werden ko¨nnen. Bei einer Bypass-
Operation liegen die Interventionspunkte auf der oder unter der Herzoberfla¨che. Im Rah-
men dieser Arbeit wird daher die Bewegung der Herzwand bestehend aus Epikard, Myokard
und Endokard ohne die Herzscheidewand beschrieben. Die Erregungsausbreitung bzw. Erre-
gungsru¨ckbildung mit anschließender Kontraktion bzw. Erschlaffung der Herzmuskelfasern,
sowie der Blutstrom durch das Herz, der auf die Herzwand Druck ausu¨ben kann, wird aus
Komplexita¨tsgru¨nden nicht betrachtet.
2.2 Bekannte Ansa¨tze fu¨r die Modellierung der Herzbewegung
Ein Ziel der medizinischen Bildverarbeitung ist es, Herzkrankheiten zu diagnostizieren, um not-
wendige Behandlungen einleiten zu ko¨nnen. Fu¨r die Diagnose wird die Herzbewegung analysiert
und aussagekra¨ftige Herzparameter bestimmt. Damit das medizinische Personal die Bewegungs-
analyse computergestu¨tzt durchfu¨hren kann, werden ha¨ufig deformierbare Modelle verwendet,
um die individuelle Herzgeometrie zu repra¨sentieren, die Gewebera¨nder zu segmentieren, ana-
tomische Landmarken einander zuzuordnen und die Bewegungen der Herzstruktur zu verfolgen.
Zum Entwurf von deformierbaren Modellen ko¨nnen unterschiedliche Ansa¨tze herangezogen wer-
den. Die Publikationen von [29], [48] geben einen guten U¨berblick u¨ber die diversen Verfahren.
Im Nachfolgenden soll exemplarisch auf stochastisch und physikalisch-basierte Modelle ein-
gegangen werden, da die vorliegende Arbeit thematisch gesehen in diese beiden Teilbereiche
fa¨llt.
Die Idee von stochastischen Formmodellen [19] basiert darauf, dass sich das Modell nur soweit
deformieren muss, wie es charakteristisch fu¨r die zu repra¨sentierende Objektklasse ist. Auf der
Basis von Trainingsdaten werden verschiedene Muster der Variabilita¨t gelernt, die dann zur
Erstellung des Formmodells verwendet werden. Die Trainingsdaten bestehen aus einer Menge
von Merkmalspunkten, die in den Bildern des sich bewegenden Objektes eindeutig identifi-
ziert werden mu¨ssen. Auf der Basis dieser Punktemenge wird pro Merkmal ein parametrisiertes
Punktverteilungsmodell hergeleitet, welches die durchschnittliche Position und die Moden der
Variation, basierend auf der Hauptmodenanalyse, angibt. Statistische 3D-Formmodelle werden
in der medizinischen Bildverarbeitung zur automatischen Segmentierung von Schichtdatensa¨t-
zen der Echokardiographie [19], von MRT-Mehrschichtdatensa¨tzen [30], [71], [47], oder von
CT-Mehrschichtdatensa¨tze [31] eingesetzt. In [31] wird z. B. ein Oberfla¨chenmodell des Myo-
kards erstellt, um Auswurfsfraktion, Schlagvolumen und Wanddicke zu erfassen. Die Parame-
ter zur Beschreibung der Modellpunktbewegungen wurden an das Ventrikelvolumen gekoppelt.
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Um die lokalen Deformierungen zu beru¨cksichtigen, mu¨ssen stochastische Modelle entsprechend
angepasst werden [31].
Mit Hilfe von physikalisch-basierten Modellen ko¨nnen im Gegensatz zu rein geometrischen oder
kinematischen Modellen zusa¨tzliche Bedingungen, wie z. B. physikalische Gesetze oder Mate-
rialeigenschaften, betrachtet werden. Aufgrund der initialisierten Geometrie, der Dynamik und
der materiellen Eigenschaften kann die nicht starre Bewegung eines physikalischen Objektes
beschrieben werden. Ein Hauptproblem stellt die Berechnung der externen Kra¨fte dar, die auf
den Ko¨rper wirken mu¨ssen, um ihn zu deformieren.
Basierend auf der Elastizita¨tstheorie fu¨hrte [73] auf dem Gebiet der Computergraphik konti-
nuierliche deformierbare Modelle fu¨r Ko¨rper, Oberfla¨chen und Kurven ein. Zur Formulierung
der Bewegungsgleichungen wurden auf die Lagrange’schen Gleichungen zuru¨ckgegriffen, welche
die Bewegung von Materialpunkten mittels kinetischer, potentieller Energie und verrichteter
Arbeit durch externe Kra¨fte beschreibt. Die Bewegungsgleichungen werden mittels der Finiten-
Elemente-Methode gelo¨st. Der Ansatz wurde in [49] verwendet, um in CT-Bildern die Oberfla¨che
des LV zu segmentieren und das Volumen des LV zu verfolgen. Das Volumen wird durch eine
du¨nnwandige Kugel als Ballonmodell repra¨sentiert. Um es an die Daten anzupassen, werden die
externen Kra¨fte, basierend auf den Distanzen der gemessenen Datenpunkte zum Modell oder
basierend auf den Gradienten der Bildpotentialfunktion, berechnet.
Planare Deformationsmodelle, wie z. B. die sogenannten Snakes von [43], werden zur Lokali-
sierung und approximativen Formbeschreibung von Konturen in Bildern verwendet. Es werden
energieminimierende Splines benutzt, die durch interne und externe Energien gelenkt werden.
Es ko¨nnen die mechanischen Eigenschaften Steifigkeit und Elastizita¨t beru¨cksichtigt werden. In
den Arbeiten von [81], [79], [7], [18] wurde dieser Ansatz zum Verfolgen der Konturen des LV
in MRT-Bildern weiterentwickelt. In [18] wurden die mit Snakes extrahierten 2D-Kurven dazu
benutzt ein 3D-Ballonmodell des LV zusammenzusetzen. Basierend auf detektierten Kanten aus
MRT-Bildern wird das Zugkraftpotential berechnet, um das Ballonmodell zu deformieren. Zur
ra¨umlichen Diskretisierung der energieminimierenden Oberfla¨che wird die FDM und die FEM
genutzt.
In [81] werden aus dem Tagging-MRT gewonnene 3D-Verschiebungsdaten von markierten Ge-
webestrukturen dazu benutzt, das Finite-Elemente-Modell eines LV anzupassen. Zur Berech-
nung der Verzerrungen der finiten Elemente werden dabei keine Bewegungsgleichungen genutzt,
sondern Zuordnungsbedingungen, die mittels der Methode kleinster Quadrate gelo¨st werden.
Das biomechanische Modell von [57] kann fu¨r LV-Daten aus beliebigen 3D-bildgebenden Verfah-
ren, wie z. B. MRT, CT genutzt werden. Zur Beschreibung der Deformation wird ein transversal
elastisches Material angenommen, um die Steifigkeit in Richtung Muskelfasern beru¨cksichtigen
zu ko¨nnen. Der Wechsel des Spannungszustands wird der internen Energie gleichgesetzt, welche
dann zur Formulierung der Wahrscheinlichkeitsdichtefunktion fu¨r den Deformierungszustand
dient. Ein Kra¨ftemodell fu¨r die Knoten der finiten Elemente ist nicht vorgesehen.
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Als physikalisch-basiertes Modell werden in [51] ebenfalls die Lagrange’schen-Bewegungsglei-
chungen genutzt, die mittels der FEM-Methode gelo¨st werden. Fu¨r die Herleitung eines volu-
metrischen Modells werden Geometriebeschreibungen von deformierbaren Superquadriken mit
der physikalischen Beschreibung zusammengefu¨hrt. Die zu scha¨tzende Zustandsvariable um-
fasst die Translation und Rotation der Superquadriken, die Parameter der Superquadriken und
die lokalen Deformierungsparameter der finiten Elemente. In [51] werden verschiedene Ansa¨tze
zur Berechnung der Kra¨fte fu¨r physikalisch-basierte Modelle aufgefu¨hrt. Die Kra¨fte ko¨nnen zum
Beispiel aufgrund von Distanzen verschiedener Datenpunkten relativ zum Modell, basierend auf
Bildpotentialen oder basierend auf Kollisionen mit starren oder nicht-starren Ko¨rpern berech-
net werden. Wird die externe Kraft nicht direkt auf visuellen Datenpunkten berechnet, kann die
Diskrepanz zwischen der Zustandsscha¨tzung des Bewegungsmodells und einer Messung, die auf
den Zustand abgebildet ist, entsprechend gewichtet und als externe Kraft angenommen werden.
In [51] wurde die Kra¨fteberechnung fu¨r MRI-SPAMM Datenpunkte vom Herzen angewendet.
In dem Ansatz von [58] werden die Bewegungsgleichungen ebenfalls durch FEM gelo¨st. Aufbau-
end auf einer Modalen Analyse werden aber in Unterschied zu [51] nur bestimmte Vibrations-
moden ausgewa¨hlt, die eine Deformation eines Objektes in einer lokalen Region beschreiben.
Die Deformationsparameter fu¨r die FEM-Knotenpunkte werden basierend auf zweidimensiona-
len optischen Flussmessungen des zu verfolgenden Objektes mittels des Kalmanfilters gescha¨tzt.
Als Kra¨ftemodell fu¨r die Verschiebung wird eine ku¨nstliche Gravitationskraft angenommen. Der
Ansatz wurde zur Verfolgung der Ko¨rperbewegungen von Personen oder der Bewegung des Her-
zens verwendet. In [72] wurde die Methode von [58] fu¨r das Tracking von Gesichtsbewegungen
erweitert. Es werden hier die Deformationsparameter von verbundenen Patches gescha¨tzt, wo-
bei kein Kra¨ftemodell angenommen wird. Die physikalischen Modelle von [58], [72] werden im
Sinne des Bewegungstrackings verwendet und sind nicht hinsichtlich der Rekonstruktionsgenau-
igkeit einer zu verfolgenden Region erforscht worden. Zur Verbesserung der Zustandsscha¨tzung
werden nur Messungen von den Knotenpunkten der lokalen Regionen beru¨cksichtigt, nicht aber
Messungen von Nicht-Knotenpunkten.
Die elastische Herzoberfla¨che wird in dem Ansatz von [55] durch ein Netz von virtuellen Massen,
die durch Federn verbunden sind, modelliert. Zur Reduktion der Parameter kommt ebenfalls
die Modale Analyse zum Einsatz. Die Kraft zur Deformation des Oberfla¨chenmodells wird aus
dem Abstand zweier korrespondierender Bildpunkte in zwei aufeinanderfolgenden CT-Bildern
berechnet.
Die oben aufgefu¨hrten Arbeiten werden hauptsa¨chlich dazu verwendet, die Strukturbewegung
des Herzens im Gesamten bei hohen Freiheitsgraden zu erfassen, zu visualisieren und cha-
rakteristische Herzparameter abzuleiten. Es ist nicht vorgesehen, nur bestimmte Teilbereiche
wie z. B. die zum Interventionsgebiet zugeho¨rige Herzwand, zu segmentieren und die Mess-
daten wa¨hrend der Durchfu¨hrung einer Operation am schlagenden Herzen zur Verfu¨gung zu
stellen. Die verwendeten deformierbaren Modelle sind in der Regel nicht hinsichtlich der Re-
konstruktionsgenauigkeit an Nichtmesspunkten bzw. an Interventionspunkten, wie es fu¨r einen
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Eingriff mit einem robotergestu¨tzten Chirurgiesystem mit Bewegungskompensation erforderlich
ist, erforscht worden.
In dieser Arbeit ist es das Ziel eine Herzbewegung, basierend auf einem physikalischen Bewe-
gungsmodell der Herzwand, zu scha¨tzen und die Position des Herzens an Interventionspunkten
zu rekonstruieren. Es wird im Speziellen die Rekonstruktionsgenauigkeit fu¨r Interventionspunk-
te bei Lo¨sung der physikalischen Gleichungen des Bewegungsmodells durch die FEM betrachtet.
Fu¨r die Zustandsscha¨tzung des Bewegungsmodells wird dabei auch auf diskrete Messungen von
Nicht-Knotenpunkten der finiten Elemente zuru¨ckgegriffen.
Die Deformation wird in dieser Arbeit nur durch lokale Parameter, ausgehend von einer in-
itialen Herzgeometrie, bestimmt. Die Herzgeometrie wird nicht, wie in den Verfahren von [51],
als eine Superquadrik dargestellt, sondern nur durch die Lage der finiten Elemente definiert.
Nach einer Assemblierung kann die gesamte Herzgeometrie mit den globalen Funktionen der
finiten Elemente ausgedru¨ckt werden. Da das Modell im Frame des Kamerakoordinatensystems
beschrieben wird und das Kamerasystem bei der Messaufnahme fest bleibt (siehe Kapitel 4.3),
wird keine Scha¨tzung von Rotation und Translation des Herzgeometrie durchgefu¨hrt.
Das externe Kraftmodell zur Deformation des Herzgeometrie wird in dieser Arbeit im Gegen-
satz zu den oben diskutierten Verfahren u¨ber die Randbedingungen des physikalischen Bewe-
gungsmodells integriert. Als externes Kraftmodell dient ein zeitvariabler Druck in Richtung
Normalenvektor auf die Innenwand des Herzens und ein ambienter Umgebungsdruck in Rich-
tung Normalenvektor auf die Außenwand des Herzens. Das Herz wird dabei als Ballonmodell
gesehen, in das Blut hineingepumpt oder aus dem Blut abgepumpt wird. Es wird angenom-
men, dass die Parameter des Kra¨ftemodells gemessen werden ko¨nnen (siehe Kapitel 4.4). Dieses
vereinfachte Kraftmodell soll in zuku¨nftigen Forschungsarbeiten erweitert werden, so dass das
Herzbewegungsmodell den gesamten Herzzyklus beschreiben kann. Ein erweitertes Kraftmodell
ko¨nnte z. B. auf der Beschreibung von Kontraktionen der Muskelfasern des Myokards aufbauen.
2.3 Elastizita¨tstheorie und daraus resultierende Bewegungsgleichungen
Zur Vereinfachung der mathematischen Beschreibung der Herzbewegung wird die Herzwand als
ein Ko¨rper mit isotropem elastischem Material gesehen, der durch a¨ußere Kra¨fte deformiert
wird. A¨ußere Kra¨fte ko¨nnen entweder Ko¨rperkra¨fte sein, die auf alle Volumenelemente des Ko¨r-
pers wirken oder Oberfla¨chenkra¨fte, die auf die Oberfla¨che der Volumenelemente des Ko¨rpers
wirken. Wird ein elastischer Ko¨rper durch a¨ußere Kra¨fte deformiert, a¨ndert sich die ausge-
glichene Position der Atome und es entstehen innere Kra¨fte. Dieser Sachverhalt wird in der
Elastizita¨tstheorie mathematisch beschrieben. Man beschreibt dabei lokal die inneren Kra¨fte
in einem deformierbaren Ko¨rper, was Spannungszustand genannt wird und zum Anderen die
lokale Deformation des Ko¨rpers, was Verzerrungszustand genannt wird.
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In Kapitel 2.3.1 und 2.3.2 wird kurz auf die Spannungsanalyse und Verzerrungsanalyse einge-
gangen. In der Spannungsanalyse wird der Spannungszustand definiert und die Gleichgewichts-
bedingung in einem Volumenelement betrachtet. In der Verzerrungsanalyse wird der Verzer-
rungszustand definiert. Der Spannungszustand und der Verzerrungszustand werden u¨ber das
Elastizita¨tsgesetz (s. Kapitel 2.3.3) miteinander in Beziehung gesetzt, was dann zu den Be-
wegungsgleichungen eines Ko¨rpers fu¨hrt (siehe Kapitel 2.3.4). Eine ausfu¨hrliche Erla¨uterung
zur Elastizita¨tstheorie kann in den Literaturstellen der Kontinuumsmechanik wie z.B. [9], [14]
eingesehen werden.
2.3.1 Spannungsanalyse
In der Spannungsanalyse werden die inneren Kra¨fte und Verbindungen betrachtet, die einen
undeformierten oder deformierten Ko¨rper in Form halten. Innere Kra¨fte beschreiben die Wech-
selwirkung zwischen nebeneinanderliegenden Volumenelementen. Die Deformation des Ko¨rpers
ha¨ngt von den a¨ußeren Kra¨ften und den Verbindungen ab.
Um die inneren Kra¨fte in einem Punkt P zu beschreiben, werden Schnittfla¨chen durch den
Punkt P gelegt, die dann Fla¨chenkra¨fte bzw. Spannungen freilegen. Verla¨uft eine Schnittfla¨che
durch den Punkt P wird der Spannungsvektor p angegeben durch:
p = lim
A→∞
∆F
∆A
, (2.1)
wobei ∆F die Kraft ist, welche auf die Fla¨che ∆A wirkt. Der Spannungsvektor kann zerlegt
werden in eine Komponente, die senkrecht zur Schnittfla¨che liegt (Normalenspannung) und in
Komponenten, die tangential zur Schnittfla¨che liegen (Schubspannungen).
Betrachtet man die Spannungsvektoren p
i
von drei senkrecht aufeinander stehenden Schnitt-
fla¨chen i = 1, 2, 3 durch den Punkt P und projiziert diese auf die einzelnen Einheitsachsen
ej ergibt sich folgende Beziehung: σij = pi · ej. In Abbildung 2.3 ist die Projektion des Span-
nungsvektors p
3
auf die Einheitsachsen e1, e2 und e3 gezeigt. Um den Spannungszustand in
y
σ31
σ32
σ33
P
p
3
dA
e1
e2
e3
Abbildung 2.3: Projektion eines Spannungsvektors.
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einem Punkt zu beschreiben, werden die neun Komponenten in einer Matrix, dem sogenannten
Spannungstensor
σ =
 σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
 (2.2)
zusammengefasst. In (2.2) gibt j an, auf welche Einheitsachse projeziert wurde, und i, auf
welche Koordinatenebene der Spannungsvektor wirkt. In Abbildung 2.4(a) sieht man die Span-
nungskomponenten der drei Spannungsvektoren p
i
bezu¨glich der Schnittfla¨chen.
σ11
σ12
σ13
σ21
σ22
σ23
σ31
σ32
σ33
dx1
dx2
dx3
σ11
σ21
σ31
dx1
dx2
dx3
σ11 + dσ11
σ21 + dσ21
σ31 + dσ31
f1
x1
x2
x3
x1
x2
x3
(a) Spannungskomponenten
σ11
σ12
σ13
σ21
σ22
σ23
σ31
σ32
σ33
dx1
dx2
dx3
σ11
σ21
σ31
dx1
dx2
dx3
σ11 + dσ11
σ21 + dσ21
σ31 + dσ31
f1
x1
x2
x3
x1
x2
x3
(b) Krafkomponenten eines Volumenelements
Abbildung 2.4: Spannungs- und Kraftkomponenten.
Betrachtet man die Kraftkomponenten eines Volumenelements mit dem Zentrum P fu¨r die
einzelnen Hauptrichtungen x1, x2 und x3, setzen sich diese aus der Summe der A¨nderungen
der Spannungskomponenten in die jeweilige Richtung und der Ko¨rperkraft fi (mit der Ein-
heit N/mm3) zusammen. In Abbildung 2.4(b) sind die Kraftkomponenten fu¨r die x1-Richtung
angegeben. An jedem Punkt muss daher folgendes Kra¨ftegleichgewicht erfu¨llt sein:
∂σ11
∂x1
+
∂σ21
∂x2
+
∂σ31
∂x3
+ f1 = 0
∂σ12
∂x1
+
∂σ22
∂x2
+
∂σ32
∂x3
+ f2 = 0
∂σ13
∂x1
+
∂σ23
∂x2
+
∂σ33
∂x3
+ f3 = 0 . (2.3)
Sind die Kra¨ftegleichgewichte (2.3) nicht erfu¨llt, fu¨hrt dies auf eine Beschleunigung ai (mit
der Einheit mm/s2) des Volumenelements mit der Dichte ρ (mit der Einheit g/mm3). Durch
Gleichsetzen der drei Gleichungen (2.3) mit der jeweiligen Massentra¨gheit ρai erha¨lt man die
lokalen Bewegungsgleichungen.
2.3.2 Verzerrungsanalyse
Bewegt sich ein Ko¨rper, verschieben sich seine einzelnen materiellen Punkte bezu¨glich eines
festgelegten Koordinatensystems. Sei die undeformierte Konfiguration κ0 und die deformierte
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Konfiguration κ. Dabei orientiert sich die aktuelle Position eines Punktes P an initialisierten
Koordinaten X = (X1, X2, X3) des Punktes in Konfiguration κ0. Bei einer Deformation erfa¨hrt
der Punkt P eine Verschiebung u und wird dann in der Konfiguration κ als Punkt P ′ mit dem
Ortsvektor x = (x1, x2, x3) repra¨sentiert. Die Komponenten des Verschiebungsvektors u werden
nun angegeben als
ui(X1, X2, X3) = xi −Xi . (2.4)
Betrachtet man in der Konfiguration κ0 ein Linienelement PQ (siehe Abbildung 2.5) und be-
du
dx
dX
P
Q
P 
Q
κ0
κ
X
x
x1,X1
x2,X2
x3,X3
u
u
+
Abbildung 2.5: Undeformierte und deformierte Konfiguration.
schreibt es durch dX, erha¨lt man nach Deformation ein Linienelement P ′Q′ in der Konfiguration
κ, dargestellt durch dx. Die Verschiebungsdifferenz du des Linienelementes kann angegeben wer-
den mit du = dx− dX. Eine einzelne Komponente dui kann durch die totalen Differentiale der
Verschiebungskomponenten ausgedru¨ckt werden mit
dui =
∂ui
∂X1
dX1 +
∂ui
∂X2
dX2 +
∂ui
∂X3
dX3 . (2.5)
Der in (2.5) auftretende Verschiebungsgradient Hij =
∂ui
∂Xi
kann die La¨ngena¨nderung und Dre-
hung eines Linienelements beschreiben und liefert damit ein Verzerrungsmaß. Durch entspre-
chende Vereinfachungen erha¨lt man Hij =
∂ui
∂xj
.
Fu¨r die dreidimensionale Deformation eines infinitisimal kleinen Elements ergeben sich durch
Zerlegung des Verschiebungsgradienten, bezogen auf die Achsen x1, x2, x3, die Dehnungen ii
und Gleitungen ij
ii =
∂ui
∂xi
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.6)
Die Komponenten ij werden in dem Verzerrungstensor  zusammengefasst mit
 =
 11 12 1321 22 23
31 32 33
 . (2.7)
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2.3.3 Hooke’sches Gesetz
Fu¨r viele Werkstoffe kann man in Zugexperimenten feststellen, dass bis zu einem gewissen Grad
eine Verzerrung  in linearem Zusammenhang zu den Spannungen σ steht. Betrachtet man alle
Richtungen, wird der lineare Zusammenhang der Verzerrungs- und Spannungskomponenten
ausgedru¨ckt durch
σij = Eijklkl , (2.8)
wobei Eijkl das Elastizita¨tsmodul bzw. der Elastizita¨tstensor genannt wird. Die Beziehung (2.8)
stellt das verallgemeinerte Hooke’sche Gesetz dar. Ist Eijkl unabha¨ngig von der Position im Ma-
terial, wird das Material homogen elastisches Material genannt. Je nach dem, welches elastische
Material betrachtet wird, muss der Elastizita¨tstensor Cijkl mit seinen 81 Komponenten ange-
passt werden. Zur Vereinfachung sollen die Elastizita¨tseigenschaften des Gewebes der Herzwand
(also Epikard, Myokard und Endokard) in alle Richtungen gleich sein. Diese Materialeigenschaft
wird isotrop genannt. Man kann zeigen, dass fu¨r isotropes Material die Komponenten des Elas-
tizita¨tstensors durch zwei unabha¨ngige elastische Konstanten λ und µ (Lame´sche Konstanten)
bestimmt werden. Nach Einsetzen der entsprechenden Formeln in (2.8) erha¨lt man fu¨r das
Hooke’sche Gesetz die Beziehung
σij = λkkδij + 2µij . (2.9)
Aus den Beziehungen werden bestimmte Elastizita¨tskonstanten hergeleitet, die auch im tech-
nischen Bereich ha¨ufig zum Einsatz kommen, wie z. B. das Elastizita¨tsmodul E [N/mm2], das
Schubmodul G [N/mm2], die Querkontraktionszahl υ. Die Beziehungen zwischen den unter-
schiedlichen Elastizita¨tskonstanten werden angegeben durch:
υ =
λ
2(λ+ µ)
, µ = G =
E
2(1 + υ)
, λ =
vE
(1 + υ)(1− 2υ) , (2.10)
wobei E > 0 und 0 ≤ υ ≤ 0.5.
2.3.4 Grundgleichungen der linearen Elastizita¨tstheorie und resultierende Bewegungs-
gleichungen
Die Grundgleichungen der linearen Elastizita¨tstheorie setzen sich zusammen aus drei Gleich-
gewichtsbedingungen, sechs Gleichungen, die auf dem Elastizita¨tsgesetz fu¨r isotropes Material
beruhen und sechs kinematischen Beziehungen.
Die Gleichgewichtsbedingungen werden, wie in Kapitel 2.3.1 diskutiert, angegeben mit:
∂σ11
∂x1
+
∂σ21
∂x2
+
∂σ31
∂x3
+ f1 = ρ
∂2u1
∂t2
∂σ12
∂x1
+
∂σ22
∂x2
+
∂σ32
∂x3
+ f2 = ρ
∂2u2
∂t2
∂σ13
∂x1
+
∂σ23
∂x2
+
∂σ33
∂x3
+ f3 = ρ
∂2u3
∂t2
. (2.11)
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Die sechs Gleichungen, die sich aus dem Hooke’sche Gesetz fu¨r einen isotropen Ko¨rper ergeben,
sind
σij = λϑδij + 2µij , (2.12)
wobei ϑ = 11 + 22 + 33 und die kinematischen Beziehungen
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.13)
gelten. Die fu¨nfzehn Unbekannten der Gleichungen sind die Feldvariablen ui, ij und σij. Da in
dieser Arbeit nur die Positionen bzw. Verschiebung von Landmarken auf der Herzoberfla¨che ge-
messen werden und die Herzoberfla¨chenbewegung rekonstruiert wird, sind nur die Feldvariablen
ui von besonderem Interesse. Um die obigen Gleichungen als Verschiebungsdifferentialgleichun-
gen formulieren zu ko¨nnen, werden im folgenden alle Unbekannten auf die Verschiebungen und
deren Ableitungen zuru¨ckgefu¨hrt.
Leitet man Gleichung (2.12) nach xi ab, erha¨lt man
∂σij
∂xj
= λδij
∂ϑ
∂xj
+ µ
∂
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.14)
Nach Vertauschung der Differenzierungsreihenfolge der gemischten Ableitungen fu¨r die jeweilige
Bewegungsrichtung j kann (2.14) in Gleichung (2.11) eingesetzt werden und man erha¨lt die
zusammenfassende Schreibweise
(λ+ µ)
∂ϑ
∂xj
+ µ∆uj + fj = ρ
∂2uj
∂t2
. (2.15)
Setzt man die kinematischen Beziehungen (2.13) ein, so erha¨lt man fu¨r die Richtungen x1, x2
und x3 die Bewegungsgleichungen
(λ+ µ)
[
∂2u1
∂x1∂x1
+ ∂
2u2
∂x1∂x2
+ ∂
2u3
∂x1∂x3
]
+ µ∆u1 + f1 = ρ
∂2u1
∂t2
(λ+ µ)
[
∂2u1
∂x2∂x1
+ ∂
2u2
∂x2∂x2
+ ∂
2u3
∂x2∂x3
]
+ µ∆u2 + f2 = ρ
∂2u2
∂t2
(λ+ µ)
[
∂2u1
∂x3∂x1
+ ∂
2u2
∂x3∂x2
+ ∂
2u3
∂x3∂x3
]
+ µ∆u3 + f3 = ρ
∂2u3
∂t2
,
(2.16)
was gleichzeitig ein System von gekoppelten partiellen Differentialgleichungen darstellt. Zur ein-
deutigen Lo¨sung des PDE-Systems werden außerdem noch Randbedingungen fu¨r den Ko¨rper Ω
aufgestellt. Auf der Ko¨rperoberfla¨che Γ wird fu¨r Belastungen ha¨ufig entweder ein Spannungs-
vektor und/oder ein Verschiebungsvektor angegeben. Ein Spannungsvektor pi(x, y, z, t) wird
angegeben mit
σijnj = pi(x, y, z, t) fu¨r ΓN , (2.17)
ein Verschiebungsvektor wird angegeben mit
ui = ui(x, y, z, t) fu¨r ΓD , (2.18)
wobei Γ = ∂ΓN ∪ ∂ΓD und ni Komponenten des Normalenvektors n sind.
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2.4 Numerisches Verfahren zur Lo¨sung der Bewegungsgleichungen
In Kapitel 2.3 wurden die Bewegungsgleichungen (2.16), die zur Beschreibung der Herzwandbe-
wegung verwendet werden, hergeleitet. Die Gleichungen sind partielle Differentialgleichungen,
welche fu¨r die spa¨tere Herzbewegungsscha¨tzung gelo¨st werden mu¨ssen. Da die partiellen Diffe-
rentialgleichungen nicht in geschlossener Form gelo¨st werden ko¨nnen, muss auf ein numerisches
Lo¨sungsverfahren zuru¨ckgegriffen werden. Allgemein wird in den unterschiedlichen Lo¨sungsver-
fahren das zu lo¨sende verteilt-parametrische System in ein konzentriert-parametrisches System
transformiert, um es dann mittels Zeitintegration zu lo¨sen. Der Einsatz eines Lo¨sungsverfah-
rens ha¨ngt von der zu lo¨senden Problemstellung ab. Sind die Geometrie des Integrationsgebietes
und die Randbedingungen einfach definiert, ko¨nnen die Modalanalyse [63], [12] oder die Finite-
Differenzen-Methode [52], [45] genutzt werden. Bei der Modalanalyse wird die Lo¨sungsfunktion
basierend auf dem Separationsansatz approximiert. Bei der Finiten-Differenzen-Methode wird
der Integrationsgebiet zuna¨chst in ein Gitter unterteilt. Durch Einsetzen von Differenzenquoti-
enten in die Ableitungen an den Gitterpunkten und nach Lo¨sen des entstehenden Gleichungssys-
tems kann die Lo¨sungsfunktion an den Gitterpunkten approximiert werden. Liegen eine komple-
xe Geometrie und komplexe Randbedingungen vor, stehen z. B. die Finiten-Elemente-Methode
[60], [84] oder die gitterfreie Methode [46] zur Verfu¨gung. In der Finiten-Elemente-Methode wer-
den lokale Approximationen des Lo¨sungsraums mit stu¨ckweisen definierten Polynomen benutzt,
um die PDE zu lo¨sen. Die Ortsdiskretisierung des Integrationsgebietes erfolgt u¨ber vordefinierte
Elemente. Ein Derivat der Finiten-Elemente-Methode stellt die Spektrale Elemente Methode
[42], [65] dar, bei der zur lokalen Approximation Polynome ho¨herer Ordnung benutzt werden.
Um den Nachteil von festgelegter Raumdiskretisierung aufzuheben, wurden die gitterfreien Me-
thoden entwickelt, bei denen die lokale Approximation sich an willku¨rlich verteilten Knoten im
Integrationsgebiet orientiert und nicht mehr an die Unterteilung in Elemente gebunden ist.
In dieser Arbeit wird die Finite-Elemente-Methode verwendet. Innerhalb der Finiten-Elemente-
Methode kann zwischen verschiedenen Approximationsverfahren unterschieden werden. Zum
Einen gibt es Verfahren, die direkt auf die PDE angewendet werden, wie z. B. das Galerkin-
Verfahren, und zum Anderen gibt es Verfahren, die auf Arbeits- und Energieprinzipien beru-
hen, wie z. B. das Ritzsche Verfahren. In dieser Arbeit wird das Galerkin-Verfahren verwendet,
bei dem nach Einsetzen der Na¨herungslo¨sung in die PDE bzw. das PDE-System der Fehler
im gesamten Lo¨sungsraum minimiert wird. Die Finite-Elemente-Methode, basierend auf dem
Galerkin-Verfahren, wird im folgenden Kapitel 2.4.1 vorgestellt. In Kapitel 2.4.2 erfolgt dann
die Anwendung auf die Bewegungsgleichungen (2.16). Nach Anwendung des Verfahrens auf das
PDE-System wird ein konzentriert-parametrisches System erhalten, das durch Integrationsver-
fahren gelo¨st werden muss. In Kapitel 2.4.3 werden verschiedene Zeitintegrationsverfahren vor-
gestellt. Wurde das kontinuierliche Systemmodell in ein zeitdiskretes Systemmodell u¨berfu¨hrt,
kann mit Hilfe des Zustands die Rekonstuktion fu¨r verschiedene Materialpunkte des Herzens
durchgefu¨hrt werden, was in Kapitel 2.4.4 erla¨utert wird.
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2.4.1 Finite-Elemente-Methode (FEM)
Es sei angenommen, dass das PDE-System fu¨r den dreidimensionalen Raum Ω in der Form
F (x, y, z, t, u1, u2, u3,
∂u1
∂x
,
∂u1
∂y
, ..,
∂2u3
∂zz
, ...) = f(x, y, z, t) (2.19)
definiert ist und die Randbedingungen
B(x, y, z, t, u1, u2, u3,
∂u1
∂x
,
∂u1
∂y
, ..,
∂2u3
∂zz
, ...) = b(x, y, z, t) (2.20)
auf dem Rand Γ zu erfu¨llen hat. Es gibt zwei verschiedene Typen von Randbedingungen:
Dirichlet- oder Neumann-Randbedingungen. U¨ber Dirichlet-Randbedingungen ko¨nnen vorge-
schriebene Verschiebungen auf dem Rand ΓD von Ω festgelegt werden, z. B.
ud(a, b, z) = gD fu¨r ΓD . (2.21)
Mit Neumann-Randbedingungen ko¨nnen Randkra¨fte oder Momente definiert werden, die am
Rand ΓN bezu¨glich des Normalenvektors n auf Ω wirken, z. B.
∂ud
∂n
= gN fu¨r ΓD . (2.22)
Zur Berechnung der Lo¨sungsfunktionen ud(x, y, z, t) wird in jede partielle Differentialgleichung
einer Richtung d des zu lo¨senden PDE-Systems eine Na¨herungslo¨sung eingesetzt. Die Na¨he-
rungslo¨sung soll die Form
ud(x, y, z, t) =
∞∑
i=0
ψi(x, y, z)αd,i(t) ≈
N∑
i=0
ψi(x, y, z)αd,i(t) fu¨r d = 1, 2, 3 (2.23)
haben, wobei ψi(x, y, z) linear unabha¨ngige Funktionen (= Ansatzfunktionen) darstellen und
αd,i ihre Gewichtungen. Durch die Approximation der Lo¨sung mit einer endlichen Reihe entsteht
ein Residuum im Lo¨sungsraum von Ω der betrachteten Richtung d
RΩ(ud(x, y, z, t)) = Fd(x, y, z, t, u1, u2, u3,
∂u1
∂x
,
∂u1
∂y
, ..,
∂2u3
∂zz
, ...)− fd(x, y, z, t) 6= 0 (2.24)
und ein Residuum auf dem Rand Γ mit
RΓ(ud(x, y, z, t)) = Bd(x, y, z, t, u1, u2, u3,
∂u1
∂x
,
∂u1
∂y
, ..,
∂2u3
∂zz
, ...)− bd(x, y, z, t) 6= 0 , (2.25)
wenn die Na¨herungslo¨sung diese nicht exakt erfu¨llen kann. Das Ziel ist es nun, die Gewichtungen
αd,i so zu bestimmen, dass das Residuum im Lo¨sungsraum und auf dem Rand minimal wird. Fu¨r
die Funktionen ψi(x, y, z) wird angenommen, dass sie hinreichend stetig sind und die homogenen
Randbedingungen erfu¨llen. Es wird gefordert, dass die Gewichtung mit einer bestimmten Anzahl
von unabha¨ngigen Integralfunktionen vl = vl(x, y, z) (= Testfunktionen) u¨ber den Lo¨sungsraum
und den Rand das Residuum Null werden la¨sst. Die Gewichtung mit den Integralfunktionen
fu¨hrt auf ∫
Ω
vlRΩdΩ +
∫
Γ
vlRΓdΓ = 0 (2.26)
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mit l = 0, 1, ..., K. Werden genu¨gend Gewichtungsfunktionen vl mit K →∞ verwendet, strebt
das Residuum gegen Null. Dies kann im Allgemeinen nur erfu¨llt werden, wenn an allen Punk-
ten im Raum das Residuum gegen Null strebt. Wenn ein Teil der Ansatzfunktionen einen
bestimmten Teil der Randbedingungen erfu¨llen soll, wird Gleichung (2.23) umgeschrieben zu
ud(x, y, z, t) = ud,D(x, y, z, t) +
N∑
l=n
ψl(x, y, t)αd,l(t) . (2.27)
Dabei wird die Menge der N + 1 Ansatzfunktionen Exp = {ψ0, ψ1, . . . , ψN} unterteilt in ei-
ne Menge von Ansatzfunktionen ExpD = {ψk|ψk ∈ Exp} und ExpH = {ψl|ψl ∈ Exp}, wobei
ExpD∩ExpH = {}. Die (N+1)−n Ansatzfunktionen aus der Menge ExpH sollen die homogenen
Randbedingungen erfu¨llen, wa¨hrend die n Ansatzfunktionen aus der Menge ExpD die inhomo-
genen Randbedingungen erfu¨llen. Mit bekannten Variabeln gd,k aus den Randbedingungen kann
ud,D(x, y, z, t) ausgedru¨ckt werden als
ud,D(x, y, z, t) =
n−1∑
k=0
ψk(x, y, z)gd,k(t) . (2.28)
Fu¨r die Gewichtungsfunktion vl aus (2.26) ko¨nnen unterschiedliche Gewichtungsfunktionen
verwendet werden. Wenn die Ansatzfunktionen als Gewichtungsfunktionen verwendet wer-
den, also vl = ψl(x, y, z, t) mit ψl ∈ ExpH , nennt man das Approximationsverfahren das
Galerkin-Verfahren.
Sei A ein Differentialoperator, der im Rahmen des Galerkin-Verfahrens auf die approximierte
Lo¨sungsfunktionen u1, u2, u3 angewendet wird. Es wird angenommen, dass ein Integral der Form∫
Ω
vl(A ud)dΩ ersetzt werden kann durch∫
Ω
(Bvl)(C ud)dΩ +
∫
Γ
vl(Dud)dΓ , (2.29)
wobei B,C ,D weitere Differentialoperatoren sind, die aber eine geringere Ordnung der Dif-
ferenzierbarkeit aufweisen als der Operator A . Wird dieser Ausdruck auf die approximierten
Lo¨sungsfunktionen angewendet, erha¨lt man die sogenannte schwache Form des gewichteten
Residuums. Mit Hilfe der schwachen Form ko¨nnen in (2.26) Teile des Residuums des Randes
verschwinden und die geforderte Differenzierbarkeitsordnung der Test- und Ansatzfunktionen
verringert werden. Das Verschwinden von Teilen des Residuums des Randes ist nur fu¨r Ra¨n-
der mo¨glich, an denen Neumann-Randbedingungen herrschen. Da die Terme der Neumann-
Randbedingungen durch die Lo¨sung der schwachen Form automatisch erfu¨llt werden, reicht es
aus, wenn die Ansatzfunktionen aus ExpD nur die Dirichlet-Randbedingungen erfu¨llen mu¨ssen.
Die Transformation (2.29) wird mit Hilfe der partiellen Integration erreicht.
Die obige Formulierung behandelt bis jetzt Ansatz- und Testfunktionen, die zusammenha¨ngend
u¨ber den Raum Ω gehen. Ein alternativer Ansatz wa¨re es, eine ra¨umliche Diskretisierung von
Ω mit mehreren Elementen Ωe durchzufu¨hren. Dabei sollen sich die Elemente nicht u¨berlappen
und die Na¨herungslo¨sung wird durch stu¨ckweise definierten Funktionen ψi definiert. Um die
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Integrale des gewichteten Residuums zu berechnen, mu¨ssen nun die einzelnen Beitra¨ge der
Elemente aufsummiert werden. Fu¨r die gewichteten Residuen aus (2.26) ergibt sich bei einer
Diskretisierung mit Nel Elementen Ωe folgende Formulierung∫
Ω
vlRΩdΩ =
Nel∑
e=1
∫
Ωe
vlRΩdΩ (2.30)
und ∫
Γ
vlRΓdΓ =
Nel∑
e=1
∫
Γe
vlRΓdΓ , (2.31)
wobei
∑Nel
e=1Ω
e = Ω und
∑Nel
e=1 Γ
e = Γ. Speziell bei den Integralen u¨ber die Ra¨nder eines
Elements Ωe sei angemerkt, dass nur Integrale beru¨cksichtigt werden, die gleichzeitig Teil
des Randes von Ω sind. Die Gebiete der Elemente Ωe werden durch eine Menge von Knoten
{xi|i = 0, ...,M)} beschrieben und sind nur auf bestimmten Intervallen im Raum Ωe definiert
(siehe untere Abbildung in 2.6(a)). Der Werteverlauf der nun stu¨ckweise definierten Funktio-
nen ψi orientiert sich an den jeweiligen Knotenpunkten i. Die Funktion ψi hat den Wert 1
am Knotenpunkt i, und an allen anderen Knotenpunkten hat sie den Wert 0. Zur Beschrei-
bung der Lo¨sungsfunktionen ud werden die stu¨ckweise kontinuierlichen Funktionen ψi a¨hnlich
wie in (2.23) mit αd,i gewichtet, wobei αd,i den Funktionswert der Lo¨sung am Knotenpunkt i
beschreibt. Man erha¨lt
ud(x, y, z, t) =
M∑
i=0
ψi(x, y, z)αd,i(t) . (2.32)
Die elementu¨bergreifenden Funktionen ψi nennt man globale Funktionen. In Abbildung 2.6(a)
sieht man vier globale Funktionen bei einer dreielementigen Unterteilung des eindimensionalen
Raumes Ω. Betrachtet man ein einzelnes Element e kann die Lo¨sungsfunktion fu¨r das Ele-
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(a) Globale Funktionen.
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(b) Transformation in Standardraum.
Abbildung 2.6: Globale und lokale Funktionen.
ment durch die Knotenwerte αed,i des Elements und durch Teilbereiche der globalen Funktionen
ψi(x, y, z) die fu¨r das Element gu¨ltig sind, ausgedru¨ckt werden. Die elementweise aufgeteil-
ten globalen Funktionen werden im Folgenden mit Φei (x, y, z) bezeichnet. In Abbildung 2.6(b)
26
2.4. Numerisches Verfahren zur Lo¨sung der Bewegungsgleichungen
sind die stu¨ckweise globalen Funktionen Φ11 und Φ
2
1 der globalen Funktion ψ1 aus Abbildung
2.6(a) zu sehen. Um die Definition einer stu¨ckweise globalen Funktion zu vereinfachen und
spa¨ter eine einheitliche Berechnung der Integrale durchfu¨hren zu ko¨nnen, wird ein Standardele-
ment Ωst = (ξ1, ξ2, ξ3| − 1 ≤ ξ1 ≤ 1,−1 ≤ ξ2 ≤ 1,−1 ≤ ξ3 ≤ 1) eingefu¨hrt, so dass die globalen
Funktionen in lokalen Funktionen φei (ξ1, ξ2, ξ3) mit den lokalen Koordinaten ξ1, ξ2, ξ3 deifniert
werden. Mit der Transformation χe(ξ1, ξ2, ξ3) wird das Standardelement in jedem beliebigen
Elementraum Ωe abgebildet, in dem die globalen Koordinaten x, y, z in lokalen Koordinaten
ξ1, ξ2, ξ3 ausgedru¨ckt werden.
Die Expansion der Lo¨sungen aus (2.32) orientiert sich bei Nel Elementen demnach an der
Knotenmenge M e der Elemente und kann durch Transformation der stu¨ckweisen globalen
Funktionen Φei (x, y, z) in lokalen Funktionen φ
e(ξ1, ξ2, ξ3) ausgedru¨ckt werden mit:
ud(x, y, z) =
M∑
i=0
ψi(x, y, z)αd,i(t) =
Nel∑
e=1
Me∑
i=0
Φei (x, y, z)α
e
d,i(t) =
Nel∑
e=1
Me∑
i=0
φei (ξ1, ξ2, ξ3)α
e
d,i(t) .
(2.33)
In (2.33) werden die lokalen Funktionen φei (ξ1, ξ2, ξ3) durch die Transformation φ
e
i ([X
e]−1 (x, y, z))
berechnet. Bei der Approximation der Lo¨sungsfunktion durch lokale Funktionen muss beachtet
werden, dass die Gewichtungen der lokalen Funktionen αed,i(t) gleichzeitig auch die Gewich-
tungen αed,i(t) der globalen Funktionen darstellen. Die Abbildung der lokalen auf die globalen
Funktionen nennt man Assemblierung (engl. global assembly). Das oben beschriebene Vorgehen
hat den Vorteil, dass zuerst die numerische Berechnung der Integrale, basierend auf den lokalen
Funktionen, einheitlich durchgefu¨hrt werden kann und dann die Integrale der globalen Funktio-
nen zusammengesetzt werden. Die durch das Galerkin-Verfahren erhaltenen Integralgleichun-
gen des verteilt-parametrischen Systems fu¨hren schließlich auf ein konzentriert-parametrisches
System.
Zur Beschreibung der Geometrie der Elemente und der Approximation der Lo¨sungen des PDE-
Systems ko¨nnen die gleichen lokalen Formfunktionen verwendet werden, dies wird isoparame-
trische Formulierung genannt. Sind aufgrund des vorliegenden PDE-Systems Ableitungen not-
wendig, dann liegen diese zuna¨chst in den lokalen Koordinaten vor. Da das PDE-System aber
in den globalen Koordinaten x, y, z formuliert ist, mu¨ssen beide Koordinatentypen miteinander
verknu¨pft werden. Fu¨r die Verknu¨pfung ist ein sogenannter Jacobischer Operator notwendig.
Im na¨chsten Kapitel wird zuna¨chst die Finite-Elemente-Methode auf die Bewegungsgleichungen
angewendet, sowie die verwendete isoparametrische Formulierung und der daraus resultierende
Jacobische Operator vorgestellt.
2.4.2 Anwendung der FEM auf die Bewegungsgleichungen
Bevor die Finite-Elemente-Methode auf die Bewegungsgleichungen aus (2.16) angewendet wird,
muss das Integrationsgebiet, basierend auf der vorliegenden Herzgeometrie eines Patienten, de-
finiert und die Randbedingungen angegeben werden. Zur ra¨umlichen Diskretisierung bzw. Ap-
proximation der Herzgeometrie werden in dieser Arbeit krummlinige finiten Elemente benutzt,
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welche miteinander verknu¨pfte dicke bewegbare Membranen repra¨sentieren. Die Initialisierung
der Elemente bezu¨glich der Herzgeometrie wird in Kapitel 5.1 na¨her beschrieben. Die Randbe-
dingungen der approximierten Herzgeometrie werden so definiert, dass sich die Herzgeometrie
sinnvoll wie ein reales Herz bewegen kann. Die Ra¨nder der finiten Elemente, die eine Klappen-
o¨ffnung des realen Herzens nachbilden, werden als starre O¨ffnungen angenommen und werden
daher mit Dirichlet-Randbedingungen
ud(x, y, z, t) = 0 fu¨r ΓD (2.34)
definiert. Die Ra¨nder der finiten Elemente, welche die Herzaußenfla¨che (Epicard) oder die Her-
zinnenfla¨che (Endocard) repra¨sentieren, sollen sich in alle Richtungen frei bewegen ko¨nnen
und werden durch Neumann-Randbedingungen definiert. Zusa¨tzlich werden zwei Kra¨ftemo-
delle angenommen, die jeweils auf die Herzinnen- und Herzaußenwand wirken und die Herz-
muskelkontraktion und -erschlaffung bzw. den Blutdruck, der auf die Herzinnenwand wirkt,
simulieren sollen. Fu¨r die Herzaußenwand wird als Kra¨ftemodell ein konstanter atmospha¨ri-
scher Umgebungsdruck pa angenommen. Fu¨r die Herzinnenwand wird als Kra¨ftemodell ein zeit-
variabler Druckverlauf p(x, y, z, t) angenommen, dessen Parameter identifiziert werden ko¨nnen.
Die Neumann-Randbedingungen der Bewegungsgleichungen werden angegeben wie in (2.17).
Fu¨r die Richtungen d = 1, 2, 3 erha¨lt man fu¨r ΓN
σ11n1 + σ12n2 + σ13n3 = p1(x, y, z, t)
σ21n1 + σ22n2 + σ23n3 = p2(x, y, z, t)
σ31n1 + σ32n2 + σ33n3 = p3(x, y, z, t) . (2.35)
Die Neumann-Randbedingung in x-Richtung lautet mit Hilfe von (2.9) ausgeschrieben
λ
(
∂u1
∂x
n1 +
∂u2
∂y
n1 +
∂u3
∂z
n1
)
+ 2µ
∂u1
∂x
n1
+µ
∂u1
∂y
n2 + µ
∂u2
∂x
n2 + µ
∂u1
∂z
n3 + µ
∂u3
∂x
n3 = p1(x, y, z, t) . (2.36)
A¨hnliche Ausdru¨cke erha¨lt man auch fu¨r die y- und z-Richtung.
Mit der Kraft f aus (2.16), die auf die ganze Herzgeometrie wirkt, ko¨nnte man die durch Atmung
verursachte Senkung und Hebung des Herzens modellieren. In dieser Arbeit wurde diese Option
aber aus Zeitgru¨nden nicht na¨her betrachtet. Daher wird f = (0, 0, 0)T angenommen.
Bevor die Formulierung des gewichteten Residuums fu¨r die Bewegungsgleichungen in x-,y- und
z-Richtung betrachtet wird, muss die in Kapitel 2.3.4 erwa¨hnte Differenzierungsreihenfolge wie-
der ru¨ckga¨ngig gemacht werden. Diese urspru¨ngliche Ausgangsform fu¨hrt in der weiteren Her-
leitung dazu, dass sich die Terme der Randintegrale und der Randbedingungen gegenseitig
aufheben. Außerdem wurden geschwindigkeitsabha¨ngige Da¨mpfungsterme d∂u1
∂t
, d∂u2
∂t
, d∂u3
∂t
mit
der Da¨mpfungskonstante d zu den Bewegungsgleichungen (2.16) fu¨r die jeweilige Richtung hin-
zugefu¨gt, um zu beru¨cksichtigen, dass im Verlauf einer Schwingung oder Bewegung Energie
verloren geht.
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Im Folgenden wird nur die Formulierung fu¨r die x-Richtung betrachtet, die Formulierungen fu¨r
die Bewegungsgleichungen in y- und z-Richtung erfolgen analog.
Nach der Vertauschung der Differenzierungsreihenfolge in der Bewegungsgleichung (2.16) fu¨r
die x-Richtung erha¨lt man
ρ
∂2u1
∂t2
+ d
∂u1
∂t
− λ
(
∂2u1
∂x∂x
+
∂2u2
∂x∂y
+
∂2u3
∂x∂z
)
− µ
(
∂2u1
∂x∂x
+
∂2u2
∂y∂x
+
∂2u3
∂z∂x
)
−µ
(
∂2u1
∂2x
+
∂2u1
∂2y
+
∂2u1
∂2z
)
= f1 . (2.37)
Es wird angenommen, dass der Teil u1,D(x, y, z, t) aus der Na¨herungslo¨sung (2.27) alle Dirichlet-
Randbedingungen in x-Richtung erfu¨llen kann. Wie in Kapitel 2.4.1 beschrieben, werden die Re-
siduen der zu lo¨senden Gleichung und der Randbedingungen mit Testfunktionen vl = vl(x, y, z)
multipliziert, welche die Eigenschaft besitzen auf allen Ra¨ndern mit Dirichlet-Randbedingungen
den Wert Null zu haben. Man erha¨lt∫
Ω
vl
(
ρ
∂2u1
∂t2
+ d
∂u1
∂t
− λ
(
∂2u1
∂x∂x
+
∂2u2
∂x∂y
+
∂2u3
∂x∂z
)
− µ
(
∂2u1
∂x∂x
+
∂2u2
∂y∂x
+
∂2u3
∂z∂x
)
−µ
(
∂2u1
∂2x
+
∂2u1
∂2y
+
∂2u1
∂2z
)
− f1
)
dΩ
+
∫
ΓN
vl (σ11n1 + σ12n2 + σ13n3 − p1) dΓ = 0 . (2.38)
Um die Ordnung der Differenzierbarkeit der PDE-Gleichung zu verringern, wird die partielle
Integration durchgefu¨hrt. Die partielle Integrationsregel, die fu¨r mehrdimensionale Funktionen
mit Hilfe des Gauß’schen Divergenzsatzes hergeleitet werden kann, lautet∫
Ω
a
∂b
∂xj
dΩ =
∫
Γ
abnjdΓ−
∫
Ω
∂a
∂xj
bdΩ . (2.39)
Wendet man die partielle Integration nach x, y bzw. z auf (2.38) an, erha¨lt man
ρ
∫
Ω
vl
∂2u1
∂t2
dΩ + d
∫
Ω
vl
∂u1
∂t
dΩ− (λ+ µ)
∫
ΓD+ΓN
vl
∂u1
∂x
nxdΓ + (λ+ µ)
∫
Ω
∂vl
∂x
∂u1
∂x
dΩ
−λ
∫
ΓD+ΓN
vl
∂u2
∂y
nxdΓ + λ
∫
ΓD+ΓN
∂vl
∂x
∂u2
∂y
dΩ
−µ
∫
Ω
vl
∂u2
∂x
nydΓ + µ
∫
ΓD+ΓN
∂vl
∂y
∂u2
∂x
dΩ
−λ
∫
ΓD+ΓN
vl
∂u3
∂z
nxdΓ + λ
∫
Ω
∂vl
∂x
∂u3
∂z
dΩ
−µ
∫
ΓD+ΓN
vl
∂u3
∂x
nzdΓ + µ
∫
Ω
∂vl
∂z
∂u3
∂x
dΩ
−µ
∫
ΓD+ΓN
vl
∂u1
∂x
nxdΓ + µ
∫
Ω
∂vl
∂x
∂u1
∂x
dΩ− µ
∫
ΓD+ΓN
vl
∂u1
∂y
nydΓ + µ
∫
Ω
∂vl
∂y
∂u1
∂y
dΩ
−µ
∫
ΓD+ΓN
vl
∂u1
∂z
nzdΓ + µ
∫
Ω
∂vl
∂z
∂u1
∂z
dΩ
−
∫
Ω
vlf1dΩ +
∫
ΓN
vl(σ11n1 + σ12n2 + σ13n3 − p1)dΓ = 0 . (2.40)
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Die Oberfla¨chenintegrale, die einen Beitrag zu den Dirichlet-Randbedingungen leisten, wer-
den aufgrund der Eigenschaften der Testfunktionen vl zu Null, so dass nur noch Oberfla¨-
chenintegralen u¨ber die Ra¨nder mit Neumann-Randbedingungen betrachtet werden. Durch die
Oberfla¨chenintegrale treten alle Terme der Neumann-Randbedingung (2.36) auf. Dies fu¨hrt zu
ρ
∫
Ω
vl
∂2u1
∂t2
dΩ + d
∫
Ω
vl
∂u1
∂t
dΩ + (λ+ µ)
∫
Ω
∂vl
∂x
∂u1
∂x
dΩ
+λ
∫
Ω
∂vl
∂x
∂u2
∂y
dΩ + µ
∫
Ω
∂vl
∂y
∂u2
∂x
dΩ + λ
∫
Ω
∂vl
∂x
∂u3
∂z
dΩ + µ
∫
Ω
∂vl
∂z
∂u3
∂x
dΩ
+µ
∫
Ω
∂vl
∂x
∂u1
∂x
dΩ + µ
∫
Ω
∂vl
∂y
∂u1
∂y
dΩ + µ
∫
Ω
∂vl
∂z
∂u1
∂z
dΩ−
∫
Ω
vlf1dΩ
−
∫
ΓN
vl(σ11n1 + σ12n2 + σ13n3)dΓ +
∫
ΓN
vl(σ11n1 + σ12n2 + σ13n3 − p1)dΓ = 0 . (2.41)
Da sich die Integrale mit den Normalenvektoren aufheben, bleibt von dem letzten Integral
in (2.41) nur noch
∫
ΓN
vlp1 dΓ u¨brig. Wird der Lo¨sungsraum mit Nel Elementen ra¨umlich
diskretisiert, erha¨lt man
ρ
Nel∑
e=1
∫
Ωe
vl
∂2u1
∂t2
dΩ + d
Nel∑
e=1
∫
Ωe
vl
∂u1
∂t
dΩ + (λ+ µ)
Nel∑
e=1
∫
Ωe
∂vl
∂x
∂u1
∂x
dΩ
+λ
Nel∑
e=1
∫
Ωe
∂vl
∂x
∂u2
∂y
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂y
∂u2
∂x
dΩ + λ
Nel∑
e=1
∫
Ωe
∂vl
∂x
∂u3
∂z
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂z
∂u3
∂x
dΩ
+µ
Nel∑
e=1
∫
Ωe
∂vl
∂x
∂u1
∂x
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂y
∂u1
∂y
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂z
∂u1
∂z
dΩ
−
Nel∑
e=1
∫
Ωe
vlf1dΩ−
Nel∑
e=1
∫
ΓN
e
vlp1dΓ = 0 .
(2.42)
Analog zur der obigen Herleitung ergibt sich fu¨r die Bewegungsgleichung in y-Richtung
ρ
Nel∑
e=1
∫
Ωe
vl
∂2u1
∂t2
dΩ + d
Nel∑
e=1
∫
Ωe
vl
∂u2
∂t
dΩ + λ
Nel∑
e=1
∫
Ωe
∂vl
∂y
∂u1
∂x
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂x
∂u1
∂y
dΩ
+(λ+ µ)
Nel∑
e=1
∫
Ωe
∂vl
∂y
∂u2
∂y
dΩ + λ
Nel∑
e=1
∫
Ωe
∂vl
∂y
∂u3
∂z
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂z
∂u3
∂y
dΩ
+µ
Nel∑
e=1
∫
Ωe
∂vl
∂x
∂u2
∂x
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂y
∂u2
∂y
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂z
∂u2
∂z
dΩ
−
Nel∑
e=1
∫
Ωe
vlf2dΩ−
Nel∑
e=1
∫
ΓN
e
vlp2dΓ = 0 (2.43)
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und fu¨r die Bewegungsgleichung in z-Richtung
Nel∑
e=1
∫
Ωe
vlρ
∂2u1
∂t2
dΩ + d
Nel∑
e=1
∫
Ωe
vl
∂u3
∂t
dΩ + λ
Nel∑
e=1
∫
Ωe
∂vl
∂z
∂u1
∂x
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂x
∂u1
∂z
dΩ
+λ
Nel∑
e=1
∫
Ωe
∂vl
∂z
∂u2
∂y
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂y
∂u2
∂z
dΩ + (λ+ µ)
Nel∑
e=1
∫
Ωe
∂vl
∂z
∂u3
∂z
dΩ
+µ
Nel∑
e=1
∫
Ωe
∂vl
∂x
∂u3
∂x
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂y
∂u3
∂y
dΩ + µ
Nel∑
e=1
∫
Ωe
∂vl
∂z
∂u3
∂z
dΩ
−
Nel∑
e=1
∫
Ωe
vlf3dΩ−
Nel∑
e=1
∫
ΓN
e
vlp3dΓ = 0 . (2.44)
Herleitung der Matrizengleichung fu¨r ein einzelnes finites Element
Betrachtet man nur die Beitra¨ge eines Elements, wobei die Lo¨sung durch die stu¨ckweisen defi-
nierten Funktionen Φei (x, y, z) aus (2.33) approximiert wird, erlangt man eine Matrizengleichung
der Form
Meα¨e +Deα˙e + Leαe = f e . (2.45)
Der Vektor
αe =
 αe1αe2
αe3
 (2.46)
beinhaltet dabei alle Gewichtungen αed,i der Knotenpunkte i, sortiert nach der Dimension d.
Die Matrizen Me, De, Le haben die Formen
Me =
 ρM 0N×N 0N×N0N×N ρM 0N×N
0N×N 0N×N ρM
 , De =
 dM 0N×N 0N×N0N×N dM 0N×N
0N×N 0N×N dM
 (2.47)
und Matrix Le die Form
Le=
 τLxx + µ(Lyy + Lzz) λDxy + µDyx λDxz + µDzxλDyx + µDxy τLyy + µ(Lxx + Lzz) λDyz + µDzy
λDzx + µDxz λDzy + µDyz τLzz + µ(Lxx + Lyy)
, (2.48)
wobei τ = (λ+ 2µ) ist, die Komponenten Mij von M
Mij =
∫
Ωe
ΦeiΦ
e
jdΩ , (2.49)
die Komponenten der Matrizen Lxx,Lyy,Lzz,
Lxxij =
∫
Ωe
∂Φei
∂x
∂Φej
∂x
dΩ , Lyyij =
∫
Ωe
∂Φei
∂y
∂Φej
∂y
dΩ , Lzzij =
∫
Ωe
∂Φei
∂z
∂Φej
∂z
dΩ (2.50)
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und die Komponenten der Matrizen Dxy, Dxz, Dyx, Dyz, Dzx, Dzy
Dxyij =
∫
Ωe
∂Φei
∂x
∂Φej
∂y
dΩ , Dxzij =
∫
Ωe
∂Φei
∂x
∂Φej
∂z
dΩ , Dyxij =
∫
Ωe
∂Φei
∂y
∂Φej
∂x
dΩ ,
Dyzij =
∫
Ωe
∂Φei
∂y
∂Φej
∂z
dΩ , Dzxij =
∫
Ωe
∂Φei
∂z
∂Φej
∂x
dΩ , Dzyij =
∫
Ωe
∂Φei
∂z
∂Φej
∂y
dΩ (2.51)
sind. Der Vektor f e wird definiert durch
f e =
 f
e
1
+ pe
1
f e
2
+ pe
2
f e
3
+ pe
3
 , (2.52)
wobei die Komponenten f e
1
, f e
2
, f e
3
durch
f e1,i =
∫
Ωe
Φif1dΩ , f
e
2,i =
∫
Ωe
Φif2dΩ , f
e
3,i =
∫
Ωe
Φif3dΩ (2.53)
und die Komponenten von pe
1
, pe
2
, pe
3
durch
pe1,i =
∫
ΓN
e Φip1dΓ , p
e
2,i =
∫
ΓN
e Φip2dΓ , p
e
3,i =
∫
ΓN
e Φip3dΓ , (2.54)
ausgedru¨ckt werden. Der Vektor f e entha¨lt die Integrale mit den Kraftvektoren, die auf die
Knotenpunkte des Elementes wirken und die Oberfla¨chenintegrale der Kra¨fte, die auf die
Knotenpunkte der Ra¨nder mit Neumann-Randbedingungen des Elementes wirken.
Da die Integrale noch in globalen Koordinaten vorliegen, mu¨ssen diese zur numerischen Integra-
tion in lokale Koordinaten transformiert werden. Die Transformation ist von dem verwendeten
Standardelement abha¨ngig und wird im na¨chsten Abschnitt vorgestellt.
Isoparametrische Formulierung und Jacobischer Operator
Bei der isoparametrischen Formulierung werden die Elementgeometrie und die Lo¨sungsfunktio-
nen der Elemente durch dieselben lokalen Formfunktionen φei interpoliert. Um ein volumetri-
sches Geometriemodell formulieren zu ko¨nnen, wurde ein 3D-Element mit 20 Knoten gewa¨hlt.
In Abbildung 2.7 links wird das gewa¨hlte Standardelement gezeigt und rechts ein Beispiel fu¨r
ein zu beschreibendes krummliniges Element. Zur Beschreibung der Geometrie eines Elementes
e ergibt sich fu¨r die x-, y-, z-Koordinaten
x =
20∑
i=1
φei (ξ1, ξ2, ξ3)xi , y =
20∑
i=1
φei (ξ1, ξ2, ξ3)yi , z =
20∑
i=1
φei (ξ1, ξ2, ξ3)zi , (2.55)
wobei (xi, yi, zi) die Koordinaten der i-ten Knotenpunkte sind. Zur Beschreibung der Lo¨sungs-
funktionen u1, u2, u3 des Elementes e ergeben sich, wie in (2.33) angegeben, die Interpolations-
formeln
u1 =
20∑
i=1
φei (ξ1, ξ2, ξ3)α
e
i,1 , u2 =
20∑
i=1
φei (ξ1, ξ2, ξ3)α
e
i,2 , u3 =
20∑
i=1
φei (ξ1, ξ2, ξ3)α
e
i,3 . (2.56)
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ξ1
ξ2
ξ3
y
x
z
1 9 2
10
312
114
20
17
5
16
158 7
19
14
13 6
18
1
9
2
10
3
12
11
4
20
16
8
7
19
14
13 6
17
5
18
15
Abbildung 2.7: Isoparametrische Abbildung
Bezu¨glich der Bewegungsgleichungen (2.16) beschreiben u1, u2, u3 die Verschiebungen des Ele-
mentes in x-, y- und z-Richtung. Somit ist αei,1 die Verschiebung des Knotens i in x-Richtung,
αei,2 die Verschiebung des Knotens i in y-Richtung, α
e
i,3 die Verschiebung des Knotens i in
z-Richtung. Die in dieser Arbeit verwendeten lokalen Ansatzfunktionen stammen aus der soge-
nannten
”
Serendipity”-Familie [83]. Dies sind Ansatzfunktionen, die sich aus linearen Funktio-
nen und Lagrange-Funktionen zweiter Ordnung zusammensetzen. Die Werte ξ1i, ξ2i, ξ3i sollen
die lokalen Koordinaten der jeweiligen Knoten i darstellen. Die Ansatzfunktionen fu¨r die Knoten
1 bis 8 mit ξ1i = ±1, ξ2i = ±1, ξ3i = ±1 definieren sich mit
φei (ξ1, ξ2, ξ3) =
1
8
(1 + ξ1iξ1)(1 + ξ2iξ2)(1 + ξ3iξ3)(ξ1iξ1 + ξ2iξ2 + ξ3iξ3 − 2) . (2.57)
Die Ansatzfunktionen fu¨r die Knoten 9, 11, 13, 15 mit ξ1i = 0, ξ2i = ±1, ξ3i = ±1 definieren
sich mit
φei (ξ1, ξ2, ξ3) =
1
4
(1− ξ21)(1 + ξ2iξ2)(1 + ξ3iξ3) . (2.58)
Die Ansatzfunktionen fu¨r die Knoten 10, 12, 14, 16 mit ξ1i = ±1, ξ2i = 0, ξ3i = ±1 definieren
sich mit
φei (ξ1, ξ2, ξ3) =
1
4
(1 + ξ1iξ1)(1− ξ22)(1 + ξ3iξ3) . (2.59)
Die Ansatzfunktionen fu¨r die Knoten 17, 18, 19, 20 mit ξ1i = ±1, ξ2i = ±1, ξ3i = 0 definieren
sich mit
φei (ξ1, ξ2, ξ3) =
1
4
(1 + ξ1iξ1)(1 + ξ2iξ2)(1− ξ23) . (2.60)
Da die Ableitungen des PDE-Systems nach Einsetzen der Approximationen aus (2.56) in lokalen
Koordinaten vorliegen, mu¨ssen diese zur Berechnung der Lo¨sungsfunktionen des PDE-Systems
in Ableitungen bezu¨glich globaler Koordinaten transformiert werden. Die Transformationen der
lokalen Koordinaten (ξ1, ξ2, ξ3) in die globalen Koordinaten (x, y, z) lauten
x = χe1(ξ1, ξ2, ξ3) , y = χ
e
2(ξ1, ξ2, ξ3) , z = χ
e
3(ξ1, ξ2, ξ3) (2.61)
und sind identisch mit den Abbildungen in Gleichung (2.55). Die inversen Beziehungen werden
angegeben mit
ξ1 = [χ
e
1]
−1(x, y, z) , ξ2 = [χe2]
−1(x, y, z) , ξ3 = [χe3]
−1(x, y, z) . (2.62)
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Die inversen Mappingfunktionen (2.62) sind nicht analytisch lo¨sbar und mu¨ssen angena¨hert
werden.
Zur Berechnung der Ableitungen ∂
∂x
, ∂
∂y
, ∂
∂z
ko¨nnte man die Kettenregel anwenden. Die Terme
∂ξ1
∂x
, ∂ξ2
∂y
, ∂ξ3
∂z
der Kettenregel sind aber im Allgemeinen aufgrund der aufzustellenden nichtli-
nearen Beziehung (2.62) schwierig zu ermitteln. Ersatzweise wird daher folgende Formulierung
verwendet, um die Ableitungen ∂
∂x
, ∂
∂y
, ∂
∂z
zu berechnen. Aufgrund der Kettenregel erha¨lt man
∂
∂ξ1
∂
∂ξ2
∂
∂ξ3
 =

∂x
∂ξ1
∂y
∂ξ1
∂z
∂ξ1
∂x
∂ξ2
∂y
∂ξ2
∂z
∂ξ2
∂x
∂ξ3
∂y
∂ξ3
∂z
∂ξ3

︸ ︷︷ ︸
J

∂
∂x
∂
∂y
∂
∂z
 (2.63)
wobei J der Jacobische Operator ist. Der Operator verknu¨pft die Ableitungen der globalen
Koordinaten mit den Ableitungen der lokalen Koordinaten. Durch Inversion von J in (2.63)
erha¨lt man die Ableitungen nach den globalen Koordinaten. Bei eindeutiger Beziehung zwischen
den lokalen und den globalen Koordinaten ist J invertierbar, existiert die Inverse von J nicht,
liegt eine singula¨re Transformation vor.
Mit Hilfe des Jacobischen Operators und der ermittelten Ableitungen ko¨nnen nun die Integra-
le der Elemente des Lo¨sungsraums Ωe in den Standardraum Ωst transformiert werden, und die
Integrale liegen in lokalen Koordinaten vor. In [42] wird die numerische Auswertung dieser Inte-
grale genauer erkla¨rt. Als numerisches Integrationsverfahren wird das Gauss-Lobatto-Verfahren
verwendet.
Assemblierung und resultierende globale Matrizengleichung
Nachdem alle Operationen fu¨r die jeweiligen Elemente lokal ausgewertet wurden und in den
lokalen Elementmatrizen Me, Le, De hinterlegt sind, mu¨ssen die Beitra¨ge der Elemente zu
einer global kontinuierlichen Expansion zusammengesetzt werden (engl. global Assembly). Das
konkrete Vorgehen wird in [42] na¨her beschrieben. Man erha¨lt nach der Assemblierung das
Gleichungssystem
MGα¨+DGα˙+ LGα = fG , (2.64)
wobeiMG, LG,DG die globalen Matrizen darstellen, welche die globalen Operationen enthalten.
Sie haben dieselbe Struktur, wie die Matrizen in (2.47) und (2.48). Die globalen Operationen
enthalten Integrale u¨ber die globalen Funktionen ψi(x, y, z) ∈ ExpH des Lo¨sungsraums von Ω.
Der Vektor α mit
α =
 α1α2
α3
 (2.65)
beinhaltet alle Gewichtungen αd,i der globalen Funktionen ψi(x, y, z) ∈ ExpH , sortiert nach
der Dimension d. Der Vektor fG hat dieselbe Struktur wie in (2.52), und somit entha¨lt er zum
Einen die globalen Operationen bezu¨glich der Kra¨fte, die auf alle Knotenpunkte wirken und
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zum Anderen die globalen Operationen bezu¨glich der Kra¨fte, die auf die Knotenpunkte der
Ra¨nder mit Neumann-Randbedingungen wirken.
Das konzentriert-parametrische System (2.65) stellt das zeitkontinuierliche Systemmodell des
Herzbewegungsmodells in globalen Koordinaten dar und kann nun mittels eines Zeitintegrati-
onsverfahrens aus Kapitel 2.4.3 gelo¨st werden.
2.4.3 Zeitdiskretisierung und daraus resultierendes zeitdiskretes Zustandsmodell
In Kapitel 2.4.2 wurde nach Anwendung der Finiten-Element-Methode das verteilt-parametri-
sche System in ein konzentriert-parametrisches System transformiert. Zur Lo¨sung des konzen-
triert-parametrischen Systems ko¨nnen explizite und implizite Integrationsverfahren verwendet
werden.
Damit Integrationsverfahren fu¨r Differentialgleichungen erster Ordnung angewendet werden
ko¨nnen, wird ein konzentriert-paramettrische System n-ter Ordnung in ein konzentriert-parame-
trisches System erster Ordnung durch Zustandsaugmentierung umgeformt. Das System hat bei
einem gegebenen Anfangswert x(t0) = z0 dann die grundlegende Form
C
∂x
∂t
+Kx = u , (2.66)
wobei die Matrizen C und K ∈ Rn×n sind und u ∈ Rn der Eingang des Systems darstellt.
Das Ziel des anzuwendenden numerischen Verfahrens liegt darin, fu¨r bestimmte Stu¨tzstellen
t1, t2, ..., tk Na¨herungswerte fu¨r die Lo¨sung x(tk) zu bestimmen.
Zur Berechnung der Lo¨sung muss das Differentialgleichungssystem (2.66) integriert werden. Als
numerisches Integrationsverfahren kann beispielsweise die Finite-Differenzen-Methode verwen-
det werden. Sei der Zeitpunkt tk+∆t = tk + θ∆tk definiert mit 0 ≤ θ ≤ 1, so kann xk = x(tk)
und xk+1 = x(tk +∆t) durch die Taylor-Reihe angena¨hert werden mit
xk ≈ xk+θ∆t + θ∆t
∂x
∂t
∣∣∣∣
k+θ∆t
+ . . . . (2.67)
xk+1 ≈ xk+θ∆t + (1− θ)∆t
∂x
∂t
∣∣∣∣
k+θ∆t
+ . . . . (2.68)
Die Integration (2.67) wird Ru¨ckwa¨rtsdifferenzenapproximation und (2.68) wird Vorwa¨rtsdiffe-
renzenapproximation genannt. Bei kleiner Schrittweite ∆t kann man die Terme mit den ho¨heren
Exponenten vernachla¨ssigen, da diese sehr klein werden. Dadurch ergibt sich ein Abbruchfehler
der Gro¨ße O(∆t2). Der Fehler des jeweiligen Verfahrens strebt gegen Null, wenn ∆t gegen Null
strebt. Somit sind kleine Zeitschritte notwendig.
Auf der Basis von (2.67) und (2.68) erha¨lt man die Integrationsoperatoren
∂x
∂t
∣∣∣∣
k+θ∆t
≈ xk+1 − xk
∆t
(2.69)
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und
xk+θ∆t ≈ (1− θ)xk + θxk+1 . (2.70)
Werden die Integrationsoperatoren auf die zu lo¨sende Differentialgleichung (2.66) angewendet,
erha¨lt man (
C
∆t
+ θK
)
xk+1
(
− C
∆t+K
)
xk = (1− θ)uk + θuk+1 . (2.71)
Die Wahl des Parameters θ fu¨hrt auf verschiedene Integrationsverfahren. Fu¨r θ = 0 wird das
sogenannte explizite Euler-Verfahren erhalten. Dies fu¨hrt auf
xk+1 = (I −∆tC−1K)xk +∆tC−1uk . (2.72)
Fu¨r θ = 1/2 erha¨lt man das Crank-Nicholson-Verfahren der Form
xk+1 =
(
I +
∆t
2
C−1K
)−1((
I − ∆t
2
C−1K
)
xk +C
−1K(
1
2
uk +
1
2
uk+1)
)
. (2.73)
Bei θ = 1 wird das implizite Euler-Verfahren erhalten, wobei
xk+1 = (I +∆tC
−1K)−1xk + (I +∆tC
−1K)−1∆tC−1uk+1 . (2.74)
Eine andere Art der Integration als die hier gezeigten Einschrittverfahren stellen die Mehr-
schrittverfahren dar. Bei ihnen werden mehrere vorherige Funktionswerte pro Zeitschritt be-
ru¨cksichtigt, wie z. B. das Runge-Kutta-Verfahren, das vier Funktionswerte beru¨cksichtigt und
einen Abbruchfehler der Gro¨ße O(∆t5) aufweist. Weitere Integrationsverfahren findet man in
[32], [45]. Fu¨r den Einsatz eines Integrationsverfahrens muss abgewa¨gt werden, wie groß die
Schrittgro¨ße sein muss, damit das System stabil bleibt und wie aufwendig zusa¨tzliche Funkti-
onsauswertungen sind, um eine ho¨here Genauigkeit bei der Na¨herung der Lo¨sungsfunktion zu
erhalten.
Anwendung von Zeitintegrationsverfahren auf Problemstellung
Fu¨r die Transformation des konzentriert-parametrischen Systems (2.64) in ein konzentriert-
parametrisches System erster Ordnung der Form (2.66) wird eine Zustandsaugmentierung durch-
gefu¨hrt, so dass man(
I 0
0 MG
)(
α˙
α¨
)
=
(
0 I
−LG −DG
)(
α
α˙
)
+
(
0
fG
)
(2.75)
erha¨lt. Wird als Zeitintegration das Euler-Verfahren verwendet, ergibt sich als zeitdiskrete
Zustandsgleichung des Bewegungsmodells(
αk+1
α˙k+1
)
︸ ︷︷ ︸
xk+1
=
(
I ∆t
−∆t(MG)−1LG I−∆t(MG)−1DG
)
︸ ︷︷ ︸
Ak
(
αk
α˙k
)
︸ ︷︷ ︸
xk
+
(
0
∆t(MG)−1fG
k
)
︸ ︷︷ ︸
Bkuk
,
(2.76)
welche durch die Systemmatrix Ak, den Systemzustand xk, und den Term Bkuk zusammenge-
fasst wird.
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2.4.4 Rekonstruktion der Position eines Materialpunkts
Nachdem das kontinuierliche Systemmodell (2.64) in ein zeitdiskretes Systemmodell u¨berfu¨hrt
werden konnte, kann nun mit Hilfe des Systemzustands die Position fu¨r verschiedene Materi-
alpunkte der Herzgeometrie fu¨r die Zeitpunkte tk rekonstruiert werden. Sei u¨ber einen Mate-
rialpunkt bekannt, welche lokalen Koordinaten (mξ1 ,mξ2 ,mξ3) er bezu¨glich des dazugeho¨rigen
finiten Elements e hat und welche Position (mx,my,mz) er in der Ausgangskonfiguration κ0
der Herzgeometrie hatte. Die Auslenkung des Materialpunkts wird zuna¨chst durch die globalen
Funktionen ψi(x, y, z) ausgedru¨ckt, die dann im Standardraum berechnet werden, wie in (2.33)
angegeben. Die Rekonstruktion der Position (xpos, ypos, zpos) eines Materialpunkts ergibt sich
durch
xpos(m
x,my,mz, tk) = m
x +
N∑
i=1
ψi(m
x,my,mz)α1,i(tk)
ypos(m
x,my,mz, tk) = m
y +
N∑
i=1
ψi(m
x,my,mz)α2,i(tk)
zpos(m
x,my,mz, tk) = m
z +
N∑
i=1
ψi(m
x,my,mz)α3,i(tk) (2.77)
bzw. durch
xpos(m
x,my,mz, tk) = m
x +
Me∑
i=0
φei (m
ξ1 ,mξ2 ,mξ3)αe1,i(tk)
ypos(m
x,my,mz, tk) = m
y +
Me∑
i=0
φei (m
ξ1 ,mξ2 ,mξ3)αe2,i(tk)
zpos(m
x,my,mz, tk) = m
z +
Me∑
i=0
φei (m
ξ1 ,mξ2 ,mξ3)αe3,i(tk) . (2.78)
2.4.5 Definition des Messmodells
Um den Zustand des Systemmodells im Rahmen des spa¨ter verwendeten Scha¨tzverfahrens ver-
bessern zu ko¨nnen, wird noch ein Messmodell definiert. Es wird davon ausgegangen, dass die Po-
sitionen (xl, yl, zl) von l = 1, ..., L Materialpunkten mit den initialen Koordinaten (m
x
l ,m
y
l ,m
z
l )
zeitdiskret gemessen werden kann. Sei
y
u1
=

x1 −mx1
x2 −mx2
...
xL −mxL
 yu2 =

y1 −my1
y2 −my2
...
yL −myL
 yu3 =

z1 −mz1
z2 −mz2
...
zL −mzL
 . (2.79)
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Aufbauend auf den Rekonstruktionsgleichungen (2.77) wird folgende Messabbildung definiert: yu1y
u2
y
u3

︸ ︷︷ ︸
y
k
=
 H′ 0 0 0 0 00 H′ 0 0 0 0
0 0 H′ 0 0 0

︸ ︷︷ ︸
Hk
(
αk
α˙k
)
︸ ︷︷ ︸
xk
, (2.80)
wobei
H′ =
 ψ1(m
x
1 ,m
y
1,m
z
1) ψ2(m
x
1 ,m
y
1,m
z
1) · · · ψM(mxL,myL,mzL)
...
...
...
...
ψ1(m
x
L,m
y
L,m
z
L) ψ2(m
x
L,m
y
L,m
z
L) · · · ψM(mxL,myL,mzL)
 (2.81)
Durch das so definierte Messmodell wird der Systemzustand xk der Bewegungsgleichungen auf
den Messvektor y
k
mittels der Messmatrix Hk abgebildet. Der Messvekor yk entha¨lt somit die
gemessenen Auslenkungen in x-, y- und z-Richtung fu¨r den jeweiligen Materialpunkt.
2.5 Zusammenfassung des Kapitels
Zur Durchfu¨hrung einer Bewegungsynchronisation von Instrumenten mit dem schlagenden Her-
zen soll die Position von nicht messbaren Interventionspunken auf der Herzoberfla¨che gescha¨tzt
werden ko¨nnen. Bei der Modellierung der funktionalen Komponenten des Herzens wurde da-
her auf die Beschreibung der Herzwandbewegung beschra¨nkt. Die Herzwand wird als Ko¨rper
mit isotropen, linear-elastischen Materialeigenschaften gesehen, der unter Einwirkung von ex-
ternen Kra¨ften deformiert werden kann. Die Bewegungsgleichungen der Herzwand werden, ba-
sierend auf der Elastizita¨tstheorie, hergeleitet und bestehen aus einen System von linearen
partiellen Differentialgleichungen. Die Geometrie des Herzens wird approximativ durch mehre-
re miteinander verknu¨pfte, dicke Membranen erfasst. Je nach Randbedingungen ko¨nnen sich
die Membranen frei bewegen oder sind an einer Seite feststehend, um die Herzklappen zu re-
pra¨sentieren. Die Membranen werden durch identifizierbare Kra¨ftemodelle deformiert, um die
Kontraktions- und Erschlaffungsphase des Herzens zu simulieren. Basierend auf den Bewe-
gungsgleichungen wird ein Systemmodell und ein Messmodell hergeleitet. Das Systemmodell
dient zum vorwa¨rtspropagieren des Modellzustands. Das Messmodell dient zur Abbildung des
Modellzustands auf Positionsmessungen. Das Systemmodell wird hergeleitet, indem die Lo¨-
sungsfunktion des PDE-Systems durch die Finite-Elemente-Methode approximiert wird. Dabei
wird das verteilt-parametrische System in eine Bank aus konzentriert-parametrischen Syste-
men erster Ordnung transformiert, welche mittels Zeitintegration gelo¨st werden. Basierend auf
dem zeitdiskreten Modellzustand wird die Rekonstruktionsgleichung definiert, um fu¨r jeden
beliebigen Interventionspunkt die Position der Herzoberfla¨che berechnen zu ko¨nnen.
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Modellbasiertes stochastisches Scha¨tzverfahren
In diesem Kapitel wird das in dieser Arbeit verwendete modellbasierte Scha¨tzverfahren vor-
gestellt. Ein Scha¨tzverfahren wird dazu verwendet, den Zustand stochastischer linearer oder
nichtlinearer Systeme zu scha¨tzen. Die betrachtete Realita¨t wird zuna¨chst mit zwei verschie-
denen Arten von Modellen beschrieben: mit einem Systemmodell und mit einem Messmodell.
Die betrachtete Realita¨t setzt sich in dieser Arbeit zusammen aus dem sich bewegenden Organ
Herz und dem Messsystem zur Messung der Herzbewegung. Um die Herzoberfla¨che fu¨r den
Interventionspunkt dynamisch rekonstruieren zu ko¨nnen, wird die Bewegung der Herzwand
durch ein Herzbewegungsmodell beschrieben (siehe Kapitel 2.3). Das Herzbewegungsmodell
wird im Folgenden Systemmodell genannt. Die internen Parameter und Zusta¨nde des Herzbe-
wegungsmodells ko¨nnen zur Anpassung des Modells an die reale Herzbewegung nicht direkt
gemessen werden. Es ist erforderlich, die Zusta¨nde des Systemmodells auf Messungen, wie z. B.
die gemessene Position von Landmarken der Herzoberfla¨che, abzubilden. Die Abbildung wird in
einem Messmodell beschrieben. Auf Grundlage eines angenommenen System- und Messmodells
mit darin enthaltenen stochastischen Unsicherheiten und einer Menge von bekannten Ein- und
Ausga¨ngen des Systems, erlaubt das Scha¨tzverfahren eine systematische Berechnung der Scha¨t-
zung des internen Zustands und der Parameter. In einem Scha¨tzverfahren werden die beding-
ten Wahrscheinlichkeitsdichten der Zusta¨nde, die durch Zufallsvariablen repra¨sentiert werden,
rekursiv verarbeitet. Das Scha¨tzverfahren gliedert sich dabei in einen Pra¨diktionsschritt und
einen Filterschritt. Im Pra¨diktionsschritt wird der Systemzustand bei bekannten Einga¨ngen
u¨ber die Zeit weiter vorwa¨rts propagiert. Im Filterschritt wird die vorliegende Scha¨tzung des
Zustands mit Hilfe von Messungen verbessert. In Kapitel 3.1 wird motiviert, warum man ein
stochastisches Scha¨tzverfahren braucht. In Kapitel 3.2 werden das stochastische System- und
Messmodell na¨her definiert. Da das Herzbewegungsmodell und das verwendete Messmodell in
dieser Arbeit linear sind, wird in dieser Arbeit ein lineares Scha¨tzverfahren, das sogenannte
Kalmanfilter, verwendet. Das Kalmanfilter wird in Kapitel 3.3 vorgestellt. In Kapitel 3.4 wird
beschrieben, wie die parametrische Dichtebeschreibung des Kalmanfilters dazu genutzt wird,
die Rekonstruktion des Interventionspunktes durchzufu¨hren.
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Abbildung 3.1: Systemmodell, Messmodell und Scha¨tzer.
3.1 Motivation fu¨r den Einsatz eines Scha¨tzverfahrens
Durch die Abbildung der Realita¨t in Modellen entstehen viele Unsicherheiten. Das System-
modell wird keine perfekte Beschreibung der Herzbewegung liefern. Durch die Einschra¨nkung
auf ein lineares Bewegungsmodell werden z. B. Nichtlinearita¨ten in den Materialeigenschaften
des Herzens vernachla¨ssigt, was daher zu einer Unsicherheit im Systemmodell (endogenes Rau-
schen) fu¨hrt. Zu endogenem Rauschen za¨hlt z. B. auch die Approximation des unendlichen
Parameterraums der Lo¨sung des PDE-Systems durch eine endliche Anzahl von Parametern. Es
gibt auch exogene Unsicherheiten, die auf das Systemmodell des Herzwandmodells wirken, wie
z. B. der unbekannte Instrumentendruck auf die Herzoberfla¨che, das Auftreten von Arhythmien
in der Herzbewegung. Durch kein physikalisches Messprinzip ko¨nnen wahre Werte des beobach-
teten Systems Herz gewonnen werden, da immer Unsicherheiten im Verarbeitungsprozess des
Messsystems auftreten. Zusa¨tzlich zu dem hergeleiteten System- und Messmodell mu¨ssen daher
auch stochastische Modelle fu¨r die auftretenden Unsicherheiten beru¨cksichtigt werden.
Wegen der auftretenden Unsicherheiten ko¨nnen die Parameter und Zusta¨nde des Systemmodells
nicht deterministisch bestimmt werden, sondern mu¨ssen gescha¨tzt werden. In Abbildung 3.1
wird der Gesamtzusammenhang zwischen der Abbildung der Realita¨t im System- und Mess-
modell und dem erforderlichen Scha¨tzer zur Rekonstruktion der Herzoberfla¨che schematisch
dargestellt.
3.2 Stochastisches System- und Messmodell
Das Systemmodell dient dazu, den Zustand des Systems bei bekannten Einga¨ngen u¨ber die Zeit
vorwa¨rtspropagieren zu ko¨nnen. Es wird von einem zeitdiskreten Systemmodell ausgegangen,
das aus der Zeitdiskretisierung eines zeitkontinuierlichen Systemmodells hervorgegangen ist.
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Zeitdiskrete Systemmodelle sind entweder linear und haben dann die Form
xk+1 = Akxk +Bkuk (3.1)
oder sie sind nichtlinear und haben die Form
xk+1 = ak(xk, uk) . (3.2)
In Gleichung (3.1) ist Ak ∈ RN×N die Matrix, welche den Systemzustand xk+1 ∈ RN des
Zeitpunktes tk+1 mit dem Systemzustand xk aus Zeitpunkt tk in Beziehung setzt, Bk ist die
Eingangsmatrix, uk ist der Systemeingang und ak ist eine nichtlineare Systemfunktion, die xk
und uk miteinander verknu¨pft. Beide Formen stellen deterministische Systeme dar. Da sie die
Realita¨t nur approximativ beschreiben, sind die Systeme noch zusa¨tzlich mit Unsicherheiten
behaftet. Diese Unsicherheiten werden als zusa¨tzliche Einga¨nge beru¨cksichtigt, die in das System
eingehen. Geht man z. B. von einem additiven Prozessrauschen wk aus, dann hat das lineare
Systemmodell die Form
xk+1 = Akxk +Bk(uˆk + wk) (3.3)
und das nichtlineare Systemmodell wird erweitert zu
xk+1 = ak(xk, uˆk, wk) , (3.4)
wobei uˆk einen deterministischen Systemeingang darstellen soll.
Das in dieser Arbeit verwendete zeitdiskrete Systemmodell (2.76) ist linear und wird erga¨nzt
durch ein additives Prozessrauschen wk, somit hat es also die Form (3.3).
Mit Hilfe des Messmodells wird ein interner Zustand xk auf die deterministische Messung yˆk ∈
RM abgebildet. Die Form der Messabbildung kann entweder linear
yˆ
k
= Hkxk + vk (3.5)
oder nichtlinear
yˆ
k
= hk(xk, vk) (3.6)
sein. Hk ist die Messmatrix und hk ist eine nichtlineare Messfunktion. Da Messungen in der
Regel immer mit Unsicherheiten behaftet sind, wird auch hier ein additiver Rauschterm vk im
Messmodell beru¨cksichtigt.
Das in (2.80) hergeleitete Messmodell ist linear und wird erga¨nzt durch ein additives Messrau-
schen vk, somit hat es also die Form (3.5).
Werden die Unsicherheiten eines Systems durch stochastische Prozesse modelliert, so spricht
man von stochastischen Systemen. Der Systemzustand xk, das Systemrauschen wk und das
Messrauschen vk sind demnach Zufallsvektoren. Die Eingangsgro¨ße uˆk bleibt aber weiter deter-
ministisch.
Neben den Zufallsvariablen werden auch die Beziehungen unter den Rauschprozessen betrach-
tet. Fu¨r den Zufallsvektor xk wird angenommen, dass er stochastisch unabha¨ngig von dem
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Prozessrauschen wk ist. Die Rauschgro¨ßen vk, wk werden ha¨ufig als unkorreliert, mittelwertfrei
und weiß angenommen.
Ein lineares stochastisches Systemmodell wird demnach definiert durch
xk+1 = Akxk +Bk(uˆk +wk) . (3.7)
Ein lineares stochastisches Messmodell wird definiert mit
yˆ
k
= Hkxk + vk . (3.8)
3.3 Kalmanfilter
Das Kalmanfilter [41], [67] ist ein rekursives Verfahren, das unter bestimmten Annahmen den
Zustand eines Systemmodells effizient und optimal scha¨tzen kann. Die Annahmen sind: Das
System- und Messmodell ist linear, das Prozess- und Messrauschen ist additiv, zeitunabha¨n-
gig (weiß), mittelwertfrei und normalverteilt. Alle erforderlichen Parameter des System- und
Messmodells und der Rauschmodelle werden als bekannt vorausgesetzt.
Da das Systemmodell des Herzwandbewegungsmodells (2.76) linear ist und die Messgleichung
(2.80) linear ist, kann das Kalmanfilter verwendet werden. Desweiteren muss fu¨r die Verwendung
des Filters zur Herzbewegungsscha¨tzung folgende Voraussetzungen erfu¨llt sein:
• Die Materialparameter der Bewegungsgleichungen sind bekannt.
• Die Einga¨nge uˆk des Systemmodells sind fu¨r alle Zeitschritte bekannt, um das approxi-
mierte Herzgeometriemodell zu deformieren.
• Die linearen Elastizita¨tsannahmen fu¨r das Myokard sind ausreichend, um die nichtlinearen
Materialparameter des Herzens zu approximieren.
Das stochastische Systemmodell hat also die Form (3.7), wobei wk ∼ N(wk− wˆk,Cwk ), wˆk = uˆk
und das stochastische Messmodell hat die Form (3.8), wobei vk ∼ N(vk − vˆk,Cvk).
Zur Approximation der tatsa¨chlichen Wahrscheinlichkeitsdichtefunktion des Zustands xk ∈ RN
wird eine Normalverteilung verwendet. Somit wird der Zustand durch einen Mittelwertvektor
(erstes Moment) und eine Kovarianzmatrix (zweites Moment) charakterisiert. Die Scha¨tzung
kann analytisch gelo¨st werden.
3.3.1 Pra¨diktionsschritt
Im Pra¨diktionsschritt werden der Mittelwert xˆek und die Kovarianzmatrix C
e
k auf Grundlage des
linearen Systemmodells (3.3) vorwa¨rts propagiert. Man erha¨lt die pra¨dizierte Dichte der Form
fpk (xk+1) = N(xk+1 − xˆpk+1,Cpk+1) (3.9)
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mit
xˆpk+1 = Akxˆ
e
k +Bkuˆk (3.10)
Cpk+1 = AkC
e
kA
T
k +BkC
w
kB
T
k . (3.11)
3.3.2 Filterschritt
Im Filterschritt wird der Mittelwert und die Kovarianzmatrix des Zustands auf Grundlage
des linearen Messmodells aktualisiert. Die optimale Scha¨tzung fu¨r den Zustand wird durch die
Forderung nach Erwartungswerttreue und durch die Minimierung der Unsicherheit bzw. der
Kovarianzmatrix erreicht. Die aktualisierte Wahrscheinlichkeitsdichte f ek(xk) hat die Form
f ek(xk) = N(xk − xˆek,Cek) (3.12)
mit dem aktualisierten Erwartungswert
xˆek = xˆ
p
k +Kk(yˆk −Hkxˆ
p
k) (3.13)
und der aktualisierten Kovarianzmatrix
Cek = C
p
k −KkHkCpk . (3.14)
Der Kalmangewinn Kk wird angegeben durch
Kk = C
p
kH
T
k (C
v
k +HC
p
kH
T
k )
−1 . (3.15)
Die Zustandsscha¨tzung durch das Kalmanfilter ist aufgrund der analytischen Lo¨sung sehr effizi-
ent. Es mu¨ssen nur wenige Operationen, darunter eine Inversion im Filterschritt, durchgefu¨hrt
werden, um das erste und zweite Moment des Zustandes zu berechnen. In Abbildung 3.3.2
ist die Verarbeitung des ersten Moments durch das Kalmanfilter in einem Blockdiagramm zu
sehen.
3.4 Verwendung der Zustandsscha¨tzung zur Rekonstruktion
Mit Hilfe der aktualisierten Zustandsscha¨tzung des Kalmanfilters kann die Rekonstruktion des
Interventionspunkts durchgefu¨hrt werden. Der Erwartungswert der aktualisierten Scha¨tzung
des Kalmanfilters hat bezogen auf den Zustand des Herzbewegungsmodells die Form
xˆek =
(
(αˆk)
e
(ˆ˙αk)
e
)
(3.16)
und die Kovarianzmatrix Cek. Der Erwartungswert iˆpos der Rekonstruktion der Herzoberfla¨che
am Interventionspunkt mit dem initialen Materialpunkt mi = (m
x,my,mz)T ergibt sich, wie in
(2.77) angegeben, durch
iˆpos = mi + Hˇk
(
(αˆk)
e
(ˆ˙αk)
e
)
, (3.17)
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Abbildung 3.2: Kalmanfilter.
wobei
Hˇk =
 ψ 0 0 0 0 00 ψ 0 0 0 0
0 0 ψ 0 0 0
 (3.18)
mit ψ = (ψ1(m
x,my,mz) ψ2(m
x,my,mz) · · · ψN(mx,my,mz)). Die Kovarianzmatrix Cik
fu¨r die Rekonstruktion der Herzoberfla¨che am Interventionspunkt kann angegeben werden mit
Cik = HˇkC
e
k(Hˇk)
T . (3.19)
3.5 Zusammenfassung des Kapitels
Die in dieser Arbeit betrachtete Realita¨t besteht zum Einen aus dem sich bewegenden Organ
Herz und dem Messverfahren zur Verfolgung der Herzbewegung. Durch die unvollsta¨ndige Ab-
bildung dieser Realita¨t in einem System- und einem Messmodell entstehen Unsicherheiten. Die
Unsicherheiten werden in dieser Arbeit beru¨cksichtigt, indem der Systemgleichung des Herzbe-
wegungsmodells und der Messgleichung ein additives Prozess- bzw. Messrauschen hinzugefu¨gt
wird. Die Systemgleichung hat eine lineare Form, wenn die Materialparameter des Herzbe-
wegungsmodells bekannt sind. Fu¨r die Messgleichung wird ebenfalls eine lineare Form ange-
nommen. Durch die Modellierung des Rauschens in Form eines stochastischen Prozesses liegt
ein stochastisches, lineares System- bzw. Messmodell vor, und der Zustand des Systems, das
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Systemrauschen und das Messrauschens werden als Zufallsvektoren betrachtet. Fu¨r die Zufalls-
vektoren des Systemmodells und des Messmodells wird eine Normalverteilung angenommen.
Da das System- und das Messmodell linear ist, kann zur optimalen Scha¨tzung des Zustands das
Kalmanfilter verwendet werden. Um die pra¨dizierte und aktualisierte Zustandsscha¨tzung zu
erhalten, berechnet das Kalmanfilter nur das erste und zweite Moment. Das erste Moment der
aktualisierten Zustandsscha¨tzung wird benutzt, um die Rekonstruktion der Herzoberfla¨che an
einem beliebigen Interventionspunkt durchzufu¨hren. Mit Hilfe des zweiten Moments der aktua-
lisierten Zustandsscha¨tzung kann die Unsicherheit fu¨r die Rekonstruktion der Herzoberfla¨che
am Interventionspunkt angegeben werden.
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KAPITEL 4
Evaluierungsumgebung
In diesem Kapitel wird die in dieser Arbeit verwendete Evaluierungsumgebung fu¨r den Bewe-
gungsscha¨tzer vorgestellt. In der Evaluierungsumgebung wird ein ku¨nstliches Herz mittels eines
Luftdrucksystems bewegt. Zur Erfassung von Information u¨ber die Bewegung des ku¨nstlichen
Herzens werden zwei verschiedene Messverfahren verwendet. Zum Einen wird ein Stereokame-
rasystem dazu benutzt Landmarken der Herzoberfla¨che zu verfolgen und zum Anderen wird ein
Drucksensor dazu benutzt, den Druck im ku¨nstlichen Herzen zu messen. Die Positionsmessun-
gen der Landmarken der Herzoberfla¨che dienen spa¨ter zur Verbesserung der Zustandsscha¨tzung
des Bewegungsmodells. Die Abbildung des Zustands des Bewegungsmodells auf die Positions-
messungen wurde schon in Kapitel 2.4.5 bzw. Kapitel 3.2 erla¨utert. Die Druckmessungen dienen
der Parameteridentifikation des Eingangs vom Systemmodell, welches in Kapitel 2.4.2 bzw. in
Kapitel 3.2 bereits erla¨utert wurde.
Ein Einblick u¨ber die verschiedenen Messverfahren, die zur Verfolgung der Herzbewegung in
der aktuellen Forschung verwendet werden, wird in Kapitel 4.1 gegeben. Die Evaluierungs-
umgebung mit einem ku¨nstlichen Herzen wird in Kapitel 4.2 vorgestellt. In Kapitel 4.3 wird
skizziert, wie man aus den gewonnenen Bilddaten eines Stereokamerasystems durch Approxi-
mation des Kameramodells mit intrinsischen und extrinsischen Parametern die 3D-Positionen
von Landmarken der Herzoberfla¨che berechnen kann. Desweiteren wird der angewendete Seg-
mentierungsprozess und die verwendete Einschra¨nkung zur Lokalisierung von Landmarken im
Kamerabild erla¨utert. In Kapitel 4.4 wird die Identifizierung der Parameter des Systemeingangs
beschrieben, die teilweise auf der Umrechnung der gewonnenen Digitaldaten des Drucksensors
beruhen.
4.1 Verwendete Messverfahren in der aktuellen Forschung
Um die Herzbewegung analysieren zu ko¨nnen, mu¨ssen geometrische Strukturen und anatomi-
sche Punkte des Herzens segmentiert, lokalisiert und verfolgt werden. In der Literatur wurden
schon einige Ansa¨tze zur Verfolgung von natu¨rlichen oder ku¨nstlichen Landmarken des Her-
zens vorgestellt. Es kamen sowohl invasive als auch nichtinvasive Verfahren zum Einsatz. Unter
invasiven Verfahren ist das Implantieren von ro¨ntgendichten Markern [50], [77], [61], [40] oder
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das Implantieren von Ultraschallkristallen [62], [23] in das Myokard einzuordnen. Die ro¨ntgen-
dichten Marker ko¨nnen mittels eines Ro¨ntgensystems oder computerunterstu¨tzter Fluroskopie
verfolgt werden. Mit Hilfe der Ultraschallkristalle ko¨nnen relative Distanzen zwischen den Kris-
tallen berechnet werden. Bei der Angiocardiography kann durch injizieren von ro¨ntgendichtem
Kontrastmittel und anschließendem biplanarem Ro¨ntgen das Gefa¨ßsystem des Herzens visua-
lisiert werden. Die Verzweigungen der Koronararterien ko¨nnen als natu¨rliche Landmarken zur
Verfolgung der Herzbewegung genutzt werden [44], [80]. Die Single Photon Emission Compu-
ted Tomography (SPECT) ist ein bildgebendes Verfahren der nuklearmedizinischen Diagnostik.
Nach der Injektion von radioaktiven Isotopen wird a¨hnlich wie bei der CT aus den Projektions-
messungen die Aktivita¨tsverteilung der Isotope im Ko¨rper rekonstruiert. Mit SPECT kann ne-
ben der Analyse der Durchblutung des Myokards auch die Herzwandbewegung verfolgt werden
[25].
In den nichtinvasiven bildgebenden Verfahren MR und CT [33] ko¨nnen ra¨umlich fest definierte
kontrastreiche Bildschnitte durch das Myokard gewonnen werden. Bewegt sich das Myokard,
wandern die Teilbereiche durch die Schnitte durch. Eine eindeutige Zuordnung der Teilbereiche
oder anatomischer Landmarken wird erschwert. Eine Erweiterung des MR ist das Tagging-
MRT [82], [10]. In diesem Verfahren werden vor der eigentlichen Bildaufnahme Gewebeteile des
Myokards mittels Radio-Frequenz-Pulsen virtuell markiert. Die Markierungen ko¨nnen dazu ver-
wendet werden, die verteilte Bewegung von Gewebesegmenten, die sowohl Translations- als auch
Rotationskomponenten entha¨lt, zu erfassen. Das Tagging-MRT wurde in vielen Publikationen
wie z. B. [81], [22] zur funktionalen Analyse des Herzens genutzt.
Bei der sogenannten Echocardiographie kommen nichtinvasive 2D- oder 3D-Ultraschallsysteme
[20] zum Einsatz, die der Visualisierung der Herzgeometrie und Analyse der Herzbewegung die-
nen. Die Ultraschallbilddaten sind sehr rauschbehaftet, da die reflektierten Schallwellen durch
zwischen dem Ultraschallern und der Herzgeometrie liegendes Gewebe geschwa¨cht werden. Eine
besondere Form der Ultraschallsysteme stellt die transesophageale Echokardiographie [34], [59]
dar.
In [53] wird ein guter U¨berblick gegeben, welche bildgebenden Verfahren in Kombination ge-
nutzt werden, um geometrische und funktionale Informationen u¨ber die Herzbewegung zusam-
menzufu¨hren.
Zur Segmentierung von Konturen des Myokards aus den Schichtbildern von MRT, CT und Echo-
cardiographie sind in der Literatur schon viele Ansa¨tze vorgestellt worden, wie z. B. komplexe
Segmentierungsalgorithmen, die auf deformierbare Modellen [48], [43] oder Niveaumengenme-
thoden [66] basieren. Dabei wurden die Konturen zusammenha¨ngend als Kurve oder Fla¨che
segmentiert. Die Segmentierung und Verfolgung einzelner anatomischer Landmarken in den
Schichtbildern wurden in der Literatur weniger betrachtet.
Zur Evaluierung der in dieser Arbeit diskutierten Bewegungsscha¨tzung wurde auf eine ver-
einfachte Datenakquisition fu¨r die Position von Landmarken auf der Herzoberfla¨che gesetzt.
Die Positionen der Landmarken werden mit Hilfe eines Stereokamerasystems verfolgt. Da die
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Herzoberfla¨che wenig Textur aufweist, wurden zur Vereinfachung der Bildverarbeitung anstatt
natu¨rlicher Landmarken die auf der Herzoberfla¨che aufgebrachten ku¨nstlichen Landmarken (sie-
he Abbildung 1.2) segmentiert. Im Prinzip ko¨nnten zur Evaluierung des Verfahrens auch die
Daten der oben diskutierten bildgebenden Verfahren wie MRT, CT oder US verwendet werden,
wobei aber, wie oben aufgefu¨hrt, weitaus komplexere Segmentierungsalgorithmen als bei der
Segmentierung der ku¨nstlichen Landmarken aus den Kamerabildern erforderlich sind.
4.2 Evaluierungsumgebung mit ku¨nstlichem Herzen
Um den modellbasierten Herzbewegungsscha¨tzer zu evaluieren und nicht sta¨ndig auf Tierversu-
che angewiesen zu sein, wurde eine Simulationsumgebung mit einem ku¨nstlichen Herzen aufge-
baut. Das ku¨nstliche Herz (siehe Abbildung 4.1(a)) der Firma Anamod (Bad Ragaz, Schweiz)
ist aus elastischen Polyurethan-Harzen gefertigt und besitzt im Innern eine Kammer. Zur Simu-
lation einer menschena¨hnlichen Herzbewegung kann durch ein ansteuerbares Druckluftsystem
Luft in die Kammer hineingeblasen und Luft aus der Kammer evakuiert werden. In Abbil-
dungen 4.1(c) und 4.1(d) sind alle Komponenten des Druckluftsystem zu sehen. Es besteht aus
zwei Kompressoren, zwei Luftdruckvorratsbeha¨ltern, einem Proportionaldruckregelventil, einem
A/D-Wandler, einem D/A-Wandler, einem U¨berdruckventil, den entsprechenden Verbindungs-
schla¨uchen und einem Drucksensor, der vor der O¨ffnung am ku¨nstlichen Herzen angebracht ist.
Die beiden Druckluftkompressoren stellen jeweils Druckluft mit einem U¨berdruck von 200 mbar
und einen Unterdruck von 475 mbar zur Verfu¨gung. In den Druckbeha¨ltern wird die Druckluft
zwischengespeichert, um Luft mit einem konstanten Druck fu¨r das Proportionaldruckregel-
ventil liefern zu ko¨nnen. Das Proportionaldruckregelventil der Firma Drumag-Specken (Bad
Sa¨ckingen) regelt den Druckverlauf im ku¨nstlichen Herzen und mischt dabei Luft mit U¨ber-
und Unterdruck. Die mit einem PC generierten Sollwerte werden u¨ber den D/A-Wandler ME-
RedLab1208FS der Firma Meilhaus Electronic (Puchheim) an die Reglereinheit des Ventils
angelegt. Die Istwerte fu¨r den Regler werden vom Drucksensor am Eingang des Herzens er-
halten. Mit Hilfe des A/D-Wandlers ME-RedLab1208FS kann ein zweiter PC u¨ber die USB-
Schnittstelle auf das Drucksignal zugreifen. Das ku¨nstliche Herz wurde mit ku¨nstlichen Markern
versehen (siehe Abbildung 4.1(b)), die mittels eines Stereokamerasystems verfolgt werden. Das
Stereokamerasystem ist an den zweiten PC angeschlossen, welcher die Software zum Ansteuern
des Stereokamerasystems, die Software zur Verarbeitung der Bild- und Drucksensordaten und
die Implementierung des modellbasierten Bewegungsscha¨tzers entha¨lt.
Das Stereokamerasystem, das Luftdrucksystem, die beiden PCs und ein Torso mit dem eingela-
gerten ku¨nstlichen Herz (siehe Abbildung 4.1(e)) sind auf einem mobilen Stand (siehe Abbildung
4.1(f)) untergebracht, der den Namen
”
Herzmobil” tra¨gt.
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(a) Ku¨nstliches Herz. (b) Ku¨nstliches Herz mit Markern.
(c) Drucksensor am Eingang des ku¨nstlichen
Herzens.
(d) Kompressoren, Wandler und Proportional-
druckregelventil.
(e) Torso mit Brustkorbspreitzer. (f) Herzmobil.
Abbildung 4.1: Herzmobil, ku¨nstliches Herz und Komponenten des Druckluftsystems.
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4.3 Optische Sensoren
Zur Erfassung der Positionsdaten einzelner Landmarken der Herzoberfla¨che wird wie in Kapitel
4.2 beschrieben eine Stereokamerasystem verwendet. Die mit dem Stereokamerasystem aufge-
nommenen Bilddaten mu¨ssen basierend auf einem Kameramodell computergestu¨tzt ausgewertet
werden. In Kapitel 4.3.1 wird die mathematische Beschreibung der Projektion eines 3D-Objektes
auf die 2D-Bildaufnehmer einer Kamera dargelegt. Ausgehend von der Zentralperspektive wird
ein Kameramodell fu¨r ideale Linsen und fu¨r Linsen mit Verzerrungen formuliert. Dabei werden
bestimmte intrinsische und extrinsische Parameter des Kameramodells definiert. Werden zwei
Kameras benutzt, so kann aufgrund der Projektionstheorie aus 2D-Punktepaaren der 3D-Punkt
rekonstruiert werden (siehe Kapitel 4.3.2). Um die Parameter einer Kamera zu bestimmen, ist
eine Kamerakalibrierung durchzufu¨hren, welche in Kapitel 4.3.4 kurz umrissen wird. Um die
Punktepaare zu finden, wird ausgehend von einem 2D-Referenzpunkt eines Kamerabildes der
Korrespondenzpunkt im anderen Kamerabild gesucht. Der Suchraum wird durch die epipola-
re Einschra¨nkung begrenzt, was in Kapitel 4.3.3 beschrieben wird. In Kapitel 4.3.5 wird die
verwendete Markersegmentierung zum Berechnen der Pixelkoordinaten der ku¨nstlichen Mar-
ker dargelegt. Eine grundlegendere Einfu¨hrung in die Kameramodelle und Kamerakalibrierung
findet man in [11], [37], [28].
4.3.1 Lochkameramodell fu¨r ideale und nicht ideale Linsen.
In der zentralperspektivischen Abbildung wird jeder Szenenpunkt durch Lichtstrahlen auf eine
Bildebene abgebildet. Dabei wird angenommen, dass alle Lichtstrahlen ein infinitesemal klei-
nes Loch, welches im Weiteren Projektionszentrum genannt wird, passieren. Anstatt die so
invertierte Ansicht zu betrachten, wird eine virtuelle Bildebene betrachtet, die zwischen dem
Projektionszentrum und der Szene liegt. Sie beinhaltet dann keine invertierte Ansicht. Die
Projektion der x-, y-, z- Koordinaten, der beobachteten Szene (siehe Abbildung 4.2) auf die
Bildkoordinaten u, v wird durch (
u
v
)
=
f
z
(
x
y
)
(4.1)
ausgedru¨ckt. Der Ursprung des Szenenkoordinatensystems liegt dabei im Projektionszentrum.
In (4.1) ist f der Abstand des Projektionszentrums zur Bildebene. Man spricht von einer nor-
malisierten Bildebene, wenn sie mit Einheitsabstand eins vom Projektionszentrum entfernt ist,
also f = 1. Der Durchstoßpunkt der optischen Achse mit der Bildebene bildet den Bildkoor-
dinatenursprung C = (cx, cy). Das Kameramodell wird durch verschiedene Kameraparameter
beschrieben. Es gibt extrinsische und intrinsische Kameraparameter. Die extrinsischen Para-
meter beschreiben die Transformation des Weltkoordinatensystems in das Kamerakoordinaten-
system, wa¨hrend die intrinsischen Parameter interne Parameter der Kamera beschreiben, die
unabha¨ngig vom Weltkoordinatensystem sind, wie z. B. die Brennweite, die Pixelgro¨ße, der
Bildkoordinatenursprung.
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Abbildung 4.2: Lochkameramodell.
Soll ein realita¨tsnahes Kameramodell modelliert werden, muss zusa¨tzlich zu der idealen Projek-
tionsabbildung aus (4.1) noch beachtet werden, dass Bildpunkte auch rechteckig sein ko¨nnen,
dass in der Regel keine ideale Linse vorliegt, welche die Szene verzerrungsfrei abbildet, und dass
die optische Achse die Bildebene nicht im Bildkoordinatenursprung schneidet.
Um die unterschiedliche Ho¨he und Breite eines Pixels zu definieren, werden die intrinsischen
Parameter fx und fy eingefu¨hrt. Beru¨cksichtigt man neben fx, fy auch noch C, erha¨lt man mit
der Abbildung (
u
v
)
=
1
zc
(
fxxc + cx
fyyc + cy
)
(4.2)
die Bildkoordinaten u, v in der Einheit Pixel. In (4.2) sind xc, yc, zc Koordinaten bezu¨glich des
Kamerakoordinatensystems, dessen Ursprung im Projektionszentrum liegt und dessen x- und
y-Achsen parallel zu den u- und v-Achsen des Bildkoordinatensystems verlaufen.
Werden die Bildpunkte in homogenen Koordinaten (u, v, 1) ausgedru¨ckt, erha¨lt man mittels der
Kameramatrix
K =
 fx 0 cx0 fy cy
0 0 1
 (4.3)
die Abbildung  uzcvzc
zc
 = K
 xcyc
zc
 . (4.4)
Da mehrere Punkte xc, yc, zc entlang der Projektionsgeraden auf u, v abgebildet werden ko¨nnen,
ist zc zuna¨chst noch unbekannt.
Um das Weltkoordinatensystem der Szene in das Kamerakoordinatensystem zu transformie-
ren, stehen die extrinsischen Kameraparameter, bestehend auf der Rotationsmatrix R und
der Translationsvektor t zur Verfu¨gung. Die Koordinatentransformation lautet hiermit fu¨r
Weltpunkte mit den Koordinaten p
w
= (xw, yw, zw)
T auf die Kamerakoordinaten p
c
p
c
= Rp
w
+ t . (4.5)
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Wird die Abbildung der Kamerakoordinaten auf die Bildkoordinaten (4.4) und die Koordi-
natentransformation der Weltkoordinaten in die Kamerakoordinaten (4.5) zusammengefasst,
erha¨lt man die Projektionsmatrix P mit
P = K(R|t) (4.6)
Mit P lautet die neue Abbildung in homogenen Koordinaten dann uzcvzc
zc
 = P

xw
yw
zw
1
 . (4.7)
Die obige Abbildung ist linear und beru¨cksichtigt bis jetzt noch keine Linsenverzerrungen. Soll
eine radiale Verzerrung beru¨cksichtigt werden, werden zusa¨tzlich zu den unverzerrten Koordina-
ten u, v noch verzerrte Bildkoordinaten ud, vd eingefu¨hrt. Die unverzerrten Koordinaten werden
durch die rein lineare Abbildung von 3D auf 2D beschrieben, wa¨hrend ud, vd die Bildkoordinaten
des Sensoraufnehmers darstellen.
Werden die Weltpunkte xc, yc, zc in Kamerakoordinaten auf die normalisierte Bildebene zc = 1
projeziert, erha¨lt man die normalisierten Koordinaten xn, yn mit xn = xc/zc und yn = yc/zc.
Betrachtet man die verzerrten Kamerakoordinaten xd, yd, zd in der Ebene zd = 1 erha¨lt man
mittels der Abbildung  udvd
1
 = K
 xdyd
1
 (4.8)
die verzerrten Bildkoordinaten.
Es wird angenommen, dass die radiale Verzerrung [15] mit Hilfe eines Polynoms L(r) = 1 +∑p
i=1 kir
i angena¨hert werden kann. Dabei ist der Radius r =
√
x2n + y
2
n. Mit Hilfe der nor-
malisierten Koordinaten xn, yn und dem angenommenen Verzerrungsmodell werden dann die
verzerrten Kamerakoordinaten dargestellt durch(
xd
yd
)
= (1 + k1r
2 + k2r
4 + k3r
6)
(
xn
yn
)
. (4.9)
Wird auch eine tangentiale Verzerrung angenommen, wird zu (4.9) noch ein Term hinzugefu¨gt,
siehe auch [39].
Mit Hilfe der erlangten Transformation ko¨nnen nun zwei wichtige Ziele realisiert werden:
1. Zum Einen kann von den verzerrten Bildkoordinaten ud, vd einer Landmarke auf der
Herzoberfla¨che u¨ber die Projektionsgerade auf mo¨gliche 3D-Weltpunkte p
w
dieser Land-
marke geschlossen werden, die auf ud, vd projiziert wurden. Wird ein zweites Kamera-
system installiert, kann die zweite Projektionsgerade dazu genutzt werden, den wahren
3D-Weltpunkt der Landmarke vollsta¨ndig zu ermitteln, indem die Geraden miteinander
geschnitten werden.
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2. Zum Anderen kann durch den vorgegebenen 3D-Weltpunkt einer Landmarke, die z. B.
durch das modellbasierte Scha¨tzverfahren zur Verfu¨gung gestellt wurde, auf die verzerrten
Bildkoordinaten der Landmarke geschlossen werden. Dies dient spa¨ter der Findung von
Landmarken im verzerrten Bild des jeweiligen Bildaufnehmers.
Um Ziel 1 zu realisieren, sind die mo¨glichen Weltkoordinaten auf der Basis von verzerrten Bild-
koordinaten ud, vd zu berechnen. Zuerst mu¨ssen die verzerrten Bildkoordinaten ud, vd entzerrt
werden, um sie dann in die Geradengleichung xcyc
zc
 = s

u−cx
fx
v−cy
fy
1
 (4.10)
einsetzen zu ko¨nnen. Die Berechnung von u, v ist aufgrund der Nichtlinearita¨t in (4.9) nicht ana-
lytisch lo¨sbar und muss daher mit einem iterativen Entzerrungsverfahren angena¨hert werden.
Das anzuwendende iterative Verfahren wird in [11] genauer beschrieben. Nach der Anna¨herung
von xn, yn, stehen u, v durch
u = x˜nfx + cx und v = y˜nfy + cy (4.11)
zur Verfu¨gung und werden dann in (4.10) eingesetzt.
Mit Hilfe von  xwyw
zw
 = RT
 xcyc
zc
−RT t (4.12)
kann dann auf alle mo¨glichen Weltpunkte geschlossen werden, welche die Projektion verursacht
haben ko¨nnten.
Um Ziel 2 zu realisieren, wird der vorgegebene Punkt p
w
mittels (4.7) in die entzerrten Bild-
koordinaten transformiert. Danach kann durch xn =
u−cx
fx
und yn =
v−cy
fy
und mittels (4.9) auf
die verzerrten Kamerakoordinaten in der normalisierten Ebene geschlossen werden. Mit xd, yd
ko¨nnen schliesslich die verzerrten Bildkoordinaten ud, vd aufgrund von (4.8) berechnet werden.
4.3.2 3D-Rekonstruktion mittels Stereokamerasystem
Betrachtet man eine Szene mit zwei Kameras, deren interne und externe Kameraparameter be-
kannt sind, so ko¨nnen fu¨r jede Kamera Projektionsgeraden angegeben werden, um 3D-Punkte
der Szene in die Bildebenen der Kameras abzubilden. Ist ein bestimmtes Merkmal der Szene auf
beiden Kamerabildern zu sehen, wobei die Bildkoordinaten des Merkmals in Kamera 1 (u, v)
und die Bildkoordinaten des Merkmals in Kamera 2 (u′, v′) sind, so kann man die Projektionsge-
raden schneiden, um die Weltkoordinaten p
w
des Merkmals zu berechnen. Die beiden Geraden
schneiden sich in der Praxis nie, da entweder die Kalibrierungsparameter noch zu ungenau sind
54
4.3. Optische Sensoren
oder die Berechnung der Bildkoordinaten des Merkmales fehlerbehaftet ist. Es ergeben sich auf
Basis der Projektionsabbildungen auf die Bildkoordinaten (u, v) und (u′, v′) die Gleichungen
 zcuzcv
zc
 = P

xw
yw
zw
1

 z′cu′z′cv′
z′c
 = P′

x′
y′
z′
1
 . (4.13)
Unter Annahme von zc = 1 und z
′
c = 1 erha¨lt man ein Gleichungssystem, dass wie folgt
zusammengefasst wird:
p11 − up31 p12 − uq32 q13 − up33
p21 − vq31 p22 − vp32 p23 − vq33
p′11 − u′p′31 p′12 − u′p′32 p′13 − u′p′33
p′21 − v′p′31 p′32 − v′p′32 p′23 − v′p′33

︸ ︷︷ ︸
S
 xwyw
zw
 =

up34 − p14
vp34 − p24
u′p′34 − p′14
v′p′34 − p′24

︸ ︷︷ ︸
s
, (4.14)
wobei pij bzw. p
′
ij die Komponenten der Projektionsmatrizen P bzw. P
′ sind. Da es sich um
ein u¨berbestimmtes Gleichungssystem handelt, kann es mit Hilfe der Methode der kleinsten
Quadrate gelo¨st werden, und man erha¨lt die 3D-Weltkoordinaten des Merkmals xwyw
zw
 = (STS)−1ST s . (4.15)
4.3.3 Matching
Die Voraussetzung fu¨r die korrekte Tiefenrekonstruktion eines Szenenpunktes ist die korrekte
Zuordnung der korrespondierenden Merkmale aus Bildern zweier Kameras. Dabei ist ein Ka-
merabild das Referenzbild und ein Kamerabild das Suchbild. Das in der Praxis vorwiegend
verwendete Einschra¨nkungsverfahren zum Finden der Merkmale im Suchbild ist die Epipolar-
geometrie, die im Folgenden na¨her beschrieben wird. Die Epipolargeometrie dru¨ckt das Ver-
ha¨ltnis der Bildebenen der beiden Kameras relativ zu einem betrachteten 3D-Weltpunkt p
w
aus. Betrachtet man den Punkt p
w
und die beiden Projektionszentren Z1 und Z2 der einzelnen
Kameras, dann ergibt sich eine Ebene Π im Raum. In Abbildung 4.3 ist die Epipolargeometrie
schematisch dargestellt.
Die Gerade g die beide Projektionszentren verbindet und in der Ebene Π liegt, durchsto¨ßt die
Bildebenen an den sogenannten Epipolen e1 und e2. Wird ein projizierter Punkt pb,i in einer Bil-
debene i betrachtet, so bildet er zusammen mit dem Epipol ei die Epipolarlinie. Aufgrund der
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Abbildung 4.3: Epipolargeometrie.
Epipolargeometrie besitzt jeder Punkt p
b,1
= (u1, v1, 1)
T in der linken Bildebene eine Epipolar-
linie G2 im rechten Bild und umgekehrt jeder Punkt p
b,2
= (u2, v2, 1)
T in der rechten Bildebene
eine Epipolarlinie G1 im linken Bild. Hat man also ein Merkmal im linken Referenzbild gefun-
den, kann man entlang der Epipolarlinien im rechten Suchbild den Korrespondenzpunkt finden
und somit den Suchraum einschra¨nken.
Die algebraische Repra¨sentierung der Epipolarliniengeometrie wird mit Hilfe der Fundamental-
matrix F ausgedru¨ckt. Man beschreibt mit F den Zusammenhang zwischen zwei korrespondie-
renden Punkten durch
pT
b,2
Fp
b,1
= 0 . (4.16)
Die Epipolarlinien G1 und G2 lassen sich mit Hilfe von F ausdru¨cken durch:
G1: l1 = F
Tp
b,2
, G2: l2 = Fpb,1 . (4.17)
Die Fundamentalmatrix F kann, wie in [37], [11] angegeben, direkt aus den extrinsischen
Parametern der beiden Kameras bestimmt werden.
4.3.4 Kamerakalibrierung
Die Bestimmung der optimalen Werte fu¨r die intrinsischen und extrinsischen Parameter des
Kameramodells wird Kamerakalibrierung genannt. Bei der Kalibrierung gibt es zwei verschie-
dene Arten: die Kalibrierung kann auf der Punktemenge eines 3D-Kalibrierobjekts durchge-
fu¨hrt werden, oder es wird eine Kalibrierung ohne Kalibrierobjekt durchgefu¨hrt, was Selbst-
kalibrierung [26], [38] genannt wird. Bei der Kalibrierung mit einem 3D-Kalibrierobjekt wird
vor der Parameterscha¨tzung zuna¨chst eine Menge von i Punktepaaren
{
p
w,i
, p
b,i
}
erstellt. Die
3D-Weltkoordinaten p
w,i
= (xiw, y
i
w, z
i
w) sind bekannte Referenzkoordinaten des Kalibrierob-
jektes und p
b,i
= (ui, vi) ihre zugeho¨rigen 2D-Bildkoordinaten nach der Projektion in die Bil-
debene. Zur Erfassung der Punktemenge mittels der Kameras kann z.B. ein Kalibriermuster,
wie in Abbildung 4.4 zu sehen, genommen werden. Im Falle von Selbstkalibrierungen wer-
den 3D-Weltkoordinaten aus der betrachteten Szene von projizierten 2D-Punkten ebenfalls
mitgescha¨tzt.
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Abbildung 4.4: Kalibriermuster.
In dieser Arbeit wurde die Kalibrierung mit Hilfe eines Kalibrierobjekts durchgefu¨hrt. In der
Literatur sind hierfu¨r verschiedene Kalibrierungsverfahren diskutiert worden. In den Ansa¨t-
zen von [6], [27] und [75] werden geschlossene Lo¨sungen zur Ermittlung der intrinsischen und
extrinsischen Parameter diskutiert, wa¨hrend in [68] die Minimierung einer nichtlinearen Feh-
lerfunktion durchgefu¨hrt wird. Ha¨ufig werden zur Kalibrierung zwei-Schritt-Prozeduren [11],
[39] genommen. Im ersten Schritt werden die Parameter aus der linearen Transformation (4.7)
gescha¨tzt. Hierfu¨r wird die Direkte Lineare Transformation (DLT) von [6] benutzt. Die Para-
meter des ersten Schrittes dienen dann der Initialisierung des zweiten Schrittes, in dem alle
Parameter inklusiv der Parameter fu¨r die Linsenverzerrungen iterativ angena¨hert werden. Fu¨r
die Kamerakalibrierung wurde die MATLAB Calibration Toolbox von [4] verwendet, welche die
Parameter des oben beschriebenen Kameramodells durch eine zwei-Schritt-Prozedur, a¨hnlich
wie in [39], anna¨hert.
4.3.5 Markersegmentierung
Um die 3D-Weltkoordinaten eines Merkmalspunktes durch die Triangulierung zu erhalten, mu¨s-
sen die Pixelkoordinaten im rechten und linken Kamerabild fu¨r diesen Marker bekannt sein.
Zur Berechnung der Pixelkoordinaten ist eine Markersegmentierung notwendig. In dieser Arbeit
wird mit den vom Stereokamerasystem aufgenommenen Grauwertbildern gearbeitet. Zur Bild-
verarbeitung werden Routinen der OpenCV [2] zu Hilfe genommen. Im ersten Schritt werden die
Kanten durch einen Canny-Kanten-Detektor [17] aus dem Bild extrahiert. Nach der Kantende-
tektion mu¨ssen im zweiten Schritt die Konturen, eine Menge von Kanten, die einen Bildbereich
abgrenzen, gefunden werden. Da die Konturen der runden ku¨nstlichen Marker gesucht werden,
wird im dritten Schritt versucht mit Hilfe der gefundenen Konturen eine Ellipse anzuna¨hern
(Ellipsen-Fitting), die vom Benutzer definierte charakteristische Merkmale wie Form und Gro¨ße
aufweist. Der Schwerpunkt einer angena¨herten Ellipse bildet schließlich die Pixelkoordinaten
des ku¨nstlichen Markers.
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Ein Beispiel fu¨r eine Markersegmentierung sieht man in Abbildung 4.5. Das zu bearbeitende
Grauwertbild ist in Abbildung 4.5(a) gezeigt. Nach der Kantendetektion erha¨lt man ein Bina¨r-
bild wie in Abbildung 4.5(b). Auf Grundlage der Konturenberechnung wird das Ellipsen-Fitting,
siehe Abbildung 4.5(c), durchgefu¨hrt und man erha¨lt die Pixelposition der verschiedenen Mar-
ker.
(a) Zu bearbeitendes Grauwertbild. (b) Ergebnis der Kantendetektion. (c) Ergebnis des Ellipsenfittings.
Abbildung 4.5: Markersegmentierung.
4.4 Drucksensor
Fu¨r das Kra¨ftemodell des Herzbewegungsmodells wird angenommen, dass eine Druckkraft auf
die Innen- und Außenfla¨che der Herzwand in Richtung Normalenvektor wirkt und die Para-
meter identifiziert sind. Auf die Außenfla¨che der Herzwand wirkt atmospha¨rischer Luftdruck.
Fu¨r die Kraft, die auf die Innenfla¨chen der Herzwand wirkt, wird der innere Druckverlauf des
ku¨nstlichen Herzen genommen. Da das ku¨nstliche Herz mit einem Drucksensor am Eingang
versehen ist, kann der Innendruck des ku¨nstlichen Herzens gemessen werden.
Der Drucksensor ist fu¨r den Messbereich von -100 mbar bis 100 mbar kalibriert. Der Messbereich
wird relativ zu dem analogen Ausgangssignal des Drucksensors von 0.5 bis 4.5 V gesetzt. Um
das analoge Messsignal des Drucksensors nach einer Analog-Digitalwandlung in den richtigen
Druckwert in der Einheit mbar umzuwandeln, wird folgende Umrechnung durchgefu¨hrt.
Das analoge Messsignal des Drucksensors wird von dem A/D-Wandler ME-RedLab 1208FS in
Digitalzahlen umgerechnet. Die Auflo¨sung von 12 Bit (entspricht einem Zahlenbereich von 0 bis
4096) wird gleich dem Wertebereich von -10 bis 10 V gesetzt. Da die umgewandelten Digitalzah-
len des A/D-Wandlers fu¨r konstante Eingangsspannungen stark schwanken und nur der Bereich
mit positiven mbar-Werten (U¨berdruck) von Interesse ist, wurde lediglich der Eingangsbereich
von 0 bis 4.5 V betrachtet. Bei 0 V konstanter Eingangsspannung erhielt man durchschnittlich
den Digitalwert du = 1736, statt der geforderten 2048, fu¨r die konstante Eingangsspannung 4.5
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V erhielt man durchschnittlich do = 2686, statt der geforderten 2969. Der Wertebereich zwi-
schen 0 und 4.5 V wurde linear angenommen, so dass sich folgende Umrechnung von Digitalzahl
d in Voltzahl vges ergibt
vges/V =
4.5/V · (d− du)
do − du . (4.18)
Die berechnete Voltzahl vges wird danach in den gesuchten mbar-Wert mges umgewandelt mit
mges/mbar =
((vges/V− 0.5/V) · 200/mbar)
(4.5/V− 0.5/V) − 100/mbar . (4.19)
In Abbildung 4.6(a) wird ein in Digitalzahlen umgewandeltes analoges Messsignal des Druck-
sensors gezeigt und in Abbildung 4.6(b) der entsprechende umgerechnete mbar-Verlauf. Die
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(b) Von Digitalzahl umgewandeltes Signal in mbar-Zahl.
Abbildung 4.6: Umwandlung des analogen Messsignals in mbar-Werte.
Spannungsvektoren, die auf die Innen- und Außenfla¨chen des Herzmodells wirken, mu¨ssen in
der Einheit N/mm2 angegeben werden. Fu¨r den atmospha¨rischen Druck pa mit 1013 mbar ergibt
sich demnach
pa = 101300/Pa = 101330/(N/m
2) = 0.1013/(N/mm2) . (4.20)
Der absolute Innendruck pi ergibt sich, basierend auf der gemessen relativen mbar-Zahl mges
aus (4.19), durch Konvertierung in die Einheit Pa und dann in N/mm2 durch
pi =
mges/mbar · 100
1000/mm · 1000/mm + 0.1013/(N/mm
2) . (4.21)
4.5 Zusammenfassung des Kapitels
In diesem Kapitel wurde die selbst entworfene Evaluierungsumgebung zum Testen des modellba-
sierten Bewegungsscha¨tzers vorgestellt. Die Evaluierungsumgebung unterteilt sich in Hard- und
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Software. Die Hardware besteht aus einem ku¨nstlichen Herzen, einem ansteuerbaren Luftdruck-
system zur Volumenvariation des Herzens, einem Stereokamerasystem zur Verfolgung der Herz-
bewegung, einem Drucksensor zum Messen des Luftdrucks im Herzen und zwei PCs. Mit Hilfe
der Hardware soll ein sich bewegendes Herz simuliert und Informationen u¨ber die Herzbewegung
erfasst werden.
Die Software des ersten PCs generiert Signale fu¨r das Proportionaldruckregelventil des Luft-
drucksystems. Durch eine entsprechende Signalgenerierung kann eine Volumenvariation des
ku¨nstlichen Herzens, a¨hnlich der Volumenvariation von aufeinanderfolgenden Herzzyklen eines
realen Herzens, herbeigefu¨hrt werden.
Die Software des zweiten PCs besteht aus drei verschiedenen Komponenten. Die erste Kom-
ponente u¨bernimmt die Ansteuerung des Kamerasystems zur Bilddatengewinnung und die Ge-
winnung der Drucksensordaten. Die zweite Kompontente hat die Aufgabe, die gewonnenen
Bilddaten und Drucksensordaten so zu verarbeiten, dass dem Bewegungsscha¨tzer Messungen
u¨ber die Herzbewegung zur Verfu¨gung gestellt werden ko¨nnen. Die dritte Komponente entha¨lt
die Implementierung des Bewegungsscha¨tzers, die im na¨chsten Kapitel gesondert spezifiziert
wird.
Um die Herzoberfla¨chenbewegung des ku¨nstlichen Herzen an diskreten Punkten zu messen,
werden ku¨nstliche Landmarken mit Hilfe des Stereokamerasystems verfolgt. Die 3D-Positions-
messungen der Landmarken werden erhalten, indem das in der Literatur bekannte Lochka-
meramodell verwendet wird. Es wird erla¨utert, wie mit dem Kameramodell von 2D-Bilddaten
korrespondierender Landmarken aus zwei Kamerabildern auf die 3D-Positionsdaten der Land-
marken in Weltkoordinaten geschlossen werden kann und umgekehrt. In dem Kameramodell,
welches durch extrinsische und intrinsische Parameter charakterisiert wird, ist die radiale Lin-
senverzerrung beru¨cksichtigt. Der verwendete Segmentierungsprozess fu¨r die Landmarken und
der Zuordnungsprozess zweier Korrespondenzpunkte durch die Epipolargeometrie wird ebenfalls
kurz umrissen. Die Parameteridentifkation der Kra¨ftemodelle fu¨r den Eingang des Systemmo-
dells wird diskutiert. Die Identifikation richtet sich nach der Evaluierungsumgebung, d.h. fu¨r das
Kra¨ftemodell, das auf die Herzaußenwand wirkt, wird der atmospha¨rische Druck berechnet, fu¨r
das Kra¨ftemodell, das auf die Herzinnenwand wirkt, wird der Druck mit Hilfe der gewonnenen
Drucksensordaten berechnet.
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KAPITEL 5
Initialisierung des modellbasierten
Herzbewegungsscha¨tzers und
Parameteridentifikation
In diesem Kapitel wird erla¨utert, wie der modellbasierte Herzbewegungsscha¨tzer, bezogen auf
die in Kapitel 4.2 vorgestellte Evaluierungsumgebung, initialisiert wird und wie die Materialpa-
rameter des Herzbewegungsmodells identifiziert werden. In der Evaluierungsumgebung wurde
zur Nachahmung einer realen Herzbewegung ein ku¨nstliches Herz verwendet, dessen Volumenva-
riation mittels eines Luftdrucksystems herbeigefu¨hrt werden kann. Um Informationen u¨ber die
Bewegung des ku¨nstlichen Herzens zu erfassen, wurde ein Stereokamerasystem und ein Druck-
sensor verwendet. Bevor der Bewegungsscha¨tzer initialisiert werden kann, muss das in Kapitel
2.4.2 vorgestellte System- und Messmodell initialisiert werden. Zur Initialisierung des System-
modells ist die Geometrie des ku¨nstlichen Herzen durch mehrere finite Elemente zu approximie-
ren. Auf der Herzoberfla¨che des ku¨nstlichen Herzens werden zur Kenntlichmachung der finiten
Elemente ku¨nstliche Landmarken angebracht. Nachdem die 3D-Positionen der Landmarken mit
Hilfe des Stereokamerasystems ermittelt wurden, wird zum Erstellen des Geometriemodells ein
Registrierungsverfahren angewendet, das in Kapitel 5.1 vorgestellt wird. Das Geometriemodell
wird als Datensatz hinterlegt. Der modellbasierte Bewegungsscha¨tzer ist immer individuell fu¨r
eine auszuwertende Bildsequenz zu initialisieren. Außerdem sind die Parameter des ku¨nstli-
chen Herzen noch unbekannt und mu¨ssen zur Evaluierung des Scha¨tzers bestimmt werden. Es
wird daher zuna¨chst eine mit dem Stereokamerasystem aufgenommene Bewegungssequenz des
ku¨nstlichen Herzens ausgewertet und ein Testdatensatz erstellt. Der Testdatensatz entha¨lt die
aufgenommenen Stereobilddaten, die rekonstruierten 3D-Positionen der Landmarken nach ihrer
semi-automatischen Segmentierung aus den Bilddaten und das aufgenommene Drucksignal. In
Kapitel 5.2 werden alle wichtigen Daten u¨ber den Testdatensatz angegeben. Danach folgt in
Kapitel 5.3 die Beschreibung der Initialisierung des modellbasierten Bewegungsscha¨tzers be-
zu¨glich der auszuwertenden Bewegungssequenz. Zur Initialisierung des Systemmodells wird das
zuvor erstellte Geometriemodell des ku¨nstlichen Herzens relativ zu den Landmarken im ersten
Bild der aufgenommenen Bildsequenz registriert. Die Initialisierung des Systemmodells wird in
Kapitel 5.3.1 beschrieben. In Kapitel 5.3.2 wird erla¨utert, wie mo¨gliche Messpunkte der Her-
zoberfla¨che relativ zu dem Standardraum von eines finiten Elementes des Geometriemodells
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registriert werden. Auf Basis der erfassten Informationen wird das Messmodell initialisiert. Mit
der Angabe der Momente fu¨r die Zustandsvariable, fu¨r das System- und Messrauschen kann
dann der Kalmanfilter initialisiert werden (siehe Kapitel 5.3.3). In Kapitel 5.4 wird erla¨utert, wie
die Parameter des Herzbewegungsmodells auf Grundlage des initialisierten Bewegungsscha¨tzers
aus Kapitel 5.3.3 und des Testdatensatzes aus Kapitel 5.2 identifiziert werden.
5.1 Approximation der Geometrie des ku¨nstlichen Herzens
Die Herzwand des ku¨nstlichen Herzens oder realen Herzens soll, wie in Kapitel 2.4.2 beschrie-
ben, mit mehreren krummlinigen finiten Elementen (siehe Abbildung 2.7) approximiert werden.
Zur Generierung der finiten Elemente muss die Geometrieinformation u¨ber die Eck- und Kan-
tenknoten in x-, y-, z-Koordinaten zur Verfu¨gung stehen. In Abbildung 5.1(a) sind die sechs
Seiten des finiten Elements mit S1 bis S6 bezeichnet. Die Herzinnenfla¨che soll durch Seiten-
fla¨che S5 und die Herzaußenfla¨che durch Seitenfla¨che S3 repra¨sentiert werden. Der Benutzer
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Abbildung 5.1: Markierung eines finiten Elements auf dem ku¨nstlichen Herzen.
teilt die Ummantelung des ku¨nstlichen Herzens zuna¨chst grob in verschiedene finite Elemente
ein und markiert die Knotenpunkte der Seitenfla¨che S3 mit ku¨nstlichen Landmarken auf der
Oberfla¨che des ku¨nstlichen Herzens. Fu¨r die Evaluierung des Verfahrens wurde das ku¨nstliche
Herz in sieben Elemente eingeteilt. In Abbildung 5.1(b) sieht man die markierte Oberfla¨che S3
eines finiten Elements auf dem ku¨nstlichen Herzen. Die Knotenpunkte sind mit gru¨nen Kreisen
gekennzeichnet. Um außer den Knotenpunkten fu¨r die nachfolgende Bewegungsscha¨tzung noch
zusa¨tzliche Messinformation von der Oberfla¨che der finiten Elemente zu erhalten, sind noch
weitere Marker auf der Seitenfla¨che S3 eines finiten Elementes platziert.
Zur Erfassung der gesamten 3D-Geometrieinformation der finiten Elemente wird das ku¨nstli-
che Herz aus verschiedenen Ansichten mit dem Stereokamerasystem aufgenommen. Die Marker
werden auf dem rechten und linken Kamerabild der Ansichten automatisch segmentiert und
durch den Benutzer jeweils mit einer eindeutigen ID versehen. In Abbildung 5.2 sieht man ein
Beispiel mit drei verschiedenen Ansichten. Pro Ansicht wird nach der 3D-Rekonstruktion eine
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(a) Ansicht1 rechtes Kamerabild. (b) Ansicht2 rechtes Kamerabild. (c) Ansicht3 rechtes Kamerabild.
Abbildung 5.2: Markierungen der finiten Elemente auf dem ku¨nstlichen Herzen.
3D-Punktemenge erhalten, die auch korrespondierende Punkte einer anderen Ansicht entha¨lt.
Dann erfolgt die Registrierung. Dabei werden korrespondierende Marker der 3D-Punktemengen
{xi|i = 1, ..., n} und
{
y
i
|i = 1, ..., n
}
von jeweils zwei Ansichten dazu verwendet, die Transfor-
mation des Koordinatensystems einer Punktemenge in die andere Punktemenge zu ermitteln.
Es wurde der Algorithmus von [8] bzw. die verbesserte Version von [76] verwendet, welcher die
Methode der kleinsten Quadrate benutzt, um die Transformationsparameter wie Rotation R
und Translation t einer rigiden Abbildung zu berechnen.
Referenziert man die Koordinatensysteme aller Punktemengen der verschiedenen Ansichten
auf ein Referenzkoordinatensystem, erha¨lt man die gesamte 3D-Geometrieinformation der S3-
Oberfla¨chen der finiten Elemente bezu¨glich des Referenzkoordinatensystems. In dieser Arbeit
liegt das Referenzkoordinatensystem im Projektionszentrum der linken Kamera. In Abbildung
5.3 sieht man das 3D-Punktegitter der S3-Oberfla¨chen, das aus der Referenzierung aller
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Abbildung 5.3: 3D-Punktegitter u¨ber die registrierten S3-Oberfla¨chen der finiten Elemente.
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Punktemengen auf das Referenzkoordinatensystem entstanden ist. Die Knotenpunkte der S3-
Oberfla¨che aus Ansicht 2 (siehe Abbildung 5.1(b) bzw. Abbildung 5.2(b)) sind zur Markierung
eingezeichnet.
Nach der manuellen Zuordnung der acht Knotenpunkte der Oberfla¨che S3 zu einem finiten Ele-
ment wird die noch fehlende Geometrieinformation der restlichen zwo¨lf Knoten (siehe Abbil-
dung 5.1(a)) approximiert. Von den Knoten der Oberfla¨che S3 werden Geraden in Richtung des
Schwerpunktes der 3D-Punktegitters berechnet und entlang dieser Geraden werden dann durch
eine entsprechende Skalierung die Knotenpunkte gelegt. Die Dicke des ku¨nstlichen Herzens wur-
de mit 5 mm angenommen. Sind alle Knoten der finiten Elemente in x-, y- ,z- Koordinaten
definiert, kann durch U¨berlagerung der Ansatzfunktionen fu¨r jedes Element ein Geometriemo-
dell der Herzwand des ku¨nstlichen Herzen zusammengesetzt werden. In Abbildung 5.4 ist das
Ergebnis der Zusammensetzung der approximierten Herzwand aus den sieben finiten Elemen-
ten zu sehen. Um das Geometriemodell fu¨r eine auszuwertende Bildsequenz nicht immer neu
Abbildung 5.4: Zusammensetzung des Geometriemodells aus sieben finiten Elementen.
erstellen zu mu¨ssen, kann es in einem Datensatz hinterlegt werden.
5.2 Eckdaten des Testdatensatzes
Nach der Initialisierung des Geometriemodells (siehe Kapitel 5.1) legt der Benutzer fest, wel-
ches finite Element das Interventionsgebiet darstellt. Er bringt, falls noch nicht vorhanden, im
Innern des Interventionsgebietes zusa¨tzliche Markerpunkte an, die als Messpunkte zur Verbes-
serung der Bewegungsscha¨tzung dienen ko¨nnen. Der Benutzer gibt fu¨r jeden Markerpunkt eine
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Marker-ID an. Als Interventionsgebiet auf dem ku¨nstlichen Herzen wurde die S3-Seitenfla¨che
des finiten Elementes 3 (siehe Abbildung 5.4) ausgewa¨hlt. In Abbildung 5.5 sieht man die mit
dem Stereokamerasystem aufgenommene Seitenfla¨che. Es wurden 37 schwarze Marker aufge-
bracht, die als Messpunkte dienen ko¨nnen. Ihre durch den Benutzer zugeteilte Marker-ID wird
angezeigt. Es sei noch angemerkt, dass der Marker mit der ID 36 zu dem finiten Element 2
geho¨rt.
Abbildung 5.5: Stereoansicht von mo¨glichen Messpunkten bzw. erstes Bildpaar der Bildsequenz.
Zur Simulation einer periodischen Herzbewegung wurden die Sollwerte fu¨r die Reglereinheit des
Proportionaldruckregelventils durch ein Sinussignal mit einer Frequenz von 0.7 Hz generiert.
Dies entspricht ungefa¨hr einer Herzschlagfrequenz von 42 Schla¨gen/min. Das sich bewegende
ku¨nstliche Herz wurde durch das Stereokamerasystem verfolgt. Es wurden parallel 300 Grau-
wertbilder der Gro¨ße 320 Pixel × 320 Pixel und das Drucksignal des Drucksensors, der am
Eingang des ku¨nstlichen Herzens gelagert ist, aufgenommen. Die Abtastfrequenz war dabei 45
Bilder/s bzw. 45 Drucksignale/s. Die zeitliche Differenz zwischen den aufgenommenen Daten
betra¨gt also ∆t = 0.0222 s und die Gesamtla¨nge der Bildsequenz bei 300 Aufnahmen liegt
bei 6.66 s. Die Stereokameras verfolgten wa¨hrend der Aufnahme die S3-Oberfla¨che des fini-
ten Elementes 3. Alle Markerpunkte waren immer komplett zu sehen. Es wurden in allen 300
Bildpaaren die 37 Marker vollsta¨ndig segmentiert und identifiziert. Die bei der automatischen
Segmentierung nicht gefundenen Marker wurden manuell hinzugefu¨gt und falsch identifizierte
Marker nachgebessert. In Abbildung 5.5 sieht man als Beispiel das erste Bildpaar der aufgenom-
menen Bewegungssequenz nach der Segmentierung und der Zuordnung der Marker-ID. Nach der
Segmentierung wurden die eindeutig zugeordneten 2D-Bilddaten, wie in Kapitel 2.4.4 angege-
ben, dazu benutzt die 3D-Positionen der Marker zu ermitteln. Der Verlauf des aufgenommenen
Drucksignals wird in Abbildung 4.6 gezeigt. Die Stereobilddaten, die 3D-Rekonstruktion der
Landmarken und das Drucksensorsignal werden gemeinsam als Testdatensatz abgespeichert.
5.3 Initialisierung des Bewegungsscha¨tzers
Der modellbasierte Bewegungsscha¨tzer wird immer bezu¨glich der auszuwertenden Bildsequenz
initialisiert. Um eine Ausgangsposition der Materialpunkte des ku¨nstlichen Herzens, welche die
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Knotenpunkte der finiten Elemente repra¨sentieren, zu erhalten, wird das hinterlegte Geome-
triemodell (siehe Kapitel 5.1) immer relativ zu den Markerpunkten aus dem ersten Bildpaar der
Bildsequenz registriert. Der hierzu verwendete Algorithmus [76] ist derselbe, der zur Registrie-
rung der verschiedenen Ansichten in Kapitel 5.1 verwendet wurde. In Abbildung 5.6(a) sieht
man des Geometriemodell mit den 37 Markerpunkten, das bezu¨glich des ersten Bildpaares der
Bildsequenz aus Abbildung 5.5 registriert wurde. Es wird nun aufeinander aufbauend dargelegt,
wie das Systemmodell, das Messmodell und schließlich das Kalmanfilter initialisiert werden.
5.3.1 Initialisierung des Systemmodells
Durch die festgelegte Geometrieinformation der finiten Elemente ist der Lo¨sungsraum fu¨r die
Bewegungsgleichungen definiert. Bevor die Komponenten der globalen Matrizengleichung (2.64)
berechnet werden ko¨nnen, mu¨ssen noch die Randbedingungen fu¨r die Herzwand des ku¨nstli-
chen Herzens festgelegt werden. Zur Modellierung einer feststehenden O¨ffnung bzw. einer Klap-
pe, durch die Blut in das Herz hineinstro¨mt, wird fu¨r die Seitenfla¨che S6 von Element 0, fu¨r
die Seitenfla¨che S2 von Element 1 und fu¨r die Seitenfla¨che S1 von Element 3 eine homogene
Dirichlet-Randbedingung angenommen. Zur Modellierung einer zweiten feststehenden O¨ffnung
bzw. Klappe, durch die Blut aus dem Herzen herausstro¨mt, wird fu¨r die Seitenfla¨chen S4 von
Element 4, 5 und 6 ebenfalls eine homogene Dirichlet-Randbedingung angenommen. Auf allen
anderen Seitenfla¨chen der finiten Elemente, die entweder die Herzinnen- oder die Herzaußen-
wand repra¨sentieren, werden inhomogene Neumann-Randbedingungen, wie in (2.35), angenom-
men. Nach Angabe der Randbedingungen wird das Galerkin-Verfahren, wie in Kapitel (2.4.2)
beschrieben, auf die Bewegungsgleichungen angewendet und fu¨hrt auf Integralgleichungen. Um
die Integralgleichungen zu lo¨sen, mu¨ssen die Integrale, die in globalen Koordinaten angegeben
sind, numerisch integriert werden. Da der Lo¨sungsraum in mehrere finite Elemente unterteilt
ist, wird auch die numerische Integration elementweise durchgefu¨hrt. Die numerische Integrati-
on erfolgt zuna¨chst im Standardraum, der durch die lokalen Koordinaten ξ1, ξ2, ξ3 definiert ist.
Zur Transformation der Integrale in lokalen Koordinaten in Integrale mit globalen Koordinaten
wird der Jacobische Operator angewendet. Auf Basis der erhaltenen Geometrieinformation wird
fu¨r jedes Element ein individueller Jacobischer Operator wie in (2.63) definiert. Die Integrale
werden unter Einbeziehung des Jacobischen Operators fu¨r jedes finite Element lokal gelo¨st und
in die Matrizen Me, De, Le und den Vektor f e der Gleichung (2.45) eingetragen. Nachdem die
lokalen Integraloperationen fu¨r jedes Element ausgewertet wurden, kann die Assemblierung, wie
in Kapitel 2.4.2 beschrieben, durchgefu¨hrt werden. Man erha¨lt nun die Matrizen MG, DG, LG
und den Vektor fG des konzentriert-parametrischen Systems (2.64). Gleichzeitig ko¨nnen nun die
Komponenten Ak und Bk des zeitdiskreten linearen Systemmodells, wie in (2.76) angegeben,
berechnet werden.
Die Anzahl der Freiheitsgrade des Systemmodells richtet sich nach der ra¨umlichen Diskretisie-
rung des Lo¨sungsraums mit den Knoten der finiten Elemente und der angenommenen Dirichlet-
Randbedingungen. Insgesamt werden die sieben miteinander verbundenen, finiten Elemente
durch 64 Knoten repra¨sentiert. Es wird fu¨r 30 Knoten angenommen, dass sie an Ra¨ndern mit
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Dirichlet-Randbedingungen liegen. Somit ergibt sich fu¨r die Approximation der Lo¨sungsfunk-
tion ud einer Richtung d ein Freiheitsgrad von 64 - 30 = 34. Da durch die Zeitdiskretisierung
noch eine Zustandsaugmentierung fu¨r jede Richtung stattfindet, indem der Zustand, neben
der Auslenkung der Knoten, noch um die A¨nderungen der Auslenkungen der Knoten erga¨nzt
wird, erha¨lt man insgesamt 2 · 34 = 68 Freiheitsgrade fu¨r eine Richtung. Betrachtet man alle
drei Richtungen zusammen, bekommt man fu¨r den Zustand xk ∈ RN einen Freiheitsgrad von
N = 3 · 68 = 204.
5.3.2 Initialisierung des Messmodells
Zur Initialisierung des Messmodells (2.80) bzw. der Messmatrix Hk muss jedem Messpunkt
mit den initialen Koordinaten m = (mx,my,mz)T , der einem bestimmten finiten Element zu-
geordnet werden kann, die Werte der lokalen Koordinaten (ξ1, ξ2, ξ3) des Standardraums des
finiten Elements zugewiesen werden. Sind Messpunkte gleichzeitig auch Knotenpunkte des fini-
ten Elements, sind die zu den Knoten zugeho¨rigen Wertepaare (ξ1, ξ2, ξ3) aus dem Standardraum
schon vorab bekannt (siehe hierzu auch Seite 33). Sind die Messpunkte dahingegen keine Kno-
tenpunkte des finiten Elements, so mu¨ssen diese relativ zum Standardraum des finiten Elements
lokalisiert werden. Mit der Vorgabe der Knotenpunkte der finiten Elemente durch den Benut-
zer (siehe Kapitel 5.1) liegen die Nichtknotenpunkte nicht unbedingt auf der Oberfla¨che S3 des
finiten Elements, da das finite Element nur eine Approximation der Geometrie erlaubt und die
3D-Rekonstruktion auf Basis von Kamerabildern rauschbehaftet ist. Die inversen Beziehungen,
wie in (2.62) angegeben, sind nicht analytisch lo¨sbar und mu¨ssen angena¨hert werden. Fu¨r die
Ermittlung der (ξ1, ξ2, ξ3)-Werte wird folgendes Minimierungsproblem formuliert und gelo¨st.
Der Messpunkt m wird auf die krummlinige Oberfla¨che S3 des finiten Elements e projiziert,
indem ein Unterraum, bestehend aus der Geraden durch den Ursprung in Richtung eines be-
trachteten Punktes g = (χe1(ξ1, ξ2, ξ3), χ
e
2(ξ1, ξ2, ξ3), χ
e
3(ξ1, ξ2, ξ3)) aufgespannt wird. Da nur die
Oberfla¨che S3 betrachtet wird, kann ξ2 = −1 gesetzt werden. Die Aufgabe ist es nun, einen
Punkt p auf der Geraden g zu finden, der am na¨chsten zu dem Messpunkt m liegt. Der Punkt
p wird durch die Linearkombination p = γg dargestellt, somit muss der Koeffizient γ bestimmt
werden. Man erha¨lt nach einigen Umformungen
p =
gTm
gTg︸ ︷︷ ︸
=γ
g . (5.1)
Sei e die Distanz zwischen der Projektion p und dem Messpunkt m mit
e(ξ1, ξ3,m) = ||m− p|| . (5.2)
Nun muss nur noch die Projektion p auf die Oberfla¨che S3 gefunden werden, welche die kleinste
Distanz zu m aufweist. Hierfu¨r ist das folgende Minimierungsproblem zu lo¨sen:
min
ξ1,ξ3
e(ξ1, ξ3,m) s. t.− 1 ≤ ξ1 ≤ 1 − 1 ≤ ξ3 ≤ 1 . (5.3)
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(a) Registriertes Herzgeometriemodell mit in-
itialisierten Markerpositionen.
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(b) Lokale Koordinaten der Messpunkte im Standardraum des finiten
Elements 3.
Abbildung 5.6: Initialisiertes Geometriemodell und Abbildung der Messpunkte in den Standardraum.
In Abbildung 5.6(b) sind die lokalen Koordinaten der 36 Messpunkte angezeigt, die zu dem
finiten Element 3 geho¨ren. Die lokalen Koordinaten der 8 Messpunkte, die gleichzeitig auch
Knotenpunkte des finiten Elements 3 sind, werden gru¨n markiert. Die lokalen Koordinaten
von den Messpunkten, die keine Knotenpunkte sind, und durch das Minimierungsverfahren
angena¨hert wurden, sind blau markiert (insges. 28). Zur Verdeutlichung der Geometrie des
Standardraums wurden noch die restlichen Knotenpunkte des finiten Elements 3, die aber keine
Messpunkte sind, schwarz gekennzeichnet.
5.3.3 Initialisierung des Kalmanfilters
Um das in Kapitel 3.3 vorgestellte Kalmanfilter fu¨r die Herzbewegungsscha¨tzung einzusetzen,
sind alle Komponenten des Pra¨diktions -und Filterschrittes zu definieren. Dies sind die Ma-
trizen Ak, Bk, Hk, C
v
k, C
w
k und die Initialisierungswerte fu¨r den Mittelwert des Zustands
xˆ0 und die Kovarianzmatrix C
e
0. In Kapitel 5.3.1 und 5.3.2 wurde erla¨utert, wie die Matri-
zen des System- und Messmodells bezu¨glich der Evaluierungsumgebung mit dem ku¨nstlichen
Herzen initialisiert werden. Fu¨r das stochastische Systemmodell wird in dieser Arbeit das mit-
telwertfreie additive Gauß’sche Systemrauschen mit w ∼ N (wk− wˆk,Cwk ) angenommen, wobei
Cwk = diag(σ
2
w1
, ..., σ2wN ) mit σ
2
wi
= 2.5 ist. Somit kann fu¨r die deterministische Eingangsfunk-
tion, die aus verrauschten Drucksignalen des Drucksensors generiert wird, eine Unsicherheit
mit der Standardabweichung von 1.58 N/mm2 beru¨cksichtigt werden. Aber auch unbekanntes
endogenes Rauschen, wie z. B. unvollsta¨ndig beschriebene Materialeigenschaften, sollen durch
die Unsicherheit repra¨sentiert werden. Das Messrauschen des stochastischen Messmodells wur-
de angenommen mit v ∼ N (vk − vˆk,Cvk), wobei Cvk = diag(σ2v1 , ..., σ2vN ) mit σ2vi = 1.5 ist, was
68
5.4. Parameteridentifikation
die Standardabweichung der Rekonstruktionsgenauigkeit des Kamerasystems mit ± 1.22 mm
widerspiegeln soll. Der initialisierte Zustand des Bewegungsmodells wurde mit a = [0, ..., 0]T ,
a ∈ R102 und b = (0.1, ..., 0.1)T , b ∈ R102 auf
x0 =
(
a
b
)
(5.4)
gesetzt. Da die Auslenkungsgeschwindigkeit der Knotenpunkte der finiten Elemente nicht Null
ist, befindet sich die modellierte Herzwand schon in Bewegung. Die Kovarianzmatrix Ce0 gibt
die Unsicherheiten der Auslenkungen und der Auslenkungsgeschwindigkeiten der Knotenpunkte
an, sie wurde auf Ce0 = diag(1, ..., 1), C
e
0 ∈ R204×204 gesetzt.
5.4 Parameteridentifikation
Bevor der modellbasierte Herzbewegungsscha¨tzer evaluiert werden konnte, mussten noch die
Materialparameter des Herzbewegungsmodells identifiziert werden. Hierzu wurde der in Kapitel
5.2 beschriebene Testdatensatz verwendet. Die zu suchenden Materialparameter setzen sich aus
der Dichte ρ, dem Elastizita¨tsmodul E, der Querkontraktionszahl v und dem Da¨mpfungsterm
d zusammen. Zur Parameteridentifikation wurden mehrere Simulationsla¨ufe mit unterschiedli-
chen Parametern gestartet. In einem Simulationslauf durchlief die Implementierung mit dem
initialisierten Kalmanfilter aus Kapitel 5.3 fu¨r jeden Zeitschritt folgende Schleife:
1. Schritt: Auslesen des Drucksensorsignals aus dem Testdatensatz und Generierung des
Systemeingangs uˆk.
2. Schritt: Durchfu¨hrung des Pra¨diktionsschrittes auf Basis der posterioren modellbasierten
Zustandsscha¨tzung (siehe Kapitel 3.3) und des Systemeingangs uˆk.
3. Schritt: Auslesen der 3D-Positionen der Messpunkte aus dem Testdatensatz (siehe Kapitel
5.2)
4. Schritt: Durchfu¨hrung des Filterschrittes auf der Basis der Positionsmessungen und der
pra¨dizierten Zustandsscha¨tzung (siehe Kapitel 3.3)
5. Schritt: 3D-Rekonstruktion der Messpunkte auf der Basis der aktualisierten Zustands-
scha¨tzung (siehe Kapitel 3.4)
Zur Verbesserung der Scha¨tzung dienten immer alle 37 Marker als Messpunkte. Die Dichte des
ku¨nstlichen Herzens wurde mit ρ = 0.0011 g/mm3 als bekannt vorgegeben. Die Dichte wurde
ermittelt, indem das Gewicht und das Volumen des ku¨nstlichen Herzens in einem Wasserbad
beru¨cksichtigt wurden. Fu¨r die Parameterscha¨tzung wurde der Parameterraum der unbekannten
Komponenten E, d, v in ein Netz aus Gitterpunkte eingeteilt und dasjenige Tripel gesucht, das
in den Simulationsla¨ufen den kleinsten Informationsgewinn [67] an den Messpunkten aufwies.
Der optimale Informationsgewinn stellte sich bei den Parametern E = 50 N/mm2, d = 0.01
kg/(mm3 s), v = 0.22 ein.
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5.5 Zusammenfassung des Kapitels
Es wurde diskutiert, wie der modellbasierte Bewegungsscha¨tzer bezu¨glich der Evaluierungsum-
gebung mit dem ku¨nstlichen Herzen initialisiert wird. Zuna¨chst wird ein Geometriemodell des
ku¨nstlichen Herzens erstellt. Dazu wird die Herzwand in verschiedene finite Elemente eingeteilt
und deren Lage mit ku¨nstlichen Landmarken auf der Herzoberfla¨che markiert. Das ku¨nstliche
Herz wird aus unterschiedlichen Ansichten mit dem Stereokamerasystem aufgenommen. Basie-
rend auf den 3D-Positionsmessungen der Landmarken einzelner Ansichten wird dann ein Regis-
trierungsverfahren verwendet, um das 3D-Geometriemodell der Herzwand zusammenzusetzen.
Zur Initialisierung des Bewegungsscha¨tzers und zur spa¨teren Parameteridentifikation werden
von einer periodischen Bewegungssequenz des ku¨nstlichen Herzens Stereobilddaten und Druck-
sensordaten aufgenommen. Aus den Bilddaten werden die 3D-Positionen der Landmarken, die
im Interventionsgebiet liegen, ermittelt. Die Stereobilddaten, die 3D-Positionen der Landmar-
ken und das Drucksensorsignal werden zusammen in einem Testdatensatz hinterlegt. Es wird
erla¨utert, wie der Herzbewegungsscha¨tzer individuell fu¨r eine auszuwertende Bildsequenz bzw.
fu¨r den Testdatensatz initialisiert wird. Zur Berechnung der Matrizen des Systemmodells wird
das hinterlegte Geometriemodell relativ zu den 3D-Positionen der Markerpunkte aus dem ersten
Bildpaar der auszuwertenden Bildsequenz registriert. Durch die Geometrieinformation wird die
Ausgangslage der finiten Elemente festgelegt und die numerische Integration der Komponenten
der FEM-Integralgleichungen ko¨nnen durchgefu¨hrt werden. Zur Berechnung der Messmatrix
werden Landmarken, die als Messpunkte dienen, relativ zu dem Standardraum des zugeho¨rigen
finiten Elementes registriert. Zusa¨tzlich werden zu den Matrizen des System- und Messmodells
noch die Momente der Zustandsvariablen, des Prozess- und des Messrauschens vorgegeben. Mit
der Bestimmung der unbekannten Parameter des Bewegungsmodells auf Basis des Testdaten-
satzes ist der modellbasierte Herzbewegungsscha¨tzer vollsta¨ndig initialisiert und kann evaluiert
werden.
70
KAPITEL 6
Evaluierung des modellbasierten
Herzbewegungsscha¨tzers
In diesem Kapitel wird die prinzipielle Funktionalita¨t des entworfenen modellbasierten Herzbe-
wegungsscha¨tzers evaluiert und die auf Basis des Scha¨tzers erzielten Rekonstruktionsergebnisse
dargelegt. Als Testumgebung fu¨r den Scha¨tzer dient die in Kapitel 4.2 vorgestellte Simulati-
onsumgebung mit dem ku¨nstlichen Herzen. In Kapitel 5.3 wurde bereits beschrieben, wie der
modellbasierte Bewegungsscha¨tzer bezogen auf die Evaluierungsumgebung bzw. bezogen auf
eine auszuwertende Bewegungssequenz des ku¨nstlichen Herzens initialisiert wird. Auf die Ober-
fla¨che des ku¨nstlichen Herzens wurden zur Initialisierung und zur Evaluierung des Scha¨tzers
ku¨nstliche Landmarken aufgebracht. Die Landmarken ko¨nnen sowohl als Messpunkte, als auch
als Evaluierungspunkte dienen. Es wurde in Kapitel 5.2 ein Testdatensatz u¨ber eine Bewe-
gungssequenz des ku¨nstlichen Herzens erstellt, der nun der Evaluierung dient. Der Testdaten-
satz entha¨lt die Stereobilder der Bewegungssequenz, auf denen die Landmarken zu sehen sind,
die aus den Bilddaten rekonstruierten 3D-Positionen der Landmarken und den aufgezeichneten
Drucksignalverlauf der Herzbewegung. Basierend auf dem Testdatensatz wird in Kapitel 6.1
die grundsa¨tzliche Funktionalita¨t des Herzbewegungsscha¨tzers ohne Miteinbeziehung der Bild-
verarbeitungssoftware u¨berpru¨ft. Zur Evaluierung werden lediglich die 3D-Positionsdaten der
Landmarken und die Drucksensordaten verwendet. In Kapitel 6.1.1 werden die mit dem Bewe-
gungsscha¨tzer erzielten Rekonstruktionsergebnisse ohne auftretende Verdeckungen von Land-
marken gezeigt. Die erzielten Rekonstruktionsergebnisse bei auftretender kompletter oder teil-
weiser Verdeckung von Landmarken werden in Kapitel 6.1.2 dargelegt. Nach der grundsa¨tzlichen
Funktionsu¨berpru¨fung des Scha¨tzers folgt die Verkopplung der Bildverarbeitungssoftware mit
dem Bewegungsscha¨tzer, welche in Kapitel 6.2 vorgestellt wird. Die automatische Markerseg-
mentierung, Korrespondenzfindung der Landmarken und Identifizierung der Landmarken zur
Generierung von Messungen erfolgt nun auf den Stereobilddaten des Testdatensatzes. Es werden
die Rekonstruktionsergebnisse mit in der Simulation auftretenden Verdeckungen gezeigt.
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6.1 Auswertung des Testdatensatzes ohne Miteinbeziehung der Bildver-
arbeitung
Mit der ersten Auswertung in Kapitel 6.1.1 soll mit Hilfe des Testdatensatzes nur die grund-
sa¨tzliche Funktion des modellbasierten Bewegungsscha¨tzers u¨berpru¨ft werden. Mit der zweiten
Auswertung in Kapitel 6.1.2 soll das Verhalten der Bewegungsscha¨tzung bei Messausfa¨llen
betrachtet werden.
Die Implementierung mit dem initialisierten Bewegungsscha¨tzer aus Kapitel 5.3 durchla¨uft in
beiden Auswertungen fu¨r jeden Zeitschritt folgende Schleife:
1. Schritt: Auslesen des Drucksensorsignals aus dem Testdatensatz und Generierung des
Systemeingangs uˆk .
2. Schritt: Durchfu¨hrung des Pra¨diktionsschrittes auf Basis der posterioren modellbasierten
Zustandsscha¨tzung (siehe Kapitel 3.3) und des Systemeingangs uˆk.
3. Schritt: Auslesen der 3D-Positionen der Messpunkte aus dem Testdatensatz (siehe Kapitel
5.2)
4. Schritt: Durchfu¨hrung des Filterschrittes auf der Basis der Positionsmessungen und der
pra¨dizierten Zustandsscha¨tzung (siehe Kapitel 3.3)
5. Schritt: 3D-Rekonstruktion der Messpunkte und Evaluierungspunkte auf der Basis der
aktualisierten Zustandsscha¨tzung (siehe Kapitel 3.4)
6.1.1 Auswertung ohne Auftreten von Verdeckungen
Die Auswertung wurde mit 32 Messpunkten und 5 Evaluierungspunkten durchgefu¨hrt. Wa¨h-
rend der Simulation treten keine Unregelma¨ßigkeiten auf, d. h. es werden durchweg immer 32
Messpunkte bei der Bewegungsscha¨tzung beru¨cksichtigt. Als Evaluierungspunkte wurden die
Marker mit den IDs 34, 64, 73, 80, 86 (siehe Abbildung 5.5) ausgewa¨hlt. In Abbildung 6.1
sieht man die auf Basis der aktualisierten Zustandsscha¨tzung rekonstruierte Herzoberfla¨che zu
verschiedenen Zeitpunkten. Die z-Achse zeigt dabei in Richtung des Lesers. Die Rekonstrukti-
onsergebnisse an dem Messpunkt mit der ID 78 und an dem Evaluierungspunkt mit der ID 73
werden in den Abbildungen 6.2 und 6.3 gezeigt. Sie beinhalten jeweils auf der linken Seite die
gescha¨tzte Position fu¨r die in x-, y- und z-Richtung eines Markers und auf der rechten Seite den
absoluten Fehler zwischen der Referenzmessung aus dem Testdatensatz und der Positionsscha¨t-
zung. Der absolute Fehler aerr = (xerr, yerr, zerr)
T fu¨r einen Messpunkt oder Evaluierungspunkt
mit den initialen Koordinaten m = (mx,my,mz)
T und der Realisierung yˆ
k
wird definiert mit:
aerr(tk) =
∣∣∣∣∣yˆk −
(
m+ Hˇk
(
(αˆk)
e
(ˆ˙αk)
e
))∣∣∣∣∣ , (6.1)
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Abbildung 6.1: Modellbasierte Rekonstruktion der Herzoberfla¨che (Auswertung 1).
wobei die Matrix Hˇk die Form (3.18) hat. Der durch gru¨ne Kreuze gekennzeichnete Verlauf zeigt
die wahren Messwerte aus dem erstellten Testdatensatz. Die Scha¨tzung des modellbasierten
Scha¨tzverfahrens ist mit blau verlaufenden Kurven gekennzeichnet. Der blaue nichtgestrichelte
Verlauf zeigt den Erwartungswert der rekonstruierten Position des Evaluierungspunkts bzw.
den Erwartungswert der Position des Messpunkts an. Der blau gestrichelte Verlauf gibt die
jeweilige Unsicherheit der Scha¨tzung mit der oberen und unteren 3σ-Grenze an.
A¨hnliche Rekonstruktionsverla¨ufe mit a¨hnlich absoluten Fehlern, wie die oben gezeigten, er-
geben sich auch an den anderen Messpunkten und Evaluierungspunkten. In Abbildung 6.4 ist
der durchschnittliche absolute Fehler jeweils fu¨r die nmp = 32 Messpunkte und die nevp = 5
Evaluierungspunkte zu sehen. Er berechnet sich durch:
avgMPerr (tk) =
1
nmp
nmp∑
i=0
|aierr(tk)| (6.2)
bzw.
avgEV Perr (tk) =
1
nevp
nevp∑
i=0
|aierr(tk)| (6.3)
Die modellbasierte Scha¨tzung weicht, wie in Abbildung 6.3 bzw. Abbildung 6.4 zu sehen, noch
ein wenig von den Referenzmessungen an den Markern ab, zeigt aber dass das Verfahren grund-
sa¨tzlich funktioniert und fu¨r die Rekonstruktion von Sollpositionen verwendet werden kann. Die
Abweichungen sind hauptsa¨chlich auf Modellierungsfehler zuru¨ckzufu¨hren, wie z. B. die noch
nicht ganz exakt bestimmten Materialparameter des ku¨nstlichen Herzens, die unterschiedlichen
Wanddicken des ku¨nstlichen Herzens, die nicht beru¨cksichtigt wurden, oder die Eingangsfunkti-
on, die nicht ganz exakt die Druckverteilung im ku¨nstlichen Herzen widerspiegelt. Ebenso sind
die wenigen Freiheitsgrade zur Approximation der Lo¨sungsfunktionen noch nicht ausreichend,
um die etwas feineren Bewegungsunterschiede darzustellen.
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Abbildung 6.2: Rekonstruktionsergebnisse am Messpunkt mit ID 78.
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Abbildung 6.3: Rekonstruktionsergebnisse am Evaluierungspunkt mit ID 73.
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Abbildung 6.4: Durchschnittlicher absoluter Fehler an Mess- und Evaluierungspunkten.
6.1.2 Auswertung mit Auftreten von Verdeckungen
Die Mess- und Evaluierungspunkte sind identisch zu denen wie bei der ersten Auswertung aus
Kapitel 6.1.1. In dem Zeitintervall von tk = 2.442 s bis tk = 2.664 s wird eine komplette Ver-
deckung aller 32 Messpunkte, und in dem Zeitintervall von tk = 3.885 s bis tk = 4.107 s wird
eine teilweise Verdeckung simuliert. Bei der teilweisen Verdeckung werden immer 7 Messpunkte
nicht verdeckt angenommen und in den Filterschritt miteinbezogen. Die 7 Messpunkte vari-
ieren immer und unterliegen einem Auswahlverfahren. Es wurden diejenigen 7 Messpunkte je
Zeitschritt ausgewa¨hlt, welche die gro¨ßte aktualisierte Rekonstruktionsunsicherheit in x-, y-, z-
Richtung aufwiesen.
In Abbildung 6.5 sieht man die rekonstruierte Herzoberfla¨che bei einer kompletten Verdeckung
(linke Abbildung) und bei einer teilweisen Verdeckung (mittlere und rechte Abbildung). Die
nicht zur Verfu¨gung stehenden Messpunkte (Messausfa¨lle) wurden mit roten gefu¨llten Kreisen
gekennzeichnet.
In den Abbildungen 6.6 und 6.7 sind die Rekonstruktionsergebnisse fu¨r die jeweilige Richtung
und der jeweilige absolute Fehler fu¨r den Messpunkt mit der ID 35 und den Evaluierungspunkt
mit der ID 80 angegeben.
Bei einer kompletten Verdeckung ko¨nnen keine Messpunkte beru¨cksichtigt werden, der Be-
wegungsscha¨tzer fu¨hrt nur Pra¨diktionsschritte aus. Die Pra¨diktionsschritte fu¨hren dazu, dass
die Unsicherheit (blau-weiss gestrichelte Linien) des Rekonstruktionsergebnisses in dem be-
trachteten Zeitintervall fu¨r alle Richtungen stark zunimmt. Der Verlauf des Mittelwerts fu¨r
die Position (blaue durchgezogene Linie) weicht stark sowohl am ausgefallenen Messpunkt als
auch am Evaluierungspunkt von dem wahren Verlauf (diskrete gru¨ne Kreuze) ab und ergibt
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Abbildung 6.5: Modellbasierte Rekonstruktion der Herzoberfla¨che (Auswertung 2).
einen hohen absoluten Fehler. Ein Messausfall wurde in den Abbildungen mit schwarzen Kreu-
zen gekennzeichnet, d. h. die Messungen die aus dem Testdatensatz ausgelesen werden, stan-
den dem Bewegungsscha¨tzer nicht zur Verfu¨gung. Bei der Verdeckung von Evaluierungspunk-
ten, wu¨rde ebenfalls die Referenzmessung an diesen Punkten fehlen, daher sind die fehlenden
Referenzmessungen in Abbildung 6.7 ebenfalls durch schwarze Kreuze gekennzeichnet.
Bei der teilweisen Verdeckung wird die Unsicherheit der Scha¨tzung (blau-weiss-gestrichelte Li-
nie) ebenfalls gro¨ßer, da Messungen zur Verbesserung der Zustandsscha¨tzung teilweise ausfallen.
In Abbildung 6.6 ist an den markierten schwarzen Kreuzen in dem Zeitintervall der auftreten-
den teilweisen Verdeckung zu sehen, dass der Messpunkt mit der ID 34 o¨fters in die Menge der
7 Marker mit der gro¨ßten Unsicherheit aufgenommen wurde. Im Vergleich zu dem Verlauf am
Evaluierungspunkt fehlen in dem besagten Zeitintervall beim Verlauf des Messpunktes mehrere
schwarze Markierungen. Die Messung mit nur 7 Messpunkten bewirkt, dass die Positionsscha¨t-
zung im Vergleich zu den Referenzmessungen aus dem Testdatensatz anfa¨ngt, etwas hin- und
herzuschwanken, was ebenfalls Auswirkungen auf den absoluten Fehler hat. In Abbildung 6.8
ist der durchschnittliche absolute Fehler jeweils fu¨r die nmp = 32 Messpunkte und die nevp = 5
Evaluierungspunkte zu sehen.
Zusammenfassend la¨sst sich sagen, dass eine komplette Verdeckung u¨ber mehrere Zeitschritte
momentan vermieden werden muss, da die Modellierungsfehler noch zu gross sind und der Bewe-
gungsscha¨tzer divergieren wu¨rde. Bei der teilweisen Verdeckung muss darauf geachtet werden,
dass weitaus mehr als 7 Messpunkte zur Verfu¨gung stehen, damit die Lo¨sungsfunktion nicht
anfa¨ngt zu schwanken.
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Abbildung 6.6: Rekonstruktionsergebnisse am Messpunkt mit ID 35.
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Abbildung 6.7: Rekonstruktionsergebnisse am Evaluierungspunkt mit ID 80.
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Abbildung 6.8: Durchschnittlicher absoluter Fehler an Mess- und Evaluierungspunkten.
6.2 Auswertung des Testdatensatzes mit automatisierter Markersegmen-
tierung und Korrespondenzfindung
In diesem Kapitel soll die Funktionsweise der automatischen Bildverarbeitungssoftware, die
mit dem Bewegungsscha¨tzer verkoppelt ist, evaluiert werden. Die Bildverarbeitungssoftware
besteht aus der in Kapitel 4.3.5 beschriebenen automatischen Markersegmentierung, der Korre-
spondenzfindung von Landmarken mittels der Epipolargeometrie (siehe Kapitel 4.3.3) und der
3D-Rekonstruktion eines Szenenpunktes aus einem 2D-Bildkoordinatenpaar der Stereoansicht
(siehe Kapitel 4.3.2). Eine bisher noch nicht betrachtete Problemstellung ist die korrekte Verfol-
gung der Landmarken des ku¨nstlichen Herzens in einer auszuwertenden Bildsequenz. Damit die
gemessene Position einer Landmarke korrekt u¨ber das Messmodell in die Bewegungsscha¨tzung
mit eingebracht werden kann, ist es erforderlich, die Landmarke in jedem aufgenommenen Bild
der Bewegungssequenz eindeutig zu identifizieren. Die Identifizierung der Landmarken soll nicht
durch den erstellten Testdatensatz vorgegeben werden, sondern soll automatisch mit Hilfe der
Kopplung zwischen Bildverarbeitungssoftware und dem Bewegungsscha¨tzer erfolgen. Die Kopp-
lung wird in Kapitel 6.2.1 erla¨utert. Hierbei wird die pra¨dizierte Zustandsscha¨tzung, bestehend
aus dem ersten und zweiten Moment, des modellbasierten Bewegungsscha¨tzers zum Einen dazu
benutzt, den Suchbereich fu¨r korrespondierende Markerpunkte in Bildpaaren einzuschra¨nken
und zum Anderen eine eindeutige Identifizierung von Landmarken in Form der Zuweisung einer
Identifikationsnummer (ID) durchzufu¨hren.
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Korrespondenzfindung
6.2.1 Verwendung der Zustandsscha¨tzung zur Korrespondenzfindung und Identifizierung
von Landmarken
Aus dem Pra¨diktionsschritt des Kalmanfilters bekommt man den Erwartungswert
xˆpk =
(
(αˆk)
p
(ˆ˙αk)
p
)
(6.4)
und die Kovarianzmatrix Cpk des Zustands des Bewegungsmodells. Der prinzipielle Ablauf zur
eindeutigen Identifizierung und Korrespondenzfindung basierend auf der pra¨dizierten Scha¨tzung
setzt sich aus folgenden Schritten zusammen:
1. Schritt: 3D-Rekonstruktion der zu suchenden Landmarke LM lID mit gegebener ID und
Angabe der Rekonstruktionsunsicherheit auf Basis der pra¨dizierten Scha¨tzung.
Der Erwartungswert lˆpos der 3D-Position der Landmarke LM
l
ID mit dem initialen Materi-
alpunkt ml = (m
x,my,mz)T ergibt sich, a¨hnlich wie in (3.17) angegeben, durch
lˆpos = ml + Hˇk
(
(αˆk)
p
(ˆ˙αk)
p
)
, (6.5)
und die Kovarianz Clk kann angegeben werden mit
Clk = HˇkC
p
k(Hˇk)
T . (6.6)
2. Schritt: Projektion des Erwartungswertes lˆpos und des Unsicherheitsellipsoids der rekon-
struierten Position der Landmarke LM lID in das linke und rechte Kamerabild. Das Unsi-
cherheitsellipsoid wird durch die Eintra¨ge in Clk charakterisiert.
Der rekonstruierte erwartete 3D-Punkt lˆpos der Landmarke LM
l
ID kann nun mittels der
in Kapitel 4.3.1 beschriebenen Formeln auf die normalisierte Bildebenen des rechten und
linken Kameramodells projiziert werden, um die Bildkoordinaten (u, v)lli, (u, v)
l
re des pro-
jizierten Punktes im rechten und linken Kamerabildes zu erhalten.
Zur Vereinfachung der weiteren Berechnung wird die Normalverteilung der Zufallsvariablen
lpos = (lpos,1, lpos,2, lpos,3)
T mit der Kovarianzmatrix
Clk =
 σ
2
lpos,1
Cov {lpos,1, lpos,2} Cov {lpos,1, lpos,3}
Cov {lpos,2, lpos,1} σ2lpos,2 Cov {lpos,2, lpos,3}
Cov {lpos,3, lpos,1} Cov {lpos,3, lpos,2} σ2lpos,3
 . (6.7)
durch eine achsenausgerichtete Normalverteilung approximiert. Die Kovarianzmatrix C˜Lk
der achsenausgerichteten Normalverteilung hat dann die Form
C˜lk =
 σ
2
lpos,1
0 0
0 σ2lpos,2 0
0 0 σ2lpos,3
 . (6.8)
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Zur Projektion der approximierten Unsicherheit auf die normalisierte Bildebenen des rech-
ten und linken Kameramodells werden die am weitesten außen liegenden sechs Punkte
des mit C˜l beschriebenen Unsicherheitsellipsoids genommen. Die jeweils sechs projizierten
Punkte werden in den Bildkoordinatenmengen (COV uvlinks)
l und (COV uvrechts)
l zusammenge-
fasst.
3. Schritt: Festlegen des Suchraums fu¨r die Landmarke LM lID im rechten und linken Kame-
rabild auf Basis der projizierten Punkte des Unsicherheitsellipsoids
Aus den Bildkoordinatenmengen (COV uvlinks)
l und (COV uvrechts)
l wird jeweils die minimals-
te und maximalste u-Bildkoordinate umin, umax und die minimalste und maximalste v-
Bildkoordinate vmin, vmax berechnet. U¨ber die Bildkoordinaten (umin, vmin) und (umax, vmax)
kann dann der rechteckige Suchbereich fu¨r die Landmarke LM lID im jeweiligen Kamerabild
angegeben werden.
4. Schritt: Auslesen des na¨chsten Kamerabildpaaares aus dem Testdatensatz, entzerren der
Bilder und segmentieren der Landmarken im rechten und linken Kamerabild wie in Kapitel
4.3.5 beschrieben.
5. Schritt: Vergeben der ID an segmentierte Landmarke LMSEGl im linken Bild, wenn sie im
rechteckigen Suchraum der gesuchten Landmarke LM lID liegt.
6. Schritt: Berechnung der Epipolarlinie im rechten Bild aufgrund der segmentierten Land-
marke LMSEGl wie in Kapitel 4.3.3 beschrieben.
7. Schritt: Finden der zu LMSEGl korrespondierenden Landmarke LMSEGr im rechten Bild
durch Einschra¨nkung des Suchraums der gesuchten Landmarke LM lID.
6.2.2 Rekonstruktionsergebnisse
In diesem Kapitel soll die Funktionsweise der automatischen Bildverarbeitungssoftware, die
mit dem Bewegungsscha¨tzer verkoppelt ist, evaluiert werden. Die Software durchla¨uft nach der
Initialisierung des Bewegungsscha¨tzers pro Zeitschritt im Allgemeinen folgende Hauptschleife:
1. Schritt: Durchfu¨hrung des Pra¨diktionsschrittes auf Basis der posterioren modellbasierten
Zustandsscha¨tzung und dem Systemeingang uˆk, der aus gewonnenen Drucksensorsignalen
des Testdatensatzes generiert wird (siehe Kapitel 3.3).
2. Schritt: Algorithmus aus Kapitel 6.2.1:
(a) Berechnung des Suchraums zur Korrespondenzfindung von Landmarken basierend auf
pra¨dizierter Zustandsscha¨tzung.
(b) Auslesen des na¨chsten Kamerabildpaares aus dem Testdatensatz und Segmentierung
der Marker (Messpunkte und Evaluierungspunkte) im rechten und linken Kamerabild.
(c) Zuordnung der Marker-ID aufgrund der Einschra¨nkung des Suchraums und der Epi-
polargeometrie.
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3. Schritt: Berechnung der 3D-Positionen der gefundenen Markerpaare (siehe Kapitel 4.3.2).
4. Schritt: Durchfu¨hrung des Filterschrittes auf Basis der Positionsmessungen und der pra¨-
dizierten Zustandsscha¨tzung (siehe Kapitel 3.3).
5. Schritt: 3D-Rekonstruktion der Messpunkte und der Evaluierungspunkte auf Basis der
aktualisierten Zustandsscha¨tzung (siehe Kapitel 3.4).
In der schematischen Abbildung 6.9 soll noch einmal das Zusammenspiel von aktualisierter und
pra¨dizierter Zustandsscha¨tzung mit der Bildverarbeitung visuell verdeutlicht werden.
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Abbildung 6.9: U¨bersicht u¨ber den modellbasierten Herzbewegungsscha¨tzer.
In Abbildung 6.10 sind die Auswertungen der Bildsequenz durch die automatische Marker-
segmentierung fu¨r 4 Zeitschritte zu sehen. In der linken Spalte von Abbildung 6.10 wird die
Projektion der pra¨dizierten und rekonstruierten Positionsscha¨tzung eines Markers auf die rechte
und linke Bildebene gezeigt. Die Positionsscha¨tzung wird auf Basis der pra¨dizierten Dichte des
Bewegungsscha¨tzers berechnet. Wie in Kapitel 6.2.1 beschrieben, wird die projizierte Unsicher-
heit der Positionsscha¨tzung auf ein Bild durch ein Rechteck approximiert. Die Lage und Form
der Rechtecke ist in Abbildung 6.10 fu¨r jeden Marker durch weiße Kreuze mit der dazugeho¨-
rigen ID des Markers gekennzeichnet. Der Schnittpunkt eines Kreuzes stellt den Mittelpunkt
des Rechtecks dar und ist zugleich der pra¨dizierte Erwartungswert fu¨r die Bildkoordinaten des
Markers. Die La¨ngen der horizontalen und vertikalen Linien sind gleichzusetzen mit der Ho¨he
und Breite des Rechtecks und stellen die pra¨dizierte Unsicherheit dar, welche durch das zweite
Moment charakterisiert wird. Ein Rechteck bildet gleichzeitig den Suchraum fu¨r den Marker im
jeweiligen Bild.
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(a) Pra¨dizierte Positionsscha¨tzung bei tk = 0.5994 s. (b) Ergebnis der Markersegmentierung bei tk = 0.5994 s.
(c) Pra¨dizierte Positionsscha¨tzung bei tk = 0.6216 s. (d) Ergebnis der Markersegmentierung bei tk = 0.6216 s.
(e) Pra¨dizierte Positionsscha¨tzung bei tk = 1.1322 s. (f) Ergebnis der Markersegmentierung bei tk = 1.1322 s.
(g) Pra¨dizierte Positionsscha¨tzung bei tk = 1.1544 s. (h) Ergebnis der Markersegmentierung bei tk = 1.1544 s.
Abbildung 6.10: Automatische Markersegmentierung und Korrespondenzfindung.
84
6.2. Auswertung des Testdatensatzes mit automatisierter Markersegmentierung und
Korrespondenzfindung
In den Abbildungen 6.10(a) und 6.10(c) sieht man, dass der Suchraum die mo¨gliche Lage des
Markers gut einschra¨nkt und der zu suchende Marker in dem jeweils vorliegenden Bildpaar
nahe am Mittelpunkt des Suchraums liegt. In den Abbildungen 6.10(e) und 6.10(g) ist fu¨r die
Marker am linken Rand des linken Bildes zu sehen, dass zwar der zu suchenden Marker noch im
Suchraum enthalten ist, er aber sehr weit vom Mittelpunkt des Suchraums entfernt liegt. Wie
schon Kapitel 6.1.1 an den Rekonstruktionsverla¨ufen zu sehen war, weicht die Zustandsscha¨t-
zung des Bewegungsmodells noch etwas von der Realita¨t bzw. dem wahren Zustand ab. Da
die Zustandsscha¨tzung noch nicht ganz korrekt ist, kann die Projektion der Positionsscha¨tzung
auch nicht korrekt sein und der Suchraum erstreckt sich etwas versetzt zu der wahren Position
des zu suchenden Markers.
In der rechten Spalte von Abbildung 6.10 ist das Ergebnis des dritten Schrittes der Hauptschleife
zu sehen. Es werden alle korrekt segmentierten Marker mit der ihnen durch die Korrespondenz-
findung zugeteilten ID angezeigt. Da eine automatische Markersegmentierung verwendet wird,
werden ab und zu Marker in der Bildsequenz nicht korrekt segmentiert und einander zugeordnet.
Zum Beispiel wird der Marker mit der ID 40 in den Zeitschritten tk = 0.6216 und tk = 1.1322
nicht korrekt segmentiert.
In Abbildung 6.11 sieht man analog zu den oben gezeigten Bildpaaren fu¨r die Zeitschritte
tk = 0.5904, tk = 0.6216 und tk = 1.1322 die Rekonstruktion der Herzoberfla¨che auf Basis der
aktualisierten Zustandsscha¨tzung. Es wurden wieder 5 Evaluierungspunkte und 32 Messpunkte
angenommen. Fehlende Marker, die nicht korrekt segmentiert und gematcht wurden, ko¨nnen
nicht in die Bewegungsscha¨tzung miteinfließen und sind mit roten Kreisen markiert.
Abbildung 6.11: Modellbasierte Rekonstruktion der Herzoberfla¨che (Auswertung 3).
In der Bildsequenz wurde in dem Zeitintervall von tk = 2.3976 bis tk = 3.0192 eine Inter-
vention an dem Evaluierungspunkt mit der ID 73 simuliert. Dabei wurde angenommen, dass
zwei Chirurgieinstrumente von außerhalb der Bildfla¨che jeweils links und rechts zu dem Evalu-
ierungspunkt bzw. dem Interventionspunkt hingefu¨hrt und wieder weggefu¨hrt werden. Da die
Instrumente wa¨hrend der Intervention die Landmarken verdecken, werden Segmentierungsfehler
bei den betroffenen Landmarken simuliert.
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(a) Markersegmentierung und Korrespondenzfindung bei tk = 2.4864 (b) Rekonstruktion
(c) Markersegmentierung und Korrespondenzfindung bei tk = 2.5086 (d) Rekonstruktion
(e) Markersegmentierung und Korrespondenzfindung bei tk = 2.6418 (f) Rekonstruktion
(g) Markersegmentierung und Korrespondenzfindung bei tk = 2.664 (h) Rekonstruktion
Abbildung 6.12: Simulierte Intervention mit zwei Chirurgieinstrumenten.
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In Abbildung 6.12 sieht man fu¨r verschiedene Zeitpunkte der simulierten Intervention in der
linken Spalte die automatische Markersegmentierung und Korrespondenzfindung bei auftreten-
den Verdeckungen und in der rechten Spalte die Rekonstruktion der Herzoberfla¨che auf Basis
der aktualisierten Zustandsscha¨tzung. Sind beide Chirurgieinstrumente am Interventionspunkt
angelangt, werden in den Zeitschritten tk = 2.664 s bis tk = 2.8194 s von 32 mo¨glichen Mess-
punkten 8 verdeckt. Die ausgefallenen Positionsmessungen ko¨nnen nicht zur Verbesserung der
Zustandsscha¨tzung beru¨cksichtigt werden.
Die in den Kapiteln 6.1.1 und 6.1.2 gezeigten Rekonstruktionsergebnisse auf Basis des Testda-
tensatzes wiesen an allen Landmarken leichte Abweichung zwischen der Rekonstruktion auf Ba-
sis der modellbasierten Zustandsscha¨tzung und der gemessenen Position auf. Diese Diskrepanz
hatte bei der ersten Auswertung der Bildsequenz mit der automatischen Markersegmentierung
und Korrespondenzfindung zur Folge, dass die Zuordnung der IDs ab einem bestimmten Zeit-
punkt fehlerhaft war. Da die Suchra¨ume, wie oben erkla¨rt, etwas versetzt zu den zu suchenden
Markern im Bild liegen, werden auch andere mo¨gliche Marker in den Suchraum miteingeschlos-
sen. Bei dem Auffinden eines gesuchten Markers wird derjenige Marker ausgewa¨hlt, dessen
Abstand zum Mittelpunkt des Suchraums am kleinsten ist. Da der Mittelpunkt des Suchraums
sehr nahe an nicht gesuchten Markern liegt, wird ha¨ufiger ein falscher Marker ausgewa¨hlt.
Aufgrund falsch ausgewa¨hlter Bildkoordinaten der Messpunkte bekam der Bewegungsscha¨tzer
falsche Informationen u¨ber die 3D-Position, und somit divergierte die Zustandsscha¨tzung. Es
konnten keine Marker mehr korrekt identifiziert werden. Zur Nachbesserung wurde daher ei-
ne vom Herzbewegungsmodell unabha¨ngige Positionsscha¨tzung fu¨r alle Landmarken in dem
jeweiligen linken und rechten Bild durchgefu¨hrt. Es wurde fu¨r jede Landmarke pro Bild ein
Kalmanfilter initialisiert. Dabei wurde die Systemgleichung angenommen mit
xk+1 = xk + wk , (6.9)
wobei der Zustand xk die Bildkoordinaten u, v der Landmarke entha¨lt. Die Messgleichung wurde
angenommen mit
yˆ
k
= xk + vk , (6.10)
wobei die Messung yˆ
k
, die durch die Markersegmentierung erhaltenen u, v Bildkoordinaten
darstellen. Der Suchraum fu¨r einen Marker orientierte sich bei diesem Verfahren an der pra¨-
dizierten Unsicherheit der Bildkoordinatenscha¨tzung und nicht an der Positionsscha¨tzung auf
Basis des Herzbewegungsscha¨tzers. Der Ablauf der Korrespondenzfindung ist also a¨hnlich zu
der in Kapitel 6.2.1 vorgestellten Vorgehensweise. Die vom Herzbewegungsmodell unabha¨ngige
Positionsscha¨tzung kommt nur dann zum Einsatz, wenn der Herzbewegungsscha¨tzer aufgrund
falscher Informationen divergieren wu¨rde. In dem Zeitra¨umen tk = 0 bis tk = 0.777, tk = 2.5086
bis tk = 3.1302, und tk = 5.3502 bis tk = 5.6166 wird die Markeridentifizierung modellbasiert
durchgefu¨hrt und in den Zeitra¨umen tk = 0.7992 bis tk = 2.4864, tk = 3.1542 bis tk = 5.3228
, und tk = 5.6388 bis tk = 6.66 wird die Markeridentifizierung mit vom Herzbewegungsmodell
unabha¨ngigen Positionsscha¨tzung durchgefu¨hrt. Unter zu Hilfenahme von der vom Herzbewe-
gungsmodell unabha¨ngigen Positionsscha¨tzung war u¨ber die ganze Bildsequenz eine zuverla¨ssige
Identifizierung der Landmarken mo¨glich, was gleichzeitig gute Rekonstruktionsergebnisse ergab.
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Abbildung 6.13: Rekonstruktionsergebnisse am Messpunkt mit ID 68.
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Abbildung 6.14: Rekonstruktionsergebnisse am Evaluierungspunkt mit ID 73.
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In den Abbildungen 6.13 und 6.14 sind die zeitlichen Verla¨ufe der gemessenen und gescha¨tzten
Positionen in die jeweilige Richtung und der absolute Fehler fu¨r den Messpunkt mit der ID 68
und den Evaluierungspunkt mit der ID 73 angegeben. Fehlte die Referenzmessung wegen der
Verdeckung der Landmarken bei der simulierten Intervention, wurde dies schwarz markiert. Die
ausgefallene Referenzmessung wurde zum Vergleich des Rekonstruktionsergebnisses stattdessen
aus dem Testdatensatz ausgelesen.
Der absolute Fehler nimmt wa¨hrend der simulierten Verdeckung nicht stark zu. Es gibt also kei-
nen Ausreißer des absoluten Fehlers, wie es bei einer kompletten Verdeckung oder der teilweisen
Verdeckung bei 7 Messpunkten in Kapitel 6.1.2 zu sehen war. Die Rekonstruktion am Inter-
ventionspunkt mit der ID 73 erfolgte trotz teilweiser Verdeckung der Messpunkte daher sehr
zuverla¨ssig. Auch an den anderen Messpunkten und Evaluierungspunkten zeigten sich a¨hnliche
Rekonstruktionsverla¨ufe und a¨hnliche Verla¨ufe des absoluten Fehlers. Der durchschnittliche ab-
solute Fehler ist jeweils fu¨r die nmp = 32 Messpunkte und die nevp = 5 Evaluierungspunkte in
6.15 zu sehen.
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Abbildung 6.15: Durchschnittlicher absoluter Fehler an Mess- und Evaluierungspunkten.
6.3 Zusammenfassung des Kapitels
Zur Evaluierung des modellbasierten Herzbewegungsscha¨tzers wird auf den in Kapitel 5.2 be-
reits erstellten Testdatensatz zuru¨ckgegriffen. Er setzt sich zusammen aus den Stereobilddaten
einer beobachteten Bewegungssequenz des ku¨nstlichen Herzens, die aus den Bilddaten rekon-
struierten 3D-Positionen von Landmarken auf der Herzoberfla¨che und dem aufgenommenen
Drucksignal. Die verfolgten Landmarken dienen in der Evaluierung entweder als Messpunk-
te zur Verbesserung der Bewegungsscha¨tzung, oder als Evaluierungspunkte, zur U¨berpru¨fung
der Rekonstruktionsgenauigkeit. Zuna¨chst erfolgt mit Hilfe des Testdatensatzes die U¨berpru¨-
fung der grundsa¨tzlichen Funktionalita¨t des Herzbewegungsscha¨tzers ohne Miteinbeziehung der
Bildverarbeitungssoftware. Dabei wird nur mit den 3D-Positionsdaten der Landmarken und den
90
6.3. Zusammenfassung des Kapitels
Drucksignaldaten gearbeitet. Es wird eine Auswertung ohne auftretende Verdeckungen und eine
Auswertung mit auftretenden Verdeckungen der Messpunkte diskutiert. Die Rekonstruktions-
ergebnisse weisen in beiden Auswertungen zwar aufgrund von Modellfehlern eine kleine Dis-
krepanz zu den Referenzmessungen der Landmarken auf, sind aber sonst zuverla¨ssig. Bei der
kompletten Verdeckung der Messpunkte u¨ber mehrere Zeitschritte divergiert der Bewegungs-
scha¨tzer aufgrund der fehlenden Messungen und der vorhandenen Modellfehler. Da die Bewe-
gungsscha¨tzung prinzipiell funktionierte, wurde zur automatischen Auswertung der Bilddaten
des Testdatensatzes die Bildverarbeitungssoftware mit der Implementierung des Bewegungs-
scha¨tzers verkoppelt. Die Bildverarbeitungssoftware segmentiert die Landmarken automatisch
und benutzt zur Korrespondenzfindung der Marker in den Stereobildern und zur eindeutigen
Identifizierung der Landmarken vorwiegend die pra¨dizierte Dichte des Bewegungsscha¨tzers. We-
gen einer noch zu hohen Diskrepanz zwischen der modellbasierten Positionsscha¨tzung und der
Referenzmessung muss fu¨r manche Bildsequenzabschnitte zur Berechnung der Markersuchra¨u-
me auf eine vom Herzbewegungsmodell unabha¨ngige Positionsscha¨tzung zuru¨ckgegriffen wer-
den. Ohne diese Verbesserung wu¨rden Landmarken falsch identifiziert werden und der Scha¨tzer
wu¨rde divergieren. In der auszuwertenden Bildsequenz wird eine Verdeckung, wie sie bei einer
Intervention mit zwei Chirurgieinstrumenten auftreten wu¨rde, simuliert. Die Rekonstruktions-
ergebnisse auf Basis des modellbasierten Herzbewegungsscha¨tzers treffen zwar noch nicht die
geforderte Genauigkeit von unter 0.5 mm, was ungefa¨hr dem Durchmesser von kleinen Koronar-
arterien entspricht, sind aber mit dem durchschnittlichen absoluten Fehler von max. 3.6 mm
an den Evaluierungspunkten und mit dem durchschnittlichen absoluten Fehler von max. 3.8
mm an den Messpunkten durchaus akzeptabel. Sogar bei teilweiser Verdeckung der Messpunk-
te stieg der absolute Fehler an den Evaluierungspunkten nicht wesentlich an und es wurden
somit gute Rekonstruktionsergebnisse erzielt. Zur Scha¨tzung der Sollpositionen der Interventi-
onspunkte ist das Verfahren praxistauglich und kann im Rahmen der Bewegungssynchronisation
von Instrumenten mit dem schlagenden Herzen eingesetzt werden.
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Zusammenfassung und Ausblick
7.1 Zusammenfassung
Die in dieser Forschungsarbeit realisierten Komponenten zur Umsetzung eines robotergestu¨tzten
Chirurgiesystems mit autonomer Bewegungskompensation am schlagenden Herzen umfassen die
Scha¨tzung der Herzbewegung zur Rekonstruktion der Herzoberfla¨che an Interventionspunkten,
die Bereitstellung von bildbasierten Messdaten u¨ber die Bewegung des Herzens im Interven-
tionsgebiet und den Aufbau einer Simulationsumgebung mit einem ku¨nstlichen Herzen zur
Evaluierung der Scha¨tz- und Rekonstruktionsergebnisse.
In dieser Arbeit wird zur Scha¨tzung der Herzbewegung und zur Rekonstruktion der Herzober-
fla¨che fu¨r den Interventionspunkt ein modellbasiertes Verfahren vorgestellt. Die modellbasierte
Herzbewegungsscha¨tzung erfolgt auf Basis von Positionsmessungen von Landmarken der Her-
zoberfla¨che im Interventionsgebiet, welche mit einem Stereokamerasystem verfolgt werden. Im
Gegensatz zu anderen Ansa¨tzen auf dem Gebiet der Bewegungssynchronisation wird in dieser
Arbeit die Herzbewegung durch ein physikalisch-basiertes 3D-Bewegungsmodell beschrieben.
Die Landmarken stehen somit physikalisch miteinander in Beziehung und eine Rekonstruktion
der Herzoberfla¨che kann auch an Nichtmesspunkten erfolgen. Außerdem werden stochastische
Unsicherheiten des Bewegungsmodells und der Positionsmessungen beru¨cksichtigt. Mit Hilfe
des modellbasierten Ansatzes ko¨nnen Sto¨rungen, die wa¨hrend Positionsmessungen auftreten,
wie z. B. das Verdecken von Landmarken durch Instrumente oder Blutflu¨ssigkeit, kompensiert
werden.
In dem 3D-Bewegungsmodell wird die durch Kra¨fte verursachte Deformation und die Elastizi-
ta¨tseigenschaft der Herzwand beschrieben. Die Herleitung des Bewegungsmodells erfolgt auf Ba-
sis von Gesetzen aus der Kontinuumsmechanik und fu¨hrt auf ein System aus linearen partiellen
Differentialgleichungen. Die Herzwandgeometrie wird approximativ durch mehrere miteinander
verknu¨pfte, dicke Membranen erfasst. Die Membranen ko¨nnen sich je nach angegebener Rand-
bedingung frei bewegen oder werden zur Repra¨sentierung von Klappen an einer Seite als festste-
hend angenommen. Zur Beschreibung einer Herzwandbewegung werden die Membranen durch
ein Kra¨ftemodell mit identifizierten Parametern deformiert. Ausgehend von dem PDE-System
wird ein System- und Messmodell hergeleitet. Das Systemmodell dient dazu, den Zustand des
93
Kapitel 7. Zusammenfassung und Ausblick
Bewegungsmodells vorwa¨rts zu propagieren. Das Messmodell dient dazu, den Zustand des Be-
wegungsmodells auf Positionsmessungen von Landmarken der Herzoberfla¨che abzubilden. Das
verteilt-parametrische System wird durch Anwendung der Finiten-Elemente-Methode in eine
Bank aus konzentriert-parametrischen Systemen umgewandelt. Durch die Zeitdiskretisierung
der konzentriert-parametrischen Systeme erha¨lt man ein zeitdiskretes Systemmodell. Unsicher-
heiten, die durch unvollsta¨ndige Abbildung der Realita¨t in Modellen oder durch Messrauschen
auftreten, werden in dem System- und Messmodell als stochastische Unsicherheiten mit be-
ru¨cksichtigt. Basierend auf dem stochastischen System- und Messmodell wird der Zustand der
linearen, konzentriert-parametrischen Systeme mit Hilfe des Kalmanfilters gescha¨tzt. Mit dem
gescha¨tzten Zustand kann die verteilte Bewegung der Herzoberfla¨che rekonstruiert werden, und
somit auch die Position jedes mo¨glichen Interventionspunktes auf der Herzoberfla¨che.
Die Evaluierung des modellbasierten Herzbewegungsscha¨tzers erfolgt in einer selbst aufgebau-
ten Testumgebung mit einem ku¨nstlichen Herzen. Das ku¨nstliche Herz wird zur Simulation
einer Herzbewegung durch ein Luftdrucksystem im Volumen variiert. In der Evaluierungsum-
gebung wird die Bewegung des ku¨nstlichen Herzens durch ein Stereokamerasystem erfasst. Zu-
sa¨tzlich wird mit einem Drucksensor am Eingang des ku¨nstlichen Herzens der Druckverlauf
gemessen. Auf das ku¨nstliche Herz werden ku¨nstliche Landmarken aufgebracht, die zur Initia-
lisierung des Geometriemodells der Herzwand verwendet werden und die entweder als Mess-
punkte zur Verbesserung der Zustandsscha¨tzung des Bewegungsmodells oder zur Evaluierung
der Rekonstruktionsgenauigkeit an mo¨glichen Interventionspunkten dienen.
Zur Initialisierung des Bewegungsscha¨tzers bezu¨glich der Evaluierungsumgebung werden fol-
gende aufeinander aufbauende Teilschritte durchlaufen. Zuna¨chst erfolgt die Approximation
der Geometrie der Herzwand durch finite Elemente. Die Lage der finiten Elemente orientiert
sich an den ku¨nstlichen Landmarken und wird manuell vorgegeben. Alle Informationen u¨ber die
finiten Elemente werden in einem Geometriemodell hinterlegt. Nach der Definition des Inter-
ventionsgebietes in Form einer Oberfla¨che eines finiten Elementes wird eine Bewegungssequenz
des Interventionsgebietes mit dem Stereokamerasystem aufgenommen. Das Geometriemodell
wird relativ zu einem Bildpaar der auszuwertenden Bildsequenz registriert. Mit der bezu¨glich
der Bewegungssequenz festgelegten Geometrieinformation u¨ber die finiten Elemente werden
dann die Matrizen der System- und Messgleichung des Bewegungsmodells berechnet. Durch
die Vorgabe der Momente fu¨r den initialen Zustand, fu¨r das System- und Messrauschen und
durch die Bestimmung der unbekannten Materialparameter des ku¨nstlichen Herzens ist der
Bewegungsscha¨tzer vollsta¨ndig initialisiert.
Die Evaluierung des modellbasierten Bewegungsscha¨tzers erfolgt auf zwei verschiedenen We-
gen mit Hilfe eines Testdatensatzes. Der Testdatensatz entha¨lt die Stereobilddaten des sich
bewegenden ku¨nstlichen Herzens, in denen das Interventionsgebiet zu sehen ist, die aus den
Bilddaten extrahierten 3D-Positionen der Landmarken und das wa¨hrend der Bewegung gemes-
sene Drucksignal des Drucksensors. Als erstes wurde die prinzipielle Funktionalita¨t des Scha¨t-
zers auf Basis der 3D-Positionsdaten und der Drucksensordaten des Testdatensatzes u¨berpru¨ft.
Zur Funktionsu¨berpru¨fung wurden auch teilweise und komplette Messausfa¨lle simuliert, indem
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bestimmte 3D-Positionsdaten der Landmarken bei der Bewegungsscha¨tzung nicht beru¨cksich-
tigt wurden. Die Drucksensordaten dienen zur Generierung des Systemeingangs. Die erzielten
Rekonstruktionsergebnisse weisen zwar eine leichte Diskrepanz zwischen der modellbasierten
Positionsscha¨tzung und der Referenzmessung an den Evaluierungspunkten auf, sind aber sonst
zuverla¨ssig. Die Diskrepanz ist zum Einen auf die Verwendung noch zu weniger Freiheitsgra-
de im Bewegungsmodell zuru¨ckzufu¨hren. Zum Anderen wird der Fehler dadurch beeinflusst,
dass das Bewegungsverhalten des ku¨nstlichen Herzens durch ein lineares Systemmodell appro-
ximiert wird, das in Wahrheit aber ein nichtlineares System ist. Ebenso sind die Parameter
noch nicht ganz exakt bestimmt, was ebenfalls Einfluss auf das Rekonstruktionsergebnis hat.
Zur Durchfu¨hrung der zweiten Evaluierung wurde die implementierte Bildverarbeitungssoft-
ware, welche die automatische Markersegmentierung, die Korrespondenzfindung und Bestim-
mung der 3D-Position der Landmarken entha¨lt, mit der Implementierung des modellbasierten
Herzbewegungsscha¨tzers verkoppelt. Zur automatischen Auswertung einer Bildsequenz sind die
Landmarken eindeutig zu identifizieren, damit ihre Positionsmessungen korrekt in die Bewe-
gungsscha¨tzung mit eingehen. Die korrekte Identifizierung muss auch nach auftretenden Ver-
deckungen der Landmarken durch Instrumente oder nach Segmentierungsfehlern gewa¨hrleistet
sein. Diese Problemstellung wird gelo¨st, indem die parametrische Dichtebeschreibung des pra¨-
dizierten Zustands dazu genutzt wird, den Suchraum fu¨r die Landmarken im linken und rechten
Kamerabild einzuschra¨nken. Die Evaluierung des modellbasierten Bewegungsscha¨tzers mit au-
tomatisierter Bildverarbeitung erfolgt auf den Stereobilddaten des Testdatensatzes. Es wurde
eine teilweise Verdeckung der Landmarken, wie sie bei einer Intervention mit Chirurgieinstru-
menten vorkommen kann, simuliert. Die Rekonstruktionsergebnisse mit dem modellbasierten
Scha¨tzverfahren weisen an den Evaluierungspunkten, wie bei der ersten Evaluierung, eine leichte
Diskrepanz auf, sind aber wa¨hrend der ganzen Bildsequenz zuverla¨ssig. Auch bei voru¨berge-
henden teilweisen Verdeckungen von Messpunkte divergiert das Scha¨tzverfahren nicht. Mit den
zuverla¨ssigen Rekonstruktionsergebnissen wird gleichzeitig gewa¨hrleistet, dass die Korrespon-
denzfindung und die eindeutige Identifizierung der Landmarken korrekt vorgenommen wird,
was seinerseits, aufgrund der in die Bewegungsscha¨tzung mit einfließenden korrekten Messin-
formation, wieder auf korrekte Rekonstruktionsergebnisse fu¨hrt. Die Evaluierung zeigt, dass
die Kopplung der Bildverarbeitungssoftware mit dem modellbasiertem Scha¨tzverfahren eine
zuverla¨ssige Rekonstruktion der Interventionspunkte ermo¨glicht, auch wenn Verdeckungen von
Messpunkten auftreten. Das Verfahren ist somit praxistauglich und kann fu¨r Interventionen am
schlagenden Herzen eingesetzt werden.
7.2 Ausblick
Da viele weiterfu¨hrende Fragestellungen in dieser Forschungsarbeit auf dem Gebiet der Bewe-
gungssynchronisation von Instrumenten mit dem schlagenden Herzen noch nicht gelo¨st werden
konnten, ergeben sich viele Themen fu¨r zuku¨nftige Forschungsarbeiten. Im Folgenden werden
mo¨gliche weitere Forschungsziele diskutiert.
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Kapitel 7. Zusammenfassung und Ausblick
Zur Deformation der dicken Membranen wird in der vorliegenden Arbeit ein definiertes Kra¨f-
temodell mit identifizierten Parametern angenommen. Damit der modellbasierte Bewegungs-
scha¨tzer zur Scha¨tzung einer realen Herzbewegung verwendet werden kann, sollte das verwen-
dete Kra¨ftemodell durch ein intelligenteres Kra¨ftemodell ersetzt werden, mit dem es mo¨glich
ist, den gesamten Herzzyklus zu modellieren. Ein intelligenteres Kra¨ftemodell ko¨nnte z. B.
die Erregungsausbildung und Erregungsru¨ckbildung, die zur Kontraktion und Erschlaffung des
Herzmuskels fu¨hrt, beru¨cksichtigen. Zur Messung der Erregungsausbildung ko¨nnte z. B. das
Elektrokardiodiagramm genutzt werden. Biomechanische Muskelfasermodelle ko¨nnten mit dem
vorhandenen Bewegungsmodell der Herzwand verkoppelt werden, um die verteilte Kontraktion
der Herzwand zu beschreiben.
In der vorliegenden Arbeit wurde zur Rekonstruktion der Herzoberfla¨che am Interventions-
punkt noch nicht davon ausgegangen, dass ein Chirurgieinstrument die Herzoberfla¨che beru¨hrt
oder durchtrennen kann. In zuku¨nftigen Arbeiten sollte man die Deformierung bei Kontakt
und das Durchschneiden von Muskelgewebe bzw. Koronararterien im Bewegungsmodell mit
beru¨cksichtigen ko¨nnen, um eine mo¨glichst genaue Scha¨tzung fu¨r den Interventionspunkt zu
erlangen.
Das erweiterte Bewegungsmodell ko¨nnte dazu genutzt werden, einen modellpra¨diktiven Regler
fu¨r die Manipulatoren eines Chirurgiesystems zu entwerfen. Um mo¨gliche Latenzen, die durch
Berechnungen oder durch Informationsaustausch zwischen den Einheiten eines Chirurgiesys-
tems auftreten, u¨berbru¨cken zu ko¨nnen, sollte ein entsprechender Pra¨diktionsmechanismus fu¨r
die Herzbewegung entwickelt und in den Regler integriert werden.
Momentan ist nur eine Oﬄine-Verarbeitung der durch das Stereokamerasystem aufgenomme-
nen Bildsequenz mo¨glich. Die Software sollte genauer analysiert und modifiziert werden, damit
die Bilddaten mo¨glichst in Echtzeit ausgewertet werden ko¨nnen. Ebenso ist ein interessantes
Forschungsthema die Realisierung der pseudostationa¨ren Sicht auf das Interventionsgebiet. Zur
Umsetzung der pseudostationa¨ren Sicht bietet sich an, die modellbasierte Scha¨tzung der Her-
zoberfla¨chenposition mit einer Bilddatenfusion zu verknu¨pfen. In der pseudostationa¨ren Sicht
soll nur eine bestimmte Auslenkung des Herzens fu¨r den Chirurgen angezeigt werden. Da durch
den Chirurgen sta¨ndig Vera¨nderungen am Herzgewebe vorgenommen werden, sollte eine Bild-
datenfusion zwischen der festgehaltenen Auslenkung und dem aktuellen Geschehen durchge-
fu¨hrt werden. Ebenfalls denkbar wa¨re es mit Hilfe von erweiterter Realita¨t die Koronararterien
des Herzens, die vorher aus MRT-Aufnahmen segmentiert wurden, auf dem stabilisierten Bild
anzuzeigen. Der Chirurg kann sich schneller an dem Gefa¨ßsystem orientieren und mo¨gliche
Risikostrukturen angezeigt bekommen.
Fu¨r die Erhebung von Messdaten u¨ber das Herz sollten in Zukunft auch andere geeignete
Messprinzipien als die in dieser Arbeit eingesetzten optischen Sensoren betrachtet und eva-
luiert werden. Bei einer Operation am schlagenden Herzen werden die Landmarken auf der
Herzoberfla¨che oft durch Blutflu¨ssigkeiten oder Instrumente verdeckt, so dass zeitweise wenige
Messungen zur Verfu¨gung stehen und deswegen gleichzeitig die Zustandsscha¨tzung des Be-
wegungsmodells immer unsicherer wird. Es ko¨nnten medizinische Messverfahren wie CT und
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MRT fu¨r Positionsmessungen in Erwa¨gung gezogen werden. Auch fu¨r Ultraschallsysteme, wie
die ha¨ufig verwendete 3D-transesophageale Echokardiographie, sollte untersucht werden, ob die
Ultraschallaufnahmen genutzt werden ko¨nnten, um geeignete Landmarken auf der Herzoberfla¨-
che zu verfolgen. Ebenso unbeeintra¨chtigt von Blutflu¨ssigkeiten und Verdeckungen wa¨ren die
Messdaten von Beschleunigungssensoren, die man auf die Herzoberfla¨che aufkleben ko¨nnte.
Es wa¨re ein enormer Fortschritt fu¨r die Herzchirurgie, wenn alle Komponenten des Chirurgie-
systems mit autonomer Bewegungssynchronisation realisiert werden ko¨nnten. Mit der neuen
Mo¨glichkeit ko¨nnten nicht nur minimalinvasive Interventionen sicherer und pra¨ziser durchge-
fu¨hrt werden, sondern es ko¨nnten auch neue Arten von Interventionen am schlagenden Herzen
entwickelt werden.
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Bei robotergestützten minimalinvasiven Operationen am schlagen-
den Herzen wäre eine autonome Synchronisation der Chirurgie in-
strumente mit dem Interventionspunkt für den Chirurgen sehr nütz-
lich. Zur Synchronisation der vorgegebenen Instrumentenbewegung 
mit der Herzbewegung muss die Position des Interventionspunkts 
auf der Herzoberfläche geschätzt werden. Die Positionsschätzung 
dient als Sollposition für die Reglereinheit der Manipulatoren des 
Chirurgiesystems.
Das Ziel dieser Arbeit ist es, basierend auf Positionsmessungen 
von Landmarken der Herzoberfläche im Interventionsgebiet, die 
durch optische Sensoren erfasst werden können, die verteilte Herz-
be wegung modellbasiert zu schätzen und die Sollpositionen für 
belie bige Interventionspunkte zu rekonstruieren. Der vorgestellte 
An satz repräsentiert, im Gegensatz zu anderen Ansätzen auf dem 
Gebiet der Bewegungssynchronisation, die Herzoberfläche in Form 
eines 3D-Bewegungsmodells. Außerdem werden stochastische 
Un sicherheiten des Bewegungsmodells und der Positionsmes-
sungen berücksichtigt. Störungen, die während der Messungen 
auftreten, wie z.B. das Verdecken von Landmarken durch Instru-
mente oder Blutflüssigkeit, werden durch den gezeigten Ansatz 
kompensiert.
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