In this paper we consider a linear system structured into physically coupled subsystems and propose a decentralized control scheme capable to guarantee asymptotic stability and satisfaction of constraints on system inputs and states. The design procedure is totally decentralized, since the synthesis of a local controller uses only information on a subsystem and its neighbors, i.e. subsystems coupled to it. We first derive tests for checking if a subsystem can be plugged into (or unplugged from) an existing plant without spoiling overall stability and constraint satisfaction. When this is possible, we show how to automatize the design of local controllers so that it can be carried out in parallel by smart actuators equipped with computational resources and capable to exchange information with neighboring subsystems. In particular, local controllers exploit tube-based Model Predictive Control (MPC) in order to guarantee robustness with respect to physical coupling among subsystems. Finally, an application of the proposed control design procedure to frequency control in power networks is presented.
I. INTRODUCTION
Decentralized regulators have been studied since the 70's as a viable solution to the control of large-scale systems composed by several physically coupled subsystems [1] . The problem of guaranteeing stability and suitable performance levels for decentralized control systems has been addressed in the 70's and 80's mainly for unconstrained systems [2] , [1] . Similar remarks apply to distributed control (also known as overlapping decentralized control), where controllers can exchange pieces of information through a communication network (see, e.g. [3] , and references therein).
Decentralized and distributed control schemes for constrained systems have been proposed only much more recently in the context of Model Predictive Control (MPC) [4] , [5] , [6] , [7] , [8] . These results are particularly appealing because replace large-scale optimization problems stemming from centralized MPC with several smaller-scale problems that can be solved in parallel using computational resources collocated with sensors. While the main focus of decentralized and distributed control is on limiting the computational burden and communication cost associated to real-time operations of the control system, attention has
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S. Riverso also been paid to the complexity of the controller design procedure. In this respect, decentralized and distributed controllers can be designed either in a centralized fashion, i.e. relying on the knowledge of the collective model, or in a decentralized fashion, i.e. not requiring the knowledge of the collective model [1] . However, decentralized design does not prevent from using collective quantities, based on pieces of information from all subsystems.
In this paper we move one step further and propose decentralized MPC (DeMPC) schemes with Plug-and-Play (P&P) capabilities. Similarly to [9] , P&P means that (i) the design of a single controller involves at most information about the subsystem under control and its neighbors, i.e. no step of the design procedure involves collective quantities; (ii) when a subsystem joins/leaves an existing plant there is a procedure for (a) assessing if the operation does not spoil stability and constraint satisfaction for the overall plant; (b) automatically retuning at most the controllers of the subsystem and its successors, i.e. subsystems influenced by it. P&P controllers are attractive because the complexity of designing a controller for a given subsystem scales with the number of neighboring subsystem only. Moreover, P&P eases the revamping of control systems by enabling the replacement of actuators with limited interaction of human operators. It is well known that, for general interconnection topologies, requirement (i) above implies the design of regulators for each subsystem that are robust to the coupling with neighboring subsystems [1] . Our design procedure is no exception and we will exploit tube-based MPC [10] for the design of robust local controllers. While this introduces an unavoidable degree of conservatism, we argue that P&P DeMPC can be successfully applied in a number of real world plants where coupling among subsystems is sufficiently weak. As an example, we will use P&P DeMPC for designing the Automatic Generation Control (AGC) layer for frequency control in a realistic power network and discuss the plugging in and unplugging of generators areas.
Notation. We use a : b for the set of integers {a, a + 1, . . . , b}. The column vector with s components v 1 , . . . , v s is v = (v 1 , . . . , v s ). The function diag(G 1 , . . . , G s ) denotes the block-diagonal matrix composed by s block G i , i ∈ 1 : s. The pseudo-inverse of a matrix A ∈ R m×n is denoted with A ♭ . The symbol ⊕ denotes the Minkowski sum of sets, i.e.
The symbol 1 n denotes the column vector with n elements equal to 1. A zonotope is a centrally symmetric convex polytope: given a vector p ∈ R n and a matrix Ξ ∈ R n×m , the zonotope X ⊆ R n is the set
II. DECENTRALIZED TUBE-BASED MPC OF LINEAR

SYSTEMS
We consider a discrete-time Linear Time-Invariant (LTI) system
where x ∈ R n and u ∈ R m are the state and the input, respectively, at time t and x + stands for x at time t + 1. We will use the notation x(t), u(t) only when necessary. The state is partitioned into M state vectors [1] , . . . , u [M] ) and m = i∈M m i . We assume the dynamics of the i − th subsystem is given by
where A ij ∈ R ni×nj , i, j ∈ M, B i ∈ R ni×mi and N i is the set of neighbors to subsystem i defined as N i = {j ∈ M : A ij = 0, i = j}. According to (2) , the matrix A in (1) is decomposed into blocks A ij , i, j ∈ M. We also define A D = diag(A 11 , . . . , A MM ) and A C = A − A D , i.e. A D collects the state transition matrices of every subsystem and A C collects coupling terms between subsystems. From (2) one also obtains B = diag(B 1 , . . . , B M ) because submodels (2) are input decoupled.
In this Section we propose a decentralized controller for (1) guaranteeing asymptotic stability of the origin of the closed-loop system and constraints satisfaction.
In the spirit of tube-based control [10] , we treat w [i] as a disturbance and equip (2) with the controller C [i] given by
where K i ∈ R mi×ni , i ∈ M and variables v [i] andx [i] will be computed by a local state-feedback MPC controller, i.e. there exist functions κ i : R ni → R mi and η i :
). Note that the controller C [i] is completely decentralized, since it depends upon quantities of system Σ [i] only. Next, we clarify properties of matrices K i , i ∈ M that are required for the stability of system (1) controlled by (4) . Defining the collective variablesx = (x [1] , . . . , [1] , . . . , v [M] ) ∈ R m and the matrix K = diag(K 1 , . . . , K M ) ∈ R m×n , from (2) and (4) one obtains the collective model
The following assumptions will be needed for designing stabilizing controllers
We discuss now constraints satisfaction. To this purpose, we equip subsystems
and consider the collective constrained system (1) with
As in tube-based MPC control [10] , our goal is to compute tightened state constraintsX i ⊆ X i and input constraints V i ⊆ U i guaranteeing that
The next Assumption characterizes the shape of constraints
Assumption 2: Constraints X i andX i are zonotopes given by
Constraints U i and V i , i ∈ M are polytopes containing the origin in their interior, that, without loss of generality, are defined as follows
where
From the results in [11] , under Assumptions 1-(i) and 2 there exist nonempty RPIs Z i ⊆ R ni , i ∈ M for the dynamics
and w i ∈ W i = j∈Ni A ij X j . In particular, for δ i > 0, we denote with Z i (δ i ) an RPI set that is a δ i -outer approximation of the minimal RPI for (12) and
For guaranteeing (7), we introduce the following Assumption.
Assumption 3: There exist δ i > 0 and nonempty constraint setsX i and V i , ∀i ∈ M verifyinĝ
Note that, by construction, one has Z i (δ i ) ⊇ W i and therefore (13) and (14) 
Under Assumptions 1-3, as in [10] , we set in (4)
, respectively, appearing in the following MPC-i problem to be solved at time t
Assumption 4: For all i ∈ M, there exist an auxiliary control law κ aux i (x [i] ) and a K ∞ function B i such that:
We highlight that there are several methods, discussed e.g. in [6] , for computing ℓ i (·), V fi (·) and X fi verifying Assumption 4.
The next Theorem, that is proved in [12] , provides the main results on stability of the closed-loop system (5) and (15) equipped with constraints (6).
Theorem 1: Let Assumptions 1-4 hold. Define the feasibility region for the MPC-i problem as
} and the collective feasibility region as X N = i∈M X N i . (6) are fulfilled at all time instants; (ii) the origin of the closed-loop system (5) and (15) is asymptotically stable and X N is a region of attraction.
In order to design a DeMPC scheme based on MPC-i problems (16) and for which Theorem 1 applies, the main problem that still has to be solved is the following one.
Problem P: Compute matrices K i , i ∈ M, if they exist, verifying Assumptions 1 and 3.
In the next Section, we show how to solve Problem P in a distributed fashion under Assumption 2 complemented by the next assumption.
Assumption 5: For all i ∈ M, matricesF i (and henceΞ i ) in (9) are given. Note that Assumption 5 fixes the shape of setsX i , i ∈ M leaving the freedom to choose the zooming parametersl i . Also the shape of each set V i is fixed and, from Assumption 2, it coincides with the shape of U i while parameters l vi are free.
III. DECENTRALIZED SYNTHESIS OF DEMPC
In this Section we discuss how it is possible to design, in a decentralized fashion, the DeMPC scheme given by (4) and (16). The next Theorem will allow us to solve Problem P in a distributed fashion.
Theorem 2: Let Assumptions 2 and 5 hold. For given matrices K i , i ∈ M, verifying Assumption 1-(i), if the following conditions are fulfilled
Furthermore, choosingl i ∈ (0,L i ] and the setX i as in (9) , the inclusion (13) holds. (iii) For δ i > 0 verifying (19) assume the following condition is fulfilled
Then choosing V i as in (11) for l vi,r =l vi,r (δ i ) the inclusion (14) holds. The proof of Theorem 2, that is based on the inclusion principle [13] and the small gain theorem for networks [14] , can be found in [12] .
We highlight that under Assumption 5, for a given i ∈ M, the quantities α i in (17),L i in (19) and β i (δ i ) in (20) depend only upon local fixed parameters {A ii , B i , F i , H i }, neighbors' fixed parameters {A ij , Ξ j } j∈Ni (or equivalently {A ij , F j } j∈Ni ) and local tunable parameters {K i , δ i } but not on neighbors' tunable parameters. Moreover, also the computation of sets Z i (δ i ) depends upon the same parameters. This implies that the choice of {K i , δ i } does not influence the choice of {K j , δ j } j =i and therefore Problem P is decomposed in the following independent problems for i ∈ M.
Problem P i : Check if there exist K i and δ i > 0 such that
According to Theorem 2, the solution to Problem P i enables the computation of setsX i and V i and therefore the decentralized design of controller MPC-i. The overall procedure for the decentralized synthesis of local controllers C [i] , i ∈ M is summarized in Algorithm 1, whose computational aspects are discussed in Section V. (4) 1) Find K i and δ i > 0 such that Assumption 1-(i) is fulfilled, α i < 1, (19) holds and β i (δ i ) < 1. If they do not exist stop (the controller C [i] cannot be designed). 2) Compute sets W i = j∈Ni A ij X j and Z i (δ i ).
Algorithm 1 Design of controller C
3) ComputeL i as in (19), choosel i =L i and defineX i as in (9). 4) Computel vi,r (δ i ) as in (21), set l vi,r =l vi,r (δ i ) and define V i as in (11). 5) Compute ℓ i (·), V fi (·) and X fi verifying Assumption 4.
In view of the previous discussion, the link between controllers designed through Algorithm 1 and Theorem 1 can be summarized as follows. 
IV. PLUG-AND-PLAY OPERATIONS
In this Section we discuss the off-line synthesis of new controllers and the redesign of existing ones when subsystems are added to or removed from system (2) . The goal will be to preserve stability of the origin and constraint satisfaction for the new closed-loop system. As a starting point, we consider a plant composed by subsystems Σ [i] , i ∈ M equipped with local controllers C [i] , i ∈ M produced by Algorithm 1.
A. Plugging in operation
We start considering the plugging of subsystem Σ [M+1] , characterized by parameters A M+1 M+1 , B M+1 , X M+1 , U M+1 , N M+1 and {A ij } j∈NM+1 , into an existing plant. In particular N M+1 identifies the subsystems that will be physically coupled to Σ [M+1] and {A ij } j∈NM+1 are the corresponding coupling terms. For building the controller C [M+1] we execute Algorithm 1 that needs information only from systems Σ [j] , j ∈ N M+1 . If Algorithm 1 stops before the last step we declare that Σ [M+1] cannot be plugged in. Let S i = {j : i ∈ N j } be the set of successors to system i. Since each system Σ [j] , j ∈ S M+1 has the new neighbor Σ [M+1] , it can be happen that existing matrices K j , j ∈ S M+1 now give α j ≥ 1 orL j ≤ 0 or β i (δ i ) ≥ 1. Indeed, when N j gets larger, the quantity α j in (17) (respectivelyL j in (19)) can only increase (respectively decrease). Furthermore, the size of the set Z j (δ j ) increases and therefore the condition in (20) could be violated. This means that for each j ∈ S M+1 the controllers C [j] must be redesigned according to Algorithm 1. Again, if Algorithm 1 stops before completion for some j ∈ S M+1 , we declare that Σ [M+1] cannot be plugged in. In conclusion, the addition of system Σ [M+1] triggers the design of controller C [M+1] and the redesign of controllers C [j] , j ∈ S M+1 according to Algorithm 1. Note that controller redesign does not propagate further in the network, i.e. even without changing controllers C [i] , i / ∈ {M + 1} S M+1 stability of the origin and constraint satisfaction are guaranteed for the new closed-loop system.
B. Unplugging operation
We consider the unplugging of system Σ [k] , k ∈ M. Since for each i ∈ S k the set N i gets smaller, we have that α i in (17) (respectivelyL i in (19)) cannot increase (respectively cannot decrease). Furthermore, the size of the set Z i (δ i ) cannot increase and therefore the inequality (20) cannot be violated. This means that for each i ∈ S k the controller C [i] does not have to be redesigned. Moreover since for each system Σ [j] , j / ∈ {k} S k the set N j does not change, the redesign of controller C [j] is not required. In conclusion, removal of system Σ [k] does not require the redesign of any controller, in order to guarantee stability of the origin and constraints satisfaction for the new closed-loop system. However systems Σ [i] , i ∈ S k have one neighbor less and redesign of controllers C [i] through Algorithm 1 could improve the performance. Furthermore, as discussed in [12] , redesign is mandatory when matrices A ii and B i in (2) contain parameters that depend upon neighboring subsystems (see Section VI for an example).
V. PRACTICAL DESIGN AND COMPUTATIONAL ASPECTS
A. Automatic design of K i and δ i
The most difficult part of Algorithm 1 is step 1 and in this Section we propose an automatic method for computing the matrix K i and δ i > 0. We assume that K i is the LQ controller associated to matrices Q i ≥ 0 and R i > 0, i.e.
whereP i is the solution of the stationary Riccati equation
We then solve the following nonlinear optimization problem min δi, Qi, Ri
where µ αi ≥ 0 and µ βi ≥ 0. Problem (23) can be further simplified assuming Q i = diag(q i,1 , . . . , q i,ni ) and R i = diag(r i,1 , . . . , r i,mi ) hence replacing the matrix inequalities in (23b) with the scalar inequalities q i,k ≥ 0, k ∈ 1 : n i and r i,k > 0, k ∈ 1 : m i . Feasibility of problem (23) guarantees that Algorithm 1 does not stop and then the controller C [i] can be successfully designed. Moreover, weights µ αi and µ βi in (23a) establish a trade-off between the maximization of setsX i and V i , respectively.
VI. EXAMPLE: POWER NETWORK SYSTEM In this Section, we apply the proposed DeMPC scheme to a power network system composed by several power generation areas coupled through tie-lines. We aim at designing the AGC layer with the goals of keeping the frequency approximately at a nominal value. In particular we will show advantages brought about by P&P DeMPC when generation areas are connected/disconnected to/from an existing network.
The dynamics of an area equipped with primary control and linearized around equilibrium value for all variables can be described by the following continuous-time LTI model [15] 
∆P refi is the control input of each area, ∆P Li is the local load change and N i is the sets of neighboring areas, i.e. areas directly connected to Σ C [i] through tie-lines. The matrices of system (24) are defined as
For the meaning of constants as well as parameter values we defer the reader to [12] . In particular, we highlight that all parameter values are within the range of those used in Chapter 12 of [15] . We note that model (24) is input decoupled since both ∆P refi and ∆P Li act only on subsystem Σ C [i] . Moreover, subsystems Σ C
[i] are parameter dependent since the local dynamics depends on the quantities − j∈N i Pij 2Hi . We equip each system Σ C
[i] with the constraints on ∆θ i and on ∆P refi specified in [12] . We obtain systems Σ [i] by discretizing models Σ C
[i] with 1 sec sampling time using exact discretization and treating u [i] , ∆P Li , x [j] , j ∈ N i as exogenous signals. In the following we first design the AGC layer for a power network composed by four areas (Scenario 1). Then we connect a new area (Scenario 2) and show how the AGC can be redesigned executing a plugging in operation. A further example considering disconnection of an area is provided in [12] .
A. Scenario 1
We consider four areas interconnected as in Figure 1 . For Fig. 1 
Note that, except for the above modification of the cost function, that is needed for counteracting load disturbances, we followed exactly the design procedure described in Section II. centralized MPC we consider the overall system composed by the four areas, use the cost function i∈M J Ni i and impose the collective constraints (6) . The prediction horizon is N i = 20, i ∈ M for MPC-i controllers and N = 20 for centralized MPC. In the control experiment, step power loads ∆P Li specified in [12] have been used and they account for the step-like changes of the control variables in Figure 3 . We highlight that the performance of decentralized and centralized MPC are totally comparable, in terms of frequency deviation ( Figure 2 ) and control variables (Figure 3) .
B. Scenario 2
We consider the power network proposed in Scenario 1 and we add a fifth area connected as in Figure 4 with values of parameters and constraints provided in [12] . Therefore, the set of successors to system 5 is S 5 = {2, 4}. Since systems Σ [j] , j ∈ S 5 depend on a parameter related to the added system Σ [5] , a retuning of their controllers is needed. As described in Section IV-A, only systems Σ [j] , j ∈ S 5 update their controller C [j] . For systems Σ [j] , j ∈ S 5 , since the set N j changes, we retune controllers C [j] using Algorithm 1. In particular, we compute K j , j ∈ S 5 and K 5 using the procedure described in Section V-A with µ α k = 1 and µ β k = 1, k ∈ {5} S 5 and obtain matrices specified in Section 6.2 of [12] that allow one to verify inequalities (17) for systems Σ [j] , j ∈ S 5 and Σ [5] . Therefore K fulfills Assumption 1-(ii). Setting δ j = 10 −4 , j ∈ S 5 and δ 5 = 10 −4 , the execution of Algorithm 1 does not stop before completion and hence we compute the new sets Z j (δ j ),X j and V j , j ∈ S 5 and Z 5 (δ 5 ),X 5 and V 5 . We highlight that no retuning of controllers C [1] and C [3] is needed since systems Σ [1] and Σ [3] are not neighbors to system Σ [5] . Simulation experiments, described in [12] , show that also in this case the performance of centralized MPC and the proposed DeMPC scheme are almost identical.
VII. CONCLUSIONS
In this paper we proposed a tube-based DeMPC scheme for linear constrained systems, with the goal of stabilizing the origin of the closed-loop system and guaranteeing constraints satisfaction. The key feature of our approach is that the design procedure does not require any centralized computation. This enables P&P operations, i.e. when a subsystem is plugged in or unplugged at most the synthesis of its controller and the redesign of successors' controllers are needed. In future we will generalize our approach to embrace decentralized output-feedback control and tracking problems.
