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Introduction
Introduction
Co-integration theory is an ideal framework to study linear relationships among persistent eco-
nomic time series. Nevertheless, the intrinsic linearity in the ideas of integration and co-integration
makes them unsuitable to study non-linear relationships between persistent processes. This draw-
back hinders the empirical analysis of modern macroeconomics which often deals with asymmetric
responses to policy interventions, multiplicity of equilibria, transition between regimes or even log-
linearized equilibria.
This thesis o¤ers a theoretical and empirical framework to go beyond the linear world proposing
and developing the idea of order of summability. A stochastic process yt will be said to be summable
of order  if
Pn
t=1 (yt   E [yt]) =n1=2+ = Op (1). This is a simple, general and useful concept able to
synthetically describe key properties such as persistenceof stochastic processes without relying on
a particular data generating structure. To make this concept empirically relevant, in this thesis, an
estimate of  is obtained using a least squares regression. In addition, the asymptotic distribution
of the estimator is derived. Due to the fact that, in general, this asymptotic distribution cannot be
tabulated, subsampling methods are used to perform inferences. This machinery is applied to an
extended version of the Nelson and Plosser database obtaining economic and econometric meaningful
results.
The idea of order of summability and its associated econometric tools make it possible to study
non-linear long run relationships under exactly the same logic as the one of co-integration theory.
They have easily allowed (i) to dene balancedness of a postulated relationship a necessary condition
for a correct specication and (ii) to dene non-linear long run relationships by means of the
concept of co-summability a direct extension of co-integration valid for non-linear equilibria. These
two pieces will be relevant for both econometricians and economic theorists: for the former when
specifying, estimating, and testing econometric models; for the latter when choosing functional forms
to construct their theories.
The existing econometric literature assumes that a long run relationship indeed holds when esti-
mating non-linear regression models. Nonetheless, non-linear transformations of persistent processes
enlarge the possibilities for unbalancedness; and spurious regression problems can arise in non-linear
models as well. To discriminate between these scenarios, in this thesis, tests for balancedness and
co-summability are designed. The test for balancedness is based on the di¤erence of the order of
summability estimators of the time series in the model. The test for co-summability is based on the
order of summability of the regression residuals. Both tests contribute to improve upon the statisti-
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cal treatment of regression models involving non-linear transformations of persistent macroeconomic
variables making them fully operative.
In the thesis, the practical strength of co-summability theory is shown through three empirical
applications. Specically, asymmetric preferences of central bankers, the environmental Kuznets
curve and a present value model with a threshold discount factor for asset pricing are studied
through the lens of co-summability.
Summarizing, this thesis opens a new set of econometric possibilities in the study of non-linear
long run relationships generalizing co-integration theory. This generalization is presented in three
di¤erent, although self-contained, chapters. Chapter 1 presents the order of summability and its
associated econometric tools. Chapter 2 develops the ideas of balancedness and co-summability
as well as the econometric theory to use them in practice. Their applicability is shown with two
empirical illustrations: asymmetric preferences of central bankers and the environmental Kuznets
curve. Chapter 3 derives the threshold present value model for asset pricing and tests it using the
techniques developed in the two previous chapters. The corresponding appendices, collecting all the
proofs, are at the end of each chapter.
2
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Chapter 1
Summability
Abstract: The order of integration is valid to characterize linear processes; but it is not appropriate
for non-linear worlds. This thesis proposes the concept of summability (a re-scaled partial sum of the
process being Op(1)) to handle non-linearities. Specically, Chapter 1 shows that this new concept,
S (): (i) generalizes I (); (ii) measures the degree of persistence as well as of the evolution of the
variance; (iii) controls the balancedness of non-linear relationships; (iv) opens the door to the concept
of co-summability which represents a generalization of co-integration for non-linear processes. To
make this concept empirically applicable, an estimator for  and its asymptotic properties are
provided. The nite sample performance of subsampling condence intervals is analyzed via a
Monte Carlo experiment. The chapter nishes with the estimation of the degree of summability of
the macroeconomic variables in an extended version of the Nelson-Plosser database.
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1.1 Introduction
No one doubts that the concepts of integration and cointegration have been and still are very
useful in time series econometrics. The former by producing a single parameter that was able to
summarize the long-memory properties of a given time series. The latter by linking the existence of
common trends to long-run linear equilibrium relationships. Thanks, amongst others, to the work
by Dickey and Fuller (1979), Nelson and Plosser (1982), Phillips (1986), Engle and Granger (1987)
and Johansen (1991), these two concepts are easily handled theoretically as well as empirically.
In parallel, non-linear time series models from a stationary perspective were introduced in the
literature see Granger and Teräsvirta (1993), Franses and van Dijk (2000), Fan and Yao (2003),
and Teräsvirta, Tjstheim and Granger (2011) for some overviews. The introduction of persistent
variables into non-linear models see Park and Phillips (1999, 2001), de Jong and Wang (2005) or
Pötscher (2004) for the study of transformations of integrated processesproduced a natural query:
Which is the order of integration of these non-linear transformations? Such a question does not
have a clear answer since the existing denitions of integrability do not properly apply. Integration
is a linear concept.
This lack of denition has at least two important worrying consequences. First, in univariate
terms, it implies that an equivalent synthetic measure of the stochastic properties of the time series,
such as the order of integration, is not available to characterize non-linear time series. This does not
only a¤ect econometricians, but also economic theorists who cannot neglect important properties
of actual economic variables when choosing functional forms to construct their theories. Second,
from a multivariate perspective, it becomes troublesome to determine whether a non-linear model is
balanced or not. Unbalanced equations are related to the familiar problem of misspecication, which
is greatly enhanced when managing non-linear functions of variables having a persistence property.
In linear setups, the concept of integrability did a good job dealing with balanced/unbalanced
relations. However, in non-linear frameworks, the nonexistence of a synoptic quantitative measure
makes it di¢ cult to check the balancedness of a postulated model.
Additionally, this implies that a denition for non-linear co-integration is di¢ cult to be obtained
from the usual concept of integrability. To clarify this point, suppose yt = f (xt; ) + ut, where
xt  I(1), ut  I(0). For f() non-linear, the order of integration of f (xt; ), and hence that of yt,
may not be properly dened implying that the standard concept of co-integration is di¢ cult to be
applied. In fact, the literature on non-linear cointegration see Park and Phillips (2001), Karlsen,
Myklebust and Tjstheim (2007), Wang and Phillips (2009)undertakes the whole analysis assuming
the existence of a long-run relationship; something that should be tested in practice.
It was already stated in Granger and Hallman (1991) that a generalization of linear co-integration
4
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to a non-linear setup goes through proper extensions of the linear concepts of I(0) and I(1). This
has led some authors to introduce alternative denitions. For instance, Granger (1995) proposed
the concepts of Extended and Short Memory in Mean. However, these concepts are neither easy
to calculate nor general enough to handle some types of non-linear long run relationships. And,
furthermore, a measure of the order of the Extended memory is not available. Dealing with thresh-
old e¤ects in co-integrating regressions, Gonzalo and Pitarakis (2006) faced these problems and
proposed, in a very heuristic way, the concept of summability (a re-scaled partial sum of the process
being Op(1)). However, they did not emphasize the avail of such an idea.
In this chapter, we dene summability properly and show its usefulness and generality. Specif-
ically, we put forward several relevant examples in which the order of integrability is di¢ cult to
be established, but the order of summability can be easily determined. Moreover, we show that
integrated time series are particular cases of summable processes, in the sense that the order of
summability is the same as the order of integration. Hence, summability is a generalization of inte-
grability. Furthermore, summability does not only characterize some properties of univariate time
series, but also allows to easily study the balancedness of a postulated relationship linear or not.
And maybe more important, non-linear long run equilibrium relationships between non-stationary
time series can be properly dened. In particular, the concept of co-summability, which can be
applied to extend co-integration to non-linear frameworks, is developed in Chapter 2.
To make this concept empirically operational, we propose a statistical procedure to estimate and
carry out inferences on the order of summability of an observed time series. This makes useful the
concept of summability not only in theory but also in practice. To estimate the order of summability,
we use an estimator introduced by McElroy and Politis (2007) to analyze the rate of convergence
of an statistic and is based on a simple least squares regression. The inference on the true order
of summability is based on the subsampling methodology developed in Politis, Romano and Wolf
(1999). It is shown, by simulations, that the subsampling machinery works reasonably well in nite
samples given the generality of the approach. Finally, the proposed methodology is used to estimate
the order of summability of the macroeconomic time series in an extended version of Nelson-Plosser
database.
The chapter is organized as follows. In the next section, the problems of using the order of
integration to characterize non-linear processes are highlighted. In section 1.3, our proposed solution
based on summability is described and its simple applicability showed. Section 1.4 describes the
statistical tools estimation and inferenceto empirically deal with summable processes. In Section
1.5, an empirical application shows how to determine the order of summability in practice. Finally,
Section 1.6 is devoted to some concluding remarks. All proofs are collected in the Appendix at the
5
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end of the chapter.
A word on notation. We use the symbol =)to signify convergence in distribution and weak
convergence indistinctly, 
p !to signify convergence in probability. Stochastic processes such as
the standard Brownian motion W (r) are dened on [0; 1]. Finally, all limits given in this chapter
are taken as the sample size n!1:
1.2 Order of Integration and Non-linear Processes
1.2.1 Order of Integration
Denition 1 : A time series yt is called an integrated process of order d (in short, an I(d) process)
if the time series of dth order di¤erences dyt is I(0).
A natural question that arises after reading this denition is: and what is an I(0) process?
Attempts to give a formal description of I(0) processes exist in the literature. Engle and Granger
(1987) give the following characterization.
Engle and Granger (EG) Characterization: If yt  I(0) with zero mean then (i) the
variance of yt is nite; (ii) an innovation has only a temporary e¤ect on the value of yt; (iii) the
spectrum of yt, f(!), has the property 0 < f(0) < 1; (iv) the expected length of time between
crossing of x = 0 is nite; (v) the autocorrelations, k, decrease steadily in magnitude for large
enough k, so that their sum is nite.
Other characterizations have been used as well. Granger (1995) and Johansen (1995) used au-
toregressive and moving average representations, respectively. Müller (2008) and Davidson (2009)
among othersdene an I(0) as a process that satisfy the functional central limit theorem (FCLT).
These latter denitions share the same spirit of our summability denition in Section 1.3. Never-
theless, in all cases, di¤erences must be taken to discover the order of integration and the intrinsic
linearity of the di¤erence operator makes it di¢ cult, if not impossible, to characterize among
othersnon-linear processes. Integration is a linear concept.
1.2.2 Examples
Example 1 : Alpha Stable i.i.d. Distributed Processes
Let yt be i:i:d: from some distribution F 2 D (), where D () denotes the domain of attraction
of an -stable law with  2 (0; 2]. yt is strictly stationary; however, its second moments may not
exist. The fact that such a process is i:i:d: could incline to think that this process is I(0). However,
if second moments do not exist, EG Characterization does not apply. Characterizations based on
6
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the FCLT could not be used either since they assume a standard Brownian motion in the limit.
Hence, it becomes troublesome to establish the order of integration of yt.
Example 2 : An i.i.d. plus a Random Variable
Consider the following process
yt = z + et; (1.1)
where z  N(0; 2z) and et  i:i:d:(0; 2e) are independent of each other. This process has the
following properties
(i) E[yt] = 0
(ii) V [yt] = 2z + 
2
e
(iii) y(k) = Cov(yt; yt k) = 2z for all k > 0.
Since it is a strictly stationary process, one could think that it is I(0). However, the autocovari-
ance function is not absolutely summable and its spectrum does not satisfy the required condition
in EG Characterization1. If yt is not I(0), to attach any other order of integration to this stochastic
process is not obvious. It is controversial to say yt is I(1) since yt = et is generally understood
as an I( 1); and it becomes di¢ cult to choose any other number using the above denition of order
of integration.
Dealing with non-linear processes similar problems are faced.
Example 3 : Product of i.i.d. and Random Walk
Let
wt = tt; (1.2)
where t  i:i:d: (0; 1) and
t = t 1 + "t; (1.3)
with 0 = 0 and "t  i:i:d:(0; 2") independent of t. Some properties of wt are
(i) E[wt] = 0
(ii) V [wt] = 2"t
(iii) w(h) = E[wtwt h] = 0.
1The autocovariance of the process in this example can be expressed as
(h) =
Z 
 
eih
"
2z + 
2
e
2
+
2z

1X
h=1
cos(h)
#
d:
Then, the spectral density is
f() =
2z + 
2
e
2
+
2z

1X
h=1
cos(h);
which diverges for all .
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It is not obvious to attach an order of integration to this process. On one hand, the uncorrelation
property (iii) could incline to think that wt is I(0). However, an I(0) cannot have a trend in the
variance according to EG Characterization. On the other hand, this unbounded variance could
induce to suspect that the process is I(1). Nevertheless, its rst di¤erence
wt = tt   t 1t 1;
cannot be I(0) since, again,
V [wt] = E[(tt)
2] + E[(t 1t 1)
2]  2E[tt 1tt 1] = (2t  1)2":
This means that wt cannot be I(1). It cannot be I(2) either, since the variance of the second
di¤erence is
V [2wt] = E[(tt)
2] + 4E[(t 1t 1)
2] + E[(t 2t 2)
2] = 6(t  1)2":
In fact, this process can be considered to be I (1), in the sense that, the variance of dwt depends
on t regardless of the value of d see Yoon (2005).
As pointed out by Granger (1995), non-linear transformations of highly heterogeneous or volatile
processes, although uncorrelated, can induce high correlations. This can be seen by analyzing
qt = t
2
t ; (1.4)
where t and t are dened as before. The only di¤erence is that now the i:i:d: sequence, 
2
t , is
always positive. However, in this case,
E[qt] = E[t
2
t ] = 0;
V [qt] = E[q
2
t ] = E[
2
t 
4
t ] = E[
2
t ]E[
4
t ] = t
2
"4;
and
q(h) = E[qtqt h] = E[tt h
2
t 
2
t h] = E[tt h]E[
2
t 
2
t h] = (t  h)2"4;
where 4 = E[
4
t ]. Now, both variance and covariance depend on time. Hence, it can be seen how
non-linear transformations of highly heterogenous processes can have an important impact on its
stochastic properties. This impact will be hardly contemplated by the order of integration.
Example 4 : Square of a Random Walk
Consider now the square of the random walk dened in equation (1.3),
2t = 
2
t 1 + 2t 1"t + "
2
t : (1.5)
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To establish the order of integration of this process is again not an obvious task. Granger (1995)
considers that 2t can be seen as a random walk with drift, hence, one could think that 
2
t is I(1).
However,
V [2t   2t 1] = E["4t ] + 4(t  1)4"   4":
Again EG Characterization cannot be applied to 2t or 
d2t .
Example 5 : Product of Indicator Function and Random Walk
Let
ht = 1(vt  )t; (1.6)
where vt is i:i:d: (0; 1) independent of "t, 1() is the indicator function, and t is the random walk
dened in (1.3). The variance and autocovariances of ht depend on time, hence, one would think
that it is I(1). However, again, the variance of the rst di¤erence
V [ht] = E
h
(1(vt  )t   1(vt 1  )t 1)2
i
= pt2" + p (t  1)2"   2p2 (t  1)2"
= [2p(1  p)2"]t+ p(2p  1)2";
where p = Pr (vt  ). In fact, it can be considered, once again, that ht  I (1).
Example 6 : Park and Phillips (1999, 2001)
Similar incongruities to those encountered in previous examples appear when dealing with the
non-linear transformations of I(1) processes studied in Park and Phillips (1999, 2001); for instance,
e 2t , 1=(1 + 2t ), log(jtj), or (1 + e t) 1.
Example 7 : Stochastic Unit Root and Explosive Processes
Consider, on one hand, a stochastic unit root process
yt = tyt 1 + "t; (1.7)
where y0 = 0 and t  i:i:d:(; !2) is independent of "t  i:i:d:(0; 2"). On the other hand, contem-
plate the following explosive process
zt = zt 1 + t; (1.8)
with z0 = 0,  > 1 and t  i:i:d:(0; 2). As in previous examples, to determine the order of
integration of yt and zt is troublesome.
In all these examples the order of integrability is di¢ cult to be calculated. The standard I(d)
classication is not su¢ cient to handle many stochastic processes.
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1.3 A Solution Based on Summability
1.3.1 Order of Summability
The idea of order of summability of a stochastic process was initially introduced in a heuristic way
in Gonzalo and Pitarakis (2006) when dealing with threshold e¤ects in co-integrating regressions. In
this section, the concept of summability is formalized and its generality, usefulness, and simplicity
are asserted.
Denition 2 : A stochastic process yt with positive variance is said to be summable of order ,
represented as S(), if
Sn =
1
n
1
2
+
L(n)
nX
t=1
(yt  mt) = Op(1) as n!1; (1.9)
where  is the minimum real number that makes Sn bounded in probability, mt is a deterministic
sequence, and L(n) is a slowly-varying function2.
Note that, when possible, the order of summability will be determined by some Central Limit
result. In the standard Central Limit Theorem CLT, for instance,  = 0 and L(n) is just a
constant. When the time series is a random walk, by the Functional Central Limit Theorem 
FCLTand the Continuous Mapping Theorem CMT,  = 1 and L(n) is again a constant term.
Although, in many circumstances L(n) will be constant, in some situations3 the asymptotic theory
will enforce us to use an L function varying with n but slowly in the Karatamas sense.
From a more general perspective, the relationship between integrability and summability is
discussed in the following two propositions.
Assumption 1 : Let yt be the I (d) process dyt = C (L)ut, where ut = "t1 (t > 0). "t has zero
mean, is i:i:d:, and E j"tjr <1 for r  max [4; 8d0= (1 + 2d0)] with d0 2 ( 1=2; 1=2]. In addition,
C (L) =
P1
j=0 cjL
j , with 0 < jC (1)j <1, P1j=0 c2j <1, and P1j=1 j2c2j <1.
Proposition 1 : Under Assumption 1 if the time series yt is I(d) with d  0, then it is S(d).
2A positive, Lebesgue measurable function L, on (0;1) is slowly varying in the Karatamas senseat 1 if
L(n)
L(n)
! 1 (n!1) 8 > 0:
(See Embrechts, Klüppelberg and Mikosh, 1999, p.564).
3Consider the case where the process yt has density f(x) = 1= jxj3 for jxj > 1. In that case, it is known (e.g.,
Romano and Siegel, 1986, Example 5.47) that
1
[n logn]1=2
nX
t=1
yt =) N(0; 1):
Then, L(n) = (1= logn)1=2.
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Next proposition deals with processes with negative orders of integration.
Proposition 2 : Under Assumption 1 if the time series yt is I( d) with d = 1; 2; ::: < 1, then it
is S( 0:5).
Since negative integer orders of integration are not very relevant, only d  0 will be considered.
Hence, I (d) processes are S (d).
1.3.2 Examples
For all processes considered in Examples 1-7 the order of integration was not possible to be estab-
lished. Next, for these examples, it is shown that the order of summability can be easily obtained.
Summability in Example 1 (-stable i.i.d. process): Let yt be symmetric around zero. By
the Generalized Central Limit Theorem
Sn =
1
n
1

L(n)
nX
t=1
yt =) S;
where S  F 2 D (). Hence, in this case the time series is said to be summable of order  =
(2  )=2. For instance, a Cauchy distributed process ( = 1) is S(0:5).
Summability in Example 2 (An i.i.d. plus a random variable): From (1.1)
Sn =
1
n
nX
t=1
yt =
1
n
nX
t=1
(z + et) = z +
1
n
nX
t=1
et =) z:
Therefore, yt is S(0:5).
Summability in Example 3 (Product of i.i.d. and random walk): It can be shown see for
instance, Park and Phillips (1988)that
Sn =
1
"n
nX
t=1
tt =)
Z 1
0
W1(r)dW2(r):
This means that tt is S(0:5) with, for instance, L(n) = 1=".
For t2t note that,
V ar
"
nX
t=1
t
2
t
#
= O(n3):
Then, by the Chebyshevs inequality,
1
n3=2
nX
t=1
t
2
t = Op(1);
which implies that t2t is S(1).
These two cases show that summability takes into account persistence as well as the variance
behavior through time.
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Summability in Example 4 (Squared of a random walk): It is well known that
Sn =
1
n22"
nX
t=1
2t =)
Z 1
0
W 2(r)dr:
Hence, 2t is S(1:5) with, for instance, L(n) = 1=
2
".
Summability in Example 5 (Product of indicator function and random walk): In this case,
Sn =
1
n
3
2 p"
nX
t=1
1(vt  )t =)
Z 1
0
W (r)dr;
implying that 1(vt  )t is S(1) with, for instance, L(n) = 1=p".
Summability in Example 6 (Park and Phillips, 1999 and 2001 ): The order of summability of
the processes considered in this example can be obtained by using the asymptotic theory developed
in Park and Phillips (1999). Specically, it can be shown that e 2t  S(0), 1=(1 + 2t )  S(0),
log(jtj)  S(0:5), and (1 + e t) 1  S(0:5).
Summability in Example 7 (STUR and Explosive processes): Consider the STUR process
dened in (1.7). For simplicity, let t  i:i:d:(1; 1), i.e. set  = !2 = 1. From Leybourne, McCabe
and Tremayne (1996), it can be shown that
Sn =
1
2n=2
nX
t=1
yt = Op (1) :
With respect the explosive process (1.8), from White (1958)
Sn =
1
n
nX
t=1
zt = Op (1) :
Strictly speaking, the order of summability of yt and zt will be1. These are cases of non-summable
processes.
As it can be seen with these examples, when possible, the order of summability is determined by
some Central Limit result. When powers and products of integrated processes are considered, the
order of summability can be easily obtained from the asymptotic theory for I (d) processes. Nev-
ertheless, other non-linear transformation, as those in Example 6, require new asymptotic theory
results see Park and Phillips (1999, 2001), Pötscher (2004) or de Jong and Wang (2005). Speci-
cally, Park and Phillips (1999) showed that for all integrable functions f (t), such as f (t) = e 
2
t
or f (t) = 1=(1 + 2t ), f (t)  S (0). However, the order of summability of asymptotically homo-
geneous tranformations4, such as h (t) = log(jtj), h (t) = (1 + e t) 1, or h (t) = kt , is not
4A tranformation T is said to be asymptotically homogeneous i¤ T (x) =  ()H (x) + R (x; ) where H (x) is
locally integrable and R (x; ) is such that either (a) or (b) holds:
(a) jR (x; )j  a ()P (x), where lim sup!1 a () = () = 0 and P is locally integrable.
(b) jR (x; )j  b ()Q (x), where lim sup!1 b () = () = 0 and Q is locally integrable and vanishes at innity,
i.e. Q (x)! 0 as jxj ! 1.
The reader is refered to Park and Phillips (1999, 2001) for further technical details.
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always the same. In fact, in these cases
1
n (
p
n)
nX
t=1
h (t) = Op (1) ;
where  (
p
n) is the homogeneous component of the function h. In particular, for h (t) = log(jtj),
 (
p
n) = log (
p
n), for h (t) = (1 + e t) 1,  (
p
n) = 1, and for h (t) = kt ,  (
p
n) = nk=2.
Therefore, while log(jtj)  S(0:5) and (1 + e t) 1  S(0:5), h (t) = kt  S((k + 1)=2).
1.3.3 Some Uses of Summability
In the same way integration constitutes the rst step to check the balancedness of a linear relationship
and to analyze cointegration, summability can be used to study non-linear long run relationships.
Denition 3 : A postulated relationship
yt = f (xt; ) ;
will be said to be balanced if yt  S (y) ; zt = f (xt; )  S (z), and y = z:
Once the balancedness of a non-linear model is established, the analysis of non-linear long run
relationships can be done using the concept of co-summability.
Denition 4 : Two summable stochastic processes, yt  S (y) and xt  S (x), will be said to
be co-summable if there exists zt = f (xt; )  S (y) such that ut = yt   f(xt; ) is S(u), with
u = y    and  > 0. In short, (yt; zt)  CS(y; ).
Co-summable processes will share an equilibrium relationship in the long run, i.e. an attractor
yt = f(xt; ) that can be linear or not. This type of equilibrium relationships will be usually
established by the economic theory and have interesting econometric applications that include, for
instance, transition behavior between regimes, multiplicity of equilibria, or non-linear responses
to intervention policies. Applied researchers will be interested on estimating and testing these
equilibria. A full treatment of co-summability in a regression framework is developed in Chapter 2.
1.4 Summability in Practice: Estimation and Inference
Following the same logic as in the integrated world, before any multivariate analysis balancedness
and co-summability, it is necessary to develop the estimation and inference tools for the order of
summability, , of univariate processes.
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1.4.1 Estimation of 
In this section, for simplicity reasons, it will be assumed L (n) = 1 in Denition 2. Therefore, the
summability condition (1.9) becomes
Sn =
1
n
1
2
+
nX
t=1
(yt  mt) = Op(1): (1.10)
In addition, the next assumption is needed to implement our proposed estimation method of .
Assumption 2. P (Sn = 0) = 0 for all n = 1; 2; 3; :::
Our proposal to estimate , which follows the convergence rate estimator in McElroy and Politis
(2007), is based on the transformation Un = logS2n. Hence, Assumption 2 is needed to avoid
taking the logarithm of zero. Specically, under Assumption 2, for a stochastic process yt satisfying
equation (1.10),
Un = logS
2
n = log
0@n (1+2) nX
t=1
(yt  mt)
!21A = Op(1): (1.11)
Equation (1.11) can be written in regression model form as follows
Yk =  log k + Uk; k = 1; 2; :::; n; (1.12)
where  = 1 + 2, Yk = log
Pk
t=1(yt  mt)
2
, and Uk = Op(1).
We propose to estimate  by
^ =
Pn
k=1 Yk log kPn
k=1 log
2 k
: (1.13)
Given that  = 1 + 2, the OLS estimator of  is
^ =
^   1
2
:
Interestingly, the use of log-log regressions to estimate the degree of long memory of a time series
has been used in other contexts as well. The original R/S statistic proposed by Hurst (1951) was
driven by a log-log regression see Beran (1994) or Giraitis et al. (1999) and the references therein.
Besides, the well-known Geweke and Porter-Hudak (1983) and subsequent developments also entails
a log-regression based on the periodogram ordinates at frequences near zero. The McElory and
Politis (2007) procedure can be used to estimate, in the time domain, the memory parameter.
Nevertheless, since it is not derived from a particular data generating structure, it can be used in a
more general framework as the one considered in this chapter to estimate the order of summability
of a stochastic process.
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1.4.2 Asymptotic Properties
From (1.12) and (1.13)
^    =
Pn
k=1 Uk log kPn
k=1 log
2 k
: (1.14)
Proposition 3 (McElroy and Politis, 2007): Under Assumption 2, ^    = op(1).
Remark: McElroy and Politis (2007) show that ^ is consistent under minimal assumptions. In
our context, these assumptions are satised by denition of summable processes. Nonetheless, to
the best of our knowledge, an asymptotic distribution for ^ has not yet been derived. The following
proposition addresses this issue.
Proposition 4 : Let xt = yt  mt. Under Assumption 2, if
Sn (r; ) =
1
n1=2+
[nr]X
t=1
xt =) Dx (r; ) ; (1.15)
where Dx(r; ) is some random process with positive variance, then
log n(^   ) =)
Z 1
0
Ux (r; ) dr; (1.16)
with Ux (r; ) = log
h 
r 1=2 Dx (r; )
2i
.
Remark: When xt is i:i:d:(0; 1), by the FCLT
Sn (r; 0) =
1
n1=2
[nr]X
t=1
xt =)W (r) :
Therefore, (1.16) becomes
log n(^   ) =)
Z 1
0
log

r 1=2W (r)
2
dr:
Similarly, if xt is a standard random walk, then
Sn (r; 1) =
1
n3=2
[nr]X
t=1
xt =)
Z r
0
W (r)dr;
and
log n(^   ) =)
Z 1
0
log
"
r 3=2
Z r
0
W (r)dr
2#
dr:
Remark: In many cases, L (n) 6= 1 but still L (n) = c, a constant di¤erent from zero. In such a
case, regression (1.12) becomes
Yk = +  log k + Uk; (1.17)
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with  =  2 log c. Notice that any c satises Denition 2. Therefore,  is not identied. Never-
theless, it is straightforward to get rid of it by substracting the rst observation in regression (1.17)
and estimating the model
Y k =  log k + U

k ; (1.18)
where Y k = Yk   Y1 and Uk = Uk   U1. The modied OLS estimator
^

=
Pn
k=1 Y

k log kPn
k=1 log
2 k
;
satises the same asymptotic properties than those of ^.
An alternative way to take into account  could be using
~ =
Pn
k=1(Yk   Y )(log k   log n)Pn
k=1(log k   log n)2
: (1.19)
In general, the lack of identication of  complicates the properties of ~. For this reason, in this
chapter only ^

is considered and consequently ^

= (^
   1)=2.
1.4.3 Subsampling Condence Intervals
In general, the asymptotic distribution of ^

cannot be tabulated. Nevertheless, subsampling meth-
ods can be used to undertake inferences on the order of summability independently of its true
value.
Subsampling is consistent under minimal assumptions. The most general result shown in Politis,
Romano and Wolf (1999) requires that:
(i) the estimator, properly normalized, has a limiting distribution
(ii) the distribution functions of the normalized estimator based on the subsamples (of size b)
have to be on average close to the distribution function of the normalized estimator based on the
entire sample with log b= log n! 0, b=n! 0, b!1
(iii) the sequence of the subsampling statistic Zn;b;k = log b(^

n;b;k   ), where ^

n;b;k is the
subsample estimator version of ^

, has -mixing coe¢ cients, n;b(h), such that n 1
Pn
h=1 n;b(h)!
0 as n!1.
Conditions (i) and (ii) are guaranteed by Proposition 4. To show that the -mixing condition
(iii) holds in this context is beyond the scope of this thesis. The adequacy of the subsampling
approach is analyzed via simulations using the twelve data generating processes DGPin Table 1.
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Table 1: Data Generating Processes : yt = mt + xt
y1t = mt + "t, "t  iidN(0; 1) y7t = mt +0:3t
y2t = mt + t, t =
tX
j=1
"j y8t = mt + z + "t, z  N(0; 1)?"t
y3t = mt +
tX
j=1
j y9t = mt + tt, t  iidN(0; 1)?"t
y4t = mt + t, t  iidCauchy y10t = mt + 2tt, t  iidN(0; 1)?"t
y5t = mt + 
2
t y11t = mt + 1(vt  0)t, vt  iidN(0; 1)?"t
y6t = mt + t"t y12t = mt + log (jtj)
Performance of subsampling is mainly measured by coverage probability, denoted CP , of two-
sided nominal 95% symmetric intervals for . We also present the mean of the estimated 0s and the
median lower and upper bounds of the estimated condence intervals. These measures are denoted
by , Ilow, and Iup, respectively. The experiment is based on 1000 replicas and three di¤erent
sample sizes n = f100, 200, 500g. Subsample size is b = pn. Results are collected in Table 2.
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Table 2: Performance of subsampling intervals for . No Deterministic Components: mt = 0
DGP CP 

Ilow Iup CP 

Ilow Iup CP 

Ilow Iup
S() n = 100 n = 200 n = 500
1 S(0) 0.991 -0.004 -0.699 0.659 0.995 0.005 -0.607 0.566 0.991 0.000 -0.521 0.470
2 S(1) 0.832 0.863 0.383 1.307 0.804 0.880 0.455 1.258 0.807 0.900 0.541 1.220
3 S(2) 0.747 1.634 0.982 2.262 0.797 1.673 1.034 2.292 0.863 1.723 1.076 2.348
4 S(0:5) 0.986 0.496 -0.414 1.387 0.992 0.521 -0.261 1.309 0.994 0.519 -0.185 1.187
5 S(1:5) 0.905 1.516 0.701 2.192 0.900 1.519 0.771 2.107 0.904 1.510 0.828 2.049
6 S(1) 0.990 0.862 -0.052 1.694 0.997 0.891 0.028 1.675 1.000 0.899 0.096 1.635
7 S(0:7) 0.939 0.613 0.038 1.135 0.954 0.627 0.141 1.054 0.949 0.639 0.223 0.998
8 S(0:5) 0.942 0.430 -0.213 1.007 0.929 0.401 -0.149 0.915 0.930 0.447 -0.024 0.875
9 S(0:5) 0.988 0.507 -0.330 1.255 0.984 0.516 -0.206 1.164 0.983 0.501 -0.144 1.063
10 S(1) 0.947 1.171 -0.106 2.311 0.952 1.167 0.099 2.127 0.954 1.124 0.220 1.894
11 S(1) 0.598 0.689 0.220 1.104 0.644 0.743 0.325 1.140 0.650 0.767 0.389 1.105
12 S(0:5) 0.844 0.557 0.041 0.977 0.801 0.630 0.196 0.988 0.705 0.694 0.353 0.982
CP denotes the coverage probability of two-sided nominal 95% symmetric intervals. 

represents the mean of the
estimated orders of summability. Ilow and Iup are the median of the lower and upper bounds of the intervals,
respectively. 1000 replicas are used. Subsample size is b =
p
n.
The performance of the subsampling method is adequate in general5. The coverage probability
is around its nominal level and the mean estimated order of summability close to its true value.
The subsampling condence intervals, although wide, get narrower as the sample size increases.
The amplitude of the intervals in small samples is basically a direct consequence of not assuming
anything about the DGP of the analyzed time series.
1.4.4 Deterministic Components
Until now it has been assumed mt to be known but this is not the case in practice. As in the
integrated world, the presence of deterministic components can a¤ect the estimation of the order of
summability.
Let
5Notice that the coverage probability for cases 11 and 12 is very poor. Nonetheless, the consideration of deterministic
components improve dramatically the coverage probability, as it can be seen in Tables 3 and 4.
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yt = mt + xt;
where
1
n1=2+
nX
t=1
xt =) Dx() and 1
n1=2+
nX
t=1
mt ! ;
with Dx()  Dx (1; ) being a random variable with positive variance and  a constant di¤erent
from zero.
Consider the following two situations:
a. If  > , then
1
n1=2+
nX
t=1
yt =
1
n1=2+
nX
t=1
xt + o(1) =) Dx():
b. If  < , then
1
n1=2+
nX
t=1
yt =
1
n1=2+
nX
t=1
mt + op(1)
p! :
When  < , the order of the deterministic component dominates and it will be confused with the
order of summability. Admittedly, even when  > , the deterministic components, if not properly
considered, can a¤ect the order of summability estimation in nite samples. Although not reported
here, for space reasons, Monte Carlo experiments reveal the existence of an important bias e¤ect
when deterministic components are present and not properly taken into consideration. Therefore, in
order to analyze the order of summability a proper technique to deal with these elements is needed.
Essentially, what is required is an estimator m^t such that
1
n
1
2
+
nX
t=1
(yt   m^t) =) Dx(): (1.20)
In other words, the order of summability of yt is not a¤ected by substracting m^t.
Three usual parametric forms for mt will be considered: mt = m0, mt = m0 + m1t, and
mt = m0 +m1t+m2t
2. For these three cases, a proper treatment of the deterministic components
is derived.
Constant Term Case: Let
yt = m0 + xt;
where m0 is a constant and xt  S() such that
1
n
1
2
+
nX
t=1
xt =) Dx():
Assume that only yt is observed. The standard proposal of demeaning yt by its arithmetic mean is
problematic in this context because
nX
t=1
(yt   y) = 0: (1.21)
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Therefore, the true order of summability cannot be recovered. Next proposition shows that the
partial mean
m^t =
1
t
tX
j=1
yj ;
is an alternative operational choice in the sense of satisfying (1.20). Basically, the proposed m^t is
the recursive version of the sample mean, y.
Proposition 5 : Consider the following DGP
yt = m0 + xt; (1.22)
where m0 is an unknown constant and
1
n
1
2
+
[nr]X
t=1
xt =) Dx(r; );
with Dx(0; ) = 0. If
m^t =
1
t
tX
j=1
yj ; (1.23)
then
1
n
1
2
+
nX
t=1
(yt   m^t) =) Dx(1; ) 
Z 1
0
r 1Dx(r; )dr:
Table 3 reports the performance of the subsampling condence intervals after partially demeaning
the processes described in Table 1 when mt = m0 = 10. Results do not depend on the value of m0.
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Table 3: Performance of subsampling intervals for . Constant Term: mt = 10
DGP CP 

Ilow Iup CP 

Ilow Iup CP 

Ilow Iup
S() n = 100 n = 200 n = 500
1 S(0) 0.982 0.085 -0.613 0.720 0.984 0.072 -0.523 0.618 0.987 0.061 -0.443 0.515
2 S(1) 0.896 0.838 0.232 1.339 0.885 0.878 0.346 1.322 0.882 0.894 0.453 1.286
3 S(2) 0.698 1.608 0.971 2.208 0.792 1.655 0.996 2.262 0.860 1.715 1.065 2.337
4 S(0:5) 0.970 0.420 -0.424 1.185 0.969 0.443 -0.329 1.132 0.967 0.455 -0.171 1.039
5 S(1:5) 0.752 1.208 0.378 1.956 0.788 1.266 0.506 1.957 0.814 1.305 0.624 1.920
6 S(1) 0.981 0.775 -0.108 1.542 0.992 0.805 -0.020 1.555 0.999 0.822 0.049 1.515
7 S(0:7) 0.970 0.582 -0.092 1.160 0.976 0.609 0.041 1.099 0.979 0.608 0.145 1.021
8 S(0:5) 0.825 0.091 -0.594 0.736 0.707 0.071 -0.540 0.606 0.544 0.059 -0.442 0.524
9 S(0:5) 0.985 0.398 -0.365 1.102 0.986 0.420 -0.259 1.041 0.986 0.443 -0.167 0.964
10 S(1) 0.910 0.856 0.018 1.568 0.911 0.897 0.146 1.594 0.900 0.915 0.242 1.513
11 S(1) 0.812 0.602 -0.134 1.291 0.831 0.667 0.008 1.278 0.841 0.711 0.123 1.271
12 S(0:5) 0.943 0.525 -0.032 1.019 0.923 0.538 0.075 0.934 0.922 0.539 0.182 0.853
CP denotes the coverage probability of two-sided nominal 95% symmetric intervals. 

represents the mean of the
estimated orders of summability. Ilow and Iup are the median of the lower and upper bounds of the intervals,
respectively. 1000 replicas are used. Subsample size is b =
p
n.
Results are similar or even better than those obtained without deterministic components. For
this reason, we recommend to always partially demean the processes.
Linear Trend Case: Let
yt = m0 +m1t+ xt;
where xt  S() in the sense that
1
n
1
2
+
nX
t=1
xt =) Dx();
as before. Next Proposition shows how to deal with the deterministic components in this case.
Proposition 6 : Consider the following DGP
yt = m0 +m1t+ xt; (1.24)
where m0 and m1 are unknown parameters and
1
n
1
2
+
[nr]X
t=1
xt =) Dx(r; );
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with Dx(0; ) = 0. If
m^t =
1
t
tX
j=1
yj   2
t
tX
j=1
 
yj   1
j
jX
i=1
yi
!
; (1.25)
then
1
n
1
2
+
nX
t=1
(yt   m^t) =) Dx (1; )  3
Z 1
0
r 1Dx (r; ) dr:
Notice that in the linear trend case, the appropriate m^t consists, basically, in a double partial or
recursivedemeaning procedure6. Table 4 summarizes the performance of subsampling condence
intervals after properly detrending the DGPs in Table 1 when mt = m0 +m1t = 10 + 2t. As in the
previous case, results do not depend on the particular choices of m0 and m1.
Table 4: Performance of subsampling intervals for . Linear Trend: mt = 10 + 2t
DGP CP 

Ilow Iup CP 

Ilow Iup CP 

Ilow Iup
S() n = 100 n = 200 n = 500
1 S(0) 0.933 0.282 -0.428 0.927 0.949 0.264 -0.359 0.831 0.953 0.228 -0.292 0.703
2 S(1) 0.918 0.817 0.176 1.380 0.907 0.834 0.271 1.327 0.900 0.872 0.391 1.289
3 S(2) 0.788 1.581 0.811 2.285 0.854 1.637 0.889 2.328 0.931 1.705 0.989 2.363
4 S(0:5) 0.958 0.504 -0.274 1.174 0.965 0.501 -0.194 1.106 0.956 0.499 -0.098 1.028
5 S(1:5) 0.726 1.096 0.329 1.816 0.755 1.144 0.433 1.818 0.799 1.198 0.539 1.790
6 S(1) 0.973 0.727 -0.151 1.477 0.982 0.750 -0.058 1.464 0.997 0.795 0.033 1.473
7 S(0:7) 0.978 0.616 -0.057 1.214 0.986 0.613 0.032 1.123 0.989 0.642 0.152 1.052
8 S(0:5) 0.928 0.283 -0.429 0.929 0.912 0.273 -0.336 0.846 0.814 0.233 -0.280 0.726
9 S(0:5) 0.985 0.456 -0.312 1.131 0.988 0.451 -0.220 1.080 0.991 0.467 -0.141 1.023
10 S(1) 0.849 0.748 -0.047 1.436 0.858 0.770 0.055 1.411 0.865 0.805 0.150 1.393
11 S(1) 0.794 0.621 -0.113 1.279 0.803 0.654 -0.030 1.254 0.832 0.707 0.076 1.281
12 S(0:5) 0.928 0.559 -0.008 1.065 0.929 0.554 0.093 0.972 0.900 0.574 0.209 0.885
CP denotes the coverage probability of two-sided nominal 95% symmetric intervals. 

represents the mean of the
estimated orders of summability. Ilow and Iup are the median of the lower and upper bounds of the intervals,
respectively. 1000 replicas are used. Subsample size is b =
p
n.
6Other proper detrending procedures work too. We thank Franco Peracchi for pointing out the alternative method-
ology of applying a recursive OLS detrending, i.e. m^t = ^t + ^tt where ^t = (1=t)
Pt
j=1 yj   ^t(1=t)
Pt
j=1 j and
^t =
Pt
j=1

yj   (1=t)Ptj=1 yjj   (1=t)Ptj=1 j =Ptj=1 j   (1=t)Ptj=1 j2 : This choice will be particularly in-
teresting when fractional deterministic trends are present.
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Results in Table 4 show that the proposed detrending method m^t performs adequately in nite
samples.
Quadratic Trend Case: Let
yt = m0 +m1t+m2t
2 + xt;
where xt  S() such that
1
n
1
2
+
nX
t=1
xt =) Dx();
as before. The proposed m^t in this case is
m^t =
1
t
tX
j=1
yj   2
t
tX
j=1
 
yj   1
j
jX
i=1
yi
!
  3
t
tX
j=1
 
yj   1
j
jX
i=1
yi   2
j
jX
i=1
 
yi   1
i
iX
h=1
yh
!!
:
Essentially, this transformation implies a triple partial demeaning procedure. It can be shown that
the use of this m^t does not alter the order of summability of yt m^t and the nite sample performance
is adequate (these results are available from the authors upon request).
Remark: It can be shown that if the order of the trend that is substracted is higher than the
true one, then the order of summability of the detrended process, yt   m^t, is preserved; that is, it
has the same order of summability that yt. However, because of ine¢ ciency issues, in general, it is
not recommended to substract a very high polynomial trend.
Overall, the methodology proposed in this section to estimate the order of summability works
reasonably well in nite samples. It is important to notice that our method does not assume any
knowledge about the model generating the data. The trade o¤ is that the condence intervals are
not very narrow.
1.5 Empirical Application
After Nelson and Plosser (1982) accounted for unit root behavior in almost all the fourteen U.S.
macroeconomic time series in their database, many researchers have used the same dataset to con-
rm or refuse their conclusions with alternative approaches. In what follows, we contribute to this
literature by applying the above developed methodology to estimate and infer the order of summa-
bility of the time series included in an extended version of the Nelson and Plosser (1982) database7.
As a novelty, we do not impose any linearity assumption.
More precisely, we estimate the order of summability of the fourteen macroeconomic aggregates
with ^

= (^
 1)=2 and derive the subsampling condence intervals, denoted by (IL; IU ). It is well
known in the literature that deterministic components are an important issue for these time series.
7The data have been downloaded from P.C.B. Phillipswebpage.
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Since the order of the deterministic trend is unknown, we propose to use in practice a traditional
graphical device. If a trending behavior is observed, include at least a linear trend. If the time series
evolve around a constant, consider at least a constant term. Using this device and knowing that it
is always better to substract a higher than a lower order trend than the true one, a quadratic trend
has been considered for all the variables but interest and unemployment rates. Results are shown
in Table 5.
Table 5: Order of Summability. Estimation and Inference
log(variable) Order of Summability
quadratic trend ^

IL I

U
consumer price index 2.369 1.112 3.625
employment 0.579 0.185 0.973
gnp deator 0.900 0.168 1.631
nominal gnp 1.031 0.557 1.505
industrial production 0.738 0.082 1.393
gnp per capita 0.938 0.278 1.599
real gnp 0.898 0.287 1.510
wages 0.961 0.341 1.580
real wages 1.070 0.320 1.821
S&P 0.702 0.121 1.283
money 0.913 0.279 1.548
velocity 0.576 -0.010 1.163
linear trend ^

IL I

U
interest 0.934 0.359 1.509
unemployment 0.162 -0.603 0.928
^

denotes the estimated order of summability. IL and I

U denote
the lower and upper bounds of the corresponding subsampling
intervals.
Observe that the variable with a lower order of summability is unemployment rate and the one
with the highest the consumer price index. On the other hand, variables like nominal and real GNP,
stock of money, wages, industrial production or S&P share similar orders of summability, around
one. The amplitude of the condence intervals is in line with the wide condence intervals reported
in Stock (1991) for the largest autoregressive root and in Arteche and Orbe (2005) for the fractional
order of integration. Notice that our methodology does not assume any model for the data.
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Overall, the estimated orders of summability of the fourteen macroeconomic variables seem to
be quite reasonable in economic and econometric terms. Regarding the latter aspect of the empirical
exercise, we would like to highlight the similarities of our results with those found in the fractional
literature. With respect the economic content of the results, as already stated, variables like real
and nominal GNP, industrial production, or nominal money have similar orders of summability and
higher than those of unemployment or velocity of money. Additionally, in a heuristic way, it can be
seen that these results do not go against the quantity theory of money.
1.6 Conclusion
Time Series Econometrics has not been able to properly handle non-linearities with persistent vari-
ables. This is mainly due to the fact that the concept of integration, and consequently cointegration,
is too linear and not always well dened for non-linear processes. This lack of a proper denition
has two important multivariate consequences. First, it is not possible to characterize the balanced-
ness of a non-linear postulated model relating persistent variables. This is a necessary condition for
an appropriate model specication. Second, co-integration cannot be directly extended to analyze
non-linear long run relationships. The concept of summability is able to solve these problems. This
chapter shows how to calculate, estimate, and undertake inference on the order of summability, :
1.7 Appendix
Proof of Proposition 1: Applying the Beveridge-Nelson decomposition as in Phillips and Solo
(1992)
dyt = C (1)ut + ~ut 1   ~ut;
with
~ut = ~C (L)ut =
1X
j=0
~cjL
jut =
1X
j=0
1X
k=j+1
ckut j :
Now,
yt = C (1)
 dut + d (~ut 1   ~ut) ;
and
1
n1=2+d
 (n; d) 1=2
nX
t=1
yt = C (1)
 d 1
n1=2+d
 (n; d) 1=2
nX
t=1
ut   1
n1=2+d
 (n; d) 1=2 d~un; (1.26)
where
 (n; d) =
8<:
2u (1 2d0)
(1+2d0) (1+d0) (1 d0) if d > 1=2 and d 6= 2k+12 8k 2 N
2u
 log n if d =
2k+1
2 8k 2 N
;
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and   () denotes the gamma function.
Boundedness in probability of the rst component of the right hand side of equation (1.26) was
shown by Liu (1998). Hence, it remains to show boundedness in probability of the second term. To
this end, without loss of generality, consider the case d 2 (0; 1=2) in which
 d =
1X
i=0
aiL
i;
with ai = O
 
jd 1

. Note that
V ar

1
n1=2+d
 d~un

=
1
n1+2d
V ar
h
 d~un
i
=
1
n1+2d
V ar
" 1X
i=0
ai~un i
#
=
1
n1+2d
1X
i=0
a2iV ar[~un i];
where
V ar[~un i] = V ar
24 1X
j=0
~cjun i j
35 = 1X
j=0
~c2jV ar [un i j ] = 
2
u
1X
j=0
~c2j :
Therefore,
V ar

1
n1=2+d
 d~un

=
2u
n1+2d
1X
i=0
a2i
1X
j=0
~c2j = O (1) ;
implying
1
n1=2+d
 d~un = Op (1) :
Then yt  S (). Q.E.D.
Proof of Proposition 2: The sum of yt is
nX
t=1
yt = C(1)
nX
t=1
dut  d~un = An  Bn;
where An = C(1)
nX
t=1
dut and Bn = d~un. By denition of ~ut,
Bn = 
d~un = Op(1);
for all d = 1; 2; ::: <1. With respect An note that,
C(1) <1;
and
nX
t=1
dut = 
d 1
nX
t=1
ut = 
d 1un = Op(1);
for all d = 1; 2; ::: <1. Therefore,
An = C(1)
nX
t=1
dut = Op(1);
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as well. And, all together implies that
nX
t=1
yt = An  Bn = Op(1);
or equivalently that yt  S( 0:5). Q.E.D.
Proof of Proposition 3: By Assumption 2 and denition of summable process, Uk is Op(1).
Hence, Theorem 3.1. in McElroy and Politis (2007) applies. Q.E.D.
Proof of Proposition 4: Expression (1.14) can be rewritten as
log n

^   

=
1
n logn
Pn
k=1 Uk log k
1
n log2 n
Pn
k=1 log
2 k
:
The denominator satises
1
n log2 n
nX
k=1
log2 k ! 1 as n!1:
With respect the numerator
1
n log n
nX
k=1
Uk log k =
1
n log n
nX
k=1
log
24 1
k1=2+
kX
t=1
xt
!235 log k
=
1
n log n
nX
k=1
log
24 n1=2+
k1=2+
1
n1=2+
kX
t=1
xk
!235 log k
=
1
n log n
nX
k=1
log
24 n
k
1=2+ 1
n1=2+
kX
t=1
xt
!235logk
n

+ log n

=
1
n log n
nX
k=1
0@log
24 n
k
1=2+ 1
n1=2+
kX
t=1
xt
!235 logk
n
1A
+
1
n
nX
k=1
log
24 n
k
1=2+ 1
n1=2+
kX
t=1
xt
!235 :
Let
Unk = log
24 n
k
1=2+ 1
n1=2+
kX
t=1
xt
!235 ;
and its D-space analog
Un (r; ) = log
240@r 1=2  1
n1=2+
[nr]X
t=1
xt
1A235 ;
which
Un (r; ) =) log

r 1=2 Dx (r; )
2
:
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Now consider,
1
n
nX
k=1
Unk log

k
n

=
nX
k=1
Z k
n
k 1
n
Un(r; )

log

k
n

+ log r   log r

dr
=
nX
k=1
Z k
n
k 1
n
Un(r; ) log rdr +
nX
k=1
Z k
n
k 1
n
Un(r; )

log

k
n

  log r

dr
=
Z 1
0
Un(r; ) log rdr +
nX
k=1
Unk
Z k
n
k 1
n

log

k
n

  log r

dr:
Let
ak =
Z k
n
k 1
n

log

k
n

  log r

dr;
hence,
1
n
nX
k=1
Unk log

k
n

=
Z 1
0
Un(r; ) log rdr +
nX
k=1
Unkak:
Now,
ak =
Z k
n
k 1
n

log

k
n

  log r

dr =
Z k
n
k 1
n
log

k
n

dr  
Z k
n
k 1
n
log rdr
=
1
n
log

k
n

  k
n
log

k
n

+

k   1
n

log

k   1
n

+
1
n
=  

k   1
n

log

k
k   1

+
1
n
:
Thus, a1 = 1=n. For k > 1, the series expansion
log x =
x  1
x
+
1
2

x  1
x
2
+
1
3

x  1
x
3
+ :::
will be used to show that
log

k
k   1

=
1
k
+
1
2

1
k
2
+
1
3

1
k
3
+ :::
and hence
ak =  

k   1
n
"
1
k
+O
 
1
k
2!#
+
1
n
= O

1
(k   1)n

:
That is,
(k   1)nak =   (k   1)2
"
1
k
+O
 
1
k
2!#
+ (k   1) = (k   1)
k
+O (1) = O (1) :
Given that
Unk = Op(1);
n
nX
k=1
ak 
nX
k=1
1
k   1  log n;
28
Chapter 1: Summability
and
nX
k=1
Unkak = Op

log n
n

;
we have
1
n
nX
k=1
Unk log

k
n

=
Z 1
0
Un(r; ) log rdr +
nX
k=1
Unkak =
Z 1
0
Un(r; ) log rdr + op(1)
=)
Z 1
0
log rUx(r; )dr;
and
1
n log n
nX
k=1
Uk log k =
1
log n
 
1
n
nX
k=1
Unk log

k
n
!
+
1
n
nX
k=1
Unk
=
1
n
nX
k=1
Unk + op(1) =
nX
k=1
Z k=n
(k 1)=n
Un(r; )dr + op (1)
=
Z 1
0
Un(r; )dr + op(1) =)
Z 1
0
Ux(r; )dr:
All together gives the stated result
log n(^   ) =
1
n logn
Pn
k=1 Uk log k
1
n log2 n
Pn
k=1 log
2 k
=)
Z 1
0
Ux(r; )dr:
Q.E.D.
Proof of Proposition 5: From (1.22) and (1.23)
yt   m^t = yt   1
t
tX
j=1
yj = xt   1
t
tX
j=1
xj :
By assumption,
1
n1=2+
[nr]X
t=1
xt =) Dx(r; ):
Then, applying the CMT
Z 1
0
0@ 1
n1=2+
[nr]X
j=1
xj
1A dr =) Z 1
0
Dx(r; )dr:
Therefore,
1
n1=2+
nX
t=1
(yt   m^t) = 1
n1=2+
nX
t=1
0@xt   1
t
tX
j=1
xj
1A = 1
n1=2+
nX
t=1
xt   1
n
nX
t=1
n
t
1
n1=2+
tX
j=1
xj
=) Dx(1; ) 
Z 1
0
r 1Dx(r; )dr;
and (yt   m^t)  S (). Q.E.D.
Proof of Proposition 6: The proof will be divided in ve steps.
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(i) First, the partial mean is computed
1
t
tX
j=1
yj = m0 +m1
1
t
tX
j=1
j +
1
t
tX
j=1
xj :
(ii) Second, the partial mean is substracted from yt
yt   1
t
tX
j=1
yj = m1t+ xt  m1 1
t
tX
j=1
j   1
t
tX
j=1
xj = m1t m1 1
t
t (t+ 1)
2
+ xt   1
t
tX
j=1
xj
=
m1
2
(t  1) + xt   1
t
tX
j=1
xj :
(iii) Third, compute
2
t
tX
j=1
 
yj   1
j
jX
i=1
yi
!
=
2
t
tX
j=1
 
m1
2
(j   1) + xj   1
j
jX
i=1
xi
!
=
m1
2
(t  1) + 2
t
tX
j=1
xj   2
t
tX
j=1
1
j
jX
i=1
xi:
(iv) Fourth, substracting the quantity obtained in step (iii) from that obtained in step (ii)
yt   1
t
tX
j=1
yj   2
t
tX
j=1
 
yj   1
j
jX
i=1
yi
!
= xt   3
t
tX
j=1
xj +
2
t
tX
j=1
1
j
jX
i=1
xi:
(v) Finally, the asymptotic behavior of the following re-scaled sum is analyzed
1
n1=2+
nX
t=1
0@yt   1
t
tX
j=1
yj   2
t
tX
j=1
 
yj   1
j
jX
i=1
yi
!1A = 1
n1=2+
nX
t=1
0@xt   3
t
tX
j=1
xj +
2
t
tX
j=1
1
j
jX
i=1
xi
1A :
Consider the rst summand. By assumption,
1
n1=2+
nX
t=1
xt =) Dx (1; ) :
For the second and third summands, the CMT will be used. With respect the former
3
n1=2+
nX
t=1
1
t
tX
j=1
xj =
3
n
nX
t=1
n
t
1
n1=2+
tX
j=1
xj =) 3
Z 1
0
r 1Dx (r; ) dr;
and with respect the latter
2
n1=2+
nX
t=1
1
t
tX
j=1
1
j
jX
i=1
xi =
2
n2
nX
t=1
t 3=2+
n 3=2+
tX
j=1
t
j
1
t1=2+
jX
i=1
xi = op(1):
Therefore,
1
n
1
2
+
nX
t=1
(yt   m^t) =) Dx (1; )  3
Z 1
0
r 1Dx (r; ) dr;
and (yt   m^t)  S (). Q.E.D.
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Chapter 2
Co-summability
Abstract: Co-integration theory is an ideal framework to study linear relationships among persis-
tent economic time series. Nevertheless, the intrinsic linearity in the concepts of integration and
co-integration makes them unsuitable to study non-linear relationships between persistent processes.
This drawback hinders the empirical analysis of modern macroeconomics which often deals with
asymmetric responses to policy interventions, multiplicity of equilibria, transition between regimes
or even log-linearized equilibria.
In this chapter, we formalize the idea of co-summability, which is built upon the concept order of
summability introduced in the previous chapter and conceived to deal with non-linear transforma-
tions of persistent processes. Theoretically, a co-summable relationship is balanced and describes a
long run equilibrium that can be non-linear. To test for these type of equilibria, inference tools for
balancedness and co-summability are designed and their asymptotic properties are analyzed. The
nite sample performance is studied through Monte Carlo experiments.
The practical strength of co-summability theory is shown through two empirical applications.
Specically, the hypothesis of asymmetric preferences of central bankers and the environmental
Kuznets curve are studied through the lens of co-summability.
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2.1 Introduction
Co-integration theory has received a great deal of attention from economists and econometricians.
From a theoretical point of view, co-integration played the role of combining properly persistent eco-
nomic time series with linear long run equilibrium relationships hypothesized by economic theorists.
In the economic literature, co-integration meant a positive step towards consensus in the historically
measurement without theoryvs theory without measurementdebate. Economic theories imply-
ing co-integrating relationships among economic time series contributed to give this step. From an
empiricist point of view, co-integration came up with a clear and precise applied methodology to
estimate and test for those economic hypothesis.
To provide richer descriptions of the economic phenomena, researchers have gotten into the non-
linear world. Nevertheless, the ideas of integration and co-integration cannot be directly used to
analyze non-linear equilibrium relationships among persistent variables since these concepts do not
properly apply. To be more precise, consider the following non-linear relationship: yt = f (xt; )+ut.
If it were known that f (xt; ) is I (d), then the standard framework of co-integration could t per-
fectly. However, when xt is persistent, say I (1), then for many interesting non-linear transformations
f the order of integration of f (xt; ) may not be well dened. This failure of applicability of the de-
nition of order of integration has two important drawbacks. First, it is not possible to know whether
the postulated relationship is balanced a necessary, although not su¢ cient, condition for having
correctly specied the model. Second, the concept of co-integration cannot be directly extended to
non-linear long run relationships. These two consequences originate a clear need for theoretically
valid and empirically useful concepts that generalize those of integration and co-integration.
This chapter proposes to use the idea of order of summability formalized in Chapter 1. It was
conceived to deal both theoretically and empirically with non-linear transformations of persistent
processes. Making use of this new concept, co-integration theory can be generalized by dening
balancedness and co-summability. In addition, by taking advantage of the order of summability
estimator, balancedness and co-summability can be empirically analyzed.
To infer if a postulated relationship is balanced, the rate of convergence estimator in McEl-
roy and Politis (2007) and subsampling techniques can be used. Once balancedness is achieved,
researchers must distinguish between spurious or co-summable regressions. This chapter proposes
a residual based test to disentangle that question; therefore, an estimate of the errors is needed.
Parametric and non-parametric approaches to estimate non-linear long run relationships are avail-
able in the literature. Park and Phillips (2001) and Wang and Phillips (2009) develop parametric
and non-parametric methods, respectively, from an integrated processes perspective. Alternatively,
Karlsen, Myklebust and Tjstheim (2007) and Schienle (2011) analyze nonparametric estimation
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in a recurrent Markov chains setup. Notwithstanding, all these studies assume that the regression
model species a co-integrating relation; something that should be tested in practice. There has
been some, rather limited, proposals in this direction see, for instance, Choi and Saikkonen (2010).
In this chapter, parametric regression models that are non-linear in variables but linear in parame-
ters will be taken into consideration. In this scenario, the asymptotic properties of the ordinary least
squares estimator under unbalancedness, spuriousness and co-summability are studied. These prop-
erties guarantee being able to discriminate between spurious or co-summable regressions through a
residual based test.
Finally, these tools are put into practice with two di¤erent empirical applications where non-
linear transformations of persistent processes arise. Specically, asymmetric preferences of central
bankers and the environmental Kuznets curve are studied using co-summability theory. The former
hypothesis is translated, in the literature, into non-linear Taylor rules when conducting monetary
policy see, for instance, Clarida and Gertler (1997) or Dolado, María-Dolores and Naveira (2005).
These non-linearities and the fact that the variables involved in this type of rules are found to be
persistent, makes co-summability appropriate to be used in this context. The latter hypothesis, the
environmental Kuznets curve, postulates an inverted U-shaped relationship between pollution and
economic development, usually measured by CO2 emissions and GDP, respectively. Again, this non-
linear relationship jointly with the well documented persistence of these two measures makes this
hypothesis another natural economic context where co-summability theory rightly ts. The corre-
sponding empirical results give new insights for the econometric treatment of these two hypothesis.
In the Taylor rule case, the linear specication does not dene a long run relationship, pointing to
a possible misspecication. Following the asymmetric preference of central bankers literature, we
nd that a threshold Taylor rule describes an equilibrium in the long run. Specically, it is found
that the Federal Reserve reacts asymmetrically to recessions and expansions in an aggressive way.
With respect the environmental Kuznets curve, favorable evidence is found when the logarithms of
the time series involved are analyzed. However, when the levels of these series are studied an unbal-
anced relationship is found. Therefore, as a practical recommendation to this literature, logarithms
of CO2 emissions and GDP should be considered when studying polynomial reduced forms of the
environmental Kuznets curve in order to get consistent estimates of the parameters of the model.
The chapter is organized as follows. In Section 2.2, balancedness and co-summability are formally
dened and discussed through some economic examples. Section 2.3 develops an empirical strategy
to test for co-summability. First, a test for balancedness is designed. Then, a test for co-summability
is proposed. The nite sample performance of these procedures is studied via simulations. In Section
2.4, the proposed tools are applied to test for two economic hypothesis: asymmetric preferences
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of central bankers and the environmental Kuznets curve. Finally, Section 2.5 nishes with some
concluding remarks. All the proofs are collected in the Appendix at the end of the chapter.
A word on notation. We use the symbol =)to signify convergence in distribution and weak
convergence indistinctly, 
p !to signify convergence in probability. Stochastic processes such as
the standard Brownian motion W (r) are dened on [0; 1]. Finally, all limits given in this chapter
are taken as the sample size n!1:
2.2 Balancedness and Co-summability
2.2.1 Order of Summability
The subsequent theory relies on the idea of order of summability of stochastic processes. It was
rst introduced in a heuristic way in Gonzalo and Pitarakis (2006) and subsequently formalized in
Chapter 1 of this thesis.
Denition 5 : A stochastic process yt with positive variance is said to be summable of order ,
represented as S(), if
Sn =
1
n
1
2
+
L(n)
nX
t=1
(yt  mt) = Op(1) as n!1;
where  is the minimum real number that makes Sn bounded in probability, mt is a deterministic
sequence, and L(n) is a slowly-varying function8.
The order of summability, , gives a summary measure of the stochastic properties persistence
and evolution of the varianceof yt without relying on a particular data generating process. In this
sense, it can overcome the drawbacks of using the order of integration in non-linear environments.
Let
t = t 1 + "t; (2.1)
with 0 = 0 and "t  i:i:d:(0; 2").
Example 8 : Square of a random walk
Consider
2t = 
2
t 1 + 2t 1"t + "
2
t : (2.2)
8A positive, Lebesgue measurable function L, on (0;1) is slowly varying in the Karatamas senseat 1 if
L(n)
L(n)
! 1 (n!1) 8 > 0:
(See Embrechts, Klüppelberg and Mikosh, 1999, p.564).
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To establish the order of integration of this process is not an obvious task. Granger (1995) considers
that 2t can be seen as a random walk with drift, hence, one could think that 
2
t is I(1). However,
V [2t   2t 1] = 4(t  1)4" + E["4t ]:
In fact, this process can be though as having an innite order of integration since the variance of
d2t depends on t regardless of the values of d. Nevertheless, it is well known that
Sn =
1
n22"
nX
t=1
2t =)
Z 1
0
W 2(r)dr:
Hence, 2t is S(1:5).
Example 9 : Product of Indicator Function and Random Walk
Let
ht = 1(vt  )t; (2.3)
where vt  i:i:d: (0; 1) is independent of "t and 1() is the indicator function. This is another example
where the concept of integrability is di¢ cult to apply. Strictly speaking, ht has an innite order of
integration but this is not a useful characterization in practice. Instead, the order of summability
can be easily obtained. Given that
Sn =
1
n
3
2 p"
nX
t=1
ht =)
Z 1
0
W (r)dr;
where p = Pr (vt  ), ht is S(1).
From a multivariate perspective, an applied economist starts its analysis from a postulated
economic relationship, say yt = f (xt; ). Then, recognizing that it is just an approximation to
reality and  is typically unknown, the di¤erence ut = yt   f (xt; ) is statistically analyzed.
Assumption 0.
Syn =
1
n1=2+y
nX
t=1
yt =) Dy and Szn = 1
n1=2+z
nX
t=1
f (xt; ) =) Dz,
where Dy and Dz are two random variables with positive variance.
Under Assumption 0, yt  S (y) and f (xt; )  S (z). This assumption will be particularly
convenient to put forward the balancedness of a theoretical hypothesis.
2.2.2 Balancedness
Denition 6 : A postulated relationship
yt = f (xt; ) ;
will be said to be balanced if yt  S (y) ; zt = f (xt; )  S (z), and y = z:
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Given a theoretical hypothesis
yt = f (xt; ) ; (2.4)
the order of summability of xt, x, could di¤er from that of zt = f(xt; ), z. This means that given
y and x there will be only some appropriate transformations f (:; ) that will generate balanced
relationships, i.e. y = z. This is not only important for econometricians but also for economic
theorists when choosing functional forms to construct their theories.
Notice that under Assumption 0, an unbalanced postulated model is clearly misspecied in a
wide sense. When y > z,
1
n1=2+y
nX
t=1
yt =
1
n1=2+y
nX
t=1
f(xt; ) = op (1) ;
which is not true when Assumption 0 holds. On the other hand, if y < z,
1
n1=2+y
nX
t=1
yt =
1
n1=2+y
nX
t=1
f(xt; );
with the right hand side being unbounded. Again, an incongruity with Assumption 0. Hence,
balancedness becomes a necessary, although not su¢ cient, condition for a correct specication.
Particular economic examples will show the relevance of balancedness in practice.
Example 10 : Endogenous Growth Models (Jones, 1995)
Endogenous growth theory implies that permanent changes in policy variables such as the invest-
ment rate in physical capital have permanent e¤ects on the rate of economic growth. The equation
of interest is
gyt =   + ~Aikt; (2.5)
where gyt is the growth rate of the economy,  is the rate of depreciation, ~A measures the total factor
productivity, and ikt is the investment rate in physical capital. If this equation was balanced, then
the persistence of the growth rate should be similar to that of the investment rate. Nevertheless,
using time series techniques it is found that U.S. growth rates exhibit no large persistent changes
while large and permanent movements are found in investment rates. Hence, Jones (1995) argues
that endogenous growth models are rejected by this criterion. The balancedness of a postulated
equation was already an important feature in the linear modelling.
Balancedness will be particularly important in non-linear models involving persistent variables.
As already stated in Granger (1995), non-linear transformations of heterogeneous and persistent
processes can have an important impact on their stochastic properties. This impact could be hardly
contemplated by the order of integration but can be asserted by the order of summability. The next
two examples illustrate the importance of balancedness in non-linear economic models.
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Example 11 : Central Bankers with Asymmetric Preferences
Consider a central bank with asymmetric preferences respect to deviations of ination or output
from some particular target level. Under such preferences the central bank would react more or less
aggressively when ination or output deviates from above than from below the target. Di¤erent
modelizations of this hypothesis based on Taylor rules can be found in the literature. For instance,
Clarida and Gertler (1997) study the following threshold type Taylor rule for the Bundesbank
it = 0 + 1~t1 (~t > 0) + 2~t1 (~t  0) + 3~yt1 (~t > 0) + 4~yt1 (~t  0) ; (2.6)
where it denotes interest rates, ~t are deviations from ination target, and ~yt is the output gap. On
the other hand, Dolado, María-Dolores and Naveira (2005) allowing for a nonlinear Phillips curve
derive the following optimal monetary policy rule
it = 0 + 1~t + 2~yt + 3~t~yt: (2.7)
In both cases, studying balancedness of these equations will be troublesome using the I(d) frame-
work. Even if it can be said that it, ~t, and ~yt are I(di), I(d~), and I(d~y), respectively, the order
of integration of ~t1 (~t  0) or ~t~yt could not be well dened. Nevertheless, the generality of the
order of summability makes it suitable to be used in both situations.
Example 12 : Environmental Kuznets Curve
The environmental Kuznets curve points an inverted-U relationship between pollution and eco-
nomic development see Dasgupta et al. (2001) or Brock and Taylor (2005) for an overview. The
usual shape given to this relationship is of a polynomial type. Consider the simplest
pt = 0 + 1yt + 2y
2
t ;
where pt is a measure of pollution and yt is a measure of income, typically CO2 and GDP , re-
spectively. Again, to check whether this equation is balanced will be troublesome if the order of
integration is used. Even if it is known that yt is I (dy), the order of integration of y2t could not be
well dened. As it has been emphasized above, the order of summability can help to overcome this
pitfall. In fact, the polynomial order in the environmental Kuznets curve is a controversy in the
literature. The order of summability is an objective criterion to determine it. Since it does not rely
on any particular structure of the data generating process, it is suitable to be generally used.
2.2.3 Co-summability
Denition 7 : Two summable stochastic processes, yt  S (y) and xt  S (x), will be said to
be co-summable if there exists zt = f (xt; )  S (y) such that ut = yt   f(xt; ) is S(u), with
u = y    and  > 0. In short, (yt; zt)  CS(y; ).
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Some aspects of this denition are worth to mention. Firstly, even when xt is S (x) with x > 0,
some functions f can make f(xt; )  S (0). As in co-integration theory, relations in which yt and
f(xt; ) are S (0) will be excluded from our co-summability analysis. Notwithstanding, it should
be emphasized the relevance of this type of relationships. They allow to relate persistent and non-
persistent time series, such as growth rates and levels of macroeconomic time series in the long run;
although in a non-linear fashion. These relations deserve further research outside the co-summability
framework.
Secondly, a co-summable relationship is balanced. As already stated, balancedness is a necessary,
although not su¢ cient, condition for a correct specication. In fact, when y = z, the relationship
yt = f(xt; ) could be balanced spuriously. As in standard co-integration theory, spuriousness and
co-summability can be distinguished through the fact that only under co-summability u < y,
highlighting the existence of an attractor to the equilibrium relationship.
Finally, it is important to emphasize that co-summability mimics the idea of co-integration. This
fact facilitates the development of an empirical strategy to test for co-summability that inherits the
steps of testing for co-integration, although uses new econometric tools.
Table 6 summarizes the four possible situations that can arise from the di¤erent congurations
of orders of summability.
Table 6
Unbalancedness Balancedness
U1 y > z S y = z
U2 y < z C y = z; u < y
U1: Unbalancedness of type 1; U2: Unbalancedness of type
2; S: Spuriousness; and C: Co-summability.
2.3 Estimation and Inference
2.3.1 The model
Consider the following least squares regression
yt = ^f(xt) + u^t; (2.8)
where f : R ! R, xt, and yt are known by the researcher. For the shake of simplicity, only the
bivariate case (yt; xt) will be considered. The extension to a multivariate xt can be easily adapted.
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The key aspects of our analysis are the single equation framework and the linearity in parameters
of the model.
Co-summable processes share an equilibrium relationship in the long run, i.e. an attractor that
can be linear or not. Applied researchers will be interested in estimating and testing for those types
of relationships. Following exactly the same logic of co-integration theory, the following empirical
strategy is devised.
Step 1. Test Ho : y = z. If it is not rejected, then go to Step 2.
Step 2. Test Ho : u^ = 0.
2.3.2 Testing for Balancedness
To establish balancedness in practice we propose to start estimating the orders of summability of yt
and zt = f (xt). To accomplish that requirement, the order of summability estimator developed in
Chapter 1 can be used. It follows the convergence rate estimation procedure in McElroy and Politis
(2007), which is based on a simple least squares regression. The procedure requires the following
assumption.
Assumption 1. P (Sn = 0) = 0 for all n = 1; 2; 3; :::
Our proposal to estimate , which follows the convergence rate estimator in McElroy and Politis
(2007), is based on the transformation Un = logS2n. Hence, Assumption 1 is needed to avoid taking
the logarithm of zero. Specically, under Assumptions 0 and 1,
Uyk = logS
2
yk = log
24 1
k
1
2
+y
kX
t=1
yt
!235 = Op(1);
and the following regression model can be derived
Yyk = y log k + Uyk; (2.9)
where Yyk = log
Pk
t=1 yt
2
and y = 1 + 2y.
Chapter 1 shows that the OLS estimator of y = 1 + 2y is log n-consistent with an asymptotic
distribution that cannot be tabulated in general. Through simulations, it is shown that subsampling
condence intervals can be constructed to undertake inferences on the true y. It is important
to mention that the presence of deterministic components in the DGP has a strong bias e¤ect
on the order of summability estimator, at least in nite samples. In Chapter 1 valid demeaning
and detrending procedures are developed. Nevertheless, to facilitate exposition no deterministic
components will be considered in this section.
Notice that the regression to estimate the order of summability of zt is
Yzk = z log k + Uzk; (2.10)
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where Yzk = log
Pk
t=1 zt
2
and z = 1 + 2z.
To test for balancedness, an auxiliary equation that substracts (2.10) from (2.9) will be used,
that is,
Yyk   Yzk =
 
y   z

log k + Uyk   Uzk:
Let Yk = Yyk   Yzk,  = y   z, and Uk = Uyk   Uzk. Then, testing Ho : y = z is equivalent to
test Ho :  = 0 in
Yk =  log k + Uk: (2.11)
Proposition 7 : Let ^n be the ordinary least squares estimator of  in (2.11). If
1
n1=2+y
[nr]X
t=1
yt =) Dy (r; y) and 1
n1=2+z
[nr]X
t=1
zt =) Dz (r; z) ;
where Dy (r; y) and Dz (r; z) are two random processes with positive variance, then
log n

^n   

=)
Z 1
0
(Uy (r; y)  Uz (r; z)) dr;
where Uy (r; y) = log
h 
r 1=2 yDy (r; y)
2i
and Uz (r; z) = log
h 
r 1=2 zDz (r; z)
2i
:
Remark: Proposition 7 shows that ^n is a consistent estimator of the di¤erence y   z. In
particular, under balancedness
^n
p ! 0:
Nevertheless, the asymptotic distribution cannot be tabulated in general. As in Chapter 1, we use
subsampling condence intervals to undertake inference. Their nite sample performance is analyzed
via Monte Carlo experiments.
In line with Table 6, the four situations of interest are S: spuriousness, C: co-summability,
U1: unbalancedness of type 1, and U2: unbalancedness of type 2. Let xyt = xy;t 1 + "yt with
"yt  i:i:d:N (0; 1) and xy0 = 0. xzt = xz;t 1+ "zt with "zt  i:i:d:N (0; 1) and xz0 = 0. In addition,
let ut  i:i:d:N (0; 1) and vt  i:i:d:N (0; 1). "yt, "zt, ut, and vt are independent of each other. We
study the data generating processes DGPcollected in Table 7.
In all cases ^n is calculated. Then, the subsampling condence interval is computed and the
null hypothesis of balancedness, Ho :  = 0  y   z = 0, is analyzed. Performance is measured
by coverage probability of two-sided nominal 95% symmetric intervals for the null hypothesis. The
experiment is based on 1000 replicas and three di¤erent sample sizes n = f100, 500, 1000g. A
subsample size b =
p
n has been chosen. Results are collected in Table 8.
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Table 7: DGPs for Monte Carlo Experiments
S yt zt C yt zt
1 ln (jxytj) ln (jxztj) 1 zt+ut ln (jxztj)
2 vtxyt vtxzt 2 zt+ut vtxzt
3 0:25xyt 0:25xzt 3 zt+ut 0:25xzt
4 xyt xzt 4 zt+ut xzt
5 1 (vt  0)xyt 1 (vt  0)xzt 5 zt+ut 1 (vt  0)xzt
6 x2yt x
2
zt 6 zt+ut x
2
zt
7
Pt
j=1 xyj
Pt
j=1 xzj 7 zt+ut
Pt
j=1 xzj
U1 yt zt U2 yt zt
1 vtxyt "zt 1 "yt vtxzt
2 xyt "zt 2 "yt xzt
3 x2yt "zt 3 "yt x
2
zt
4
Pt
j=1 xyj "zt 4 "yt
Pt
j=1 xzj
S, C, U1, and U2 denote spuriousness, co-summability, unbalancedness
of type 1 and unbalancedness of type 2, respectively. xyt = xy;t 1 + "yt
with "yt  i:i:d:N (0; 1) and xy0 = 0. xzt = xz;t 1 + "zt with "zt 
i:i:d:N (0; 1) and xz0 = 0. In addition, let ut  i:i:d:N (0; 1) and vt 
i:i:d:N (0; 1). "yt, "zt, ut, and vt are independent of each other.
It is worth to mention that these experiments study through coverage probabilities the perfor-
mance of the test in terms of size and power. Hence, under the null hypothesis of balancedness, a
coverage probability of 95% should be expected as a measure of the 95% nominal level of signicance.
Under the alternative hypothesis, a low coverage probability implies a high power of the test.
As it can be seen in Table 8, under the null hypothesis S and Ca high coverage probability,
higher than the 95% nominal condence level, is often obtained. This means that the test is slightly
undersized, leading to an over non-rejection of the null hypothesis. The implication is a high
probability to jump to Step 2 testing for co-summability in the proposed empirical strategy.
Under the alternative hypothesis U1 and U2 low coverage probabilities should be expected. In
these cases, for a given sample size, results show that the higher the di¤erence y   z in absolute
value, the lower the coverage probability. Furthermore, under the alternative hypothesis, for a given
DGP, the greater the sample size the lower the coverage probability. In other words, as expected,
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Table 8: Coverage Probabilities. Testing for Balancedness: Ho : y = z
S n C n
DGP y z 100 500 1000 DGP y z 100 500 1000
1 1/2 1/2 0.940 1.000 1.000 1 1/2 1/2 1.000 1.000 1.000
2 1/2 1/2 0.983 0.993 0.995 2 1/2 1/2 0.998 1.000 0.999
3 3/4 3/4 0.937 0.974 0.978 3 3/4 3/4 1.000 1.000 1.000
4 1 1 0.944 0.972 0.967 4 1 1 1.000 1.000 1.000
5 1 1 0.798 0.839 0.825 5 1 1 0.998 1.000 1.000
6 3/2 3/2 0.996 0.999 1.000 6 3/2 3/2 0.998 0.990 0.993
7 2 2 0.954 0.963 0.975 7 2 2 0.993 0.948 0.919
U1 n U2 n
DGP y z 100 500 1000 DGP y z 100 500 1000
1 1/2 0 0.891 0.821 0.791 1 0 1/2 0.901 0.818 0.802
2 1 0 0.362 0.163 0.098 2 0 1 0.400 0.160 0.094
3 3/2 0 0.177 0.041 0.011 3 0 3/2 0.202 0.031 0.013
4 2 0 0.169 0.032 0.004 4 0 2 0.205 0.024 0.002
S, C, U1, and U2 denote spuriousness, co-summability, unbalancedness of type 1, and
unbalancedness of type 2, respectively.
the power of the test improves as we move far away from the null hypothesis and the sample size
increases. It is important to mention that these results are sensible to the co-summability vector.
A modied version of the above procedure to eliminate this dependence is being developed.
2.3.3 Asymptotic Properties of ^
In this section, the asymptotic properties of the OLS estimator
^ =
nX
t=1
ytf (xt)
nX
t=1
f2 (xt)
:
under the four situations of interest U1, U2, S, and Care studied.
2.3.3.1 Unbalanced and Spurious Relationships
As in cointegration theory, regressions involving unbalanced and spurious relationships will be un-
derstood as those in which yt and zt are independent of each other. Their distinctive characteristic
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is the relationship between its orders of summability.
To study the asymptotic properties of ^ under unbalancedness and spuriousness the following
assumption will be made.
Assumption 2. Let (ynt; znt) = (yt=ny ; zt=nz) = (yt=ny ; f (xt) =nz). The D-space analog of
(ynt; znt) satises
(yn (r; y) ; zn (r; z)) =
 
y[nr]
ny
;
f
 
x[nr]

nz
!
=) (Dy (r; y) ; Dz (r; z)) :
The relationship between Assumption 2 and the order of summability of yt and zt follows directly
from applying the Continuous Mapping Theorem CMT. That is, 
1
n
nX
t=1
yt
ny
;
1
n
nX
t=1
zt
nz
!
=
Z 1
0
y[nr]
nz
dr;
Z 1
0
z[nr]
nz
dr

=)
Z 1
0
Dy (r; y) dr;
Z 1
0
Dy (r; y) dr

;
which implies that y = 1=2 + y and z = 1=2 + z.
Proposition 8 : Under Assumption 2, if yt and zt are independent,
nz y ^ =)
R 1
0 Dz (r; z)Dy (r; y) drR 1
0 D
2
z (r; z) dr
:
Remark: Under unbalancedness of type 1, z   y < 0. Hence, ^ diverges. In a spurious
relationship, z   y = 0. Therefore, ^ converges in distribution to a random variable. Finally,
under unbalancedness of type 2, z   y > 0. Hence, ^ converges in probability to zero in this case.
2.3.3.2 Co-summable Relationships
Let
yt = f (xt) + ut:
Assumption 3. Weak Co-summability. Let (znt; unt) = (zt=nz ; ut=nu) = (f (xt) =nz ; ut=nu).
The D-space analog of (znt; unt) satises
(zn (r; z) ; un (r; u)) =
 
f
 
x[nr]

nz
;
u[nr]
nu
!
=) (Dz (r; z) ; Du (r; u)) ;
where u < y = z.
By the CMT, under weak co-summability ut  S (u) with u = 1=2 + u. Given that u <
y = z, u < y = z as required by Denition 7.
Proposition 9 : Under Assumption 3, if zt and ut are independent
nz u

^   

=)
R 1
0 Dz (r; z)Du (r; u) drR 1
0 D
2
z (r; z) dr
:
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Now, let
vn (r) =
1p
n
[nr]X
t=1
ut;
and set Ft =  (zni; ui : i  t; n  1) to be the smallest sigma-eld containing the past history of
(znt; ut) for all n, and denote E (XjFi) by EiX.
Assumption 4. Strong Co-summability. (zn (r; z) ; vn (r))=) (Dz (r; z) ; Du (r)).
Proposition 10 : Under Assumption 4 if
(a) sup
in
juij <1;
and
(b) sup
in+1
1X
k=1
jEi 1ui 1+kj <1;
then
nz

^   

=)
R 1
0 Dz (r; z) dDu (r)R 1
0 D
2
z (r; z) dr
:
Remark: Since co-summability mimics co-integration theory, it is not surprising that for a
co-summable relationship, yt = f (xt) + ut, the OLS estimator ^ is consistent and its rate of
convergence depends on the di¤erence z   u.
2.3.3.3 Examples
(a) Unbalanced Relationship of Type 1, y> z: Let yt = yt 1+ "yt and xt = xt 1+ "yt, with
y0 = x0 = 0 and "yt  i:i:d: (0; 1) independent of "xt  i:i:d: (0; 1). Consider now the following OLS
regression
yt = ^ jxtj1=2 + u^t:
In this case, yt  S (1) and zt = jxtj1=2  S (3=4). The OLS estimator ^ satises
1
n1=4
^ =
1
n7=4
nP
t=1
yt jxtj1=2
1
n3=2
nP
t=1
xt
=)
R 1
0 Wy(r) jWx(r)j1=2 drR 1
0 jWx(r)j dr
:
Hence, ^ diverges as n!1.
(b) Unbalanced Relationship of Type 2, y< z : Let yt = yt 1 + "yt and xt = xt 1 + "yt,
with y0 = x0 = 0 and "yt  i:i:d: (0; 1) independent of "xt  i:i:d: (0; 1). Consider the OLS regression
yt = ^x
2
t + u^t:
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In this case, yt  S (1) and zt = x2t  S (3=2), and
p
n^ =
1
n5=2
nP
t=1
ytx
2
t
1
n3
nP
t=1
x4t
=)
R 1
0 Wy(r)W
2
x (r)drR 1
0 W
4
x (r)dr
:
Therefore, ^
p ! 0:
(c) Spurious Relationship, y= z= u: Let yt = yt 1 + "yt and xt = xt 1 + "yt, with
y0 = x0 = 0 and "yt  i:i:d: (0; 1) independent of "xt  i:i:d: (0; 1). Consider the following OLS
regression
yt = ^11 (vt  )xt + ^21 (vt > )xt + u^t:
where vt  i:i:d: (0; 1) is independent of "yt and "xt. In this case, yt  S (1), z1t = 1 (vt  )xt 
S (1) and z2t = 1 (vt > )xt  S (1). The OLS estimators ^1 and ^2 satisfy
^1 =
1
n2
nP
t=1
yt1 (vt  )xt
1
n2
nP
t=1
1 (vt  )x2t
=)
R 1
0 Wy(r)Wx(r)drR 1
0 W
2
x (r)dr
;
and
^2 =
1
n2
nP
t=1
yt1 (vt > )xt
1
n2
nP
t=1
1 (vt > )x2t
=)
R 1
0 Wy(r)Wx(r)drR 1
0 W
2
x (r)dr
:
Therefore, ^1 and ^2 tend to a random variable as n!1.
(d) Co-summable Relationship, y= z> u: Let xt = xt 1 + "yt, with x0 = 0 and "xt 
i:i:d: (0; 1). Consider now the following long run relationship,
yt = 11 (vt  )xt + 21 (vt > )xt + ut;
where ut  i:i:d: (0; 1) is independent of "xt, and ut and "xt are independent of vt  i:i:d: (0; 1).
In this case, z1t = 1 (vt  )xt  S (1), z2t = 1 (vt > )xt  S (1) and ut  S (0). Therefore,
yt  S (1). The OLS estimator of 1 and 2 satises
n

^1   1

=
1
n
nP
t=1
1 (vt  )xtut
1
n2
nP
t=1
1 (vt  )x2t
=)
R 1
0 Wx(r)dWu(r; p)
p
R 1
0 W
2
x (r)dr
;
and
n

^2   2

=
1
n
nP
t=1
1 (vt > )xtut
1
n2
nP
t=1
1 (vt > )x2t
=)
R 1
0 Wx(r)dWu(r; q)
q
R 1
0 W
2
x (r)dr
:
where p = Pr (vt  ) and q = 1  p. Hence, ^1 and ^2 are both superconsistent in this case.
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2.3.4 Testing for Co-summability
Given the asymptotic properties of the OLS estimator, OLS residuals can be used to construct a
residual based test for co-summability. The following proposition formalizes this fact.
Proposition 11 : Let u^t be the OLS residuals in equation (2.8):
(i) Under Assumptions of Proposition 8
1
n1=2+y
nX
t=1
u^t = Op (1) :
(ii) Under Assumptions of either Proposition 9 or 10
1
n1=2+u
nX
t=1
u^t = Op (1) :
Remark: Under unbalancedness and spuriousness there is not a sequence of true errors ut since
no true model indeed exists. As it can be seen in case (i) of Proposition 11, in these situations, the
OLS residuals will have the same order of summability than the endogeneous variable in the specied
model. On the other hand, as showed in case (ii) of Proposition 11, the order of summability of the
OLS residuals will be the order of summability of the true erros when there is co-summability, since
an error or deviations from the equilibrium, ut, exists in this case. These properties make it possible
to consistently estimate the order of summability of the OLS residuals and, hence, to construct a
test for co-summability using them. The following corollary formalizes this fact.
Corollary 1 : Let ^u^ =

1 + 2^u^

where ^u^ is the order of summability estimator of the OLS
residual in equation (2.8):
(i) Under Assumptions of Proposition 8, if
1
n1=2+y
[nr]X
t=1
u^t =) Du^ (r; y) ;
then
log n

^u^   u^

=)
Z 1
0
Uu^ (r; y) dr;
where Uu^ (r; y) = log
h 
r 1=2 yDu^ (r; y)
2i
.
(ii) Under Assumptions of either Proposition 9 or 10 if
1
n1=2+u
[nr]X
t=1
u^t =) Du^ (r; u) ;
then
log n

^u^   u

=)
Z 1
0
Uu^ (r; u) dr;
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where Uu^ (r; u) = log
h 
r 1=2 yDu^ (r; u)
2i
.
Given Proposition 11 and Corollary 1 a test for strong co-summability, Ho : u^ = 0, can be
easily constructed. First, estimate the order of summability of the residuals. Second, compute the
corresponding subsampling condence interval. Finally, check whether zero belongs to this interval.
As before, the nite sample performance of the test will be studied via simulations. The data
generating processes are those in Table 7. Again, performance has been measured by coverage
probability of two-sided nominal 95% symmetric intervals for the null hypothesis. The experiment
is based on 1000 replicas and three di¤erent sample sizes n = f100, 500, 1000g. A subsample size
b =
p
n has been chosen. Results are collected in Table 9.
Table 9: Coverage Probabilities. Testing for Strong Co-summability: Ho : u^ = 0
S n C n
DGP y z 100 500 1000 DGP y z 100 500 1000
1 1/2 1/2 0.727 0.549 0.492 1 1/2 1/2 0.991 0.993 0.993
2 1/2 1/2 0.866 0.796 0.721 2 1/2 1/2 0.986 0.988 0.986
3 3/4 3/4 0.572 0.250 0.136 3 3/4 3/4 0.994 0.988 0.993
4 1 1 0.366 0.046 0.007 4 1 1 0.995 0.991 0.998
5 1 1 0.416 0.063 0.012 5 1 1 0.993 0.986 0.991
6 3/2 3/2 0.147 0.002 0.000 6 3/2 3/2 0.995 0.990 0.995
7 2 2 0.002 0.000 0.000 7 2 2 0.993 0.989 0.993
U1 n U2 n
DGP y z 100 500 1000 DGP y z 100 500 1000
1 1/2 0 0.931 0.867 0.823 1 0 1/2 0.986 0.988 0.986
2 1 0 0.155 0.008 0.001 2 0 1 0.995 0.991 0.998
3 3/2 0 0.105 0.009 0.000 3 0 3/2 0.995 0.990 0.995
4 2 0 0.087 0.008 0.001 4 0 2 0.993 0.989 0.993
S, C, U1, and U2 denote spuriousness, co-summability, unbalancedness of type 1, and
unbalancedness of type 2, respectively.
Basically, under the null hypothesis of strong co-summability, C, the testing procedure shows a
highly satisfactory performance in all cases even with very small samples sizes. As before, under S
and U1 alternative hypothesisperformance improves when we move away from the null hypothesis
and increase the sample size. Notice that, by construction, in all the unbalanced of type 2 cases
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y = 0, which means that the test is under the null hypothesis. Therefore, high coverage probabilities
are found.
Remark: Let
yt = m+ f(xt) + ut;
where m is an unknown constant term. In addition, let m^ and ^ the OLS estimator of m and ,
respectively. In this case,
nX
t=1
u^t = 0;
which implies that u^t cannot be used to infer u. The following pseudo residuals
~ut = yt   ^f(xt) = m+ ut   (^   )f(xt);
could be used instead since
nX
t=1
~ut 6= 0:
The e¤ect of m on the estimation of the order of summability of ut can be tackled by an appropriate
partial demeaning procedure see section 1.4.4. in Chapter 1.
2.4 Empirical Application
2.4.1 Asymmetric preferences of central bankers
There is nowadays a great deal of consensus about the superiority of rules versus discretion in the
practice of monetary policy. As pointed out by Taylor (1993) the advantage of rules over discretion
is like the advantage of a cooperative over a non-cooperative solution in game theory. Optimal
rules have been traditionally derived in a linear-quadratic framework in which policy makers have
a quadratic objective function and operate in an economy that is described by a linear dynamic
system see for instance Svensson (1997). Linear Taylor rules are obtained in this framework when
interest rates are taken to be the policy instrument implying that central banks adjust interest rates
proportionally to ination and output deviations from their targets. A traditional representative
Taylor rule looks like
it = 0 + 1~t + 3~yt; (2.12)
where it denotes interest rates and ~t and ~yt are deviations of ination and output from their targets,
respectively. Studying whether and how these rules are used when conducting monetary policy needs
the estimation of the unknown parameters 0, 1, and 3. Using equation (2.12), or some slightly
modied version of it, several authors have tried to quantify the parameters that dene the practice
of monetary policy in di¤erent countries see, for instance, Clarida, Galí and Gertler (1998, 2000).
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It is somehow surprising that little attention has been paid to the fact that variables involved
in the Taylor rule are known to be highly persistent; something that should be taken into account
when long time periods are analyzed. There are, however, several works that address this issue, for
instance Siklos and Wohar (2005), Österholm (2005), or Christensen and Nielsen (2008). It seems
to be a common feature of these studies the fact that traditional Taylor rules do not appear to be
congruent with the data once persistence is taken into consideration usually through integration
and co-integration theory. This conclusion points to the possibility of an incorrect specication.
On the other hand, although in line with this conclusion, a stream of the literature has empha-
sized the hypothesis of asymmetric preferences of central bankers. This hypothesis is translated into
non-linear Taylor rules. For instance, Clarida and Gertler (1997) consider a threshold type of Taylor
rule in which the reaction of the monetary authority is di¤erent when ination or output deviates
from above than from below the target. Specically,
it = 0 + 1~t+k1 (vt > 0) + 2~t+k1 (vt  0) + 3~yt1 (vt > 0) + 4~yt1 (vt  0) ; (2.13)
where ~t+k is deviations of the rate of ination between periods t and t + k, and vt can be either
~t+k or ~yt. Alternatively, Dolado, María-Dolores and Naveira (2005) derive a non-linear optimal
rule when non-linearities in the Phillips curve are allowed. The main prediction of this model is
that the Taylor rule should contain the interaction between ination and output gaps, that is
it = 0 + 1~t+k + 2~yt + 3~t+k~yt: (2.14)
Notice that if it, ~t+k, or ~yt are highly persistent, the non-linear nature of these two specications
invalidate the use of standard co-integration theory to analyze the relevance of these models. Nev-
ertheless, co-summability can be used to test for these two hypothesis given its generality when
allowing for persistence and non-linearities at the same time. The linearity in parameters of both
equations makes suitable the application of the above developed tools to test for co-summability.
To this end, we use US monthly time series covering the period 1954:07-2011:04, which are
obtained from the Federal Reserve Bank of St. Louis. Specically, we use (i) Federal Funds rate
as interest rates, (ii) annual (t=t   12 basis; k = 12) percentage rate in the CPI for ination, (iii)
(logged) Industrial Production Index for output. Following the usual practice in the literature,
to measure the output gap, we detrend (logged) industrial production using the HP lter with a
coe¢ cient of 14.800. For the ination target, we use a xed 2% level. Figures in Table 10 show the
temporal evolution of these three measures it, ~t+k, and ~yt.
On the other hand, Table 11 reports the estimated orders of summability of all the variables
contained in equations (2.13) and (2.14) as well as their corresponding subsampling condence
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Table 10: Optimal Rules of Monetary Policy
Variables: Taylor Rule
0
4
8
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16
20
55 60 65 70 75 80 85 90 95 00 05 10
FEDFUNDS
-8
-4
0
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8
12
55 60 65 70 75 80 85 90 95 00 05 10
INFLATIONDEV
-4
-3
-2
-1
0
1
2
3
55 60 65 70 75 80 85 90 95 00 05 10
OUTPUTDEV
interval9. All the variables have been partially demeaned to compute their orders of summability.
Moreover, to control for a possible constant term in regression model (2.9) the rst observation is
substracted see Section 1.4.2 in Chapter 1 for details.
Results in Table 11 indicate that interest rates, it, and ination gap, ~t+k, have a similar order
of summability around 0:8 while the estimated order of summability for the output gap, ~yt, is
around 0:5. It is worth to emphasize that zero does not belong to any of the subsampling condence
intervals for these three time series. Hence, persistence has to be properly addressed when using
this database. With respect the non-linear variables, di¤erent results are found. The cross-product
~t+k~yt presents a lower order of summability estimate, while the threshold transformations tend
keep the the order of summability. Misspecications of traditional Taylor rules could be explained
if these processes are relevant for the Fed when conducting monetary policy.
Following the steps of the proposed empirical strategy to test for co-summability, next, the
balancedness of equations (2.13) and (2.14) is analyzed10. As it can be seen in Table 12, the null
hypothesis of balancedness, Ho : y = z, is not rejected in all the cases but for ~yt1 (~t+k > 0).
Notice that even in this case, the postulated model (2.13) would be still balanced since y   z > 0
for ~yt1 (~t+k > 0) but y   z = 0 for all the other explanatory variables in the model. Given these
9Notice that threshold variables can start taking the value zero; something that is not allowed in the estimation
procedure by Assumption 1. In these cases we have just eliminated the observations corresponding to the rst set of
zeros.
10The test for balancedness is based on the di¤erence ^y   ^z, where ^y and ^z are the orders of summability of
the endogenous variable and some of the explanatory variables, respectively. It is important to mention that ^y and
^z are obtained directly from regressions (2.9) and (2.10) without substracting the rst observation. Monte Carlo
experiments showed that subsampling condence intervals for balancedness performs much better in this way.
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Table 11: Order of Summability: Estimation and Inference
Variables ^

IL IU
it 0.820 0.419 1.221
~t+k 0.869 0.404 1.333
~yt 0.495 0.059 0.930
~t+k~yt 0.200 -0.363 0.764
~t+k1 (~t+k > 0) 0.825 0.464 1.186
~t+k1 (~t+k  0) 0.701 0.295 1.106
~yt1 (~t+k > 0) 0.150 -0.495 0.797
~yt1 (~t+k  0) 0.412 -0.225 1.051
~t+k1 (~yt > 0) 0.811 0.301 1.321
~t+k1 (~yt  0) 0.733 0.239 1.228
~yt1 (~yt > 0) 0.496 0.137 0.855
~yt1 (~yt  0) 0.628 0.191 1.065
^

denotes the estimated order of summability from a regression
that substracts the rst observation. IL and IU denote the lower
and upper bounds of the corresponding subsampling intervals. All
the variables have been partially demeaned.
results, Step 2 in the proposed empirical strategy testing for co-summability should be carried
out.
The test for co-summability is designed from a residual based statistic. Therefore, an estimate of
the parameters of the model is needed. Table 13 collects these estimates jointly with the results of
the test for co-summability associated to each regression. Some aspects are worth to be emphasized.
First, as it can be seen in column 2 of Table 13, the traditional Taylor rule does not specify a
co-summable relationship. Second, focusing on the non-linear specications, it can be seen that
only a threshold type of Taylor rule in which the Federal Reserve reacts asymmetrically to output
deviations column 5 of Table 13 species a co-summable relationship. This is totally in line
with the view that, contrary to the Bundesbank, the Federal Reserve reacts more to output than
ination movements. Finally, it is remarkable the di¤erence between the parameters associated to
~yt1 (~yt > 0) and ~yt1 (~yt  0). This fact clearly favors the stream of the literature that highlights the
greater aversion to recessions than to expansions of the monetary authorities in the US.
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Table 12: Testing for Balancedness
Balancedness ^y ^z IL IU
~t+k 0.034 -0.430 0.500
~yt 0.493 -0.114 1.101
~t+k~yt 0.488 -0.062 1.038
~t+k1 (~t+k > 0) 0.084 -0.317 0.486
~t+k1 (~t+k  0) 0.202 -0.317 0.722
~yt1 (~t+k > 0) 0.637 0.067 1.207
~yt1 (~t+k  0) 0.576 -0.472 1.624
~t+k1 (~yt > 0) 0.072 -0.363 0.508
~t+k1 (~yt  0) 0.170 -0.292 0.632
~yt1 (~yt > 0) 0.382 -0.237 1.002
~yt1 (~yt  0) 0.360 -0.208 0.929
^y and ^z denote the estimated order of summability of the en-
dogenous variable and the specied explanatory variable, respec-
tively. IL and IU denote the lower and upper bounds of the cor-
responding subsampling intervals. All the variables have been
partially demeaned
2.4.2 Environmental Kuznets Curve
The Environmental Kuznets Curve EKC suggests an inverted U-shaped relationship between
pollution and economic development. The argument is as follows. Agents living in poor economies
are more concerned with jobs and income than clean air and water, consequently environmental
regulation is weak. As economies get richer, agents value more the environment, production becomes
cleaner, and regulatory institutions are more e¢ cient.
This hypothesis has been controversial, prompting confronted views from researchers and policy-
makers. The literature see Grossmann and Krueger (1995) or Brock and Taylor (2005)identies,
mainly, three di¤erent channels linking pollution and economic activity: scale, composition, and
technique e¤ects. Ceteris paribus (i) emissions rise and fall in proportion to the scale of the eco-
nomic activity as measured by real GDP; (ii) emissions fall via the pure composition e¤ect if an
economy moves towards producing goods that are cleaner on average than those they produced be-
fore; (iii) emissions can fall when the techniques of production become cleaner. The EKC hypothesis
will depend on the relative importance of these three e¤ects. To identify them, a structural mod-
elling must be carefully undertaken. Nevertheless, the empirical literature on the EKC has always
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Table 13: Testing for Co-summability
Taylor Rules it it it it
1 3.806 3.772 3.833 4.083
~t+k 0.938 0.941
~yt 0.753 0.458
~t+k~yt 0.173
~t+k1 (~t+k > 0) 0.930
~t+k1 (~t+k  0) 1.035
~yt1 (~t+k > 0) 0.996
~yt1 (~t+k  0) 0.247
~t+k1 (~yt > 0) 1.048
~t+k1 (~yt  0) 0.787
~yt1 (~yt > 0) -0.217
~yt1 (~yt  0) 1.003
^

u^ 0.449 0.493 0.443 0.371
IL 0.040 0.073 0.022 -0.033
IU 0.859 0.913 0.865 0.777
^

u denote the estimated order of summability of the resid-
uals in each regression. IL and IU denote the lower and
upper bounds of the corresponding subsampling intervals.
used a reduced form approach. Typically, polynomial relationships between pollution and income
has been considered, that is,
pt = 0 + 1yt + 2y
2
t + :::+ ky
k
t ; (2.15)
where pt is a measure of pollution and yt is a measure of income. Several empirical issues arise in
this setup. A rst issue is concerned with the measures chosen for pt and yt. While GDP has been
usually used as a measure of income, yt, many measures of pollutants have been used. Commonly
used measures for pt are CO2, NOx, and SO2. Empirical evidence is mixed for di¤erent pollutants. A
second issue relates to the curvature of the EKC. There seems not to be a clear agreement about the
order of the polynomial to be used. Grossman and Krueger (1995) used a cubic specication, while
Holtz-Eakin and Selden (1995) preferred the quadratic one. Other authors tend to compare both
specications in practice. A third empirical ambiguity arise since pt and yt are sometimes treated
in levels (Grossman and Krueger, 1995), others in logarithms (Hong and Wagner, 2008), or both
cases are compared (Holtz-Eakin and Selden, 1995). Finally, it is surprising that only few authors
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have taken into consideration persistence of the variables involved in the EKC. Some exceptions
being Perman and Stern (2003), Hong and Wagner (2008) and Jalil and Mahmud (2009). When
persistence is taken into consideration, the empirical evidence on the EKC is confusedly mixed.
Next, with illustrative purposes, we apply co-summability theory to this hypothesis trying to
elucidate some empirical features on the EKC. We use annual GDP and CO2 emissions in the
US during the period 1870-2007. GDP and population are taken from Angus Maddison and CO2
emissions from the Carbon Dioxide Information Analysis Center. Table 14 shows the evolution of
GDP and CO2 emissions per capita, both in levels co2, gdpand logarithms lco2, lgdp.
Table 14: Environmental Kuznets Curve Hypothesis
Variables: Environmental Kuznets Curve
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Table 15 reports the estimated orders of summability of all the variables contained in equation
(2.15) for k = 4. The corresponding subsampling condence intervals are provided as well. As
expected, the order of summability of GDP per capita increases as successive powers are taken. There
is, however, a non-negligible di¤erence between the orders of summability of gdpk and lgdpk. In
general, these results show that persistence must be taken into account in this non-linear framework.
Moreover, given the linearity in parameters of the empirical reduced forms of the EKC, the tools
developed above are suitable to be applied.
Table 15: Order of Summability: Estimation and Inference
Variables ^

IL IU
co2 0.985 0.405 1.566
gdp 1.448 0.662 2.234
gdp2 1.796 0.796 2.797
gdp3 2.157 0.898 3.416
gdp4 2.516 1.101 3.932
lco2 0.807 0.288 1.325
lgdp 1.030 0.347 1.713
lgdp2 1.085 0.381 1.789
lgdp3 1.132 0.391 1.874
lgdp4 1.196 0.408 1.984
^

denotes the estimated order of summability from a re-
gression that substracts the rst observation. IL and I

U
denote the lower and upper bounds of the corresponding
subsampling intervals. All the variables have been partially
detrended.
Before proceeding to the quantitative multivariate analysis balancedness and co-summability,
it seems interesting to plot the relationship between GDP and CO2 emissions in a graph. Table
16 contains these gures for both the levels and the logs of the variables in the EKC. Although, it
seems there is a diminishing marginal propensity to emit in the US, the postulated inverted U-shape
should be more carefully and formally analyzed.
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Table 16: Environmental Kuznets Curve Hypothesis
0
1000
2000
3000
4000
5000
6000
7000
0 4000 8000 12000 16000 20000 24000 28000 32000
GDPPCUS
C
O
2P
C
U
S
6.4
6.8
7.2
7.6
8.0
8.4
8.8
7.5 8.0 8.5 9.0 9.5 10.0 10.5
LGDPPCUS
LC
O
2P
C
U
S
Results of testing for balancedness are reported in Table 17. Notice that when the variables
are in levels, the quadratic specication is unbalanced. Cubic or higher order polynomials will
not generate a balanced model neither. However, when logarithms are taken, quadratic and cubic
specications become balanced. Notice that in this case a linear relationship between lco2 and lgdp
is unbalanced. The same occurs with polynomials of degree k  4. These results reveals a peculiar
empirical fact regarding the EKC in the US. The levels of GDP and CO2 emissions do not describe
an inverted U-shape, at least with a polynomial specication. Other specications should not be
ruled out.
Table 17: Testing for Balancedness
Balancedness ^y ^z IL IU
co2
gdp -0.104 -0.995 0.787
gdp2 -2.494 -4.809 -0.179
lco2
lgdp 0.530 0.054 1.007
lgdp2 -0.203 -0.956 0.550
lgdp3 -0.860 -1.935 0.215
lgdp4 -1.517 -2.916 -0.117
^y and ^z denote the estimated order of summability of the en-
dogenous variable and the specied explanatory variable, respec-
tively. IL and IU denote the lower and upper bounds of the cor-
responding subsampling intervals. All the variables have been
partially detrended.
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Despite the results found when testing for balancedness, it seems appropriate to report results
of co-summability analysis for the levels of the variables. These results are collected in Table 18.
As it can be seen, both linear and quadratic specications are studied. Notice that neither the
linear nor the quadratic cases specify a co-summable relationship. This conclusion does not change
when a trend is introduced in the estimated regression a usual practie in this literature. These
results are conclusive and go against the polynomial specication for the EKC hypothesis in the US.
We do not interpret this results as an strict refutation of the EKC. At most, we can say that the
polynomial reduced form is misspecied when using the levels of co2 and gdp.
Table 18: Testing for Co-summability
EKC co2 co2 co2 co2
1 1771.517 1963.832 130.940 235.162
t -2.706 -1.299
gdp 0.172 0.177 0.569 0.569
gdp2 -1.389e-005 -1.379e-005
^

u^ 1.656 1.604 1.206 1.284
IL 0.846 0.850 0.509 0.527
IU 2.466 2.358 1.903 2.040
^

u denote the estimated order of summability of the resid-
uals in each regression. IL and IU denote the lower and
upper bounds of the corresponding subsampling intervals.
The previous pessimistic conclusion using levels is reverted to optimism when the logarithms of
GDP and CO2 are studied. In this case, when k = 1, the relationship is not co-summable. This
fact was expected given the results obtained when testing for balancedness in this case. However,
quadratic as well as a cubic specication appears to be co-summable relationships. Notice that this
conclusion is independent of whether a linear trend is introduced in the regression function or not. In
addition, it is worth to emphasize that the sign of the parameters totally agree with the predictions
of the EKC hypothesis. Logged emissions in the US increased with logged GDP until a certain level;
once it was reached, emissions decreased.
Given the properties of the OLS estimator under unbalancedness, spuriousness and co-summability,
we strongly recommend taking logarithms when empirically studying polynomial reduced forms of
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Table 19: Testing for Co-summability
EKC lco2 lco2 lco2 lco2 lco2 lco2
1 1.527 1.461 -46.944 -47.130 -280.561 -280.684
t -0.001 0.0001 -2.391e-005
lgdp 0.727 0.745 11.558 11.599 89.890 89.935
lgdp2 -0.600 -0.602 -9.319 -9.324
lgdp3 0.322 0.322
^

u^ 1.373 1.404 0.413 0.440 0.116 0.127
IL 0.654 0.628 -0.078 -0.029 -0.479 -0.458
IU 2.091 2.180 0.904 0.910 0.712 0.713
^

u denote the estimated order of summability of the residuals in each
regression. IL and IU denote the lower and upper bounds of the corre-
sponding subsampling intervals.
the EKC, at least in the US.
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2.5 Concluding Remarks
Co-integration theory is not designed to deal with situations in which non-linearities and persistence
occur at the same time. There is a clear need for theoretically valid and empirically useful concepts
that generalize those of integration and co-integration to non-linear environments.
The order of summability concept has made possible to dene nonlinear long run relationships
between persistent processes under exactly the same logic as the one of co-integration theory. It has
easily allowed (i) to dene balancedness of a postulated model a necessary condition for a correct
specication; and (ii) to dene non-linear long run relationships by means of the concept of co-
summability a direct extension of co-integration valid for non-linear equilibria. These two pieces are
relevant for both econometricians and economic theorists: for the former when specifying, estimating,
and testing econometric models; for the latter when choosing functional forms to construct their
theories.
In a non-linear in variables but linear in parameters framework, the statistical tools to deal with
univariate summable processes can be used to design tests for balancedness and co-summability.
Both tests contribute to improve upon the statistical treatment of these type of non-linear regression
models making them fully operative in practice. Indeed, the concepts and tools developed in this
chapter o¤er a new set of econometric possibilities in the study of non-linear long run relationships
generalizing co-integration theory.
2.6 Appendix
Proof of Proposition 7: It was shown in Chapter 1 that if
Sy[nr] () =
1
n1=2+y
[nr]X
t=1
yt =) Dy (r; y) ;
then
log n

^y   y

= log n
Pn
k=1 Uyk log kPn
k=1 log
2 k
=)
Z 1
0
log
 
D2y (r; y)

dr:
Now,
^n = ^y   ^z = y +
Pn
k=1 Uyk log kPn
k=1 log
2 k
  z  
Pn
k=1 Uzk log kPn
k=1 log
2 k
or equivalently
^n    =

^y   y

 

^z   z

=
Pn
k=1 (Uyk   Uzk) log kPn
k=1 log
2 k
:
Therefore,
log n

^n   

= log n
Pn
k=1 (Uyk   Uzk) log kPn
k=1 log
2 k
=)
Z 1
0
(Uy (r; y)  Uz (r; z)) dr:
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Q.E.D.
Proof of Proposition 8: The rescaled OLS estimator can be written as
nz y ^n =
1
n
nX
t=1
yt
ny
f(xt)
nz
1
n
nX
t=1
f2(xt)
n2z
=
Z 1
0
y[nr]
ny
f(x[nr])
nz drZ 1
0
f2(x[nr])
nz dr
:
Now, under Assumption 2 the CMT can be used to get the stated result
nz y ^n =)
R 1
0 Dz (r; z)Dy (r; y) drR 1
0 D
2
z (r; z) dr
:
Q.E.D.
Proof of Proposition 9: The OLS estimator in terms of ut and f (xt),
^n =  +
nX
t=1
utf (xt)
nX
t=1
f2 (xt)
;
can be expressed and rewritten as
nz u

^n   

=
1
n
nX
t=1
ut
nu
f(xt)
nz
1
n
nX
t=1
f2(xt)
n2z
=
Z 1
0
u[nr]
ny
f(x[nr])
nz drZ 1
0
f2(x[nr])
nz dr
:
Hence, under Assumptions 3, applying the CMT
nz u

^n   

=)
R 1
0 Dz (r; z)Du (r; u) drR 1
0 D
2
z (r; z) dr
:
Proof of Proposition 10: The denominator of the OLS estimator
nz

^n   

=
1p
n
nX
t=1
f(xt)
nz ut
1
n
nX
t=1
f2(xt)
n2z
:
has been previously studied. Next, the numerator will be analyzed. Let
vnt =
1p
n
tX
i=1
ui;
such that
vnt   vn;t 1 = utp
n
:
and its D-space analog
dvn (r) =
u[nr]p
n
:
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Next, we concentrate on
[nr]X
t=1
f
 
x[nr]

nz
u[nr]p
n
=
Z r
0
zn (r) dvn (r) :
Following Hansen (1992), dene
i =
1X
k=0
(Eiui+k   Ei 1ui+k) ; wi =
1X
k=1
Eiui+k;
such that
ui = i + wi 1   wi; Ei 1i = 0:
In this scenario, a martingale di¤erence approximation can be used, that is,Z r
0
zn (r) dvn (r) =
Z r
0
zn (r) dYn (r) + 

n (r) ;
where Yn (r) = Yn[nr], Ynt = Yt=
p
n, Yt =
Pt
i i, and
nt =
1p
n
tX
i=1
(zni   zn;i 1)wi   1p
n
zntwt+1:
Let ni = i=
p
n. To apply Theorem 3.1. in Hansen (1992), that is, to getZ r
0
zn (r) dYn (r) =)
Z r
0
Dz (r) dDu (r) ;
it must be showed that:
(i)
nX
i=1
E2ni <1;
(ii)
(Yn (r)  vn (r)) p ! 0:
With respect (i), note that
nX
i=1
E2ni  sup
in
E2i =

sup
in
jui   wi 1 + wij
2

 
sup
in
juij+ sup
in
1X
k=1
j(Eiui+k   Ei 1ui 1+k)j
!2
:
On one hand, by condition (a)
sup
in
juij <1:
On the other hand,
sup
in
1X
k=1
j(Eiui+k   Ei 1ui 1+k)j  sup
in
1X
k=1
(jEiui+kj+ jEi 1ui 1+kj)
= sup
in
1X
k=1
jEiui+kj+ sup
in
1X
k=1
jEi 1ui 1+kj <1;
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by condition (b).
With respect (ii), note that
sup
in
jYnt   vntj  2 1p
n
sup
in
jwtj p ! 0;
by condition (b).
It remains to analyze
nt =
1p
n
tX
i=1
(zni   zn;i 1)wi   1p
n
zntwt+1:
First, consider
sup
tn
1p
n
jzntwt+1j  sup
tn
jzntj sup
in
1p
n
jwt+1j :
By the assumptions on znt
sup
tn
jzntj = Op (1) ;
and by condition (b)
1p
n
sup
tn
jwtj p ! 0:
Therefore,
1p
n
zntwt+1
p ! 0:
With respect
1p
n
tX
i=1
(zni   zn;i 1)wi = 1p
n
tX
i=1
f (xi)  f (xi 1)
nz
1X
k=1
Eiui+k;
note that
1
nz
tX
i=1
[f (xi)  f (xi 1)] 1p
n
1X
k=1
Eiui+k  1p
n
sup
it
1X
k=1
jEiui+kj 1
nz
tX
i=1
[f (xi)  f (xi 1)]
=
1p
n
sup
tn
1X
k=1
jEtut+kj

f (xt)
nz
  f (x0)
nz

= op (1)Op (1) + op (1)
= op (1) :
Therefore,
1
n1=2+z
nX
t=1
f (xt)ut =)
Z 1
0
Dz (r) dDu (r) :
Finally,
nz

^n   

=)
R 1
0 Dz (r; z) dW (r)R 1
0 D
2
z (r; z) dr
;
as stated. Q.E.D.
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Proof of Proposition 11:
(i) Under Assumptions of Proposition 8
1
n1=2+y
nX
t=1
u^t =
1
n1=2+y
nX
t=1
yt   nz y ^n 1
n1=2+z
nX
t=1
f (xt) = Op (1) :
(ii) Under Assumptions of Proposition 9 or 10
1
n1=2+u
nX
t=1
u^t =
1
n1=2+u
nX
t=1
ut   nz u

^n   
 1
n1=2+z
nX
t=1
f (xt) = Op (1) :
Q.E.D.
Proof of Corollary 1: The proof follows directly from Proposition 11 above and Proposition
4 in Chapter 1. Q.E.D.
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Chapter 3
The Threshold Impatient Investor Case
Abstract: This chapter studies the implications of changes in impatience of investors on asset
pricing. In a standard consumption based capital asset pricing model with risk neutral agents,
assets are priced via a present value formula with a constant discount factor determined by the
constant level of patience of the investors. However, changes in impatience along their lifetimes
would imply a changing discount factor to price assets in the economy. To capture such changes
and analyze its impact on asset pricing, we model investors with a level of patience that randomly
depends on whether the future is perceived as a good or bad state of the nature. The model produces
an optimal threshold discounting process for valuing assets, which we call the threshold present value
model. From this optimal threshold pricing formula, it is shown that prices and dividends share a
theoretical threshold long run equilibrium relationship.
Using US stock market data, the threshold present value model is tested empirically. Since
persistence and non-linearities characterize the empirical analysis co-summability theory is used.
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3.1 Introduction
In everyday language, the term patience has a number of di¤erent meanings. We usually understand
it as calm and tranquility when one waits, as the capacity to tolerate a su¤ering or something hard
or annoying, or as tranquility to do minute or di¢ cult tasks. In economics, patience is modelled as
a subjective discount factor. It should be interpreted as the weight that future consequences have
in today decisions, as reected in savings rates, for example. This utility weight can be interpreted
as a reduced-form representation of a non-cognitive skill, such as the ability to exert self-control in
environments with temptation, or the ability to imagine the future vividly.
The most standard treatment of impatience in the economic literature assumes that it is constant
along the lifetime of the agents. However, the discounted utility model of intertemporal choice is
contradicted by a relatively large body of empirical and experimental evidence. Moreover, taking
constant the rate of time preference there exists little discussion of what determines its level. The
response of the literature to these weaknesses has been to model patience, the discount factor, in
several di¤erent ways.
One of the earliest approaches, trying to overcome the rst weakness, is the hyperbolic discount-
ing. Research on animal and human behavior has led psychologists and economists to conclude see
Ainslie (1992), Ainslie and Haslam (1992), and Loewenstein and Prelec (1992)that discount func-
tions are generalized hyperbolas. Such discount functions imply a monotonically falling discount
rate. This discount structure sets up a conict between today preferences and the preferences which
will be held in the future, implying that preferences are dynamically inconsistent. From todays
perspective, the discount rate between two far o¤ periods, t and t + 1, is a long-term low discount
rate. However, from the time t perspective, the discount rate between t and t + 1 is a short-term
high discount rate.
To overcome the second weakness, that is, to introduce more discussion about the determination
of the rate of time preference, Becker and Mulligan (1997) constructed a model of patience formation.
It combines the classical economists insights with a particular view of what it means to be rational,
a conception of rationality that is consistent with many kinds of human frailties, including defective
recognition of future utilities. Rational persons may spend resources in the attempt to overcome
their frailties. This simple idea provides the point of departure for the analysis in Becker and
Mulligan (1997) to endogenize time preference. Hence, unlike the usual neoclassical approach, they
do not assume that the discount factor is a xed parameter, but rather that it is adjusted according
to the propinquity of future pleasures. Specically, they assume that people have the option to put
e¤ort to increase their appreciation of the future. They model such e¤ort by allowing a consumer
to make future pleasures less remote by spending resources on imagining them.
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Changes in impatience of agents may potentially have several economic implications since time
preference play a fundamental role in theories of savings and investment, economic growth, interest
rate or asset pricing determination, addiction, and many other issues that are getting increasing
attention from economists. We concentrate here on the implications for asset pricing.
The theoretical benchmark in which we base our analysis is the standard intertemporal con-
sumption based capital asset pricing model denoted C-CAPM. Specically, in such a framework,
the investor maximizes expected utility which depends only on current and future consumption see
Lucas (1978). Financial assets play a role in this model in that they help to smooth consumption
over time. Securities are held to transfer purchasing power from one period to another. The op-
timality condition in the standard C-CAPM is a standard present value statement. It is worth
to emphasize that the standard present value formula can be derived too from the denition of
expected returns assuming they are constant as patience of standard risk neutral investors.
In our analysis, with the C-CAPM as a benchmark, the impatience of an investor changes
according to a threshold variable. The threshold structure of the subjective discount factor allows
for time variation, which depends on whether the agents perceive the future as a good or bad
state of the nature. This perception is modelled as a random process instead of the endogenous
determination in Becker and Mulligan (1997). Uncertainty in the economy makes agents not able
to fully determine their level of patience. Random elements will a¤ect this level each period. In this
scenario, the optimality condition is again a present value statement, but of a threshold type. We
call this solution the threshold present value model. The same optimality condition is derived from
the denition of expected returns, now assuming they follow a threshold process as the patience of
risk neutral threshold impatient investors.
Following Campbell and Shiller (1987), a threshold long run equilibrium relationship between
prices and dividends is found. Specically, assets are priced di¤erently depending on whether the
future is perceived as a good or bad state of the nature. The model predicts an asymmetric e¤ect
of dividends on asset prices.
Given the non-linear nature of this result, co-integration techniques cannot be used to empirically
test the model as Campbell and Shiller (1987) did. Nevertheless, co-summability theory is precisely
designed to test for long run relationship that combines at the same time persistence and non-
linearity. This new theory is used to test the threshold present value model for the US stock market.
The chapter is organized as follows. In section 3.2, we describe the intertemporal decision
problem of a threshold impatient investor and look for the optimal solution. To understand well this
problem, we rst put forward the decision problem of an standard investor. Then, the same problem
for investors with threshold impatience is studied. Section 3.3 analyzes the long run implications
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for asset pricing of changing impatience. An important result of this section is that from the study
of these long run properties an empirical model can be derived to test the theoretical one. Hence,
we dedicate section 3.4 to explain the econometric techniques co-summability theorythat make
possible to test the derived model. In section 3.5, we use data on prices and dividends of the
US stock market and the econometric techniques described in Section 3.4 to test for the threshold
present value model. Section 3.6 nishes with some concluding remarks. Proofs are collected in the
Appendix at the end of the chapter.
3.2 The Threshold Impatient Investor Problem
In this section we describe the threshold impatient investor problem and derive the conditions for
an optimal solution, which we call the threshold present value model. For comparison, rst, the
problem of a standard investor is put forward.
3.2.1 Standard Investors
A standard investor solves
max
ftg
Et
1X
j=0
ju(ct+j) s:t:
ct = et   ptt
ct+j = et+j   pt+jt+j + xt+jt+j 1 j = 1; 2; :::
where ct and et denote consumption and endowment, respectively. t is the amount of asset the
investor chooses to buy at price pt and xt+j is the payo¤ at time t+ j. The period utility function
u (:) is assumed to be increasing and concave. Discounting the future by the subjective discount
factor, , captures impatience of the investor. Finally, Et is the conditional expectation operator.
The rst order condition FOCfor the rst two periods is
pt = Et


u0(ct+1)
u0(ct)
xt+1

;
and, specically, for stocks xt+j = pt+j + dt+j , where dt+j are dividends at time t+ j. That is,
pt = Et


u0(ct+1)
u0(ct)
(pt+1 + dt+1)

: (3.1)
Iterating equation (3.1) for k = 1; 2; 3:::
pt+k = Et+k


u0(ct+k+1)
u0(ct+k)
(pt+k+1 + dt+k+1)

;
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and imposing the transversality condition
lim
n!1Et

n
u0(ct+n)
u0(ct)
pt+n

= 0;
the pricing formula is
pt = Et
1X
j=1
j
u0(ct+j)
u0(ct)
dt+j : (3.2)
When the investor is risk neutral or chooses a constant consumption path, equation (3.2) becomes
pt = Et
1X
j=1
jdt+j :
It is worth to emphasize that the same pricing formula is obtained from the denition of expected
returns
Et[rt+1] = Et

dt+1 +pt+1
pt

: (3.3)
Equation (3.3) can be rewritten as
pt = Et

dt+1 + pt+1
1 + Et[rt+1]

: (3.4)
Iterating equation (3.4) for pt+1, pt+2, and so on, and imposing the transversality condition
lim
n!1Et
2664 pt+nnQ
k=1
(1 + Et+j [rt+j+1])
3775 = 0;
the following solution is obtained
pt = Et
1X
j=1
dt+j
jQ
k=1
(1 + Et+j [rt+j+1])
:
If Et+j [rt+j+1] = r, then
pt =
1X
j=1

1
1 + r
j
Et[dt+j ];
which is the optimality condition of the standard investor problem in a risk neutral environment,
with  = 1=(1 + r).
3.2.2 Threshold Impatient Investors
A threshold impatient investor solves
max
ftg
Et
1X
j=0
(st+j 1)u(ct+j) s:t:
ct = et   ptt
ct+j = et+j   pt+jt+j + xt+jt+j 1 j = 1; 2; :::
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where, now, (st+j 1) with (s0) = 1 is a time varying subjective discount factor, and st+j 1 is
the variable that determines the impatience of the investor. For instance, in Becker and Mulligan
(1997) st is the spending resources on imagining future pleasures. However, instead of assuming
that st is fully determined by the investor, we let the uncertainty in the economy to randomly
a¤ect the subjective discount factor via the threshold variable, st. Specically, st will be considered
a random process that captures quantitatively the perception of the future that the agents have.
To be more precise, it will be assumed that (st) = 11(st  ) + 21(st < ), where 1() is the
indicator function. Therefore, the subjective discount factor will take two di¤erent values depending
on whether the agent perceive the future as a good (st  ) or bad (st < ) state of the nature11.
Proposition 12 : In an economy with a threshold impatient representative investor the optimal
asset pricing formula is
pt = Et
1X
j=1
 
jY
k=1
(st+k 1)
!
u0(ct+j)
u0(ct)
dt+j :
Remark: If the investor is risk neutral or chooses a constant consumption path the pricing
formula becomes
pt = Et
1X
j=1
 
jY
k=1
(st+k 1)
!
dt+j ; (3.5)
which we call the threshold present value model.
As in the standard investor case, the same present value relationship can be derived from the
denition of expected returns assuming they follow a threshold process. Specically, in that case
(st+k) =
1
1 + r(st+k)
;
in equation (3.5) where r(st+k) = Et+k[rt+k+1]. Even in a risk-neutral environment, the C-CAPM
can be reconciled with the time variation in expected returns.
3.3 Long run implications for asset pricing
Campbell and Shiller (1987) showed that when the subjective discount factor is constant and dt is
I(1), then, by the standard present value formula, pt and dt are cointegrated with cointegrating vec-
tor (1; 1=r). In other words, the model predicts the existence of a theoretical long run equilibrium
relationship between prices and dividends. This result allows Campbell and Shiller (1987) to use
cointegration analysis to test the present value model. The argument is as follows. Consider the
11 Introducing more than two states of the nature is a straightforward generalization of the model. Nevertheless, to
keep things simple, the theoretical analysis will be carried out considering only two states of the nature.
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standard present value formula
pt = Et
1X
j=1
jdt+j ; (3.6)
where  = 1=(1 + r). Equation (3.6) can be rewritten as
pt   1
1 + r
dt  

1
1 + r
2
dt   ::: =
1X
k=1

1
1 + r
k
Et[(1  Lk)dt+k];
or equivalently
pt   1
r
dt =
1X
k=1

1
1 + r
k
Et[(1  Lk)dt+k]: (3.7)
Therefore, if dt is I(1), then prices and dividends are cointegrated with cointegrating parameter 1=r.
Following Campbell and Shiller (1987), next proposition shows that if the subjective discount
factor follows a threshold process and agents are risk neutral, then prices and dividends should still
share a long run equilibrium relationship. However, in this case the equilibrium is of a threshold
type.
Assumption 1 :
(i) dt = dt 1 + ut, d0 = 0
(ii) (st) = 11(st  ) + 21(st < ), st  i:i:d:
(iii) at time t, p(st+j  jIt) = p, j = 1; 2; :::
(iv) us, and sr are i:i:d:(0; 1) and uncorrelated for every s and r.
Proposition 13 : Under Assumptions 1, if
pt = Et
1X
j=1
 
jY
k=1
(st+k 1)
!
dt+j ;
then
pt   11(st  )dt   21(st < )dt =
1X
j=1
(st)
jEt[(1  Lj)dt+j ]; (3.8)
where  = 1p+ 2(1  p), 1 = 1= (1  ), 2 = 2= (1  ).
Remark: Equation (3.8) rewritten as
pt   11(st  )dt   21(st < )dt = vt; (3.9)
o¤ers an empirical framework in a regression model form to test the threshold present value model.
Notice, however, that equation (3.9) involves non-linear transformations of a persistent processes
1(st  )dt and 1(st < )dt. In other word, a comparison between equations (3.7) and (3.9)
shows that while in the former equation the co-integrating vector is constant, in the latter it is of a
threshold type.
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3.4 Co-summability Theory
The ideas of integration and co-integration cannot be directly used to analyze non-linear equilibrium
relationships among persistent variables since these concepts do not properly apply. Consider the
following non-linear relationship yt = f (xt) + ut. If it were known that f (xt) is I (d), then the
standard framework of co-integration would t perfectly. However, when xt is persistent, say I (1),
then for many interesting non-linear transformations f the order of integration of f (xt) will not be
well dened. It will be convenient to consider the following case.
Example 13 : Product of Indicator Function and Random Walk
Let
ht = 1(st  )dt: (3.10)
The variance and autocovariances of ht depend on time, hence, one would think that this process is
I(1). However, the variance of the rst di¤erence
V [ht] = V [1(st  )dt   1(st 1  )dt 1] = [2p(1  p)]t+ p(2p  1):
In fact, it can be considered that ht  I (1), in the sense that, the variance of dht depends on t
regardless of the value of d see Yoon (2005). However, this characterization is not useful neither to
characterize univariate processes nor generalize co-integration theory to non-linear worlds.
In Chapters 1 and 2 co-summability theory a generalization of co-integration to non-linear long
run equilibrium relationships is developed. Co-summability is built upon the concept of order
of summability of stochastic processes. It was rst introduced in a heuristic way in Gonzalo and
Pitarakis (2006) and subsequently formalized in Chapter 1 of this thesis.
Denition 8 : A stochastic process yt with positive variance is said to be summable of order ,
represented as S(), if
Sn =
1
n
1
2
+
L(n)
nX
t=1
(yt  mt) = Op(1) as n!1;
where  is the minimum real number that makes Sn bounded in probability, mt is a deterministic
sequence, and L(n) is a slowly-varying function12.
12A positive, Lebesgue measurable function L, on (0;1) is slowly varying in the Karatamas senseat 1 if
L(n)
L(n)
! 1 (n!1) 8 > 0:
(See Embrechts, Klüppelberg and Mikosh, 1999, p.564).
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The order of summability, , gives a summary measure of the stochastic properties persistence
and evolution of the varianceof yt without relying on a particular data generating process. In this
sense, it can overcome the drawbacks of using the order of integration in non-linear environments.
Notice that, when possible, the order of summability will be determined by some Central Limit
result. In particular, in the case of ht the following characterization is found.
Summability in Example 13 (Product of indicator function and random walk): Applying the
Functional Centra Limit Theorem FCLTand the Continuous Mapping Theorem CMT,
Sn =
1
n
3
2 p
nX
t=1
1(st  )dt =)
Z 1
0
W (r)dr;
implying that 1(st  )dt is S(1) with, for instance, L(n) = 1=p.
In the same way integration constitutes the rst step to check the balancedness of a linear
relationship and to analyze co-integration, summability can be used to study non-linear long run
relationships.
Denition 9 : A postulated relationship
yt = f (xt; ) ;
will be said to be balanced if yt  S (y) ; zt = f (xt; )  S (z), and y = z:
Once the balancedness of a non-linear model is established, the analysis of non-linear long run
relationships can be done using the concept of co-summability.
Denition 10 : Two summable stochastic processes, yt  S (y) and xt  S (x), will be said to
be co-summable if there exists zt = f (xt; )  S (y) such that ut = yt   f(xt; ) is S(u), with
u = y    and  > 0. In short, (yt; zt)  CS(y; ).
Econometric tools developed in Chapters 1 and 2 allow to (i) empirically estimate and infer the
order of summability of an observed time series and (ii) test for balancedness and co-summability.
Let the least squares regression
yt = ^f(xt) + u^t;
where f : R! R, xt, and yt are known by the researcher. Let zt = f (xt). The following assumption
ensures that yt and zt are S (y) and S (z), respectively.
Assumption 2.
Syn =
1
n1=2+y
nX
t=1
yt = Op (1) and Szn =
1
n1=2+z
nX
t=1
f (xt) = Op (1) .
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Following exactly the same logic of co-integration theory, the following empirical strategy is
devised.
Step 1: Test for Balancedness
Step 2: Test for Strong Co-summability
The test for balancedness uses the order of summability estimator developed in Chapter 1. It
follows the convergence rate estimation procedure in McElroy and Politis (2007), which is based on
a simple least squares regression. The procedure requires the following assumption.
Assumption 3. P (Sn = 0) = 0 for all n = 1; 2; 3; :::
Under Assumptions 2 and 3,
Uyk = logS
2
yk = log
24 1
k
1
2
+y
kX
t=1
yt
!235 = Op(1);
and the following regression model can be derived
Yyk = y log k + Uyk; (3.11)
where Yyk = log
Pk
t=1 yt
2
and y = 1 + 2y.
Chapter 1 shows that the ordinary least squares OLS estimator of y = 1 + 2y is log n-
consistent with an asymptotic distribution that cannot be tabulated in general. Through simula-
tions, it is shown that subsampling condence intervals can be constructed to undertake inferences
on the true y. It is important to mention that the presence of deterministic components in the DGP
has a strong bias e¤ect on the order of summability estimator, at least in nite samples. In Chapter
1 valid demeaning and detrending procedures are developed. Nevertheless, to facilitate exposition
no deterministic components will be considered in this section.
Notice that the regression to estimate the order of summability of zt is
Yzk = z log k + Uzk; (3.12)
where Yzk = log
Pk
t=1 zt
2
and z = 1 + 2z.
To test for balancedness, an auxiliary equation that substracts (3.12) from (3.11) will be used,
that is,
Yyk   Yzk =
 
y   z

log k + Uyk   Uzk:
Let Yk = Yyk   Yzk,  = y   z, and Uk = Uyk   Uzk. Then, testing Ho : y = z is equivalent to
test Ho :  = 0 in
Yk =  log k + Uk: (3.13)
73
Chapter 3: The Threshold Impatient Investor Case
It is shown in Chapter 2 that the OLS estimator ^n of  is a consistent estimator of the di¤erence
y   z. In particular, under balancedness
^n
p ! 0:
Its asymptotic distribution cannot be tabulated in general. Nonetheless, subsampling condence
intervals allow to undertake inference.
Balancedness is a necessary, although not su¢ cient, condition for having correctly specied a
model. In fact, a relationship could be balanced spuriously. To distinguish between spurious and co-
summable relations a test for co-summability is next described to implement Step 2 of the empirical
strategy. Basically, co-summability is tested through a residual based statistic. The procedure
consists on estimating and inferring if the order of summability of the OLS residuals13 is zero 
Ho : u^ = 0. To this end, the order of summability estimator and subsampling condence intervals
are used.
Remark: Let
yt = m+ f(xt) + ut;
where m is an unknown constant term. In addition, let m^ and ^ the OLS estimator of m and ,
respectively. In this case,
nX
t=1
u^t = 0;
which implies that u^t cannot be used to infer u. The following pseudo residuals
~ut = yt   ^f(xt) = m+ ut   (^   )f(xt);
could be used instead since
nX
t=1
~ut 6= 0:
The e¤ect of m on the estimation of the order of summability of ut can be tackled by an appropriate
partial demeaning procedure see Section 1.4.4 in Chapter 1.
3.5 Empirical Results
In this section we apply co-summability theory to test the threshold present value model. To this
end, we use US monthly time series covering the period 1872:01-2011:03, which are obtained from
13 It is worth to mention that when unbalanced or spurious relationships are considered there is not a properly
dened error in the model since, in fact, there is not a relationship in those cases. Moreover, the order of summability
of the residuals equals the order of summability of the errors under co-summability and the order of summability of
the endogenous variable in the model under spurious and unbalanced situations. Therefore, a test for co-summability
can be constructed by testing the order of summability of the residuals see Section 2.3. in Chapter 2 for specic
details.
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Robert J. Shiller. Specically, we use (i) real S&P stock price index, (ii) real dividends, and (iii)
changes of ten years real government yield as a proxy of the threshold variable. Long term interest
rates should take into account the expectations of the agents and hence their perception of the
future. Therefore, a decrease in long term interest rate should reect expectations of bad times to
come, while an increase should reect agents expectations of an economic boom.
Table 20: C-CAPM with Threshold Impatient Investors
Variables
0
400
800
1200
1600
2000
80 90 00 10 20 30 40 50 60 70 80 90 00 10
REALPRICE
4
8
12
16
20
24
28
32
80 90 00 10 20 30 40 50 60 70 80 90 00 10
REALDIVIDEND
-6
-4
-2
0
2
4
6
80 90 00 10 20 30 40 50 60 70 80 90 00 10
DREALIRATE10Y
The estimated orders of summability of these variables, pt, dt, and itand its corresponding
subsampling condence intervals are reported in Table 21. It is important to mention that to
control for a possible constant term in regression model (3.11) the rst observation is substracted.
The corresponding order of summability estimator is denoted by ^

. Moreover, to deal with the e¤ect
of the deterministic components in these time series, proper detrending procedures has been carried
out. Specically, it has been partially demeaned. For the other variables, a partial quadratic
detrending procedure has been applied see Section 1.4.4. in Chapter 1 for details. Attending to
the results in Table 21, it can be seen that while the order of summability of pt and dt are 1:3 and
1, respectively, the threshold variable, it, appers to be summable of order 0:1. Notice that one
belongs to the condence intervals of both pt and dt but not to that of it.
Next, the following two specications will be analyzied. First, a linear relationship à la Campbell
and Shiller
pt = 0dt + u0t;
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Table 21: Order of Summability: Estimation and Inference
Variables ^

IL IU
pt 1.335 0.697 1.974
dt 1.046 0.547 1.546
it 0.105 -0.397 0.608
^

denotes the estimated order of summability from a regression
that substracts the rst observation. IL and IU denote the lower
and upper bounds of the corresponding subsampling intervals.
and second, a threshold model
pt = 1dt1 (it  ) + 2dt1 (it < ) + ut;
to test the threshold present value estatment. For the threshold specication, several values of
the threshold parameter,  = f0; 1; 2; 3; 4g, are considered. All the specications were found to be
balanced; hence, Table 22 presents only the results of testing for strong co-summability.
Table 22: Testing for Co-summability
OLS pt pt pt pt pt pt
 = 0  = 1  = 2  = 3  = 4
dt 35.794
dt1 (it  ) 35.306 21.889 20.757 19.100 19.232
dt1 (it < ) 36.245 36.796 36.173 35.951 35.880
^

u^ 0.873 0.825 0.359 0.347 0.318 0.883
IL 0.408 0.379 -0.023 -0.002 -0.041 0.400
IU 1.338 1.270 0.741 0.696 0.677 1.367
^u denote the estimated order of summability of the residuals in each regression.
IL and IU denote the lower and upper bounds of the corresponding subsampling
intervals.
The estimated order of the residuals, ^

u^, in the linear model column 2 of Table 22is around 0.8
and this value belongs to the subsampling condence interval associated to the order of summability
of pt in Table 21. Moreover, the corresponding subsampling condence interval indicates that the
model does not species a co-summable relationship. With respect the threshold specications, the
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results depend on the value of the threshold parameter. When  = 0 or  = 4, the model does
not specify a co-summable relationship. Nonetheless, when  = 1,  = 2, or  = 3, a co-summable
relationship is found. In any case, all these co-summable cases point to an asymetric relationship
between prices and dividens. Attending to the point estimates, the reaction of prices to dividends
appears to be lower when investors expect a boom than otherwise. Hence, this result point to a
level of patience of the investors that is higher when bad times are expected to come in the future
a result that is in line with a stream of the experimental literature nding that people are more
patience for looses than for gains.
3.6 Conclusions
In an economy with threshold impatient investors, assets are priced via a threshold present value
model. Under such a pricing formula, an asymmetric long run equilibrium relationship between prices
and dividends is derived. Using recent co-summability techniques, the model is tested empirically
using US stock market data. Results point to a non-linear relationship between prices and dividends.
Nevertheless, these empirical results demand a deeper and more detailed analysis. For instance,
other types of threshold variables could be taken as a proxy of expectations in the economy or the
threshold parameter should be freely estimated.
From a more general and theoretical perspective, this chapter opens a full project for future
research. Given the theoretical threshold relationship between prices and dividends, a multivariate
analysis à la Campbell and Shiller (1987) can be done. Specically, the restrictions in an error
correction model should be derived in order to test the threshold present value model in a multi-
variate setup. This implies to undertake a generalization of threshold vector error correction models
TVECMwith its corresponding econometric treatment. Other potential threshold economic re-
lationships could, then, be tested using this general TVECM.
3.7 Appendix
Proof of Proposition 12: The FOC for the two rst periods is
pt = Et

(st)
u0(ct+1)
u0(ct)
xt+1

;
and specically for stocks it is
pt = Et

(st)
u0(ct+1)
u0(ct)
(pt+1 + dt+1)

:
Now we can iterate for
pt+1 = Et+1

(st+1)
u0(ct+2)
u0(ct+1)
(pt+2 + dt+2)

;
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in equation (3.1) to get
pt = Et

(st)
u0(ct+1)
u0(ct)
dt+1

+ Et

(st)(st+1)
u0(ct+2)
u0(ct)
dt+2

+Et

Et+1

(st)(st+1)
u0(ct+2)
u0(ct)
pt+2

:
Since
pt+2 = Et+2

(st+2)
u0(ct+3)
u0(ct+2)
(pt+3 + dt+3)

;
we have
pt = Et

(st)
u0(ct+1)
u0(ct)
dt+1

+ Et

(st)(st+1)
u0(ct+2)
u0(ct)
dt+2

+Et

(st)(st+1)(st+2)
u0(ct+3)
u0(ct)
dt+3

+Et

Et+1

Et+2

(st)(st+1)(st+2)
u0(ct+3)
u0(ct)
pt+3

:
Iterating forward and imposing the transversality condition
lim
n!1Et

(st):::(st+n 1)u
0(ct+n)
u0(ct)
pt+n

= 0;
the nal FOC is
pt = Et
1X
j=1
 
jY
k=1
(st+k 1)
!
u0(ct+j)
u0(ct)
dt+j :
Q.E.D.
Proof of Proposition 12: We have shown that if investors are risk neutral but their impatience
changes along time
pt = Et
1X
j=1
 
jY
k=1
(st+k 1)
!
dt+j : (3.14)
Given assumption (v) we can rewrite equation (3.14) as
pt =
1X
j=1
Et
"
jY
k=1
(st+k 1)
#
Et [dt+j ] :
By assumptions (iii) and (iv)
Et
" 
jY
k=1
(st+k 1)
!#
= (st)
jY
k=2
Et [(st+k 1)]
= (st) (1p+ 2(1  p))j 1 :
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And hence, the price of the stock is
pt =
1X
j=1
(st) (1p+ 2(1  p))j 1Et[dt+j ]
= (st)
1X
j=1
(1p+ 2(1  p))j 1Et[dt+j ]
= (st)
1X
j=1
j 1Et[dt+j ];
where  = 1p+ 2(1  p). Note now that
pt   (st)dt   (st)dt   (st)2dt   ::: =
1X
j=1
(st)
jEt[(1  Lj)dt+j ]:
Hence,
pt   (st) 1
1  dt =
1X
j=1
(st)
jEt[(1  Lj)dt+j ]
or equivalently,
pt  

1
1  1(st  ) +
2
1  1(st < )

dt =
1X
j=1
(st)
jEt[(1  Lj)dt+j ]:
The right hand side of equation (3.8) is stationary, hence it is the case for the threshold com-
bination relating prices and dividends, the left hand side. Therefore, these variables should be
cointegrated with threshold e¤ects in the long run relationship.
Q.E.D.
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