Abstract
Introduction
Plagiarism and its automatic retrieval have attracted considerable attention from research to industry: various papers have been published on the topic, and many commercial software systems are being developed [1] . For escaping the checks of plagiarism detection (PD) software, plagiarists begin using high obfuscation methods to plagiarize, for example, applying summarizing and paraphrasing approaches to carry out plagiarism. This type of plagiarism is called high-obfuscation plagiarism in international plagiarism detection evaluation which is organized by PAN@CLEF in recent years [2] .
Many plagiarism detection methods focus on capturing the no-obfuscation and lowobfuscation plagiarism. In fact, most of the existing systems fail to detect plagiarism by paraphrasing the text, by summarizing the text but retaining the same idea [3] . Highobfuscation plagiarism has become one of the difficult problems in PD and it is a plagiarism way which is most difficult to be detected. Investigating its reason, the high-obfuscation plagiarism are obfuscated by reduction, combination, paraphrasing, summarizing, restructuring, concept specification and concept generalization to modify the text and change most of its appearance. This makes plagiarism methods even more difficult to capture the
Figure 1. Framework of Text Alignment
For high ambiguity plagiarism detection, obtaining the high-quality seeds is the key step and it is the most difficult problem to solve. The statistical data based on PAN@CLEF2012 training corpus found that the averaged Jaccard coefficient of high-obfuscation plagiarism fragments is 0.2424, well below the 0.9968 of low-obfuscation plagiarism. Therefore, the detection methods which obtain a good performance in the no-obfuscation and lowobfuscation plagiarism detection do not achieve the satisfactory results in the detection of high-obfuscation plagiarism.
In the process of searching plagiarism seeds, lexical features, syntactic features, semantic features and structural features are commonly used by the researchers.
Earlier researches have demonstrated the effectiveness of lexical features in the text alignment task of plagiarism detection. Lexical features operate at the character or word level. Lexical features which are usually based on characters or words n-gram are the most common ways. Words n-gram may be provided by a simple 2-grams, 3-grams or n-grams. These words n-grams are called fingerprint or shinglings. The approaches of plagiarism detection obtained the plagiarism degree of text fragments pairs by using the common text similarity calculation method to get the fingerprints of suspicious document and source document. Consequently, the plagiarism seeds are found by this way. The researches based on lexical features include character-based or words-based string matching methods [8] , fingerprints or words frequency statistics methods [5, 6, 7] , vector-based methods [15, 16, 17, 18] and so on.
Syntactic features are also used in plagiarism detection. Existing methods are mainly using Shallow Parsing, which take the part of speech (POS) of phrases or sentences as the feature. Goman [19] proved that the combination of the syntactic features and lexical features can improve the results of rewrite rule frequencies. In recent studies, Elhadi and Al-Tobi [ 
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Copyright ⓒ 2014 SERSC 9]used POS tags features followed by other string similarity metrics in the analysis and calculation of similarity between texts. Synonyms, antonyms, replacement, concept generalization and specialization are commonly used by plagiarists in high-obfuscation plagiarism. If detection methods use lexical features to detect the plagiarism which is carried out by the way of synonyms replacement, they will misjudge the plagiarism degree of the two text fragments because the methods based on lexical features cannot dig out the semantic information. By this means, the plagiarism seeds are lost. Semantic features quantify the use of word classes, synonyms, antonyms, hyponyms, and hyponyms. The use of thesaurus dictionaries and lexical databases, WordNet, for instance, would significantly provide more insights into the semantic meaning of the text. Together with POS tagging, semantic dependencies can be featured, and that would be very helpful in plagiarism detection [3] .
Stamatatos [12] proved that using the information of syntactic structure of sentences tends to be more reliable in plagiarism detection. Stamatatos pointed out in [12] , stopwords occurrences are usually associated with syntactic patterns. Therefore, sequences of stopwords reveal hints of the syntactic structure of the document that is likely to remain stable during the procedure of plagiarizing a passage. The method of Stamatatos take two text fragments stopwords n-gram as structural features to detect plagiarism. In a recent study, [13] identify the plagiarism by using a document tree structure. Structure features methods have been used to detect copy-and-paste plagiarism.
Different feature may be utilized to detect different types of plagiarism. For highobfuscation plagiarism detection, deeper understanding the effects of all types of features will contribute to better plagiarism detection performance. Further research should be carried out to integrate the advantages of relating lexical features with syntactic, semantic and structure features for plagiarism detection. Features can be combined by statistical learning theory. However, using multi -feature fusion to judge the plagiarism is still not the position of mainstream ideology and the related works are quite rare. This paper uses the Logical Regression Model to combine the lexical，syntactic, semantic and structure features to detect high-obfuscation plagiarism and hope to capture more plagiarism seeds by using the characteristic of all types of features.
Multi-features fusion via Logical Regression model

Problem
As in this heading, they should be Times New Roman 11-point boldface, initially capitalized, flush left, with one blank line before, and one after. Let d plg = (s 1 , s 2 , ......, s n ), dsrc = (r 1 , r 2 , ......, r n ), which s i and r j are the text fragments of d plg and d src . Calculate the various types of features between the two text fragments pair, then we can obtain a features set of (s i , r j ) which is composed by their similarity degree scores. Set it as (
is the k-th feature value of text fragment pair (s i , r j ). These features are probabilistically independent. For determining whether the text fragments pair is plagiarism or not, our goal is to get the plagiarism probability of (s i , r j ) by considering the features set (
). These suspicious text fragments will be regarded as plagiarism seeds. Finally, r =(r plg , d plg , r src , d' src ) will be gained by the process of match merging, and extraction filtering. In literature, there are many methods concerning the estimation of the probability for a given features set.
The discriminative learning method can directly learn the conditional probability P (Y|X) or the decision function f (X), so we choose discriminative learning method to estimate the weight of each feature based on training data. The model will be used to get the final International Journal of u-and e-Services, Science and Technology Vol. 7, No.4 (2014) Copyright ⓒ 2014 SERSC 389 plagiarism probability of (s i , r j ). Regarding the successful application of the Logical Regression Model in the field of text classification and the sufficient training data, this paper selected the Logical Regression Model to integrate the multiple types features to detect the high-obfuscation plagiarism. The plagiarism probability of text fragment s i ∈d plg and r j ∈d src will be obtained by a classifier C which is trained based on binomial Logical Regression Model by using training dataset. If the probability of plagiarism is greater than the one of no plagiarism, the output of classifier is 1, otherwise, the output is 0. Furthermore, for given d plg =(s 1 ,s 2 ,……,s n ) and d src =(r 1 ,r 2 ,……,r n ), we can obtain a list of all plagiarism seeds by using the classifier C. This process can be described as follows： 
Multi-Features Fusion
Logistic Regression model can effectively integrate all types of features. It will learn a set of weights for each feature of the text fragment pairs on training data. On test data, when a new text fragment pairs arrives, Logistic Regression model find this list of features and sum the weights associated with those feature. In mathematical features, we will write θ·x. In this notation, θ is a vector of weights, and x is a vector of features. The notation θ·x simply means to take the sum of weights associated with each of these features. We then convert this sum of weights to a probability, using the logistic functions (1) and (2) [20] ,
This simple equation converts a number between −∞ and +∞ to a probability between 0 and 1. If this probability P(Y=1|X) is greater than the probability P(Y=0|X), we predict that the text fragment pair is plagiarism. The gradient descent is a common method to solve θ.
Features set for high-obfuscation plagiarism detection
In this paper, features to measure the plagiarism degree of text fragment pairs include: lexical features, syntactic features, semantic features and structure features. We now describe these features for high-obfuscation plagiarism detection that we use.
Lexical features:
The lexical feature which we used in this paper is word-based ngram and character-based n-gram which show as follows.
Dice Coefficient: It counts how many common character s i and r j have. It is defined as:
)
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Jaro Distance: The Jaro distance [21] of s i and r j is defined as:
where, m is the number of characters of s i that match characters of r j , t is half the number of matching characters with different sequence, l 1 and l 2 are the lengths (in characters) of s i and r j , respectively.
Jaccard Coefficient:
The raido of number of shared terms against total char number of terms. This is defined as:
Levenshtein Distance: This is the minimum number of operations (edit distance) needed to transform one string (in our case, s i ) into the other one (r j ), where an operation is an insertion, deletion, or substitution of a single character.
Manhattan Distance: this is defined for any two vectors x and y in an n dimensional vector space as:
in our case, n is the number of distinct words that occur in s i and r j (in any of the two); and x i , y i show how many times each one of these distinct words occurs in s i and r j , respectively.
Ngram Distance: NGD [22] is the same as MD, but the terms is instead by distinct character ngrams in s i and r j ; we used n = 1, 2 and 3.
Soundex Distance: Soundex is defined in [23] and we use the methods in [22] to get the Soundex. 
Syntactic Features POS n-gram
where the numerator is used to denote the number of matching POS n-gram, and the denominator is the sum of all POS n-gram in sentence pair (s i ,r j ). POS of a sentence is extracted by Stanford's POS taggar [24] .We used n = 3.
Noun Ratio: We found that proper noun modification in plagiarism is very rare. Noun Ratio is used to describe the similarity of proper noun. 
Structure Features Stopword N-gram Distance:
The methods proposed by Stamatatos [12] is used to get the structure similarity of the two sentences. Stopword n-gram distance is measured as follows:
where the functions member(g,C) and maxseq(g,C) return the number of stopwords of the ngram g that belong to C and the maximal sequence of words of g that belong to C, respectively. And C={the, of, and, a, in, to, 's}. P(n 1 ,d x ) and P(n 1 ,d s ) are the corresponding profiles.
Word Pair Order:
We also applied Word Pair Order proposed by Hatzivassiloglou [26] . This feature is used to calculate two words occur in the same order in both text fragments.
String Length Ratio:
The ratio of minimum string's length to maximum string's length between s i and r j as:
4. Result
Corpus
Experimental data is 04_artificial_high, which is a sub corpus of PAN @ CLEF2012 training data for the task of detailed comparison (which is called Text Alignment in PAN@CLEF2013). Evaluating plagiarism detection algorithm is one of the main contents of PAN. [4] elaborated on the structure of the data set. A more detailed description of the obfuscation strategies can be found in [27] . Table 1 statistics the related information of 04_artificial_high sub-corpus.
Copyright ⓒ 2014 SERSC In this paper, we take the two Summary-Obfuscation sub-corpus as the test data (we call them SO1 and SO2), which are the test subsets of PAN@CLEF2013 offered by PAN in the task of Text Alignment. Table 2 shows the statistics of the two test subsets. 
Measures
For evaluating the produced detections, we use the recently proposed measures of macroaverage precision, recall and granularity [1] . Likewise, a plagiarism detection r∈ R is represented as r. Based on this notation, precision and recall of R under S can be measured as follows:
International 
where if r detects then s∩r is s∩r, otherwise, s∩r is Φ. A detector's granularity is quantified as follows:
where S R ⊆S are cases detected by detections in R, and Rs ⊆R are detections of s; i.e., SR = {s|s∈ S∧ r∈ R : r detects s} and Rs = {r∈ R∧ r detects s}. The measures are combined into a single overall score as follows:
where F 1 is the equally weighted harmonic mean of precision and recall.
Baseline
The methods proposed in [14] gain the first place on the measures of Overall Score and Artificial High sub-corpus in the evaluation of the Detailed Comparison task in PAN@CLEF2012. We choose it as our baseline. This method split dplg and dsrc into sentences and compute the Cosine similarity to get the first step plagiarism seeds. Cosine similarity is defined as follows:
where sim(S,R) is the similarity degree of sentence S and R, θ is a document vector angel, WSk and WRk are the weight of S and R respectively, t1 is a threshold and equals to 0.415.
Then, the baseline filter the plagiarism seeds by using the Jaccard Coefficient which defined as follows: where NIs(t) and NIR(t) are the number of the terms which are overlapping in the suspicious sentence and reference sentence, Min(NIs(t),NIR(t)) is the smallest one of NIs(t) and NIR(t) , t2 is the threshold and it is 0.32.
Experimental results
Experiment is done based on the Baseline (Kong2013). Formula (16) is used to get the first-step plagiarism seeds and all features as described above are used to replace (17) to verify the effect of a single feature. t 2 is set according to the best performance in PAN@CLEF2013 training corpus. The test corpuses are the two 05-summaryobfuscation plagiarism sub-corpus of PAN@CLEF2013. The results are shown in Table  3, Table 4 . Our method is marked by M-feature.
Copyright ⓒ 2014 SERSC All types of plagiarism features are also used to integrated to compare with the M-feature for demonstrating the validity. Table 5 and Table 6 show the results of lexical, syntactic, semantic and structural features via M-feature on SO1 and SO2. Experiments indicate that the recall increase 41.43% and 54.29%, and the total score plagdet increase 24.85% and 35.05% than the baseline which gained the first place in PAN@CLEF2013. Multi-feature fusion on single textual feature type can also improve the measure of plagdet. There is obvious superiority sub-type of features fusion than the single feature. The results show that the lexical features fusion is better than the other type of features fusion, followed by structure features fusion and syntactic features fusion. The detection performance of semantic features fusion is better when compared to single semantic feature but lower than other types of features fusion. In short, multi-feature fusion can offers higher recall to improve the total score plagdet.
Conclusion
The identification of high-obfuscation plagiarism seeds is one of the most difficult problems to be solved in plagiarism detection. Single type features cannot identify the plagiarism seeds effectively because of the varied plagiarism methods which used in high-obfuscation plagiarism. The characteristic of artificial-high plagiarism make it necessary for using more types of features to detect the plagiarism. Using different features to obtain different kinds of plagiarism can capture more plagiarism seeds. This paper integrates the lexical features, syntactic features, semantic features and structural features extracted from suspicious text fragments pairs. Our method integrates all types of features by using Logical Regression model with simplicity and effect. With the best fusion methods, the multiple feature fusion gave substantively improved plagiarism seeds recognition recall compared with traditional single-feature recognition.
