Abstract. We prove that there exists a k 0 > 0 such that every sufficiently large odd integer n with 3 | n can be represented as p 1 + p 2 + p 3 , where p 1 , p 2 are Chen's primes and p 3 is a prime with p 3 + 2 has at most k 0 prime factors.
Introduction
Let P denote the set of all primes. Define P k = {n : n ∈ N and n has at most k prime divisors} and P (2) k = {p ∈ P : p + 2 ∈ P k }. The well-known twin primes conjecture asserts that P ( 
2) 1
has infinitely many elements. Nowadays, the best result on the twin primes conjecture belongs to Chen [1] , who proved that P has infinitely many elements. In fact, Chen proved that for sufficiently large x, |{p ∈ P (2) 2 : p ≤ x, (p + 2, P (x 1/10 )) = 1}| ≫ x (log x) 2 , where P (z) = p<z p.
In Iwaniec's unpublished notes [10] , the exponent 1/10 can be improved to 3/11. In [6] , Green and Tao say a prime p is Chen's prime if p ∈ P
2 . On the other hand, in 1937 Vinogradov [18] solved the ternary Goldbach problem and showed that every sufficiently large odd integer can be represented as the sum of three primes. Two years later, using Vinogradov's method, van der Corput [2] proved that the primes contain infinitely many non-trivial three term arithmetic progressions (3AP). In 1999, with the help of the vector sieve method, Tolev [15] proved that there exist infinitely many non-trivial 3APs {p 1 , p 2 , p 3 } of primes, satisfying p 1 ∈ P (2) 4 , p 2 ∈ P (2) 5 and p 3 ∈ P (2) 11 . However, in [6] , with the help of the Szemerédi theorem, their transference principle and a result of Goldston and Yıldırım, Green and Tao proved that the primes contain arbitrarily long non-trivial arithmetic progressions. Certainly this is a remarkable breakthrough in additive number theory. Furthermore, Green and Tao also claimed that using their method, one can prove that Chen's primes contain arbitrarily long non-trivial arithmetic progressions. And for the 3APs of Chen's primes, they proposed a detail proof in [5] .
Let us return to the ternary Goldbach problems. In [13] , using Tolev's method, Peneva proved that every sufficiently large odd integer n with 3 | n can be represented as n = p 1 + p 2 + p 3 with p i ∈ P (2) k i , k 1 = k 2 = 5 and k 3 = 8. Subsequently, Tolev [16] improved Peneva's result to k 1 = 2, k 2 = 5 and k 3 = 7. Recently, Meng [12] proved that every sufficiently large odd integer n with 3 ∤ n − 1 can be represented as n = p 1 + p 2 + p 3 , where p 1 is Chen's prime, p 2 ∈ P (2) 3 and p 3 ∈ P (not of special type!).
Of course, we wish to prove that every sufficiently large odd integer n with 3 | n can be represented as the sum of three Chen's primes. Unfortunately, as we shall see later, it seems not easy. The key of Green and Tao's proof in [5] is to transfer Chen's primes to a subset with positive density of Z N = Z/NZ (where N is a large prime). But this density is too small. However, in the present paper, we shall prove the following result: 
In Sections 2 and 3, we shall estimate some exponential sums involving the primes of special type. The proof of Theorem 1.1 will be given in Section 4.
The Minor Arcs
Let k 0 ≥ 8 be a fixed integer and B = 6
9 . Suppose that n is a sufficiently large integer, W > 0 is an even integer with W ≤ (log n) B , and 1
Rosser's weights with the order D by
It is easy to see that λ
Let F (s) and f (s) denote the functions of linear sieve. The following lemma is a fundamental result in sieve method. Lemma 2.1 (Iwaniec [8, 9] ). Suppose that P * is any set of primes and ω is a multiplicative function satisfying: 0 < ω(p) < p for p ∈ P * , ω(p) = 0 for p ∈ P * , and
for a constant L > 0 and for all 2 ≤ z 1 ≤ z 2 . Then we have
provided that 2 ≤ z ≤ D, where s = log D/ log z and
Similarly,
Lemma 2.2. For any α ∈ T, we have |S
The proof of the second inequality is similar.
Let τ denote the divisor function. It is well-known
A (log(XY )) A . Suppose that 1 ≤ a ≤ q with (a, q) = 1, and α ∈ T with |αq − a| ≤ 1/q. Then
Proof. By the Cauchy-Schwarz inequality,
e(αx(y 1 − y 2 )/W ).
We have
This concludes the proof of (2.4).
Let us turn to (2.5). Clearly
By the partial summation,
And for any H ≤ D,
Finally,
Let G(x) be an arbitrary complex function over N. Consider
Type I sums
and Type II sums
where
The following Lemma is due to Heath-Brown [7] :
Then we may decompose the sum
And notice that for any x ≤ n,
So it suffices to estimate the sum
where n ′ ≥ n/2. Since α ∈ m, there exist 1 ≤ a ≤ q with (a, q) = 1 and (log n) B ≤ q ≤ n(log n) −B such that |αq − a| ≤ (log n) B /n. Applying Lemma 2.4 with u = n 0.17 , v = n 0.34 and z = n 0.35 , the sum (2.6) can be decomposed into O((log n) 6 ) type I sums
with L ≥ n 0.35 , and type II sums
in view of (2.4) with A = 5, these type II sums are all ≪ n(log n) 2 13 −B/4 . And by (2.5), all type I sums are ≪ n(log n) 6 7 −B/4 .
The Major Arcs
Define ∆(x; q) := max
.
The well-known Bombieri-Vinogradov theorem asserts that for any A > 0
Lemma 3.1.
where γ is Euler's constant,
Finally, by the Mertens theorem,
Let m = (n − b)/W . Define Λ * (x) = log x or 0 according to whether x is prime.
where 1 (W,q)=1 = 1 or 0 according to whether (W, q) = 1, 
Proof. Clearly
Notice that
From the proof of Lemma 3.1, we know that
By noting that W is even and (W, b(b + 2)) = 1,
e(ar/q)
Furthermore, we have
All are done.
Lemma 3.3. Suppose that 1 ≤ a ≤ q ≤ (log n) B and (a, q) = 1. Then for any α ∈ M a,q ,
3)
Proof. By the partial summation,
(e(θ(y + 1)) − e(θy))
Recalling that (W, b + 2) = 1, write
Notice that for any
Setting θ → 0 in the above equation, we obtain that
Combining Lemmas 2.2, 2.5, 3.1, 3.2 and 3.3, we get Lemma 3.4. Suppose that 1 ≤ a ≤ q ≤ (log n)
B and (a, q) = 1. Then for any α ∈ M a,q ,
4)
where θ = α − a/q. Furthermore, for any α ∈ m,
Lemma 3.5.
Proof. Let z 1 = n 1/10 . Let ω 1 and ω 2 be two multiplicative functions satisfying that
otherwise, and
otherwise, for prime p. And for 1 ≤ i ≤ 2, let g i be the multiplicative functions with
for prime p, and let
By Selberg's sieve method, we know that |λ 1 (d)|, |λ 2 (d)| ≤ 1 and
Lemma 3.6. Then
Proof. Applying Lemma 3.5,
By the Hölder inequality,
And by [3, Lemma 14] , we have
Proof of Theorem 1.1
First, let us introduce Green and Tao's enveloping sieve. Let N be a large integer. Suppose that a 1 , . . . , a k , b 1 , . . . , b k be integers with |a i |, |b i | ≤ N. We say
is a k-linear form.
For every integer q ≥ 1, define 
for all integers n, where
w(a/q)e(−ax/q),
where w(a/q) = w R (a/q) satisfies w(1) = 1 and
for all 1 ≤ a ≤ q ≤ R 2 with (a, q) = 1.
(iv) For 1 ≤ a ≤ q ≤ R 2 with (a, q) = 1, if q is not square-free, or γ(q) = 1 and q > 1, then w(a/q) = 0.
Green and Tao also established a restriction theorem for β R :
Lemma 4.2 ([5, Proposition 4.2]). Let R, N be large numbers such that
is an arbitrary sequence of complex numbers. Then for any ρ > 2,
The following lemma can be derived by a trivial modification of Chen's original proof in [1] : 
where C 1 is an absolute constant. 
Clearly W 0 (n) is well-defined for sufficiently large n. Assume on the contrary that lim n→∞ W 0 (n) < ∞, i.e., there exists an integer
This leads to a contradiction.
Let C 2 be the implied constant in (4.1) with k = 2. Let
Let C 3 be the implied constant in (4.4) with ρ = 12/5 and k = 2. And let C 4 be the implied constant in (3.7). Let κ be a small constant satisfying the requirements of Lemma 4.5. Notice that f (s) is increasing, F (s) is decreasing and F (s), f (s) = 1 + O(e −s ). Choose a sufficiently large k 0 satisfying that
Suppose that n is a sufficiently large integer. Let w = w(n) be a positive function satisfying P (w) ≤ log n, n ≥ n 0 (P (w)) (where n 0 is defined in Lemma 4.3) and lim n→∞ w(n) = ∞. By Lemma 4.4, such w exists. Let W = P (w). The following lemma can be easily verified: Lemma 4.6. For any odd integer n with 3 | n, there exist
Let N be a prime in the interval [(1 + κ 2 /20)n/W, (1 + κ 2 /10)n/W ] and R = N 1/10 . Thanks to the prime number theorem, such a prime N always exists whenever n is sufficiently large. Let
Substituting N, R, F i to Lemma 4.1, we get the desired functions β i = β i,R for i = 1, 2.
Let
: W x+b i is Chen's prime and (W x+b i +2, P (n 1/10 )) = 1}, for i = 1, 2, and define
By Lemma 4.3, clearly we have
whenever n is sufficiently large. On the other hand, it is easy to see that
Hence by (4.1), for any x
and define
In view of Lemmas 2.2 and 3.1, we also have
Below we identify the set {1, 2, . . . , N} with the group Z N = Z/NZ. If there exist x 1 ∈ A 1 , x 2 ∈ A 2 and x 3 ∈ A 3 satisfying x 1 + x 2 + x 3 = n ′ in Z N , then the equality also holds in Z. In fact, since x 1 + x 2 ≤ n/W and x 3 < n/W in Z, we must have 
Proof. If r/N ∈ m, then by Lemma 3.4, we have
Suppose that there exist 1 ≤ a ≤ q ≤ (log n) B with (a, q) = 1 such that r/N ∈ M a,q . Then applying Lemma 3.4, Suppose that q > 1 and (W, q) = 1. Then by noting W = p<w p,
since q has at least one prime divisor not less than w. Finally, we have W N ≤ 1.1n.
Suppose that δ, ǫ > 0 are two small numbers to be chosen later. For 1 ≤ i ≤ 3, let R i = {r ∈ Z N : |ã i (r)| > δ},
Proof. By (3.7),
Hence
Lemma 4.10.
provided that w ≥ C Lemma 4.11.
Proof. This is a simple application of the pigeonhole principle (cf. [14, Lemma
1.4]).
For two functions f, g :
It is easy to check that (f * g) =fg. Let a
Proof.
where we used Lemma 4.8 in the last step. Thus the desired result easily follows from Lemma 4.11.
Proof. Since ν i (x) ≥ a i (x), applying Lemma 4.7
We are done.
Lemma 4.14.
Proof. See the proof of Lemma 6.7 of [4] . . Then 
N .
Proof. Clearly
We also have |ã 3 (r)| ≤ |ã 3 (0)| ≤ 1 + κ 2 .
If r ∈ R 1 ∩ R 2 ∩ R 3 , then by Lemma 4.14, , x 2 , x 3 ) : x i ∈ X i , x 1 + x 2 + x 3 = y}| ≥ θ 3 N 2 .
Proof. See [11, Lemma 3.3 ].
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Notice that w = w(n) tends to infinity with n. So we may assume that w ≥ max{20κ −2 + 2, C 
