Abstract. In this work we study weighted M-estimators for R d -valued clustered data.
Introduction
M-estimators were first introduced by Huber (1964) as robust estimators of location and gave rise to a substantial literature. For results on their asymptotic behavior and robustness (using the study of the influence function and the breakdown point), we may refer in particular to the books of Huber (1981) and Hampel et al. (1986) . For more recent references, we may cite the work of Ruiz-Gazen (2012) with a nice introductory presentation of robust statistics, and the book of Van der Vaart (2000) for results, in the independent and identically distributed setting, concerning convergence and asymptotic normality in the multivariate setting considered throughout this paper.
Most of references address the case where the data are independent and identically distributed. However clustered, and hierarchical, data frequently arise in applications. Typically the facility location problem is an important research topic in spatial data analysis for the geographic location of some economic activity. In this field, recent studies perform spatial modelling with clustered data (see e.g. Liao and Guo, 2008; Javadi and Shahrabi, 2014 , and references therein). Concerning robust estimation, Nevalainen et al. (2006) study the spatial median for the multivariate one-sample location problem with clustered data. They show that the intra-cluster correlation has an impact on the asymptotic covariance matrix. The weighted spatial median, introduced in their pioneer paper of 2007, has a superior efficiency with respect to its unweighted version, especially when clusters' sizes are heterogenous or in the presence of strong intra-cluster correlation. The class of weighted M-estimators (introduced in El Asri, 2013) may be viewed as a generalization of this work to a broad class of estimators: weights are assigned to the objective function that defines M-estimators. The aim is, for example, to adapt M-estimators to the clustered structures, to the size of clusters, or to clusters including extremal values, in order to increase their efficiency or robustness.
In this paper, we study the almost sure convergence of weighted M-estimators and establish their asymptotic normality. Then, we provide consistent estimators of the asymptotic variance and derived, numerically, optimal weights that improve the relative efficiency to their unweighted versions. Finally, from a weight-based formulation of the breakdown point, we illustrate how these optimal weights lead to an altered breakdown point.
The framework
We consider n independent clusters, X 1 , . . . , X n , where X i is defined by m i R d -valued random variables X ij , i = 1, . . . , n, j = 1, . . . , m i , m i ≥ 1, derived from the same distribution P θ . In the sequel, θ belongs to a set Θ of R d , with non empty interior, supposed to be convex and bounded. For each cluster i, i = 1, . . . , n, we also make the assumption that (X i1 , X i2 ) d = (X ik , X ik ′ ) for all k, k ′ = 1, .., m i with k = k ′ . This condition implies that the correlation between the variables of a given cluster is the same for all pairs of variables of this cluster, but the correlation may vary from one cluster to another. The total number of variables is denoted by N n := n i=1 m i and we suppose that lim n→∞ Nn n = ℓ, with ℓ ∈]0, ∞[. Finally, we define θ ∈ Θ by
where, for all a ∈ Θ, a → ρ(x, a) is a measurable function in
Definition 2.1. The weighted M-estimator associated with the function ρ is defined by:
where the w ij , i = 1, . . . , n, j = 1, . . . , m i are (non random) positive weights defined by the statistician.
T is such that E θ (ψ(X 11 , θ)) = 0. We can thus derive the following definition: Definition 2.2. The weighted M-estimator θ w n is the value of a satisfying the d-vectorial equality
Several choices are possible for the weights and w ij ≡ 1 leads to the unweighted case. Among particular choices of interest, we have the situation where the weights are the same inside each cluster, corresponding to w ij ≡ w i , for an appropriate choice of w i in the considered framework. Typically, we may choose w i = c/m i for some positive constant c, if we want to penalize large clusters (i.e. the ones with a high number of variables).
Asymptotic results
In the following, we refer to the assumptions listed below.
Assumption 3.1 (A3.1). Let us assume that:
(a) For all θ ∈ Θ, for all ǫ > 0: inf
The condition A3.1(a) ensures the uniqueness of the parameter θ achieving the minimum. It is satisfied if ρ is a strictly convex function and the support of P θ is not concentrated on a line (see Milasevic and Ducharme, 1987 , for the spatial median). The condition A3.1(b) is required in the Kolmogorov criterion. Conditions A3.1(c-d) involve both the sizes m i and the weights w ij . First, in the unweighed case, w ij ≡ 1, the condition A3.1(c) is immediate and clearly satisfied if (m i ) is a bounded sequence. The unbounded case is possible, for example setting m i = k ∈ N * for i = 2 k and m i = ℓ otherwise (as Nn n → ℓ). For the case w ij ≡ w i with w n → 1, the Cesàro theorem gives that lim n→∞
m i w i = 1 yielding to condition A3.1(c), and consequently A3.1(d) is satisfied for e.g. bounded sequences (m i ) and (w i ). Another possibility is, for example, given with the choice w i = ℓ m i that fulfills both conditions. 3.1. Almost sure convergence. The a.s. convergence is derived in the following theorem.
Theorem 3.1. If Assumptions A3.1 are satisfied and if, for all x, the function a → ρ(x, a) is k(x)-Hölderian:
Proof. The proof is based on the equivalence:
The condition A3.1(a) implies that θ satisfies
By this way,
Moreover, the estimator θ w n is the minimizer of M
The uniform consistency of M w n (a) is derived in the next lemma whose proof is postponed to the end. We may deduce the a.s. convergence of M( θ w n ) to M(θ) and so the a.s. convergence of θ w n thanks to (3.1).
Remark 3.1. Theorem 3.1 includes estimators with lipschitzian objective function as the weighted spatial median and the weighted Huber estimator derived from ρ(x, a) = x − a and ρ(x, a) =
3.2. Asymptotic normality. Now, we derive the asymptotic normality of weighted Mestimators under additional conditions. Assumption 3.2 (A3.2). Let us assume that:
(a) For some finite constant c w ,
(c) There exists η > 0 such that:
For the case w ij ≡ w i , with lim n→∞ w n = 1, the condition A3. Theorem 3.2. Under assumptions of Theorem 3.1 and A3.2, suppose moreover that the function a → ψ(x, a) is twice differentiable in the neighborhood of θ, with partial derivatives of order 2 dominated by a P θ square-integrable function of x independent from a, and such that, E θ ∂ψ(X 11 ,a) ∂a a=θ 2 and (E θ (
Proof. The result is obtained with a Taylor expansion of order 2 for the function ψ. First,
There exists θ i in this neighborhood such that
Next for θ := ( θ 1 , . . . , θ d ), we obtain:
and, as T 
Then, from equation (3.2), we may derive the final result from the two following technical lemmas, whose proofs are postponed to the end.
Lemma 3.2. Under the assumptions A3.2, 
Finally, the almost sure convergence of θ w n to θ yields the result. In the independent case (obtained with m i ≡ 1), the asymptotic variance reduces to
θ , where c w is equal to 1 for the unweighted case (w ij ≡ 1). We may deduce that weights are of no use to reduce this variance. Actually, the condition A3.1(c) gives
is necessarily greater than one.
Clustering effects appear through the term C w θ . An optimal choice of weights is then possible to reduce this value compared to the unweighted case. It should be noticed that when C i ≡ C for all clusters, this choice (minimizing the variance) does not depend neither on P θ nor on the objective function ρ.
Regularity assumptions of Theorem 3.2 exclude estimators with not sufficiently smooth objective function. Nevalainen et al. (2006) dealt the special case of the weighted spatial median. The following result gives the asymptotic distribution of weighted M-estimators for location parameters with a more stringent condition onψ but without requiring the existence ofψ. Here, we suppose also that P θ is absolutely continuous with respect to Lebesgue measure on R d .
Theorem 3.3. Assume that θ = argmin a∈Θ E θ (ρ(X 11 − a)), that θ is the unique zero of the function a → E θ (ψ(X 11 − a)), and that the function a →ψ(x − a) is k -Hölderian (uniformly in x). Moreover, if E θ ( ∂ψ(X 11 −a) ∂a a=θ ) exists and is invertible, and E θ ∂ψ(X 11 −a) ∂a a=θ 2 exists, then Assumptions A3.1(c-d) and A3.2 yield to: Proof. Since θ is the unique zero of ψ, we have for all ǫ > 0
Recall that θ is also defined by θ = argmin a∈Θ E θ ψ(X 11 − a) . We follow the steps of the proof of Theorem 3.1 replacing condition A3.1(a) with equation (3.3), M(a) with E θ ψ(X 11 − a) , and M w n (a) with
Next, using a Taylor's formula with integral remainder, we obtain for all a in a neighborhood of θ:
with R(x, θ) = o(1) uniformly in x with the help of the Hölderian condition onψ. For a = θ w n a.s.
− −− → n→∞ θ and x = X ij , we get:
Using notations of Theorem 3.2, we get
and we apply Lemma 3.2 to get
Next, the elements of the matrixψ(X ij − θ) are square integrable, thusṪ
as in the first part of Lemma 3.3. The result follows from (3.4).
Relative efficiency
4.1. Estimation of the asymptotic variance. We study the efficiency of weighted Mestimators relative to their unweighted versions. First, recall that the unweighted case is obtained with w ij ≡ 1 for which Σ
Variances are compared by using the relative efficiency index defined by
To this end, we first propose estimators for these variances and study their a.s. behavior under assumptions of Theorem 3.2 (or Theorem 3.3). Also we assume that the same importance is attached to each element of a cluster by giving them the same weight (w ij ≡ w i ). To estimate c w B θ , we denote B w a the matrix defined by:
and similarly, estimates of C w and V θ will be derived from the functionals
and 
The variables w
and with variances denoted by V i . Clearly,
that can be bounded again by
l (X 11 , θ)). We may conclude by using the Kolmogorov's criterion:
Proofs are similar for C w a and V a .
Note that, under some additional regularity assumptions on the function ψ and its derivatives, one may show (similarly to Lemma 3.1) that previous convergences can turned to be uniform over a ∈ Θ. By this way, B w θ w n , C w θ w n and V θ w n are a.s. consistent estimators of c w B θ , C w θ and V θ respectively. Next, by strengthening the assumptions on the intracluster distribution, especially if P θ is completely determined by its expectation and by the covariance matrix and, if the intra-cluster correlations are the same for each cluster, the existence of moments of order 2 for ψ is only required. This is the case in the following simulation study, where we estimate the relative efficiency defined in (4.1) for the Student distribution. , 2014) . We use an empirical version of the efficiency E f defined in (4.1) with Σ θ and Σ w θ respectively replaced by Σ θ and Σ w θ . Note that here, we use the true value θ to compare the asymptotic efficiencies in an ideal setting. We consider four configurations of 100 v.a. subdivided in 10 clusters:
(1) C1: 9 clusters of size 4 and 1 cluster of size 64; (2) C2: 5 clusters of size 4 and 5 clusters of size 16; (3) C3: 2 clusters of size 4, 1 cluster of size 8, and 7 clusters of size 12; (4) C4: 10 clusters of all sizes from 5 to 15.
We consider zero mean bivariate models (θ = (0, 0) T ) with independent components and Gaussian or Student distribution, the latter with ν degrees of freedom (ν ∈ {1, 3, 9}). We suppose that all the clusters have the same correlation. Consequently, for all j = j ′ :
Cov (X ij , X ij ′ ) = ρ 1 0 0 1 and, Cov (X ij , X ij ) = 1 0 0 1 with i = 1, . . . , 10, ρ ∈]0, 1[.
Here, we present the results obtained with ρ = 0.2 and ρ = 0.8. Finally, the M-estimators considered in this study are: the spatial median, the empirical mean, the Huber estimator, the L p -median with p = 3, 4, 5, 6; Weights are taken to be the same within a given cluster (w ij ≡ w i ).
First we optimize the weights to minimize det(Σ w θ ), using the software Matlab 2010. Table 1 shows that optimal weights have the same order of magnitude for clusters of the same size, whatever the estimator and the correlation ρ. Concerning the simulation framework, these results are in agreement with our theoretical results. Moreover, we observe that weights decrease as the clusters' sizes increase.
In tables 2 to 4, we report different measures of efficiency: (
) 1 2 and, E f defined in (4.1) and estimated by E f = (
refers to the estimated variance of the (weighted) mean while for Student distributions, the (weighted) median will be the chosen reference. Not surprisingly, Huber estimators appear more robust regarding the distribution. Analyzing the results obtained in the case of a bivariate Gaussian distribution with ρ = 0.2 and ρ = 0.8 (Table 2) , we note that, whatever the configuration of clusters, the relative efficiency of all optimally weighted Mestimators is improved (compared to their unweighted version). However, the quality of improvement depends both on configurations of clusters and correlation ρ. The efficiency of weighted estimators of the first configuration (C1) is better than the others, followed (in descending order) by C2, C4 and C3. Indeed the relative efficiency, for the weighted Huber estimator and for ρ = 0.2, is equal to 2.461 for C1, 1.134 for C2, 1.049 for C4 and 1.038 for C3. We also note the impact of clusters' sizes on the variance: the improvement Table 1 . Optimal weights for the weighted spatial median, the weighted Huber estimator and the L p estimator (p = 3) obtained for a centered bivariate Gaussian distribution with ρ = 0.2 and ρ = 0.8 is even better when sizes are heterogeneous and with presence of large clusters but, the values of E f are not too sensitive to the choice of estimators. Next in presence of a strong correlation, the relative efficiency is also improved, and thus smaller is the variance of the weighted M-estimators (relative to their unweighted version). This is particularly the case in presence of large clusters. Considering again the weighted Huber estimator, we get the relative efficiencies 4.019 for C1, 1.33 for C2, 1.103 for C4 and 1.095 for C3 when ρ = 0.8. Finally, we get similar results for the Cauchy and the Student distributions (see tables 3 and 4). 5. Breakdown point 5.1. Computation of the breakdown point. Results of the previous section showed that one may choose weights to minimize the variance of the M-estimators. The benefit over the unweighted verion is especially important for large clusters with high intracorrelation where the best relative efficiency is achieved for small associated weights. By this way, if such clusters include outliers, one may expect a less impact due to their low weights. A possible measure of such robustness is the breakdown point. We recall here the definition given in Donoho and Huber (1983) (see also Davies and Gather (2005) for a discussion paper around this notion). Definition 5.1. The finite sample replacement breakdown point of θ(X) built with n observations is defined by :
where, Y k denotes the corrupted sample from X by replacing k points of X with arbitrary values.
We denote by θ(X) and θ w (X) the unweighted and weighted M-estimators based on X. By reorganizing the indexation in X = {X 1 , . . . , X Nn } with associated weights W = {w 1 , . . . , w Nn }, these estimators can be written as
Their breakdown point is:
where Y k is again the corrupted sample from X with k arbitrary values. In this finite framework, we suppose that Proof. We follow the main steps of the proof given in Nevalainen et al. (2006) for the breakdown point of the spatial median. Clearly k is equal to #{Y k \ (Y k ∩ X)}, where #A denotes the cardinal of A. From the definition of θ(X), we get that the equivalence sup
, with i = 1, . . . , N n and ℓ i , L ∈ N * , the weighted M-estimator can be written a) . Therefore θ w (X), associated with X, is also the unweighted estimator θ( X) where X is defined by each X i of X repeated ℓ i times (and similarly for the set Y k deduced from Y k ). These transformations allow us to write the breakdown point given by (5.1) as:
So using (5.2) and the condition
where, if X i 1 , . . . , X i k are the k points replaced in X, one has to replace ℓ i 1 +· · ·+ℓ i k points in X by arbitrary values to obtain Y k . Moreover #{ X} = Nn i=1 ℓ i , so the breakdown point is given by
Let k * w be the minimal value obtained in (5.3). As k * 0 is given by
LNn N n . Therefore, we may deduce that k * w ≤ k * 0 . In the same way, from the definition of k * 1 and the condition ǫ * Nn ≤ ǫ * LNn , we also get k * w ≥ k * 1 .
From Theorem 5.1, the breakdown point of a weighted M-estimator depends more on its weights than on potential outliers. Furthermore, the proof shows that for w i = ℓ i L , its exact expression takes the form given in (5.3). It is worth noting that if ǫ * LNn and ǫ * 0 are very closed, we get
which generalizes the definition given by Nevalainen et al. (2006) for the weighted spatial median (since they use the asymptotical breakdown point of 0.5 to derive their results). We conclude this section with two remarks enlightening the following facts. The asymptotical breakdown point of the unweighted estimator cannot be improved with weights, and, there is a trade off to reach between optimal efficiency and maximal breakdown point.
Remark 5.2. Suppose that the weighted estimator achieves its maximal breakdown point, ǫ
Nn
, with k * 0 such that
Then, if the weights w i are ranked in ascending order w (1) < · · · < w (Nn) , minimality of k is ensured by replacing the observations with the largest k * 0 weights where k * 0 satisfies
First, we may remark that the minimal improvement of the unweighted breakdown point corresponds to k * 0 = ǫ * 0 N n + 1 where, for the sake of clarity, we choose N n such that ǫ * 0 N n is again an integer. The second part of (5.4) becomes
w (Nn−i) < ǫ * 0 N n . As this sum includes ǫ * 0 N n terms, necessarily one gets that
This leads us to a contradiction: on one hand
and on the other hand, ) of the data, then from the first equation of (5.4), we have to overweight (with weights not smaller than one) ǫ * 0 N n observations in θ w (X) to reach this value. Thus unfortunately, at least in the case where w ij ≡ w i , it seems that there is no hope to simultaneously maximize the breakdown point and the relative efficiency (since the smallest weights are assigned to the largest clusters and, consequently to the largest number of values). This is illustrated in the following section.
Numerical results.
In this part we evaluate the breakdown point of the weighted spatial median and the weighted Huber estimator, whose unweighted versions have a maximal breakdown point, ǫ * 0 = 0.5. We consider the configurations (C1-C4) defined in section 4.2 and we consider a centered bivariate Gaussian distribution with ρ = 0.2 and ρ = 0.8. We select the optimal weights (with w ij ≡ w i , i = 1, . . . , 10) maximizing the relative efficiency (see Table 1 ). The breakdown points computed for these two estimators are presented in Table 5 : in each case, they are far less than 50%. Variations are observed according to the number of variables by clusters and according to the correlation. Both a strong correlation and the presence of large clusters worsen the breakdown point (see for example the configuration C1). We conclude that optimal weights improve significantly the efficiency but can drastically reduce the breakdown point. By assumption, the elements of the matrixψ(X ij , θ) are square integrable, as well as for the elements ofψ(X ij , a). We verify Kolmogorov's condition with the same procedure as for establishing the convergence of M w n (a) = 1 Nn n i=1 m i j=1 w ij ρ(X ij , a). By this way, we get the a.s. convergence for the term defined in (A.1). Next for all a, the elements ofψ(X ij , a) are dominated by some function F (X ij ), supposed to be square integrable and independent from a. This implies the Kolmogorov's condition for the sequence m i j=1 w ij F (X ij ) implying in turn thatT w n (a) = O p (1) uniformly in a.
