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Abstract
In this paper we study a proposal of Nekrasov, Rosly and Shatashvili that describes
the effective twisted superpotential obtained from a class S theory geometrically as a
generating function in terms of certain complexified length-twist coordinates, and ex-
tend it to higher rank. First, we introduce a higher rank analogue of Fenchel-Nielsen
type spectral networks in terms of a generalized Strebel condition. We find new sys-
tems of spectral coordinates through the abelianization method and argue that they
are higher rank analogues of the Nekrasov-Rosly-Shatashvili Darboux coordinates.
Second, we give an explicit parametrization of the locus of opers and determine the
generating functions of this Lagrangian subvariety in terms of the higher rank Dar-
boux coordinates in some specific examples. We find that the generating functions
indeed agree with the known effective twisted superpotentials. Last, we relate the
approach of Nekrasov, Rosly and Shatashvili to the approach using quantum periods
via the exact WKB method.
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1 Introduction and summary
Suppose T is a four-dimensional N = 2 quantum field theory. In this paper we
restrict ourselves to quantum field theories obtained from compactification of the six-
dimensional (2, 0) theory of type g on a possibly punctured Riemann surface C. Then T
is called a theory of class S . For simplicity, we assume g = AK−1.
The low energy dynamics of T is described in terms of the prepotential F0(a;m, q), a
holomorphic function of the Coulomb moduli a = (a1, . . . , aK−1), the mass parameters
m = (m1, . . . ,mn) and the UV gauge couplings q = (q1, . . . , q3g−3+n).
The prepotential F0(a;m, q) is related to a classical algebraically integrable system [1].
It may be interpreted as a generating function of a Lagrangian submanifold L0 relating
the Coulomb parameters a to the dual Coulomb parameters aD = ∂aF0. For theories of
class S this integrable system is a Hitchin system associated to C [2, 3, 4].
Consider T in the background
R4 = R21,2 ⊕R23,4 (1.1)
where we turn on the so-called Ω-deformation with complex parameters e1 and e2, both
with the dimension of mass, corresponding to the two isometries rotating the planes R21,2
andR23,4, respectively. The low energy dynamics of the resulting theory Te1,e2 is described
in terms of the e1, e2-deformed prepotential F (a;m, q, e1, e2). Then e1e2F (a;m, q, e1, e2) is
analytic in e1, e2 near zero and becomes the prepotential F0(a;m, q) in the limit e1, e2 → 0
[5, 6, 7]. That is,
F (a;m, q, e1, e2) = 1
e1e2
F0(a;m, q) + . . . , (1.2)
with . . . denoting terms regular in e1 and e2.
1.1 Effective twisted superpotential
Instead, consider T in the background R4 where we only turn on the Ω-deformation
with parameter e1 = e. This is sometimes called the Nekrasov-Shatashvili limit. The
resulting theory Te preserves a two-dimensional N = (2, 2) super-Poincare invariance.
In [8] it is proposed that, in the infrared limit, Te has an effective two-dimensional
description in terms of K − 1 abelian gauge multiplets coupled to an effective twisted
superpotential W˜eff(a;m, q, e) for the twisted chiral fields in these gauge multiplets. This
effective twisted superpotential should be obtained from the four-dimensional prepoten-
tial as
W˜eff(a;m, q, e) = lim
e2→0
e2F (a;m, q, e1 = e, e2), (1.3)
where we denote the complex vevs of the twisted chiral fields by a = (a1, . . . aK−1). In
particular, this implies that
W˜eff(a;m, q, e) =
1
e
F0(a;m, q) + . . . , (1.4)
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where . . . are terms regular in e.
Since the gauge theory partition function
Z(a;m, q, e1, e2) = expF (a;m, q, e1, e2), (1.5)
also known as the Nekrasov partition function, is the product of a one-loop perturbative
contribution and a series of exact instanton corrections, we find that the effective twisted
superpotential W˜eff(a;m, q, e) can similarly be written in the form
W˜eff(a;m, q, e) = W˜effclas(a;m, e) log q+ W˜
eff
1−loop(a;m, e) + W˜
eff
inst(a;m, e). (1.6)
The perturbative part has a classical contribution, proportional to log q, and a 1-loop-
term, which is independent of q. The instanton part has an expansion in powers of q of
the form
W˜effinst(a;m, q, e) =
∞
∑
k=1
W˜effk (a;m, e) q
k. (1.7)
For theories T with a known Lagrangian description, these terms have been computed
explicitly, and the effective twisted superpotential W˜eff(a;m, q, e) has a known expression.
Note that for a superconformal theory T the function W˜eff(a;m, q, e) can simply be
recovered from W˜eff(a;m, q, 1) by scaling the Coulomb and mass parameters with e−#,
where # is their mass dimension. In the following we often leave out e from the notation,
knowing that we can simply reintroduce it by scaling the Coulomb and mass parameters.
Example. Let Te be the four-dimensional N = 2 superconformal SU(2) theory coupled
to four hypermultiplets in the partial Ω-background with parameter e.
The classical contribution to its effective twisted superpotential is simply
W˜effclas(a;m, e) =
a2
4e
. (1.8)
The 1-loop contribution exp W˜eff1−loop may be computed as a product of determinants of
differential operators. There is a certain freedom in its definition due to the regularization
of divergencies, which implies that it is only determined up to a phase [9, 10]. For a
distinguished choice of phase exp W˜eff1−loop may be identified with the square-root of the
product of two Liouville three-point functions in the Nekrasov-Shatashvili (or c → ∞)
limit. In this “Liouville scheme” the 1-loop contribution is of the form
W˜eff1−loop(a,m; e) = W˜
eff
vector(a; e) + W˜
eff
hyper(a;m, e) (1.9)
with
W˜effvector(a; e) = −
1
2
Υ(−a)− 1
2
Υ(a) (1.10)
W˜effhyper(a;m, e) =
1
2
4
∑
l=1
Υ
(
e+ a+ml
2
)
+
1
2
4
∑
l=1
Υ
(
e− a+ml
2
)
, (1.11)
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where
Υ (x) =
∫ x
1
2
du log
Γ(u)
Γ(1− u) . (1.12)
The instanton contributions may be written as a sum over Young tableaux [5, 6]. In
particular, the 1-instanton contribution is given by
W˜eff1 (a;m, e) =
4
∏
l=1
(a+ml + e)
16a(a+ e)
+
4
∏
l=1
(a−ml − e)
16a(a− e) . (1.13)
The effective twisted superpotential W˜eff(a;m, q, e) not only characterizes the low en-
ergy physics of the theory Te. According to the philosophy of [8], it may also be identified
with the Yang-Yang function governing the spectrum of a quantum integrable system.
This quantum integrable system is the quantization of the classical algebraic integrable
system describing the low energy effective theory of the four-dimensional N = 2 theory
T. The deformation parameter e plays the role of the complexified Planck constant. For
theories of class S it is thus a quantization of a Hitchin system associated to C.
Nekrasov, Rosly and Shatashvili [11] found yet a different, geometric, interpretation
of W˜eff as a generating function Woper of the space of so-called opers on the surface C.1
Let us try to motivate this next.
1.2 Nekrasov-Rosly-Shatashvili correspondence
The Nekrasov-Rosly-Shatashvili correspondence has its roots in the close relation be-
tween theories of class S and Hitchin systems.
Suppose T is a theory of class S . If we compactify T further down to three dimensions
on a circle of radius R, the resulting theory has an effective description at low energies
as a three-dimensional N = 4 sigma model, whose target space is the moduli spaceM
of solutions (A, ϕ) to the Hitchin equations (with suitable boundary conditions at the
punctures)
F+ R2[ϕ, ϕ] = 0
∂Aϕ = 0 (1.14)
∂Aϕ = 0.
on C. Here, A is a G-connection in a topologically trivial G-bundle E (endowed with
a holomorphic structure via ∂A) on C and ϕ ∈ End(E) ⊗ KC the Higgs field with ap-
propriate boundary conditions at the punctures. Furthermore, ϕ denotes the hermitian
conjugate of ϕ with respect to a metric for which A is the Chern connection.
Hitchin’s moduli spaceM is equipped with a natural hyperkahler structure. In partic-
ular, this means that it has a P1 worth of complex structures J(ζ), parametrized by ζ ∈ P1,
and a holomorphic symplectic form Ωζ that is holomorphic at each fixed ζ.
1This geometric description of the Yang-Yang function was found independently by Teschner as the
c→ ∞ limit of Virasoro conformal blocks [12]. The two are related by the AGT correspondence [13].
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The moduli spaceMζ=0 can be identified with the moduli space of Higgs bundles (or
its complex conjugate for ζ = ∞). Higgs bundles are tuples (E, ∂, ϕ) where (E, ∂) is a
holomorphic vector bundle and ϕ is the Higgs field as above.
The Hitchin fibrationMζ=0 → B is a proper holomorphic map obtained by mapping
the Higgs bundle
(E, ∂, ϕ) 7→ det(x− ϕ) (1.15)
to the characteristic polynomial of ϕ. This gives the moduli space of Higgs bundles the
structure of an integrable system. For G = SU(K), the characteristic polynomial det(x−
ϕ) determines a K-fold ramified covering
Σ = {x ∈ T∗C det(x− ϕ) = 0} ⊂ T∗C (1.16)
over C.
The spectral curve Σ is also known as the Seiberg-Witten curve, and the tautological
1-form λ pulled back to Σ ⊂ T∗C is called the Seiberg-Witten differential. The base B
of the Hitchin fibration parametrizes the Coulomb vacua of the four-dimensional N = 2
theory T.
The nonabelian Hodge correspondence identifies the Hitchin moduli space Mζ , for
ζ ∈ C∗, with the moduli space of flat SL(K,C)-connections on C. Indeed, given a solution
of the Hitchin equations (A, ϕ) and ζ ∈ C∗, we can form a flat SL(K,C)-connection
A = R
ζ
ϕ+ A+ Rζϕ. (1.17)
We denoteMζ=1 =Mflat(C, SL(K)).
The corresponding moduli space of flat connectionsMflat(C, SL(K)) is holomorphic
symplectic, and furthermore supports a distinguished complex Lagrangian subspace, the
space L of SL(K) opers on C [14].
An SL(K) oper (E, {Ei},∇) is defined as a rank K holomorphic vector bundle E over
C, equipped with a flat meromorphic connection ∇ and a filtration 0 = E0 ⊂ . . . ⊂
EK−1 ⊂ EK = E satisfying [15, 16]
(i) ∇Ei ⊂ Ei+1 ⊗Ω1C(D), where D is the divisor of poles;
(ii) the induced maps ∇ : Ei/Ei+1 → (Ei+1/Ei)⊗Ω1C(D) are isomorphisms;
(iii) E has trivial determinant (with fixed trivialization) and ∇ induces the trivial con-
nection on it.
It can be shown that any (E,∇) admits at most one oper structure, and thus we can indeed
identify opers with a subspace ofMflat(C, SL(K)).
More concretely, any SL(K) oper can locally be written as a Kth order linear differential
operator
D = ∂Kz + t2(z) ∂
K−2
z + . . . + tK(z), (1.18)
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whose (K − 1)th derivative vanishes. More precisely, we consider families of SL(K)-
valued e-opers whose coefficients are dependent on the complex parameter e. These may
be obtained in the conformal limit R, ζ → 0, while R/ζ = e is kept fixed, of the family of
flat connections (1.17) [17, 18].
Let us choose a Darboux coordinate system onMflat(C, SL(K)), say xi, yi with
{xi, yj} = δij. (1.19)
Since the opers on C define a complex Lagrangian submanifold of Mflat(C, SL(K)), we
can guarantee they posses a generating function in this coordinate chart. This function
Woper is defined through the equation
yi =
∂Woper(x, e)
∂xi
. (1.20)
and determined uniquely up to a constant in x.
Let us now go back to the beginning of this introduction, and consider T in the four-
dimensional background
M = D2 ×R2, (1.21)
where D2 is topologically a disk with the cigar metric ds2 = dr2 + f (r)dφ2. Here f (r) ∼ r2
for r → 0 and f (r) ∼ R2 for r → ∞, for some constant R > 0. We should think of D2
as a “cigar”, a degenerate S1 fibration over the positive axis R+, parametrized by r > 0.
Suppose we furthermore turn on a Ω-deformation with complex parameter e, with the
dimension of mass, corresponding to the isometry generated by ∂/∂φ.
The resulting theory Te similarly preserves aN = (2, 2) super-Poincare algebra, and is
described by the same effective twisted superpotential W˜eff(x;m, q, e). Furthermore, the
Omega-deformation can be undone away from the tip of the cigar, at r = 0, in exchange
for a field redefinition [19].
If compactified to three dimensions along the S1-fiber of the cigar D2, the resulting
theory may be studied in the infrared limit as a three-dimensional N = 4 sigma model
with worldsheet R+ ×R2 into the Hitchin moduli spaceM. The boundary condition at
r = 0 is known to be specified by the space of opers L [19].
Nekrasov, Rosly and Shatashvili proposed that, as a consequence of this picture,
W˜eff(a;m, q, e) = Woper(a;m, q, e) (1.22)
when we identified the Darboux coordinates xi with the two-dimensional scalars ai [11].
More precisely, they studied this conjecture for K = 2, where they introduced a partic-
ular Darboux coordinate system on Mflat(C, SL(2)), which we will refer to as the NRS
Darboux coordinates. They found that the correspondence (1.22) holds provided the gen-
erating function of the space of SL(2) opers is expressed in the NRS Darboux coordinates.
7
1.3 Summary of results
In this paper we refine the methods to verify the NRS correspondence for SU(2) gauge
theories and find the ingredients to extend the NRS correspondence to any superconfor-
mal theory of class S . That is, we find a way to construct the NRS Darboux coordinates,
to describe the relevant spaces of opers, and to compute the generating functions of these
spaces of opers. Our main two examples are the superconformal SU(2) theory with four
hypermultiplets and the superconformal SU(3) theory with six hypermultiplets. In these
examples we calculate the generating function Woper(a;m, q) analytically in a perturba-
tion in q and compare to the known effective twisted superpotential W˜eff(a;m, q).
The first part of this paper describes the realization of the NRS Darboux coordinates
as spectral coordinates through the abelianization method [20, 21], and the construction
of the desired generalization of the NRS Darboux coordinates in higher rank.
Given a spectral network W on C and a generic SL(K) flat connection ∇ on C, to-
gether with some “framing” data, abelianization is a way of bringing the flat connection
∇ in an almost-diagonal form, such that it may be lifted to a GL(1) connection on the spec-
tral cover Σ. The spectral coordinates attached to ∇ can then be read off as the abelian
holonomies along the 1-cycles on Σ.
The spectral networks that feature in this paper are a higher rank generalization of
the Fenchel-Nielsen networks introduced in [21]. They are dual to a pants decomposi-
tions of C and may be generated by a generalized Strebel condition, which we formulate
around equation (3.9). If the Riemann surface C is built out of three-punctured spheres
with one minimal and two maximal punctures, by gluing the maximal punctures, there
is an essentially unique generalized Fenchel-Nielsen network. We call this a generalized
Fenchel-Nielsen network of length-twist type.
The relevant moduli spaceMCflat(C, SL(K)) is the moduli space of flat connections on
C with fixed conjugacy classes at each puncture. We require that each conjugacy class is
semisimple, with K distinct eigenvalues for a maximal puncture and K − 1 equal eigen-
values for a minimal puncture (and more generally, a partition of K eigenvalues corre-
sponding to a puncture labeled by any Young diagram).
Abelianization for generalized Fenchel-Nielsen networks is a generalization of abelian-
ization for Fenchel-Nielsen networks as described in [21]. The framing data for general-
ized Fenchel-Nielsen network of length-twist type consists of an ordered choice of eigen-
lines at each puncture and pants curve. We spell out the resulting abelianization map in
our two main examples and argue that it is 1-1.
Any Fenchel-Nielsen network comes with two “resolutions”, representing how we
think of the walls as infinitesimally displaced. Let us denote the spectral coordinates for
the British resolution as X+i ,Y
+
i and the spectral coordinates for the Americal resolution
as X−i ,Y
−
i . In [21] it was already established that both sets of spectral coordinates are
examples of exponentiated complexified Fenchel-Nielsen length-twist coordinates (for a
general choice of twist). In this paper we additionally find that the exponentiated NRS
Darboux coordinates can be realized as “averaged” spectral coordinates
Xi = X+i = X
−
i and Yi =
√
Y+i Y
−
i . (1.23)
8
which in particular fixes the twist ambiguity present in their definition.
Similarly, abelianization for generalized Fenchel-Nielsen networks leads to the desired
higher rank versions of the NRS Darboux coordinates. We compute the associated trace
functions in our SU(3) example in §7.
In the second part of the paper we describe the relevant spaces of opers
L ⊂MCflat(C, SL(K)) (1.24)
and obtain an explicit description of its generating function in the (generalized) NRS Dar-
boux coordinates.
We find that the opers associated to a theory of class S with regular defects are locally
described as Fuchsian differential operators with fixed semi-simple conjugacy classes at
the punctures. Whereas for a surface C with only maximal punctures there are no further
constraints, the space of opers on a surface C with other types of regular punctures is
obtained by restricting the local exponents at the punctures, while keeping the conjugacy
matrices semi-simple. This is analogous to the way that the space of differentials for a
surface C with arbitrary regular punctures may be obtained from the space of differentials
for the surface C with only maximal punctures, although the condition is different.
In particular, this implies that the locus of opers for the superconformal SU(2) the-
ory coupled to four hypers is described by the family of Heun’s opers, characterized by
the differential equation (8.30), whereas the locus of opers for the superconformal SU(3)
theory coupled to six hypers is described by the family of “generalized Heun’s opers”,
characterized by the differential equation (8.79). These families reduce in the limit q → 0
to the hypergeometric and generalized hypergeometric oper, respectively.
We describe how to calculate the monodromy representation explicitly for the fam-
ily of (generalized) Heun’s opers as a perturbation in the parameter q, and compute the
result up to first order corrections in q. This is a generalization of the leading order com-
putations of [22, 23], and a non-trivial extension of the work of [24] which computes the
monodromy matrix around the punctures at z = 0 and z = q in a perturbation series in
q. The computation may be generalized to any family of opers that depends on a small
parameter.
We then calculate the generating function Woper(a;m, q) in the (generalized) NRS Dar-
boux coordinates by comparing the monodromy representation for the opers to the mon-
odromy representation in terms of the spectral coordinates. For the superconformal SU(2)
theory with N f = 4 we find
Woper(a;m, q) = Woperclas (a;m) log q+W
oper
1−loop(a;m) +W
oper
1 (a;m) q+O(q2), (1.25)
where the classical and the 1-loop contribution are computed in equation (10.16), and the
1-instanton contribution in equation (10.25). For the superconformal SU(3) theory with
N f = 6 we find a similar expansion, where the classical and the 1-loop contribution are
computed in equation (10.46).
We find thatWoper1−loop(a;m) in the SU(2) example equals the field theory expression (1.9).
This computation is similar to and in agreement with the computation in [10]. Fur-
thermore, we find that the 1-instanton correction Woper1 (a;m) is equal to (1.9), the four-
dimensional 1-instanton correction in the Nekrasov-Shatashvili limit e2 → 0.
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The interpretation of generating function Woper(a,m, q) in the SU(3) example is simi-
lar. In particular, expWoper1−loop(a;m) computes the square-root of the product of two Toda
three-point functions with one semi-degenerate primary field in the Nekrasov-Shatashvili
limit.
We conclude that our computation of the generating function of opers Woper(a;m, q),
expressed in the generalized Nekrasov-Rosly-Shatashvili Darboux coordinates, indeed
agrees with the known effective twisted superpotential W˜eff(a;m, q). Particularly inter-
esting is that, while the computation of the generating function Woper(a;m, q) is a pertur-
bation series in q, it is exact in e.
Given an SL(2) e-oper ∇oper(e) there is yet another method to compute its mon-
odromy representation. This is sometimes referred to as the exact WKB method (see [25]
for a good introduction). In the last part of this paper we compare abelianization to the
exact WKB method.
We argue that the monodromy representation for the oper ∇oper(e) computed using
the abelianization method is equal to its monodromy representation computed using the
exact WKB method, when the spectral network is chosen to coincide with the Stokes
graph, and with an appropriate choice of framing data. In this correspondence the so-
called Voros symbols are identified with the spectral coordinates.
As a consequence it follows that the spectral coordinates Xγ, when evaluated on the
e-oper ∇oper(e), have good WKB asymptotics in the limit e → 0. In this limit Xγ is
computed by what is sometimes called the quantum periodΠγ(e) associated to∇oper(e).
The asymptotic expansion in e of the generating function Woper(e) may thus be simply
found from the equation
logΠB =
∂Woper(ΠA, e)
∂ logΠA
. (1.26)
This relates the Nekrasov-Rosly-Shatashvili correspondence to other approaches for com-
puting the effective twisted superpotential [26].
We emphasize though that while the quantum periods are not particularly sensitive
to the choice of Stokes graph, the exact resummed expressions are. In particular, the exact
expression for the twisted effective superpotential W˜eff(a, e) can only be found by apply-
ing the exact WKB method to the oper ∇oper(e) where the phase of e (and of other pa-
rameters) is chosen such that the corresponding Stokes graph is of Fenchel-Nielsen type.
The results (1.25) then show that there are no non-perturbative corrections to W˜eff(e), in
agreement with [6].
Part of the importance of our approach lies in the fact that the geometric problem
makes perfect sense regardless of the types or number of defects present, circumventing
the need for a Lagrangian description of the theory to determine the superpotential. Thus,
while the superpotentials in examples we study are well-known, our perspective suggests
the possibility of going further and analyzing non-Lagrangian theories.
From a mathematical perspective, we have given a description of the monodromy
representation of opers on a (punctured) surface C in a series expansion in its complex
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structure parameters and verified a prediction for the generating function of a particular
interesting Lagrangian subspace inside the moduli space of flat connections in a few im-
portant examples. It is reasonable to expect that known gauge theory results can predict
their description in more general cases.
1.4 Outline of the paper
This paper is organized as follows.
We start in §2 with a brief review of Seiberg-Witten geometry to set notations and to
introduce our two main examples, the superconformal SU(2) theory with N f = 4 and the
superconformal SU(3) theory with N f = 6.
In §3 we recall the definition of a spectral network and of a Fenchel-Nielsen type spec-
tral network. We find a higher rank generalization of Fenchel-Nielsen networks and re-
late this to a generalized Strebel condition on the differentials. We use this to generate
examples of generalized Fenchel-Nielsen networks on the four-punctured sphere.
In §4 we define the moduli space of flat connectionsMCflat(C, SL(K)) with fixed conju-
gacy classes C at the punctures, and specify these conjugacy classes for the different kinds
of punctures relevant to this paper. We then review the definition of the Fenchel-Nielsen
length-twist coordinates, and generalize these length-twist coordinates to higher rank.
In §5 and §6 we show how to realize the higher rank length-twist coordinates as spec-
tral coordinates through the abelianization method. Section 5 contains some general back-
ground on abelianization, whereas §6 focuses on our two main examples. In particular,
we show in the latter section that the abelianization and non-abelianization mappings are
1-1. We then collect the resulting monodromy representations in terms of higher rank
length-twist coordinates in §7.
Section 8 starts off with a gentle introduction to opers, after which we introduce the
relevant families of opers to our main examples. This is the family of Heun’s opers for the
superconformal SU(2) theory and the family which we term generalized Heun’s opers for
the superconformal SU(3) theory. In §9 we compute the monodromies of these opers in a
perturbation series in the complex structure parameter q.
The final computations of the generating function of opers are contained in §10. In-
deed, we find that in our two example the generating function agrees with the effective
twisted superpotential in an expansion in the parameter q, up to a spurious factor that
does not depend on the Coulomb parameter a.
In §11 we comment on the relation of the abelianization method with the exact WKB
method and relate the NRS conjecture to other proposals for computing the effective
twisted superpotential.
Notational conventions
Throughout, by punctured surface we will mean either the compact surface C equipped
with the corresponding divisor of poles, or the noncompact C (i.e. C with points removed)
– it should be clear from the context which is meant. D will always denote the reduced
divisor of poles. The number n always refers to the number of punctures.
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Mass parameters will usually be omitted from notation, but are present everywhere
and assumed fixed from the outset, and satisfying necessary genericity assumptions.
We will sometimes shorten the surface equipped with defects (C,D) to Cz1,...,zn , leav-
ing masses implicit, and underlining so-called “minimal” punctures.
KC will always denote the canonical bundle of the compactified curve, and we always
assume from the outset that we have fixed a choice of K1/2C .
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2 Class S geometry
Fix a positive integer K, sometimes called the “rank”, and a possibly punctured Rie-
mann surface C. We equip the Riemann surface with a collection
D = {Dl} (2.1)
of “regular defects” at each puncture zl. Each such defect Dl is labeled by a Young dia-
gram Yl with K boxes and a collection of compatible “mass” parameters (ml,i)i=1,...,K with
∑Ki=1 ml,i = 0. The height of each column in the Young diagram encodes the multiplicities
of coincident mass parameters.
To each choice (K,C,D) corresponds a four-dimensional N = 2 superconformal field
theory S[AK−1,C,D] of type AK−1 with defectsD of “regular” type, which will henceforth
denote more compactly as
T = TK[C,D]. (2.2)
This is a so-called “theory of class S” [3].
The surface C is known as the UV curve of the theory T. It encodes the microscopic
definition of the theory. Complex structure parameters correspond to gauge couplings of
the theory, whereas the data at the punctures encodes flavour symmetries. The flavour
symmetry associated to a puncture labeled by the Young diagram Y is
S[U(n1)× · · · ×U(nk)], (2.3)
where n1, . . . , nk count columns of Y with the same height.
The Coulomb branch B = B(T) of the theory T is equal to the corresponding Hitchin
base, parametrized by tuples
(ϕ2, . . . , ϕK) ∈ B =
K⊕
i=2
H0(C,KC(D)⊗i) (2.4)
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of k-differentials ϕk on C, with regular singularities of the appropriate pole structure at
the punctures. Here D = ∑ni=1 1 · zi denotes the divisor of punctures, and the residues are
taken to be fixed at each puncture.
Thus, B is an affine space for the space of differentials with strictly lower order poles
(possibly with restrictions as described below). Concretely, ϕk is given locally by
ϕk(z) = uk(z)dz⊗k (2.5)
where the function uk(z) has at most a pole of order k at each puncture.
To each tuple (ϕ2, . . . , ϕK) we can associate a spectral curve Σ ⊂ T∗C, which is defined
by the equation
λK + λK−2ϕ2 + . . . + ϕK = 0, (2.6)
where λ is the tautological 1-form on T∗C, locally given by λ = wdz.
The spectral curve Σ is known as the Seiberg-Witten curve, and the restriction of λ to Σ
is called the Seiberg-Witten differential. The K residues of λ at each puncture zi are fixed
to be the mass parameters mi,j. The Seiberg-Witten curve is a possibly ramified K-fold
branched covering
pi : Σ→ C. (2.7)
Together with the Seiberg-Witten differential this curve captures the low-energy data of
the theory T.
Just as any Riemann surface C can be glued out of three-punctured spheres, the basic
building blocks of theories of class S are those corresponding to three-punctured spheres.
The possible building blocks are specified by the integer K and the choice of defects.
Some building blocks have an elementary field theory description in terms of well-
known matter multiplets of the N = 2 algebra, others are described as intrinsically
strongly coupled (non-Lagrangian) SCFTs.
In particular, none of the building blocks involve any gauge multiplets. These are only
introduced when gluing the three-punctured spheres. On the level of the N = 2 theory
this corresponds to gauging the corresponding flavour symmetry groups.
Our main examples in this paper are the theories TK[C,D]where C is the four-punctured
sphere P10,q,1,∞, with q ∈ C \ {0, 1}, and the rank of the bundle is either K = 2 or K = 3.
In the following we briefly review their geometry.
2.1 K = 2
For K = 2 there is only one possible regular defect, labeled by the Young diagram
(2.8)
consisting of one row with two boxes. The mass parameters corresponding to this defect
are generic, with ml,2 = −ml,1. In the corresponding four-dimensional quantum field
theory this decoration corresponds to an SU(2) flavour symmetry group. In particular,
this implies that there is a single building block T2[P10,1,∞].
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Example. The theory T2[P10,1,∞] describes a half-hypermultiplet in the trifundamental
representation of SU(2)0 × SU(2)1 × SU(2)∞. Its Coulomb branch B is a single point
corresponding to the quadratic differential
ϕ2(z) = −m
2
∞z2 − (m2∞ +m20 −m21)z+m20
4z2(z− 1)2 (dz)
2, (2.9)
for fixed values of the parameters m0, m1 and m∞. The combinations
±m0±m1±m∞
2 corre-
spond to the (bare) masses.
Figure 1: The UV curve for the theory T2[P10,q,1,∞].
Gauge fields are introduced by gluing three-punctured spheres. The corresponding
complex structure parameters q are identified with the gauge couplings e2piiτ. The limit
q→ 0 corresponds to the weakly coupled description of the gauge theory at a cusp of the
moduli space. For every pants cycle α there is a Coulomb parameter a0, which is defined
as the period integral a0 =
∮
A λ along a lift A of the pants cycle.
Example. The theory T2[P10,q,1,∞] corresponds to the superconformal SU(2) gauge theory
coupled to four hypermultiplets, see Figure 1. Its Coulomb branch B is 1-dimensional
and parametrized by the family of quadratic differentials
ϕ2(z) = −
(
m20
4z2
+
m2
4(z− q)2 +
m21
4(z− 1)2 (2.10)
+
m20 +m
2 +m21 −m2∞
4z(z− 1) −
u
z(z− q)(z− 1)
)
(dz)2,
where the parameter u is free and the parameters m0, m, m1 and m∞ are fixed. The com-
binations m0±m2 and
m1±m∞
2 correspond to the (bare) masses of the four hypermultiplets.
The corresponding Seiberg-Witten curve Σ is (after compactifying) a genus one cov-
ering of P10,q,1,∞ with four simple branch points. Let A be the lift of the 1-cycle α going
counterclockwise around the punctures at z = 0 and z = q. The Coulomb parameter
a0 = a0(u) is defined as the period integral a0 =
∮
A λ.
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2.2 K = 3
For K = 3 there are two types of punctures, which we will refer to as “maximal” and
“minimal” punctures. For a maximal puncture zl the mass parameters ml,i are generic
with ml,1 6= ml,2, whereas for a minimal puncture ml,1 = ml,2. (Sometimes the maximal
puncture is called a “full” puncture, and the minimal puncture a “partial” puncture.)
A maximal puncture is labeled by the Young diagram
(2.11)
consisting of one row with three boxes. In the corresponding quantum field theory this
defect corresponds to an SU(3) flavour symmetry group.
A minimal puncture is labeled by the Young diagram
(2.12)
consisting of one row with two boxes and one row with a single box. In the corresponding
quantum field theory this decoration corresponds to a U(1) flavour symmetry group.
In terms of the Seiberg-Witten differential, a maximal puncture at z = zl turns into a
minimal puncture if it satisfies two requirements:
(i) Two of the masses at the puncture should coincide:
ml,1 = ml,2 = ml. (2.13)
(ii) The discriminant of
λ3 + (z− zl)2ϕ2 λ+ (z− zl)3ϕ3 (2.14)
should vanish up to order (z− zl)2. This enforces two simple branch points of type
(ij) of the covering to collide with the puncture at z = zl.
Example. The theory T3[P10,1,∞] with three maximal punctures, see on the right of Fig-
ure 2, is the so-called E6 Minahan-Nemeschansky theory. Microscopically its flavour sym-
metry group is SU(3)1× SU(3)2× SU(3)3. In the low energy limit this group is enhanced
to E6.
The Coulomb branch B of the theory T3[P10,1,∞] is described by the 1-dimensional fam-
ily of differentials
ϕ2 =
c∞z2 − (c0 − c1 + c∞)z+ c0
z2(z− 1)2 (dz)
2 (2.15)
ϕ3 =
d∞z3 + uz2 + (d0 + d1 − d∞ − u)z− d0
z3(z− 1)3 (dz)
3, (2.16)
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Figure 2: Left: the UV curve for the free bifundamental hypermultiplet T3[P10,1,∞]. Right:
the UV curve for the non-Lagrangian E6 theory T3[P10,1,∞].
where u is a free parameter, whereas the parameters cl and dl are fixed and can be written
as combinations of SU(3)1 × SU(3)2 × SU(3)3 mass parameters. If we choose
cl =
1
4
(−m2l,1 −ml,1ml,2 −m2l,2) (2.17)
dl =
1
8
(ml,1ml,2(ml,1 +ml,2)) (2.18)
then the residues at the punctures z = l are {ml,12 ,
ml,2
2 ,
−ml,1−ml,2
2 }, respectively.
The Seiberg-Witten curve Σ defines a 3-fold ramified covering over the UV curve
P10,1,∞, with generically six simple branch points. This implies that Σ is a punctured genus
one Riemann surface. In contrast to weakly coupled gauge theories, the Seiberg-Witten
curve has no distinguished A-cycle.
As a matter of notation, let us henceforth write (C,D) as Cz1,...zn , and denote a minimal
puncture by underlining the position of the puncture. Mass parameters are left implicit.
Example. The theory T3[P10,1,∞] with two maximal and one minimal puncture, see on the
left of Figure 2, corresponds to a free hypermultiplet in the bifundamental representa-
tion of SU(3)0 × SU(3)∞. We find its Coulomb vacua by applying the constraints (2.13)
and (2.14) to the family of T3[P10,1,∞]−differentials described in equation (2.15) and (2.16)
at z = 1. Concretely, the latter constraint implies that
u =
(m1
2
)3 − d0 − 2d∞ + m12 (c0 − c∞). (2.19)
The Coulomb branch is thus reduced to a single point ϕbif = (ϕbif2 , ϕ
bif
3 ).
The resulting Seiberg-Witten curve Σ determines a 3-fold ramified covering of the
UV curve P10,1,∞ with four simple branch-points. It is therefore a punctured genus zero
surface.
These two examples provide the possible building blocks for K = 3 theories [3, 27].
Gauge fields can be introduced by gluing three-punctured spheres at maximal punctures.
The gauge coupling corresponds to the complex structure parameter q, where the gluing
is performed in a standard way according to the transition z1z2 = q.
16
Example. The theory T3[P10,q,1,∞] is the superconformal SU(3) gauge theory coupled to
N f = 6 hypermultiplets. It may be obtained by gluing two three-punctured spheres with
two maximal and one minimal puncture. Its Coulomb branch B is parametrized by two
parameters u1 and u2.
The explicit form of the differentials ϕ2 and ϕ3 can be obtained as before. First we
write down the most generic quadratic and cubic differential with regular poles at the
punctures. Eight of the twelve parameters are fixed by writing the residues at each punc-
tures in terms of the mass parameters. Two more parameters are fixed by additional
requirements at both minimal punctures, analogous to equation (2.13) and (2.19). The
resulting differentials can be written in the form
ϕ2 =
c0
z2
+
c
(z− q)2 +
c1
(z− 1)2 +
c∞ − c0 − c− c1
z(z− 1) +
u1
z(z− q)(z− 1) (2.20)
ϕ3 =
d0
z3
+
d
(z− q)3 +
d1
(z− 1)3 +
d∞ − d0 − d− d1
z(z− q)(z− 1) + (2.21)
+
(1− q)(4c0 − 3m2 − 3m21 − 4c∞)m1
8z(z− 1)2(z− q) +
u2
z2(z− q)(z− 1) (2.22)
− u1
z(z− 1)2(z− q)2
(m1
2
(z− q) + m
2
(z− 1)
)
(2.23)
where c, d are as above.
The resulting Seiberg-Witten curve Σ is a genus two covering of P10,q,1,∞ with eight
simple branch points. The two Coulomb parameters a10 and a
2
0 are defined as the period
integrals a10 =
∮
A(1) λ and a
2
0 =
∮
A(2) λ along two independent lifts of the pants cycle α to
the Seiberg-Witten curve.
3 Generalized Fenchel-Nielsen networks
Fix a pants decomposition of the punctured curve C. In this section we define a type
of spectral network on C that respects this pants decomposition, called a Fenchel-Nielsen
network when K = 2 and a generalized Fenchel-Nielsen network when K > 2. We begin
with a brief introduction to spectral networks. More precisely, we describe a subclass of
networks known as WKB spectral networks. A more general definition can be found in
[20, 28].
Fix some phase ϑ ∈ R/2piZ and a tuple ϕ = (ϕ2, . . . , ϕK) ∈ B. Write the correspond-
ing spectral curve Σ in terms of a tuple (λ1, . . . ,λK) of meromorphic 1-differentials on C
as
Σ : λK + ϕ2 λK−2 + . . . + ϕK =
K
∏
j=1
(λ− λj) = 0. (3.1)
We define an ij trajectory (of phase ϑ) , for i 6= j ∈ {1, . . . ,K}, as an open path on C such
that
(λi − λj)(v) ∈ eiϑR, (3.2)
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for every nonzero tangent vector v to the path. The WKB spectral networkWϑ(ϕ) consists
of a certain collection of such ij-trajectories on C, as follows.
Call any ij-trajectory that has an endpoint on a branch-point of the covering Σ → C
a wall. We orient the wall such that it starts at the branch-point. Any other ij-trajectory
that has its endpoint at the intersection of previously defined walls is another wall. We
orient this wall such that it starts at the intersection. The spectral networkWϑ(ϕ) is the
collection of all walls.
We label the walls as follows. The two sheets i and j of Σ over a wall correspond to
the two differentials λi and λj. Given a positively oriented tangent vector v to the wall,
the quantity e−iϑ(λi − λj)(v) is real. If it is positive we label the wall by the ordered pair
ji, and if negative we label the wall by ij.2
Generically, the spectral network in the neighbourhood of a simple branch-point of
the covering Σ → C is depicted in Figure 3. In a neighbourhood of a simple intersection
of walls the spectral network is illustrated in Figure 4. Generically, each wall ends at a
puncture of C.
Figure 3: Configuration of walls around a simple branch-point.
Figure 4: A wall with label ik is born at the intersection of two walls with label ij and jk.
We decorate a puncture with incoming walls as follows. Each root λi has a simple pole
at the puncture with residue mi. We decorate the puncture with an ordered tuple i1 . . . iK
such that Re(e−iϑmij) > Re(e
−iϑmik) for each j < k. One then checks that the only walls
which fall into the puncture are the ones whose labeling matches the decoration.
At special values for the differentials ϕ and the phase ϑ it might happen that two
walls ij and ji, with opposite orientations, overlap. This is illustrated in Figure 5. We
say that the locus where the two walls overlap is a double wall. If there is at least one
2As we will see in §11.2, this choice of labeling is motivated by WKB properties of the S-matrices.
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double wall, the spectral network must be decorated with a choice of a resolution, which
is either “British” or “American”. We think of the resolution as telling us how the two
constituents of a double wall are infinitesimally displaced from one another, and draw
the walls as such.
Figure 5: Local configuration with a double wall in the American resolution.
We say that a spectral network Wϑ(ϕ) is a Fenchel-Nielsen network (for K = 2) or
generalized Fenchel-Nielsen network (for K > 2) if it consists of only double walls and
respects some pants decomposition of C, i.e. that the restriction to every three-punctured
sphere in the decomposition is itself a network of only double walls. In particular, for
such networks each wall both begins and ends on a branch-point of the covering Σ → C,
and there are no incoming walls at any puncture. We will discuss the decoration at such
punctures, as well as along the pants curves, later in this section.
In [21] it was found that when K = 2 the corresponding differential ϕ2 satisfies the
Strebel condition. In the following we will argue that for K > 2 there is a natural general-
ization of the Strebel condition.
Since by definition a Fenchel-Nielsen network respects a pants decomposition, we can
glue it from Fenchel-Nielsen networks on the individual pairs of pants. In this section we
analyze the possible Fenchel-Nielsen networks on the three-punctured sphere for K = 2
and K = 3 and detail the gluing procedure.
Even though in the above we have fixed a complex structure on C and described a
spectral network in terms of the tuple ϕ of differentials, we will later only be interested
in the isotopy class of the spectral network on the topological surface C. We thus define
two spectral networksW andW ′ to be equivalent if one can be isotoped into the other.
3.1 K = 2
Let ϕ2 be a meromorphic quadratic differential on C, holomorphic away from the
punctures zl. Locally such a differential is of the form
ϕ2 = u(z)(dz)2 (3.3)
It is well-known that given a phase ϑ, the differential ϕ2 canonically determines a singular
foliation Fϑ(ϕ2) on C. Its leaves are real curves on C such that, if v denotes a nonzero
tangent vector to the curve,
e−2iϑϕ2(v2) ∈ R+. (3.4)
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The differential e−2iϑϕ2 is called Strebel if all leaves of the foliationFϑ(ϕ2) are either closed
trajectories or saddle connections (i.e. trajectories that begin and end at a simple zero of
ϕ2).
Suppose that the singular foliationFϑ(ϕ2) respects a given pants decomposition of the
surface C. That is, suppose that each pants curve αk is homotopic to a closed trajectory of
Fϑ(ϕ2). Then the Strebel condition implies that the period of √−ϕ2 around each pants
curve αk as well as around a small loop γl around each puncture zl has phase ϑ, that is
e−iϑ
∮
αk
√−ϕ2 ∈ R and e−iϑ ∮
γl
√−ϕ2 ∈ R. (3.5)
Conversely, given any pants decomposition consisting of simple closed curves {αk} of
a punctured Riemann surface C and arbitrary hk > 0 and mj > 0, there is a unique Strebel
differential ϕ2 whose foliation consists of punctured discs centered at the punctures and
characteristic annuli homotopic to αk, such that∮
αk
√−ϕ2 = hk and ∮
γl
√−ϕ2 = mj, (3.6)
for a suitable choice of branch of the root
√−ϕ2 [29].
As explained in [21] a rank K = 2 spectral networkWϑ(ϕ2) can be obtained from the
critical locus of the singular foliation Fϑ(ϕ2). The resulting networkWϑ(ϕ2) is Fenchel-
Nielsen if and only if the foliation respects a given pants decomposition of C, has no
leaves ending on punctures and only compact leaves. This is equivalent to saying that
e−2iϑϕ2 is a Strebel differential.
Example. Recall from equation (2.9) that any meromorphic quadratic differential ϕ2 on
the three-punctured sphereP0,1,∞, with regular singularities and prescribed residues−m2i
can be written as
ϕ2 = −m
2
∞z2 − (m2∞ +m20 −m21)z+m20
z2(z− 1)2 (dz)
2. (3.7)
The above differential is a Strebel differential if and only if all parameters ml have the
same phase ϑ− pi2 . Without loss of generality we can assume all ml are real and ϑ = pi2 .
The isotopy class of the corresponding spectral networkWpi
2
(ϕ2) depends on the pre-
cise values of the parameters m0, m1 and m∞. The spectral network changes its isotopy
class when one of the four hyperplanes defined by the equations
m∞ = ±m0 ±m1 (3.8)
in parameter space is crossed, which is when two branch-points of the covering Σ → C
collide. The spectral networks on either side of such a hyperplane are related by a “flip
move” (in the terminology of [30]), where two branch points approach each other, collide
and then move away in perpendicular directions, as is illustrated in Figure 6.
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Figure 6: Flip move: when varying a real parameter t in ϕ from a small negative value
to a small positive value two branch points come closer until they collide and then move
away from each other in a perpendicular direction. All walls in this figure are double
walls.
If we do not distinguish the three punctures on P0,1,∞ there are only two inequivalent
spectral networks, named “molecule I” and “molecule II”, which are plotted in Figure 7
for m∞ = 1 and m0 = m1 = 0.45 and m∞ = m0 = m1 = 1, respectively. The illustrated
molecules are related by varying the parameter t = m0 +m1−m∞ from t = −0.1 to t = 1
(while keeping m∞ > −m0 +m1).
Figure 7: Fenchel-Nielsen networks on the three-punctured sphere. On the left is
molecule I with m∞ = 1 and m0 = m1 = 0.45. On the right is molecule II with
m∞ = m0 = m1 = 1. The blue dots are the punctures, and the orange crosses are branch
points of the covering Σ→ C. All walls are double walls.
In applications we often need to study the two limits ϑ → 0±. These correspond to
the two “resolutions” of the network. In each of the two resolutions each double wall
is split into two infinitesimally separated walls. The two resolutions of molecule I are
shown in Figure 8. By drawing the branch cuts in this figure we have moreover fixed a
local trivialization of the covering Σ→ C.
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Figure 8: The two resolutions of molecule I: on the left the American resolution and on
the right the British one. The wavy orange lines illustrate a choice of branch cuts of the
covering Σ→ C.
A Fenchel-Nielsen network on a general Riemann surface C is defined with respect to
a pants decomposition of C and can be found by gluing together molecules (in the same
resolution) on the individual pairs of pants. The molecules are glued together along the
boundaries of the pairs of pants while inserting a circular branch cut around each pants
curve.
Any puncture in a molecule is surrounded by a polygon of double walls. The deco-
ration at a puncture is an assignment of an ordering of the sheets of the spectral curve Σ
over the puncture to each direction around the puncture, compatible with the labelings
of the double walls surrounding it, in such a way that reversing the direction reverses the
ordering. In Figure 8 we have chosen the branch cuts such that the 12-walls run in the
clockwise direction around each puncture. The decoration thus assigns the sheet ordering
12 to the clockwise orientation.
Similarly, any pants curve in a Fenchel-Nielsen network is surrounded on either side
by a polygon of walls. We thus also associate a decoration to each pants curve. This is an
assignment of an ordering of the sheets to each direction around the pants curve, com-
patible with the labelings of the double walls surrounding it, in such a way that reversing
the direction reverses the ordering.
3.2 K = 3
We generalize the Strebel condition to K > 2 by saying that a tuple of differentials
ϕ = (ϕ2, . . . , ϕK) is generalized Strebel if there exists a canonical homology basis for Σ,
i.e. a choice of A and B-cycles on the compactified spectral cover Σ, such that
e−iϑ
∮
Ak
λ ∈ R and e−iϑ
∮
γ˜l
λ ∈ R, (3.9)
for each A-cycle Ak and each lift γ˜l of a small loop around each puncture zl to Σ, where λ
is the tautological 1-form on Σ. We say that the generalized Strebel tuple ϕ respects a pants
decomposition of C if the generalized Strebel condition (3.9) holds for the lifts of each pants
curve in the decomposition to Σ.
Recall that a spectral networkWϑ(ϕ) is called a generalized Fenchel-Nielsen network
if it respects some pants decomposition and consists of only double walls. In the ex-
amples below we find that generalized Fenchel-Nielsen networks Wϑ(ϕ) correspond to
generalized Strebel tuples ϕ that respects the pants decomposition.
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(In [31, 30] a related class of networks, called BPS graphs, were given an interpreta-
tion in terms of BPS quivers. In the terminology of [21] we would call them generalized
fully contracted Fenchel-Nielsen networks. In particular, they do not respect any pants
decomposition. )
Example. The differentials ϕ2, ϕ3 on the three-punctured sphereP10,1,∞ with two maximal
and one minimal puncture were discussed in §2.2. After we apply a Mobius transform to
move the punctures to za = 1, zb = ω and zc = ω2, where ω is the third root of unity,
these differentials can be written in the form
ϕbif2 (z) =
−9m2a
(1− z)(1− z3) +
3(1− z)2
(1− z3)2 (m
2
b,1 +mb,1mb,2 +m
2
b,2) (3.10)
ϕbif3 (z) =
9(1+ z)m3a
(1− z)(1− z3)2 −
9(1− z)2(1+ z)
(1− z3)3 mb,1mb,2(mb,1 +mb,2), (3.11)
where ma is the single mass parameter at the minimal puncture at z = 1, and where we
have set the mass parameters mb,1 and mb,2 at the maximal puncture at zb = ω to be minus
the ones at zc = ω2.
The spectral network (¸ϕbif, ϑ) is a generalized Fenchel-Nielsen network if and only if
all mass parameters ma, mb,1 and mb,2 have the same phase ϑ− pi2 . This is precisely when
the corresponding tuple ϕbif is generalized Strebel. Without loss of generality we can
assume that the mass parameters are real and ϑ = pi2 .
Just like in the previous example, it is possible to classify the different isotopy classes
by writing down the equations for the hyperplanes corresponding to the collision of two
or more branch-points of the covering Σ → C. We refer to any of these isotopy classes
as a K = 3 generalized Fenchel-Nielsen molecule with two maximal and one minimal
puncture. Any two such molecules are related by a sequence of elementary local trans-
formations, such as the flip move. Some molecules are shown in Figure 10.
Figure 9: The two possible joints in which six double walls can intersect.
The generalized Fenchel-Nielsen molecules with two maximal and one minimal punc-
ture share a number of features. They are built out of two (rank 2) Fenchel-Nielsen
molecules, intersecting each other in (both of) the 6-joints illustrated in Figure 9. Maximal
punctures are surrounded by a polygon of double walls, whereas minimal punctures lie
on top of a double wall.
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Figure 10: Examples of non-isotopic generalized Fenchel-Nielsen molecules with two
maximal and one minimal puncture, symmetric about the horizontal. All walls are double
walls. We obtained these pictures using [32].
Each K = 3 molecule comes with two resolutions, in which each double wall is split
into two infinitesimally separated walls. For instance, the two resolutions of the molecule
at the top-left in Figure 10 are illustrated in Figure 11. Note that a minimal puncture is in
between two single opposite walls. In Figure 11 we have also chosen a local trivialization
of the spectral cover Σ.
Each K = 3 molecule can be represented with several choices of wall labelings. For
instance, for the K = 3 molecule in Figure 11 the wall labelings are completely determined
if we fix the labels for the double wall surrounding the maximal puncture at z = ω as well
as one of the two possible combinations of joints around the minimal puncture at z = 1.
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All different choices can be obtained from the representation in Figure 11 by introducing
additional branch cuts around the punctures.
Each choice of wall labelings determines a decoration at the punctures and along the
pants curves. As before, the decoration assigns an ordering of the sheets of the spectral
curve Σ over the puncture or over the pants curve to each direction, in such a way that
reversing the direction reverses the ordering. For instance, for the K = 3 molecule in Fig-
ure 11 the decoration at the maximal puncture at z = ω assigns the sheet ordering (123)
to the clockwise direction and (321) to the anti-clockwise direction, whereas the decora-
tion at the maximal puncture at z = ω2 assigns the sheet ordering (321) to the clockwise
direction and (123) to the anti-clockwise direction. The decoration at the minimal punc-
ture at z = 1 assigns the sheet ordering (31; 2) to the clockwise direction and (13; 2) to the
anti-clockwise direction, where 2 is the distinguished sheet that does not appear in the
label of the double wall intersecting the minimal puncture.
Figure 11: The two resolutions of the generalized Fenchel-Nielsen molecule at the top-left
in Figure 10 together with a choice of local trivialization of the spectral cover Σ.
Example. Equations (2.15), (2.16) characterize the 1-dimensional family of tuples (ϕ2, ϕ3)
on the three-punctured sphere P10,1,∞ with three maximal punctures. Each tuple defines a
spectral cover Σ over C whose compactification has genus 1. This implies that the possible
generalized Strebel tuples are labeled by a choice of A-cycle on Σ. The generalized Strebel
condition (3.9) fixes the parameters u and mi,j relative to the choice of the phase ϑ.
Generalized Fenchel-Nielsen networks on the three-punctured sphereP10,1,∞ with three
maximal punctures were classified in [33] in the limit in which all parameters mi,j are sent
to zero. In this limit we may just as well set u = 1. It was found that there is a single
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generalized Fenchel-Nielsen network at each phase ϑ[p,q] with
tan ϑ[p,q] =
√
3q
q− 2p , (3.12)
for any pair of coprime integers (p, q). Each generalized Fenchel-Nielsen network indeed
corresponds to a generalized Strebel differential λ with
e−iϑ[p,q]
∮
Ap,q
λ ∈ R. (3.13)
where Ap,q = pγ1 + qγ2, for a certain basis of 1-cycles γ1 and γ2 on Σ.
Generalized Fenchel-Nielsen networks on a (punctured) Riemann surface C are de-
fined with respect to a pants decomposition of C and can be found by gluing together
generalized Fenchel-Nielsen molecules on the individual pairs of pants. Not only the
type of punctures should match, but also the decorations along the pants curves (possi-
bly by inserting additional branch cuts).
In the following we restrict ourselves to Fenchel-Nielsen networks obtained from glu-
ing Fenchel-Nielsen molecules with two maximal and one minimal puncture along max-
imal boundaries. We call this subset of generalized Fenchel-Nielsen networks of length-
twist type. Figure 19 gives an example of such a length-twist type network on the four-
punctured sphere (where we have replaced the two maximal punctures by boundaries).
4 Higher length-twist coordinates
Let ∇ be a flat SL(K)-connection on C with a fixed semi-simple conjugacy class
Cl = diag{Ml,1, . . . Ml,K} (4.1)
at each puncture with Ml,i ∈ C×.
The partition of the K eigenvalues can be read off from the Young diagram assigned to
the puncture: the height of each column in the Young diagram encodes the multiplicities
of coincident eigenvalues. In particular, for generic values of the eigenvalues (Ml,1 =
. . . = Ml,K−1 not equal to a K-th root of unity), a conjugacy class at a minimal puncture is
a scalar multiple of a so-called complex reflection matrix. The latter is defined as a matrix
A that satisfies rk(A− I) = 1.
We denote the moduli space of such flat connections by
MCflat(C, SL(K)), (4.2)
where C = {Cl} is the collection of conjugacy classes.
We will restrict ourselves to Riemann surfaces C that can be obtained by gluing spheres
with two maximal and one minimal puncture along maximal boundaries. Since a generic
flat SL(K)-connection on the sphere with two maximal and one minimal puncture is com-
pletely specified (up to equivalence) by the eigenvalues of the monodromy around the
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punctures, the moduli space of flat SL(K)-connections on any such surface C is (K −
1) (3g− 3+ n)-dimensional, where 3g− 3+ n is the number of pants curves.
In this section we define a generalization of the standard Fenchel-Nielsen length-twist
coordinates on the moduli space
MCflat(C, SL(K),W)
of so-calledW-framed flat SL(K) connections. In section 6 we show that these coordinates
are realized as spectral coordinates through the abelianization method. The W-framing
will be crucial in proving that an abelianization of ∇ exists and is unique.
4.1 Framing
In this section we fix a (possibly punctured) surface C together with a pants decom-
position into pairs of pants with two maximal and one minimal puncture. We also fix
a generalized Fenchel-Nielsen network W of length-twist type relative to this pants de-
composition. The individual molecules of the network W are glued together along a
collection of maximal boundaries.
We define aW-framed connection∇ on C to be a flat SL(K) connection on C together
with a framing of ∇ at each maximal puncture and maximal boundary.3 The framing is
just an ordered tuple of eigenlines (lα1 , . . . , lαK) of the monodromy M+ (in the + direction)
around the maximal boundary or maximal puncture. We require furthermore that lαi 6= lαj
for i 6= j and also that each of lαi for any puncture or boundary is distinct from each of
lαj for any adjacent puncture or boundary (that is, a puncture or boundary belonging to
the same pair of pants). Note that a W-framing of ∇ exists only if all of the M± are
diagonalizable.
4.2 Higher length-twist coordinates
AW-framed SL(K) flat connection∇ on C is completely specified (up to equivalence)
by 2K− 2 parameters at each pants curve (or maximal boundary) α.
Half of this set of parameters, say `1, . . . , `K−1, are the eigenvalues of the monodromy
M+. The indexing of these parameters is determined by the decoration as well as the
framing data. If the decoration at the boundary assigns the sheet ordening (i1, . . . , iK) to
the + direction and the framing of ∇ at the boundary in the + direction is given by the
ordered tuple of eigenlines (lα1 , . . . , lαK), then we define
Lij = −e
pii `ij (4.3)
as the eigenvalue corresponding to the eigenline lαj .
4
The other half of the parameters, say τ1, . . . , τK−1, have a more indirect definition. One
approach is in terms of how they transforms under the following modification of the flat
connection ∇. Suppose we cut the surface C into two pieces along a pants curve α.5 We
3The reason for only fixing a framing at the maximal punctures and maximal boundaries of C will be-
come clear in §6, where we also discuss framings at other types of punctures and boundaries.
4A rationale for the slightly odd conventions is given in §8.
5Here we suppose that α is a separating loop, a similar discussion holds if it is nonseparating.
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obtain two surfaces with boundary, say C1 and C2 carrying flat connections ∇1 and ∇2,
as well as an isomorphism ι that relates ∇1 to ∇2. Let us now change ∇1 by a gauge
transformation κ that preserves the monodromy M around α, and then glue C back along
the boundary α.
If the monodromy M+ is diagonalized by the gauge transformation g, then the trans-
formation κ can be written as
κ = g−1 ◦ diag
(
eλ1 , . . . , eλK
)
◦ g (4.4)
with ∑Ki=1 λi = 0. After gluing back we thus obtain a 1-parameter family of modified
connections ∇(λ). This operation is sometimes called the (generalized) twist flow (see
for instance [34] in the real-analytic setting, which builds on [35, 36, 37]).
Any choice of parameters τ1, . . . , τK−1 with the property that they change under the
twist flow as
τj 7→ τj +
λj
2
− λK
2
(4.5)
are called twist parameters. The twist parameters τi are thus only defined up to an addi-
tive function in the length parameters `1, . . . , `K.
The construction of the length-twist coordinates `1, . . . , `K−1 and τ1, . . . , τK−1 guar-
antees that they are Darboux coordinates on the moduli space of SL(K) flat W-framed
connections. We refer to them as (complex) higher length and twist coordinates, respec-
tively.6 In §6 we will realize these coordinates explicitly as spectral coordinates associated
to the generalized Fenchel-Nielsen networkW of length-twist type.
4.3 Standard twist coordinate
The twist coordinate defined as above is only determined up to a canonical trans-
formation τ′ = τ + f (`). A distinguished choice for the twist is given by the so-called
complex Fenchel-Nielsen twist τFN [38, 39, 40, 41]. This twist parameter is identical to the
NRS Darboux coordinate β/2 [11].
Example. On the four-punctured sphere P10,q,1,∞ fix the presentation of the fundamental
group as illustrated in Figure 12, generated by the paths δ0, δ, δ1 and δ∞ with the relation
〈δ0, δ, δ1, δ∞| δ0 δ δ∞ δ1 = 1〉. (4.6)
If the conjugacy class around the path δl is fixed to be a diagonal matrix with eigenvalues
Ml and M−1l , we have that the traces of the monodromy matrices Mα = Mδ0Mδ and
Mβ = Mδ0Mδ∞ are given by
Tr Mα = L+ L−1, (4.7)
Tr Mβ =
√
N(L)
(
T + T−1
)
+ N◦(L), (4.8)
6This is a rather straight-forward higher rank generalization of the definition of Fenchel-Nielsen length-
twist coordinates in [21].
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where
L+ L−1 = −2 cos(pi`),
T + T−1 = −2 cosh(2τFN), (4.9)
Ml +M−1l = −2 cos(piml),
and
N(L) =
c0q(L)c1∞(L)
sin4(pi`)
, (4.10)
ckl = cos(pi`)2 + cos(pimk)2 + cos(piml)2 + cos(pi`,pimk,piml)− 4,
N◦(L) =
cos(pi`) (cos(pim0,pim1) + cos(pim,pim∞)) + cos(pim,pim1) + cos(pim0,pim∞)
1
2 sin
2(pi`)
,
where we defined cos(x, y) = cos(x) cos(y). We realize the Fenchel-Nielsen length-twist
coordinates ` and τFN as spectral coordinates in §7.2 by averaging over the two resolu-
tions of a Fenchel-Nielsen network.
Figure 12: Generators for the fundamental group pi1(C, ∗) of the four-punctured sphere
P10,q,1,∞.
5 Abelianization and spectral coordinates
One of the mathematical applications of spectral networks is that they induce holo-
morphic Darboux coordinate systems on moduli spaces of flat connections, called spectral
coordinates [20]. These are very special coordinate systems, subsuming a range of previ-
ously known examples. In particular, in [42] it was found that for certain types of spectral
networks the resulting spectral coordinates are the same as coordinates introduced earlier
by Fock and Goncharov. In [21] this was detailed in the special case of rank K = 2, and it
was found that other types of spectral networks, namely the Fenchel-Nielsen networks,
lead to (complexified) Fenchel-Nielsen length-twist coordinate systems. In this section
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we simply extend the techniques from that work to describe the higher length-twist coor-
dinates as spectral coordinates.
In the following we replace all maximal punctures in a generalized Fenchel-Nielsen
network by holes.
5.1 Abelianization
The key to the construction of spectral coordinate systems is the notion of “abelianiza-
tion” [21, 20]. Let C be a punctured Riemann surface. Fix a branched covering pi : Σ→ C
and a spectral network W subordinate to this covering. Given a generic W-framed flat
SL(K)-connection ∇ in a complex vector bundle E over C, a W-abelianization of ∇ is a
way of putting ∇ in almost-diagonal form, by locally decomposing E as a sum of line
bundles, which are preserved by ∇. We may define W-abelianization of ∇ in terms of
W-pairs [21]. Let C′, Σ′ denote C, Σ with the (preimages of) branch points removed.
Definition. AW-pair (E,∇, ι,L′,∇ab) for a networkW subordinate to the branched cov-
ering pi : Σ→ C is a collection of data:
(i) A flat rank K bundle (E,∇) over C
(ii) A flat rank 1 bundle (L′,∇ab) over Σ′
(iii) An isomorphism ι : E→ pi∗L′ defined over C′ \W
such that
(a) the isomorphism ι takes ∇ to pi∗∇ab,
(b) at each single wall w ⊂ W , ι jumps by a map Sw = 1 + ew ∈ End(pi∗L′) where
ew : L′i → L′j if w carries the label ij. (Here by Li we mean the summand of pi∗L′
associated to sheet i. Relative to diagonal local trivializations of pi∗L, this condition
says Sw is upper or lower triangular). At each double wall w′w ι jumps by a map
Sw′Sw, with the ordering determined by the resolution as in [21].
We call twoW-pairs equivalent and write (E1,∇1, ι1,L′1∇ab1 ) ∼ (E2,∇2, ι2,L′2,∇ab2 ), if
there exist maps ϕ : L′1 → L′2 and ψ : E1 → E2 which take ι1 into ι2, ∇ab1 into ∇ab2 , and
∇1 into ∇2. In particular, in this case we have equivalences (L1,∇ab1 ) ∼ (L′2,∇ab2 ) and
(E1,∇2) ∼ (E2,∇2).
Definition. Given a flat SL(K)-connection ∇ on a complex rank K bundle E over C, a
W-abelianization of ∇ is any extension of (E,∇) to aW-pair (E,∇, ι,L′,∇ab).
In the other direction, given an equivariant flat GL(1)-connection ∇ab on a complex
line bundle L′ over Σ′, a W-nonabelianization of ∇ab is any extension of (L′,∇ab) to a
W-pair (E,∇, ι,L′,∇ab).
In fact, to abelianize a W-framed flat SL(K)-connection ∇, it is sufficient to define
the flat GL(1)-connection ∇ab on L′ restricted to Σ′\pi−1(W). Then ∇ab automatically
extends from Σ′\pi−1(W) to Σ′. The argument for this is a straightforward generalization
of the argument in §5.1 of [21].
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5.2 Boundary
If C has boundary, it is useful to consider connections and W-pairs with extra struc-
ture. We fix a marked point on each boundary component of C. Then, a W-pair with
boundary [21] consists of
• AW-pair (E,∇,L,∇ab, ι),
• a basis of Ez for each marked point z,
• a basis of Lzi for each preimage zi ∈ pi−1(z) for a marked point z,
• a trivialization of the covering Σ over in a neighbourhood of each marked point z,
such that ι maps the basis of Ez to the basis of pi∗L′z induced from those of L′zi and Σ.
Given two surfaces C, C′ with boundary we can glue along a boundary component,
in such a way that the marked points are identified. Suppose that we have aW-pair with
boundary on each of C and C′, and that the monodromies around the glued component
are the same (when written relative to the given trivializations at the marked points).
Then using the trivializations we can glue the two W-pairs to obtain a W-pair over the
glued surface.
5.3 Equivariant GL(1) connections
The abelianization of a flat SL(K)-connection∇ amounts to choosing a basis (s1, . . . , sK)
of E at any point in C\W , satisfying certain constraints ensuring the correct form of tran-
sition across walls. Any GL(1) connection ∇ab that is obtained byW-abelianizing a flat
SL(K)-connection∇ automatically carries some additional structure. We will capture this
by saying that the GL(1) connection ∇ab is equivariant on Σ [21].
Suppose we are given aW-pair (E,∇, ι,L,∇ab) with∇ a flat SL(K)-connection. Then
the underlying bundle E carries a ∇-invariant, nonvanishing volume form εE ∈ ΛK(E).
If we introduce a cyclic covering permutation ρ : Σ → Σ with ρK = id, we have a ∇ab-
invariant nondegenerate linear mapping
µ : L⊗ · · · ⊗ (ρK−1)∗L → C (5.1)
given by
µ(s1, . . . , sK) = ι−1(s1) ∧ . . . ∧ ι−1(sK)/εE, (5.2)
which clearly extends over pi−1(W). If we let
τ : L⊗ · · · ⊗ (ρK−1)∗L → ρ∗
(
L⊗ · · · ⊗ (ρK−1)∗L
)
, (5.3)
then we find that
ρ∗µ = (−1)K−1 µ ◦ τ (5.4)
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We call any connection ∇ab in a line bundle L equipped with such a pairing equivariant.
Equivariance just says that the parallel transport of the vector (s1, . . . , sK) over a path
in C\W (not crossing a branch cut) is given by a diagonal matrix with determinant 1. It
also implies that the holonomy of pi∗∇ab around a simple branch point of type (ij) can be
represented by the matrix whose only vanishing diagonal, and whose only non-vanishing
off-diagonal, entries are (
dii dij
dji djj
)
=
(
0 d
−d−1 0
)
. (5.5)
This says that the holonomy of ∇ab around a simple branch point of type (ij) is −1. A
connection ∇ab with this property is called an almost-flat connection over Σ in [21].
Last, equivariance implies that the GL(1) connection ∇ab carries additional structure
at the punctures, characterized by the type of the puncture. In particular, since the mon-
odromy of ∇ around minimal puncture is a multiple of a reflection matrix, this implies
that the monodromy of pi∗∇ab around a minimal puncture is given by a diagonal matrix
with K− 1 equal eigenvalues.
5.4 Moduli spaces
Consider the following moduli spaces:
• let Mflat(C, SL(K),W) be the moduli space parametrizing flat W-framed SL(K)-
connections over C, up to equivalence,
• letMeq(Σ,GL(1)) be the moduli space parametrizing equivariant GL(1)-connections
over Σ, up to equivalence,
• letMpair(W) be the moduli space parameterizingW-pairs, up to equivalence.
The abelianization and nonabelianization constructions lead to the following diagram
relating these spaces:
Mpair(W)
Meq(Σ,GL(1)) Mflat(C, SL(K),W)
pi1 pi2
ψ1 ψ2
where pi1 and pi2 are the forgetful maps which map aW-pair to the underlying equivari-
ant GL(1)-connection orW-framed flat SL(K)-connection respectively, whereas ψ1 is the
W-nonabelianization map and ψ2 theW-abelianization map. From this description it is
evident that pi1 ◦ ψ1 and pi2 ◦ ψ2 are the identity maps.
To avoid notational clutter we have not explicitly mentioned the restricted boundary
monodromies in the above. Yet, all remains true if we consider flat W-framed SL(K)-
connections with fixed conjugacy classes at the boundaries and punctures, and interpret
their eigenvalues as the boundary monodromies for the equivariant GL(1) connections.
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In [21] it was established that all of these mappings are bijections for K = 2 Fenchel-
Nielsen networksW . In particular, it was established thatW-abelianizations are in one-
to-one correspondence withW-framings for Fenchel-Nielsen networksW , and that there
is there is a unique nonabelianization for any equivariant GL(1)-connection. In particular,
this shows that the mapping Ψ = pi1 ◦ ψ2 is a bijection (in fact a diffeomorphism).
In the next section we will show that this result extends to K = 3 Fenchel-Nielsen
networksW of length-twist type. We expect it to even hold for any generalized Fenchel-
Nielsen networks of length-twist type.W-abelianizations for generic generalized Fenchel-
Nielsen networks (not of length-twist type) are more subtle, however, and will be dis-
cussed in [43].
5.5 Spectral coordinates
Let Σ′ denote Σ with the preimages of branch points removed. Given an equivariant
GL(1) connection ∇ab we can construct the holonomies
Xγ = Holγ(∇ab) ∈ C× (5.6)
where γ ∈ H1(Σ′,Z). Together these form a coordinate system on the moduli space of
equivariant GL(1) connections. (Because of the equivariance, we will really only need a
subset of γ’s.) Through the abelianization map, these complex numbers also determine
a coordinate system on the moduli space of W-framed flat connections7. The resulting
coordinates are called spectral coordinates.
Spectral coordinates have a number of good properties. For instance, they are “Dar-
boux” coordinates with respect the holomorphic Poisson structure on the moduli space
of flat connections
{Xγ,Xγ′} = 〈γ,γ′〉Xγ+γ′ , (5.7)
where 〈., .〉 denotes the intersection pairing on H1(Σ′,Z).
5.6 Higher length-twist coordinates as spectral coordinates
The coordinate system one obtains from abelianization depends in general on the iso-
topy class of the spectral network W . The spectral coordinates for generalized Fenchel-
Nielsen networks of length-twist type are higher length-twist coordinates, in the sense
that they satisfy the twist flow property described in §4.2. The proof of this is a straight-
forward generalization of the argument in [21], where it was shown that the spectral
coordinates corresponding to Fenchel-Nielsen networks are Fenchel-Nielsen length-twist
coordinates.
Indeed, let us fix an annulus A, corresponding to a maximal boundary, and construct
the corresponding basis of equivariant 1-cycles Aj and Bj, corresponding to a choice of A
and B-cycles on the cover Σ.
7We discuss framings at general regular punctures in §6
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Suppose that the decoration at the annulus A in the + direction is (i1, . . . iK) and that
the framing of∇ in the + direction is (lα1 , . . . , lαK). Fix a path ℘ going around the annulus
A in the + direction. Consider the lift Aj ∈ H1(Σ,Z) of ℘ onto sheet j. The spectral
coordinate XAj is equal to the eigenvalue corresponding to the eigenline lαj′ with ij′ = j,
which according to §4.2 equals the higher length coordinate Lj.
Fix a 1-cycle Bj that crosses the j-th and K-th lift of the annulus A. Under the twist flow
parametrized by (Λ1, . . . ,ΛK) the section (s1, . . . , sK) 7→ (Λ1s1, . . . ,ΛKsK). This shows
that the twist flow acts on XBj as
XBj 7→ (ΛK)−1Λj XBj ,
which according to §4.2 implies that XBj is a higher twist coordinate.
The 1-cycles Aj and Bj satisfy
〈Aj, Bk〉 = δjk
and thus indeed correspond to a choice of A and B-cycles on the cover Σ.
5.7 Representations
Instead of working directly with flat connections, it will be convenient to work with
the corresponding integrated objects, namely the parallel transport maps. As a straight-
forward generalization of §6 of[21] we replace flat SL(K)-connections of C by SL(K)-
representations of a groupoid GC of paths on C and equivariant GL(1)-connections by
equivariant GL(1)-representations of a groupoid GΣ′ of paths on Σ′. The objects of the
paths groupoid GC are basepoints on either side of a single wall in the spectral network
W , whereas the objects of the paths groupoid GΣ′ are lifts of these basepoints to the cover
Σ′. Morphisms of the groupoid GC (and GΣ′) are homotopy classes of oriented paths ℘
which begin and end at basepoints on C (and their lifts to Σ′ respectively). Examples
of such path groupoids are illustrated in Figure 14 and 16. Paths that do not cross any
walls are coloured light-blue, whereas paths that connect the two basepoints attached to
a single wall are coloured red.
6 Abelianization for higher length-twist networks
Let C be a (possibly punctured) surface together with a pants decomposition into
pairs of pants with two maximal and one minimal puncture. Also, choose a generalized
Fenchel-Nielsen network W of length-twist type on C relative to the pants decomposi-
tion. Our aim in this section is to show that theW-nonabelianization mapping ψ1 as well
theW-abelianization mapping ψ2 both are bijections. We use the following strategy.
Fix a length-twist type networkW and aW-framed flat SL(K) connection∇. Suppose
that we are given aW-abelianization of ∇. That is, suppose that we are given local bases
(sR1 , . . . , s
R
K )
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on all domainsR of C\W , and that the transformation Sw that relates the bases in adjacent
domains, divided by a wall of type ij is of the form
Sw = 1+ ew, (6.1)
where ew lies in the 1-dimensional vector space Hom(Li,Lj).
The transformations ew cannot be completely arbitrary. Going around each branch-
point of the covering Σ→ C gives a constraint on these coefficients, just like going around
each joint of the spectral network W . We show that these constraints admit a unique
solution for the transformations Sw, up to abelian gauge equivalence, depending on the
choice ofW-framing of ∇.
Remember that theW-framing of∇ is specified by a choice of framing at the maximal
punctures and boundaries (see §4.1). Instead, we find that the local basis at each minimal
puncture may be expressed uniquely in terms of the transformation Sw and the framing
data at any one of the maximal punctures or boundaries.
We conclude that there is a unique W-abelianization of ∇ for every choice of W-
framing of∇. But at the same time we deduce that there is a uniqueW-nonabelianization
of the corresponding equivariant GL(1) connection∇ab. Furthermore, we find that allW-
abelianizations of ∇ are obtained in this way: if we have an abelianization of ∇, then the
K lines ι−1(Li) for 1 ≤ i ≤ K at each maximal puncture or maximal boundary must all be
eigenlines of the monodromy of ∇ around that maximal puncture or maximal boundary.
The only freedom is the choice which of these lines is which eigenline, i.e. the choice of
framing. Hence we find that both mappings ψ1 and ψ2 (from §5.4) are bijections.
In the following we first spell out the details for a Fenchel-Nielsen and a generalized
Fenchel-Nielsen molecule. We then use the gluing formalism to complete the argument
for Fenchel-Nielsen and generalized Fenchel-Nielsen networks of length-twist type on
any surface C.8
6.1 K = 2 molecule
Fix the Fenchel-Nielsen moleculeW from Figure 13 on the three-holed sphere C. This
was one of the examples from [21] (although we discuss theW-abelianization in a slightly
different way). Say that ∇ is aW-framed flat SL(2) connection on C. The framing corre-
sponds to a choice of eigenlines l+ and l− at each annulus A. Say that M is the eigenvalue
corresponding to the eigenline l+ and M−1 the eigenvalue corresponding to the eigenline
l−.
8To be precise, we show uniqueness only for networks glued from the molecule illustrated in Figure 15,
but we expect it to hold for any network built from the K = 3 Fenchel-Nielsen molecules of length-twist
type.
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Figure 13: Length-twist network on the three-holed sphere together with a choice of +
direction around each hole.
Choose a trivialization of the covering pi : Σ → C, and suppose that ∇ admits a W-
abelianization. We require that the correspondingW-abelianization singles out the basis
of eigenlines li = l+ and lj = l− if the decoration in the + direction is ij. We will now
show that this uniquely determines theW-abelianization.
TheW-abelianization corresponds to choosing a basis (s1, s2) ∈ l1 ⊕ l2 in each annu-
lus, such that the bases in adjacent domains are related by a transformation Sw. Choose
base-points and generators of the path groupoids GC and GΣ′ as in Figure 14. The section
si changes by a constant when parallel transporting it along a light-blue path that does
not cross a branch-cut. If the path does cross branch-cuts it furthermore changes sheet
accordingly. We encode the parallel transport of the basis (s1, s2) along light-blue paths
℘ in matrices D℘ and along red paths w, connecting the red dots across walls, in matrices
Sw.
Figure 14: Length-twist network on the three-punctured sphere together with a choice of
basepoints (the red dots) and a choice of paths (in light-blue and red). The red paths are
admittedly almost invisible in this figure, but connect the red dots across walls.
The matrices D℘ are not quite arbitrary, as they encode the parallel transport coeffi-
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cients of the equivariant flat connection∇ab. When going around the boundaries we find
the constraints
D3 = diag(M0, M−10 ) (6.2)
D6 = diag(M1, M−11 ) (6.3)
D2D5D˜4D˜1 = diag(M−1∞ , M∞). (6.4)
When going around the branch-points we find the almost-flatness constraints
(D3D2D˜1)2 = −1 (6.5)
(D6D5D˜4)2 = −1. (6.6)
Together, these abelian flatness constraints determine the matrices D℘ up to transfor-
mations Gz = diag(gz, g−1z ) at the basepoints z that act on the matrices D℘ by
D℘ 7→ G f (℘)D℘ G−1i(℘), (6.7)
where i(℘) is the initial point of the path ℘ and f (℘) its end point. That is, up to abelian
gauge transformations,W-abelization determines a unique equivariant GL(1) connection
∇ab on the cover Σ.
It remains to check that there is a unique solution to the transformations Sw (up to an
abelian gauge transformation). The transformations Sw are constrained by the require-
ment that following any contractible loop on the base C should result in the identity.
Going around either branch-point gives the constraints
D2 Sw2 D˜1 S−1w1 D3 Sw1 = 1 (6.8)
D˜4 S−1w2 D5 S−1w3 D6 Sw3 = 1, (6.9)
where
Sw1 =
(
1 0
c˜1 1
)(
1 c1
0 1
)
(6.10)
Sw2 =
(
1 c2
0 1
)(
1 0
c˜2 1
)
(6.11)
Sw3 =
(
1 0
c˜3 1
)(
1 c3
0 1
)
(6.12)
Indeed, this has a unique solution with, for instance,
c1 =
g21 (1−M0M1M∞)
(
1− M0M∞M1
)
(1−M2∞)
c˜1 = − 1g21(1−M20)
, (6.13)
where g1 is a coefficient of the abelian gauge transformation at basepoint 1. As explained
in [21], the S-wall coefficients cz and c˜z have an interpretation as abelian parallel transport
along auxiliary paths (also sometimes called detour paths).
Note that that the unique solution to the branch-point constraints crucially depends
on the chosen framing at each of the annuli, but in a simple way: changing the framing at
any one of the annuli Al corresponds to replacing Ml 7→ M−1l in the expressions for the
transformations Sw.
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6.2 K = 3 molecule
Fix the length-twist type networkW from Figure 15 on the sphere C with two (max-
imal) holes and one minimal puncture. Say that ∇ is a W-framed flat SL(3) connection
on C. As before, the framing corresponds to an ordered tuple of three eigenlines around
each boundary component. That is, an ordered tuple (l0,α, l0,β, l0,γ) at the top annulus
and an ordered tuple (l∞,α, l∞,β, l∞,γ) at the bottom annulus. We will show that there is a
canonicalW-abelianization of this framed ∇.
One might ask why we did not introduce framings for minimal punctures. Suppose
for the moment that there is a ”framing” at a minimal puncture, given by any ordered
tuple (l1,α, l1,β; l1,γ) of eigenlines, where the eigenline l1,γ corresponds to the distinguished
eigenvalue of the monodromy. It seems like this would introduce a continuous family of
abelianizations, but in fact we find in the following that the abelianization constraints
determine the tuple (l1,α, l1,β; l1,γ) uniquely.
Figure 15: Rank 3 Fenchel-Nielsen molecule together with a + direction at each puncture
and hole.
Choose a trivialization of the covering pi : Σ → C, and suppose that ∇ admits a W-
abelianization. Around each hole Al we require that the correspondingW-abelianization
has eigenlines ll,i = ll,α and ll,j = ll,β and ll,k = ll,γ if the decoration in the + direction is
(ijk). Around the minimal puncture we require that the correspondingW-abelianization
has eigenlines l1,i = l1,α and l1,j = l1,β and l1,k = l1,γ if the decoration in the + direction is
(ij; k).
The W-abelianization corresponds to a basis (sR1 , sR2 , sR3 ) on all domains R of C\W ,
such that the bases in adjacent domains are related by a transformation Sw. Choose base-
points and generators of the path groupoids GC and GΣ′ as in Figure 16. As before, we
encode the parallel transport of∇ in “abelian gauge” along light-blue paths ℘ in matrices
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D℘ and along red paths w in matrices Sw.
The matrices D℘ are not arbitrary, as they encode the parallel transport coefficients of
the equivariant connection ∇ab on the cover Σ′. For instance, when going around a loop
encircling the top branch-point twice we find the constraint
(D˜3D1D2)2 = diag(−1,−1, 1). (6.14)
The abelian holonomies in the + direction around the holes, labeled by 0 and ∞, and
around the puncture labeled by 1 are given in terms of the monodromy eigenvalues as
Hol0∇ab = diag(M0,1, M0,2, (M0,1M0,2)−1), (6.15)
Hol∞∇ab = diag(M∞,1, M∞,2, (M∞,1M∞,2)−1), (6.16)
Hol1∇ab = diag((M1)−2, M1, M1). (6.17)
Note that, whereas the framing at each annulus fixes the ambiguity of which eigen-
value corresponds to which sheet, for the puncture there is no such ambiguity. The
abelian holonomy around a puncture must have coefficient M−21 for the distinguished
sheet, and the coefficient M1 for the two other sheets is the same.
Figure 16: Rank 3 Fenchel-Nielsen molecule together with a choice of basepoints (the red
and purple dots) and a choice of paths (in light-blue and red). The purple basepoints
should be identified. Even though we have only oriented and labeled a few paths to
avoid cluttering of the picture, all paths are oriented and labeled.
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Solving for all abelian flatness constraints shows that the matrices D℘ are uniquely
determined up to abelian gauge transformations. In other words, there is a unique equiv-
ariant GL(1)-connection ∇ab on the cover Σ.
It remains to check that there is a unique solution to the transformations Sw, which are
constrained by nonabelian ”branch-point constraints” and ”joint constraints”. The former
impose that∇ has trivial monodromy around the branch-points, and the latter that∇ has
trivial monodromy around the joints. For instance, going around the top branch-point
gives the constraint (see Figure 16)
D˜3 Sw1D1 Sw2D2 S−1w2 = 1. (6.18)
Furthermore, we need to enforce the boundary conditions at the punctures. For instance,
going around the minimal puncture gives the constraint (see Figure 17)
Sw3,aD4 D5 S−1w4 D6 D7 Sw3,b = Hol1∇ab, (6.19)
where Sw4 = Sw4,bSw4,a .
Figure 17: A close-up of Figure 16 near the minimal puncture labeled by 1. The red short
paths w3 and w4 are split in half, labeled by the letters a and b.
Solving all these constraints shows that the matrices Sw have a canonical solution,
which (just like for K = 2 abelianizations) have an interpretation as parallel transport
along auxiliary paths.
The resulting expressions for the matrices Sw depend on the choice of framing at the
(maximal) holes through the choice of ordening the eigenvalues in the abelian holon-
omy matrices Hol0∇ab and Hol∞∇ab. In contrast, the particular choice of eigenlines
(l1,α, l1,β; l1,γ) at the minimal puncture doesn’t play any role in computing the Sw.
Yet, the canonical solution for the transformations Sw implies that the basis in any re-
gion C\W , and in particular near the minimal puncture, is uniquely determined in terms
of the choice of eigenlines at the boundary components. That is, the abelianization of ∇
canonically determines the choice of eigenlines (l1,α, l1,β; l1,γ) at the minimal puncture. In
particular, there is no framing ambiguity at the minimal puncture after all.
Note that this is consistent with the interpretation of the framing data in terms of the
S-wall matrices. Indeed, whereas a change in framing at an annulus Al corresponds to a
permutation of the mass parameters Ml,i, the permutation group of mass parameters at
the minimal puncture is trivial. Generalizing this argument to any regular puncture, we
expect that the framing ambiguity at a regular puncture with Young diagram Y is given
by the group Sn1 × . . .× Snk , where n1, . . . , nk counts columns of Y with the same height
and Sn is the permutation group with n elements.
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6.3 Gluing
Fix a length-twist type network W built out of two molecules. (The same argument
can be extended to more molecules.) Say that ∇ is aW-framed flat connection on C and
suppose that ∇ admits aW-abelianization.
Choose a pants cycle α relative toW and fix a marked point zα on α. The monodromy
∇ along α is diagonal in the “abelian” gauge. Cut the surface C along α into two pair of
pants C1 and C2. Say ∇1 is the restriction of ∇ to C1, and ∇2 the restriction to C2. ∇1 and
∇2 are both flat SL(K)-connections with trivialization at the marked point zα.
The W-abelianization of ∇1 (as well as ∇2) is almost the same as described in the
previous subsection. In particular, we still find the same unique solution to the S-wall
matrices Sw. The only difference that we have to introduce an additional path pα,1 con-
necting the base-point z2 with zα. The parallel transport matrix Dα1 along this path is
diagonal and determined by ∇1. This uniquely fixes the W-abelianization on C1 (and
similarly on C2).
If we glue back together the three-holed spheres C1 and C2, we can glue the twoW-
abelianizations on C1 and C2 to obtain a unique W-abelianization of ∇. Since we need
to divide out by (diagonal) gauge transformations at the marked point zα, the resulting
equivariant GL(1) connection∇ab on C is characterized by its parallel transport along the
lifts of the path pα,1 ◦ p−1α,2 to Σ.
We conclude that theW-framed connection ∇ admits a uniqueW-abelianization and
that the corresponding ∇ab admits a uniqueW-nonabelianization. Moreover, as before,
different W-abelianizations of ∇ (without the W-framing) correspond to different W-
framings.
7 Monodromy representations in higher length-twist coor-
dinates
In the previous section we have explicitly constructed W-abelianizations as well as
W-nonabelianizations. With the resulting description of ∇ in terms of the parallel trans-
port matrices D and transformations Sw it is a straightforward matter to write down the
monodromy representation for ∇ in terms of the spectral coordinates Xγ. In this section
we summarize these monodromy representations in a few examples.
Recall that any length-twist type network carries a resolution, which can either be
American or British. The spectral coordinates Xγ corresponding to either resolution are
generalized Fenchel-Nielsen length-twist coordinates. The spectral length coordinates are
the same in either resolution, while the spectral twist coordinates differ (corresponding
to the ambiguity in the Fenchel-Nielsen twist coordinates).
In this section we will see that the NRS Darboux coordinates (i.e. the standard complex
Fenchel-Nielsen length-twist coordinates) are only obtained by averaging over the two
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resolutions. More precisely, we define the average higher length-twist coordinates as9
Li = X+Ai = X
−
Ai
(7.1)
Ti =
√
X+Bi X−Bi , (7.2)
where Ai and Bi constitute a choice of A and B-cycles on the cover Σ, as defined in §5.5,
and + and − refer to the American and the British resolution, respectively. Indeed, we
find that the average length and twist agree with the standard length and twist of §4.3.
The only left-over ambiguity in the spectral coordinates is an ambiguity in defining
the B-cycles on the cover Σ and a choice of (generalized) Fenchel-Nielsen length-twist
network. Resultingly, we find that the higher length-twist coordinates are determined up
to a multiplication by a simple monomial in the (exponentiated) mass parameters.
7.1 Strategy
Let us spell out our strategy for the length-twist networkW on the four-holed sphere
C illustrated on the left in Figure 18.
First we cut the four-holed sphere C into two three-holed spheres C1 and C2 along the
pants cycle α. Say that C1 is the upper and C2 the lower three-holed sphere. Any flat
SL(2)-connection ∇ restricts to flat connections ∇1 on C1 and ∇2 on C2 with fixed trivi-
alization at a marked point zα at the boundary. TheW-abelianization of∇1 is outlined in
§6.1. TheW-abelianization of ∇2 is similar, but with opposite wall labels.
Then we can construct a monodromy representation for ∇1 with base point zw2 from
the matrices
M0 = Sw2D˜1D2, (7.3)
M1 = D5D˜4S−1w2 (7.4)
Mα = diag(M−1∞ , M∞) (7.5)
with
Mα M1 M0 = 1. (7.6)
Recall that the matrices D℘ encode the parallel transport coefficients along the paths ℘
illustrated in Figure 14.
Applying the same recipe to W2 yields a monodromy representation of ∇2 on C2,
generated by the three matrices M0′ , M1′ and Mα′ with the constraint Mα′ ·M1′ ·M0′ = 1.
We have that
Mα′ = diag(M∞, M−1∞ ). (7.7)
Now glue the three-holed spheres C1 and C2 along α together again, while introducing
the matrix
P = diag(p, p−1), (7.8)
9We thank Andrew Neitzke for this suggestion.
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describing the parallel transport of ∇ along the annulus A (from basepoint w′2 to base-
point w2). Then we can construct a monodromy representation for ∇ in terms of the
matrices M0, M1, Mα, M0′ , M1′ , Mα′ and P. For instance,
Mβ = M1 P M1′ P−1. (7.9)
Since Σ is a torus, the monodromy representation depends on two spectral variables:
the abelian monodromy along an A-cycle on Σ, which can be expressed in terms of M∞,
and the abelian monodromy along a B-cycle on Σ, which can be expressed in terms of p.
In the next section we give explicit expressions for invariants constructed from this
monodromy representation.
7.2 K = 2, four-punctured sphere
Consider the K = 2 Fenchel-Nielsen network on the sphere P0,q,1,∞ with four (max-
imal) punctures that is illustrated on the left in Figure 18 (where we have replaced all
punctures by holes). We choose counter-clockwise abelian holonomies around the punc-
tures and holes as
Mabl = diag(Ml,
1
Ml
), (7.10)
and two spectral coordinates XA and XB as the abelian holonomies along the 1-cycles A
and B that are illustrated on the right in Figure 18. These 1-cycles form a basis of 1-cycles
on the compactified cover Σ.
Figure 18: Left: Fenchel-Nielsen network on the four-holed sphere (in the British resolu-
tion). Right: basis of 1-cycles A and B on the compactified cover Σ.
With the W-abelianization construction the monodromy representation of a generic
flat SL(2) connection ∇ can be expressed in terms of the spectral parameters XA, XB
and the mass parameters M0, M, M1, M∞. Choose generators δ0, δ, δ1 and δ∞ for the
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fundamental group of the four-punctured sphere as in Figure 12. The corresponding
monodromy matrices Mδ0 , Mδ, Mδ1 and Mδ∞ with
Mδ0MδMδ∞Mδ1 = 1 (7.11)
whose conjugacy classes at the punctures are fixed such that
Tr Mδl = Ml +
1
Ml
. (7.12)
Here we focus on the monodromies Mα = Mδ0Mδ and Mβ = Mδ0Mδ∞ (although other
monodromies are just as easy to compute).
In the British resolution, with spectral coordinates10
L = X+A (7.13)
T+ = −X+A X+B , (7.14)
we find that
Tr Mα = L+
1
L
(7.15)
Tr Mβ = N T+ + N◦ +
1
T+
, (7.16)
with
N =
( f 2L + f
2
0 + f
2 − fL f0 f − 4)( f 2L + f 21 + f 2∞ − fL f1 f∞ − 4)
(L− 1L )4
(7.17)
N◦ =
fL( f0 f1 + f f∞)− 2( f f1 + f0 f∞)
(L− 1L )2
, (7.18)
and where fL = L+ 1L and fl = Ml +
1
Ml
.
On the other hand, in the American resolution, with spectral coordinates
L = X−A (7.19)
T− = −X−A X−B , (7.20)
we find that
Tr Mα = L+
1
L
(7.21)
Tr Mβ = T− + N◦ +
N
T−
. (7.22)
10Here we use the freedom in scaling the exponentiated twist coordinate to simplify the resulting mon-
odromy traces.
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Hence, in terms of the average spectral coordinates
L = XA (7.23)
T = XA
√
X+B X−B , (7.24)
we have that
Tr Mα = L+
1
L
, (7.25)
Tr Mβ =
√
N(L)
(
T +
1
T
)
+ N◦(L), (7.26)
Later, it will be useful that N can be rewritten as
N(L) =
∏i,j∈{± 12}
(
L
1
2 Mi0M
j − L− 12 M−i0 M−j
) (
L
1
2 Mi1M
j
∞ − L− 12 M−i1 M−j∞
)
(L− 1L )4
. (7.27)
Note that the monodromy invariants expressed in terms of the average length-twist
coordinates agree with those in §4.3. That is, the average length-twist coordinates L and T
are the standard exponentiated complex Fenchel-Nielsen length-twist coordinates (which
are equal to the NRS Darboux coordinates α and β).
7.3 K = 3, sphere with two minimal and two maximal punctures
Figure 19: Fenchel-Nielsen network on an open region on the sphere P10,1,q,∞ with two
minimal and two maximal punctures (in the American resolution). The complete network
on C is found by identifying the end-points of all vertical double walls.
Next, consider the K = 3 Fenchel-Nielsen network on the sphere P0q1∞ with two
minimal and two maximal punctures that is illustrated in Figure 19. We choose counter-
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clockwise abelian holonomies around the punctures and holes as
Mab0 = diag(M0,1, M0,2,
1
M0,1M0,2
) (7.28)
Mab = diag(
1
M2
, M, M) (7.29)
Mab1 = diag(
1
M21
, M1, M1) (7.30)
Mab∞ = diag(M∞,1, M∞,2,
1
M∞,1M∞,2
). (7.31)
We choose four spectral coordinates X 1A, X 2A, X 1B , X 2B as the abelian holonomies along
the 1-cycles A1, A2, B1, B2, respectively, that are illustrated in Figure 20. These 1-cycles
form a basis of 1-cycles on the compactified cover Σ.
Figure 20: Illustrated in green and red are four 1-cycles A1, A2, B1, B2 which form a basis
of 1-cycles on the compactified cover Σ.
Nonabelianization with respect to the spectral network in Figure 19, in either the
American or British resolution, yields a family of SL(3) flat connections, depending on
the spectral parameters X 1A, X 2A, X 1B , X 2B and the mass parameters M0,1, M0,2, M, M1, M∞,1
and M∞,2. Their monodromy representations can be expressed in terms of Mδ0 , Mδ, Mδ1
and Mδ∞ with
Mδ0 Mδ Mδ∞ Mδ1 = 1 (7.32)
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whose conjugacy classes at the punctures are fixed such that
Tr Mδ0 = M0,1 +M0,2 +
1
M0,1M0,2
(7.33)
Tr Mδ =
1
M2
+ 2M (7.34)
Tr Mδ1 =
1
M21
+ 2M1 (7.35)
Tr Mδ∞ = M∞,1 +M∞,2 +
1
M∞,1M∞,2
. (7.36)
Here we focus on the monodromies Mα = Mδ0 Mδ and Mβ = Mδ0 Mδ∞ (although other
monodromies are just as easy to compute). In terms of the average generalized length and
twist coordinates11
L1 = XA,1 T1 =
√
M0,2M∞,2
√
X+B1X−B,1 (7.37)
L2 = XA,2 T2 =
√
M0,2M∞,2
XA,1
XA,2
√
X+B,2X−B,2 (7.38)
we find12
Tr Mα = L1 + L2 + L3, (7.39)
Tr M−1α =
1
L1
+
1
L2
+
1
L3
, (7.40)
Tr Mβ = N◦ + N(L1, L3)T1 + N(L2, L3)T2 + N(L1, L2)
T1
T2
(7.41)
+ N(L2, L1)
T2
T1
+
N(L3, L2)
T2
+
N(L3, L1)
T1
,
Tr M−1β = N◦ + N(L1, L3)T1 + N(L2, L3)T2 + N(L1, L2)
T1
T2
(7.42)
+ N(L2, L1)
T2
T1
+
N(L3, L2)
T2
+
N(L3, L1)
T1
.
where we introduced L3 = 1/(L1L2). Furthermore,
N(Lk, Ll) =
1√
MM1
N(Lk)N(Ll)
N?(Lk, Ll)
(7.43)
N(Lk, Ll) =
√
MM1
N(Lk)N(Ll)
N?(Lk, Ll)
(7.44)
11As before, we used the freedom in scaling the exponentiated twist coordinate to simplify the resulting
monodromy traces.
12The expressions for N◦ and N◦ are available upon request.
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are symmetric in Lk and Ll, whose numerators are defined by
N(Lk) = M−
3
4 M−
3
4
1
√
(LkMM0,1 − 1)(LkMM0,2 − 1)
(
LkM
M0,1M0,2
− 1
)
×
√(
M1M∞,1
Lk
− 1
)(
M1M∞,2
Lk
− 1
)(
M1
LkM∞,1M∞,2
− 1
)
(7.45)
and whose denominators are defined as
N?(Lk, Ll) = L
− 52
k L
− 52
l (Lk − Ll)2(1− L2kLl)(1− LkL2l ). (7.46)
8 Opers from class S
The moduli spaceMCflat(C, SL(K)) of flat SL(K) connections has a distinguished com-
plex Lagrangian submanifold
L ⊂MCflat(C, SL(K)) (8.1)
of “SL(K)-opers”, known to physicists as the “brane of opers”.13
SL(K) opers are essentially a special kind of SL(K) flat connections, which can locally
be written in the form of a (single, scalar) differential equation
D y(z) = y(K)(z) +
K
∑
i=2
tk(z)y(K−i)(z) = 0, (8.2)
where globally y(z) is not just a function on C, but rather a (−K−12 )-differential. The
latter ensures that the differential equation is globally well-defined after specifying the
transformation laws for the coefficients. So D is really an operator between line bundles
D : K(1−K)/2C → K(K+1)/2C ⊗O(K · D), (8.3)
which in the SL(K) case must have vanishing K − 1th order term in the local form. This
definition is equivalent to the one given in the introduction, and the most convenient for
our purposes.
With the assumption we are acting on K(1−K)/2C , imposing that the differential equa-
tion (8.2) stays invariant under holomorphic coordinate transformations yields the trans-
formation properties of the coefficients tk(z). As we spell out in detail below,
12t2
K(K2 − 1) (8.4)
13These objects were first formalized in [15], and play an important role in the geometric Langlands
program [14, 44]. They also appeared in a conjecture of Gaiotto [17] as the “conformal limit” of a certain
canonical family of flat connections in the moduli space, which was recently proved in [18].
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transforms as a projective connection, whereas we can find linear combinations wk of tj
(j ≤ K) and its derivatives, such that the wk transform as k-differentials. The SL(K) flat
connection is obtained from the oper equation (8.2) by writing it instead as a linear rank K
differential equation.
In this section we characterize the space of opers L associated to any theory TK[C,D]
of class S with regular defects. The fact that the defects are regular implies that the associ-
ated opers are necessarily Fuchsian (i.e. have regular singularities at the punctures of C).
Our recipe for obtaining L is similar to the recipe for obtaining the space of differentials
associated to TK[C,D], as explained in §2. That is, we first describe the space of opers on C
with only maximal punctures, and then impose appropriate restrictions at the punctures
to obtain the space of opers on C with any regular punctures.
An important point is to note that the conjugacy classes are not simply the exponen-
tiated mass parameters, but acquire a slight shift: the space of opers associated to the
theory TK[C,D] sits insideMCflat(C, SL(K)), where the Cl are such that
Ml,i = e2pii(ml,i+
K−1
2 ). (8.5)
This corresponds to the most symmetric choice of local exponents for an SL(K) oper,
and is necessary to ensure the desired equality between the generating function and the
superpotential.14
In particular, our characterization leads to a concrete description of the space of opers
on any three-punctured sphere with regular punctures. These spaces may be seen as the
building blocks for the space of opers. For instance, we find that opers on the three-
punctured sphere with two maximal and one minimal puncture are characterized by the
(generalized) hypergeometric equation. Furthermore, we find that the space of SL(K)
opers on the four-punctured surfaceP10,q,1,∞ are characterized by the (generalized) Heun’s
equation.
Although in the following we will only spell out the details for K = 2 and K = 3,
it should be straightforward how to generalize the discussion to find the space of SL(K)
opers associated to any building block, and more generally any theory TK[C,D] of class
S with regular punctures.
The locus of opers L may be interpreted as a quantization of the Coulomb moduli
space B (or equivalently, of the spectral curves sitting above them). Indeed, the internal
Coulomb parameters u as well as external mass parameters m carry mass dimensions.
It is natural to introduce an additional parameter e with mass dimension one such that
all terms in the oper equation have the same mass dimension. In the semi-classical limit
e→ 0 the family of opers then limits to the Coulomb moduli space B.
8.1 SL(2) opers
An SL(2) oper is locally described by a scalar differential equation of the form
Dy = y′′(z) + t2(z)y(z) = 0, (8.6)
14A related mass shift has been observed in the context of the AGT correspondence, see for instance [45].
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where y(z) is a (−12)-differential on C. To determine the transformation properties of
the coefficient t2(z), we consider what happens to the differential equation (8.6) under a
holomorphic change of coordinates.
Under the holomorphic coordinate change z 7→ z(w) the (−12)-differential y(z) trans-
forms into
y˜(w) = y(z(w))
(
dz
dw
)− 12
. (8.7)
This implies that
y˜′′(w) = (z′(w))
3
2
(
y′′(z(w))− 1
2
{w, z} y(z(w))
)
. (8.8)
where the brackets {·, ·} denote the Schwarzian derivative
{w, z} = w
′′′(z)
w′(z)
− 3
2
(
w′′(z)
w′(z)
)2
= −{z,w}/z′(w)2 (8.9)
Under a holomorphic coordinate change z 7→ z(w) the differential equation (8.6) thus
transforms into
0 = y˜′′(w) + t˜2(w) y˜(w) (8.10)
= (z′(w))
3
2
(
y′′(z(w)) + 1
2
{w, z} y(z(w)) + (z′(w))−2 t˜2(w) y(z(w))
)
,
where we have not specified yet how the coefficient t2(z) transforms.
Now, demanding the differential equation (8.6) be invariant under the holomorphic
coordinate change z 7→ z(w), we find that
t˜2(w) = (z′(w))2
(
t2(z(w))− 12{w, z}
)
(8.11)
= (z′(w))2 t2(z(w)) +
1
2
{z,w}
In other words, the coefficient t2 should transform as a so-called projective connection on
C.
Observe that the transformation properties (8.11) of the coefficient t2 show that the
difference between any two SL(2) opers is a quadratic differential on C. Thus the space
of SL(2) opers L is an affine space modelled on the quadratic differentials.
SL(2) flat connection
The differential equation
Dy = y′′(z) + t2(z)y(z) = 0, (8.12)
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can be put in the form of an SL(2) flat connection
∇operY = dY+ AY = dY(z)
dz
dz+ Az dz Y(z) = 0 (8.13)
where
Y(z) =
( −y′(z)
y(z)
)
and Az =
(
0 −t2(z)
1 0
)
. (8.14)
While under a change of variables z→ z(w) we have that
y˜(w) = y(z(w))
(
dz
dw
)− 12 ≡ y(z(w))s(w), (8.15)
the section Y transforms as
Y˜(w) =
(
s(w)−1 −s′(w)
0 s(w)
)
Y(z(w)) ≡ U−1(w)Y(z(w)), (8.16)
and hence obeys
dY˜+ A˜Y˜ =
dY˜(w)
dw
dw+ A˜w dw Y˜(w) = 0, (8.17)
with
A˜ = U−1dU +U−1AU = A˜w dw. (8.18)
Since the new connection form is indeed
A˜w =
(
0 − t2(z(w))s(w)4 +
s′′(w)
s(w)
1 0
)
=
(
0 −t˜2(w)
1 0
)
, (8.19)
we find that the SL(2) oper D defined locally by equation (8.12) is equivalent to the SL(2)
flat connection ∇oper defined locally by equation (8.13).
More invariantly, the transformation property (8.16) says that Y transforms as a 1-jet,
and implies that we have converted the oper D into the flat connection∇oper in the rank 2
vector bundle of 1-jets of (−12)-differentials on C.
Fuchsian SL(2) opers
The space L of SL(2) opers on any surface C with regular punctures consists of Fuch-
sian SL(2) opers on C, which are locally defined by a Fuchsian differential equation of
degree 2. We require that the local exponents of these SL(2) opers at each puncture zl are
given by15
1
2
± ml
2
, (8.20)
15It is a simple exercise to check that the exponents of an SL(2) oper add up to 32 at each puncture, hence
(8.20) is the most symmetric choice.
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in terms of the mass parameters ml. This implies that the Fuchsian SL(2) opers are SL(2)
flat connections with a fixed semi-simple conjugacy classes
Cl = diag
(
−e−piiml ,−epiiml
)
. (8.21)
at each puncture zl. For reference, recall that we fixed the residues of the differentials
√
ϕ2
in B at each puncture zl to be ±ml2 .
Example. Locus of opers for T2[P10,1,∞].
Recall that for a fixed choice of residues±ml2 , the three-punctured sphereP10,1,∞ admits
the unique quadratic differential
ϕ2(z) = −m
2
0
4z2
− m
2
1
4(z− 1)2 −
m2∞ −m20 −m21
4z(z− 1) (8.22)
with at most second-order poles at all punctures. The corresponding SL(2) oper is given
by
D y(z) = y′′(z) + t2(z)y(z) = 0, (8.23)
with
t2(z) =
∆0
z2
+
∆1
(z− 1)2 +
∆∞ − ∆0 − ∆1
z(z− 1) , (8.24)
and
∆l =
1−m2l
4
. (8.25)
This is equivalent (after a simple and standard transformation) to the classical Gauss’ hy-
pergeometric differential equation. Note that the local exponents of the SL(2) oper (8.23)
are indeed given by 12 ± ml2 , and that e2 t2(z) reduces to ϕ2(z) in the semi-classical limit
e→ 0 discussed in §8.3.
The hypergeometric oper (8.23) in the limit ml → 0 corresponds to a distinguished
projective structure, namely the one induced by the Fuchsian uniformization of P10,1,∞.
Indeed, the three-punctured sphere P10,1,∞ is uniformized by the modular lambda func-
tion
λ : H→ P10,1,∞ (8.26)
w 7→ z = λ(w)
which is invariant under the discrete group Γ(2) ⊂ PSL2(R).
The uniformization oper Dunif on the three-punctured sphere is thus represented by
the differential operator
Dunif = ∂2w = ∂
2
z +
1
2
{w, z} = ∂2z −
{z,w}
2z′(w)2
(8.27)
= ∂2z +
1− z+ z2
4z2(z− 1)2 = ∂
2
z +
1
4z2
+
1
4(z− 1)2 −
1
4z(z− 1) ,
52
where in the first line we have used the transformation law for projective connections.
Both its local exponents are equal to 12 .
Note that the hypergeometric oper (8.23) itself is of the form
Dunif + ϕ2. (8.28)
Example. Locus of opers for T2[P10,q,1,∞].
The four-punctured sphere P10,q,1,∞ admits the 1-dimensional space of quadratic dif-
ferentials
ϕ2(z) = −m
2
0
4z2
− m
2
4(z− q)2 −
m21
4(z− 1)2 −
m2∞ −m20 −m2 −m21
4z(z− 1) +
u
z(z− q)(z− 1) (8.29)
with regular singularities at all punctures.
The corresponding 1-dimensional family of SL(2) opers are defined by the differential
equation
D y(z) = y′′(z) + t2(z)y(z) = 0, (8.30)
with
t2(z) =
∆0
z2
+
∆
(z− q)2 +
∆1
(z− 1)2 +
∆∞ − ∆0 − ∆− ∆1
z(z− 1) +
H
z(z− q)(z− 1) , (8.31)
where H is a free complex parameter, the so-called accessory parameter, and
∆l =
1−m2l
4
. (8.32)
The differential equation (8.30) is known as Heun’s differential equation. It is the most
general Fuchsian equation of order 2 with four singularities.
As before we may write the Heun’s opers in the form
D = D0 + ϕ2 (8.33)
with respect to the base oper
D0 = ∂2z +
1
4z2
+
1
4(z− q)2 +
1
4(z− 1)2 −
1
2z(z− 1) +
const
z(z− q)(z− 1) , (8.34)
but unlike before we are not forced to fix the arbitrary constant.
In the limit q → 0 the four-punctured sphere P10,q,1,∞ can be thought of as degener-
ating into two three-punctured spheres. In the same limit, the family of Heun’s opers
degenerates into a pair of hypergeometric opers.
More precisely, if we define ` through
H = ∆` − ∆0 − ∆+O(q), (8.35)
with ∆l = 1−`
2
4 in the limit q → 0, the family of Heun’s opers (8.30) has two interesting
limits:
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1. In the limit q→ 0 the family reduces to the hypergeometric oper (8.23) with param-
eters (`,m1,m∞).
2. If we first map z 7→ qt and then take the limit q → 0, the family reduces to the
hypergeometric oper (8.23) with parameters (m0,m, `).
The definition of ` through equation (8.35) will be justified in §9, where it will be the
eigenvalue of the monodromy around the pants curve enclosing 0 and q.
Using the AGT correspondence, the effective twisted superpotential for the supercon-
formal SU(2) theory can be found as a series expansion of the accessory parameter H
in q, through a generalized Matone relation [46, 47, 48]. This is however not the route
that we take in this paper. Instead, we aim to find the effective twisted superpotential di-
rectly from the oper monodromies. (Our strategy might be useful though for establishing
similar generalized Matone relations beyond SU(2) theories.)
8.2 SL(3) opers
An SL(3) oper is locally described by a differential equation of the form
Dy = y′′′(z) + t2(z)y′(z) + t3(z)y(z) = 0, (8.36)
where y(z) is now a section of K−1C , i.e. a (−1)-differential on C. To determine the transfor-
mation properties of the coefficients t2(z) and t3(z), let us consider again what happens
to the differential equation (8.36) under a holomorphic change of coordinates.
Under a holomorphic coordinate change z 7→ z(w) the (−1)-differential y(z) trans-
forms as
y˜(w) = y(z(w))
(
dz
dw
)−1
≡ s(w) y(z(w)). (8.37)
This implies that
y˜′(w) = y′(z(w)) + s′(w) y(z(w)). (8.38)
and
y˜′′′(w) = y
′′′(z(w))
s(w)2
+
(
2s′′(w)
s(w)
− s
′(w)2
s(w)2
)
y′(z(w)) + s′′′(w)y(z(w)). (8.39)
Under the holomorphic coordinate change z 7→ z(w) the differential equation (8.36)
thus transforms into
0 = y˜′′′(w) + t˜2(w) y˜′(w) + t˜3(w) y˜(w) (8.40)
=
1
s(w)2
(
y′′′(z(w)) +
(
s(w)2 t˜2(w) + 2s(w)s′′(w)− s′(w)2
)
y′(z(w))+ (8.41)
+
(
s(w)3 t˜3(w) + s(w)2s′(w) t˜2(w) + s(w)2s′′′(w)
)
y(z(w))
)
, (8.42)
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where we have not specified yet how the coefficients t2(z) and t3(z) transform.
Now, since the differential equation (8.36) must be invariant under the holomorphic
coordinate change z 7→ z(w), we find that
t˜2(w) = (s(w))−2
(
t2(z(w))− 2s(w)s′′(w) + s′(w)2
)
(8.43)
= (z′(w))2 t2(z(w)) + 2{z,w}. (8.44)
and
t˜3(w) =
t3(z(w))
s(w)3
− s
′(w)
s(w)
t˜2(w)− s
′′′(w)
s(w)
. (8.45)
Equation (8.43) says that the coefficient t2(z)/4 transforms as a projective connection.
To find how t3(z) transforms, we read off from equation (8.43) that
1
2
∂w t˜2(w)− 12
∂zt2(z(w))
s(w)3
= − s
′(w)
s(w)
t˜2(w)− s
′′′(w)
s(w)
. (8.46)
Substituting this into equation (8.45) yields
t˜3(w)− 12∂w t˜2(w) = (z
′(w))3
(
t3(z(w))− 12∂zt2(z(w))
)
. (8.47)
In other words, the combination t3(z)− 12 t′2(z) transforms as a 3-differential.
SL(3) flat connection
Note that the differential equation
Dy = y′′′(z) + t2(z)y′(z) + t3(z)y(z) = 0, (8.48)
can be put in the form of an SL(3) flat connection
∇operY = dY+ AY = dY(z)
dz
dz+ Az dz Y(z) = 0 (8.49)
where
Y(z) =
 y′′(z)−y′(z)
y(z)
 and Az =
 0 −t2(z) t3(z)1 0 0
0 1 0
 . (8.50)
While under a change of variables z→ z(w) we have that
y˜(w) = y(z(w))
(
dz
dw
)−1
≡ y(z(w))s(w), (8.51)
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the section Y transforms as
Y˜(w) =
 s(w)−1 − s
′(w)
s(w) s
′′(w)
0 1 −s′(w)
0 0 s(w)
Y(z(w)) ≡ U−1(w)Y(z(w)), (8.52)
and hence obeys
dY˜+ A˜Y˜ =
dY˜(w)
dw
dw+ A˜w dw Y˜(w) = 0, (8.53)
with
A˜ = U−1dU +U−1AU = A˜w dw. (8.54)
Since the new connection form is indeed
A˜w =
 0 −t˜2(w) t˜3(w)1 0 0
0 1 0
 , (8.55)
with
t˜2(w) =
t2(z(w))
s(w)2
+
s′(w)2
s(w)2
− 2s
′′(w)
s(w)
(8.56)
t˜3(w) =
t3(z(w))
s(w)3
− s
′(w)t2(z(w))
s(w)3
− s
′(w)3
s(w)3
+
2s′(w)s′′(w)
s(w)2
− s
′′′(w)
s(w)
(8.57)
in agreement with equations (8.43) and (8.47), we find that the SL(3) oper defined lo-
cally by equation (8.48) is equivalent to the SL(3) flat connection defined locally equa-
tion (8.49).
More invariantly, the transformation property (8.52) says that Y transforms as a 2-jet,
and implies that we have converted the oper D into the flat connection ∇oper in the rank
3 vector bundle E of 2-jets of sections of K−1C .
Fuchsian SL(3) opers
The space L of SL(3) opers on a surface C with regular punctures consists of all Fuch-
sian SL(3) opers on C, which are locally given by a Fuchsian differential equation of
degree 3, with various possible restrictions at each puncture depending on the type of the
puncture.
Maximal punctures
Suppose for a moment that the surface C has only maximal punctures. The space of
SL(3) opers on C consists of all Fuchsian SL(3) opers on C, where we require that the
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local exponents at each such puncture zl are given by16
1+
ml,1
2
, 1+
ml,2
2
, 1− ml,1
2
− ml,2
2
, (8.58)
in terms of the mass parameters ml,1 and ml,2. This implies that the resulting SL(3) opers
have fixed semi-simple conjugacy class
Cl = diag
(
epiiml,1 , epiiml,2 , e−pii(ml,1+ml,2)
)
, (8.59)
at each maximal puncture zl.
Example. Locus of opers for T3[P10,1,∞].
As summarized in equations (2.15) and (2.16), the three-punctured sphere P10,1,∞ with
three maximal punctures admits a 1-dimensional family of differentials
ϕ2 =
c∞z2 − (c0 − c1 + c∞)z+ c0
z2(z− 1)2 (dz)
2 (8.60)
ϕ3 =
d∞z3 + uz2 + (d0 + d1 − d∞ − u)z− d0
z3(z− 1)3 (dz)
3. (8.61)
The 1-dimensional family of Fuchsian SL(3) opers onP10,1,∞ with three maximal punc-
tures may be parametrized as
y′′′(z) + t2(z)y′(z) + t3(z)y(z), (8.62)
with coefficients
t2 =
(1+ c∞)z2 − (1+ c0 − c1 + c∞)z+ (1+ c0)
z2(z− 1)2 (8.63)
t3 =
d∞z3 + uz2 + (d0 + d1 − d∞ − u)z− d0
z3(z− 1)3 +
1
2
t′2. (8.64)
Its local exponents are indeed given by
z = 0 : 1+
m0,1
2
, 1+
m0,2
2
, 1− m0,1
2
− m0,2
2
z = 1 : 1+
m1,1
2
, 1+
m1,2
2
, 1− m1,1
2
− m1,2
2
(8.65)
z = ∞ : 1+
m∞,1
2
, 1+
m∞,2
2
, 1− m∞,1
2
− m∞,2
2
.
The Fuchsian SL(3) oper (8.62) may be written in the form
y′′′(z) +
(
4tunif2 + ϕ2(z)
)
y′(z) +
(
2∂ztunif2 (z) +
1
2
∂zϕ2(z) + ϕ3
)
y(z), (8.66)
16It is a simple exercise to check that the exponents of an SL(3) oper add up to 3 at each puncture, hence
(8.58) is the most symmetric choice.
57
where
tunif2 (z) =
1− z+ z2
z2(z− 1)2 (8.67)
is the coefficient of the Fuchsian uniformization oper (8.28). The Fuchsian SL(3) oper (8.62)
thus again has an interpretation in terms of Fuchsian uniformization. In fact, in the limit
ml,i → 0 it is equal to a lift of the Fuchsian uniformatization oper.
This is most easily seen by rewriting the SL(3) flat connection defined locally by equa-
tion (8.49) in the form17
dY˜(z)
dz
dz+
 0 −12 t2(z) t3(z)− 12∂zt2(z)1 0 −12 t2(z)
0 1 0
 dz Y˜(z) = 0. (8.68)
Indeed, in this form it is clear that the SL(3) oper defined locally by
y′′′(z) + t2(z) y′(z) +
1
2
∂zt2(z) y(z) = 0, (8.69)
is the lift of the SL(2) oper defined locally by
y′(z) + 1
4
t2(z) y(z) = 0, (8.70)
using the homomorphism ρ : sl(2)→ sl(3) given by the spin 1 representation of sl(2).
The lift of the Fuchsian uniformization oper
D(3)unif = ∂
3
z + 4t
unif
2 ∂z + 2
(
∂ztunif2
)
(8.71)
has all three exponents equal to 1.
More generally, if the underlying surface C has complex structure moduli, such as
for instance for P10,q,1,∞, the SL(3) base oper D
(3)
0 may be described as the lift (using the
homomorphism ρ : sl(2) → sl(3) given by the spin 1 representation) of the SL(2) base
oper D0, which in the example of P10,q,1,∞ is written down in (8.34).
Minimal punctures
Suppose that C has minimal punctures as well. We may obtain the space of Fuchsian
SL(3) opers on C with minimal punctures from the locus of Fuchsian SL(3) opers on C
with only maximal punctures, by simply enforcing the monodromy around the minimal
punctures to be diagonal with two equal eigenvalues, i.e. a multiple of a reflection matrix.
This requires tuning two of the local exponents at each minimal puncture as well as
tuning one internal parameter for each minimal puncture. These constraints can be ex-
pressed in terms of the differential equation (8.36) as follows:
17This is the “canonical form” as in e.g. [15, 49], which makes the ϕ-action more obvious. This is also the
form in which it plays a role in [18], in the scaling limit of Hitchin section.
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(i) We set the mass parameters at the minimal puncture zl equal to ml ± 1.
(ii) We require that if we multiply the differential equation
D˜y(z) = D(z− zl)
1−ml
2 y(z) = 0 (8.72)
by a factor (z− zl)
1+ml
2 , such that the leading coefficient has an order 1 zero at z = zl,
the resulting differential equation has analytic coefficients at z = zl.
This second condition implies that two of the solutions of the diffential equation D˜y(z) =
0 are holomorphic at z = zl (see for instance [50]). In return, that implies that the local
monodromy of the SL(3) oper defined by the differential operator D around the puncture
zl is a multiple of a reflection matrix.
Example. Locus of opers for T3[P10,1,∞].
Suppose that z = 1 is a minimal puncture. This imposes the constraints
mbif1,1 = m1 − 1 (8.73)
mbif1,2 = m1 + 1,
as well as
ubif =
(m1 − 1)m1 (m1 + 1)
8
− d0 − 2d∞ + m12 (c0 − c∞). (8.74)
on the family of Fuchsian SL(3) opers defined by the coefficients (8.63) and (8.64). This
hence fixes the oper uniquely.
The resulting differential equation
Dbify(z) = 0 (8.75)
can be written in the form of the generalized hypergeometric differential equation[
z(θ + α1)(θ + α2)(θ + α3)− (θ + β1 − 1)(θ + β2 − 1)(θ + β3 − 1)
]
y˜(z) = 0 (8.76)
where θ = z∂z, with coefficients
α1 =
1
2(−m∞,1 +m1 +m0,3 − 1+ 2β3),
α2 =
1
2(−m∞,2 +m1 +m0,3 − 1+ 2β3),
α3 =
1
2(−m∞,3 +m1 +m0,3 − 1+ 2β3), (8.77)
β1 =
1
2(−m0,1 +m0,3 + 2β3),
β2 =
1
2(−m0,2 +m0,3 + 2β3),
where m0,3 = −m0,1 −m0,2, m∞,3 = −m∞,1 −m∞,2 and
y˜(z) = z−
β1+β2+β3
3 (z− 1)− α1+α2+α3−β1−β2−β3+33 y(z). (8.78)
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Indeed, it is known that the monodromy group for the generalized hypergeometric
differential equation (8.75) is rigid and characterized by a reflection matrix at z = 1 [50].
Finally, comparing the constraint (8.74) on the opers with the constraint (2.19) on the
differentials, we notice a (quantum) difference. This implies that the generalized hyper-
geometric oper cannot be written in the form (8.66) for any choice of the coefficient tunif2 .
Example. Locus of opers for T3[P10,q,1,∞].
The space of SL(3) opers on the four-punctured sphere P10,q,1,∞ with two maximal
punctures at z = 0 and z = ∞ and two minimal punctures at z = q and z = 1 is 2-
dimensional. It may be obtained from the 4-dimensional family of Fuchsian SL(3) opers
on the four-punctured sphere P10,q,1,∞ with four maximal punctures by imposing the con-
ditions for a minimal puncture at z = q and z = 1.
The resulting family of opers may be written down as the differential equations
D y(z) = y′′′(z) + t2(z)y′(z) + t3(z)y(z) = 0, (8.79)
with coefficients
t2 =
1+ c0
z2
+
1+ c
(z− q)2 +
1+ c1
(z− 1)2 +
c∞ − c0 − c− c1 − 2
z(z− 1) +
H1
z(z− q)(z− 1) (8.80)
t3 =
d0
z3
+
d
(z− q)3 +
d1
(z− 1)3 +
d∞ − d0 − d− d1
z(z− q)(z− 1) + (8.81)
+
(1− q)(4c0 − 3m2 − 3m21 − 4c∞ + 6)m1
8z(z− 1)2(z− q) +
H2
z2(z− q)(z− 1)
− H1
z(z− 1)2(z− q)2
(m1
2
(z− q) + m
2
(z− 1)
)
+
1
2
t′2.
We call this the family of generalized Heun’s opers. For any member of this family the
monodromy around either minimal puncture is semi-simple with two equal eigenvalues.
Note that the coefficients t2 and t3 − 12 t′2 from equations (8.80) and (8.81) only differ
with the differentials (2.20) and (2.21) in terms that have a smaller mass dimension. This
difference goes to zero in the semi-classical limit e→ 0 discussed in section 8.3.
In the limit q → 0 the four-punctured sphere P10,q,1,∞ degenerates into two three-
punctured spheres. In the same limit, the family of generalized Heun’s opers degenerates
into a pair of generalized hypergeometric opers.
If we assume that
H1 = 1+ c0 + c− c` +O(q) (8.82)
H2 = d0 − d` + m2 (c0 − c`)−
(m− 1)m(m+ 1)
8
+O(q) (8.83)
in the limit q→ 0, the family of generalized Heun’s opers (8.79) has two interesting limits:
1. In the limit q → 0 the family reduces to the generalized hypergeometric oper (8.76)
with coefficients (m0,i 7→ `i), m1,i and m∞,i.
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2. If we first map z 7→ qt and then take the limit q → 0, the family reduces to the gen-
eralized hypergeometric oper (8.76) with coefficients m0,i, (m1,i 7→ mi) and (m∞,i →
`i).
The assumptions (8.82) will be justified in §9.
8.3 Semi-classical limit
It is natural to introduce an additional parameter e with mass dimension 1 such that
all terms in the Fuchsian differential equations have the same mass dimension. The cor-
responding locus of opers Le is a complex Lagrangian subspace of the moduli space of
flat e-connections. In the semi-classical limit e → 0 the locus Le limits to the space of
quadratic (and higher if K > 2) differentials B.
In the following we often leave out the e for uncluttered notation, but at any stage it
is a simple matter to reproduce the e-dependence.
9 Monodromy of opers
In this section we study the monodromy representation of the opers in the locus L
in our main examples. For the superconformal SU(2) theory with four flavors this is
Heun’s differential equation (8.30), while for the superconformal SU(3) theory with six
flavors this is its generalization (8.79) to K = 3. Since both are families of opers on a punc-
tured sphere, there are no complications due to tricky coordinate transformations, and the
monodromy representation is simply found as the fundamental system of solutions to the
respective differential equations.
The relevant differential equations are too complicated for one to write down the mon-
odromy representation explicitly in q. We use the fact that the underlying Riemann sur-
face is the four-punctured sphere P10,q,1,∞ and write down the expressions in a series ex-
pansion in q, following and expanding arguments of [22, 23, 24].18 We are helped by the
fact that the leading contribution when q → 0 is described by the (generalized) hyperge-
ometric differential equation, whose monodromy has been explicitly computed [50].
The same method may be applied to compute the monodromy representation of any
family of opers of class S in a perturbation series in the complex structure parameters q,
when analytic expressions are known for the oper monodromies in the limit q→ 0.
9.1 Heun’s differential equation
In this subsection we compute the monodromy representation of Heun’s differential
equation (8.30) in a perturbation series in q.
To compare to the monodromy representation (7.23) of any flat SL(2) connection on
the four-punctured sphereP0,q,1,∞ in terms of average length-twist coordinates, we fix the
18While finishing this paper we noticed that similar strategy has been used in [51] to calculate the Painleve´
VI tau-function for small q.
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monodromy Moperα around the punctures z = 1 and z = ∞ such that it has trace
Tr Moperα = −2 cos(pi`). (9.1)
The parameter ` will later play the role of the Coulomb parameter a.
As computed in [24] , fixing the monodromy Moperα as before determines a series ex-
pansion of the accessory parameter H in q
H =
∞
∑
k=0
qk Hk, (9.2)
with for instance
H0 = ∆` − ∆0 − ∆ (9.3)
and
H1 =
(∆` − ∆0 + ∆)(∆` − ∆∞ + ∆1)
2∆`
− H0. (9.4)
What is left to do is to compute the monodromy Moperβ of Heun’s differential equa-
tion (8.30) around the punctures at z = 0 and z = ∞ in a perturbation series in q. Our
strategy for this is as follows:
1. We define the rescaled Heun’s differential equation by substituting z = qt in Heun’s
differential equation itself. We construct solutions v1(t) and v2(t) of the rescaled
Heun’s differential equation in a neigbourhood of t = 0, in a perturbation series in
q.
2. We analytically continue the solutions v1(t) and v2(t) to t = ∞while keeping z = qt
finite, but very small. We re-organize the functions w1(z) = v1(t/q) and w2(z) =
v2(t/q), which are solutions of Heun’s differential equation itself, around z = 0 in a
perturbation series in q.
3. We analytically continue the solutions w1(z) and w2(z) to z = ∞.
These three steps together determine the connection matrix Stotal(q) that relates the
local solutions of Heun’s differential equation near the puncture at z = 0 to the local
solutions near the puncture at z = ∞. Say that M0 and M∞ are the local monodromies
around z = 0 and z = ∞, respectively. Then the monodromy matrix of Heun’s differential
equation around the punctures z = 0 and z = ∞ is found as
Moperβ = M0 Stotal(q)M∞ (Stotal(q))
−1 . (9.5)
The computation is illustrated in Figure 21 and the result is summarized in equation (9.85).
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Figure 21: Decomposition of the cycle β on P10,q,1,∞ into four paths corresponding to the
computation of the monodromy matrix Mβ on P10,q,1,∞ as in equation (9.5).
Step 1: Perturbation of the rescaled Heun’s differential equation
We first define the rescaled Heun’s differential equation by substituting z = qt in
equation (8.30) and expand it in a perturbation series in q. We also expand its solutions
v(t, `) in q as
v(t, `) =
∞
∑
k=0
qk v(k)(t, `). (9.6)
The leading contribution v(0)(t, `) is determined by the hypergeometric differential
equation
∂2t v
(0)(t, `) +Q0(t, `) v(0)(t, `) = 0, (9.7)
with
Q0(t, `) =
∆0 − (∆` − ∆+ ∆0)t+ ∆`t2
t2(1− t)2 . (9.8)
We find the two independent solutions
v(0)1 (t, `) = t
1−m0
2 (1− t) 1+m2 2F1
(
1− `+m−m0
2
,
1+ `+m−m0
2
, 1−m0, t
)
(9.9)
v(0)2 (t, `) = t
1+m0
2 (1− t) 1+m2 2F1
(
1− `+m+m0
2
,
1+ `+m+m0
2
, 1+m0, t
)
, (9.10)
where 2F1 (a, b, c, t) is the Gauss hypergeometric function
2F1 (a, b, c, t) =
∞
∑
k=0
(a)k(b)k
(c)k
tk
k!
, (9.11)
with (x)k := x(x+ 1) . . . (x+ k− 1) the Pochhammer symbol.
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The next-to-leading contribution v(1)(t, `) is determined by the equation
∂2t v
(1)(t, `) +Q0(t, `) v(1)(t, `) +Q1(t, `) v(0)(t, `) = 0, (9.12)
with
Q1(t, `) =
(∆` + ∆1 − ∆∞)(∆` + ∆1 − ∆∞ − 2∆`t)
2∆` t (1− t) . (9.13)
Its solutions can be found in two ways.
First, we may use general perturbation theory to write the solution in the form
v(1)r (t, `) = Sr1v
(0)
1 (t, `) + Sr2v
(0)
2 (t, `) (9.14)
with
Sr1 =
1
m0
∫ t
0
v(0)2 (s, `)Q1(s, `)v
(0)
r (s, `)ds (9.15)
Sr2 = − 1m0
∫ t
0
v(0)1 (s, `)Q1(s, `)v
(0)
r (s, `)ds. (9.16)
In a perturbation series in t we find
S11 = −t (σ+O(t)) S12 = −t1−m0
(
σ
m0 − 1 +O(t)
)
(9.17)
S21 = −t1+m0
(
σ
m0 + 1
+O(t)
)
S22 = −t (σ+O(t)) (9.18)
with
σ =
(`2 +m20 −m2 − 1)(`2 +m21 −m2∞ − 1)
8m0(`2 − 1) . (9.19)
Note that there is the freedom of adding any multiple of v(0)r (t, `) to v
(1)
r (t, `). This only
changes the boundary conditions of vr(t, `) at t = 0. The choice made in equation (9.14)
fixes
v(1)r (t = 0, `) = 0. (9.20)
This choice implies that the t-expansion of v(1)1 (t, `) starts off with a term proportional to
t
3−m0
2 , and that the t-expansion of v(1)2 (t, `) starts off with a term proportional to t
3+m0
2 :
v(1)1 (t, `) = −t
3−m0
2
(
(`2 +m20 −m2 − 1)(`2 +m21 −m2∞ − 1)
8(`2 − 1)(m0 − 1) +O(t)
)
(9.21)
v(1)2 (t, `) = t
3+m0
2
(
(`2 +m20 −m2 − 1)(`2 +m21 −m2∞ − 1)
8(`2 − 1)(m0 + 1) +O(t)
)
(9.22)
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Alternatively, we could make an ansatz of the form
v˜(1)r (t, `) = A
(1)
r,−1v
(0)
r (t, `+ 2) + A
(1)
r,0 v
(0)
r (t, `) + A
(1)
r,1 v
(0)
r (t, `− 2). (9.23)
This ansatz confirms the value (9.4) for H1 and fixes
A(1)1,−1 = −
(`±m−m0 + 1)(`2 +m21 −m2∞ − 1)
16`(`+ 1)2
(9.24)
A(1)1,1 = −
(`±m+m0 − 1)(`2 +m21 −m2∞ − 1)
16`(`− 1)2 (9.25)
A(1)2,−1 = −
(`±m+m0 + 1)(`2 +m21 −m2∞ − 1)
16`(`+ 1)2
(9.26)
A(1)2,1 = +
(`±m−m0 − 1)(`2 +m21 −m2∞ − 1)
16`(`− 1)2 , (9.27)
where (`± b) = (`+ b)(`− b).
The coefficient A(1)r,0 is left underdetermined, corresponding to the freedom of adding
a multiple of v(0)r (t, `) to v
(1)
r (t, `). Comparing to equation (9.14) we choose
A(1)r,0 = −A(1)r,1 − A(1)r,−1, (9.28)
to fix the boundary condition v(1)r (t = 0, `) = 0. Indeed, we then find that
v˜(1)r (t, `) = v
(1)
r (t, `). (9.29)
The expansion of v(1)(t, `) in terms of hypergeometric functions as in equation (9.23)
will be useful to analytically continue to t = ∞.
We can continue this perturbation to any order in q by expanding [22]
v(k)r (t, `) =
k
∑
j=−k
A(k)r,j v
(0)
r (t, `− 2j). (9.30)
and find for instance that
A(2)1,−2 =
(`±m−m0 + 3)(`±m−m0 + 1)(`±m1 ±m∞ + 1)
512`(`+ 1)2(`+ 2)2(`+ 3)
(9.31)
+
(`±m−m0 + 3)(`±m−m0 + 1)(m21 − 1)
128`(`+ 1)(`+ 2)(`+ 3)
A(2)1,2 =
(`±m+m0 − 3)(`±m+m0 − 1)(`±m1 ±m∞ − 1)
512`(`− 1)2(`− 2)2(`− 3) (9.32)
+
(`±m+m0 − 3)(`±m+m0 − 1)(m21 − 1)
128`(`− 1)(`− 2)(`− 3) .
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Step 2: Solutions for |z| < 1
We have just seen that the solutions vr(t, `) of the rescaled Heun equation may be
expanded in q as
vr(t, `) = v
(0)
r (t, `) (9.33)
+ q
(
A(1)r,−1 v
(0)
r (t, `+ 2) + A
(1)
r,0 v
(0)
r (t, `) + A
(1)
r,1 v
(0)
r (t, `− 2)
)
+ q2
2
∑
k=−2
A(2)r,k v
(0)
r (t, `− 2k)
+O(q3)
Instead of considering the solutions vr(t, `) around t = 0, we now want to analytically
continue them to |t|  1.
For |t|  1 the hypergeometric functions v(0)1 (t) and v(0)2 (t) may be expanded as
v(0)r (t, `− 2j) = (−1)
1−2m+m0
2 (−t) 1−`2 +jBt[`− 2j]r1 (9.34)(
1+
(`− 2j)2 +m2 −m20 − 1
4(`− 2j+ 1) t
−1 +O
(
t−2
))
+ (−1) 1−2m+m02 (−t) 1+`2 −jBt[`− 2j]r2 (9.35)(
1− (`− 2j)
2 +m2 −m20 − 1
4(`− 2j− 1) t
−1 +O
(
t−2
))
with
Bt[`] =

Γ[−`]Γ[1−m0]
Γ[1−`+m−m02 ]Γ[
1−`−m−m0
2 ]
Γ[`]Γ[1−m0]
Γ[1+`+m−m02 ]Γ[
1+`−m−m0
2 ]
Γ[−`]Γ[1+m0]
Γ[1−`+m+m02 ]Γ[
1−`−m+m0
2 ]
Γ[`]Γ[1+m0]
Γ[1+`+m+m02 ]Γ[
1+`−m+m0
2 ]
 . (9.36)
This implies that the solutions vr(t, `) have the expansion
vr(t, `) = (−1)
1−2m+m0
2 (−t) 1−`2
( ∞
∑
l=0
Bt[`− 2l]r1 A(l)r,l (−z)l +O
(
t−1
) )
(9.37)
+(−1) 1−2m+m02 (−t) 1+`2
( ∞
∑
l=0
Bt[`+ 2l]r2 A
(l)
r,−l (−z)l +O
(
t−1
) )
.
for |t|  1, yet |z| = |qt| < 1.
Leading order in q
Write the solutions wr(z, `) = vr
(
z
q , `
)
to the unrescaled Heun equation (8.30) in a
q-expansion as
wr(z, `) =∑
k
qk w(k)r (z, `). (9.38)
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Equation (9.37) implies that the leading contribution w(0)r (z, `) is given by
w(0)r (z, `) = (−1)
1−2m+m0
2
(
− z
q
) 1−`
2
Bt[`]r1
 ∞∑
l=0
Bt[`− 2l]r1 A(l)r,l
Bt[`]r1
(−z)l
 (9.39)
+ (−1) 1−2m+m02
(
− z
q
) 1+`
2
Bt[`]r2
 ∞∑
l=0
Bt[`+ 2l]r2 A
(l)
r,−l
Bt[`]r2
(−z)l
 . (9.40)
The coefficients in front of (−z) are
Bt[`− 2]r1 A(1)r,1
Bt[`]r1
=
(`2 +m21 −m2∞ − 1)
4(`− 1) (9.41)
Bt[`+ 2]r2 A
(1)
r,−1
Bt[`]r2
= − (`
2 +m21 −m2∞ − 1)
4(`+ 1)
, (9.42)
whereas the coefficients in front of (−z)2 are
Bt[`− 4]r1 A(2)r,2
Bt[`]r1
=
(`−m1 ±m∞ − 3)(`−m1 ±m∞ − 1)
32(`− 1)(`− 2) (9.43)
+
(m1 + 1)(`−m1 ±m∞ − 1)
8(`− 1) +
(m21 − 1)
8
Bt[`+ 4]r2 A
(2)
r,−2
Bt[`]r2
=
(`+m1 ±m∞ + 3)(`+m1 ±m∞ + 1)
32(`+ 1)(`+ 2)
(9.44)
− (m1 + 1)(`+m1 ±m∞ + 1)
8(`+ 1)
+
(m21 − 1)
8
.
This suggests that w(0)r (z, `) can be rewritten in the form(
w(0)1 (z, `)
w(0)2 (z, `)
)
= Bt[`] T
(
y(0)1 (z, `)
y(0)2 (z, `)
)
(9.45)
with
T =
(
q
`−1
2 0
0 q
−`−1
2
)
, (9.46)
and
y(0)1 (z, `) = (−1)
1−2m+m0
2 (1− z) 1+m12 (−z) 1−`2 (9.47)
2F1
(
1− `+m1 −m∞
2
,
1− `+m1 +m∞
2
, 1− `, z
)
y(0)2 (z, `) = (−1)
1−2m+m0
2 (1− z) 1+m12 (−z) 1+`2 (9.48)
2F1
(
1+ `+m1 −m∞
2
,
1+ `+m1 +m∞
2
, 1+ `, z
)
,
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which is a basis of solutions to the unrescaled Heun equation (8.30) at q = 0.
Indeed, since w(0)r (z, `) is a solution to the unrescaled Heun equation at q = 0, and
since we have verified equation (9.45) up to order z2, equation (9.45) must hold to any
order.
Next-to-leading order in q
To find the next-to-leading contribution w(1)r in q we substitute the t−1-expansion (9.34)
of v(0)r into the q-expansion (9.33) of vr. The resulting expansion is
w(1)r (z, `) = (−1)
1−2m+m0
2
(
− z
q
) 1−`
2 ∞
∑
m=−1
W(1)1,m z
m (9.49)
+ (−1) 1−2m+m02
(
− z
q
) 1+`
2 ∞
∑
m=−1
W(1)2,m z
m (9.50)
with
W(1)1,−1 = Bt[`]r1
`2 +m2 −m20 − 1
4(`+ 1)
(9.51)
W(1)1,0 = − Bt[`− 2]r1 A(1)r,1
(`− 2)2 +m2 −m20 − 1
4(`− 1) + Bt[`]r1 A
(1)
r,0 (9.52)
W(1)2,−1 = −Bt[`]r2
`2 +m2 −m20 − 1
4(`− 1) (9.53)
W(1)2,0 = Bt[`+ 2]r2 A
(1)
r,−1
(`+ 2)2 +m2 −m20 − 1
4(`+ 1)
+ Bt[`]r2 A
(1)
r,0 (9.54)
and so forth.
This expansion is consistent with the closed form(
w(1)1 (z, `)
w(1)2 (z, `)
)
= Bt[`] T
(
y(1)1 (z, `)
y(1)2 (z, `)
)
, (9.55)
where
y(1)r (z, `) = C
(1)
r,−1 y
(0)
r (z, `+ 2) + C
(1)
r,0 y
(0)
r (z, `) + C
(1)
r,1 y
(0)
r (z, `− 2), (9.56)
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with coefficients
C(1)1,−1 =
1− `2 +m20 −m2
4(`+ 1)
(9.57)
C(1)1,0 =
`
4
(
1+
(m21 −m2∞)(m20 −m2)
(`+ 1)2(`− 1)2
)
(9.58)
− (m
2
1 −m2∞)(m20 −m2)
4(`+ 1)2(`− 1)2 +
(m21 −m2∞)(1−m0)
4(`+ 1)(`− 1) −
m0
4
C(1)1,1 =
(`2 +m2 −m20 − 1)(`±m1 ±m∞ − 1)
64 `(`− 1)3(`− 2) (9.59)
and C(1)2,k (`) = C
(1)
1,k (−`).
Indeed, since y(0)1 (z, `) + qy
(1)
1 (z, `) +O(q2) is a solution of the unrescaled Heun equa-
tion in a perturbation series in q, and since we can verify equation (9.55) up to second
order in z, it must hold to any order in z.
Solutions at z = ∞
Analytically continuing to z = ∞ gives(
y(0)1 (z, `)
y(0)2 (z, `)
)
≈ Bz[`]
(
(−1) 1−2m+m02 (−z) 1−m∞2
(−1) 1−2m+m02 (−z) 1+m∞2
)
(9.60)
with
Bz[`] =

Γ[1− `]Γ[−m∞]
Γ[1−`−m1−m∞2 ]Γ[
1−`+m1−m∞
2 ]
Γ[1− `]Γ[m∞]
Γ[1−`−m1+m∞2 ]Γ[
1−`+m1+m∞
2 ]
Γ[1+ `]Γ[−m∞]
Γ[1+`−m1−m∞2 ]Γ[
1+`+m1−m∞
2 ]
Γ[1+ `]Γ[m∞]
Γ[1+`−m1+m∞2 ]Γ[
1+`+m1+m∞
2 ]
 . (9.61)
This implies that(
y(1)1 (z, `)
y(1)2 (z, `)
)
≈ Sz[`]
(
(−1) 1−2m+m02 (−z) 1−m∞2
(−1) 1−2m+m02 (−z) 1+m∞2
)
(9.62)
where
Sz[`]rs = C
(1)
r,−1 Bz[`+ 2]rs + C
(1)
r,0 Bz[`]rs + C
(1)
r,1 Bz[`− 2]rs (9.63)
Hence (
w1(z, `)
w2(z, `)
)
≈ Stotal(q)
(
(−1) 1−2m+m02 (−z) 1−m∞2
(−1) 1−2m+m02 (−z) 1+m∞2
)
(9.64)
with
Stotal[q] = Bt[`] T Bz[`]
(
1+ q Bz[`]−1Sz[`] +O(q2)
)
. (9.65)
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Step 4: Monodromy
Say that
M0 =
(
epii(1−m0) 0
0 epii(1+m0)
)
(9.66)
and
M∞ =
(
epii(1+m∞) 0
0 epii(1−m∞)
)
(9.67)
are the local monodromy matrices at zero and infinity, respectively. Then the monodromy
matrix of Heun’s differential equation around the punctures z = 0 and z = ∞ is given by
Moperβ = M0 Stotal[q]M∞ Stotal[q]
−1. (9.68)
We compute the inverse of Mβ using that
Bz[`]−1 = Bt[−`]{m→m1,m0→−m∞} (9.69)
and that
Stotal[q]−1 = (1− q Bz[`]−1 Sz[`]) (Bt[`] T Bz[`])−1 +O(q2). (9.70)
We then find
Moperβ = M
oper,(0)
β + qM
oper,(1)
β +O(q2) (9.71)
with
Moper,(0)β = M0 Bt[`] T Bz[`]M∞ Bz[`]
−1 T−1 Bt[`]−1. (9.72)
and
Moper,(1)β = M0 Bt[`] T Bz[`]
(
Bz[`]−1 Sz[`]M∞ −M∞ Bz[`]−1 Sz[`]
)
(9.73)
Bz[`]−1 T−1 Bt[`]−1. (9.74)
Leading order monodromy
In the limit q → 0 the four-punctured sphere P10,q,1,∞ may be approximated by gluing
two three-punctured spheres P10,1,∞ using the plumbing fixture method. In the same limit
Heun’s differential equation (8.30) may be approximated by the two hypergeometric dif-
ferential equations (8.23), one on each three-punctured sphere. It is well-known that Bt[`]
and Bz[`]−1 are the connection matrices for these hypergeometric differential equations,
respectively. Equation (9.72) shows that the leading order contribution in q to the mon-
odromies of Heun’s differential equation may simply be found from the monodromies of
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the hypergeometric differential equation by splicing in the gluing matrix T. (See [22, 23]
for an alternative proof.)
To leading order in q we calculate that
Tr Moper,0β = D− q
−` + D◦ + D+ q`, (9.75)
where
D− = −4pi2 Γ[1+ `]
2Γ[`]2
Γ
[
1
2 +
`±m0±m
2
]
Γ
[
1
2 +
`±m1±m∞
2
] (9.76)
D+ = −4pi2 Γ[1− `]
2Γ[−`]2
Γ
[
1
2 − `±m0±m2
]
Γ
[
1
2 − `±m1±m∞2
] (9.77)
and
D◦ =
cos(pi`,pim0,pim1) + cos(pi`,pim,pim∞) + cos(pim0,pim∞) + cos(pim,pim1)
1
2 sin
2(pi`)
,
(9.78)
where we defined
cos(x1, . . . , xn) = cos(x1) · · · cos(xn). (9.79)
Next-to-leading order monodromy
At next-to-leading order in q we find
Bz[`]−1 Sz[`]M∞ −M∞ Bz[`]−1 Sz[`] =
(
0 δM+
δM− 0
)
(9.80)
with
δM+ =
2ipi2
(
C(1)1,0 − C(1)2,0
)
sin[pi`]
Γ[1+m∞]
Γ[1−m∞]
1
Γ
[
1±`±m1+m∞
2
] (9.81)
and
δM− =
2ipi2
(
C(1)2,0 − C(1)1,0
)
sin[pi`]
Γ[1−m∞]
Γ[1+m∞]
1
Γ
[
1±`±m1+m∞
2
] (9.82)
This leads to
Tr Moper,1β = D−
(
C(1)2,0 − C(1)1,0
)
q−` + D+
(
C(1)1,0 − C(1)2,0
)
q`. (9.83)
with
C(1)1,0 − C(1)2,0 =
`
2
(
1+
(m21 −m2∞)(m20 −m2)
(`+ 1)2(`− 1)2
)
. (9.84)
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The result
Up to order q we thus find that
Tr Moperβ = D− q
−`
(
1− c1q+O(q2)
)
+ D◦ + D+ q`
(
1+ c1q+O(q2)
)
, (9.85)
with
D− = −4pi2 Γ[1+ `]
2Γ[`]2
Γ
[
1
2 +
`±m0±m
2
]
Γ
[
1
2 +
`±m1±m∞
2
] (9.86)
D+ = −4pi2 Γ[1− `]
2Γ[−`]2
Γ
[
1
2 − `±m0±m2
]
Γ
[
1
2 − `±m1±m∞2
] , (9.87)
whereas
D◦ =
cos(pim0,pim∞) + cos(pim,pim1) + cos(pi`,pim0,pim1) + cos(pi`,pim,pim∞)
1
2 sin
2(pi`)
,
(9.88)
and
c1 =
`
2
(
1+
(m21 −m2∞)(m20 −m2)
(`+ 1)2(`− 1)2
)
. (9.89)
Using the same techniques one can in principle compute the oper monodromies to any
order in q.
We rewrite this result in terms of perturbative and instanton corrections to the effective
twisted superpotential of the superconformal SU(2) theory coupled to four hypers in
§10.1.
9.2 Generalized Heun’s differential equation
The monodromies of the generalized Heun’s differential equation (8.79) may be com-
puted perturbatively in an expansion in q in the same way,. Here we content ourselves
with the leading contribution in q.
Again, we start with fixing the coefficients in the expansion
H1 =
∞
∑
k=0
qkH1,k (9.90)
H2 =
∞
∑
k=0
qkH2,k (9.91)
of the accessory parameters H1 and H2 in equation (8.79), by requiring that the mon-
odromy Moperα around the punctures z = 1 and z = ∞ has traces
Tr Moperα = e
2pii
(
1+ `12
)
+ e2pii
(
1+ `22
)
+ e2pii
(
1− `12 −
`2
2
)
, (9.92)
Tr
(
Moperα
)−1
= e2pii
(
1− `12
)
+ e2pii
(
1− `22
)
+ e2pii
(
1+ `12 +
`2
2
)
,
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for some fixed complex numbers `1 and `2. This determines the leading coefficients (8.82),
i.e.
H1,0 = 1+ c0 + c− c`, (9.93)
H2,0 = d0 − d` + m2 (c0 − c`)−
(m− 1)m(m+ 1)
8
. (9.94)
Recall that, on the one hand, the generalized Heun’s equation (8.79) limits to the gen-
eralized hypergeometric oper (8.76) with coefficients m0,i, (m1,i 7→ mi) and (m∞,i → `i) if
we first replace z 7→ qt and then take the limit q → 0. A basis of three independent solu-
tions of the limiting generalized hypergeometric differential equation at t = 0 is given by
the generalized hypergeometric functions
v(0)r (t) = t1+m0,r3F2(αr,1, αr,2, αr,3, βr,j, βr,k, t) (9.95)
= t1+m0,r
∞
∑
n=0
(αr,1)n(αr,2)n(αr,3)n
(βr,j)n(βr,k)n
tn
n!
,
with j 6= r and k 6= r, and with coefficients
αr,j =
1+m+m0,r − `j
2
, βr,j = 1+
m0,r −m0,j
2
, (9.96)
where `3 = −`1 − `2 and m0,3 = −m0,1 −m0,2.
The analytic continuation of the solutions v(0)r (t) from t = 0 to t = ∞ is described by
the connection matrix with coefficients
Bt[`]ij =∏
k 6=i
∏
l 6=j
Γ[
`j−`l
2 ]Γ[1+
m0,i−m0,k
2 ]
Γ[1−`l+m+m0,i2 ]Γ[
1+`j−m−m0,k
2 ]
. (9.97)
On the other hand, the generalized Heun’s equation (8.79) limits to the generalized
hypergeometric oper (8.76) with coefficients (m0,i 7→ `i), m1,i and m∞,i if we just take the
limit q→ 0.
The analytic continuation of its solutions y(0)i (z) from z = 0 to z = ∞ is thus deter-
mined by the connection matrix
Bz[`]ij =∏
k 6=i
∏
l 6=j
Γ[
m∞,j−m∞,l
2 ]Γ[1+
`i−`k
2 ]
Γ[1−m∞,l+m1+`i2 ]Γ[
1+m∞,j−m1−`k
2 ]
. (9.98)
Similar to equation (9.69) the connection matrices Bt[`] and Bz[`] are related by
Bz[l]−1 = Bt[−l]{m 7→m1,m0 7→−m∞}. (9.99)
Going through the same steps as for the Heun’s differential equation in the previous
subsection, we find that the leading contribution to the monodromy matrix of the gen-
eralized Heun’s equation around the punctures z = 0 and z = ∞ is computed by the
expression
Moper,0β = M0 Bt[`] T Bz[`]M∞ Bz[`]
−1 T−1 Bt[`]−1, (9.100)
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where now
T = diag
(
q
−`1
2 , q
−`2
2 , q−
`3
2
)
, (9.101)
M0 = diag
(
e2pii
(
1−m0,12
)
, e2pii
(
1−m0,22
)
, e2pii
(
1−m0,32
))
, (9.102)
M∞ = diag
(
e2pii
(
1+
m∞,1
2
)
, e2pii
(
1+
m∞,2
2
)
, e2pii
(
1+
m∞,3
2
))
. (9.103)
We break the computation of Moper,0β up in smaller pieces. We find that(
Bz[`]M∞ Bz[`]−1
)
ij
= e
pii
2 (2m1−2+`i+`j)
(
δi,j+ (9.104)
2ie−
3pii
2 (m1−1)
∏3k=1 cos
(
pi(`j+m1−m∞,k)
2
)
∏m 6=j sin
(
pi(`j−`m)
2
) ∏3k=1 Γ
[
1+`j+m1−m∞,k
2
]
∏l 6=i Γ
[
1+ `i−`l2
]
∏3k=1 Γ
[
1+`i+m1−m∞,k
2
]
∏m 6=j Γ
[
1+
`j−`m
2
]),
whereas (
Bt[`]−1 M0 Bt[`]
)
ij
=
(
Bz[−`]M∞ Bz[−`]−1
)
{m1 7→m,m∞ 7→−m0},ij
. (9.105)
Substituting these expressions into Moper,0β , we find that the leading order contribution
to the traces is given by19
Tr Moper,0β = D◦ + D(`1, `3) q
`3−`1
2 + D(`2, `3) q
`3−`2
2 + D(`1, `2) q
`2−`1
2 (9.106)
+ D(`2, `1) q
`1−`2
2 + D(`3, `2) q
`2−`3
2 + D(`3, `1) q
`1−`3
2
Tr
(
M(oper,0β
)−1
= D◦ + D(`1, `3) q
`3−`1
2 + D(`2, `3) q
`3−`2
2 + D(`1, `2) q
`2−`1
2 (9.107)
+ D(`2, `1) q
`1−`2
2 + D(`3, `2) q
`2−`3
2 + D(`3, `1) q
`1−`3
2
where
D(`k, `l) = −4pi2e−pii
(
m+m1−2
2
)
D?(`k, `l)
D↑(`k)D↓(`l)
, (9.108)
D(`k, `l) = −4pi2epii
(
m+m1−2
2
)
D?(`k, `l)
D↑(`k)D↓(`l)
, (9.109)
and
D?(`k, `l) = Γ
[
1+
`k − `l
2
]2
Γ
[`k − `l
2
]2
Γ
[
1− `l − `k2
]
(9.110)
× Γ
[
1+ `k +
`l
2
]
Γ
[
`k +
`l
2
]
Γ
[
− `k
2
− `l
]
,
19Expressions for D◦ and D◦ are available upon request.
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whereas
D↑(`k) =
3
∏
j=1
Γ
[1−m−m0,j + `k
2
]
Γ
[1+m1 −m∞,j + `k
2
]
(9.111)
and
D↓(`k) =
3
∏
j=1
Γ
[1+m+m0,j − `k
2
]
Γ
[1−m1 +m∞,j − `k
2
]
. (9.112)
We rewrite this result in terms of perturbative corrections to the effective twisted su-
perpotential of the superconformal SU(3) theory coupled to six hypers in §10.2.
10 Generating function of opers
The locus of (framed) opers forms a complex Lagrangian subspace inside the moduli
space of (framed) flat connectionsMCflat(C, SL(K)). Given any set of Darboux coordinates
{xi, yi} on MCflat(C, SL(K)) we can thus define a generating function Woper(x, e) of the
space of opers by the coupled set of equations
yi =
∂Woper(x, e)
∂xi
. (10.1)
In this section we find the generating function of opers Woper(x, e) in our two main
examples, the superconformal SU(2) theory with four flavors and the superconformal
SU(3) theory with six flavors, with respect to the length-twist coordinates Li and Ti de-
fined in the first part of this paper. We do this by comparing the formulae for the oper
monodromies in §9 to the formulae for the monodromies in terms of the length-twist co-
ordinates Li and Ti in §7.
Since the spectral twist coordinates Ti are only determined up multiplication by a
simple monomial in the (exponentiated) mass parameters, due to the ambiguity in the
choice of a Fenchel-Nielsen spectral network, the generating function Woper(x, e) that we
find in this section is determined up to a linear factor of the form mx.
10.1 Superconformal SU(2) theory with N f = 4
Comparing the monodromy traces Moperα of the opers around the pants curve α to
the monodromy traces Mα in terms of the length-twist coordinates L and T, gives the
identifications
Ml = −epiiml , (10.2)
L = −epii`. (10.3)
These identifications in particular imply that the constant term N◦ in equation (7.26)
agrees with the constant term D◦ in equation (9.85).
Next, we want to find the twist T as a function of the length L on the locus of opers.
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Leading order contribution in q
Comparing the leading order contribution in q to the oper monodromy Moperβ , as com-
puted in equation (9.75), to the monodromy Mβ in terms of the length-twist coordinates
L and T, as computed in equation (7.26), shows that up to leading order in q
T +
1
T
=
D+√
N
q` +
D−√
N
q−`, (10.4)
where
N(`) =
16 cos
(
pi`±pim0±pim
2
)
cos
(
pi`±pim1±pim∞
2
)
sin(pi`)4
. (10.5)
and D− = D+|`=−` with
D+(`) = −4pi2 Γ[1− `]
2Γ[−`]2
Γ
[
1
2 − `±m0±m2
]
Γ
[
1
2 − `±m1±m∞2
] . (10.6)
Repeatedly using the identity
cos
(pix
2
)
Γ
[1
2
+
x
2
]
Γ
[1
2
− x
2
]
= pi, (10.7)
we find that
D+√
N
=
√√√√Γ[12 + `±m0±m2 ]Γ[12 + `±m1±m∞2 ]
Γ[12 − `±m0±m2 ]Γ[12 − `±m1±m∞2 ]
Γ[1− `]Γ[−`]
Γ[1+ `]Γ[`]
, (10.8)
and hence that
D−√
N
=
√
N
D+
(10.9)
This implies that equation (10.4) is solved by
T =
√√√√Γ[12 + `±m0±m2 ]Γ[12 + `±m1±m∞2 ]
Γ[12 − `±m0±m2 ]Γ[12 − `±m1±m∞2 ]
Γ[1− `]Γ[−`]
Γ[1+ `]Γ[`]
q` (10.10)
up to leading order in q.
Classical and 1-loop contribution
Since the generating function of opers Woper(`, q) is defined by
1
2
log T =
∂Woper(`, q)
∂`
(10.11)
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on the locus of opers, we find that
∂Woper(`, q)
∂`
=
`
2
log q+
1
4
log
Γ[12 +
`±m0±m
2 ]
Γ[12 − `±m0±m2 ]
+
1
4
log
Γ[12 +
`±m1±m∞
2 ]
Γ[12 − `±m1±m∞2 ]
(10.12)
+
1
2
log
Γ[1− `]
Γ[`]
+
1
2
log
Γ[−`]
Γ[1+ `]
+O(q).
To make contact with known formulae, we write the last equation in terms of the
special function
Υ(x) =
∫ x
1
2
du log
Γ(u)
Γ(1− u) , (10.13)
which has the property that
∂
∂x
Υ(β+ γx) = γ log
Γ[β+ γx]
Γ[1− β− γx] (10.14)
as well as
Υ[1− x] = Υ[x]. (10.15)
We thus find
Woper(`, q) = Woperclas (`, τ) +W
oper
1−loop(`) +O(q) (10.16)
with
Woperclas (`, τ) =
`2
4
log q, (10.17)
and
Woper1−loop(`) = W
oper
anti−hyp(`,m0,m) +W
oper
vector(`) +W
oper
hyp (`,m1,m∞) (10.18)
with
Wopervector(`) = −
1
2
Υ[−`]− 1
2
Υ[`] (10.19)
Woperanti−hyp(`,m0,m) =
1
2
Υ
[1
2
+
`±m0 ±m
2
]
(10.20)
Woperhyp (`,m1,m∞) =
1
2
Υ
[1
2
+
`±m1 ±m∞
2
]
, (10.21)
up to an integration constant that is independent of `.
If we identify the length coordinate ` with the Coulomb parameter a, and compare to
the expression for the Nekrasov-Shatashvili effective twisted superpotential for the SU(2)
gauge theory coupled to four hypermultiplets, given in equations (1.8), (1.9) and (1.13),
we find that
Woperclas (a, τ) = W˜
eff
clas(a, τ) (10.22)
Woper1−loop(a) = W˜
eff
1−loop(a). (10.23)
In particular, Woper1−loop(`) is equal to half the classical Liouville action on the nodal four-
punctured sphere.
This computation is similar to and agrees with that in [10].
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1-instanton correction
The 1-instanton correction Woper1 (`, q) in the generating function of opers,
Woper(`, q) = Woperclas (`) log q+W
oper
1−loop(`) + W
oper
1 (`) q+O(q2), (10.24)
is computed by the next-to-leading order correction in q in equation (9.85) as
Woper1 (`) =
`2
8
+
(m20 −m2)(m2∞ −m21)
8(`+ 1)(`− 1) (10.25)
=
(`±m0 +m+ 1)(`+m1 ±m∞ + 1)
16`(`+ 1)
(10.26)
+
(`±m0 −m− 1)(`−m1 ±m∞ − 1)
16`(`− 1)
− 1
8
(m2 −m20 +m21 −m2∞ − 1)−
1
2
(1+m)(1+m1),
up to an integration constant that is independent of `.
Comparing this to the 1-instanton contribution to the Nekrasov-Shatashvili effective
twisted superpotential for the SU(2) theory with four hypermultiplets, given in equa-
tion (1.13), we conclude that
Woper1 (a) = W˜
eff
1 (a), (10.27)
after setting the integration constant. That is, Woper1 (a) computes the 1-instanton cor-
rection to the Nekrasov-Shatashvili effective twisted superpotential, up to a “spurious”
factor that does not depend on the Coulomb parameter a.
So far we have hidden the dependence on e, but let us now reintroduce this by scaling
all parameters a and mk as a 7→ ae and ml 7→ mle , respectively. It follows that the e-
expansion of Woper1 (a) is simply
Woper1 (a, e) =
1
e2
a4 + (m20 −m2)(m2∞ −m21)
4a2
(10.28)
+
∞
∑
k=0
e2k
(m20 −m2)(m2∞ −m21)
4a2k+4
.
In particular, it does not have any odd powers in e.
10.2 Superconformal SU(3) theory with N f = 6
Comparing the monodromy traces Moperα of the generalized Heun’s opers around the
pants curve α, given in equation (9.92), to the monodromy traces Mα in terms of the higher
length-twist coordinates L1, L2, T1, T2, given in equation (7.39), yields the identifications
L1 = epii`1 , L2 = epii`2 . (10.29)
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Equating the eigenvalues of the local monodromies at the punctures, by comparing equa-
tions (7.28) to (8.59) for maximal punctures and (7.29) to (8.73) for minimal punctures,
yields the identifications
M0,i = epiim0,i , M = −epiim, M1 = −epiim1 , M∞,i = epiim∞,i . (10.30)
Next, we want to find the twists T1 and T2 as a function of the lengths L1 and L2 on
the locus of generalized Heun’s opers.
Leading order contribution
To leading order in q we need to equate equations (7.41) and (7.42), which capture the
monodromy along the 1-cycle β on C in terms of the twist coordinates T1 and T2 as
Tr Mβ = N◦ + N(L1, L3)T1 + N(L2, L3)T2 + N(L1, L2)
T1
T2
(10.31)
+ N(L2, L1)
T2
T1
+
N(L3, L2)
T2
+
N(L3, L1)
T1
,
Tr M−1β = N◦ + N(L1, L3)T1 + N(L2, L3)T2 + N(L1, L2)
T1
T2
(10.32)
+ N(L2, L1)
T2
T1
+
N(L3, L2)
T2
+
N(L3, L1)
T1
,
to equations (9.106) and (9.107), respectively, which capture the monodromy of the gen-
eralized Heun’s equation to the leading order in q as
Tr Moper,0β = D◦ + D(`1, `3) q
`3−`1
2 + D(`2, `3) q
`3−`2
2 + D(`1, `2) q
`2−`1
2 (10.33)
+ D(`2, `1) q
`1−`2
2 + D(`3, `2) q
`2−`3
2 + D(`3, `1) q
`1−`3
2
Tr
(
M(oper,0β
)−1
= D◦ + D(`1, `3) q
`3−`1
2 + D(`2, `3) q
`3−`2
2 + D(`1, `2) q
`2−`1
2 (10.34)
+ D(`2, `1) q
`1−`2
2 + D(`3, `2) q
`2−`3
2 + D(`3, `1) q
`1−`3
2
and solve T1 and T2 as a function of L1 and L2.
With the identifications (10.29) and (10.30) we can check that N◦ equals D◦ and that
N◦ equals D◦.
Furthermore, since
N(Lk, Ll)
N(Lk, Ll)
=
D(`k, `l)
D(`k, `l)
= M1M4, (10.35)
it is sufficient to solve the equation
Tr Mβ = Tr M
oper,0
β (10.36)
for T1 and T2.
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By repeatedly using the identity (10.7) we can simplify the quotient
D(`k, `l)
N(`k, `l)
= D˜↑(`k)D˜↓(`l)D˜∗(`k, `l), (10.37)
to a product of Gamma-functions.
Here,
D˜↑(`k) :=
8pi3i
D↑(`k)N(`k)
=
3
∏
j=1
√√√√√√Γ
[
1+m+m0,j−`k
2
]
Γ
[
1−m1+m∞,j−`k)
2
]
Γ
[
1−m−m0,j+`k
2
]
Γ
[
1+m1−m∞,j+`k)
2
] , (10.38)
whereas
D˜↓(`k) =
8pi3i
D↓(`k)N(`k)
= D˜↑(`k)−1. (10.39)
Furthermore,
D˜?(`k, `l) :=
D?(`k, `l)N?(`k, `l)
16pi4
(10.40)
=
Γ
[
1+ `k−`l2
]
Γ
[
`k−`l
2
]
Γ
[
`l−`k
2
]
Γ
[
1+ `l−`k2
]
√√√√√√Γ
[
1+ `k +
`l
2
]
Γ
[
`k +
`l
2
]
Γ
[
1− `k2 − `l)
]
Γ
[
− `k2 − `l
]
Γ
[
− `k − `l2
]
Γ
[
1− `k − `l2
]
Γ
[
`k
2 + `l)
]
Γ
[
1+ `k2 + `l
] .
It follows from the last four equations that
D(`k, `l)
N(`k, `l)
=
N(`l, `k)
D(`l, `k)
(10.41)
and also that
D(`1, `3)
N(`1, `3)
N(`2, `3)
D(`2, `3)
=
D(`1, `2)
N(`1, `2)
. (10.42)
This implies that equation (10.36) is solved by the coupled system of equations
T1 =
D(`3, `1)
N(`3, `1)
q
`1−`3
2 (10.43)
T2 =
D(`3, `2)
N(`3, `2)
q
`2−`3
2 .
The generating function Woper(`1, `2) of the locus of generalized Heun’s opers is de-
fined as
1
2
log T1 = ∂`1W
oper(`1, `2) (10.44)
1
2
log T2 = ∂`2W
oper(`1, `2),
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so that for instance
∂`1W
oper(`1, `2) =
1
4
log
Γ
[
1+ `3−`12
]2
Γ
[
`3−`1
2
]2
Γ
[
`1−`3
2
]2
Γ
[
1+ `1−`32
]2 Γ
[
1+ `3−`22
]
Γ
[
`3−`2
2
]
Γ
[
1+ `2−`12
]
Γ
[
`2−`1
2
]
Γ
[
`2−`3
2
]
Γ
[
1+ `2−`32
]
Γ
[
`1−`2
2
]
Γ
[
1+ `1−`22
] (10.45)
1
4
3
∑
j=1
log
Γ
[
1−m−m0,j+`1
2
]
Γ
[
1+m+m0,j−`3
2
]
Γ
[
1+m1−m∞,j+`1)
2
]
Γ
[
1−m1+m∞,j−`3)
2
]
Γ
[
1+m+m0,j−`1
2
]
Γ
[
1−m−m0,j+`3
2
]
Γ
[
1−m1+m∞,j−`1)
2
]
Γ
[
1+m1−m∞,j+`3)
2
] .
To leading order in q, in terms of the function Υ(x) defined in equation (10.13), we
thus find that
Woper(`1, `2) =
`21 + `
2
2 + `1`2
2
log q+Woperanti−hyp(`1, `2,m,m0,1,m0,2) (10.46)
+Wopervector(`1, `2) +W
oper
hyp (`1, `2,m1,m∞,1,m∞,2) +O(q)
where
Wopervector(`1, `2) = −
1
2
3
∑
j=1
Υ
[`j − `j+1
2
]− 1
2
3
∑
j=1
Υ
[`j+1 − `j
2
]
(10.47)
Woperanti−hyp(`1, `2,m,m0,1,m0,2) =
1
2
3
∑
j,k=1
Υ
[1−m−m0,k + `j
2
]
(10.48)
Woperhyp (`1, `2,m1,m∞,1,m∞,2) =
1
2
3
∑
j,k=1
Υ
[1+m1 −m∞,k + `j
2
]
, (10.49)
up to an integration constant that is independent in `1 and `2.
If we identify the length coordinates `i with the Coulomb parameters ai, the above
expressions agree with the classical and 1-loop contributions to the Nekrasov-Shatashvili
effective twisted superpotential W˜eff for the SU(3) gauge theory coupled to six hyper-
multiplets.
More precisely, the 1-loop contribution to exp W˜eff may be computed as a product of
determinants of differential operators. There is a certain freedom in its definition due to
the regularization of divergencies, which implies that it is only determined up to a phase
[9, 10]. For a distinguished choice of phase, the 1-loop contribution to exp W˜eff may be
identified with the square-root of the product of two Toda three-point functions with one
semi-degenerate primary field, first computed in [52], in the Nekrasov-Shatashvili (or
c → ∞) limit. The 1-loop contribution to Woper, as found in equation (10.46), agrees with
the 1-loop contribution to W˜eff in this “Toda scheme”.
Instanton contributions to Woper may be obtained by computing the monodromies
of the generalized Heun’s differential equation up to a higher order in q, following the
strategy of §9.1. We leave this for future work.
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11 WKB asymptotics
Given an e-oper ∇opere there is yet another method to compute its monodromy repre-
sentation. This is sometimes called the “exact WKB method” [53, 25, 54]. We will review
this approach in §11.1, following [25].
In §11.2 we compare the monodromy representation for the oper∇opere obtained from
the exact WKB method to that obtained from the abelianization mapping. We conclude
∇opere is abelianized by the Borel sums (in the direction ϑ = arg e) of its WKB solutions.
As a consequence, this implies that the spectral coordinate Xγ(∇opere ) has an asymp-
totic expansion in the limit e→ 0 given by
Xγ(∇opere ) ∼ exp
(∮
Sodd(e)dz
)
, (11.1)
where Sodd(e) is a solution to the Ricatti equation (11.7). These WKB-asymptotics re-
late the Nekrasov-Rosly-Shatashvili correspondence to the approach of computing the
e-asymptotics of the effective twisted superpotential W˜eff(a, q, e) using quantum periods
(pioneered in [26] for the pure SU(2) gauge theory).
In §11.3 we conclude that while the e-asymptotics of the effective twisted superpoten-
tial may be found by computing quantum periods, the analytic result is found by com-
puting the Borel sums of the quantum periods in a critical direction ϑ0 corresponding to
a Fenchel-Nielsen network.
Whereas we restrict ourselves to K = 2 in this section, a similar discussion holds for
higher rank.
11.1 Monodromy representation from exact WKB
We start off with a brief review of the exact WKB method, following [25, 54].
Let e be a small complex parameter with phase ϑ. Fix an SL(2) e-oper ∇opere on C
locally given by the differential operator
D(e) = e2∂2z −Q(z, e), (11.2)
where Q(z, e) = ∑Nj=0 Qj(z)e
j is a polynomial in e with coefficients Qj(z) that are mero-
morphic on C, satisfying conditions outlined in [54]. The principal part Q0(z) of Q(z, e)
defines a meromorphic quadratic differential ϕ2 = Q0(z)(dz)2 on C.
The zeroes and poles of ϕ2 on C are called turning points and singular points, respec-
tively. Stokes curves are paths on C emanating from the turning points such that
e−iϑ√ϕ2(v) ∈ R (11.3)
for every nonzero tangent vector v to the path. We orient the Stokes curves such that the
real part of e−iϑ
∫ z√
ϕ2 increases along the trajectory in the positive direction. We assign
signs + and − to the singular poles so that the trajectories with positive directions flow
from − to +.
82
Stokes curves oriented away from turning points are called dominant, while those
oriented towards turning points are called recessive. The Stokes curves, the turning and
the singular points form a graph on C which is called the Stokes graph Gϑ(ϕ2).
The WKB ansatz for the solutions to the differential equation(
e2∂2z −Q(z, e)
)
ψ(z) = 0 (11.4)
can be written in the form
ψ±(z) =
1√
Sodd
exp
(
±
∫ z
z0
Sodd dz
)
, (11.5)
with base-point z0. Here
Sodd =
∞
∑
n=0
e2n−1S2n−1 (11.6)
is the odd part to the formal solution S = ∑∞k=−1 ekSk of the Riccati equation
S′(z) + S2 = e−2Q0(z). (11.7)
Note that S−1 =
√
Q0.
Suppose that the differential ϕ2 is generic, such that there are no saddle trajectories.
Then the WKB solutions ψ± are Borel resummable (in the direction ϑ) in each connected
region of C\Gϑ(ϕ2) [55]. The Borel sums of ψ± give analytic solutions to the differential
equation (11.4).
Any solution ψl± obtained upon Borel resummation in a region l can be analytically
continued into a neighbouring region l′. It is related to the solution ψl′± obtained upon
Borel resummation in the region l′ by a so-called connection formula.
Say that we cross a dominant Stokes line clockwise with regard to the turning point b
that it emanates from. Then the Borel sums ψlb,± and ψ
l′
b,± of
ψb,± =
1√
Sodd
exp
(
±
∫ z
b
Sodd dz
)
, (11.8)
on either side of the Stokes line are related by the transformation
ψlb,− = ψ
l′
b,− (11.9)
ψlb,+ = ψ
l′
b,+ + iψ
l′
b,−,
Indeed, ψlb,+ is dominant in this region, and hence is allowed to pick up a recessive con-
tribution without changing the WKB asymptotics.
Say that we cross a recessive Stokes line clockwise with regard to the turning point b
that it emanates from. Then the Borel sums ψlb,± and ψ
l′
b,± on either side of the Stokes line
are related by the transformation
ψlb,+ = ψ
l′
b,+ (11.10)
ψlb,− = ψ
l′
b,− + iψ
l′
b,+,
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Indeed, in this situation ψlb,− is dominant, and hence is allowed to pick up a recessive
contribution without changing the WKB asymptotics.
With the above data we can construct a monodromy representation for the SL(2) oper
∇opere . Suppose that we want to compute the monodromy matrix along a path C0 with
begin and end-point at z0 with respect to the Borel sums of the WKB solutions ψ±. Label
the Stokes regions that the path C0 crosses as Ul (with l increasing) and say that ψl± is the
Borel sum in Stokes region Ul. Then we can determine the monodromy matrix along C0
by computing the basis transformation that relates ψl+1± to ψl±.
Let b be the turning point that the Stokes line emanates from. The connection formulae
tell us how to relate the (local) Borel sums ψlb,± in the neighbouring regions Ul across
Stokes lines. The transformation is of the form
(ψlb,+,ψ
l
b,−) = (ψ
l+1
b,+ ,ψ
l+1
b,− )V
l,l+1, (11.11)
where the matrix V l,l+1 is determined by equation (11.9) or (11.10). It depends on the type
of the Stokes line and the direction of crossing.
We would like to know the transformation in terms of the Borel sums ψl±, which are
defined with respect to the base-point z0. Now ψl± differs from ψlb,± by the transformation
(ψl+,ψ
l−) = (ψlb,+,ψ
l
b,−)D
b
z0 , (11.12)
where Dbz0 is the Borel sum of the matrix exp(+ ∫ bz0 Sodd dz) 0
0 exp
(
− ∫ bz0 Sodd dz)
 . (11.13)
(Note that since the integrals do not depend on the position z, the Borel summed Dbz0 does
not depend on the Stokes region.)
Hence we find that ψl+1± and ψl± are related by the transformation
(ψl+,ψ
l−) = (ψl+1+ ,ψ
l+1
− ) V˜
l,l+1
z0 , (11.14)
with connection matrix
V˜ l,l+1z0 = (D
b
z0)
−1 V l,l+1 Dbz0 . (11.15)
The monodromy matrix along the path C0 is then found by multiplying all connection
matrices V˜ l,l+1z0 along it.
If the differential equation (11.4) is Fuchsian, the resulting monodromy representation
may be expressed in terms of the characteristic exponents at the regular singular points
and the Borel sums (in the direction ϑ) of the contour integrals
exp (Vγ) := exp
(∮
γ
Sodd dz
)
(11.16)
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along 1-cycles γ on the covering Σ. The exponent Vγ is called the Voros symbol for the
cycle γ.
So far we have kept the phase ϑ = arg e fixed. The connection formulae (11.11) de-
scribe the analytic continuation of the Borel sums ψb,± of the WKB solutions in the z-plane.
Let us now consider what happens if we vary the phase ϑ. We make the dependence on
ϑ explicit in the notation by writing ψϑb,±.
Suppose a Stokes line crosses a point z ∈ C at a critical phase ϑ0. Then the Borel sums
ψϑ0−δb,± and ψ
ϑ0+δ
b,± are not equal, but related by connection formulae similar to (11.11) in a
neighbourhood of the point z, for small enough δ. This is called the Stokes phenomenon.
The Borel sums ψϑb,± do have the same asymptotic expansion, given by ψb,±, in the whole
sector {e ∈ C | |θ − ϑ0| < pi/2, |e|  1}.
The Borel sums of the Voros symbols Vγ are affected by the Stokes phenomenon as
well. The Voros symbol Vγ is Borel summable (in the direction ϑ) if the cycle γ does not
intersect with a saddle trajectory of the Stokes graph Gϑ(ϕ2). This Borel summability is
broken if a saddle trajectory appears, say at the phase ϑ0. The Borel sums of the Voros
symbol Vγ in the directions ϑ0 ± δ are related by ”jump formulae”, for sufficiently small
δ (see for instance [54] for explicit expressions). Of course, both Borel sums do have the
same asymptotic expansion in the limit |e| → 0, given by the Voros symbol Vγ itself.
11.2 Relating exact WKB to abelianization
The above procedure of finding the monodromy representation using the exact WKB
method is very similar to finding the monodromy representation of a flat SL(2) connec-
tion∇ using the abelianization mapping. In fact, in this section we show that the resulting
monodromy representations are equivalent on the locus of opers.20
Fix an e-oper ∇opere locally given by (11.2), with fixed phase ϑ = arg e. It is easy to see
that the corresponding Stokes graph Gϑ(ϕ2) and spectral networkWϑ(ϕ2) are equivalent
notions. Indeed, the Stokes curves of the Stokes graph Gϑ(ϕ2) have the same definition as
the walls of the spectral networkWϑ(ϕ2). Furthermore, the labels of the walls determine
the orientations of the Stokes curves and vice versa. In particular, notice that the labels
of the walls in the spectral network are chosen in such a way that the recessive (or small)
section si of the flat connection ∇oper stays invariant across a wall.
Let us remind ourselves how we compute the monodromy along the path C0 for any
flat SL(2) connection ∇ using the abelianization method with respect to the spectral net-
work Wϑ(ϕ2) (see §6, or for some more detail §6 and §7 of [21]). Suppose the flat SL(2)
connection ∇ is abelianized with respect to Wϑ(ϕ2) by the equivariant connection ∇ab.
To find the monodromy of ∇ along C0 we cut the path C0 into a collection of smaller
paths ℘ that do not cross any walls nor branch-cuts of Wϑ(ϕ2). The monodromy along
C0 is then given by the product of abelian parallel transport matrices D℘ over all paths
℘, where we splice in a branch-cut matrix when crossing a branch-cut and a unipotent
matrix Sw when crossing a wall.
As is shown in [21], and reviewed in §6, the abelianization mapping is unique for
any K = 2 Fock-Goncharov or (resolution of a) K = 2 Fenchel-Nielsen spectral network.
20While finalizing this paper we heard about an alternative argument from Andrew Neitzke.
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Furthermore, the unipotent matrices Sw are of a rather special form. They have 1’s on
the diagonal, and the only nonzero off-diagonal component of Sw can be written as the
abelian parallel transport of ∇ab along an auxiliary (or detour) path that starts at a lift of
the basepoint w, follows the wall in the opposite orientation, circles around the branch-
point b, and returns to the other lift of the basepoint w.
More precisely, the previous description is valid if we choose the branch-cut matrix(
0 1
−1 0
)
, (11.17)
as is conventional. If instead we would choose the branch-cut matrix to be(
0 i
i 0
)
, (11.18)
the nonzero off-diagonal component of Sw is multiplied by an additional factor ±i.
Let us now decompose the connection matrix V˜ l,l+1z0 from equation (11.15) as
V˜ l,l+1z0 = (D
w
z0)
−1 Sw Dwz0 . (11.19)
Then the matrix
Sw = (Dbw)−1 V l,l+1 Dbw. (11.20)
has as only nonzero off-diagonal component the Borel sum of
exp
(
±
∫ b
w
Sodd dz
)
(±i) exp
(
∓
∫ w
b
Sodd dz
)
, (11.21)
where two signs in the exponentials are opposite and depend on the orientation of the
Stokes curve, whereas the sign in front of the factor i depends on the direction of crossing
the Stokes curve.
It follows that the monodromy representation for the oper ∇opere obtained using the
exact WKB method can be brought in the form of a monodromy representation obtained
using the abelianization mapping. In fact, it shows that∇opere is abelianized in each region
l by the Borel sums ψl± (in the direction ϑ) of the WKB solutions ψ± of the differential
equation (11.4).
Indeed, with respect to this basis the abelian parallel transport matrix is the Borel sum
of the matrix
D℘ =
 exp(+ ∫℘ Sodd dz) 0
0 exp
(
− ∫℘ Sodd dz)
 , (11.22)
while the branch-cut matrix is of the non-conventional form (11.18), due to the square-root√
Sodd in the denominator of the definition of ψ±, and the nonzero off-diagonal compo-
nent of the unipotent matrix Sw is the Borel sum of the expression (11.21).
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Thus we conclude the monodromies obtained from the exact WKB method are equiv-
alent to the monodromies obtained through the abelianization mapping on the locus of
e-opers.
In particular, this relation shows that the spectral coordinates logXγ(∇opere ) are equal
to the Borel sums (in the direction ϑ) of the Voros periods Vγ. As an immediate conse-
quence it follows that the spectral coordinates Xγ(∇opere′ ) have the WKB asymptotics
Xγ(∇opere′ ) ∼ exp
(∮
γ
Sodd(e′) dz
)
(11.23)
in the limit e′ → 0 with | arg e′ − ϑ| < pi/2. (This was already shown by a different
argument in [2].) We emphasize that while the spectral coordinates Xγ are thus rather
sensitive to the choice of the phase ϑ, their WKB asymptotics are not. For example, the
spectral coordinates for the two resolutions of a Fenchel-Nielsen network generated by a
Strebel differential differ, but their WKB asymptotics in the limit e→ 0 agree.
The right-hand side of equation (11.23) is also known as a quantum period
Πγ(e) = exp
(∮
γ
Sodd(e) dz
)
. (11.24)
11.3 Quantum periods and non-perturbative corrections
In the main part of this paper we computed the generating function of the space of
e-opers on the four-punctured sphere P10,q,1,∞, with respect to the complexified length-
twist coordinates (`, τ), by comparing monodromy representations. The complexified
length-twist coordinates were realized as spectral coordinates
L = − exp(pii`) (11.25)
T = − exp(2τ)
by abelianizing with respect to a Fenchel-Nielsen network W . The discussion in §11.2
indicates an alternative way of computing this generating function.
Fix the phase ϑ0 and the mass parameters ml such that e−2iϑ0ϕ2 is a Strebel differential,
generating a Fenchel-Nielsen network isotopic to W . This is certainly possible in the
weakly coupling limit q→ 0 where
u =
a20
2
+O(q), (11.26)
with a0 =
∮
A
√
ϕ2.
According to the discussion in §11.2, the length-twist coordinates (`, τ±) restricted to
the space of e-opers may be computed as the Borel sums of the Voros symbols VA and VB,
respectively, in the direction arg e = ϑ0 ± δ for sufficiently small δ. Let us denote these
Borel sums as V±A and V
±
B , respectively.
The generating function of e-opers is found by inverting the relation
`
2
= V+A (H, q, e) = V
−
A (H, q, e), (11.27)
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where H denotes the accessory parameter, and substituting the result into the expression
for V±B (H, q, e), to find
∂Woper(`, q, e)
∂`
=
V+B (`, q, e)
4
+
V−B (`, q, e)
4
. (11.28)
By construction, this generating function agrees analytically with the generating function
of opers as computed in §10 (after reintroducing the e-dependence in the latter).
The e-asymptotics of the generating function Woper(`, q, e) are simply obtained by
computing the Voros symbols VA and VB in an e-expansion as quantum periods. This
relates the Nekrasov-Rosly-Shatashvili correspondence to the approach of computing the
e-asymptotics of the NS superpotential W˜eff(a, q, e) using quantum periods [26].
The exact NS superpotential W˜eff(a, q, e) is found by Borel resumming its asymptotic
expansion in a critical direction ϑ0 corresponding to a Fenchel-Nielsen network. In par-
ticular, we find that in this critical direction the NS superpotential does not acquire any
non-perturbative corrections.
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