High dimensional data are nowadays encountered in various branches of science. Variable selection techniques play a key role in analyzing high dimensional data. Generally two approaches for variable selection in the high dimensional data setting are considered -forward selection methods and penalization methods. In the former, variables are introduced in the model one at a time depending on their ability to explain variation and the procedure is terminated at some stage following some stopping rule. For ultra-high dimensional data, [Wang 2011] studied forward regression for variable screening. In penalization techniques such as the LASSO, an optimization procedure is carried out with an added carefully chosen penalty function, so that the solutions have a sparse structure. Recently, the idea of penalized forward selection has been introduced by [Hwang, Zhang and Ghosal, 2009] . The motivation comes from the fact that the penalization techniques like LASSO give rise to closed form expression when used in one dimension, just like the least square estimator. Hence one can repeat such a procedure in a forward selection setting until it converges. The resulting procedure selects sparser models than comparable methods without compromising on predictive power. However, when the regressor is high dimensional, it is typical that many predictors are highly correlated. We show that in such situations, it is possible to improve stability and computation efficiency of the procedure further by introducing an orthogonalization step. At each selection step, variables potentially available to be selected in the model are screened on the basis of their correlation with variables already in the model, thus preventing unnecessary duplication. The new strategy, called the Selection Technique in Orthogonalized Regression Models (STORM), turns out to be extremely successful in reducing the model dimension further and also leads to improved predicting power. We carry out a detailed simulation study to compare the newly proposed method with existing ones and analyze a real dataset.
Introduction
In modern applications of statistics and data mining, linear regression models with extremely high dimensional regressors are commonly encountered. Typically the dimension of the regressor variable far exceeds the available sample size, posing serious challenge on the analysis of such data. In particular, the data matrix becomes singular and the least square estimator is not uniquely defined. Usually, the majority of the regressor variables is not relevant, leading to a sparse structure in the model. However, it is not known beforehand which variables are actually relevant to the response variable. The problem is addressed through a variable selection step, which screens the variables before they can enter in the model. The variable selection step actually allows a fairly accurate estimation of the regression function in such high dimensional low sample size (HDLSS) situations. Variable selection has many other benefits, such as the ability to work with a sparse model, which has much better interpretability compared with a regression model with a lot of predictors.
Variable selection methods mainly fall in two categories. The first one is a recursive selection method such as forward selection, backward selection and stepwise selection. In a forward selection procedure, variables are added one by one to build up the model, and a stopping rule is used, based on some criterion like the mean squared error (MSE), adjusted R 2 [Rawlings et al., 2001 ], Mallow's C p [Rawlings et al., 2001] , prediction sum of squares (PRESS) [Rawlings et al., 2001 ], Akaike information criterion (AIC) [Akaike, 1973] , Bayesian information criterion (BIC) [Schwarz, 1978] . The strategy often runs into problem in HDLSS situations. Backward selection is a variable removal procedure, which starts with the full model and sequentially deletes redundant variables. Since estimation in the full model is not feasible in HDLSS situations if using the least square method, the backward selection method is typically not favored. A stepwise selection allows both addition and removal of variables in each step depending on predictive performance. The second category of variable selection methods use the idea of penalization to regularize a basic estimator such as the least square estimator. The ridge regression [Hoerl and Kennard, 1970] is among the first such in the linear regression setting, where a quadratic penalty term shrinks the estimates towards zero, thus reducing variability in the estimated coefficients at the expense of introducing a small bias. The ridge regression is unable to do any variable selection unless aided with a hard thresholding step to filter out coefficients that are too small. More recently, it has been found that some other penalty terms with edged contours, can do both shrinkage and selection at the same time. Examples of such procedures include the nonnegative garrote [Breiman, 1995] , least absolute selection and shrinkage operator (LASSO) [Tibshirani, 1996] , SCAD penalized estimator [Fan and Li, 2001] , adaptive LASSO [Zou, 2006] and elastic net [Zou and Hastie, 2005] . A common feature of the associated penalty functions is that they are not differentiable at zero, thus allowing the minimizer of penalized sum of squares to have many components exactly zero, introducing sparsity in the estimator.
Recently, [Hwang et al., 2009 ] introduced a method that combines the idea of both forward selection and penalization. It is known that, although the typical penalized regression estimators do not have closed forms in general, if the dimension of the regressor were one-dimensional, they would give closed form expressions. Hence it is possible to use them as a basis in a forward selection procedure. [Hwang et al., 2009] proposed the procedure Forward Iterative Regression and Selection Technique (FIRST). The essential difference with a traditional forward selection procedure is that the additional shrinkage penalty term, at each selection step, filters out many redundant variables before they can enter in the model, thus keeping the effective model size low and the resulting model easily interpretable. This approach can be used based on any standard penalization method, such as the LASSO, adaptive LASSO, nonnegative garrote, the elastic net etc. Moreover, a post selection ordinary least square method often gives a better prediction result, by reducing the finite sample estimation bias caused by the shrinkage. Through an extensive simulation study, they showed that the FIRST procedure leads to much sparser models compared with existing variable selection methods, even though the predictive power of FIRST is not compromised.
Let Y = Xβ + be a standard linear regression model, where Y = (Y 1 , . . . , Y n ) T ∈ R n is a vector of responses, X is an n × p matrix for predictors, β = (β 1 , . . . , β p ) T ∈ R p is a vector for parameters, = ( 1 , . . . , n ) T is an n-dimensional random error, with uncorrelated mean zero, equal variance components. The intercept may be excluded from the regression model since the data can be centered. In what follows, we standardize the columns of X to have length 1. Note that the ith observation may be decomposed as
. . , n, where X T 1 , . . . , X T n are the rows of X. The most common variable selection method LASSO minimizes Y − Xβ 2 + λ β 1 , where · 1 is the L 1 -norm. The resulting estimator does not have a closed form for p > 1, and is usually obtained from the least angle regression (LARS) algorithm [Efron et al., 2004] . However, for p = 1, the expression of the LASSO is explicit, namely,
Although the p = 1 situation is only hypothetical, the explicit formula of the LASSO in this case allows us to repeat it sequentially as in a forward selection procedure, resulting in the estimator FIRST. Indeed, the same idea can be applied on all modifications of the LASSO mentioned above.
When there is a relatively high degree of correlation, it seems that considering a forward selection based on all variables is somewhat redundant, since a variable which is nearly a linear combination of variables already selected in the model, has very little to add in the model. It therefore seems sensible to orthogonalize variables before a forward selection procedure is performed, and eliminate those which is nearly a linear combination of already selected variables through a hard thresholding procedure. Apart from making the chosen model more sparse, such an orthogonalization step may, in principle, can enhance prediction performance by reducing the complexity and variance of the final model. The resulting procedure will be called the Selection Technique in Orthogonalized Regression Models (STORM). Since it is hard to keep track of the linear relations resulting from the orthogonalization step, we only keep track of the selected variables, and finally estimate the coefficients by a post selection least square method. Since the selection step makes the selected model low dimensional even in HDLSS situations, the least square estimator will be unique. We conduct a comprehensive simulation study to assess the performance of STORM compared with FIRST and other variable selection techniques in linear regression models. We find that, in all the simulating settings, the new proposal STORM outperforms FIRST (and hence other variable selection techniques available in the literature) both in terms of finding the sparsest model and in terms of estimation error.
The paper is organized as follows. In Section 2, we describe the procedure STORM and give a step-by-step algorithm. In Section 3, we conduct a comprehensive simulation experiment to assess the relative performance of STORM and other methods. In Section 4, we analyze a high dimensional real dataset.
Methodology
In this section, we define the proposed procedure Selection Technique in Orthogonalized Regression Models (STORM). Consider the linear model
. . , n, with p-dimensional regressor variables X 1 , . . . , X n . Without loss of generality, we center the responses Y i for i = 1, . . . n, such that n i=1 Y i = 0, and standardize all predictor variables {X 1 , . . . , X p }, i.e.
Algorithm
For classical forward selection approaches, the predictors are added to the model sequentially, one at a time. At each step, the predictor which improves the current model the most enters the model. The contribution of each candidate predictor (not entering the model yet) is measured based on some model comparison criterion, for example, the F -statistics or the associated p-values. The STORM procedure also builds the model by sequentially including one variable at a time but in a different fashion. At each step, one-dimensional penalization problem is solved for each candidate variable and then the one which produces the smallest residual sum of squares (RSS) is selected. To handle possible high correlation among the predictors, the STORM orthogonalizes the prediction variables at each step before performing the selection. Assume that the maximal number of iteration step is M . Let J 0 = {1, . . . , p} denote the initial set of variables available for selection and I 0 = ∅ represent the initial set of variables which are already selected.
The proposed STORM algorithm is described as follows:
(i). Initialization Stage (1.1) Initial setup: Set m = 1, and let Y i,1 = Y i and X ij,1 = X ij for i = 1, . . . , n.
(1.2) Initial regression: Calculate the ordinary least square estimates,
(1.3) Initial shrinkage: Calculate the LASSO estimates,
(1.4) Initializing selection set:
as the most effective variable in the 1st step, where
(1.6) First updating: Let
(ii). Recursion Stage (2.1) Recursion step: set m to m + 1, and let
(2.3) Recursion data update: For all j ∈ K m , compute
and for all j, k ∈ K m , compute
(2.4) Recursion regression: Calculate regression coefficients,
(2.5) Recursion shrinkage: Calculate the LASSO estimates,
(2.6) Recursion selection: Select X j *
as the most effective variable in the (m + 1) th step,
(2.7) Recursion updating: Let
(iii). Stopping Rule: Repeat "Recursion State" until R (m+1) < .
(iv). Final
Step: Once stopped, save the current set of selected variables, I m , and perform ordinary least squares for Y vs. {X j : j ∈ I m }. This gives the final model and prediction.
The STORM algorithm outlined above has the following properties:
(i). The residual sum of squares decreases in every iteration.
(ii). The maximum number of steps allowed is the number of linearly independent variables, which is bounded by min(p, n) ≤ n.
(iii). Because of the orthogonalization step, no variable can be repeated more than once, whether or not the original regressors are orthogonal.
(iv). In the orthogonal design case, the procedure will reduce to the OLS procedure based on variables selected by the LASSO.
Except Property (iii) above, similar properties are also shared by the FIRST procedure. More detailed are explanations are given in [Hwang et al., 2009 ]. An analog of Theorem 2.1 in [Hwang et al., 2009 ] is also valid for STORM; namely in the orthogonal design case, STORM is consistent for model selection. This follows from two observations -the LASSO has the model selection consistency property, and STORM coincides with the LASSO followed by OLS.
Tuning
There are four important parameters in STORM determining its performance, namely, M , , λ and η. The parameter M gives an upper bound on the total number of predictors included in the final model. A proper value of M depends on the underlying model that generates the data, which is sometimes contained by prior knowledge about data. For a very sparse model structure, the value of M is not necessarily large; while for a dense model structure, a large value of M would be a safe choice. If there is not a confident estimate about the model size, a large M is always recommended. For very high dimensional data, a natural choice of M is a function of the sample size n, say n/2. In implementation, the parameter M is usually the fixed computing budget and cannot be compromised. The role of is to determine when the recursion stops. We find that, as long as is small enough, the choice can only affect the predictive performance very little within the margin of .
Among the four parameters, the most important parameter in the procedure is λ, which needs to be tuned carefully to assure a proper selection and estimation result. This is in line with the FIRST procedure introduced by Hwang et al. (2009) . Compared to FIRST, one additional parameter we need to tune is η, which controls the thresholding of orthogonalized variables and therefore its value may significantly affect the chosen model and the estimated coefficients. Since the ideal values η are not known, they can be selected by some tuning criteria such as AIC, BIC, and cross validation. In our numerical experiments, we use the five-fold cross validation, i.e., a set of possible values of λ and η are chosen over a grid and and the prediction error is estimated by cross-validation. The value minimizing the estimated error is then chosen in the final estimation stage using all data. In practice, we recommend to tune λ always in STORM, while sometimes we choose a sensible value of η without cross-validation to save computing time.
Extensions
Though the procedure described above is for LASSO, the STORM idea can be extended to other shrinkage estimators such as the non-negative garrote and the elastic net. The only change is the update equation (8). For the garrote procedure, the update formula iŝ
, ifβ j,(m+1) < − λ/2.
(7)
The elastic net procedure [Zou and Hastie 2005] employs the combination of L 1 and L 2 -penalty, which solves the problem
The final solution is (1 + λ 2 ) β. Here λ 1 > 0 and λ 2 > 0 are two smoothing parameters. To implement the STORM for the elastic net procedure, we need to replace (8) by the followinĝ
3 Simulation
We now demonstrate the performance of the STORM method under various settings. We concentrate on large p and small n situation and generate the data from a high-dimensional sparse linear model,
where X i ∈ R p , p > n, and i 's are i.i.d. errors from N (0, 1). For each method, we generate a training data set to fit the model, a validation data set to select the tuning parameter values, and finally an independent test data set to asses the prediction accuracy of the resulting estimators. The training and validating data sets are each size n, while the test data set is always of size 1, 000. For each experiment, we run 100 Monte Carlo simulations and report the average results along with the Monte Carlo errors.
We compare the STORM method to FIRST followed by OLS (FIRST+OLS), adaptive FIRST followed by OLS (aFIRST+OLS), LASSO. The LARS algorithm is used to implement LASSO, which is available in R. The optimal tuning parameters for each method are chosen with a grid search method using the validation data set. The STORM method requires the tuning of two parameters, λ and η, which is done using a two dimensional two stage grid search.
Simulation settings
We examine four experiment settings by varying sample sizes, errors variance (or signal strength), and correlation scenarios among the covariates. The following is a detailed description of the examples.
(a) In Example 1, we set p = 1000 and n = 100 or 500. The covariates X 1 , . . . , X p are i.i.d. generated from a N (0, 1) distribution. The error variance is σ 2 = 1 for both cases. The true coefficient vector β = (β 1 , . . . , β p ) T has only 10 non-zero coefficients (3, 3, 3, 3, 1.5, 1.5, 1.5, 2, 2, 2), and the remaining coefficients are zero. We equally space the locations of the non-zero values in the coefficient vector. More specifically, β 1 , β 101 , β 201 , and β 301 are 3, β 401 , β 501 , and β 601 are 1.5, and β 701 , β 801 , and β 901 are 2.
(b) Example 2 has the same settings as Example 1, but we introduce moderate correlation among the covariates. The correlation between two covariates, X i and X j , is corr (X i , X j ) = ρ |i−j| . We set ρ = 0.5. For this example, we consider n = 100 and two error variances: σ 2 = 1 and σ 2 = 4.
(c) Example 3 is the same as Example 2, except we increase the correlation between covariates to ρ = 0.75.
(d) In Example 4, we increase the number of covariates to p = 2500. The coefficient vector still has only 10 non-zero coefficients, which are identical to the non-zero coefficient values in Example 1. The locations of the non-zero values are again equally spaced throughout the coefficient vector. For this example, we consider n = 100 and σ 2 = 1.
(e) Example 5 introduces moderate correlation between the covariates in Example 4. We set ρ = 0.5, n = 100, and again consider the two error variances: σ 2 = 1 and σ 2 = 4.
(f) Example 6 is identical to Example 7, but we increase the correlation to ρ = 0.75.
Experiments and results
We compare four different methods with regard to their prediction error and variable selection performance. For prediction performance, we report the mean squared error evaluated on the test set. For variable selection, we report two types of selection errors: selection error I defined as the number of non-zero coefficients which are estimated as zero, and selection error II defined as the number of zero coefficients which are not estimated as zero.
From the following tables, we observe that the STORM consistently has the best prediction performance, in terms of Test Error. In terms of the selection, the STORM also shows advantages in terms of small Selection Error I and Selection Error II.
We also show a plot where the relative performance of STORM against FIRST is compared, showing the worth of the orthogonalization step, as correlation varies. 
Method
Test Error Selection Error I Selection Error II n = 100 n = 500 n = 100 n = 500 n = 100 n = 500 
Real data analysis
We explore how STORM performs when applied to real data by considering the gene expression data used in [Huang et al., 2008] . The dataset features 31,099 probe sets and 120 observations. The computation is made more manageable by performing two stages of pre-screening. First, we remove the 3,815 probe sets whose maximum values are not greater than the 25th percentile of the entire probe set. Then in the second stage, we select the 3,000 probe sets with the largest variance of the 27,283 remaining probe sets. In our analysis, these 3,000 probe sets are used as predictors, with the response being the RMA expression value for the probe 1389163 at, which has recently been found to cause Bardet-Biedl syndrome [Huang et al., 2008] .
We randomly divide the data into a training set of size 100 and test set of size 20. We implement STORM with = 0.001 and M = 80. Five-fold cross validation is conducted with the training data set in order to tune the λ and η parameters. The procedure is repeated 10 times. On average, the test error is 0.0284 and the number of predictors selected by the STORM is 30.5. Thus STORM is able to find a fairly simple regression model which can still predict the response quite accurately. with n = 100, p = 1000, σ 2 = 1, and true covariate vector, β, identical to that from the previous four examples. Lines are created using LOESS on the average MSE values for each ρ value. Dotted lines correspond to the LOESS 95% CI for the average MSE at each ρ value.
