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Abstract
A three-dimensional family of solutions of the Jacobi equations for Poisson systems is charac-
terized. In spite of its general form it is possible the explicit and global determination of its
main features, such as the symplectic structure and the construction of the Darboux canonical
form. Examples are given.
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1. Introduction
Finite-dimensional Poisson structures (see [1] and references therein) have a significant
presence in all fields of mathematical physics, such as mechanics [2], electromagnetism [3],
plasma physics [4], optics [5, 6], dynamical systems theory [7]-[16], etc. Describing a given
physical system in terms of a Poisson structure allows the obtainment of a wide range of
information which may be in the form of perturbative solutions [17], invariants [18], stability
analysis [19], bifurcation properties and characterization of chaotic behaviour [6], efficient
numerical integration [20] or integrability results [21], to cite a sample.
Mathematically, a finite-dimensional dynamical system defined on IRn is said to have a
Poisson structure if it can be written in terms of a set of ODEs of the form:
dxi
dt
=
n∑
j=1
Jij∂jH , i = 1, . . . , n, (1)
where ∂j ≡ ∂/∂xj and function H, which is usually taken to be a time-independent first
integral, plays the role of Hamiltonian. The Jij(x) are the entries of an n×n structure matrix
J (which can be degenerate in rank) and they have the property of being solutions of the
Jacobi identities:
n∑
l=1
(Jli∂lJjk + Jlj∂lJki + Jlk∂lJij) = 0 , i, j, k = 1, . . . , n (2)
The Jij must also verify an additional skew-symmetry condition:
Jij = −Jji for all i, j (3)
One of the reasons justifying the importance and flexibility of the Poisson representation
is the (at least) local equivalence bewteen Poisson systems and classical Hamiltonian systems,
as stated by Darboux Theorem [1]. This explains that Poisson systems can be seen, to a
large extent, as a generalization of classical Hamiltonian systems (for instance, allowing for
odd-dimensional flows). The issue of describing a given vector field not explicitly written in
the form (1) in terms of a Poisson structure is a fundamental question in this context, which
still remains as an open problem [7]-[9],[22]-[25]. This is a nontrivial decomposition to which
important efforts have been devoted in past years in a variety of approaches. The source of
the difficulty is obviously twofold: First, a known constant of motion of the system able to
play the role of the Hamiltonian is required. And second, it is necessary to find a suitable
structure matrix for the vector field. Consequently, finding a solution of the Jacobi identities
(2) complying also with conditions (3) is unavoidable. This explains the attention deserved in
the literature by the obtainment and classification of skew-symmetric solutions of the Jacobi
equations [1]-[10],[12]-[17],[22]-[33].
As far as the Jacobi identities constitute a set of nonlinear coupled PDEs, the charac-
terization of n-dimensional solutions has followed, roughly speaking, a sequence of increasing
nonlinearity. Thus we can speak of constant structure matrices (including the classical sym-
plectic matrices), Lie-Poisson structures [1, 33], affine-linear structures [26], and quadratic
structures [10, 14, 27, 32], as well as some families of structure matrices which may contain
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functions of arbitrary nonlinearity [29]. However, the set of solutions of system (2-3) seems
to be still mostly unexplored. Perhaps the only exception to this situation is that of three-
dimensional (3-d in what follows) vector fields, which constitute an important case which has
been repeatedly considered in the literature and is the best understood at present [3, 5],[7]-
[9],[12, 13, 15, 23, 30, 31]. In dimension three, the strategy for finding suitable skew-symmetric
solutions of the Jacobi equations has often been problem-dependent. In this sense, we can
find recipes based on the use of either convenient ansatzs for the solution [8, 12, 13, 15], or
symmetry considerations [3, 5], or the knowledge of additional information about the system,
such as the existence of a constant of motion [9, 23, 28]. Additionally, in the 3-d situation it is
also possible to recast the problem (2-3) in equivalent forms which may be more suitable for
the determination of the desired solutions [7]-[9]. This is certainly a more elaborate state of
affairs than the one existing in the general n-dimensional case. Moreover, it is worth recalling
that the 3-d scenario is particularly relevant for several reasons. First, a large number of 3-d
systems arising in very diverse fields have a Poisson structure [3, 5],[7]-[9],[12, 13, 15, 28, 31].
Therefore 3-d Poisson structures are the natural framework for the analysis of such systems.
In second place, dimension three corresponds to the first nontrivial case where a Poisson struc-
ture does not imply a symplectic structure. In other words, it is the simplest meaningful kind
of Poisson structures which is not symplectic. Finally, three is the lowest dimension for which
the Jacobi identities are not always identically verified (recall that every skew-symmetric 2×2
matrix is a structure matrix). Since the complexity of equations (2-3) is increasing with the
dimension n, the 3-d case is the simplest nontrivial one as well as a natural first approach to
the full problem of analyzing the solutions of (2-3).
In this work a new family of skew-symmetric solutions of the three-dimensional Jacobi
equations (2-3) is considered. Such family is very general, and in particular it is defined in
terms of functions of arbitrary nonlinearity. This explains that well-known three-dimensional
Poisson structures and systems now happen to appear embraced as particular cases, as it
will be seen. Moreover, this unification is not only conceptual. In fact, the new familiy is
amenable to explicit and detailed analysis. In particular, it is possible to explicitly determine
features such as the symplectic structure and the construction of the Darboux canonical form.
The advantage of these common strategies is that they are simultaneously valid for all the
particular cases which can now be analyzed in a unified and more economic way, instead of
using a case-by-case approach. In addition, the methods developed are valid globally in phase
space, thus ameliorating the usual scope of Darboux theorem which does only guarantee, in
principle, a local reduction. The possibility of constructing the Darboux canonical form is also
remarkable in view that the practical determination of Darboux coordinates is a complicated
task in general, which has been carried out only for a very limited sample of systems.
The structure of the article is as follows. In Section 2 the results enumerated above, leading
to the explicit determination and analysis of a new family of skew-symmetric solutions of the
3-d Jacobi equations, are presented. Section 3 contains several examples which illustrate the
theory. The work is concluded in Section 4 with some final remarks.
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2. A family of Poisson structures and its global analysis
The first result to be presented is the following one:
Theorem 1. Let {η(x), φ1(x1), φ2(x2), φ3(x3)} be a set of functions defined in an open set
Ω ⊂ IR3, all of which are C1(Ω) and nonvanishing in Ω. In addition, let κij , i, j = 1, 2, 3, be
arbitrary real constants that constitute a skew-symmetric matrix
κij + κji = 0 , for all i, j (4)
and satisfy the zero-sum condition
κ12 + κ23 + κ31 = 0 (5)
Then J = (Jij) is a family 3-d Poisson structures which is globally defined in Ω, with
Jij(x) = η(x) (ψi(xi)− ψj(xj) + κij)
3∑
k=1
(ǫijk)
2φk(xk) , i, j = 1, 2, 3 , (6)
where ǫijk denotes the Levi-Civita symbol, and for every i = 1, 2, 3, function ψi(xi) denotes
one of the primitive functions of φi(xi).
Proof. Note that for n = 3, system (2-3) actually consists of the following independent
nonlinear equation:
J12∂1J31 − J31∂1J12 + J23∂2J12 − J12∂2J23 + J31∂3J23 − J23∂3J31 = 0 (7)
Consider first family (6) in the particular case η(x) = 1. For this, let J∗ij(x) ≡ Jij(x)/η(x) in
(6). Then, substitution in (7) produces after some algebra:
J∗12∂1J
∗
31− J
∗
31∂1J
∗
12+ J
∗
23∂2J
∗
12− J
∗
12∂2J
∗
23+ J
∗
31∂3J
∗
23− J
∗
23∂3J
∗
31 = −2φ1φ2φ3(κ12+κ23+κ31)
This demonstrates the result for the case η = 1. For general η it suffices to recall [8, 31] that
in the 3-d case η · J is a structure matrix for every arbitrary nonvanishing C1 function η(x)
and for every structure matrix J . This completes the proof. ✷
Now some remarks are in order. In first place, it is useful for what is to follow to give the
explicit form of the components of J for family (6), which are:


J12(x) = η(x) (ψ1(x1)− ψ2(x2) + κ12)φ3(x3)
J23(x) = η(x) (ψ2(x2)− ψ3(x3) + κ23)φ1(x1)
J31(x) = η(x) (ψ3(x3)− ψ1(x1) + κ31)φ2(x2)
As indicated in the theorem, for every i the primitive ψi(xi) of φi(xi) must be chosen to be
one and the same for all the entries of J . However, the specific choice is actually arbitrary. To
see this it suffices to notice that if a different integration constant is selected, for instance after
replacing ψi(xi) by ψi(xi) + ki for every i, then the outcome is also a member of the solution
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family, this time with constants κ˜ij = κij + ki − kj , which also verify (4-5). Thus conditions
(4-5) express in a generalized form this degree of freedom associated with the choice of the
primitives of functions φi(xi).
Secondly, notice that the form of the Poisson structures we are dealing with is such that
only two possibilities exist regarding the vanishing of the independent entries (J12, J23, J31) at
a given point, namely: (i) either none or one of them vanishes (case of rank two), or (ii) all
of them vanish (case of zero rank). To see this, it is convenient to define the functions:
χij(xi, xj) ≡ ψi(xi)− ψj(xj) + κij , i, j = 1, 2, 3
Thus it is clearly not possible that only two of such entries (J12, J23, J31) vanish at the same
point, as a consequence of the zero-sum relation χ12(x1, x2) + χ23(x2, x3) + χ31(x3, x1) = 0.
To conclude, it is interesting for what is to come to recall the physical interpretation of
the degree of freedom corresponding to the factor η(x), namely the fact that in the 3-d case
η · J is a structure matrix if and only if J is [8, 31]. Such result is not generally valid for
dimension n ≥ 4, as it can be easily verified. The interpretation of such three-dimensional
feature is naturally associated to time reparametrizations [8, 31], which are transformations
of the form
dτ =
1
η(x)
dt (8)
where t is the initial time variable, τ is the new time and η(x) : Ω → IR is a C1(Ω) function
which does not vanish in Ω. Thus, if
dx
dt
= J · ∇H (9)
is an arbitrary three-dimensional Poisson system defined in Ω, then every time reparametriza-
tion (8) leads from (9) to the system:
dx
dτ
= ηJ · ∇H (10)
Therefore, in the 3-d case time reparametrizations (8) preserve the Poisson structure, this time
with structure matrix ηJ in (10). This is not the case in general for n ≥ 4, as mentioned.
We can now characterize some of the properties of the family identified in Theorem 1:
Theorem 2. Let J = (Jij) be a Poisson structure of the form (6) characterized in Theorem
1, which is defined in an open domain Ω ⊂ IR3 and such that for a given pair (i, j) one has
χij(xi, xj) 6= 0 everywhere in Ω. Then Rank(J )= 2 in Ω and a Casimir invariant for J is
Ck(x) =
ψj(xj)− ψk(xk) + κjk
ψi(xi)− ψj(xj) + κij
=
χjk(xj , xk)
χij(xi, xj)
(11)
where (i, j, k) is a cyclic permutation of (1, 2, 3). Moreover, every Casimir invariant (11) is
globally defined in Ω and belongs to C2(Ω).
Proof. After some algebra it is not difficult to demonstrate that ∂iCa = −(ηχ
2
bc)
−1Jjk, where
both (a, b, c) and (i, j, k) are cyclic permutations of (1, 2, 3). With the help of this property
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the result can be directly shown through the verification of the fact that J ·∇Ck = 0 for each
of the three cases k = 1, 2, 3 indicated. The statement is completed taking into account the
C1(Ω) property of the φi(xi) . ✷
Therefore it is possible to give the explicit list of Casimir invariants corresponding to the
three complementary cases just analyzed:
C1(x) =
ψ3(x3)− ψ1(x1) + κ31
ψ2(x2)− ψ3(x3) + κ23
=
χ31(x3, x1)
χ23(x2, x3)
if χ23(x2, x3) 6= 0 in Ω.
C2(x) =
ψ1(x1)− ψ2(x2) + κ12
ψ3(x3)− ψ1(x1) + κ31
=
χ12(x1, x2)
χ31(x3, x1)
if χ31(x3, x1) 6= 0 in Ω.
C3(x) =
ψ2(x2)− ψ3(x3) + κ23
ψ1(x1)− ψ2(x2) + κ12
=
χ23(x2, x3)
χ12(x1, x2)
if χ12(x1, x2) 6= 0 in Ω.
Notice the symmetry of such a choice, since C1C2C3 = 1 when all of them are defined in Ω.
The previous results allow the constructive and global determination of the Darboux canonical
form for this kind of Poisson structures:
Theorem 3. Let Ω ⊂ IR3 be an open domain where a Poisson system (1) with n = 3 is
defined everywhere, for which J = (Jij) is a structure matrix of the form (6) characterized
in Theorem 1, and such that for a given pair (i, j) one has χij(xi, xj) 6= 0 everywhere in Ω.
Then such Poisson system can be globally reduced in Ω to a one degree of freedom Hamiltonian
system and the Darboux canonical form is accomplished globally in Ω in the new coordinate
system {y1, y2, y3} and the new time τ , where {y1, y2, y3} are given by the diffeomorphism
globally defined in Ω
yi(x) = xi , yj(x) = xj , yk(x) = −Ck(x) , (12)
in which (i, j, k) is a cyclic permutation of (1, 2, 3) and Ck(x) is the Casimir invariant (11);
while the new time τ is defined by the time reparametrization of the form (8):
dτ = Jij(x(y))dt (13)
Proof. Only the case χ12(x1, x2) 6= 0 will be considered here, since the analysis of the
other two cases is analogous. Note that, according to Theorem 2, the Darboux theorem is
applicable because J has constant rank 2 everywhere in Ω. Recall also that, after a general
diffeomorphism y = y(x), an arbitrary structure matrix J (x) is transformed into another one
J ′(y) as:
J ′ij(y) =
n∑
k,l=1
∂yi
∂xk
Jkl(x)
∂yj
∂xl
, i, j = 1, . . . , n (14)
The reduction can be carried out in two steps. We first perform the change of variables (12),
which in this case is
y1 = x1 , y2 = x2 , y3 = −C3(x) (15)
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where C3(x) is given by (11). For what is to come it is necessary to explicitly write the
transformation inverse of (15) which is:
x1 = y1 , x2 = y2 , x3 = ζ3 (ψ2(y2) + κ23 + (ψ1(y1)− ψ2(y2) + κ12) y3) (16)
where function ζ3 is the inverse function of ψ3(x3). Note that ζ3 exists and is differentiable
in Ω˜ = ψ3(Ω). The examination of (15-16) easily shows that the variable transformation (15)
to be performed exists and is a diffeomorphism everywhere in Ω as a consequence that by
hipothesis we have χ12(x1, x2) 6= 0 and φ3(x3) 6= 0 in Ω. Then, according to (11) and (15),
and taking (14) into account, after some algebra we are led to
J ′(y) = J12(x(y))


0 1 0
−1 0 0
0 0 0

 (17)
where from equations (6) and (16) we have
J12(x(y)) = η(y1, y2, x3(y)) (ψ1(y1)− ψ2(y2) + κ12)φ3(x3(y)) (18)
The explicit dependence of x3(y) is obviously the one given in (16) and was not displayed in
(18) for the sake of clarity. Note that J12(x(y)) is nonvanishing in Ω
′ = y(Ω) and C1(Ω′).
These properties allow the accomplisment of the second step of the reduction which is a
reparametrization of time. Thus, making use of (18) in equation (13), the transformation
dτ = J12(x(y))dt is performed. According to (8-10) this leads from the structure matrix (17)
to the Darboux one:
JD(y) =


0 1 0
−1 0 0
0 0 0

 (19)
The reduction is thus globally completed. ✷
The previous results can be now illustrated by means of some examples. This is the aim
of the next section.
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3. Examples
Example 1. Poisson structures for the Halphen equations and the system of circle maps.
Let us first consider the following Poisson structure which has deserved some attention
regarding the analysis of the Halphen system [8]:
J = η(x)


0 x1 − x2 x1 − x3
x2 − x1 0 x2 − x3
x3 − x1 x3 − x2 0

 (20)
with
η(x) = (2(x1 − x2)(x2 − x3)(x3 − x1))
−1 (21)
It can be seen that the structure matrix (20-21) belongs to the family (6) with ψi(xi) = xi
and κij = 0 for all i, j = 1, 2, 3, provided xi 6= xj in Ω for every pair i 6= j. If this is the
case, function η(x) is C1(Ω) and nonvanishing in Ω. Note that this condition also implies
χij(xi, xj) 6= 0 (and therefore Jij(x) 6= 0) in Ω for every pair i 6= j. In order to perform the
Darboux reduction it should be noted that every Casimir invariant (11) is now defined in Ω
and can thus be employed. For instance, we can focus on C3(x):
C3(x) =
x2 − x3
x1 − x2
(22)
Therefore the reduction to Darboux form now makes use of the following diffeomorphism
y1 = x1 , y2 = x2 , y3 = −C3(x)
with C3(x) given by (22). The inverse of this transformation is then:
x1 = y1 , x2 = y2 , x3 = y2 + (y1 − y2)y3
After applying (14) the outcome is that J in (20-21) is transformed into:
J ′ = (y1 − y2)η(y1, y2, y2 + y3(y1 − y2))


0 1 0
−1 0 0
0 0 0

 ≡ J˜12(y)


0 1 0
−1 0 0
0 0 0


with J˜12(y) = (2(y1−y2)
2y3(1−y3))
−1. The reduction is then completed by means of the time
reparametrization dτ = J˜12(y)dt, which finally leads to the Darboux canonical form (19) with
y3 acting as the decoupled Casimir and (y1, y2) as classical conjugate Hamiltonian variables.
To conclude, it is worth mentioning in this context the Poisson structure appearing in the
study of the system of circle maps [8]. Such structure is of the form (20), but now having
η(x) = −((x1 − x2)(x2 − x3)(x3 − x1))
−1
Thus the conditions for the regularity of the functions are exactly the same, the functions
φi(xi) and ψi(xi) retain their definitions, and the constants κij have the same zero values,
than in the case of the Poisson structure for the Halphen system. The difference existing in
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η(x) does not induce variations in the form of the Casimir invariants, in the diffeomorphic
changes of variables leading to the Darboux reduction, or in the conditions indicating when
all of them are properly defined. Consequently these results also remain valid in the context
of the Poisson structure for circle maps.
Example 2. Euler top.
As a second example, the following cubic and homogeneous Poisson structure appearing
[8] in the analysis of the Euler equations for a triaxial top will be considered:
J12 = (α2x
2
1 − α1x
2
2)x3 , J23 = (α3x
2
2 − α2x
2
3)x1 , J31 = (α1x
2
3 − α3x
2
1)x2 (23)
where the αi are real constants related to the principal moments of inertia Ii of the top
according to the expressions:
α1 =
I2 − I3
I2I3
, α2 =
I3 − I1
I1I3
, α3 =
I1 − I2
I1I2
Assuming that α1α2α3 6= 0, equations (23) can be equivalently written as:

J12 =
1
2α1α2α3
(α2α3x
2
1
− α1α3x
2
2
)(2α1α2x3)
J23 =
1
2α1α2α3
(α1α3x
2
2
− α1α2x
2
3
)(2α2α3x1)
J31 =
1
2α1α2α3
(α1α2x
2
3
− α2α3x
2
1
)(2α1α3x2)
(24)
Expressed in this way, the structure matrix (24) can be recognized as a member of family (6)
with
η = (2α1α2α3)
−1 , ψ1(x1) = α2α3x
2
1 , ψ2(x2) = α1α3x
2
2 , ψ3(x3) = α1α2x
2
3
and κij = 0 for all i, j = 1, 2, 3. Since functions φi(xi) must be nonvanishing in Ω, this
implies that in what follows the Poisson structure (24) is to be analyzed in an open subset of
{(x1, x2, x3) ∈ IR
3 : x1x2x3 6= 0}. In addition, according to (11) we can employ different forms
for the Casimir invariant. For instance, if χ12(x1, x2) = α2α3x
2
1
− α1α3x
2
2
6= 0 in Ω, we have:
C3(x) =
α1α3x
2
2
− α1α2x
2
3
α2α3x21 − α1α3x
2
2
(25)
Then, in this case a transformation leading to the Darboux canonical form is defined by (15)
and (25), and its inverse is a diffeomorphism in y(Ω) given by:
x1 = y1 , x2 = y2 , x3 = σ3
(
α3
α2
y2
2
+
(
α3
α1
y2
1
−
α3
α2
y2
2
)
y3
)
1/2
where σ3 ≡ sign(x3) denotes the usual sign function, namely (+1) if x3 > 0 and (−1) if x3 < 0
(recall that x3 6= 0 in Ω). The rest of the Darboux reduction does not present special features
apart from the ones indicated in the proof of Theorem 3, and therefore is omitted for the sake
of conciseness.
9
4. Final remarks
The study of skew-symmetric solutions of the Jacobi equations provides an increasingly
rich perspective of finite-dimensional Poisson structures. In this letter a new family of skew-
symmetric solutions of the Jacobi identities has been presented and analyzed. Interestingly,
the resulting solutions are not limited to a given degree of nonlinearity. This generality
implies that already known Poisson structures and systems can now be seen as particular
cases and become amenable to analysis in a common framework. Therefore, this unification
allows the development of general methods simultaneously valid for every particular Poisson
structure considered. Specifically, it is possible to determine in an algorithmic and explicit
way the Casimir invariants and the Darboux canonical form. This is interesting, as far as
the determination of the Darboux coordinates is in general a nontrivial task only known for
a limited sample of systems. Moreover, in this work such coordinates have been charazerized
globally in phase space, therefore beyond the usual scope of Darboux theorem, which only
ensures a local reduction. Together with the fact that the obtainment, classification and
analysis of solutions of (2-3) are unavoidable steps in order to recast a given differential flow as a
Poisson system, whenever possible, the previous results reinforce the conclusion that the direct
investigation of the Jacobi equations provides fruitful perspectives for a better understanding
of finite-dimensional Poisson structures, and therefore of the scope of Hamiltonian dynamics.
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