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Abstract
Throughout cosmic time, the evolution of dark matter drives galaxy formation through the hi-
erarchical merging of mass clumps on all scales. Baryons respond to this complex evolution
mostly through the force of gravity. Evidence for the interplay of baryons and dark matter can
be seen as far back as z ≈ 1000 when radiation and matter became decoupled for the first
time. The accretion of baryons onto dark matter gave rise to galaxies, a complex multi-phase
process that continues to this day. I concentrate my efforts here on the role of large-scale
magnetic fields when gas accretes onto galaxies through the use of high-resolution magne-
tohydrodynamic (MHD) simulations. Magnetic fields are ubiquitous across all scales in the
Universe but particularly in star forming galaxies such as the Milky Way. There are two main
approaches to probe the magnetic fields: (i) a top down approach – cosmological simulations
where the magnetic field is seeded and evolves over cosmic time; (ii) a bottom up approach –
constrained Galactic simulations where the magnetic field is inserted at a specific epoch to ob-
serve how gaseous structures evolve. I adopt the latter approach with a view to comparing our
simulations in detail with new Galactic surveys of HI gas and rotation measures, particularly
of High-Velocity Clouds (HVCs) in the Galactic halo.
The apparent longevity of HVCs is puzzling from a hydrodynamical perspective. They
should be stripped and eventually dispersed by instabilities from their interaction with the dif-
fuse halo gas. I show that magnetic fields in the halo can help explain this. As clouds move
through the halo the field becomes draped and amplified around them acting as a barrier re-
sisting instabilities at the cloud-halo interface. This increases the amount of gas that can be
accreted through HVCs. For clouds in the outskirts of the halo the effect is limited but closer
to the disk at z ∼< 20 kpc it substantially changes the cloud evolution. I show that the ampli-
fication of the magnetic field around the cloud is well behaved so that observationally derived
magnetic field strengths around HVCs may be used to roughly constrain their distances.
I find that the magnetic field also strongly affects slower moving clouds that are part of
the galactic fountain closer to the disk. The stripping of gas from these clouds can lead to
condensation of cold material out of the halo gas through mixing. I find that the associated
accretion rate is excessive compared to observational constraints when the magnetic field is
ignored. However, for these clouds the magnetically reduced stripping, and so reduced mixing,
has the effect of lowering the efficiency of the associated accretion. These reduced accretion
rates are in better agreement with the observational constraints.
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Chapter 1
Introduction
The main work of this thesis is included in the journal papers in Chapters 3 and 4 (referred to
throughout this thesis as ‘paper I’ and ‘paper II’, respectively). It pertains to numerical sim-
ulations of gas clouds moving through the magnetised gas halo of the Milky Way (or similar
star-forming galaxies) with Chapter 3 focusing on High-Velocity Clouds and Chapter 4 focus-
ing on clouds ejected in the Galactic fountain. The introduction sections of these papers are,
as customary for journal papers, rather short and presume some knowledge of the underlying
concepts of Galactic gas dynamics, magnetic fields in plasma, and numerical simulation. The
purpose of this Chapter is therefore to more thoroughly introduce these concepts. In Section
1.1 I describe the gas halo, in Section 1.2 I describe the gas accretion processes thought to op-
erate in Milky Way-like galaxies, in Section 1.3 I introduce High-Velocity Clouds, in Section
1.4 I introduce magnetohydrodynamics and describe numerical techniques for evolving such
systems, and finally in Section 1.5 I introduce the general (magneto)hydrodynamic problem of
a cloud interacting with a tenuous wind.
1.1 The Galactic gas halo
The stars, gas, and dark matter in the Milky Way and other star forming spiral galaxies can
be separated into several distinct but overlapping structures. Stars can be divided into the thin
and thick disks (or, more accurately, alpha-rich and alpha-poor disks; Bland-Hawthorn et al.,
2018), the bulge, and halo stars (field stars and globular clusters). The dark matter is thought
to reside in a single ellipsoidal component, the dark matter halo. The gas resides in the disk
and in the halo. The gas in the disk forms the interstellar medium (ISM) which contains a
mixture of cold molecular and atomic neutral gas at temperatures T ∼< 104 K, hot ionised gas
at T ∼> 106 K, and warm neutral and ionised atomic gas at intermediate temperatures (Ferrie`re,
2001; Cox, 2005). The total mass of the neutral and ionised gas in the disk is ≈ 8 × 109M
(Nakanishi & Sofue, 2016). The hot gas is however believed to primarily reside in a vast
structure called the gas halo, circumgalactic medium (CGM), or Galactic corona. The CGM
is thought to have formed from gas being shock heated to the virial temperature as it collapsed
within the dark matter potential (White & Rees, 1978). The gas halo is very tenuous and
1
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so is difficult to observe. Its existence was first proposed by Spitzer (1956) who inferred it
indirectly, mainly from evidence of gas clouds at distances above the disk of z > 500 pc. He
argued that these clouds must be in pressure equilibrium with their surroundings because they
would quickly disperse otherwise. This pressure was too great to be provided by the gas in the
disk at these distances and so the Galaxy had to be surrounded by diffuse hot gas. This remains
a compelling argument as we now know that the Milky Way, and other star forming galaxies,
are surrounded by a large population of clouds at distances 1 kpc∼< d ∼< 100 kpc, the so-called
High-Velocity Clouds (HVCs; see Section 1.3). In addition, many HVCs are observed to have
a head-tail morphology indicating that they are interacting with surrounding gas, i.e. they are
being ablated because they are travelling through an ambient medium (Putman et al., 2011).
In recent years less indirect evidence for the gas halo, which also places some loose con-
straints on its properties, has become available through studies of X-ray and ultraviolet (UV)
absorption (e.g. Wang et al., 2005; Miller & Bregman, 2013, 2015; Li & Bregman, 2017). The
gas halo has also been studied through X-ray emission but this mainly probes only the inner
few kpc of the halo which may be dominated by a distinct disk-like component of the CGM
rather than the more extended component mainly traced by the absorption (Nakashima et al.,
2018). The mean temperature of the CGM is fairly well constrained to be ≈ 2× 106 K across
the sky. This is close to the virial temperature of the Galaxy which agrees with predictions
from cosmological hydrodynamical simulations (van de Voort & Schaye, 2012). The gas halo
is often assumed to be isothermal although this assumption was criticised by Wang & Yao
(2012). Faerman et al. (2017) argues that the CGM is a multi-phased medium with a warm
T ≈ 3×105 K component probed by O VI absorption, in addition to the hot component probed
by the O VII and O VIII absorption.
The density profile of the gas halo is not well constrained. Some studies assume it is
constant (e.g. Bregman, 2007; Gupta et al., 2012) but more recent studies instead assume that
the density falls off with radius approximately according to a power law from n ∼ 10−3 cm−3
at d = 10− 20 kpc to n ∼ 10−4 cm−3 at d = 50− 100 kpc (Tepper-Garcı´a et al., 2015; Miller
& Bregman, 2015; Li & Bregman, 2017; Faerman et al., 2017). The total baryonic mass in
the halo is quite uncertain but it is probably a few ×1010M (Bland-Hawthorn & Gerhard,
2016). In a recent study examining Doppler shifts of O VII absorption Hodges-Kluck et al.
(2016) found that the CGM is rapidly rotating at vφ ≈ 180 km s−1. However, this value may
only represent the inner part of the halo at r ∼< 10 kpc with lower velocities at larger radii
(Tepper-Garcı´a & Bland-Hawthorn, 2018). The metallicity, i.e. the mass fraction of elements
heavier than helium, of the gas in the halo is also relatively uncertain. Studies of O VII and
O VIII absorption and emission suggests that it is ≈ 0.3Z (Miller & Bregman, 2013, 2015).
Hodges-Kluck & Bregman (2013) found a halo gas metallicity of Z ≈ 0.1Z for the Milky
Way-like galaxy NGC 891.
1.1.1 The magnetic field in the halo
The components of the halo magnetic field include the large scale ordered field and local
isotropic and anisotropic (‘striated’) random fields. The random fields are presumably caused
by local turbulence. For the anisotropic random fields the magnetic field vectors still sum to
2
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zero on large scales but have a preferred direction in the sense that the dispersion along that
direction is much lower than along the others. These can be produced by the stretching or
compression of isotropic random fields through e.g. shocks from supernovae. The origin of
the large scale field is still debated but the most common explanation is dynamo theory. In this
theory charge separation occurs either primordially or during early galaxy formation creating
a weak seed field. This field is then amplified and sustained by differential rotation and turbu-
lence (Brandenburg et al., 2012). There is a range of different observable quantities that can
be used to infer different combinations of the components of the Galactic magnetic field (see
Beck, 2015). Each method is only sensitive to either the component along the line of sight
(LOS) or perpendicular to it. The most useful quantities for estimating the halo magnetic field
are rotation measures and synchrotron emission. These are sensitive to the component of the
magnetic field along and perpendicular to the LOS, respectively, and so provide complemen-
tary information.
Rotation measure (RM) is related to the polarisation of the observed radiation caused by
free electrons along the LOS through the Faraday effect. It is given by
RM ∝
∫ L
0
ne(l)B‖(l) dl (1.1)
where l runs along the LOS to the source at L, ne(l) is the distribution of electrons along
the LOS, and B‖(l) is the component of the magnetic field parallel to the LOS (Beck, 2016).
The RM is related to the change in the polarisation angle caused by the Faraday effect as
∆χ =RM×λ2 where λ is the wavelength of the observed radiation (Heald, 2009). Thus, the
RM can be estimated by fitting a line to the observed χ − λ2 plot. However, this simple
method fails when multiple different sources of polarised emission overlap. In addition, there
is an ambiguity in differentiating the angle χ from the angle χ+Npi, i.e. finding the number of
revolutions of the polarisation angle. Breaking this ambiguity requires many measurements in
different closely spaced wavebands (Heald, 2009). To alleviate these issues many contempo-
rary studies instead use the ‘Rotation measure synthesis’ technique introduced by Burn (1966)
and extended by Brentjens & de Bruyn (2005). In this method the RM is replaced by the more
general Faraday Depth (FD). The polarisation is written as an integral over all possible FDs,
which can be recast as a Fourier transform over all wavelengths. A critical addition by Bren-
tjens & de Bruyn (2005) was the introduction of a window function to take into account that
only some finite range of wavelengths are actually observed. In this way the observed polari-
sation can be associated with multiple sources each with their own FDs which are disentangled
through deconvolution in Fourier space.
The total intensity of synchrotron emission as well as the intensity of only the linearly po-
larised synchrotron emission (PI) also constrains the magnetic field. The polarised synchrotron
emission is produced by relativistic electrons gyrating around field lines and so its intensity is
related to the magnitude of the field perpendicular to the LOS in a similar way as the RM is
related to the field parallel to the LOS (eq. 1.1):
PI ∝
∫ L
0
ne,rel(l)B⊥(l) dl (1.2)
3
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In this case the density is of electrons at relativistic speeds (often referred to as ‘cosmic ray
electrons’) only. The total intensity of synchrotron emission is also related to the field per-
pendicular to the LOS but is also sensitive to the isotropic random field unlike the polarised
intensity which only probes the large-scale ordered field and the anisotropic random field.
Because RM, PI, and total synchrotron intensity are all integrated quantities and also de-
pend on the (relativistic in the case of PI) electron density along the line of sight it is highly
non-trivial to properly constrain the three-dimensional structure of the ordered and random
field components from these observables. An additional difficulty is foreground contamination
from local fields in the Solar neighbourhood. Zeeman splitting of emission lines is a poten-
tially powerful additional method for more directly inferring the component of the magnetic
field parallel to the LOS. The Zeeman effect is used to measure magnetic fields in molecular
clouds (Crutcher, 2012), however, it is too weak in the diffuse gas of the halo to currently be
detectable.
The disk is well known to have a significant ( |B| ≈ 5 µG in the Solar neighbourhood)
magnetic field that fundamentally affects the processes and morphology of the ISM (Cox,
2005). This magnetic field appears to follow the spiral arms, as is the case for spiral galaxies
in general (Beck, 2015). The magnetic field in the halo is less well constrained. From obser-
vations of magnetic fields in edge-on spiral galaxies we expect the Milky Way halo to have its
own distinct field structure rather than the halo field simply being an extrapolation of the field
in the disk (Beck, 2015). Progress has been made in modelling the halo magnetic field in recent
years by simultaneously fitting to a combination of different types of magnetic field measure-
ments (typically the intensity of total and/or polarised synchrotron emission and RM described
above; Sun et al., 2008; Sun & Reich, 2010; Jansson & Farrar, 2012a,b). The large-scale or-
dered magnetic field appears to mainly curl around the z-axis (the axis perpendicular to the
disk) although there is also indication of an ‘X-shaped’ component of the field as seen in other
galaxies (Jansson & Farrar, 2012a). In the model of Sun et al. (2008); Sun & Reich (2010)
the ordered halo field is purely azimuthal B(φ,R, z) = B(R, z) = (Bφ, BR, Bz) = (Bφ, 0, 0)
where Bφ is given by a simple expression in cylindrical coordinates:
Bφ(R, z) =
sign(z)B0
1 + [(|z| − z0)/z1]2
R
R0
exp
(
R−R0
R0
)
(1.3)
where R0 = 4 kpc, B0 = 2 µG, z0 = 1.5 kpc, and z1 = 4 kpc. The ordered halo field in
Jansson & Farrar (2012a) is significantly more complicated. It is the sum of an azimuthal
component and an ‘X-shaped’ component. The azimuthal component has differing parameters
for the north (‘n’, z > 0) and south (‘s’, z < 0) halo given by
Bazφ (R, z)n,s = exp (−|z|/z0)L(z, hdisk, wdisk)Bn,s(1− L(r, rn,s, wh)) (1.4)
where L(z, h, w) = [1 + exp (−2(|z| − h)/w)]−1 and the best fitting values of the parameters
reported in Jansson & Farrar (2012a) are z0 = 5.3 kpc, hdist = 0.40 kpc, wdisk = 0.27 kpc,
wh = 0.2 kpc, Bn = 1.4 µG, Bs = −1.1 µG, and rn = 9.22 kpc. They were only able to
derive a lower bound for rs of rs > 16.7 kpc. The ’X-shaped’ field is separated into a region
where the direction of the field (but not its strength) is uniform with elevation angle θ0X = 49
◦
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and a region where the elevation angle of the field changes with radius and height. When
rp = r − |z|/ tan (θ0X) < rcX = 4.8 kpc the field direction is uniform with magnitude
|BX| = BXrp
r
exp (−rp/rX) (1.5)
where BX = 4.6 µG and rX = 2.9 kpc. In the region with non-uniform field direction rp is
instead given by rp = rrcX/[r
c
X + |z|/ tan (θ0X)]. In this case the field strength is given by
|BX| = BXr
2
p
r2
exp (−rp/rX) (1.6)
and the elevation angle is
θX = arctan (|z|/(r − rp)). (1.7)
In addition to this large-scale field, as mentioned previously, significant small-scale random
magnetic fields are also present. The model of Sun et al. (2008); Sun & Reich (2010) simply
assume that it is isotropic following a Gaussian distribution with a (local) RMS strength of
3 µG everywhere. The random magnetic field model of Jansson & Farrar (2012b) and extended
by Beck et al. (2016) instead assumes that the RMS strength of the random field falls off
according to a Gaussian distribution with height above the disk and falls off exponentially
with cylindrical radius. They separate the random field into an isotropic component and an
anisotropic (‘striated’) component.
1.2 Galactic gas accretion
The MW, like star forming galaxies in general, must be accreting gas onto the disk to sus-
tain star formation given its current star formation rate (SFR) of ≈ 1M yr−1 (Robitaille &
Whitney, 2010) and star formation history. Cosmological simulations and chemical evolution
models also suggest that significant accretion of relatively low-metallicity gas is occurring. In
particular, inflow of metal-poor gas is necessary to explain the observed distribution of stellar
metallicities (the ‘G-dwarf problem’; van den Bergh, 1962; Schlesinger et al., 2012). This is
also the basis for so-called ‘bathtub’ models of Galaxy evolution where inflows, outflows, and
star formation are in equilibrium (Bouche´ et al., 2010; Dave´ et al., 2012; Lilly et al., 2013). The
population of infalling HVCs (see Section 1.3) in the halo offer direct evidence of accretion,
however the associated derived mass accretion rate of 0.1 − 0.5M yr−1 is too low to be the
dominant source of gas for star formation (Putman et al., 2012). Thus, there must be additional
sources of gas accretion. Clear observational evidence for these processes is lacking, presum-
ably due to the infalling gas typically being diffuse, ionised and interacting with outflowing
gas (Tumlinson et al., 2017). The most compelling observational indications of infalling gas
in other galaxies is described in Zheng et al. (2017) and Bouche´ et al. (2013). Zheng et al.
(2017) found that their observed S IV absorption of M33 was consistent with massive inflow
of gas onto the disk, however the infalling gas was found not to be metal poor compared to the
metallicity of the disk gas. This conclusion is supported by the later H I observations of Koch
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et al. (2018). Bouche´ et al. (2013) found signatures of low-metallicity gas accretion at a rate
comparable to the SFR in a high-redshift galaxy.
In traditional models of galaxy formation, gas initially collapses within the dark matter
halo in a spherically symmetric fashion and is shock heated forming a gas halo at about the
virial temperature (Rees & Ostriker, 1977; Silk, 1977; White & Rees, 1978). Because the gas
density decreases with radius, the timescale for radiative cooling, which scales with density
as tcool ∼ n−2, increases strongly with distance and the gas cools and accretes onto the disk
from the inside out (White & Frenk, 1991). This picture (dubbed ‘hot mode’ accretion) was
later challenged by, among others, Birnboim & Dekel (2003); Keresˇ et al. (2005); Dekel &
Birnboim (2006) who argued that DM halos with masses M ∼< 1012M are unable to sup-
port a virial shock and so they never form hot gas haloes. Instead, the source of accretion for
these galaxies is cold gas filaments falling in from the Cosmic Web that are not heated until
they reach the disk. This behaviour has been found in many cosmological hydrodynamical
simulations (Ocvirk et al., 2008; Keresˇ et al., 2009; Brooks et al., 2009; van de Voort et al.,
2011; Correa et al., 2018). This ‘cold mode’ accretion is most important at high redshifts,
i.e. in the early Universe (Keresˇ et al., 2005). However, the relative importance of cold ver-
sus hot mode accretion remains a topic of debate. In their cosmological simulations using
the moving-mesh code AREPO Nelson et al. (2013, 2015) found that cold mode accretion is
generally unimportant, accounting for only about 10 per cent of the accreted gas mass. They
attributed the contrary results of previous simulations in the literature to numerical issues with
the SPH (Smoothed-Particle Hydrodynamics; see Section 1.4.2) methods previously used. In
any case, even for hot mode accretion the gas is not accreted in a spherically symmetric way
as traditionally thought (Finlator, 2017).
In addition to the hot and cold mode accretion gas may also be accreted through minor
mergers with satellite galaxies. Studies based on H I observations find that this can only ac-
count for a relatively small fraction of about 10 − 25 per cent of the mass being accreted in
present day star forming galaxies (Sancisi et al., 2008; Di Teodoro & Fraternali, 2014). Accre-
tion through minor mergers may however be important for low mass galaxies at high redshift
(z ∼> 2) because of higher merger rates and galaxy gas fractions at early times (Lehnert et al.,
2016). Satellite galaxies can also be the source of additional, less direct, accretion through gas
stripped from them in the halo eventually falling onto the disk (Putman et al., 2012).
Cold gas might also be able to condense out of initially quite small (i.e. linear) density
perturbations in the CGM through runaway thermal instability. This process is often associated
with the origin of HVCs and so is described in Section 1.3.1.
Another possible source of accretion is outflowing gas from the galactic fountain interact-
ing with halo gas (Fraternali & Binney, 2006, 2008; Marasco et al., 2013). This process is the
subject of paper II and so is of particular interest to this thesis and described separately in the
following section.
1.2.1 Galactic fountain accretion
In the galactic fountain hypothesis gas is ejected from the disk due to stellar feedback (mainly
supernovae) to then eventually rain back down onto the disk. The ejected gas was origi-
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nally envisioned to be initially hot and then cool after having been launched (Shapiro & Field,
1976; Bregman, 1980) but current observations suggest that it might be predominantly cool
at all times (Fraternali, 2017). While the fountain has been suggested as the origin for some
HVCs (see Section 1.3), generally they are assumed to represent slower, smaller Intermediate-
Velocity Clouds (IVCs) that require less energy to launch. Fraternali & Binney (2006, 2008)
developed a simple statistical model where gas clouds are ejected as single particles from the
disk on ballistic trajectories at a rate proportional to the SFR. These clouds increase their mass
exponentially as they move through the lower halo a few kpc above the disk. They were able to
fit this model well to observed H I kinematics of the MW like galaxies NCG891 and NGC2403,
as well as the MW (Marasco et al., 2012). The actual mechanism behind the increasing gas
mass was not identified in these models. The hydrodynamical ‘wind tunnel’ simulations of
single clouds moving through a hot diffuse medium of Marinacci et al. (2010, 2011) suggested
that the source of the accretion is cold gas condensation triggered by the mixing of cloud ma-
terial with the halo gas. This proceeds as follows: as the cloud moves through the halo it is
being stripped through hydrodynamical instabilities, mainly the Kelvin-Helmholtz instability.
This stripped material forms a wake behind the cloud’s main body where cloud material is
mixing with halo material. The mixing of the cold cloud gas with the hot halo gas lowers the
temperature slightly but more importantly it significantly increases the density and metallicity
of the gas. The volumetric radiative cooling rate depends on these as Λ ∼ Zn2 and thus the
efficiency of the cooling can be massively enhanced by the mixing. This leads to cloudlets of
cold gas forming in the cloud’s wake which may then rain down on the disk and be accreted
together with the remains of the cloud. In this way, gas is transported from the halo to the disk
and the overall mass of gas in the disk can increase even though the ejected clouds themselves
are losing mass. Marinacci et al. (2010) found that the increase in the mass of cold gas for a
typical cloud in their simulations was roughly consistent with the MW’s SFR. The condensa-
tion of cold gas in the wake of fountain clouds also affects the momentum transfer from the
galactic fountain to the halo. Significantly less momentum is transferred in simulations where
clouds are allowed to cool compared to purely adiabatic simulations because a large fraction
of the stripped gas forms cold clouds rather than becoming part of the hot halo gas (Marinacci
et al., 2011). In particular, Marinacci et al. (2011) finds that a velocity threshold relative to the
halo gas of vth ≈ 50− 85 km s−1 exists below which essentially no momentum is transferred.
1.3 High-Velocity Clouds
The HVCs are a population of gas clouds first discovered by Muller et al. (1963). They
are characterised by having velocities that differ substantially from that of the Galactic ro-
tation with the standard definition being a deviation from the local standard of rest of at least
90 km s−1. HVCs consist of atomic hydrogen with no detectable stellar component. Although
they are typically observed in HI, i.e. emission from neutral hydrogen, many HVCs are also
observable in Hα, i.e. emission from ionised hydrogen (Sembach et al., 2003). In fact, there is
also a population of HVCs that are only observable in Hα, and so are completely ionised, and
overall the mass of ionised high velocity gas is at least comparable to the neutral mass (Lehner
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et al., 2012). Hill et al. (2009) found that roughly half of the mass of the Smith Cloud HVC
is likely in the form of ionised hydrogen. This ionised gas forms a shell enclosing a colder,
largely neutral core. Many HVCs are part of massive complexes such as Complex A and the
Leading Arm. In fact, when observed to lower column densities, previously identified HVCs
are often resolved into multiple smaller clouds (Westmeier, 2018).
1.3.1 Origins and environment
The origins of HVCs remain poorly known but some inferences can be drawn from their dis-
tances and chemical composition. Blitz et al. (1999) suggested that HVCs are intergalatic
remnants of galaxy formation, however improved distance constraints later made it clear that
they reside within the gas halo at d ∼< 100 kpc. In particular, Putman et al. (2003) argued that
the significant fraction of ionised gas detected in HVCs means that they must reside within the
halo as otherwise the flux of ionising radiation from the Galactic disk would be insufficient.
In addition, HVCs have been observed around a few other galaxies where they appear to be
relatively close to the disk as well. In a few cases the distance to larger HVC complexes can be
relatively accurately bounded from the presence or absence of absorption lines in stars along
the line of sight (e.g. Thom et al., 2008; Peek et al., 2016). Most HVCs have relatively low
metallicities of about Z = 0.1 − 0.2Z (Wakker, 2001; Lehner et al., 2009; Putman et al.,
2012; Fox et al., 2018) which is usually interpreted as them not originating from the disk.
They may have either fallen in from the intergalactic medium, been stripped from satellite
galaxies, or condensed out of density perturbations in the halo gas. However, some HVCs
might still originate from the disk (Fraternali et al., 2015) although the required energy to eject
them is obviously very substantial. Maller & Bullock (2004); Peek et al. (2008) suggested
that HVCs can condense out of linear density perturbations through thermal instability. This
was later challenged by Binney et al. (2009) who argued that unless the entropy profile of the
CGM is unrealistically flat (i.e., the CGM is essentially purely adiabatic) oscillations due to
buoyancy disrupt the perturbations before they can cool. However, Joung et al. (2012) showed
that non-linear (i.e. higher magnitude) perturbations with density contrast ncloud/nhalo ∼> 10
can survive this disruption. In this way, while HVCs cannot easily condense out of the CGM
they might condense from relatively low-density filaments from, e.g., the cosmic web or gas
stripped from satellite galaxies. Interestingly, Ji et al. (2018) recently showed that even linear
perturbations can condense into gas clouds when the magnetic field in the halo is taken into
account because even quite weak fields effectively dampen the buoyancy. Specifically, pertur-
bations are destabilised on scales l ∼< vAtcool where vA is the Alfve´n speed (see Section 1.4.2)
and tcool is the time-scale for radiative cooling.
A notable exception to the low metallicities is the Smith Cloud which was recently con-
strained to have about half solar metallicity (Fox et al., 2016). It may still be of extragalactic
origin if it is embedded in a dark matter halo. In this scenario it would have previously collided
with the disk losing most of its original gas and replacing it with enriched gas swept up from
the disk, explaining its relatively high metallicity (Tepper-Garcı´a & Bland-Hawthorn, 2018).
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1.3.2 Magnetic fields
Depending on the origin an HVC may or may not possess an appreciable internal magnetic
field. Clouds having been stripped from satellite galaxies or ejected from the disk might have
quite strong internal fields while clouds of extragalactic origin or condensed from the halo gas
would be less likely to. However, as described in Chapters 2, 3, and 5 HVCs can sweep up and
significantly amplify the magnetic field in the surrounding gas halo. Thus, we might expect
to eventually be able to measure magnetic fields around many of these clouds. Currently,
magnetic fields associated with HVCs have only been constrained in two cases: an HVC in the
Leading Arm (McClure-Griffiths et al., 2010) and the Smith Cloud (Hill et al., 2013). These
studies were able to derive lower limits for the strength of the magnetic field component along
the line of sight using the Faraday rotation technique described in Section 1.1.1. In both cases
quite strong fields along the line of sight at least similar in strength to the field in the Solar
neighbourhood of the disk B‖ ∼> 5 µG were found. Kazes et al. (1991) reported finding a
very strong field of B‖ ≈ 11 µG associated with an HVC using Zeeman splitting. However,
Verschuur (1995) showed that this measurement was undermined by instrumental effects and
no measurements of magnetic fields in HVCs based on this technique have been published
since. The POSSUM survey (Gaensler et al., 2010), which is part of the Australian Square
Kilometre Array Pathfinder (ASKAP), should yield magnetic field constraints for many more
HVCs in the coming years. Farther in the future, the full Square Kilometre Array (SKA;
Dewdney et al., 2009) will provide significantly improved magnetic field measurements as
well.
1.3.3 Survival
One major outstanding question about HVCs is their seemingly long life times. As previously
mentioned, HVCs have in recent years been constrained to reside within the gas halo and many
HVCs show a head-tail structure indicating that they are indeed interacting with a surround-
ing tenuous medium (Putman et al., 2011). From hydrodynamic simulations of cloud-wind
interaction we would then expect the HVCs to be destroyed by instabilities in a few ‘cloud
crushing’ time scales (see Section 1.5). This time scale is inversely proportional to the cloud’s
velocity and for the (by definition) fast moving HVCs this is typically only of order 107 yr.
However, this is at odds with the order of magnitude longer ages required for some HVCs
to have travelled to their current location (e.g. for HVCs in the Leading Arm known to have
been stripped from the Magellanic Clouds, Connors et al., 2006; Pardy et al., 2018). The less
idealised models of HVCs moving through the halo including density gradients and radiative
cooling of Heitsch & Putman (2009) also found that they disperse having travelled for less
than 10 kpc. Cloud-wind simulations including magnetic fields suggest that the presence of
the field in the Galactic halo and/or an internal cloud field can prolong the cloud’s life time by
suppressing the hydrodynamic instabilities (see Section 1.5.1). I explore this in my simulations
described in Chapters 2, 3, and 5.
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1.4 Numerical magnetohydrodynamics
1.4.1 Magnetohydrodynamics
Magnetohydrodynamics (MHD) is an extension of the Navier-Stokes equations of hydrody-
namics (HD) which adds the effect and evolution of magnetic fields to the fluid. MHD incor-
porates a (usually simplified) form of Maxwell’s equations recast in terms only of the magnetic
field,B. The MHD equations can be defined in several ways depending on the number of com-
plications taken into account. The fundamental assumptions that must hold in any case are
1. As with hydrodynamics, the mean free path of particles must be sufficiently small com-
pared to the scale of interest that the system can be described as a fluid
2. There exists a relation between the local electric field and current density (Generally
referred to as an ‘Ohm’s law’)
3. The medium is electrically neutral, i.e. the charge density σ = 0.
The last assumption holds so long as σ ≈ 0 in the initial conditions and the medium is suf-
ficiently conductive that any excess charge that may later arise is neutralised on a negligible
time scale. Usually, especially in astrophysics, MHD implies the following additional simpli-
fications:
4. The polarisation and magnetisation of the medium can be ignored
5. Differences in the effect of the magnetic field on electrons, ions, and neutral particles
can be ignored
6. Velocities are non-relativistic, v  c
7. The medium is perfectly conducting, i.e. the resistivity η = 0
Another common assumption, not related to the magnetic field, is that viscosity and thermal
conduction of the fluid can be ignored such that the Navier-Stokes equations reduce to the Eu-
ler equations. Assumption 4 means that no distinction needs to be made between the magnetic
B-field andH-field and I will consequently only useB. Assumption 5 can be relaxed in which
case ‘Hall drift’ due to velocity differences between ions and electrons and ‘ambipolar diffu-
sion’ due to velocity differences between ions and neutrals arise. Naively it would seem that
neutral particles should be unaffected by the magnetic field altogether. However, even at very
low ionisation fractions and particle densities collisions between charged and neutral particles
are typically sufficient to effectively couple the neutrals to the magnetic field. Assumption 6
simplifies Ampe`re’s law. When assumption 7 is made the equations are specifically referred
to as ideal MHD.
From these assumptions together with Maxwell’s equations and the Euler equations the
(ideal) MHD equations can be derived. The starting point is a relation between the electric
field, E, and magnetic field, B, such that all equations can be cast in a purely magnetic form
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with no explicit reference to electric fields. Because I am assuming perfect conductivity the
electric field must vanish in the frame comoving with the fluid, Ecom = 0. In other inertial
frames E 6= 0 but is related to the comoving field by the Lorentz transformations
E‖,com = E‖ (1.8)
E⊥,com = γ(E⊥ + v ×B/c) (1.9)
where γ is the Lorentz factor and c is the speed of light. Ecom = 0 together with eq. 1.8 implies
that E = E⊥ and so we have that
E = −1
c
v ×B (1.10)
This is known as the ideal Ohm’s law because it is the zero resistivity (η → 0) limit of the
standard Ohm’s law for a plasma, ηJ = E+ 1
c
v×B, where J is the electrical current density.
Maxwell’s equations will also be useful. Because I am assuming that polarisation and
magnetisation is unimportant they reduce to the vacuum equations:
∇ · E = 4piσ (1.11)
∇ ·B = 0 (1.12)
∂E
∂t
+ 4piJ = c∇×B (1.13)
∂B
∂t
= −c∇× E (1.14)
in Gaussian units. Equation 1.12 is often called the solenoidal constraint and intuitively means
that magnetic field lines must either form closed loops or extend to infinity and can never cross
each other. It is motivated by the fact that magnetic monopoles have never been observed in
nature. As mentioned previously, in non-relativistic MHD eq. 1.13 (Ampe`re’s law) can be
further simplified because the ∂E/∂t term is small relative to the right hand side. Specifically,
substituting eq. 1.10 in this term yields
∂E
∂t
= −1
c
∂
∂t
(v ×B) (1.15)
which is of order |v × B|/c ∼ vB/(Tc) = v2B/(Lc) where L, v, and T = L/v are typical
length, velocity, and time scales, respectively. In comparison, the right hand side is of order
c|∇ ×B| ∼ cB/L so
O
( |v ×B|/c
c|∇ ×B|
)
∼ v
2B
Lc
L
cB
=
v2
c2
 1. (1.16)
Thus, eq. 1.13 reduces to a relation between just the current density and magnetic field:
4piJ = c∇×B (1.17)
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With the equations above, I can modify the Euler equations of HD to obtain the corre-
sponding MHD equations. The Euler equations represent conservation of mass, momentum,
and energy and can be written as
∂ρ
∂t
= −∇ · (ρv) (1.18)
ρ
∂v
∂t
= ρ(v · ∇)v −∇P + ρg (1.19)
∂EHD
∂t
= −∇ · (EHD + P )v + ρv · g, (1.20)
where ρ is mass density, P is gas pressure, g is the acceleration due to gravity, and EHD =
ρe + ρ|v|2 is total (internal (e) plus kinetic) energy density. Equation 1.18 (the continuity
equation) is unchanged in MHD. However, the momentum equation changes because of the
Lorentz force. The Lorentz force density on a continuous charge distribution is
fL = σE+
1
c
J×B. (1.21)
Because we are assuming perfect conductivity, any charges will be quickly neutralised and so
σ ≈ 0. Thus, neglecting the first term and using eq. 1.17 to substitute out J this becomes
fL =
1
4pi
(∇×B)×B. (1.22)
Adding this term to eq. 1.19 I obtain the MHD momentum equation:
ρ
∂v
∂t
= ρ(v · ∇)v −∇P + 1
4pi
(∇×B)×B+ ρg (1.23)
It is instructive to rewrite the Lorentz force as
fL =
1
4pi
(∇×B)×B = − 1
8pi
∇|B|2 + 1
4pi
(B · ∇)B (1.24)
using the vector identity ∇(a · b) = (a · ∇)b+ (b · ∇)a+ a× (∇× b) + b× (∇× a) and
a × b = −b × a. As can be seen, in the first term |B|2 functions as a pressure term as its
negative gradient is a force. Thus, Pmag = |B|2/(8pi) can be defined as the magnetic pressure.
The ratio of gas pressure to magnetic pressure β ≡ P/Pmag = 8piP/|B| is a useful quantity
to roughly characterise the dynamic importance of the magnetic field in an MHD system. The
magnetic pressure can equivalently be thought of as the energy density of the magnetic field,
i.e. Emag = Pmag = |B|2/(8pi). The second term is a force related to changes in the magnetic
field strength along the direction of the field. This is called the curvature force or tension force
and functions as a restoring force acting to straighten curved field lines.
The final equation is the one representing conservation of energy. The evolution of the
internal energy is unchanged from the HD result:
∂Einternal
∂t
=
∂ρe
∂t
= −ρe∇ · v − P∇ · v (1.25)
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However, the evolution of the kinetic energy is changed by the Lorentz force term in the
momentum equation. In addition, as shown previously, the magnetic field has an associated
energy density so that the total energy density is
E = EHD + Emag = Einternal + Ekin + Emag = ρe+
1
2
ρ|v|2 + 1
8pi
|B2|. (1.26)
The kinetic energy evolution is given by
∂Ekin
∂t
=
1
2
∂ρv · v
∂t
=
1
2
∂ρ
∂t
|v|2 + 1
2
ρ
∂v · v
∂t
=
1
2
∂ρ
∂t
|v|2 + ρ∂v
∂t
· v (1.27)
Substituting in the mass (eq. 1.18) and momentum (eq. 1.23) equations yields
= −1
2
∇ · (ρv)|v|2 − ρ(v · ∇)v · v −∇P · v − 1
4pi
((∇×B)×B) · v + ρg · v
(1.28)
Of course, magnetic forces can do no work so the kinetic energy is changed by the electric
force. This can be seen by rewriting the magnetic term as
1
4pi
((∇×B)×B) · v = 1
c
(J×B) · v = 1
c
(v ×B) · J = −E · J (1.29)
Thus, the work done by electromagnetic forces vanishes in the frame where E = 0, as ex-
pected.
The second term in eq. 1.28 can be rewritten using vector calculus identities:
ρ(v·∇)v·v = ρ
2
v·[∇|v|2 − v × (∇× v)] = ρ
2
∇|v|2·v = ρ
2
∇·(|v|2v)−ρ
2
|v|2(∇·v) (1.30)
because v× (∇× v) · v = (∇× v) · (v× v) = 0. Plugging this into eq. 1.28 and expanding
the first term yields
∂Ekin
∂t
= −ρ
2
(∇ · v)|v|2 − 1
2
v · (∇ρ)|v|2 − ρ
2
∇ · (|v|2v) + ρ
2
|v|2(∇ · v)
−∇P · v − E · J+ ρg · v
(1.31)
Cancelling the first and fourth terms and using a divergence identity on the third term yields
= −1
2
v · (∇ρ)|v|2 −∇ · (ρ
2
|v|2v) + 1
2
(∇ρ) · v|v|2 −∇P · v − E · J+ ρg · v
(1.32)
= −∇ · (Ekinv)−∇P · v − E · J+ ρg · v (1.33)
These terms represent kinetic energy flux, pressure-volume work, work done by the electric
field, and work done by gravity, respectively.
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The magnetic energy evolves as
∂Emag
∂t
=
1
8pi
∂B ·B
∂t
=
1
4pi
∂B
∂t
·B = − c
4pi
(∇× E) ·B
= − c
4pi
[∇ · (E×B) + E · (∇×B)] = 1
4pi
∇ · ((v ×B)×B) + E · J
=
1
4pi
∇ · [(v ·B)B− |B|2v]+ E · J
(1.34)
Summing the energy evolution equations eq. 1.25, 1.33, and 1.34 yields the total energy
evolution
∂E
∂t
=
∂Einternal
∂t
+
∂Ekin
∂t
+
∂Emag
∂t
= −ρe∇ · v − P∇ · v −∇ · (Ekinv)−∇P · v − E · J+ ρg · v
+
1
4pi
∇ · [(v ·B)B− |B|2v]+ E · J
(1.35)
TheE·J terms cancel and the pressure terms can be reduced to−P∇·v−∇P ·v = −∇(Pv).
Gathering all the flux terms (i.e., terms of the form∇ · (Qv)) yields
= −∇ ·
[
(ρe+ Ekin + P +
1
4pi
|B|2)v − 1
4pi
(v ·B)B
]
+ ρg · v (1.36)
As can be seen, the last flux term is twice the magnetic energy and the total energy can there-
fore be identified yielding finally the MHD energy equation
= −∇ ·
[
(E + P + Emag)v − 1
4pi
(v ·B)B
]
+ ρg · v (1.37)
Because Emag = Pmag this equation resembles the HD energy equation (eq. 1.20) with the
total energy and total pressure replaced by their MHD equivalents, EHD → EHD + Emag and
P → P + Pmag. However, there is also an extra term due to the magnetic tension.
In addition to the evolution equations above, an equation of state relating internal energy,
pressure, and density must be provided. A common choice is the ideal equation of state ρe =
P/(γ− 1) where γ is the adiabatic index (not to be confused with the Lorentz factor). Finally,
an equation for the evolution of the magnetic field is needed. Maxwell’s induction equation,
eq. 1.14, provides this but it has to be recast in terms of B rather than E. This substitution can
be done through eq. 1.10 yielding the induction equation for ideal MHD:
∂B
∂t
= ∇× (v ×B) (1.38)
Unlike the other MHD equations, which can be thought of as extensions of the Euler equa-
tions of HD, this is a new equation entirely when extending HD to MHD. Despite its name
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it no longer focuses on induction as the electric field does not explicitly appear in it. Just as
eq. 1.18, 1.23, and 1.37 represent the conservation of mass, momentum, and energy, respec-
tively, equation 1.38 represents the conservation of magnetic flux through a comoving fluid
element. This is often referred to as the magnetic field being ‘frozen in’ with the plasma. This
conservation does not hold for non-ideal MHD, i.e. when resistivity is included.
An important quantity for assessing the ideal MHD assumption of no resistivity is the
magnetic Reynolds number,
Rm = v0L0/η, (1.39)
where v0 and L0 are typical velocity and length scales for the system, respectively and η is
the resistivity. This quantifies the relative importance of magnetic advection and diffusion due
to resistivity with the former dominating when Rm  1. Diffusion from Hall drift and am-
bipolar diffusion is not included in Rm. The magnetic advection is simply the right hand side
of equation 1.38 while the diffusion is given by η∇2B. Equation 1.39 can then be derived
by taking the ratio of the approximations ∇ × (v × B) ∼ v0|B|/L0 and η∇2B ∼ η|B|/L20.
This assumes that the length scales for the magnetic field and velocity are similar which is not
always the case (Allen, 1986). The resistivity due to ion-electron collisions in a plasma can
be approximated by η ∝ ZT−3/2 (Spitzer & Ha¨rm, 1953) where Z is the ion charge and T is
temperature. Even if Rm  1 resistivity can still be important by enabling magnetic recon-
nection. This is a change in the topology of the magnetic field which occurs when oppositely
directed field lines are forced together. When the field lines reconnect substantial magnetic
energy can be converted to kinetic and thermal energy.
MHD waves
The pressure and tension of the magnetised fluid allows it to sustain a variety of waves. In
ideal MHD three types of waves exist which can be derived by considering perturbations in
the linearised versions of eq. 1.18, 1.23, and 1.38. I assume that the density, magnetic field,
and velocity is the sum of a simple background state characterised by ρ0, B0, and v0 and small
perturbations ρ1, B1, and v1. The background state is at rest so that v0 = 0 and with ρ0 and
B0 being constant such that their time and spatial derivatives are zero. The perturbations vary
with time and position but are negligible beyond first order. This yields the linearised MHD
equations:
∂ρ1
∂t
= −ρ0∇ · v1 (1.40)
ρ0
∂v1
∂t
= −c2s∇ρ1 +
1
4pi
(∇×B1)×B0 (1.41)
∂B1
∂t
= ∇× (v1 ×B0), (1.42)
where I used the definition of the adiabatic sound speed c2s ≡ dP/ dρ to substitute ∇P with
∇ρ. I am looking for plane wave solutions of the form ρ1 = δρ exp (ik · r− iωt), B1 =
δB exp (ik · r− iωt), v1 = δv exp (ik · r− iωt) where k is the wave vector, ω is the angular
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frequency, and r = (x, y, z). With this ansatz the time and spatial derivatives can simply be
substituted as ∂/∂t→ −iω and ∇ → ik, respectively, yielding
−ωρ1 = −ρ0k · v1 (1.43)
−ωρ0v1 = −kc2sρ1 +
1
4pi
(k×B1)×B0 (1.44)
−ωB1 = k× (v1 ×B0) (1.45)
This is equivalent to Fourier transforming the linearised equations in k−ω space. Additionally,
the condition of no divergence in the magnetic field (eq. 1.12) in this form becomes
k ·B1 = 0 (1.46)
Plugging the two other equations into eq. 1.44 yields
−ωρ0v1 = 1
ω
c2sρ0(k · v1)k−
1
4piω
[k× (k× (v1 ×B0))]×B0 (1.47)
Expanding the vector triple product and defining the Alfve´n velocity vA = B0/
√
4piρ0 this
becomes
−ω2v1 = c2sρ0(k · v1)k+ (k · vA)2v + (k · v1)vA
− k [(−(k · vA)v1 + (k · v1)vA) · vA]
(1.48)
(ω2 − (k · va)2)v1 =
[
(c2s + v
2
A)(k · v1)− (k · vA)(vA · v1)
]
k− (k · vA)(k · v)vA (1.49)
Without loss of generality I assume that the magnetic field is pointing in the z-direction and
that the wave is propagating in the xz-plane. Thus, vA = vAz and ky = 0 which leads to
vA · v1 = vAv1z and k · vA = kzvA. With these simplifications, eq. 1.49 can be cast as an
eigenproblem
Av1 = −ω2v1 (1.50)
with the matrix given by
A =
−k2v2A − k2xc2s 0 −kxkzc2s0 −k2zv2A 0
−kxkzc2s 0 −k2zc2s
 (1.51)
Solutions to this equation must lead to the determinant of the matrix A + ω2I being zero and
so the dispersion relation becomes
det(A+ ω2I) = (ω2 − k2zv2A)[(ω2 − k2v2A − k2xc2s)(ω2 − k2zc2s)− (kxkzc2s)2] (1.52)
= (ω2 − k2v2A cos θ)(ω4 − ω2k2(v2A + c2s)− k4c2sv2A cos2 θ) (1.53)
= 0 (1.54)
The dispersion relation has three solutions. The most obvious one is ω2 = k2v2A cos θ with
corresponding eigenvector v1 = (0, v1y, 0). Thus, this wave propagates in the y-direction
16
CHAPTER 1. INTRODUCTION
with the phase velocity vp = ω/k being the Alfve´n velocity. These waves are called Alfe´n
waves. The direction of the velocity perturbation is perpendicular to both the wavevector and
the magnetic field. Equation 1.43 shows that they do not perturb the density. Assuming that
the perturbations are adiabatic, so that ∂ρ1/∂t = c2s∂P1/∂t, the pressure is unchanged as well.
Alfve´n waves are therefore incompressible. From eq. 1.46 it follows that, like the velocity,
the magnetic field is only affected perpendicular to the direction of propagation and so Alfve´n
waves are transverse waves.
The other two solutions are given by
ω2 =
k2
2
(
c2s + v
2
A ±
√
(c2s + v
2
A)
2 − 4c2sv2A cos2 θ
)
(1.55)
with eigenvectors in the xz-plane. Unlike the Alfve´n waves these are compressible and lead to
perturbations both parallel and perpendicular to the direction of propagation. Obviously, the
wave associated with the minus sign propagates at a slower phase velocity than the other one.
This mode is consequently known as the slow magnetosonic (or magnetoacoustic) wave with
velocity denoted as vs. The other mode is the fast magnetosonic wave with velocity denoted
as vf . The slow(fast) mode is usually slower(faster) than the sound speed. As can be seen,
in the hydrodynamical limit B → 0 (and consequently vA → 0) the slow mode vanishes and
the fast mode reduces to being a sound wave. For strong fields where vA  cs the slow mode
propagates at vs ≈ cs while the fast mode propagates at vf ≈ vA.
1.4.2 Solving the MHD equations numerically
The most common way of solving the MHD equations numerically in astrophysical problems
is through Eulerian, finite volume, mesh-based methods. Eulerian means that the flow of the
fluid is evaluated across fixed points, i.e. in a mesh. An alternative method is Smoothed
Particle Hydrodynamics (SPH) which is Lagrangian, i.e. fluid elements are followed as they
move in the form of ‘particles’. Implementing MHD (as opposed to only HD) in SPH-based
codes is highly non-trivial and has only become feasible in recent years (Price, 2012). In
addition, more complicated Lagrangian moving mesh MHD codes that are essentially hybrids
of the mesh and particle based approaches have been developed in recent years (Pakmor et al.,
2011; Hopkins & Raives, 2016).
Here I will focus on the common finite volume, mesh-based approach that I used in my
thesis work. This approach is often called Gudonov’s method. In this method the MHD
equations are cast in the general conservative form as hyperbolic PDEs
∂U
∂t
= −∇ ·T(U) + S(U) (1.56)
where U is the state vector and T and S are vectors of the corresponding fluxes and source
terms, respectively. For MHD the state U(t) is evolved in terms of mass density, momentum
densities, total (kinetic, internal, and magnetic) energy density, and the components of the
magnetic field. Source terms include any effects that break the conservation of these quantities
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(other than non-conservative boundary conditions), e.g. the effect of a gravitational potential or
loss of energy from optically thin radiative cooling. The mass and energy evolution equations
for an MHD system with a gravitational potential derived in the previous Section, eq. 1.18
and 1.37, are essentially already in conservative form. The momentum and magnetic field
evolution equations, eq. 1.23 and 1.38, have to be rewritten using outer products and the
identity∇ · (a⊗ b) = b(∇ · a) + (a · ∇)b as
ρ
∂v
∂t
= −∇ · (ρv ⊗ v −B⊗B+ P I) + ρv · g (1.57)
∂B
∂t
= −∇ · (v ⊗B−B⊗ v) (1.58)
The basic strategy is to solve these equations on a grid (mesh) for finite time increments until
the desired end time is reached, thus discretising the equations in space and time. The grid sep-
arates the volume into ‘cells’. The states U(t) represent the centre of each cell and these are
interpolated to the cell ‘faces’, i.e. the divisions between cells, in each time step to calculate
the fluxes T(U) from which (together with any source terms) the solution can be advanced in
time. While this basic method might seem straightforward a number of complications are nec-
essary in practice in order to obtain sufficiently accurate, stable, and computationally efficient
solutions.
The spatial discretisation of the grid leads to a smoothing of the state analogous to diffu-
sion. In the case of the magnetic field this diffusion can be thought of as resistivity. Thus,
even in ideal MHD where perfect conduction is assumed there will be numerical resistivity
when the system is simulated on a grid (Rembiasz et al., 2017). Less diffusive methods tend
to also be less stable and/or more computationally expensive compare to more diffusive meth-
ods, so generally a balance has to be found between the two for any given MHD problem.
The ‘best’ method is generally problem dependent. In addition, the geometry of the grid can
imprint preferred directions on the solutions. One manifestation of this problem is the ‘carbun-
cle instability’ causing unphysical rays to emanate along the principal axes of the grid from
an overdensity. Multidimensional systems can be evolved in a ‘split’ or ‘unsplit’ way. In the
split approach each dimension is solved separately, which makes the equations readily gener-
alisable to arbitrary dimensional spaces. However, this introduces inaccuracies and numerical
issues avoided by using the more complicated unsplit, inherently multidimensional approach.
The modern Eulerian finite-volume approach to MHD can generally be split into the fol-
lowing procedures:
• A Riemann solver
• A reconstruction scheme
• A slope limiter
• A time stepping, i.e. integration, method
• A magnetic field divergence minimisation scheme
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These can often not be chosen independently of each other. I describe these in the following
sections.
Riemann solvers
The states in the cells along a given axis of the grid can be split into neighbouring pairs. The
variables in such a pair of cells are then given by a left state and a right state (which I will label
as L and R, respectively) with a discontinuity in between at the interface between the cells. If
the time step ∆t is not too long compared to the cell size ∆x information cannot propagate
across multiple cells and each pair can thus be considered in isolation (see Section 1.4.2).
Finding the flux at time t + ∆t using the conservation equations 1.56, which are hyperbolic
PDEs, for the cell pairs then constitutes a Riemann problem. This is the principle behind
a Godunov scheme (Godunov, 1959). The solutions to the Riemann problem are elementary
waves separated by regions of constant velocity (under most conditions, see Lax, 1957). These
elementary waves are contact waves, shock waves, and rarefaction waves. Contact waves and
shock waves are both characterised by a single jump, however the pressure changes across a
shock wave (as the name suggests it is compressible) while the pressure is constant across a
contact wave. Rarefaction waves represent continuous transitions across regions rather than
jumps. It is usually not computationally feasible to solve this exactly so instead approximate
Riemann solvers are used. The most common of these are the Roe solver (Roe, 1981) and
HLL-based solvers (Harten et al., 1983; Toro et al., 1994; Miyoshi & Kusano, 2005; Dumbser
& Balsara, 2016). These methods linearise eq. 1.56 so that the Riemann problem between
each pair of cells is in terms of perturbations in each quantity, δU , around some ‘average’
value for the two cells, U , rather in terms of UL and UR. The linearised equations along some
axis x, assuming no source terms, are on the form
∂δU
∂t
+ Aij
∂δU
∂x
= 0 (1.59)
where Aij = ∂T (U)x,i/∂Uj is a Jacobian matrix. Thus, when linearised, the Riemann method
is equivalent to the method of characteristics. That is, eq. 1.59 being a linear hyperbolic set
of equations, can be thought of as representing signals propagating along characteristic curves
with velocities given by the eigenvalues of the Jacobian. These characteristics correspond to
the Alfve´n, fast magnetosonic, and slow magnetosonic MHD waves described in Section 1.4.1,
with velocities v ± vA, v ± vf , and v ± vs, respectively. In the HD limit this reduces to sound
waves propagating at v ± cs where cs is the sound speed. In addition, there are a number of
characteristics with degenerate eigenvalues propagating with the same velocity as the fluid, v.
These represent contact discontinuities and so, while they are often called ‘waves’, they are
actually ‘jumps’ being advected with the fluid. The first of these is called an entropy wave
or contact wave and represents a jump in entropy. The rest of these are called shear waves or
vorticity waves and represent jumps in the velocity along each tangential direction. Thus, there
are D − 1 shear wave characteristics in a D-dimensional system. The difference between the
Roe, HLL-type, and other linearised Riemann solvers lies in the way that the ‘average’ state
U is defined. Roe’s expressions for the averages can be rigorously derived from a few basic
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conditions on Aij and are given by
ρ =
√
ρLρR
v =
√
ρL√
ρL +
√
ρR
vL +
√
ρR√
ρL +
√
ρR
vR
h =
√
ρLhL +
√
ρRhR√
ρL +
√
ρR
B⊥ =
√
ρLB⊥,L +
√
ρRB⊥,R√
ρL +
√
ρR
,
(1.60)
where h = e + P/ρ is the enthalpy. Together with an equation of state, P and E can then be
found. In the Roe solver, waves are approximated as jumps. While this generally works well,
it leads to issues with transonic rarefaction waves being poorly approximated and sometimes
developing into unphysical ‘rarefaction shocks’. To alleviate this, modern implementations
include an ‘entropy fix’ method, as first suggested in Harten & Hyman (1983), which identifies
waves of this type and applies a more accurate approximation to them. The Roe solver causes
relatively little numerical diffusion. This is not always a desirable property however, as it can
lead to stability issues. In particular, the appearance of negative pressures and densities in the
solutions are a common problem (Fuchs et al., 2009).
The motivation for the HLL type of Riemann solvers is the fact that much of the com-
plicated wave structure resolved in both the exact and Roe solutions to the Riemann problem
is averaged out when the solution is mapped onto the discrete grid cells. Therefore, finding
a smoothed version of the solution often leads to comparable accuracy. In the original HLL
solver of Harten et al. (1983) only the fastest waves in each direction, i.e. only the fast mag-
netosonic waves (or sound waves for HD), are included. Thus, the approximate solution (in
1D) is simply two waves separating the solution region into three constant states. The state
in between the two waves is approximated as an average over all the intermediate velocity
waves. Some expression has to be assumed for the fastest left and right wave speeds, sL and
sR, respectively. Unlike the Roe solver, these are not rigorously derived from basic condi-
tions but are instead based on physical considerations and numerous different estimates exist
in the literature. The simplest case is to assume that sL = vL − vf,L and sR = vR + vf,R,
however this is generally not an adequate approximation because the waves are propagating
from the central region where the state can be significantly different from the left and right
states. A common choice is to instead use v ± vf as given by the Roe averages in eq. 1.60
(Davis, 1988). This averaging of all the intermediate waves means that discontinuities tend to
be gradually smoothed out. To remedy this, the HLLC (‘HLL Contact’) solver was developed
by Toro et al. (1994). In this approximation three waves are used instead, with a contact wave
in the middle. The speed of this intermediate wave can be derived from sL and sR together
with the left and right states so no additional assumptions have to be made. HLLC generally
keeps discontinuities sharp and remains a popular choice for HD and MHD simulations. More
recently, Miyoshi & Kusano (2005) developed the HLLD solver specifically for MHD. In the
HLLD solver, five waves are included in the solutions: the three waves from HLLC and two
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Alfve´n waves (whose speeds can be found using Roe averaging). The only waves that might
be excessively smoothed out are hence the slow magnetosonic waves. A further extension of
the scheme is the recent HLLI solver of Dumbser & Balsara (2016). In HLLI the assumption
of constant states between the waves is relaxed allowing the states to instead vary linearly such
that rarefaction waves can be accurately reproduced.
Reconstruction and slope limiting
In Godunov’s original method (Godunov, 1959) the left and right state in the Riemann problem
for a cell pair (labelled L and R, respectively) is simply taken to be the cell centered values
UL and UR, respectively. The values in each cell are then updated by simply adding some
fraction of the flux (according to the length of the time step) from the cell in the upwind
direction. This ‘donor-cell’ type method is only accurate to first order. It can be extended
to second order (or higher), however early higher order schemes (e.g Lax & Wendroff, 1960)
were hampered by spurious oscillations forming near discontinuities, reminiscent of the Gibbs
phenomenon. Schemes that do not produce these oscillations are called ‘monotone’. In fact,
Godunov proved with the theorem now named after him that any linear monotone method
can at most be accurate to first order. A method is linear if the solution it produces at time
step n + 1 is a linear combination of the solution at the previous time step n, i.e. Un+1 =∑
j cjU
n. Fortunately, van Leer (1979) showed that non-linear higher-order schemes that are
(essentially) monotone can be defined and are computationally feasible. I will describe non-
linear second-order schemes that use piecewise reconstruction and a slope limiter. This way of
circumventing Godunov’s theorem was pioneered by Brahm Van Leer’s MUSCL (Monotone
Upwind Scheme for Conservation Laws) which remains in common usage. However, there are
also other popular ways to construct non-linear higher order monotone schemes such as Total
Variation Diminishing (TVD; Harten, 1983) schemes and Essentially Non-Oscillatory (ENO;
Harten et al., 1987) schemes.
Piecewise reconstruction means that the left and right states passed to the Riemann solver
are allowed to vary across the cells rather than being constant. Here I will focus on piecewise
linear reconstruction (PLM), but piecewise parabolic reconstruction is also commonly used
(PPM, Colella & Woodward, 1984). The problem being solved is then not strictly a Riemann
problem as traditionally defined since the states are not constant. However, this Generalised
Riemann Problem can in practice be approximated well by using the standard Riemann solvers
described in the previous subsection. Obviously, the state of at least one other cell must be
taken into account in order to find the slopes of the state in the linear reconstruction. The
spatial distribution of the states included in the reconstruction is referred to as the stencil.
In fact, in one dimension, at least a three-point stencil (i.e., including the two adjacent cells
and the cell itself) is necessary in order for the scheme to be accurate to second order. The
stencil can be further widened to further increase the order of the scheme but second order
accuracy is sufficient for most problems. The use of a multi-cell stencil needs to be taken into
account at the boundaries of the simulation domain. Sufficient extra cells, referred to as ‘ghost
cells’, must be constructed from the boundary conditions such that the stencil centred on the
outermost non-ghost cell does not exceed the domain.
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The piecewise reconstruction leads to a higher order scheme but an additional procedure is
necessary to create a monotone scheme. This can be achieved through the use of slope limiting.
A slope limiter is a function of the initially derived slopes from the reconstruction of a state.
A wide range of functions are in common use but the general purpose of them is to soften
the sharp slopes that lead to unphysical oscillations. This can be intuitively understood as the
scheme achieving overall higher order accuracy while being monotone by locally dropping
to first order accuracy at severe discontinuities. The simplest slope limiter is the minmod
function which returns the flattest of the slopes if they have the same sign or zero otherwise.
More sophisticated slope limiters are based on ways of averaging the slopes. Alternatively, the
limiting can be applied later to the fluxes calculated from the unmodified reconstructed states,
rather than to the states themselves. This is referred to as flux limiting.
Time stepping
With the fluxes of the MHD quantities given by the methods described in the previous sec-
tions, the solution can then be advanced from time t to t + ∆t. The method for this is re-
ferred to as a time stepping or integration scheme. As mentioned in Section 1.4.2, there is
a restriction on ∆t. Specifically, a necessary, but not sufficient, condition for numerical sta-
bility is the Courant-Friedrichs-Lewy (CFL) condition (Courant et al., 1928). It applies more
generally to numerical solutions of partial differential equations but for the particular case of
(magneto)hydrodynamics it can be understood quite intuitively. Essentially, the CFL condi-
tion means that the solution at an interface at time t should not have time to propagate to an
adjacent downstream interface before the next time step at t + ∆t. As described previously,
solutions to the Riemann problem represent combinations of different waves. The wave with
the maximum associated speed, smax, for each solution should be used in evaluating the dis-
tance over which a solution can affect others. Thus, in one dimension, the CFL condition has
the form
∆t < Ccfl
∆x
smax
(1.61)
where the dimensionless quantity Ccfl is known as the Courant coefficient. In some cases it has
the intuitive upper limit of unity, however some more sophisticated integration schemes have
upper limits on the Courant coefficient smaller or larger than unity. For some schemes Ccfl
also depends on the number of dimensions and on whether the equations are being evolved in
a dimensionally split or unsplit manner.
The simplest method of time integration is to simply multiply eq. 1.56 by the time step
length, i.e.
Un+1 = Un + Ln∆t (1.62)
where the superscripts denotes the time step and L denotes the numerical approximation of the
slope ∂U/∂t. This is called the Euler method. As can be seen from Taylor expanding U(t)
around tn, it is only accurate to first order. Obviously, the higher order estimates of spatial
derivatives discussed previously should be evolved in a way that is also higher order in time.
There are two common ways to attain higher order accuracy in time, Runge-Kutta methods
and predictor-corrector schemes.
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The Runge-Kutta method generalises the Euler method by using it to estimate U and L at
intermediate times rather than to use it to directly find Un+1. For example, the second order
Runge-Kutta method estimates the midpoint value Un+1/2 by only taking half of the Euler
time step, i.e. multiplying by ∆t/2. This is then used to find the midpoint estimate of the
slope Ln+1/2. The full step is then taken based on these midpoint estimates rather than one
of the end points which increases the order of accuracy by one. The order of time accuracy
can be further increased by estimating the slope at more points in a similar way (e.g. the two
endpoints and two midpoints for fourth order accuracy) taking a weighted sum of the slopes to
find the final estimated slope for the full step.
Predictor-corrector methods are based on refining an initial estimate (the predictor) with a
corrector step to obtain a higher order estimate. A sophisticated example of this is the Corner
Transport Upwind (CTU) algorithm of Colella (1990); Mignone & Tzeferacos (2010). In this
case, the predictor is constructed by extrapolating the fluxes to the cell edges at the half time
step using the characteristics, i.e. the eigenvectors of the Jacobian of the linearised MHD
equations which represent elementary waves (see Section 1.4.2). In this way, a more accurate
estimate of the flux at the half time step can be constructed by only including the waves that
propagate at sufficient speed to reach the edge by that time. The corrector step then yields the
state at the full time step from the slopes of these fluxes along each cell face.
Minimising divergence in the magnetic field
Magnetic fields in nature are always found to be solenoidal, i.e. they have no divergence. In
other words, there is no such thing as a magnetic point charge (a ‘monopole’). This require-
ment is one of Maxwell’s equations, eq. 1.12. From the induction equation, eq. 1.38, it can be
seen that the time derivative of the magnetic field is given by a curl and hence the divergence
stays constant. Thus, when solving the MHD equations analytically the solenoidal constraint is
guaranteed so long as the initial magnetic field is constructed to be solenoidal. However, when
the induction equation is being solved numerically this is no longer the case, because the dis-
crete divergence of the discrete curl is only approximately zero. Although the divergence error
caused by each individual time step is small, the total error will tend to increase exponentially
with time. This leads to unphysical effects such as a component of the Lorentz force parallel
to the magnetic field (Ryu et al., 1998). Thus, when using the schemes based on Gudonov’s
method described in this section some modification is necessary to ensure that the magnetic
field stays approximately solenoidal. A variety of approaches exist. The most obvious method
might be to simply evolve the vector potential defined as B = ∇×A rather than the magnetic
field directly. This however typically increases the order of all spatial derivatives increasing
computational expense while decreasing numerical accuracy and so is generally not desirable
(an exception being the recent method of Mocz et al. (2016) described below). Instead, com-
monly used methods are the ‘eight-wave’ method of Powell et al. (1999), the Generalised
Lagrange Multiplier (GLM) method of Dedner et al. (2002), and the ‘constrained transport’
method (Evans & Hawley, 1988; To´th, 2000; Mocz et al., 2016). The two former are referred
to as ‘divergence cleaning’ methods because they seek to bound or minimise the divergence,
while the latter is a method for conserving the divergence. The divergence cleaning methods
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can therefore be useful for reducing any divergence that might be present in the initial mag-
netic field. This can be the case if the initial conditions are generated in a complicated way
where the solenoidal constraint cannot be guaranteed.
The eight-wave method is, as the name suggests, based on including an artificial wave in
addition to the usual seven (in one dimension) MHD waves (the entropy wave, forward and
backwards Alfve´n, slow and fast magnetosonic waves; see Section 1.4.2). This ‘divergence
wave’ transports the divergence errors around in such a way that they do not grow unbounded.
A problem with this approach however is that the divergence errors are still present and not
minimised beyond an upper bound. Thus, while they stay sufficiently small as to not cause
stability issues they can still cause the system to converge towards a (significantly) wrong
solution (Hopkins & Raives, 2016). Therefore, this method, while still in use, has fallen from
primacy in recent years.
The GLM method of Dedner et al. (2002) introduces an extra scalar field ψ which modifies
the induction equation and solenoidal constraint becoming
∂B
∂t
= ∇× (v ×B)−∇ψ (1.63)
∇ ·B = − 1
c2h
∂ψ
∂t
− ψ
c2p
, (1.64)
respectively. In this way, the divergence errors are simultaneously transported away with ve-
locity ch and dampened on a time scale proportional to c2p. There are limits to the efficiency of
this propagation and damping because ch must satisfy the CFL condition (see Section 1.4.2)
and the damping time scale is restricted by the propagation time scale. Therefore it is not
always possible to keep the divergence errors insignificant, although it typically represents a
marked improvement over the eight-wave method.
In the constrained transport (CT) method the magnetic field is evolved by recasting the
magnetic flux across each cell surface as a line integral of the electromotive force (EMF) using
Stoke’s theorem. This discrete integration of the EMF around each cell face can be calculated
from the magnetic field at the cell edges. This way of estimating the magnetic flux conserves
the divergence, as defined from its finite difference approximation, of the magnetic field to ma-
chine precision. The traditional implementation of Evans & Hawley (1988) uses a staggered
grid for the magnetic field. That is, the magnetic field vectors are evolved on a separate grid
that is offset from the normal grid in such a way that the cell centres correspond to the edges
of the normal grid. In this way, no interpolation is necessary when calculating the EMF from
the magnetic field on the edges of the normal grid. Interpolation of the staggered magnetic
field to the cell centres of the normal grid is only needed when analysing the output of the
calculations afterwards to compare to cell-centred quantities. While this staggered formula-
tion works well for static grids it is not well suited for adaptive meshes, especially ‘moving
meshes’ where the cells change shape dynamically. Therefore, a purely cell-centred formula-
tion of the staggered method based on interpolation of the magnetic field was developed by
To´th (2000). However, Balsara (2001) pointed out that this did not correspond exactly to the
staggered formulation as claimed and had some deficiencies in comparison. Consequently, the
staggered grid implementation remains popular. Recently, the cell-centred formulation of CT
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was extended to dynamical, arbitrarily shaped meshes by Mocz et al. (2016) who also showed
that this formulation corresponds to a special type of vector potential evolution schemes.
As previously mentioned, CT conserves rather than minimises the magnetic field diver-
gence. Therefore it is essential to ensure that the initial magnetic field is solenoidal, at least to
a very good approximation. This can be exactly guaranteed by initialising the magnetic field
from a vector potential. Alternatively, if the initial field is not solenoidal the initial conditions
can be evolved in equilibrium using a divergence cleaning method rather than CT. Once some
diagnostic representing the overall divergence falls below some threshold, the state can then
be used as initial conditions for a dynamic simulation using CT (see, e.g., Banda-Barraga´n
et al., 2018).
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1.5 The cloud-wind problem
The cloud-wind problem is an idealised system where an overdensity (the ‘cloud’) initially
at rest is surrounded by a tenuous medium that fills the volume and moves across it with
significant velocity (the ‘wind’). This is equivalent to a cloud moving through a static medium.
The evolution of this system is determined by complicated, highly non-linear hydrodynamic
flows and shock interactions and so numerical simulations must be employed to study it in any
detail. The cloud-wind interaction is relevant for many processes in the ISM and CGM such
as the launching of clouds and filaments in SNe and galaxy scale winds and infall of HVCs
and galactic fountain clouds. All of my work presented in this thesis in Chapters 2, 3, 4, and 5
is based on variations of the MHD cloud-wind problem, which is therefore described in much
more detail there. In this section, I give a short overview of the general evolution of this type
of system and the main results from the previous literature.
The wind causes a shock to propagate from the leading edge through the cloud and a bow
shock propagating from the leading edge into the ambient medium. Consequently, the cloud-
wind problem is related to the shock-cloud problem, i.e. the evolution of a cloud in a postshock
flow. There are however important differences between the two scenarios as shown by direct
comparison in Goldsmith & Pittard (2017). In the cloud-wind interaction, the wind sweeps
away the ambient medium from a small region directly behind the cloud and this low-pressure,
low-density region affects the flow around the cloud at early times. Later, the low pressure
region flows downstream and is replaced by gas of normal density and pressure. Additionally,
the cloud is compressed more in the shock-cloud interaction and the shock propagating through
the cloud is much flatter compared to the cloud-wind interaction.
Hydrodynamical simulation of the two-dimensional shock-cloud problem started in the
1970s with Woodward (1976) being the first study with sufficient spatial resolution to follow
the evolution in any detail. However, the first study to reach high enough resolution in 2D to
achieve convergence was the seminal work of Klein et al. (1994) who achieved resolutions up
to 240 cells per cloud radius through the use of the, back then, novel technique of Adaptive
Mesh Refinement (see Section 4.1.1). In the same year, Jones et al. (1994) presented the first
detailed, compressible 2D simulations of the cloud-wind problem and Mac Low et al. (1994)
presented the first high-resolution MHD study of shock-cloud interaction. In recent years,
high-resolution (at least 64 cells per cloud radius) three dimensional simulations of cloud-wind
and shock-cloud interactions have become feasible and additional physics such as optically
thin radiative cooling (Cooper et al., 2009; Scannapieco & Bru¨ggen, 2015), thermal conduction
(Bru¨ggen & Scannapieco, 2016; Armillotta et al., 2017), turbulence (Pittard & Parkin, 2016),
and clouds with fractal initial structure (Cooper et al., 2009; Schneider & Robertson, 2017)
have been studied.
In both the cloud-wind and shock-cloud interactions, hydrodynamical instabilities caused
by the wind or postshock flow are essential to the evolution. The gas stripped by the instabil-
ities forms a lower density ‘tail’ downstream of the cloud core. The most important of these
instabilities at early times is the Kelvin-Helmholtz (KH) instability. This is a shear instability
caused by the relative motion of adjacent fluid layers. The growth of this instability occurs
on a time scale comparable to the time it takes for the shock to cross the cloud (Klein et al.,
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1994, see also eq. 2 of paper II). Another important instability, especially at later times, is
the Rayleigh-Taylor (RT) instability. This instability is caused by the deceleration of fluid into
layers of denser fluid by drag. The most destructive, long wavelength modes begin to grow
after the shock has crossed the cloud on a time scale that is also related to this. Thus, the
phenomena that disrupt, and eventually destroy, the cloud (the shock, the KH instability, and
the RT instability) all evolve on roughly the same time scale which is consequently referred to
as the ‘cloud crushing’ time scale. For a spherical cloud this is given by
tcc = 2rc
√
χ/vwind (1.65)
where rc is the cloud radius, χ is the cloud-wind density ratio, and vwind is the wind velocity
(Jones et al., 1996, note that the factor of 2 is often dropped in the literature). KH and RT
instabilities of wavelength λ  rc then grow on time scales tKH ∼ (λ/rc)tcc and tRT ∼
(λ/rc)
1/2tcc, respectively (Jones et al., 1994). A third instability related to the RT instability,
the Richtmyer-Meshkov instability, is also present but can generally be ignored because it
grows much more slowly than the KH and RT instabilities (Nakamura et al., 2006). The life
time of the cloud depends on how its ‘destruction’ is defined but for the simple adiabatic,
symmetric density profile case it is usually a few ×tcc. Overall, the evolution of the cloud can
be roughly separated into four phases characterised by compression, stripping, expansion, and
break-up (Banda-Barraga´n et al., 2016). The compression and expansion are caused by the
shock propagating through the cloud while the stripping and break-up are driven mainly by
KH and RT instabilities, respectively, as previously mentioned. In the simple adiabatic case
with no source terms the system is scale-free. Thus, the initial conditions can be characterised
entirely by a few non-dimensional quantities. These are the adiabatic index γ (usually set to
5/3 as appropriate for monatomic gas), the Mach number vwind/cs, and the density contrast χ
previously introduced.
There is obviously some subjectivity to how the ablation, dispersion, and destruction of
the cloud is defined when analysing simulations. Some studies do not attempt to define this
quantitatively instead only evaluating the cloud survival qualitatively by eye (e.g. Gregori
et al., 1999). Diagnostics that have been used in the literature include the ‘clumping fac-
tor’ 〈ρ2c〉1/2/〈ρc〉 (McCourt et al., 2015), the percentage of the initially cold cloud gas that
remains below some threshold temperature in the simulation (Armillotta et al., 2017), and the
amount of mixing between the cloud and wind material (Banda-Barraga´n et al., 2016; Pittard
& Parkin, 2016). It is important to note that a cloud breaking up completely into a range of
cloudlets or subfilaments, as is commonly seen in simulations with radiative cooling or fractal
density clouds, is not, for most purposes, destroyed if those smaller structures can survive for
a substantial amount of time (e.g. Banda-Barraga´n et al., 2018).
1.5.1 The cloud-wind problem with MHD
As mentioned, early studies of the cloud-wind and shock-cloud interactions were restricted
to 2D geometries. This technically corresponds to simulating an infinite cylinder in three
dimensions. Quantities can, however, be rescaled to correspond to a sphere. While the cor-
respondence is far from exact (for instance, the 2D geometry artificially suppresses the KH
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instability as described in paper II) qualitatively the behaviour is similar in the hydrodynamic
case. This is due to the symmetry along the transverse directions present in the interaction of
a spherical cloud with a wind. However, this correspondence breaks down when a magnetic
field is introduced. Even a simple, uniform magnetic field breaks the transverse symmetry (as
is evident from Figure 1 of paper II). However, early 2D MHD cloud-wind and shock-cloud
simulations (Mac Low et al., 1994; Jones et al., 1996; Soker & Dgani, 1997) did identify some
interesting features of the magnetic field. Primarily, that the transverse component of the mag-
netic field is ‘swept up’ and amplified around the cloud and that the magnetic field can delay
the destruction of the cloud by suppressing KH and RT instability.
The first 3D study of the MHD cloud-wind interaction (Gregori et al., 1999) concluded that
the overall effect of a uniform transverse magnetic field was in fact to hasten the destruction of
the cloud by amplifying the RT instability in the third dimension. Later 3D studies of uniform
transverse fields (Goldsmith & Pittard, 2016; Banda-Barraga´n et al., 2016), including my work
as described in the following Chapters, find that the magnetic field does delay the destruction
of the cloud.
In recent years, non-uniform magnetic fields have also been studied. Li et al. (2013) exam-
ined the evolution of small clouds with internally confined poloidal and toroidal fields struck
by a strong shock. They found that, as with uniform fields, the orientation of the internal field
with respect to the shock is essential with transverse(parallel) fields delaying(hastening) the
cloud’s destruction. McCourt et al. (2015) simulated a cloud with a randomly tangled internal
field embedded in a wind with a uniform transverse field. They found that with this field the
cloud split into a tree-like filamentary structure which survived for much longer than the case
with no magnetic field. Banda-Barraga´n et al. (2018) studied turbulent clouds with tangled
fields. These clouds also turned into long lived filaments shielded by draped magnetic fields.
A challenge for simulations with differing cloud and ambient magnetic fields is that the total
field will generally not be force-free everywhere (i.e. (∇ × B) × B 6= 0) and so the initial
conditions are not in equilibrium. For example, McCourt et al. (2015) found that their tangled
field tended to ‘unravel’, expanding out of the cloud that it was initially confined to due to
Lorentz forces in the transition region between the cloud and ambient fields.
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The simple MHD cloud-wind problem
In this section I describe some key insights I deduced from my early simple simulations.
These simulations generally reproduce the results of the largely similar earlier work of Banda-
Barraga´n et al. (2016) and so I only briefly describe them here in the context of motivating my
later, less idealised simulations. These drop the assumptions of a uniform wind, purely adia-
batic gas, and no gravity, respectively, among others, and are described in the journal papers
in Chapters 3 and 4, and in Chapter 5.
2.1 Methods
I use the PLUTO version 4.1 MHD code (Mignone et al., 2007, 2012) for all simulations de-
scribed in this thesis. PLUTO is a Eulerian grid code with optional support for Adaptive Mesh
Refinement (see Section 4.1.1). It supports a wide array of different algorithms (Riemann
solvers, slope limiters, integration schemes, etc.; see Section 1.4.2). For these simulations, I
used the CTU method with the HLLC solver for the non-magnetic simulations and the HLLD
solver for MHD simulations. I used the default slope limiter. By default, PLUTO uses a variety
of slope limiters for different variables, namely Monotonised Central for density, minmod for
pressure, and Van Leer for velocity and magnetic field. Divergence in the magnetic field was
avoided through the Constrained Transport method. I chose these algorithms to be the least dif-
fusive ones that still generally led to stable simulations. The most common stability issue was
the appearance of negative pressures and, in particular, negative densities in the simulations.
Avoiding sharp discontinuities, both by using relatively diffusive algorithms and using slightly
smoothed initial density distributions, helped reducing this problem. I also used the option in
PLUTO to evolve the entropy rather than the energy and defined a minimum allowed pressure
and density. The use of such pressure and density floors is quite effective but it slightly breaks
energy conservation and can lead to unphysical ‘explosions’ in affected cells. I therefore had
to continuously monitor the output of the simulations to make sure that this did not occur.
The initial conditions follow the ‘wind tunnel’ setup described in Section 1.5, i.e. a Carte-
sian 3D simulation domain containing a spherical cloud embedded in a low-density wind. The
cloud follows a relatively sharp (but not top-hat) spherical density distribution (see Figure 1 of
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paper I). The gas outside of the cloud at r > 1 kpc has an initial velocity vwind and this wind
is maintained through the boundary conditions. Note though that the cloud radius is otherwise
taken to be the ‘core’ radius as defined in Banda-Barraga´n et al. (2016) of rc = 0.5 kpc. At the
injection boundary at x = −2 kpc the conditions are kept constant, in particular the velocity
is set to the wind velocity. The other boundaries are open such that material is free to flow
out of, but not to enter, the simulation volume. The cold cloud and hot wind are initialised to
be in pressure equilibrium. I run simulations with and without a uniform magnetic field for
comparison. I explored different wind velocities, cloud densities, and magnetic field strengths.
However, because the effect of varying these quantities is exhaustively described in the later
chapters, here I will focus only on the simulations with vwind = 200 km s−1, cloud density
nc = 0.1 cm
−3, and wind density nh = 10−3 cm−3. When present, the magnetic field has an
initial strength of |B0| = 0.17 µG. These numbers were chosen to roughly represent an HVC
in the halo, but the simulations are adiabatic (with adiabatic index γ = 5/3) and so correspond
to clouds on all scales. The initial conditions described in terms of non-dimensional quantities
are given by vwind/cs = 5.84, χ = 100, and β = 10. The cloud crushing time (see eq. 1.65) is
tcc ≈ 50 Myr.
2.2 Results
2.2.1 Draping of the magnetic field
An essential process for these cloud-wind simulations is the draping of the magnetic field
around the cloud. This draping of the magnetic field can be intuitively thought of as the cloud
‘sweeping up’ transverse magnetic field lines as it moves through the volume. A detailed
investigation of this phenomenon is given in Dursi & Pfrommer (2008). Draping only occurs
when the cloud velocity is greater than the Alfve´n speed of the surrounding magnetic field.
This condition is usually true for HVCs because of their, by definition, high velocities relative
to the halo gas. However, for slower clouds moving through a relatively strong magnetic field
this may not be the case, as I examine in detail in paper II (see Section 4.2 of the paper).
An example of the draping of the field in one of my simulations is shown in Figure 2.1.
As can be seen, the initially transverse field is being swept up by the cloud and amplified by
more than an order of magnitude at the cloud’s leading edge. Figure 2.2 shows a similar plot
at the same time and for the same type of simulation, except in that case the initial magnetic
field points parallel along the cloud’s motion. In contrast to the transverse field case, the
parallel field lines are able to mostly ‘slip around’ the cloud. Consequently, magnetic field
amplification is much less significant than for the transverse field. The amplification mainly
occurs downstream of the cloud, particularly in a region far downstream where the field lines
that bent around the cloud reconverge on the straight field lines directly behind the cloud before
then spreading out again to exit the volume at the initial field strength.
I have also run a similar simulation with an oblique magnetic field of B = B0√
3
(1, 1, 1) (not
shown). The evolution of the field in this case is quite similar to the transverse case with the
oblique field continuing to essentially being a rotated version of the latter. The amplification
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Figure 2.1: 3D rendering of the logarithmic density of the cloud (greyscale) and magnetic field
lines at time t = 60 Myr (corresponding to 1.2tcc) in a cloud-wind MHD simulation with cloud
velocity vwind = 200 km s−1, cloud density nc = 0.1 cm−3, and wind density nh = 10−3 cm−3.
The initial field is uniform with |B0| = 0.17 µG (corresponding to β = 10) pointing transverse
to the cloud. Field lines are coloured according to the local field strength divided by |B0|, i.e.
the field amplification factor.
at the cloud’s leading edge is similar. These results agree with the findings of Banda-Barraga´n
et al. (2016). Figure 2.3 gives a quantitative illustration of the magnetic field amplification for
the three orientations (transverse, parallel, oblique) as a function of time.
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Figure 2.2: Similar to Figure 2.1 but with a magnetic field that is initially parallel to the cloud’s
motion. Note that the colour scale only goes up to 4, rather than 12 as was used in Figure 2.1.
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Figure 2.3: Evolution of the magnetic field strength, volume averaged over the cloud in three
simulations with different initial magnetic field orientations and v = 200 km s−1, cloud density
nc = 0.1 cm
−3, and wind density nh = 10−3 cm−3. Time is normalised by the cloud-crushing
time.
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2.2.2 Cloud survival
As mentioned in Section 1.5.1, Gregori et al. (1999), who was the first to study 3D MHD
cloud-wind simulations, concluded that a uniform transverse magnetic field shortens the life
time of the cloud by enhancing RT instability along the third axis. This pulls the cloud into
an elongated ‘C-shape’. However, a later study of this system, Banda-Barraga´n et al. (2016),
found the opposite. While the field did change the morphology of the cloud in a similar way,
the cloud still survived as a coherent structure for longer compared to the non-magnetic case.
Figure 2.4 shows part of the density evolution in my simulations with and without the
magnetic field. As can be seen, my findings are in agreement with Banda-Barraga´n et al.
(2016). The cloud becomes elongated along the z-axis when the magnetic field is present,
however by the time that this becomes severe (t ∼> 2tcc) the cloud has become essentially
destroyed in the non-magnetic case. In that case, strong RT instability erodes away the centre
of the cloud leaving a ring-like structure that quickly disperses. Thus, while the magnetic field
does enhance some forms of cloud disruption it effectively reduces others and overall prolongs
the cloud’s lifetime. However, the effect is only moderate, at least for this magnetic field
configuration, and the cloud is still eventually destroyed. It is worth noting that an indentation
in the centre of the cloud indicative of the onset of RT instability is visible at the end of the
non-magnetic simulation of Gregori et al. (1999, see their Figure 2, bottom left panel). Given
how quickly I find this instability to grow once initiated in the non-magnetic case, the cloud
might have been destroyed shortly afterwards in their simulation if they had run it for a longer
time. Thus, their contrary conclusion on the effect of the magnetic field on cloud survival
could be due to their only including the relatively early evolution.
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Figure 2.4: 3D renderings of the logarithmic density in the late evolutionary stages of the cloud
at times t = 2tcc, t = 2.4tcc, and t = 2.8tcc, respectively, from left to right. The top row shows
the case where there is no magnetic field and the bottom row shows the case where there is an
initially transverse field pointing in the +y direction.
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Chapter 3
Magnetized High Velocity Clouds in the
Galactic Halo: A New Distance Constraint
3.1 Introduction to Paper I
The motivation for this paper was based on my preliminary findings on the magnetic draping
process described in Chapter 2. Specifically, given the up to order of magnitude increases in
the local magnetic field strength around the clouds in those simulations due to the draping,
it is plausible that the magnetic field as measured through Faraday rotation around HVCs is
typically dominated by the draped field. In that case, the measured magnetic field should
roughly trace the halo field. Thus, it can be used to roughly constrain the distance to the
HVC given a model of the halo magnetic field. For specific HVCs where the distance is
already constrained through other means this can then be compared to test if the assumption
of the swept up field being dominant holds in that case. Alternatively, if a larger sample
of measured distances and magnetic fields associated with HVCs becomes available in the
future, the assumption of draped fields could be used in a statistical sense to constrain the halo
field itself. Interestingly, since the publication of this paper Betti et al. (2018) have found the
magnetic field around the Smith Cloud to possess large scale structure consistent with a draped
field using new dense RM data from the Very Large Array.
The methods I used for this paper are largely similar to those of the simpler simulations
described in Section 2.1 except that the density and magnetic field strength at the injection
boundary now change as a function of time. This is to simulate the cloud falling through
the CGM on a trajectory parallel to the z axis with increasing density and field strength with
decreasing distance to the Galactic plane. This is described in more detail in Section 2 of the
paper.
The paper is included as published in the Astrophysical Journal on the following pages.
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Abstract
High velocity gas that does not conform to Galactic rotation is observed throughout the Galaxy’s halo. One
component of this gas, H I high velocity clouds (HVCs), have attracted attention since their discovery in the 1960s
and remain controversial in terms of their origins, largely due to the lack of reliable distance estimates. The recent
discovery of enhanced magnetic ﬁelds toward HVCs has encouraged us to explore their connection to cloud
evolution, kinematics, and survival as they fall through the magnetized Galactic halo. For a reasonable model of
the halo magnetic ﬁeld, most infalling clouds see transverse rather than radial ﬁeld lines. We ﬁnd that signiﬁcant
compression (and thereby ampliﬁcation) of the ambient magnetic ﬁeld occurs in front of the cloud and in the tail of
material stripped from the cloud. The compressed transverse ﬁeld attenuates hydrodynamical instabilities. This
delays cloud destruction, though not indeﬁnitely. The observed B ﬁeld compression is related to the cloud’s
distance from the Galactic plane. As a result, the observed rotation measure provides useful distance information
on a cloud’s location.
Key words: galaxies: evolution – galaxies: halos – galaxies: interactions – magnetohydrodynamics (MHD) –
methods: numerical
Supporting material: animation
1. Introduction
Surrounding the Milky Way, there is a population of atomic
hydrogen (H I) clouds whose velocities deviate signiﬁcantly
from the allowed rotational velocities of the Galaxy. These so-
called “high velocity clouds” (HVCs) were ﬁrst discovered
around the Milky Way by Muller et al. (1963) and, over the
decades, have been revealed to be present throughout the sky
(e.g., Putman et al. 2012). HVCs likely originate from multiple
sources. Some may have been stripped from the satellite
galaxies, speciﬁcally the Magellanic Stream, as they are
accreted into the halo. Other HVCs may be the biproducts of
feedback within the disk (e.g., Lockman 2002; Ford et al. 2010;
Fraternali et al. 2015). A major challenge in understanding the
origin and nature of HVCs has always been the lack of
distances (d) to these objects. This uncertainty led to the
suggestion that some HVCs may be very distant (∼1Mpc), i.e.,
primordial remnants of galaxy assembly (Blitz et al. 1999).
However, the primordial H I model was undermined by the
discovery of weak Hα recombination emission from most
HVCs (Weiner et al. 2002; Putman et al. 2003) arising from the
disk’s ionizing radiation ﬁeld (Bland-Hawthorn & Maloney
1999, 2002). While this is a coarse distance constraint, the
detections place most of the clouds within the distance of the
Magellanic Stream (d<100 kpc over the South Galactic Pole).
HVC analogs have been found around other galaxies on similar
distance scales (e.g., Thilker et al. 2004; Putman et al. 2009;
Lehner et al. 2012). Tight constraints on the distances to a
handful of HVC complexes have been found through a
powerful technique based on the lack of absorption features
along the sightline to stars in the Milky Way halo (e.g., Thom
et al. 2008). However, this technique is limited to objects
within ∼15 kpc from the Sun, where halo stars can be
measured with a sufﬁcient signal.
Still, questions about HVC origins and their role in the
evolution of the Milky Way remain. For example, HVCs have
been posited ever since their discovery as a potential source of
star formation fuel for the Milky Way via gas accretion onto the
disk. However, an estimate of the total mass (M) delivered by
HVCs is severely hampered by our ignorance of their distance
(as M∝d2). Conversely, pinpointing their distance would not
only allow an account of their mass budget, but would also
render HVCs useful test probes of the poorly constrained Milky
Way’s hot halo.
The question about HVC distances goes hand in hand with the
mystery about their survivability as they move through the halo.
Naïvely, the clouds are expected to be destroyed by hydro-
dynamic (HD)—i.e., Kelvin–Helmholtz (KH) and Rayleigh–
Taylor (RT)—instabilities within times scales on the order of a
few 10Myr (Heitsch & Putman 2009). However, HVCs must
survive for longer than this based on the distances that we do
have to some complexes, assuming they did not originate at or
close to their present location. A notable example is the Smith
Cloud, a massive (Mtot≈2×10
6Me), enriched (Z≈0.5 Ze)
gas structure only 8 kpc from the Galactic center and 3 kpc from
the Galactic plane (Lockman et al. 2008; Nichols & Bland-
Hawthorn 2009; Fox et al. 2016). Although it has been suggested
that the Smith Cloud may in fact be of Galactic origin (Fox et al.
2016; Marasco & Fraternali 2017), the difﬁculties of the
proposed models (in particular the energy requirements) make
this suggestion rather implausible. Instead, the Smith Cloud is
likely an extragalactic system accreted by the Galaxy that has
survived its journey all the way to the disk (e.g., Nichols et al.
2014, see also Henley et al. 2017).
It is now recognized that spiral galaxies, including the Milky
Way, are surrounded by a magnetized medium (see Beck 2016
for a review). While the detailed structure of the Galactic
magnetic ﬁeld is still uncertain, the proposed models more or
less agree on the overall shape and strength (e.g., Sun &
Reich 2010; Jansson & Farrar 2012a). In addition, the
relatively recent discovery of enhanced Faraday rotation
The Astrophysical Journal, 845:69 (14pp), 2017 August 10 https://doi.org/10.3847/1538-4357/aa7ed2
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measures at the Smith Cloud (Hill et al. 2013) and the Leading
Arm (LA; McClure-Grifﬁths et al. 2010) indicates that
magnetic ﬁelds can no longer be ignored in the study of
HVCs. The idea that they may provide a means to suppress
instabilities, thus prolonging the lifetime of clouds, has been
explored in the past using numerical simulations of cloud–wind
interactions, which include the effect of magnetic ﬁelds (e.g.,
Gregori et al. 1999; Dursi & Pfrommer 2008; McCourt et al.
2015; Banda-Barragán et al. 2016; Goldsmith & Pittard 2016).
However, these studies are inconclusive because they have
yielded mixed results, indicating that magnetic ﬁelds may
either strongly (McCourt et al. 2015; Goldsmith & Pittard 2016)
or only mildly (Banda-Barragán et al. 2016) suppress HD
instabilities, or even enhance these (Gregori et al. 1999, 2000).
It should be noted that Goldsmith & Pittard (2016) actually
simulated a cloud–shock interaction rather than a cloud–wind
interaction. While these two scenarios are usually thought to be
closely related, the recent study of Goldsmith & Pittard (2017)
suggests that there can be signiﬁcant differences in their
evolution.
In this paper, we use magnetohydrodynamic (MHD)
simulations to explore the evolution of HVCs as they move
through the magnetized, hot, diffuse Galactic halo toward the
Galactic plane. We focus on the interaction of the gas with the
magnetic ﬁeld at the cloud–halo interface, taking into account
the variation in density and ﬁeld strength along the cloud’s
orbit. We argue that the resulting ﬁeld ampliﬁcation provides a
robust, though coarse, constraint on the cloud’s distance. In
passing, we brieﬂy address the effect of the magnetic ﬁeld on
the survival of the cloud. A more detailed study of cloud
survival over an extended parameter space of different cloud
properties and magnetic ﬁeld conﬁgurations will be reported
elsewhere.
2. Numerical Experiments
The most intuitive and straightforward approach to simulate
an extragalactic gas cloud falling toward the Galactic disk is to
initialize a domain with a realistic galaxy halo model, at least
spanning the full distance from the cloud’s position, say
d∼50 kpc, to the Galactic plane with the appropriate density
and magnetic ﬁeld strength gradients. However, both the
Galactic gas density and its magnetic ﬁeld vary by several
orders of magnitude across such a galactocentric distance (Sun
& Reich 2010; Jansson & Farrar 2012a; Tepper-García et al.
2015), and the computational requirements imposed by this
large dynamic range are demanding. We opt for an alternative
approach, which allows us to carry out realistic simulations at
sufﬁcient resolution and within reasonable computation times.
In essence, we perform the following Gedankenexperiment.
Consider a relatively small, rectangular domain with open
boundaries, enclosing a dense gas cloud at a given position in
the Galactic halo. Now trace a desired orbit from that point to
the Galactic plane, and let the box move at constant velocity
along this orbit with the cloud initially being comoving. As the
box moves through the halo, the cloud will experience drag
augmented by the increase in density and the gradient in the
ambient magnetic ﬁeld, until it eventually reaches the disk. We
start in the rest frame of the cloud but rather than accelerating
our simulation frame relative to the halo at later times to stay in
the cloud’s rest frame as the cloud experiences drag, we simply
continue to move it at the constant initial velocity. Such an
approach has been used with success in the past albeit in a
different context (e.g., Nichols et al. 2015; Salem et al. 2015).
In practice, we ﬁll the computational domain with an initially
uniform, hot medium (“halo gas”), with density nh and
magnetic ﬁeld Bh appropriate for the orbit’s initial point in
the halo. Close to the leading boundary, we insert an initially
spherical cloud, with a smooth density proﬁle described by
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where the subscript “c” refers to the cloud. At runtime, a
magnetized “wind” of hot, diffuse material is injected through
the domain’s leading boundary with constant speed vwind, and
its properties are varied appropriately in time to consistently
account for the density gradient and the changing ﬁeld strength
of the halo along the cloud’s orbit. Note that our approach to
set the initial halo gas density and the initial magnetic ﬁeld
uniformly across the simulation volume is justiﬁed, since the
cloud remains close to the domain’s leading boundary at all
times, and the variation of both density and magnetic ﬁeld
between the boundary and the cloud is in fact negligible.
To account for the variability in density among HVCs, we
consider two representative cases: a low and a high-density
cloud. The initial density in the cloud core is set to
nc=0.1 cm
−3 (nc=0.5 cm
−3) for the low (high) density
case, yielding an initial cloud mass Mc≈7×10
5Me
(Mc≈3×10
6Me), the latter being comparable to the mass
of, e.g., the Smith Cloud (Lockman et al. 2008). In either case,
the cloud radius is set to rc=0.5 kpc, and the parameter s—
which determines the steepness of the proﬁle—to s=9 (see
Figure 1). Note that for nc?nh, which is the case in all our
simulations, n(rc)≈nc/2.
We choose the computational domain to be a uniform,
rectangular, 3D grid composed of 256×256×1152 cells
with virtual physical dimensions 8 kpc×8 kpc×36 kpc,
spanning a coordinate system (x′, y′, z′) initially in the rest
frame of the cloud and deﬁned by x′=(−4, 4), y′=(−4, 4),
and z′=(−2, 34) for simulations with low density clouds. For
simulations with high-density clouds the coordinate system
Figure 1. Initial density proﬁle of our model HVC. The dashed line shows the
cloud radius where the density is approximately half of the central value (see
Banda-Barragán et al. 2016).
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spans 8 kpc×8 kpc×28 kpc with z′=(−2, 26) and the grid
is proportionally smaller.3 It is worth noting that the ratio of
box dimension to cloud radius translates into a resolution of 16
cells per cloud radius, which is sufﬁciently high to capture the
general evolution of the magnetic ﬁeld strength (see
Section 4.2).
Positions in the halo are identiﬁed by coordinates given in a
ﬁxed Cartesian coordinate system (x, y, z) with origin at the
Galactic center. In this system, z is the distance from the
Galactic plane and x measures the distance of the cloud along
the Galactic plane in the direction of the cloud’s initial center of
mass (CoM). Since we assume that the halo density and ﬁeld
structure is axisymmetric (see below), the initial location of the
cloud is fully identiﬁed by a pair of coordinates denoted by (x0,
z0). To simplify further, we choose the cloud’s orbit to be
perpendicular to the Galactic plane at all times. In other words,
the cloud’s orbit is fully speciﬁed by the value of x0.
The above setup implies that the simulation domain “moves”
in the negative z direction (starting from z0) with speed vwind
with respect to the ﬁxed frame (x, y, z). Thus, the moving and
ﬁxed frame coordinates (in units of kiloparsec) are related
through the Galilean transformation
x y z x x y z z v t, , , , 10 , 20 0 3 wind= ¢ + ¢ ¢ + - -( ) ( ) ( )
where vwind is in units of km s
−1, t is the simulation time in
Myr, and the numerical factor (approximately) accounts for the
conversion from km s−1 to kpc Myr−1.
The variation in halo density along the cloud’s pre-deﬁned
orbit is calculated using the spherically symmetric, isothermal,
standard model by Tepper-García et al. (2015), which has been
shown to reproduce the average density proﬁle of the Galactic
hot halo well out to a radial distance of r≈250 kpc. The
magnetic ﬁeld is calculated using the Galactic magnetic ﬁeld
from Sun & Reich (2010). This model has three components: a
toroidal (i.e., axisymmetric) halo ﬁeld, an isotropic random
ﬁeld, and a disk ﬁeld. We ignore the latter because it is
insigniﬁcant at z1 kpc (the gas disk density is also ignored
for the same reason). We also ignore the random ﬁeld
component because its nature and strength are highly uncertain.
Indeed, in the Sun & Reich (2010) model the random ﬁeld has
a uniform magnitude throughout the halo, while in the Jansson
& Farrar (2012a, 2012b) model the random ﬁeld is a Gaussian
around z=0 and is insigniﬁcant compared to the halo ﬁeld for
the distances we consider. The halo ﬁeld’s axisymmetric
component has a simple analytical form of
B R z
z B
z z z
R
R
R R
R
,
sign
1
exp 3
a b
0
2
0
0
0
= + -
´ - -
f
⎛
⎝⎜
⎞
⎠⎟
⎡
⎣⎢
⎤
⎦⎥
( ) ( ){(∣ ∣ ) }
( )
in cylindrical coordinates, where za=1.5 kpc, zb=4 kpc,
B0=2 μG, and R0=4 kpc (see Figure 2).
The initial magnetic ﬁeld is (see Equation (3))
B B B B B, , 0, , 0 , 4x y z= = f( ) ( ) ( )
i.e., initially the ﬁeld is uniform and points in the positive y
direction throughout the entire volume. In this way, we are
ignoring the variation in direction of the ﬁeld across the xy
plane as well as changes in its magnitude. Because it has no
vertical component, it is everywhere transverse to the cloud’s
orbit as deﬁned above.
Densities are linearly interpolated in z using a table based
on the Tepper-García et al. (2015) standard model with a
resolution that decreases with distance from Δz=0.2 to
Δz=2.4 kpc. Magnetic ﬁeld strengths are calculated for
each z from Equation (4), which in this case is just B µ∣ ∣
z z z1 1 a b 2+ -( [( ) ] ). The halo density and magnetic ﬁeld
strength at x0=4 kpc and x0=12 kpc as a function of z along
the cloud’s orbit are shown in Figure 3.
To simulate the motion of the HVC (i.e., of the box) along its
orbit, we calculate the distance from the Galactic plane, z, of
the domain’s leading boundary at each time step through
Equation (2) and set the density and magnetic ﬁeld there
accordingly. The velocity there is set to be −vwind throughout.
At the start, both the density and the magnetic ﬁeld are set to
their values at the initial position of the leading boundary at
z=50 kpc close to the cloud’s initial position of z0=52 kpc.
These are n≈2×10−4 cm−3 and B 0.03 Gm»∣ ∣ at
x0=4 kpc and n≈2×10
−4 cm−3 and B 0.01 Gm»∣ ∣ at
x0=12 kpc. Note that the density is roughly equal at either
point because it has a spherically symmetric proﬁle and
x0=z0 so the distance from the Galactic center to the cloud is
Figure 2. Halo magnetic ﬁeld adopted in our simulations: the toroidal
component of the Sun & Reich (2010) model. Each contour indicates the ﬁeld
strength on a slice through the xz plane at y=0 in galactocentric coordinates.
Since the ﬁeld is purely azimuthal in cylindrical coordinates, the angle of the xy
plane about z is arbitrary and the ﬁeld vector points everywhere either into or
out of the page depending on the sign of x (except at x=0, where it vanishes).
The two initial cloud positions x0=4 kpc and x0=12 kpc are marked with
ﬁlled dots, their trajectories are marked with arrows.
3 In either case, the domain’s leading boundary is at z=−2 kpc. The size of
the box is chosen such that only an insigniﬁcant amount of the material that is
ablated from the cloud by the wind leaves the domain before the end of the
simulations.
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approximately the same in either case. Initially, all the material
outside the cloud and the cloud–halo transition region deﬁned
as r r2 c> , is set to have velocity −vwind such that the halo
material is stationary in the Galactic coordinates. We neglect
the variation of the halo magnetic ﬁeld and density across the
simulation volume transverse to the cloud’s orbit, i.e., we set
these quantities to be equal to their value at the cloud’s
position, x=x0, y=0, for all x and y at the injection
boundary. Including this radial variation in the simulations is
straightforward, but we choose not to do so in order to have a
one-to-one relation between z, density, and magnetic ﬁeld
strength in the halo. That said, we did run a set of simulations
that include the radial variation of the density and the magnetic
ﬁeld to check the validity of ignoring the radial variation in
other simulations. For the magnetic ﬁeld, this also entails that,
as in the initial conditions, it continues to point in the y
direction throughout the volume rather than circling around the
z axis. It would be entirely transverse to the cloud in either
case, however. We have veriﬁed that ignoring the radial
variation is a valid approximation as discussed in Section 4.3.
Needless to say, this approach greatly simpliﬁes the analysis,
while keeping our simulations realistic enough.
We calculate the time evolution of an HVC by solving the
ideal magnetohydrodynamic (MHD) equations.4 For this
purpose, we use the code PLUTO 4.1 (Mignone et al.
2007, 2012). We show that the ideal MHD approximation is
appropriate for our simulations in Section 4.3. We employ the
Constrained Transport (CT) scheme (Evans & Hawley 1988)
to ensure that the initial divergence of the magnetic ﬁeld
is maintained during the course of the simulation. Indeed,
unlike other schemes that deal with magnetic ﬁeld divergence
such as hyperbolic divergence cleaning, CT does not
minimize the divergence but rather keeps it constant in time
to within machine precision. Because the initial magnetic ﬁeld
is uniform ∇·B=0 to machine precision in the initial
conditions.
Throughout a run, the halo is assumed to be isobaric, and
thus the pressure is held constant at the leading boundary. This
implies that the halo gas temperature changes with distance as
T z n z 1µ -( ) ( ) . For a halo temperature on the order of 106 K far
away from the Galactic plane, the resulting temperature at
z=1.5 kpc is T∼103–104 K. Note that this is not fully
consistent with the Tepper-García et al. (2015) halo model,
assumed to be isothermal. However, their halo density proﬁle is
consistent with the proﬁle obtained in more elaborate, non-
isothermal models (Faerman et al. 2017). In addition, we
require the HVC gas to be initially in pressure equilibrium with
the halo. In doing so, we neglect the magnetic pressure
BP 8B 2 p= ∣ ∣ , which is justiﬁed since it is initially very weak
compared to the gas pressure, i.e., β≡Pc/PB?1. We ignore
radiative cooling and photo-heating, and adopt an adiabatic
equation of state with index γ=5/3, appropriate for a
monoatomic gas. With the exception of the leading boundary,
outﬂow boundary conditions are imposed everywhere, imply-
ing that material is free to ﬂow out of (but not into) the
simulation volume.
We ran a total of 16 simulations with different initial
conditions, varying the value of a single parameter from run to
run. The parameters being varied are the density of the cloud,
nc; the cloud’s initial velocity, equal in magnitude but opposite
in sign to vwind; and the initial x position of the cloud, x0.
Table 1 lists our runs as well as the parameter values adopted in
each one. Note that the parameter values are representative of
Galactic HVCs. For simplicity, we only adopt two different
values for each of the relevant parameters. In addition, we run
three simulations with no magnetic ﬁeld, two simulations with
higher resolution, and three simulations where the radial
variation across the simulation volume of the density and
magnetic ﬁeld is included. The purpose of the simulations
without magnetic ﬁelds is to assess the impact of magnetic
ﬁelds on cloud survival (see Section 3.3). The high-resolution
simulations are used for a crude convergence test (see
Section 4.2). All simulations are run up to the point where
either the cloud’s CoM reaches z≈1.5 kpc, or the cloud is
slowed by drag in the Galactic rest frame essentially becoming
comoving with the wind. Note that, in all cases, the simulation
domain is large enough to avoid that more than a few percent of
the initial cloud mass has left the simulation domain by the end
of the run. In order to track the cloud’s evolution more
accurately, we tag all cells initially within the cloud with a passive
scalar. In terms of dimensionless quantities, the initial cloud–halo
density contrasts and wind Mach numbers for vwind=200 km s
−1
Figure 3. Halo density (top) and magnetic ﬁeld strength (bottom) along an
HVC’s orbit starting at z0=52 kpc and x0=4 kpc (solid) or x0=12 kpc
(dashed). The Galactic plane is at z=0 kpc.
4 The source code is available upon request from the corresponding author.
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are χ≈500 and 3.5 » for nc=0.1 cm−3 and χ≈2500 and
1.5 » for nc=0.5 cm−3, respectively. Mach numbers for
vwind=300 km s
−1 are obtained from the former by scaling them
up by a factor of 1.5. Our simulations hence fall into the transonic
to supersonic regime. Note that the Mach number in each case
depends on the cloud density because of our initial isobaric
conditions everywhere in the volume. Neither case depends
noticeably on x0 because the halo density depends on distance to
the Galactic center, which is approximately the same for
x0=4 kpc and x0=12 kpc at the initial height above the plane of
z0=52 kpc.
3. Results
The evolution of physical quantities is followed in terms of the
distance traveled by the cloud’s CoM given by z z0 CM- rather
than its distance from the Galactic plane, zCM. In all simulations,
the initial distance from the Galactic plane is z0=52 kpc. In
addition to the ﬁgures that we show in this section, animations,
including 3D renderings, are available at http://www.physics.
usyd.edu.au/~agro5109/animations.html.
3.1. Cloud Distances
In this section, we will restrict our discussion to simulations
L200x4, H200x4, and L200x12, all of which correspond to a
cloud initially moving at 200 km s−1, but with different initial
density and initial position. This is because we found no
signiﬁcant differences with distance between the clouds
initially moving at 200 and 300 km s−1.5
Figure 4 shows the position of the cloud’s CoM along its
orbit (zCM) as a function of time. The dashed line corresponds
to motion at a constant velocity of 200 km s−1 toward the
plane, and is included for reference. Clearly, the clouds move at
essentially constant velocity along a large fraction of their orbit
in all cases. Low density clouds are eventually hampered by
hydrodynamic and magnetic drag, which become signiﬁcant at
z∼15 kpc, efﬁciently decelerating the cloud to the point that it
becomes comoving with the wind, i.e., stationary in z, at
z≈10 kpc. Clouds falling further away from the center at
x0=12 kpc are able to travel slightly larger distances due to
the weaker drag resulting from a lower halo density at larger
radii. High-density clouds move nearly unimpeded with a
velocity close to its initial value all the way to the smallest
allowed distance of z=1.5 kpc, potentially reaching the disk.
Note that, in all cases, the motion of the cloud is (highly)
supersonic, with Mach numbers in the range of ∼2–12.6
3.2. Magnetic Field Ampliﬁcation
The fundamental difference between HD and ideal MHD is
the presence in the latter formalism of the induction equation,
B
v B
t
, 5¶¶ = ´ ´( ) ( )
which describes the evolution of a magnetic ﬁeld embedded in
a ﬂuid in motion. In essence, the induction equation is a
statement of the fact that a magnetic ﬁeld moving with a ﬂuid,
no matter how small and regardless of the details of the motion,
will eventually be ampliﬁed, potentially by factors of several
orders of magnitude. In numerical experiments like ours, the
Table 1
Model Parameters
Namea nc
e vwind x0 Resolution
f
(cm−3) (km s−1) (kpc) (cells/rc)
L200x4 0.1 200 4 16
H200x4 0.5 200 4 16
L200x12 0.1 200 12 16
H200x12 0.5 200 12 16
L300x4 0.1 300 4 16
H300x4 0.5 300 4 16
L300x12 0.1 300 12 16
H300x12 0.5 300 12 16
L200x4-HDb 0.1 200 4 16
H200x4-HDb 0.5 200 4 16
L300x4-HDb 0.1 300 4 16
L200x4-medresc 0.1 200 4 24
L200x4-hiresc 0.1 200 4 32
L200x4-rvd 0.1 200 4 16
H200x4-rvd 0.5 200 4 16
L200x12-rvd 0.1 200 12 16
Notes.
a The naming convention is as follows: the ﬁrst letter, L (H), indicates a run
adopting a low (high) density HVC; the following three-digit number indicates
the adopted velocity in km s−1; the number following “x” corresponds to the
cloud’s x position, x0, in kpc.
b This run does not include a magnetic ﬁeld, but is otherwise identical to its
MHD counterpart.
c This run adopts a higher resolution (see the last column).
d This run takes into account the radial variation of the halo density and
magnetic ﬁeld along x and y across the simulation volume.
e Initial density contrasts are χ≈500 for nc=0.1 cm
−3 and χ≈2500 for
nc=0.5 cm
−3.
f Given as the number of cells per cloud radius.
Figure 4. Distance from the Galactic plane of the HVCs’ center of mass as a
function of time, initially moving at 200 km s−1. The dashed line corresponds
to motion at constant velocity, i.e., how the distance to the clouds would evolve
in the absence of drag. The results for clouds initially moving at 300 km s−1 are
similar when rescaled by 1.5, and are therefore omitted.
5 It is worth emphasizing that there is a difference between the evolution of
the vwind=200 km s
−1 and the vwind=300 km s
−1 simulations in terms of
time, but this difference becomes irrelevant when time is rescaled by the initial
velocity ratio.
6 Approximate Mach numbers for the vwind=300 km s
−1 case are obtained
by scaling by a factor 1.5.
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clouds move through a weakly magnetized medium and
“sweep up” the ambient ﬁeld along their orbit, compressing
and amplifying it along the direction of motion at their leading
edge and in the transverse direction in their wake (see also e.g.,
Dursi & Pfrommer 2008). Motivated by the fact that enhanced
ﬁelds have been observationally associated with some of the
Galactic HVCs (see Section 1), in the following, we perform a
detailed analysis of the evolution of the magnetic ﬁeld in our
simulations, especially paying attention to its behavior around
the cloud.
The importance of the magnetodynamic effects relative to
hydrodynamical effects can be measured by the ratio of gas
pressure to magnetic pressure β=8πP/B2. In our simulations,
β≈2×103 everywhere initially, implying that the magnetic ﬁeld
is dynamically irrelevant. Note that our assumption of an isobaric
halo (P ﬁxed) implies B z z z1 a b2 2 2b µ µ + -- ( [( ) ] ) in the
halo. Thus, for χ=2500 and at x0=4 kpc, where the constant of
proportionality is PB8 0.10
2p »- , β<1 for z<8 kpc, i.e., close
to the plane. In general, the value of β anywhere in the volume
remains well above unity throughout the majority of the evolution
of the clouds, regardless of their initial density or velocity, and thus
hydrodynamic effects dominate overall. Nevertheless, magneto-
dynamic effects rapidly gain importance with time, as indicated by
the evolution of β, which reaches β≈0.4 in simulation H200x4
and β≈0.07 in simulation L200x4 for all clouds near the Galactic
plane, at the tenth percentile level over the whole volume. The
relevance of magnetodynamic effects is attested as well by the
ratio of ram pressure to magnetic pressure, v B8 h
2 2pr (ρh being
the mass density of the halo at the leading edge of the cloud). This
decreases by several orders of magnitude from an initial value of
order 104 to ∼10 for B 90∣ ∣ by the end of the simulation H200x4
(and vanishes by the end of the low density cloud simulations as
they become comoving with the wind).
The evolution of the magnetic ﬁeld strength in the volume,
B∣ ∣, as a function of the cloud’s position along its orbit is shown
in Figure 5. For ease of discussion, in what follows, we
characterize the magnetic ﬁeld strength B∣ ∣ using essentially two
quantities: (1) the maximum value of B∣ ∣ in the simulation at a
given zCM (i.e., time) denoted by B max∣ ∣ and (2) the ninetieth
percentile of the distribution of magnetic ﬁeld strength across
the volume denoted by B 90∣ ∣ . The latter is calculated from the
distribution, which results after removing all cells within one
standard deviation of the local halo ﬁeld. This approach
removes outliers and makes B 90∣ ∣ a robust statistic. In contrast,
B max∣ ∣ may be subject to strong local and temporal ﬂuctuations,
but is still useful as an absolute upper limit to the magnetic ﬁeld
strength at any given time.
In Figure 5, solid (dashed) lines correspond to B 90∣ ∣ (B max∣ ∣ ).
For low density clouds, B 90∣ ∣ keeps increasing throughout their
journey, while the growth of B max∣ ∣ levels off as the cloud slows
down in the wind frame near the Galactic plane and then
decays slightly. In contrast, high-density clouds experience an
ongoing ﬁeld growth in both B 90∣ ∣ and B max∣ ∣ all the way to the
disk–halo interface.
In order to get a sense of the spatial distribution of the
ampliﬁed magnetic ﬁeld and to make a connection with
observations, we show in Figure 6 the evolution of B∣ ∣ on a slice
through the yz plane at x=4 kpc in simulation H200x4.
Interestingly, there are two regimes where the ﬁeld becomes
ampliﬁed: (1) at the leading edge of the cloud, where the ﬁeld is
ampliﬁed rather quickly and continues to grow at all times and
(2) behind the cloud, where an enhanced ﬁeld of comparable
magnitude develops along a planar, coherent double tail. The
magnetic ﬁeld there moves in opposite directions along the tail
components thus creating a current sheet, where the magnetic
ﬁeld annihilates, a feature typical of MHD ﬂow around a sphere
(see Romanelli et al. 2014; Banda-Barragán et al. 2016). At
t≈100Myr, the magnetic tail loses coherence and becomes
turbulent, but it becomes strongly collimated again closer to the
Galactic plane as a result of the increased magnetic ﬁeld there
(see Section 3.3). The ampliﬁed ﬁeld at the leading edge of the
cloud completely dominates over the tail ﬁeld for t150Myr.
The relative strengths can be appreciated more quantitatively
in Figure 7. Here we show the evolution of the ratio between
the maximum value of B∣ ∣ on the leading edge and the B max∣ ∣ in
the tail, deﬁned as z zfront CM< and z ztail CM> , respectively.
Generally, the tail ﬁeld dominates at early times, while the ﬁeld
at the leading edge dominates at late times. Thus, the front-to-
tail ﬁeld ratio provides some history on the cloud’s past
interaction. This could be useful in future high-resolution
observations that would be able to separately measure the front
and tail ﬁelds associated with an HVC.
Higher density clouds moving further away from the
Galactic center develop stronger tail ﬁelds that dominate over
the leading ampliﬁed ﬁeld across larger distances. In all cases,
the tail ﬁeld is rapidly ampliﬁed at early times only to drop off
as the tail becomes elongated and loses its coherence,
eventually being overtaken in strength by the ﬁeld at the
leading edge. The leading edge ﬁeld grows steadily along most
of the cloud’s orbit, with a slight decrease at late times for low
density clouds. This is a consequence of the stronger drag
operating on these clouds close the plane, which efﬁciently
decelerates the clouds and leads to a decrease in the amount of
ﬁeld lines being swept up.
Guided by the few available measurements of magnetic
ﬁelds associated with HVCs so far (McClure-Grifﬁths et al.
2010; Hill et al. 2013), we now consider to be relevant only
Figure 5. Evolution of the overall magnetic ﬁeld strength along the HVC’s
orbit. The horizontal axis is the distance traveled by the cloud from
z0=52 kpc with zCM being the distance along z of the cloud’s center of
mass. Solid lines correspond to the ninetieth percentile magnetic ﬁeld strengths
after values close to the halo ﬁeld have been ﬁltered out, B 90∣ ∣ (see Section 3),
and dotted lines are the maximum ﬁeld strengths, B max∣ ∣ . The crosses are the
halo ﬁeld strength at the corresponding zCM for x=4 kpc.
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simulations in which the ﬁeld (1) has been ampliﬁed beyond
the local halo ﬁeld and (2) is comparable to the observed ﬁelds
of order 1 μG. The former is motivated by the fact that the ﬁeld
around the cloud will always be at least equal to the local value.
In order to quantify the importance of the ﬁeld ampliﬁcation,
we consider the ratio of the ampliﬁed ﬁeld to the local ﬁeld
quantiﬁed by the parameter B B haloa = ∣ ∣ ∣ ∣ . In general, α is
always highest in the cloud’s tail, as material stripped from the
cloud, which carries the magnetic ﬁeld may be present out to
large distances from the Galactic plane where the halo ﬁeld is
much weaker. Therefore, we focus on the more interesting case
of ampliﬁcation in front of the cloud. We deﬁne αmax as the
ampliﬁcation factor of B max,front∣ ∣ at z zCM< and α90 as the
ampliﬁcation of B 90,front∣ ∣ at z zCM< . Here the subscript “front”
refers to z zCM< , i.e., ahead of the cloud’s motion. The
evolution of these quantities is presented in Figure 8. Note that
this is not generally the same as the maximum and 90th
percentile ampliﬁcation in front of the cloud. We choose this
deﬁnition because we are only interested in ampliﬁcation that
actually leads to strong ﬁelds. Low density HVCs experience a
more signiﬁcant ﬁeld ampliﬁcation compared to higher density
HVCs, moving at roughly the same speed. However, high-
density clouds carry an ampliﬁed ﬁeld at their leading edge for
larger distances, i.e., closer to the Galactic plane, because drag
does not affect their motion as signiﬁcantly as it affects lower
density clouds. In either case, the ampliﬁed ﬁeld at a cloud’s
leading edge reaches values that are a factor of at least a few
higher than the local ﬁeld at the 90th percentile level (and at
least an order of magnitude higher if the maximum ampliﬁca-
tion is considered) at intermediate distances.
In an attempt to condense all of our results so far regarding
the ﬁeld ampliﬁcation, we show in Figure 9 the relation
between the ratio of the ﬁeld at the cloud’s leading edge
relative to the tail (see Figure 7) and α (see Figure 8). In
addition, we split the data points into three categories
depending on the distance of the cloud’s CoM relative to the
Galactic plane. As can be seen, the low density clouds trace a
path through this plane where they move from a tail dominated
phase with maximum ampliﬁcation of αmax∼10 to a front
dominated phase with αmax reaching ∼40. They then move
back down this path and end in a front dominated but relatively
low ampliﬁcation phase. For x0=12, slightly higher ampliﬁ-
cations are reached during the intermediate phase. The high-
density clouds trace out a very different path, skipping the
intermediate phase of high α. Instead, they move mostly
vertically in this plane and end up being highly front
Figure 6. Magnetic ﬁeld strength on a slice through x=4 kpc in simulation H200x4 at t≈0, 50, 100, 150, 200, and 250 Myr, from left to right. The arrows in each
panel show the direction of the magnetic ﬁeld in this plane. The color coding indicates the value of the magnetic ﬁeld strength on a logarithmic scale. Note that the
z-range varies across panels, from highest altitude on the left to lower altitude on the right, such that the cloud’s center of mass stays close to the bottom.
(An animation of this ﬁgure is available.)
Figure 7. Evolution of B max∣ ∣ at the cloud’s leading edge relative to its tail. Figure 8. Ampliﬁcation of the magnetic ﬁeld at the cloud’s leading edge
relative to the local halo ﬁeld, B Bfront haloa º ∣ ∣ ∣ ∣ . Solid lines correspond to the
ampliﬁcation of B 90,front∣ ∣ and dashed lines correspond to the ampliﬁcation
of B .max,front∣
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dominated. In any case, although the greatest ampliﬁcation
occurs at intermediate distances, only relatively close to the
plane does the ampliﬁed ﬁeld reach values on the order of μG.
Thus, taking our results at face value, we conclude that the
observed ﬁeld strengths of B 5 G m∣∣ associated with HVCs
likely indicate that the clouds must be close to the disk, i.e.,
z10 kpc. It is worth noting that there is little difference in
the results between clouds moving at different velocities and
having different initial densities, with the exception of the fact
that low density clouds hardly reach ﬁeld values close to 1 μG
(ignoring the peak in B 90∣ ∣ at the end of simulation L200x4,
which is caused by a numerical artifact). This comes about
because—as previously discussed—they are unable to reach
z10 kpc, while the high-density clouds travel all the way to
our minimum allowed distance of z=1.5 kpc, where the halo
ﬁeld is much stronger.
3.3. Cloud Survival
The question of whether a gas cloud subjected to (magneto)
hydrodynamic interactions has “survived” from a given initial
state has no well deﬁned answer, as it is not trivial to arrive at a
robust deﬁnition of “survival.” A common approach is to
quantify the evolution of the cloud’s mixing with the ambient
medium during its evolution. The intuition behind this is that
the more a cloud mixes with the ambient medium, the more
severe the ablation it has experienced. A cloud’s mixing can be
measured in different ways, for example, in terms of its density
dispersion relative to its average density over a given volume
volume (e.g., McCourt et al. 2015). Here, we introduce a
different measure of a cloud’s ablation, namely, its half-mass
radius, i.e., the radius that encloses half of the mass of the
initial cloud material at any given time. The idea is that
the larger this radius, the more dispersed, and therefore the
more “destroyed,” a cloud is. We deﬁne the half-mass radius as
the radius of an inﬁnitely long cylinder with a symmetry axis
along one of the coordinates centered on the cloud CoM, which
contains half of the cloud’s initial mass; we denote it by r a50,
(a x y z, ,Î { }). Note that measuring r a50, along different
orthogonal axes is useful to separately assess the tail elongation
and the transverse expansion. We deﬁne a second quantity,
r50,sph, as the radius of a sphere centered on the cloud CoM
encompassing half of the cloud’s initial mass. Note that r a50,
provides a more direct link to what can actually be measured.
Indeed, radio observations can only provide spatial information
on the plane of the sky, and are limited to kinematic
information along the line of sight.
We use r50,sph to estimate the evolution of the cloud–halo
density contrast χ relative to the initial density contrast (see
Figure 10). Low density clouds experience an initial shock due
to the supersonic wind. This compression in turn leads to a
slight increase in the cloud’s density relative to the background.
Such an effect is also present in high-density clouds, but it is
weaker due to the lower Mach number of the shock. In all
cases, the density contrast declines monotonically throughout
the majority of the cloud’s journey toward the disk as the cloud
is ablated. At t≈τcc, where the “cloud crushing time,”
r v2cc c windct = , is based on the initial density contrast and
is roughly the time it takes for the shock to cross the cloud
(Jones et al. 1996), clouds experience signiﬁcant disruption.
This happens earlier for low density clouds, at ∼100Myr. For
the high-density clouds τcc is higher by a factor of 5 , so
roughly 220Myr. Cloud crushing times for the vwind=
300 km s−1 simulations can be found by dividing by 3/2.
Note that the cloud crushing time is often deﬁned with respect
to the cloud radius rather than diameter in which case they will
be a factor of two smaller.
The above holds true for clouds of similar density moving
through media with different densities. Indeed, making use of
our newly deﬁned metric, r a50, , we ﬁnd that clouds traveling
through a less dense medium (L200x12) experience less
ablation with respect to clouds in a high-density environment
(L200x4; see Figure 11). This is consistent with intuition, thus
validating the use of r a50, as a quantitative measure of the
survivability of HVCs moving through a magnetized halo.
When the density of the medium is high enough (i.e.,
nh∼10
−3 cm−3 at z z 30 kpc0 CM »– ), the cloud experiences
signiﬁcant ablation, as indicated by the dramatic increase in its
half-mass radius. High-density clouds show a different
evolution altogether. Indeed, regardless of the increasing
density along their orbit, high-density HVCs remain remark-
ably compact all along their journey. This is consistent with the
Figure 9. Relation of the B max∣ ∣ at the cloud’s leading edge relative to its tail
and α. Symbols represent different distances from the Galactic plane: crosses
indicate z 30 kpcCM > , circles indicate 30 kpc z 12 kpcCM< < , and triangles
indicate z 12CM < . Cases where B 1 G90 m>∣ ∣ are enclosed in a square.
Figure 10. Evolution of the mean density of cloud material within the half-
mass radius r50,sph relative to the local halo density, normalized by the initial
density contrast (see Table 1).
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fact that the cloud crushing timescale is longer for high-density
clouds compared to lower density clouds because of their
greater density contrasts. There is no signiﬁcant difference in
the half-mass radii along transverse axes, as the half-mass radii
are dominated by the elongation along the tail in these cases.
But there is a difference in the actual elongation along x and y
at large z zCM 0- with the dispersion of cloud material along x
being about 20% higher than along y. This is a well known
effect that occurs because the magnetic ﬁeld inhibits RT
instabilities along y and z and so the cloud expands more in the
x direction (Gregori et al. 1999). Our results suggest that for
high-density clouds, despite their elongated head–tail morph-
ology (Putman et al. 2011), much of the cloud’s mass remains
in the core. This, in turn, suggests that it is in fact not at all a
poor approximation to estimate a cloud’s (distance dependent)
mass from its angular size alone.
As the reader may recall, we mentioned in the Introduction
that previous studies are somewhat inconclusive with respect to
the question of whether magnetic ﬁelds prevent or enhance the
destruction of HVCs. The most straightforward way we can
address this is to compare simulations that include magnetic
ﬁelds to simulations without magnetic ﬁelds, but which are
otherwise identical in their initial conditions. Such a compar-
ison can be realized in a quantitative, objective way, e.g., by
calculating the evolution of r a50, in the purely HD case relative
to the corresponding MHD case. We perform such a
comparison for two runs with different initial cloud densities,
nc=0.1 cm
−3 and nc=0.5 cm
−3, but ﬁxed x0=4 kpc and
v=200 km s−1. The result of this exercise is shown in
Figure 12.
The ﬁrst thing that becomes apparent is that clouds moving
through a magnetized medium do tend to remain compact for a
longer time, and more so if their density is high. In addition to
breaking up earlier, low density clouds moving in a non-
magnetic halo do so in a quite asymmetric fashion, being
signiﬁcantly more dispersed than their magnetized counterparts
in the direction perpendicular to their orbit (and the ambient
magnetic ﬁeld). The behavior is clearly shown in the density
projections shown in Figure 13.
Low density clouds are essentially destroyed well before
they get close to the Galactic plane, while high-density clouds
remain compact all the way to z≈1.5 kpc (at which point, we
stop the simulation). Low density clouds get destroyed despite
the presence of an ambient magnetic ﬁeld, though less severely
than in its absence. High-density clouds display a more
compact morphology, and a stronger collimated tail, when
moving through a magnetized medium. As noted before, their
tail becomes coherent close to the Galactic plane as a result of
the increased magnetic ﬁeld in the halo there. In contrast, non-
magnetized clouds display a diffuse, turbulent tail at all times.
We did not show a comparison between HD and MHD
simulations for the density contrast, but they differ in a way
that is expected from the current comparison. Throughout the
majority of the simulations the density contrasts are similar but
they become lower for the HD simulations at later stages with a
roughly 50% difference relative to their MHD counterparts by
the end.
A caveat to this analysis is that, in our simulations, the
magnetic ﬁeld is completely in the transverse direction, which
maximizes its ampliﬁcation. However, while a magnetic ﬁeld
parallel to the cloud’s direction of motion will lead to
signiﬁcantly less ampliﬁcation, oblique ﬁelds angled at 45°
have been shown to lead to almost as much ampliﬁcation as in
the transverse case (Banda-Barragán et al. 2016). We therefore
conclude that, in fact, magnetic ﬁelds delay the break-up of a
cloud as it travels through the halo, but perhaps not enough to
guarantee that it reaches the disk.
4. Discussion
The qualitative evolution of the density and magnetic ﬁeld of
the cloud interacting with our time varying wind as seen in
Figures 6 and 13 is broadly the same as in previous studies of
clouds interacting with a constant wind with a uniform
magnetic ﬁeld (e.g., Gregori et al. 1999; Dursi & Pfrommer
2008; Banda-Barragán et al. 2016; Goldsmith & Pittard 2016).
The distance from the Galactic plane at which speciﬁc
magnetic ﬁeld strengths are reached in the cloud is essentially
independent of the cloud’s initial velocity and density for
distances reached by all clouds. However, denser clouds are
able to travel further before being stopped by drag and thereby
Figure 11. Evolution of the cylindrical half-mass radius along x (solid lines)
and z (dashed lines). The cylindrical half-mass radius along y is not shown
because it is similar to this quantity along x. See the text for details.
Figure 12. Evolution of the cylindrical half-mass radius along x (solid lines)
and z (dashed lines) of clouds moving through a non-magnetized medium,
relative to their magnetized counterparts.
9
The Astrophysical Journal, 845:69 (14pp), 2017 August 10 Grønnow et al.
CHAPTER 3. MAGNETIZED HVCS IN THE GALACTIC HALO: A NEW DISTANCE CONSTRAINT
46
Figure 13. Evolution of the cloud density projected along the x axis. Note that the z-range varies across panels, from the highest altitude on the left to a lower altitude
on the right, such that the cloud’s center of mass stays close to the bottom. Here the entire density transition region r r2 c< is included to emphasize the tail of material
stripped from there. Each column corresponds to a different snapshot at t=0, 50, 100, 150, 200, and 250 Myr, from left to right, respectively. Each row corresponds
to a different simulation (L200x4, L200x4-HD, H200x4, and H200x4-HD) from top to bottom. The cross and the circle in each panel indicate, respectively, the center
of mass of the cloud and its spherical half-mass radius. The color coding indicates the value of the density on a logarithmic scale.
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reach higher magnetic ﬁeld strengths closer to the disk. Of
course, with sufﬁciently high velocity a low density cloud
would be able to travel as far but the required velocity to reach
similar momentum is not realistic (Wakker & van Woerden
1991). Additionally, low density clouds might not survive
traveling that far (see Section 3.3). This indicates that the halo
magnetic ﬁeld is the dominant effect in the evolution of the
cloud’s magnetic ﬁeld rather than the properties of the cloud.
This increases the usefulness of our model as it should be
applicable to a wide range of HVCs including ones where little
is known of their physical parameters. It also means that
constraints on magnetic ﬁelds associated with HVCs might
provide useful constraints on the halo magnetic ﬁeld.
4.1. Comparison with Observations
Magnetic ﬁeld constraints are currently only available for
two HVCs. However, with future surveys such as POSSUM
(Gaensler et al. 2010), we expect that magnetic ﬁeld strengths
will become available for a much larger amount. There are two
primary methods for deriving constraints on magnetic ﬁelds
from observations: rotation measures and Zeeman splitting.
The rotation measure is the measure of the change of
polarization angle of emission observed at wavelength λ. It is
proportional to the line-of-sight integral of the product of the
magnetic ﬁeld parallel to the line of sight and the free electron
density. Lower limits on the magnetic ﬁeld strength along the
line of sight have been derived from rotation measures in two
HVCs: the Smith Cloud (Hill et al. 2013) and an HVC in the
Leading Arm (HVC 287.5+22.5+240, McClure-Grifﬁths et al.
2010). These studies assume a distance to the HVC; however,
this is only used to estimate the size of the cloud and rough
limits can still be derived without assuming a distance. For the
Smith Cloud, B 8 G m∣∣ is obtained. The location of the Smith
Cloud is known to quite good accuracy, z=−2.9±0.3 kpc
and R=7.6±0.9 kpc (Lockman et al. 2008), which is in
agreement with the conclusion from our model that it must be
within ∼10 kpc of the Galactic disk. For HVC 287.5+22.5
+240, B 6 G m∣∣ is obtained. Neither the distance to this HVC
nor the distance to the Leading Arm II complex that it is a part
of are known. Nonetheless, it is assumed to be closer than the
Large Magellanic Cloud, which has a well constrained
Galactocentric distance of d≈50 kpc, with a vertical comp-
onent z=28 kpc (Pietrzyński et al. 2013). Thus, the upper
limit on its associated ﬁeld is in agreement with our results.
Zeeman splitting causes a spectral line to split into multiple
lines in the presence of a magnetic ﬁeld. This effect can be used
to estimate the magnetic ﬁeld strength along the line of sight,
but it requires higher signal-to-noise ratios than the rotation
measure method. As a result, no robust constraints on HVC
magnetic ﬁelds have yet been derived using this method. An
early promising candidate in the literature was HVC 132+23-
212 (Kazes et al. 1991), but this was later shown to be the result
of an instrumental artifact (Verschuur 1995). In short, of the
two HVCs with available magnetic ﬁeld constraints, one is
within a few kiloparsecs of the Galactic plane in agreement
with our model for its relatively high ﬁeld strength of at least
several μG. The other one has no known distance but must be
at z<28 kpc and is thus consistent with our model, which
predicts that this HVC should be close to the disk.
The underlying assumption for this work is that the
measured magnetic ﬁeld corresponds to the ambient ﬁeld that
has been swept up and ampliﬁed at the cloud’s leading edge.
But this interpretation may not apply in general. Indeed, in
some cases, such as the magnetic ﬁeld recently measured in the
Magellanic Bridge (B 0.3 0.3 Gm= ∣∣ ; Kaczmarek et al.
2017), it is more likely to represent the magnetic ﬁeld that
has been pulled from the Magellanic clouds. In cases where
distances are already available through a more reliable method,
our method can be used to examine the origin of the cloud’s
observationally derived magnetic ﬁeld by assessing whether the
ﬁeld is consistent with being swept up halo ﬁeld or if it must
have another source.
Figure 7 is especially relevant for observations because it
provides a prediction of a relative measure of the variation of
the magnetic ﬁeld across the cloud and so is independent of
instrumental artifacts and of a detailed knowledge of the
ambient ﬁeld.
4.2. Convergence
In order to assess whether our standard resolution of 16 cells
per cloud radius, r x 16c º D = , is sufﬁcient to resolve the
ampliﬁcation of the magnetic ﬁeld around the cloud, we
perform a crude convergence test. More speciﬁcally, we
compare the evolution of B 90∣ ∣ and B max∣ ∣ in runs with different
spatial resolutions. To this end, we rerun simulation L200x4
with 1.5 and 2 times the default resolution, i.e., 24 = and
32 = , respectively. A quantitative comparison is achieved
by computing the ratio of a given quantity at our highest
resolution 32 = , say B 90∣ ∣ (denoted by B 90, 32∣ ∣ ), with the
corresponding quantity at a different resolution, B 90,∣ ∣ . We
show such a comparison in Figure 14. Clearly, B 90, 32∣ ∣ is only
slightly higher than B 90, 24∣ ∣ , and the latter is only slightly
higher than B 90, 16∣ ∣ at all times, except perhaps around
t≈150Myr. This indicates that B 90∣ ∣ is converging, though it
has not yet fully converged at 32 = . B max∣ ∣ does not show a
convergence as good as B 90∣ ∣ , though this is not surprising
because it is a one-pixel statistic, and is thus subject to large
ﬂuctuations, in contrast to B 90∣ ∣ , which is robust. Nonetheless,
B max, 16∣ ∣ and B max, 24∣ ∣ remain within about a factor of two at
all times. We conclude that a standard resolution of 16 = is
sufﬁcient to carry out experiments like ours.
It is worth mentioning that Dursi & Pfrommer (2008) found
that, in order to resolve the magnetic ﬁeld at the cloud’s leading
Figure 14. Evolution of B 90∣ ∣ (solid) and B max∣ ∣ (dashed) at a resolution of 32
cells per cloud radius relative to their evolution in two lower resolution runs.
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edge in their simulations, at least 32 = was necessary.
Likewise, Goldsmith & Pittard (2016) found that the cloud
mass and velocity was reasonably converged at 32 = as
well. But care must be taken when comparing this type of
simulations at different resolutions. Resolutions are usually
stated in terms of the cloud radius; however, deﬁnitions of this
differ because cloud density proﬁles vary between studies. The
density proﬁle is typically smooth. It might consist of an inner
region of essentially constant density surrounded by a transition
layer, as in our simulations, or it might decline immediately
outside r=0. For instance, Dursi & Pfrommer (2008) and
Banda-Barragán et al. (2016) both use proﬁles with wide
transition layers and include these in the cloud radius (in fact
our proﬁle is similar to the one used in Banda-Barragán et al.
(2016) except that they set the steepness to s=10). If the
radius is taken to follow our deﬁnition n(rc)≈n(0)/2, then the
radius and thus resolution in these studies should be halved.
Goldsmith & Pittard (2016) also included the entire transition
region in their deﬁnition of the cloud radius; however, this
transition region was narrower than in the previously
mentioned studies. When the differences in the density proﬁles
and deﬁnitions of cloud radius are taken into account, our result
that the magnetic ﬁeld ampliﬁcation is reasonably converged at
a resolution of 16 = is consistent with previous results.
4.3. Limitations
There is a degeneracy in the magnetic ﬁeld strength between
the radius in the Galactic plane, R (denoted by x in our
simulations), and the distance from the Galactic plane, z.
However, comparing the ampliﬁcation of the halo ﬁeld in the
cloud for our x0=4 kpc and x0=12 kpc simulations (see
Figure 8) shows that it is roughly equal. If we assume that this
holds for all R, then we can generate a full three-dimensional
model of the cloud magnetic ﬁeld strengths in the galaxy and
upper limits on R and z can be estimated from the point where
the line of sight crosses the contour of the upper limit of the
magnetic ﬁeld strength. At this stage, however, we are only
concerned with constraining distances to within a factor of
several mainly to establish whether a given HVC is relatively
“near” or “far.”
The ampliﬁcation of the magnetic ﬁeld in front of the cloud
depends on the angle of the ﬁeld lines with respect to the
cloud’s trajectory. The reference orbit we have adopted in all of
our simulations—i.e., perpendicular to the Galactic plane—
corresponds to an extreme case where the halo magnetic ﬁeld is
everywhere (roughly) perpendicular to the cloud’s motion,
which in turn yields the maximum possible ampliﬁcation.
However, an oblique ﬁeld at an angle of 45° in fact leads to an
ampliﬁcation similar to our maximal case, albeit for clouds
moving through a uniform medium (Banda-Barragán et al.
2016).
As mentioned in Section 2, we ignore the radial variation of
the magnetic ﬁeld and density of the halo. The density,
strength, and direction of the magnetic ﬁeld change signiﬁ-
cantly across the 8 kpc2 xy plane of our simulations. However,
only the variations across the cloud is important for our
purposes. These are relatively small over the 0.5 kpc initial
radius of the cloud. However, the clouds do increase in size
during the simulations (see Section 3.3), so, to check that our
approximation is valid throughout the simulations, we ran
L200x4-rv, H200x4-rv, and L200x12-rv in which the radial
variation is included. We found no signiﬁcant differences
between these three simulations and their radially invariant
counterparts.
Our simulations include many simpliﬁcations. A signiﬁcant
omission is not including the gravity of the Galaxy. The
simplest way to do this would be to assume some dark matter
density proﬁle and then calculate the gravitational acceleration
of the cloud’s CoM from the static potential of the sum of the
dark matter and halo gas density proﬁles (more components
could be included for increased accuracy, e.g., McMillan 2017).
However, this would complicate the analysis considerably. The
acceleration would pull the cloud horizontally in the x direction
as well as vertically, which would lead to the clouds having
different paths depending on x0. It would also mean that our
approximation that the magnetic ﬁeld strength and density only
depends on z would no longer be appropriate. With a
gravitational potential included and only taking the velocity
into account, the low density clouds would presumably be able
to reach the disk rather than being stopped by drag at
z≈10 kpc. However, based on our results, they would
probably be destroyed before reaching the disk.
We use the ideal MHD approximation to evolve the
magnetic ﬁeld in the simulations. In doing so, we assume that
the gas is sufﬁciently ionized to be described as a single ﬂuid
with negligible ambipolar diffusion and diamagnetic current
terms (see Pandey & Wardle 2008). The halo gas in the
simulations has temperatures ofT104 K at all times and can
therefore be assumed to be highly ionized. The halo
temperature would drop below 104 K for simulation L200x4
at the smallest allowed distance from the plane of z=1.5 kpc;
however, the cloud is stopped by drag before reaching parts of
the halo at these temperatures. The mass of ionized gas in
HVCs is comparable to the H I mass (Putman et al. 2012) and
surrounding ionized gas is observed in, e.g., the Smith Cloud
(Hill et al. 2009) and Complex C (Fox et al. 2004; Collins et al.
2007). Thus we would expect the ionization fraction of an
HVC to be high in the outskirts and low in the core. In our
simulations, we are concerned with the magnetic ﬁeld
ampliﬁcation, which occurs in front of the cloud and in the
tail behind the cloud and the magnetic ﬁeld remains weak
compared to the halo ﬁeld in the inner parts of the cloud (see
Figure 6). Thus our assumption of the high ionization fraction
is reasonable in the regions of interest in our simulations.
Hall drift is an effect that, for a fully ionized gas, is caused
by the difference in inertia between ions and electrons. The
length scale at which Hall drift becomes signiﬁcant is LH
vA
H
= w ,
where v B 4A pr= is the Alfvén velocity and ωH is the Hall
frequency (Pandey & Wardle 2008). For fully ionized low-
metallicity gas LH≈1.8×10
−5 cm−1/2 g1/2×ρ−1/2 (B can-
cels out as ωH∝B). For the densities present in our
simulations, this is much less than the smallest length scale
Δx∼10 pc that is resolved in our highest resolution
simulation. The further assumption of ideal MHD is that the
resistivity is negligible. The validity of this assumption can be
assessed through the magnetic Reynolds number Rm=vL/η,
where v and L are typical velocity and length scales and η is the
resistivity that approximately depends on the temperature
through η∼T−3/2 (Spitzer & Härm 1953). Even at the
smallest length scale we can resolve in the highest resolution
simulation and the lowest temperatures present (the initial
temperature in the cloud) Rm?1 for the velocities considered
in our simulations (including when the velocity is chosen to be
the Alfvén velocity and Rm becomes the Lundquist number)
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indicating that resistivity is relatively unimportant. Our
simulations do, however, have numerical resistivity as do all
grid-based MHD simulations analogous to numerical viscosity
(see, e.g., Fromang & Papaloizou 2007). Non-ideal MHD
effects can still be important for the ﬁeld topology through
magnetic reconnection; however, in this paper, we only
consider the amplitude of the magnetic ampliﬁcation around
the cloud and the overall effect of the magnetic ﬁeld on cloud
survival.
Finally, although we are aware that radiative cooling may be
important for simulations like ours (see, e.g., Mellema et al. 2002;
Cooper et al. 2009; Scannapieco & Brüggen 2015), we have
chosen to ignore this process for now. Including an advanced
treatment of cooling in three-dimensional simulations with
reasonable resolution—using, e.g., MAPPINGS (Sutherland &
Dopita 1993) or CLOUDY (Ferland et al. 2013)—is computa-
tionally costly, but possible. Doing so renders simulations like
ours more realistic, but it also introduces a high level of
complexity, which may obscure other effects. Thus, for the
sake of clarity, we have run our simulations adiabatically,
deferring the more challenging task to include cooling for future
work. In addition to cooling, other physical effects that may
be relevant when modeling cloud–wind interactions include:
thermal conduction (Armillotta et al. 2017; Brüggen &
Scannapieco 2016), turbulence (e.g Pittard & Parkin 2016), and
fractal density structure (e.g., Bland-Hawthorn et al. 2007;
Schneider & Robertson 2017). Taking all of these effects into
account in MHD simulations is computationally expensive, often
limiting the geometry to two-dimensional simulations, which
may be even less realistic than full 3D simulations ignoring these
processes.
5. Conclusions
If the magnetic ﬁelds on the order of μG associated with
HVCs are in fact not intrinsic to the cloud but rather correspond
to the ambient ﬁeld that has been “swept up” by the cloud
along its orbit, then our study suggests that such HVCs are
relatively close (z10 kpc) to the disk of the Galaxy. This is
in agreement with the two HVCs that have observational
constraints on their magnetic ﬁeld strengths and distances. In
other words, we suggest that measurements of magnetic ﬁelds
around gas clouds in the vicinity of the Galaxy may be useful
to put an upper limit on their distance.
In addition, our results suggest that magnetic ﬁelds could in
fact delay the destruction of gas clouds by hydrodynamic
instabilities. Although the effect of the halo magnetic ﬁeld is
fairly limited, mainly because hydrodynamic effects are
signiﬁcantly dominant along most of a cloud’s journey, close
to the Galactic plane, magnetic ﬁelds become dynamically
important, and clouds tend to remain compact for a longer time.
We defer a systematic study of the impact of magnetic ﬁelds on
cloud survival to a forthcoming paper.
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Chapter 4
Magnetic fields in the Galactic Halo
Restrict Fountain-driven Recycling and
Accretion
4.1 Introduction to Paper II
An alternative mode of accretion to the HVCs is the infall of cold gas condensed from the
interaction with Galactic fountain clouds as described in Section 1.2.1. The condensation of
mixed cloud-halo gas, which is the mechanism behind this accretion process, is in turn driven
by the stripping of cloud material. As described in Chapter 2 and paper I, the stripping of
clouds moving through a diffuse medium is mainly driven by the Kelvin-Helmholtz instability.
Given that magnetic fields suppress this instability, as demonstrated in paper I, we would
expect that this would tend to reduce the efficiency of Galactic fountain accretion compared
to the purely hydrodynamic case. In paper I, I showed that the effect of the magnetic field on
HVCs was generally relatively modest. However, in the inner part of the halo traversed by the
clouds ejected by the fountain, the field is significantly stronger than at the typical distances
examined in paper I. This was the motivation behind paper II.
In this chapter, the paper is included as published in the Astrophysical Journal. However,
there is a minor error in the published version. In Section 3.1.1 it is mentioned that tKH ∝ √ρc,
this should instead be tKH ∝ √χ. This does not have any effect on other parts of the paper.
Due to the halo density being fixed in all the simulations the two equations are functionally
equivalent in this paper.
4.1.1 Methods
The numerical methods that I used for this work are to a large extent similar to those of paper
I (see Section 2.1 and Section 2 of paper I). They mainly differ by the inclusion of Adap-
tive Mesh Refinement (AMR) and radiative cooling. With Kelvin-Helmholtz instability and
cooling being essential aspects of these simulations, requirements on resolution are high. Rea-
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sonably resolving the radiative cooling of cloudlets and filaments in particular is demanding as
we discuss in the paper. Therefore, a static grid like I used in paper I is not feasible. However,
the high resolution is only needed at cloud-wind interfaces and in the wake where the stripping,
mixing, and cooling occurs. Because this only takes up a small part of the volume, especially
at early times, an adaptive grid can be used to gain high effective resolution. PLUTO 4.1 sup-
ports the use of Adaptive Mesh Refinement (AMR) based on a method of nested grids. In this
method, cells exist on different ‘levels’ with different resolutions. Every few time steps each
cell is checked against a criterion to determine whether it should remain on its current level, be
refined, i.e. split into higher resolution cells on the next level, or de-refined, i.e. merged with
adjacent cells to reduce the local resolution. In this way, the resolution can be concentrated
around regions of interest. The state is interpolated to the lower level at the boundary between
regions at different levels of refinement. However, there is a restriction in PLUTO that adja-
cent regions cannot be more than one refinement level apart. In other words, refined cells are
‘nested’ within coarser regions. This is in contrast to the ‘Octree’ approach used in some codes
such as RAMSES (Teyssier, 2002) where there is no such restriction. The nested approach is
less flexible and leads to less precise concentration of the resolution but greatly reduces the
complexity and can be overall more computationally efficient. We find that the default refine-
ment criterion in PLUTO works well. This is 0 ≤ χ(ρ) < χr ≤ 1 where χ(ρ) is based on the
second derivative error norm of the density (Mignone et al., 2012; Lohner, 1987). The bounds
χr = 0 and χr = 1 correspond to static grids at the base refinement level (no refinement)
and the highest level (refinement in all cases), respectively. I tried other, more sophisticated,
criteria but found them to be no more efficient. These were based on total energy, i.e. χ(Etot)
where Etot is the sum of kinetic, internal and magnetic energy, and on the non-magnetic and
magnetic energy separately. There is no general method for estimating χr but through trial
and error I found that that χr = 0.65 yielded reasonable amounts of refinement. This value is
quite sensitive, if changed to χr ∼< 0.5 no refinement occurs at all while at χr ∼> 0.75 almost
all cells containing any cloud material are immediately refined to the highest level.
I use tabulated optically thin radiative cooling, assuming collisional ionisation equilibrium
(CIE), based on the tables of Sutherland & Dopita (1993). An example of one of these cooling
curves is shown in Figure 4.1. PLUTO supports tabulated metallicity-independent cooling, i.e.
the cooling function Λ(T, n) is calculated from Λ(T, n) = Λ˜(T )n2. However, because foun-
tain clouds originate from the disk they typically have significantly higher metallicity than the
halo. To take this into account, I expanded the radiative cooling module to support metallicity-
dependent cooling. Very roughly, the cooling rate Λ(T, Z) is proportional to the metallicity.
However, Sutherland & Dopita (1993) provides tables at several different metallicities. There-
fore I can find the cooling rate for a given temperature and metallicity by linearly interpolating
between tables with different metallicity, in addition to linearly interpolating between the given
temperatures. I use three different tables with metallicities of Z/Z = 0.1, Z/Z ≈ 0.3, and
Z/Z = 1 which cover the full metallicity range used in my simulations. Sutherland & Dopita
(1993) normalises the cooling rate as Λ˜(T ) = Λ(T, ne, ni)/(neni) where ne and ni are the
densities of electrons and ions, respectively. They provide values of ne and ni as functions
of temperature so that these cooling rates can be easily converted to instead be normalised by
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total particle density n = ne + ni as used by PLUTO. Radiative heating, which would mainly
be produced by ultraviolet radiation from hot stars in the disk, is not included. Instead I utilise
a temperature floor of 104 K below which the cooling rate is set to zero. This is effectively a
very crude way of taking the heating into account by assuming that heating completely domi-
nates when T < 104 K and cooling completely dominates when T > 104 K. This is motivated
by the steep increase in the cooling rate around this temperature as can be seen in Figure 4.1.
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Figure 4.1: Radiative cooling rate Λ as a func-
tion of temperature for a hydrogen density of
nH = 1 cm
−3 and a metallicity of Z/Z ≈ 0.3
from the tables of Sutherland & Dopita (1993).
In addition to the metallicity dependence
in the cooling rate I also added temperature
dependence in the mean molecular weight,
following the general method described in
Marinacci (2011). In paper I, where the gas
was purely adiabatic, the mean molecular
weight was of no concern. However, Λ de-
pends on the particle density n and because
PLUTO evolves the mass density ρ, n has to
be derived from n = ρ/µ. Additionally, Λ
depends on temperature which in turn also
depends on the particle density through the
ideal gas law
T =
P
nkB
=
Pµ
ρkB
. (4.1)
By default PLUTO assumes that the mean
molecular weight is always µ = 1 simula-
tion mass unit. Typically the proton massmp,
which is approximately equivalent to atomic mass units (amu), is used as the mass unit in
PLUTO simulations, which I also use. In reality, µ depends on temperature, increasing steeply
from µ ≈ 0.6 amu to µ ≈ 1.2 amu between 104 K and 105 K. The reason for this is that the
gas is essentially completely neutral at T < 104 K and completely ionised at T > 105 K.
These additional free electrons increase the particle density. µ(T ) can be found from the same
Sutherland & Dopita (1993) tables as the cooling rates. µ also depends on the composition of
the gas, however in the metallicity range of the simulations the differences are within 10 per
cent and so I ignore this and only use the values of µ(T ) from the Z/Z ≈ 0.3 table. From
eq. 4.1 it is clear that T and µ depend on each other. As I use a table rather than an analytical
expression for µ I cannot simply express µ in terms of T . Instead I use the Brent root finding
algorithm implemented in PLUTO to solve T − Pµ(T )
ρkB
= 0.
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Abstract
The Galactic halo contains a complex ecosystem of multiphase intermediate-velocity and high-velocity gas clouds
whose origin has deﬁed clear explanation. They are generally believed to be involved in a Galaxy-wide recycling
process, either through an accretion ﬂow or a large-scale fountain ﬂow, or both. We examine the evolution of these
clouds in light of recent claims that they may trigger condensation of gas from the Galactic corona as they move through
it. We measure condensation along a cloud’s wake, with and without the presence of an ambient magnetic ﬁeld, using
two- (2D) and three-dimensional (3D), high-resolution simulations. We ﬁnd that 3D simulations are essential to
correctly capture the condensation in all cases. Magnetic ﬁelds signiﬁcantly inhibit condensation in the wake of clouds
at t  25Myr, preventing the sharp upturn in cold gas mass seen in previous non-magnetic studies. The magnetic ﬁeld
suppresses the Kelvin–Helmholtz instability responsible for the ablation and consequent mixing of a cloud with halo gas
which drives the condensation. This effect is universal across different cloud properties (density, metallicity, velocity)
and magnetic ﬁeld properties (strength and orientation). Simple convergence tests demonstrate that resolving the gas on
progressively smaller scales leads to even less condensation. While condensation still occurs in all cases, our results
show that an ambient magnetic ﬁeld drastically lowers the efﬁciency of fountain-driven accretion and likely also
accretion from condensation around high-velocity clouds. These lower speciﬁc accretion rates are in better agreement
with observational constraints compared to 3D, non-magnetic simulations.
Key words: galaxies: evolution – galaxies: halos – galaxies: magnetic ﬁelds – ISM: kinematics and dynamics –
magnetohydrodynamics (MHD) – methods: numerical
Supporting material: animation
1. Introduction
The Galaxy is surrounded by large amounts of neutral hydrogen
(H I) gas structures, collectively referred to as H I High-velocity
Clouds (HVCs; Muller et al. 1963). These include the Magellanic
Stream (MS; Mathewson et al. 1974), a tail of gas that extends for
more than 200° on the sky from the Magellanic Clouds (Nidever
et al. 2010). HVCs together are estimated to contain a neutral gas
mass of M107~  (Putman et al. 2012). Their total gas mass may
in fact be a factor of 2 higher (Lehner et al. 2012). The MS alone
contains a total mass of order d M10 55 kpc9~ ( ) , depending
on its distance d (Fox et al. 2004; Bland-Hawthorn et al. 2007).
This gas may be enough to sustain the average Galactic star
formation (SF) at the current observed rates of M1~  yr−1
(Robitaille & Whitney 2010), if accreted within a few Gyr.
An alternative source of gas is the Galactic corona. Indeed,
a number of observations support the existence of an
extended (r50 kpc), diffuse (n∼10−5−10−3 cm−3), massive
( M1011~ ) (Faerman et al. 2017) halo of hot (T∼106 K) gas
around the Galaxy: (i) the mere existence of HVCs (Spitzer 1956);
(ii) their observed head-tail morphology (Putman et al. 2011);
(iii) the extended X-ray emission around the Galaxy (Li &
Bregman 2017). Although the precise extent, structure, and origin
of the hot halo are unknown, it is generally believed that it
represents a substantial reservoir of baryons (Bregman 2007).
It has been suggested that gas could be forced out from the
corona and transported onto the disk, thus allowing for Galactic
SF to be sustained over signiﬁcant periods. However, the
mechanism by which this accretion occurs is not entirely clear.
One possibility invokes the motion of H I Intermediate-velocity
Clouds (IVCs) as the relevant trigger—that is, gas cloudlets
ejected by supernova explosions from the disk in a processes
dubbed the “Galactic fountain” (Shapiro & Field 1976), which
reach heights of up to a few kpc above the Galactic plane
before falling back to the disk.
Early work on fountain-triggered gas condensation (Marinacci
et al. 2010, hereafter M10; see also Armillotta et al. 2016 and
references therein) suggests that the gas ablated from IVCs while
they move through the disk-halo interface and across the lower
halo effectively seeds condensation of the ambient gas as the
ablated material mixes with the ambient medium. Indeed, as the
hot, metal-poor halo gas mixes with the denser, higher metallicity
gas ablated from IVCs, its cooling time is greatly reduced.3 While
the gas cools, it becomes denser, thus cooling further until it can
no longer be supported by the ambient gas pressure and falls onto
the disk. For the gas to actually rain down onto the plane, the
density contrast of the cloudlets is required to be large enough for
nonlinear effects to become important (Binney et al. 2009; Joung
et al. 2012). H I disks in spiral galaxies are likely to extend twice
as far as currently observed (Bland-Hawthorn et al. 2017). The
clumping of this outer gas aids its survival against photoionization
from the cosmic ultraviolet background radiation. These outer gas
disks show that gas settles gently to the disk presumably along a
ﬂow roughly parallel with the disk. The SF rates are very low at
these large radii, and so the fountain process is mainly associated
with the inner disk.
The idea of halo gas condensation seeded by traversing clouds
is not restricted to IVCs, however. Gritton et al. (2017,
hereafter GSG17) investigated whether the more distant HVCs
could also lead to condensation of halo material in their wakes.
The Astrophysical Journal, 865:64 (17pp), 2018 September 20 https://doi.org/10.3847/1538-4357/aada0e
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3 The gas cooling rate scales with the gas metallicity (Z) and the gas density
(n) as Zn2~ . The cooling timescales in turn scales with Λ, n, and the gas
temperature (T) as n T T nZ~ L ~ .
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They found that HVCs were more efﬁcient than IVCs at
triggering condensation of the ambient gas due to their greater
mass and contact area (i.e., an increased turbulent mixing layer
surface; Begelman & Fabian 1990).
However signiﬁcant, all previously discussed work focusing
on gas condensation has systematically ignored the effect of the
magnetic ﬁeld. A magnetic ﬁeld is known to exist throughout
the disk and expected to be present in the halo as well
(Pshirkov et al. 2011; Beck 2015). Crucially, magnetic ﬁelds
have been shown to slow down the effect of mixing by
dampening the Kelvin–Helmholtz (KH) instability that drives
the turbulent mixing (Sur et al. 2014). This result has been
conﬁrmed by numerical studies of cloud-wind interaction (e.g.,
Jones et al. 1996; McCourt et al. 2015; Banda-Barragán et al.
2016; Goldsmith & Pittard 2016; Grønnow et al. 2017). Also,
magnetic ﬁelds appear to have a positive impact on the
development of thermal instabilities leading to fragmentation of
an uniform medium into a multiphase medium (Ji et al. 2018).
Therefore, it is reasonable to suspect that magnetic ﬁelds will
affect the condensation of gas seeded by moving clouds. This
effect should be particularly relevant in the case of the clouds
moving through the lower halo where the magnetic ﬁeld is
relatively strong (∼5 μG, Jansson & Farrar 2012a).
The goal of this paper is to investigate in detail the effect of the
Galactic magnetic ﬁeld on the condensation of ambient gas along
the wakes of intermediate-velocity (and a few high-velocity)
fountain gas clouds through high-resolution 3D magnetohydro-
dynamic (MHD) simulations. In essence, we ﬁnd that the presence
of a magnetic ﬁeld signiﬁcantly reduces the amount of condensa-
tion compared to earlier work based on pure HD simulations. Also,
we argue that 2D simulations are not adequate because they
artiﬁcially lower the amount of condensation. Thus, full 3D
simulations are necessary to correctly capture the condensation
process. We show that the loss of this artiﬁcial suppression of
condensation in our 3D simulations is compensated by the physical
suppression by the magnetic ﬁeld and that accretion rates in our
magnetic simulations are in good agreement with observational
constraints.
The paper is organized as follows. In Section 2 we describe the
numerical setup. In Section 3 we show visualizations of the
simulations and describe the efﬁciency of condensation in our
simulations with and without magnetic ﬁelds and various densities
and metallicities. In Section 4 we discuss the wider implications
for accretion through condensation in the wake of clouds with
comparisons to previous studies as well as limitations. Finally, we
conclude our ﬁndings in Section 5.
2. Numerical Experiments
We simulate a cloud moving through the halo as follows. We
set up a gas cloud with a prescribed density proﬁle within a
three-dimensional (3D), rectangular domain ﬁlled with a
uniform hot medium of density nh. The pressure is initially
uniform so that the cloud is in pressure equilibrium with the hot
medium. Initially, the cloud is at rest with respect to the
domain’s coordinate system, while the surrounding halo gas is
moving at a constant velocity vwind (i.e., in the form of a
“wind”) parallel to the x-axis. We use zero-gradient (“outﬂow”)
boundary conditions everywhere, except at the −x injection
boundary where quantities are held constant at the wind values.
The cloud has a smooth density proﬁle described by
n r n n n s
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r
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where n is total particle density, rc is the cloud radius, and s sets
the steepness of the proﬁle; here we adopt s=10. This choice
implies n r n 2c c»( ) if nc?nh, which is the case in all our
simulations. The velocity and metallicity follow sharp top-hat
proﬁles, with boundaries at r=1.3 rc and the radius at which
n(r)=2nh, respectively. To keep track of cloud material at later
times, we tag the cloud with a passive tracer C, which is set to 1
for n(r)<2nh, and to 0 elsewhere. Note that because the mean
molecular weight (μ) varies with temperature (T), the steepness of
the mass density proﬁle, ρ(r)=n(r)μ(T), will generally differ
slightly from n(r). Both the cloud and the halo are taken to be
monatomic ideal gases with an adiabatic index γ=5/3.
Radiative cooling is included based on the collisional ionization
equilibrium cooling tables of Sutherland & Dopita (1993).4
Variations in μ with T, and cooling rate (Λ) with metallicity (Z),
are taken into account. The relative elemental abundances are
assumed to be solar.
Our parameter values are chosen to generally follow the
previous studies of M10 and related papers to facilitate
comparisons to earlier work. The halo temperature is initially set to
Th=2×10
6 (Henley & Shelton 2015), and the halo metallicity
to [Fe/H]h=−0.5 (Miller & Bregman 2015).
Table 1 lists the parameters and their values that are held
ﬁxed during a run (except for a few simulations with higher
velocity or halo metallicity), as well as the simulation domain
limits. The parameters and their initial values that vary across
different simulations are listed in Table 2. Note that the choices
n 0.2 cmc 3= - and [Fe/H]c=0 are the ﬁducial values used
whenever other parameters of the simulations are varied.
To make a connection with observations, we choose a set of
densities and metallicities typical for the range of values
measured across the population of Galactic halo clouds
(Wakker 2001; Lehner et al. 2009; Putman et al. 2012; Fox
et al. 2016). The choice of initial density and density proﬁle
implies initial masses of M2.3 104´  ( M4.9 104´ ) for low
(high) density clouds, respectively.
The ambient (coronal) magnetic ﬁeld, in particular around
fountain clouds, however, is not well constrained. For a height
Table 1
Fixed Simulation Parameters
vwind
a nh Th [Fe/H]h rc x y z
(kms−1) (cm−3) (K) (kpc) (kpc) (kpc) (kpc)
75 10−3 2×106 −0.5 0.1 −2.0x10.0 −0.6y0.6 −0.6z0.6
Note.
a This corresponds to a Mach number of 0.45.
4 Although these may be somewhat outdated, we adopt them for a meaningful
comparison with earlier work. Also, we do not expect the choice of cooling
curve to have a signiﬁcant effect on our general results.
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above the disk of z=10 kpc, the Galactic ﬁeld models of Sun &
Reich (2010) and Jansson & Farrar (2012a) both yield a magnetic
ﬁeld strength of B 0.4 Gm»∣ ∣ at around the Solar galactocentric
distance of R=8 kpc with values increasing/decreasing by
orders of magnitude as R decreases/increases. Based on this, we
initially set the ﬁeld to be uniform throughout the simulation
domain pointing in the positive y direction with a weak ﬁeld,
highly super-Alfvénic case of B 0.1 G0 m=∣ ∣ and a strong ﬁeld,
slightly sub-Alfvénic case of B 1 G0 m=∣ ∣ .5
The system composed of the cloud, the wind, and the
magnetic ﬁeld is evolved by solving the ideal MHD equations
with the code PLUTO (version 4.1 of the code last described by
Mignone et al. 2012).6 The ideal MHD approximation is
adequate for our simulations following the arguments made in
Grønnow et al. (2017). The divergence free condition
( B 0 =· ) is approximately enforced through the hyperbolic
divergence cleaning method (Dedner et al. 2002), which
generally dampens the divergence by several orders of
Table 2
Varying Simulation Parameters
Namea nc
b Tc
c [Fe/H]c B0∣ ∣d Maximum resolutione Notes
(cm−3) (K) ( Gm ) (cells/rc)
2LS 0.2 104 −0.5 1 64 L
2LW 0.2 104 −0.5 0.1 64 L
2LN 0.2 104 −0.5 0 64 L
2HS 0.2 104 0 1 64 L
2HW 0.2 104 0 0.1 64 L
2HN 0.2 104 0 0 64 L
4LS 0.4 5×103 −0.5 1 64 L
4LW 0.4 5×103 −0.5 0.1 64 L
4LN 0.4 5×103 −0.5 0 64 L
4HS 0.4 5×103 0 1 64 L
4HW 0.4 5×103 0 0.1 64 L
4HN 0.4 5×103 0 0 64 L
2HS-h 0.2 104 0 1 128 High resolution
2HN-h 0.2 104 0 0 128 idem
2HS-l 0.2 104 0 1 32 Low resolution
2HN-l 0.2 104 0 0 32 idem
2HS-s 0.2 104 0 1 64 Static grid
2HN-s 0.2 104 0 0 64 idem
2HS-s-ct 0.2 104 0 1 64 Static grid using constrained transport
2HS-ls 0.2 104 0 1 32 Static grid at low resolution
2HN-ls 0.2 104 0 0 32 idem
2HS-ls-ct 0.2 104 0 1 32 Static grid at low resolution using constrained transport
2HS-v200 0.2 104 0 1 64 High wind speed (v 200 km swind 1= - )
2HW-v200 0.2 104 0 0.1 64 idem
2HN-v200 0.2 104 0 0 64 idem
2HS-45 0.2 104 0 1 64 Magnetic ﬁeld at 45° angle w.r.t. velocity in the xy-plane
2HW-45 0.2 104 0 0.1 64 idem
2HS-225 0.2 104 0 1 64 Magnetic ﬁeld at 22°. 5 angle w.r.t. velocity in the xy-plane
2HW-225 0.2 104 0 0.1 64 idem
2HS-par 0.2 104 0 1 64 Magnetic ﬁeld parallel to the velocity
2HW-par 0.2 104 0 0.1 64 idem
2HS-eq 0.2 104 0 1 64 Magnetic ﬁeld with equal components in each direction
2HW-eq 0.2 104 0 0.1 64 idem
2LHN 0.2 104 −0.5 0 64 Solar metallicity in halo
2HHN 0.2 104 0 0 64 idem
2HN-2D 0.2 104 0 0 64 2D AMR grid
2HN-2D-h 0.2 104 0 0 128 2D AMR grid at high resolution
Notes. Unless stated otherwise, all simulations are full 3D, AMR at our our standard resolution of 64 cells/rc, adopting a wind speed of vwind=75 kms
−1.
a The naming convention is as follows: the number indicates the adopted density in tenths of cm−3, for example, 2 meaning n 0.2 cm ;c 3= - the following letter
indicates either low (L) or high (H) metallicity; the third letter indicates the strength of the magnetic ﬁeld either strong (S), weak (W), or no ﬁeld (N). The low-density
simulations below the line have extra letters indicating further variations.
b Initial density contrasts are χ=nc/nh≈200 for low-density clouds and χ≈400 for high density clouds. Mass density contrasts ρc/ρh are approximately a factor
of two greater because of differences in mean molecular weight.
c The cloud temperature is not a free parameter but rather follows from the density and temperature of the halo and the density of the cloud given cloud-halo pressure
equilibrium.
d The ratio of gas pressure to magnetic pressure BP8 0 2b p= ∣ ∣ is approximately 7 (700) in the strong (weak) ﬁeld simulations.
e Given as the number of cells on the highest AMR level per cloud radius.
5 The Alfvénic Mach number is v vA wind A = , where Bv 4A pr= ∣ ∣ is
the Alfvén speed.
6 Our setup ﬁles and modiﬁcations to the PLUTO source code are available
upon request from the corresponding author.
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magnitude relative to the average ﬁeld strength (Hopkins 2016)
and is computationally efﬁcient. We use the dimensionally
unsplit Corner Transport Upwind (CTU) integration scheme
(Colella 1990; Mignone et al. 2005) and the HLLC Riemann
solver (Toro et al. 1994). Different Riemann solvers generally
lead to different evolution, with less diffusive (i.e., more
accurate) solvers unfortunately generally also being less
numerically stable (Martizzi et al. 2018). The HLLC method
represents a good compromise between the two.
To achieve a grid spacing small enough to properly follow
the evolution of mixing layers while keeping the computational
time reasonably low, we make use of the Adaptive Mesh
Reﬁnement (AMR) technique, provided as part of the PLUTO
package. Cells in the simulation domain are reﬁned (coarsened)
whenever the second derivative error norm of the density
exceeds (falls short of) an arbitrary threshold of 0.65.7 All our
standard resolution simulations use six levels of reﬁnement,
starting from a base (coarse) level with a resolution of 2 =
cells/rc, which we denote as 2 . This implies a limiting spatial
resolution of 25 2 64  = ´ = (i.e., 64 cells/rc). This is
equivalent to a minimum linear cell length of Δx≈1.6 pc.
In addition to our standard, fully 3D, MHD simulations with
weak and strong transverse ﬁelds, we consider the following
variations. In order to assess the effect of magnetic ﬁelds, for
most of our MHD simulations, we run identical simulations
where the magnetic ﬁeld is turned off. We also run simulations
with uniform magnetic ﬁelds pointing in non-transverse
directions in order to assess the effect of different ﬁeld
orientations. We run simulations with higher wind velocities,
and simulations with higher halo metallicities. In addition, we
run a small set of simulations at different resolutions to assess
the convergence of our results and with a static grid to assess
the accuracy of using adaptive grids. Two of the static grid
simulations additionally also use another more exact method of
minimizing magnetic ﬁeld divergence to evaluate our standard
divergence cleaning scheme Finally, we run a pair of 2D, pure
HD (i.e., non-magnetic) AMR simulations to test whether 2D
simulations are a satisfactory approximation to model this
particular type of systems, as claimed in earlier work
(e.g., M10; Armillotta et al. 2016).
3. Results
Gas condensation is quantiﬁed by measuring the amount of
“cold” gas within the simulation domain at any given time,
relative to its initial value. We take gas to be “cold” if its
temperature T<5×105 K, following M10. This is a
relatively high temperature compared to the initial cloud core
temperature of T=104 K (5×103 K) for low (high) density
clouds. However, none of our results change qualitatively if we
instead use a lower threshold such as, for example,
T<2×104 K, as was used in Armillotta et al. (2016).
For each run we have veriﬁed that the domain in all our
simulations is sufﬁciently large such that no cold gas leaves the
volume over the course of the simulation, thus avoiding a bias
in the measured condensation. In addition to the visualizations
provided here, animations, including 3D renderings, are also
available on youtube at https://www.youtube.com/channel/
UC_fL-V_YndUAubm4Nx7IdgA.
3.1. Effect of a Magnetic Field
To illustrate the qualitative differences between a cloud’s
evolution with no ambient magnetic ﬁeld, with the presence of
a weak ﬁeld, and a strong ﬁeld, we show the distribution of
cold gas within the domain at the end of the simulations at
t≈50Myr for simulations 2HN, 2HW, and 2HS in Figure 1.
In the non-magnetic simulation, the cloud expands symme-
trically in the transverse directions, and a turbulent tail forms
out of the gas ablated from the cloud. This stream of gas is
highly structured down to the smallest resolved scale, thus
resulting in a large contact surface between the cloud gas and
the ambient medium.
The structure of the cloud and its wake is remarkably
different in the weak and strong magnetic ﬁeld simulations,
both compared to the pure HD case and to one another. In these
cases, the wake is mostly conﬁned within a thin plane along
y=0. This tail is more extended in the other transverse (i.e., z)
direction, a general effect seen in MHD cloud-wind simulations
(e.g., Gregori et al. 1999; McCourt et al. 2015; Grønnow
et al. 2017). Thus, the magnetic ﬁeld breaks the symmetry of
the initial conditions. In the weak ﬁeld case, the wake is
composed of four main ﬁlaments, rather than a single tail as in
the strong ﬁeld case (see the third panel from the top of
Figure 1). In the strong ﬁeld case, the cloud falls behind
compared to the other cases (see the bottom two panels of
Figure 1). As we show later, this is because of additional drag
caused by the strong magnetic tension building up at the
cloud’s edge, which signiﬁcantly slows down the cloud.
Figure 2 displays the magnetic ﬁeld strength at the end of
simulations 2HW and 2HS relative to the initial strength (i.e.,
the ﬁeld ampliﬁcation) along two mutually orthogonal slices
across the domain. In the weak ﬁeld case, the cloud “sweeps
up” magnetic ﬁeld, leading to the formation of a “draping
layer” of signiﬁcantly ampliﬁed magnetic ﬁeld at the cloud’s
leading edge and around it. The magnetic pressure around the
cloud is comparable to the ram pressure, indicating that ﬁeld
ampliﬁcation is saturating (Jones et al. 1996). In the strong ﬁeld
case, the ﬁeld does not fully drape around the cloud but rather
bends due to the cloud moving at sub-Alfvénic velocity, as
discussed in Section 4.2. Field ampliﬁcation is much less
developed in the strong ﬁeld case, the strongest ﬁeld being
mainly conﬁned to the cloud’s leading edge. In both cases there
are also regions around the wake where the ﬁeld is weaker than
initially, although this is much more pronounced in the strong
ﬁeld case. However, the ﬁeld is always ampliﬁed inside of the
wake material itself and in its immediate vicinity.
The evolution of the condensation along the wake of clouds
with no ambient magnetic ﬁeld, and with a weak and strong
ﬁeld, is shown in Figure 3. In either case, the amount of cold
gas increases roughly linearly with time at t20Myr. A
substantial fraction of this cold gas mass is due to the cooling
of cloud gas that initially has a temperature just above the
threshold of 5×105 K. We know this because we have run a
no-wind (vwind=0 kms
−1) simulation where the condensation
displays essentially the same behavior during this time frame
(not shown). In other words, the condensation we see at
t20Myr is not caused by dynamical effects. In the pure HD
case, the gas condensation rate increases substantially at later
times, consistent with previous studies (M10; Fraternali
et al. 2015; Armillotta et al. 2016). In striking contrast, the
gas condensation of cold gas along the wake of the cloud
proceeds at a roughly linear rate throughout in the presence of
7 This value has been found by trial and error to yield the required resolution
while keeping the size of the reﬁned grid reasonable.
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an ambient magnetic ﬁeld. Importantly, this result is apparently
not sensitive to the ﬁeld’s initial strength.
As a result, by t≈50Myr, the overall mass of cold gas is
signiﬁcantly higher in the HD simulation compared to the
simulations with an ambient magnetic ﬁeld. Interestingly, the
initially weaker (B 0.10 m=∣ ∣ G) ﬁeld suppresses the condensa-
tion slightly more than the initially stronger (B 10 m=∣ ∣ G) ﬁeld
due to the draping of the weak ﬁeld (see Section 4). Eventually,
if the ﬁeld strength is further decreased, the suppression of
condensation starts to become less efﬁcient and all results
tend toward the hydrodynamical case as B 0 G0 m∣ ∣ , as
expected. We have veriﬁed this by running a simulation with
B 0.01 G0 m=∣ ∣ (not shown), which we ﬁnd to be almost
indistinguishable from its B 0 G0 m=∣ ∣ counterpart.
Figure 1. Projected mass density of cold (T<5×105 K) gas at the end of the simulations at t≈50 Myr for simulation 2HN (top, projected along the z-axis), simulation
2HW (second and third panels from the top, projected along the z-axis and the y-axis, respectively), and simulation 2HS (fourth and ﬁfth panels from the top, projected
along the z-axis and the y-axis, respectively). Because of the symmetry in the initial conditions, the y-projection of the non-magnetic simulation (2HN) is similar to the
z-projection and is therefore omitted. The cloud in simulation 2HS is at a different position compared to the other two cases because it has been signiﬁcantly slowed by
magnetic tension. The color coding indicates the value of the density in units ofmp cm
−3 on a logarithmic scale, wheremp is the proton mass. Three-dimensional animations
of the 2HN (top panel), 2HW (middle panel), and 2HS (bottom panel) simulations are available in the animation. The video duration is 8 seconds.
(An animation of this ﬁgure is available.)
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The typical travel time of Galactic fountain clouds is about
80Myr (Marasco et al. 2013). However, we generally run our
simulations only to t≈50Myr to keep computational costs
feasible. To probe the later evolution, we run a small set of
simulations (2HN, 2HW, and 2HS) to t≈80Myr. For
t55Myr, the growth of cold gas mass slows down in
simulation 2HN, and the trend becomes approximately linear,
albeit with quite a steep slope. At t≈80Myr, the amount of
cold gas has almost doubled since t=0Myr. We compare this
to the full evolution of cold gas mass in the corresponding
MHD simulations in Figure 4. Rather than repeating panel (b)
in Figure 3 with the later evolution included, we show the
comparison in a complementary way by plotting the ratio of the
change in cold gas mass in simulation 2HN to the two MHD
simulations. This essentially is the factor by which the
condensation is being suppressed by the magnetic ﬁeld. As
can be seen, the magnitude of this suppression factor keeps
growing until t≈55(60)Myr, reaching a maximum of about
5.5(6) for the strong(weak) ﬁeld simulation. After this, it starts
to fall off but is still above 4 by t≈80Myr. The decrease in
suppression is caused by the amount of condensation growing
linearly at late times in the non-magnetic case, but slightly
superlinearly in the two magnetic cases. The amount of cold
gas starts to grow faster in the strong ﬁeld case (2HS),
overtaking the weak ﬁeld case (2HW) at t≈70Myr. In
summary, although there is a change in the cold gas mass
trends after 50Myr, in this case the suppression remains
signiﬁcant. The ﬁrst 50 Myr of the evolution of the cold gas
mass suppression follows similar trends for the other simula-
tions, but with different normalizations. In all these cases, the
suppression factor is still growing at 50Myr, with values
ranging from about 2.5 for simulation 4HS to about 5 for
simulation 2LW.
We ﬁnd that the main process driving gas condensation
along a cloud’s wake is the mixing between gas ablated from
the cloud and halo gas. We demonstrate this in Figure 5, which
shows the mean density of y z0.4, 0.4 , 0.4, 0.4Î - Î -[ ] [ ]
slices along x of cold gas and mixed gas at the end of
simulation 2HS. We quantify the degree of mixing with aid of
the color tracer C; cells with 0.1<C<0.9 are considered to
be composed of a mixture of cloud and halo gas. Apparently,
the mean density of mixed gas closely follows the density of
Figure 2. Magnetic ﬁeld strength at the end of the simulations at t≈50 Myr relative to the initial ﬁeld strength (i.e., the ﬁeld ampliﬁcation) in simulations 2HW (top pair)
and 2HS (bottom pair) sliced along z=0 (top of each pair) and y=0 (bottom of each pair) across the simulation volume. Arrows indicate the direction of the ﬁeld in the
xy-plane. In the xz-plane, the ﬁeld points primarily out of the page and arrows are therefore omitted. The color indicates the magnetic ﬁeld ampliﬁcation on a logarithmic scale.
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cold gas throughout the wake. The large difference to the left
of the dotted line is the remains of the cloud core which has
not mixed. The results are essentially the same for other
simulations (not shown).
In summary, we ﬁnd that the presence of a magnetic ﬁeld
signiﬁcantly reduces the amount of gas condensation along the
wake of clouds moving through the halo. We believe that the
reason behind this is that magnetic ﬁelds enhance the stability
of a cloud against ablation and eventual break-up due to
hydrodynamical instabilities (mainly KH; e.g., Banda-Barragán
et al. 2016), thus effectively reducing the contact surface
between halo and cloud material (at the limiting resolution),
and consequently the amount of gas mixing between the
two phases (see Section 4.1). It is worth emphasizing that
Figure 3. Evolution of the gas condensation, quantiﬁed by the ratio of cold
(T<5×105 K) gas mass relative to its initial value, in different simulations
with an initial strong (solid), weak (dotted), and no (dashed) ambient
magnetic ﬁeld. Model 2HS from panel (b) is included in the other panels for
comparison (gray).
Figure 4. Evolution of the ratio of the change in cold (T<5×105 K) gas
mass since t=0 Myr between the non-magnetic simulation 2HN and the two
equivalent magnetic simulations 2HW (gray) and 2HS (black). This essentially
is the factor by which the condensation is being suppressed by the magnetic
ﬁeld. Note that the evolution is shown until t≈80 Myr.
Figure 5. Mean density of y z0.4, 0.4 , 0.4, 0.4Î - Î -[ ] [ ] slices along x of
cold gas (solid black) and mixed gas (dashed gray) in simulation 2HS at
t≈50 Myr. The dotted vertical line marks approximately the transition from
cloud to wake, deﬁned as the point where the width of the cloud stops
shrinking (see Figure 1).
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condensation still occurs in all cases, as can be seen by the
mass of cold gas always increasing monotonically in Figure 3.
However, the reduction in condensed gas mass caused by the
magnetic ﬁeld improves agreement with observational con-
straints on Galactic fountain accretion rates (see Section 4.4).
3.1.1. Effect of Cloud Density
The effect of varying the initial cloud density on the amount of
condensation can be seen by comparing panels (a) and (c), and
panels (b) and (d), displayed in Figure 3. Qualitatively, there is
little difference between the condensation fraction of diffuse and
dense clouds. In absolute terms, the amount of condensation is
generally lower in the case of dense clouds. In the pure
hydrodynamic case, this can easily be understood as a result of
the dependence of the KH instability timescale on the (average)
cloud density when ρc?ρh: t cKH rµ (see Equation (2)). In
fact, if we express the evolution of the condensation of denser
clouds in terms of a rescaled time parameter given by
t t t t t2n nKH, 0.4 KH, 0.2¢ = == =( ) , then most of the difference
between dense and diffuse clouds goes away in the HD and weak
ﬁeld cases. In the presence of a strong magnetic ﬁeld, some, but
far from all, of the difference disappears in terms of this rescaled
time parameter. It is interesting to note that even the absolute
(rather than relative to the initial cold gas mass) amount of
condensation (i.e., Mcold(t)−Mcold(0)) is slightly lower for the
high density clouds as well. Thus, the (perhaps naïve) expectation
that an initially higher amount of cold gas available should lead to
more mixing and condensation turns out to be incorrect, because,
in fact, denser (and more massive) clouds are more stable
compared to more diffuse clouds as a result of the higher cloud :
halo density contrast.
In hindsight, the role of the initial cloud density can be easily
understood because it enters the problem essentially as a simple
scaling parameter, at least in the case of weak or vanishing
magnetic ﬁelds.
3.1.2. Effect of Metallicity
It is well-known that the cooling efﬁciency of gas increases
with its metallicity. Even at gas metallicities of order [Fe/
H]∼−1, typical of HVCs and the MS (Fox et al. 2014), the
metal-line cooling is at least as important as recombination
emission from ionized hydrogen (Bland-Hawthorn et al. 2013).
Nevertheless, the net effect of the metallicity of the cloud or the
ambient medium on the overall condensation of gas is not obvious
beforehand. Increased cooling along the cloud’s wake should
obviously increase the amount of cold gas. At the same time,
increased cooling around the cloud will generally suppress cloud
ablation (Cooper et al. 2009), thus making less cloud material
available to mix with the halo gas in the ﬁrst place.
We assess the overall effect of metallicity on gas condensa-
tion by comparing runs that are identical except for the cloud’s
initial metallicity. Consider, for example, the gas condensation
along the wake of clouds shown in panels (a) and (b) in
Figure 3. These clouds have the same initial density but initial
gas metallicities that differ by a factor of about three. The same
is true for the runs corresponding to panels (c) and (d) in the
same ﬁgure, only that the cloud’s initial density is a factor of
two higher compared to the clouds corresponding to panels (a)
and (b). In the absence of an ambient magnetic ﬁeld, a higher
initial metallicity results in slightly more condensation for low-
density clouds, relative to the initial cold gas mass. However,
the opposite is true for the high density clouds. In this case, the
ablated gas is dense enough to cool efﬁciently, even at lower
metallicity. Therefore, the increased cooling efﬁciency that
results from a higher metallicity does not lead to additional
signiﬁcant condensation in the wake. Rather, the stabilizing
effect of the additional cooling on the cloud apparently
becomes dominant, thus resulting in less mixing overall. In
the presence of an initially weak magnetic ﬁeld, clouds with
higher metallicity experience slightly more condensation along
their wakes, regardless of their density. But the effect is much
smaller compared to the pure HD case. Interestingly, in the
presence of a strong magnetic ﬁeld, the overall amount of
condensation is insensitive to the cloud’s metallicity. This
suggests that when there is a magnetic ﬁeld, the mixed gas is
already cooling faster than new gas is being stripped, so that
further reducing the cooling timescale by increasing metallicity
has no signiﬁcant effect.
We assess the effect of metallicity on gas condensation in
more detail by running two simulations similar to 2LN and
2HN, except that the corona has an initial solar metallicity
(rather than [Fe/H]=−0.5). In one case (2LHN), the halo has
higher metallicity than the cloud; in the other (2HHN), both
halo and cloud have the same (solar) metallicity. The result of
this exercise, along with the results corresponding to 2LN and
2HN, are displayed in Figure 6. Perhaps as expected, we ﬁnd
that the higher the metallicity of either the cloud or the halo, the
more gas condensation, although the effect is relatively modest
in all cases. The highest amount of condensation is obtained in
the case where both halo and cloud have the same high
metallicity, in agreement with M10.
3.2. Effect of Cloud Velocity
All the simulations described so far have been in the
subsonic regime with v v 0.45cwind = = . We might expect
that increasing the velocity will simply increase the amount of
condensation based on the KH timescale given in Section 4.1.
However, as we go from the subsonic to supersonic regimes,
the assumption of incompressibility used to derive this
timescale becomes increasingly inapplicable. Also, as we
describe later, the behavior is complicated by the additional
heating and the increased importance of the Rayleigh–Taylor
Figure 6. Gas condensation for low-density clouds in pure HD simulations, for
different initial cloud and halo metallicities.
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(RT) instability at higher velocities. To examine how the cloud
velocity affects the condensation, we run three simulations
corresponding to 2HN, 2HW, and 2HS with a higher velocity
of vwind=200 kms
−1 representative of an HVC. These are in
the transonic regime ( 1.2 = ). They are not run to
t=50Myr, due to being numerically expensive. We compare
the cold gas mass evolution for these simulations with their
subsonic counterparts in Figure 7.
The non-magnetic, transonic simulation (2HN-v200), in
stark contrast to all the other runs, shows signiﬁcant deviation
from a monotonic trend in the build-up of cold gas mass. While
it follows the trend of simulation 2HN at early times, it shows a
decrease in the amount cold gas between t=15Myr and
t=24Myr. However, the cold gas mass fraction subsequently
increases again, beyond the condensation level seen in the
magnetic simulations. There are a number of reasons behind
this perhaps unexpected behavior. First, the higher cloud speed
leads to additional adiabatic heating from stronger compres-
sion, counteracting the cooling of the mixed gas. Second, at
this higher speed, the RT instability also becomes signiﬁcant
within the timescale of the simulation. While the increased
velocity leads to additional stripping caused by the KH, and
later on RT, this does not lead to a corresponding increase in
the overall cooling efﬁciency. This is due to the stripped gas
being dispersed over a larger region and so becoming diluted
compared to lower velocity simulations. Because of the
increased stripping and stronger shock, the cloud is mostly
destroyed by the end of the simulation, having dispersed into
small ﬁlaments and cloudlets (at the limiting resolution). We
note that the high Mach number makes the simulation more
numerically challenging than our other subsonic simulations. In
particular, at later times the cloud is affected by numerical grid
alignment artifacts, which cause its shape to become unnatu-
rally boxy with a pinlike protrusion at its leading edge.
Transonic clouds moving through a highly magnetized
medium (2HS-v200) experience a signiﬁcant ﬁeld ampliﬁca-
tion around them, which leads to slightly less condensation
than at low velocity, as in the weak ﬁeld case (see Section 4.2)
at early times. This is a consequence of the cloud being in the
super-Alfvénic regime, which also causes the wake to have a
twin tail morphology resembling the weak ﬁeld case. In
contrast, at t30Myr the cold gas mass overtakes that of the
lower velocity counterpart, possibly due to an increased
amplitude of the RT instability in the z direction. However,
these differences are generally not signiﬁcant, and the mass of
cold gas mostly follows the subsonic case too closely to be
discernible in the ﬁgure.
In the presence of a weak ambient ﬁeld, the condensation along
the wake of a transonic cloud is higher at all times compared to
the subsonic case. The magnetic ﬁeld around a transonic cloud is
not ampliﬁed signiﬁcantly more than in the case of a subsonic
cloud. Overall, the higher speed leads to a stronger ablation
(through the KH instability) and thus to an increased mixing.
We conclude that the amount of condensation, while still
positive, is systematically lower in the presence of an ambient
magnetic ﬁeld, regardless of the cloud’s speed.
3.3. Effect of Magnetic Field Orientation
Our choice of an ambient magnetic ﬁeld that is initially
perfectly aligned with the plane transverse to the wind’s
direction is admittedly arbitrary. It is therefore important to
assess the robustness of our results with respect to the assumed
ﬁeld orientation.
To this end, we run simulations with initial conditions
identical to 2HW and 2HS, except that for these the magnetic
ﬁeld is (i) parallel to the velocity (B B , 0, 00= ( )); (ii) at a
45° angle in the xy-plane (B 1, 1, 0B
2
0= ( )); (iii) at a 22°.5
angle in the xy-plane (B B 0.92, 0.38, 00= ( )); and (iv) with all
components being equal (B 1, 1, 1B
3
0= ( )). The amount of
condensation in these simulations is compared to that of the
usual transverse ﬁeld and the non-magnetic case in Figure 8.
Clearly, the ﬁeld orientation has a strong impact on the
amount of condensation, depending on the ﬁeld strength.
Consider, for example, the case of clouds in a weak magnetized
medium. When the ﬁeld is parallel to the ﬂow, it is barely
ampliﬁed and thus has a negligible effect. The 45° ﬁeld and the
ﬁeld with equal components, however, are effectively draped
around the cloud (see Section 4.2). The case where the ﬁeld
initially has equal components is nearly indistinguishable from
the transverse ﬁeld case, in agreement with Banda-Barragán
et al. (2016). Due to the symmetry in the initial conditions, the
angle in the transverse (i.e., yz) plane is irrelevant. The
important quantity is the magnitude of B projected onto this
plane (i.e., B B Byz y z
2 2 2= +∣ ∣ ). The difference between the case
of an initial 45° ﬁeld and a ﬁeld with all components equal to
one another can thus be explained by the former having a
transverse length of B 1 2yz =∣ ∣ while the latter has
B 2 3yz =∣ ∣ . The 22°.5 case is intermediate between the
45° and parallel cases, and so is the amount of condensation
seen in this run, as expected.
In contrast, when a cloud is moving through a strongly
magnetized medium, the magnetic ﬁeld does not fully drape
around the cloud but rather bends akin to a shock bow. The
initially strong ﬁeld is essentially only ampliﬁed at the leading
edge of the cloud and only by a small factor of about 2. Thus,
the ampliﬁcation is generally not driving the dependence on
ﬁeld orientation for the suppression of condensation in this
case. In contrast to the weak ﬁeld case, the parallel ﬁeld is
actually slightly more effective at suppressing condensation
than the transverse ﬁeld. At an interface, only the component of
Figure 7. Gas condensation for simulations 2HN, 2HW, and 2HS in the
subsonic regime (v 75 km swind 1= - , 0.45 = ) and their transonic counter-
parts 2HN-v200, 2HW-v200, and 2HS-v200 (v 200 km swind 1= - , 1.2 = ).
Note that the high-velocity magnetic simulations are barely distinguishable
from their lower velocity counterparts at early times.
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the ﬁeld that points along the interface has an effect on the KH
instability there. Thus, one possible explanation is that the
transverse ﬁeld, only bending rather than draping, is generally
less aligned with the cloud-wind interface and, especially, the
tail-wind interface compared to the parallel ﬁeld. Another
possibility is that the RT instability becomes important in the
strong ﬁeld case, and the ampliﬁcation of the ﬁeld limited to the
front of the cloud enhances this instability (see Section 4.1).
For the parallel ﬁeld, the cloud has two thin tails, rather than
one, at the top and bottom of the cloud in the y direction. The
45° and equal components ﬁelds show signiﬁcantly more
condensation. The strong ﬁeld pulls the cloud and bends the tail
such that the tail becomes fully exposed to the wind, unlike all
the other simulations where the tail is partially shielded by the
cloud being directly upstream. This causes the tail to spread out
much more than in the other cases. The increase in surface area
increases the mixing and in turn the amount of condensation. In
the 22°.5 case the same effect is present but to a lesser degree,
leading it to lie between the 45° and parallel cases, as would
be expected.
In short, clouds moving in a weak ﬁeld are in the highly super-
Alfvénic regime, and thus experience magnetic ﬁeld draping (see
Section 4.2). The key point is that ﬁeld ampliﬁcation requires
draping, which depends on the ﬁeld orientation. As we have
discussed, the higher the ﬁeld ampliﬁcation, the stronger
hydrodynamical instabilities are suppressed, which leads to less
ablation, less mixing, and thus less condensation. Clouds in the
strong ﬁeld are in the sub-Alfvénic regime, and the ﬁeld draping is
effectively absent. However, ampliﬁcation is not necessary for the
ﬁeld to be dynamically important in this case.
In summary, while the precise amount of condensation
apparently depends on the structure and strength of the ambient
magnetic ﬁeld, gas condensation is generally signiﬁcantly
suppressed whenever there is an ambient magnetic ﬁeld
present, compared to identical clouds moving through an
non-magnetized medium. Similarly to the transverse magnetic
ﬁeld, however, condensation does still occur in all cases, with
the mass of cold gas monotonically increasing.
3.4. Effect of Resolution
We denote spatial resolution as N , where N=rc/Δx (i.e.,
the number of cells per cloud radius). Our standard simulations
have six levels of reﬁnement corresponding to a maximum
resolution of 64 . Such a limiting resolution has been found
to be sufﬁcient, in the sense that results in adiabatic MHD
cloud-wind simulations adopting this resolution appear to
be converged (Banda-Barragán et al. 2018). However, the
minimum spatial scale to properly account for the effect of
radiative cooling is generally smaller than the one required to
resolve magnetic ﬁelds (see Section 4.5).
We compare the amount of gas condensation in simulations
2HS and 2HN at our standard resolution with simulations that
have half and twice the resolution (i.e., 32 and 128 ,
respectively) but are otherwise identical to their counterpart.
The results are displayed in Figure 9. Note that the low (high)
resolution runs contain one less (one additional) reﬁnement
level. For the high-resolution runs, we also adopt a slightly
lower threshold value for the second derivative error norm
of the density, which is used as a criterion for reﬁnement
(see Section 2).
As can be seen, the amount of gas condensation varies with
resolution, and depending on whether an ambient magnetic
ﬁeld is present. In its absence, the amount of condensation
generally increases with resolution. The reason for this is that
increasing the limiting spatial resolution allows us to resolve
Figure 8. Panel (a) shows gas condensation for simulation 2HW (solid black),
which has a transverse magnetic ﬁeld; 2HW-45 (dotted), which has a ﬁeld at
45° in the xy-plane; 2HW-225 (solid gray), which has a ﬁeld at 22°. 5 in the
xy-plane; 2HW-par (long dashed), which has a magnetic ﬁeld parallel to the
direction of motion; 2HW-eq (dash dotted), which has an oblique ﬁeld with
equal x, y, and z components; and 2HN (short dashed), which has no magnetic
ﬁeld. Panel (b) shows the same ﬁeld orientations but for the strong ﬁeld
simulations.
Figure 9. Gas condensation for simulation 2HS (solid) and simulation 2HN
(dashed) at low ( 324 = cells/rc, light gray), medium (standard; 645 =
cells/rc, dark gray), and high ( 1286 = cells/rc, black) spatial resolution.
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KH perturbation at progressively smaller scales, which leads to
more stripping and mixing (e.g., Scannapieco & Brüggen
2015).
The cold gas mass in the high-resolution simulation starts to
grow less steeply at late times compared to at standard resolution.
This results in the cold gas masses being about equal by the end of
the simulations. However, this relative decrease in the slope of the
cold gas mass at t  35Myr coincides with the cloud in the high-
resolution run becoming noticeably affected by a numerical grid
alignment artifact associated with the mesh reﬁnement. The cloud
appears to “snap to” the underlying base level grid, acquiring a
box-like overall shape as a result.
When a magnetic ﬁeld is present, the amount of condensation
decreases with resolution substantially, by about 40% by
t=30Myr. This is because the tail, which contains most of the
condensed gas, is not resolved at any of our resolutions. This can
be inferred from the fact that the tail is about 5 cells wide in the y
direction at all resolutions. The physical width of the tail thus
decreases with resolution because it is proportional to the cell
width. Its narrowness appears to be limited by the 3-point stencil
width of the interpolation scheme used in the simulations. Thus,
the volume of the tail is overestimated, leading to too much
mixing. To summarize, the cold gas mass decreases with resolution
for the magnetic case but increases with resolution in the non-
magnetic case. Therefore the relative difference between the two
cases (i.e., the suppression of condensation by the magnetic ﬁeld)
increases with resolution.
The quantitative differences in the amount of condensation
that results in simulations with different (increasing) spatial
resolution indicates that our results are not converged.
However, it is important to note that there is no qualitative
difference in the resulting amount of condensed gas across runs
with varying resolution. Indeed, the trends in the evolution of
the gas condensation are overall comparable. Most crucially,
the effect of the magnetic ﬁeld in suppressing the condensation
of gas increases with resolution. We interpret this as an
indication that this effect is not a numerical artifact caused by
poor spatial resolution, and is thus signiﬁcant.
3.5. Effect of AMR and Hyperbolic Divergence Cleaning
Running our wide array of high-resolution simulations is only
computationally feasible through the use of AMR. But care has to
be taken when choosing the reﬁnement criteria, because there is
no universal strategy and it rather has to be adopted according to
the problem at hand. Our choice of reﬁning the grid depending on
the density gradient, as well as the adopted threshold value, are
somewhat arbitrary. It is therefore important to assess whether our
results may be affected by these choices.
Using an adaptive grid also forces us to use a divergence
cleaning scheme to minimize divergence in the magnetic ﬁeld,
which is supposed to be solenoidal. When a static grid is used,
PLUTO provides an alternative method known as constrained
transport (CT; Evans & Hawley 1988). The CT procedure
ensures that B · is conserved to machine precision and
thereby that B 0 =· to similar precision because our initial
magnetic ﬁeld is divergence free, by construction. The
downside is that the traditional implementation of CT, as used
in PLUTO, is not feasible for adaptive meshes, as it relies on
staggered grids. This is why we use a divergence cleaning
scheme instead in all of our AMR simulations. Thus, by
comparing static grid simulations using divergence cleaning to
ones using CT, known to have no divergence, we can check if
the divergence cleaning scheme is sufﬁcient for our purposes.
Thus, we compare simulations 2HS and 2HN to runs with
initial conditions, which are identical in every aspect—labeled
2HS-s and 2HN-s, respectively—except that these are run
using a static (rather than an adaptive, dynamic) grid. We
follow the same approach and compare the low resolution
( 32 ) simulations 2HS-l and 2HN-l to static grid versions
(labeled 2HN-ls and 2HS-ls, respectively). We also run two
simulations at low and standard resolution, 2HS-ls-ct and 2HS-
s-ct, which in addition to having a static grid use CT instead of
divergence cleaning. Because the static grid runs are very
computationally expensive, we have to use a signiﬁcantly
smaller simulation domain for these to be feasible. For the non-
magnetic simulations, this is not an issue, as the wake does not
extend beyond x≈2.5 kpc even at the end of the simulation.
However, the other simulations (2HS-ls, 2HS-ls-ct, 2HS-s, and
2HS-s-ct) are limited by the smaller volume as the cloud moves
farther along the +x direction and its tail extends signiﬁcantly
further in the strong ﬁeld case (see Figure 1). As a
consequence, we cannot run them beyond about 25Myr, at
which point some fraction of the cold gas starts to ﬂow out
through the +x boundary. In addition, we were only able to run
simulation 2HS-ls to around t=18Myr, after which the
simulation becomes unstable. Thus, we can only compare the
ﬁrst half of the cold gas mass evolution between static and
adaptive grids in the magnetic cases.
Figure 10 shows the difference in the cold gas mass since
t=0, M t M t M 0cold cold coldD = -( ) ( ) ( ), for the AMR simula-
tions relative to their static grid counterparts. We use this
quantity rather than the ratio of the total cold gas masses in
order to make the rather small differences discernible. The ratio
of the total cold gas masses will always be very close to unity
due to the initial cold gas in the cloud dominating the mass. We
compare AMR simulations to static grid simulations using both
divergence cleaning and CT. As can be seen, the differences are
typically within about 10%. For the HD cases, AMR leads to
slightly higher cold gas masses than their corresponding static
Figure 10. Evolution of the gas condensation in AMR simulations relative to
their corresponding static grid counterparts: 2HS compared to a static grid
simulation using the same divergence cleaning scheme (solid), 2HS compared
to a static grid simulation using constrained transport (dotted), and 2HN
(dashed), at low (gray) and our standard (black) resolution. Note that ΔMcold is
used rather than Mcold (i.e., the initial mass of the cloud is subtracted, to
emphasize the differences).
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grid cases at any time. In the low resolution cases, there is
virtually no difference between AMR and static grid runs until
the last several Myr. For the strong magnetic ﬁeld case, the
difference in ΔMcold(t) between the AMR and static runs is not
signiﬁcant either but ﬂuctuates more. In most cases, the
difference is greater at standard resolution than at low
resolution. In general, the difference between AMR and static
grid runs at standard resolution is smaller whenever an ambient
magnetic ﬁeld is present, even though the differences are quite
minor in the pure HD case as well.
Comparing speciﬁcally the divergence cleaning and CT cases,
although the evolution of their relative cold gas masses is not
congruent, the difference is less than 10% at all times. The
magnetic ﬁeld shows more small scale structure when CT is used
rather than divergence cleaning. Speciﬁcally, two vortices form at
the end of the wake in both cases but are more prominent in the
CT case. Also, some magnetic ﬁlaments form along the y direction
in the cloud’s wake in the CT case but are absent when divergence
cleaning is used. The density distribution of the wake is also
different as a result. While in both the AMR and static mesh
simulations with divergence cleaning the wake is shaped as a
single tail, the end part of the tail splits into two when CT is used.
Comparing the ﬁeld in simulation 2HS to 2HS-s (i.e., where
divergence cleaning is used in both cases) shows that the AMR run
again contains less small scale structure. Thus, both divergence
cleaning and AMR appears to smooth out the ﬁeld to some degree.
However, as previously mentioned, this smoothing and the
corresponding changes in wake morphology do not lead to any
signiﬁcant differences in the overall amount of cold gas
condensation. This is because the essential aspects of the magnetic
ﬁeld, in particular the ampliﬁcation of the ﬁeld at the cloud’s
leading edge, are still preserved. Thus, for our purposes,
divergence cleaning leads to an appropriate approximation of the
solenoidal ﬁeld.
3.6. Effect of Dimensionality
The results presented by M10 and subsequent work (Marinacci
et al. 2011; Marasco et al. 2013; Armillotta et al. 2016) where the
phenomenon of GF assisted condensation was explored were
based mainly on two-dimensional (2D) simulations. M10 in
particular argued that this approximation led to an overestimate of
gas mixing and, as a consequence, of the amount of gas
condensation. Their key argument is that the power spectrum of
the turbulence—essentially a power law—is shallower in 2D
compared to the full 3D problem. However, Armillotta et al.
(2016) arrived at the opposite conclusion using a full 3D
simulation—that is, they found that the gas condensation is higher
in 3D compared to 2D, although it must be noted that the
difference in cold gas mass between their experiments was
relatively modest.
We argue that the latter result is closer to reality. We speculate
the reason is that in the 2D case, a “spherical” cloud effectively
corresponds to the cross section of an inﬁnitely long cylinder, and
its surface area to a one-dimensional “ring,” thus having a
substantially smaller area normal to the wind compared to a true
3D sphere (or any other 3D object for that matter). This reduces
the chances for instabilities to develop, which in turn reduces the
mass of gas that is ablated and that eventually mixes with the
ambient medium, thus leading to a lesser amount of condensation.
In order to asses the impact of dimensionality on the resulting
amount of condensed gas quantitatively, we compare the
evolution of the mass of condensed gas over the course of
simulations 2HN and its high-resolution counterpart 2HN-h (see
Section 3.4 for a discussion of resolution in the 3D simulations)
with identical simulations 2HN-2D and 2HN-2D-h, respectively,
which are run in 2D. The result of this exercise is shown in
Figure 11. Our results are consistent with Armillotta et al. (2016)
in that gas condensation is generally higher in 3D compared to 2D
at all times. It is worth emphasizing that the difference is
negligible at earlier times, though, but quite signiﬁcant at later
times. The evolution of the cold gas mass in 2HN-2D-h follows
that of its lower resolution counterpart until about t=30Myr,
after which the cold gas mass grows signiﬁcantly more rapidly at
the higher resolution. This is somewhat different from the three-
dimensional case, where the increased resolution only leads to
slightly more condensation. As previously mentioned, simulation
2HN-h becomes affected by numerical issues at late times. In any
case, it is clear that ignoring the third dimension leads to a
signiﬁcantly lower condensation rate.
Note that we do not compare MHD simulations in 2D and
3D. These would obviously be quite different from one another
because the presence of a uniform (or otherwise regular)
magnetic ﬁeld breaks the symmetry of the system, as has long
been recognized (Gregori et al. 1999), which leads to a
substantially different evolution along different axes (see
Section 3.1 and Grønnow et al. 2017).
4. Discussion
4.1. Magnetic Suppression of Instabilities
The suppression of the KH instability by magnetic ﬁelds
can be derived analytically under simplifying assumptions
(Chandrasekhar 1961). The typical timescale for the simplest
case of linear perturbations in an incompressible, uniformly
magnetized ﬂow along a parallel interface to grow is
k v
B k
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2
, 2KH
1 2
1 2
2
2
2
1 2
1 2r r
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where v is the shear velocity across the interface, ρ1 and ρ2 are the
densities on either side of the interface, B is the magnetic ﬁeld,
and k is the wave vector of the perturbation. As emphasized
previously, the expression provided may not be valid for
Figure 11. Gas condensation for the 3D simulations 2HN (solid black) and
2HN-h (solid gray) and their corresponding 2D versions 2HN-2D (dashed
black) and 2HN-2D-h (dashed gray), respectively.
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compressible ﬂuids such as the halo-cloud system in our
simulations (Karimi & Girimaji 2016). Still, it provides some
insight into the effect of magnetic ﬁelds on the onset of the
instability and the results of our experiments. Quite generally, the
greater the magnetic ﬁeld along the direction of the dominant
mode, the greater the characteristic timescale needed for this mode
to grow. Due to the draping (or bending) of the magnetic ﬁeld lines
embedded in the ﬂuid, the term B k· will not vanish, in general,
along the contact surface (Banda-Barragán et al. 2016). This is true
regardless of the initial ﬁeld orientation (see Section 3.3). Thus, the
presence of a magnetic ﬁeld will generally dampen the growth of
KH modes, as we have argued before.
In principle, the cloud should be stable against linear KH
instability for 2A  (Ryu et al. 2000), as is the case for our
strong ﬁeld simulations at vwind=75 kms
−1. However, it might
still operate on smaller scales due to local ﬂuctuations in the
Alfvén speed. More importantly, KH is not the only instability
affecting the clouds. RT instability caused by strong density
variations is important in the ﬁnal break-up of clouds (Banda-
Barragán et al. 2016). The RT instability should be subdominant to
KH instability, though, during all of our non-magnetic simulations,
except for the high-velocity case (see Section 3.2). However, when
there is a magnetic ﬁeld, it might become the dominant source of
gas ablation and consequent gas mixing because the uniform
magnetic ﬁeld does not suppress, and can even enhance, RT
instability modes in the z direction (Gregori et al. 1999; Grønnow
et al. 2017). The morphology of the cloud’s wake in simulation
2HS clearly shows this effect (see Figure 1). The tail is thin and
highly collimated in the xy-plane, but much more spread out along
the z-axis. The slightly enhanced condensation in the strong
transverse ﬁeld case compared to the parallel ﬁeld case could also
be a consequence of an enhanced RT instability. In addition, the
magnetic ﬁeld is the source of the tearing mode (TM) instability
(Furth et al. 1963). This is caused by reconnection and so should
technically not be present in ideal MHD, but it still occurs to some
extent in grid-based MHD simulations because of numerical
resistivity (Rembiasz et al. 2017).
4.2. Magnetic Field Draping
The qualitative differences between our weak and strong
ﬁeld simulations can be understood through the magnetic ﬁeld
“draping” phenomenon. The effect of the cloud’s motion on the
magnetic ﬁeld depends on its Alfvénic Mach number. When
1A  , the magnetic ﬁeld drapes around the cloud in a thin,
highly ampliﬁed layer (see Dursi & Pfrommer 2008 for a
discussion of this phenomenon). This effect is greatest when
the ﬁeld ahead of the cloud is at a right angle to the cloud’s
motion. In addition to having an enhanced ﬁeld strength, the
draping layer generally follows the direction of the ﬂow, thus
maximizing the B k· term in the KH instability timescale
(Equation (2)). Our weak ﬁeld simulations are in this highly
super-Alfvénic regime with 8.2A = , while our strong ﬁeld
simulations are sub-Alfvénic with 0.8A = because BvA µ ∣ ∣.
The ﬁeld draping in the weak ﬁeld case, and its absence in the
strong ﬁeld case, can be clearly seen in Figure 2, where the
strong ﬁeld is ampliﬁed mainly at the cloud’s leading edge and
is bent rather than draped.
Several of our results can be explained through the draping
effect and its dependence on A :
(i) In simulation 2HW, the condensation of cold gas is
suppressed more strongly than in simulation 2HS, even though
the magnetic ﬁeld is initially weaker. This is caused by the high
ﬁeld ampliﬁcation around the cloud and its wake as a result of
draping. The latter is absent in simulation 2HS except at the
cloud’s leading edge. Of course, if the initial ﬁeld becomes
progressively weaker, at some point the ampliﬁcation can no
longer compensate for the overall weak ﬁeld, and the cloud’s
evolution asymptotes to the pure HD case.
(ii) In our weak ﬁeld simulations, the strength of the
magnetic ﬁeld around the cloud, and in turn the suppression of
gas stripping and cold gas condensation, increases mono-
tonically as the angle of the ﬁeld relative the y-axis is increased,
because the draping increases correspondingly. Since the
strong ﬁeld is not draped at any angle, but rather only bent,
the orientation of the ﬁeld has a different effect (see
Section 3.3).
(iii) In the transonic simulations, the condensation is lower in
the strong ﬁeld case compared to the corresponding subsonic
simulation up until t≈25Myr. However, the condensation is
higher at all times in the transonic, weak ﬁeld case compared to
the subsonic run. Also, in the transonic, strong ﬁeld case, the
wake has a morphology that more closely resembles that of the
weak ﬁeld case than that of the subsonic, strong ﬁeld case. This
is because at the higher speed the cloud is super-Alfvénic in
both the weak and strong ﬁeld cases. Thus the ﬁeld drapes
around the cloud in the high-velocity, strong ﬁeld case, leading
to signiﬁcant ﬁeld ampliﬁcation, which in turn effectively
largely inhibits the condensation of gas along the cloud’s wake.
In contrast, when a weak ambient ﬁeld is present, the draping
and ampliﬁcation already occurs (and saturates) at low velocity.
Therefore the increased velocity does not lead to signiﬁcantly
higher ﬁeld strengths around the cloud and wake. As a result, at
higher velocity the velocity dependent term in Equation (2)
grows while the magnetic term does not. This causes the KH
timescale to become shorter, in addition to a stronger shock and
additional RT instability. This explains why for the weak ﬁeld,
the higher velocity only increases the condensation.
4.3. Random Magnetic Field Components
In this paper, we only consider uniform ordered magnetic
ﬁelds. However, the magnetic ﬁeld in the Galactic halo
likely has a signiﬁcant random component, caused by local
turbulence, in addition to the large-scale ordered ﬁeld (Jansson
& Farrar 2012b). In the cloud-wind simulations of McCourt
et al. (2015) and Banda-Barragán et al. (2018), the clouds had
internally (partially) random ﬁelds while the ﬁeld in the
surrounding medium was uniform. They found that these
clouds experience less severe ablation compared to the non-
magnetic case, indicating that the suppression of the KH
instability is still signiﬁcant in this case. However, in general,
in addition to the cloud having its own partially random
internal magnetic ﬁeld, the halo ﬁeld will have a random
component as well. For our strong magnetic ﬁeld case, where
draping and ampliﬁcation is not important, a less ordered ﬁeld
should still lead to a non-negligible suppression of the KH
instability around the cloud because the component of the ﬁeld
pointing along the cloud-halo interface will still generally be
signiﬁcant. For our weak magnetic ﬁeld case, the direction of
the ordered component will still be important but the random
component should ensure that some ampliﬁcation of the ﬁeld
occurs around the cloud, even if the ordered component is
parallel to the cloud’s motion.
13
The Astrophysical Journal, 865:64 (17pp), 2018 September 20 Grønnow, Tepper-García, & Bland-Hawthorn
CHAPTER 4. MAGNETIC FIELDS IN THE HALO RESTRICT FOUNTAIN-DRIVEN ACCRETION
68
4.4. Comparison to Observations
We compare the condensation in our simulations to the
observationally derived estimates from the statistical models of
Galactic fountain accretion of Fraternali & Binney (2008) and
Marasco et al. (2012). In these models, clouds represented as
single particles are ejected from the disk on ballistic trajectories
at a rate proportional to the local SF rate. They assume that
condensation causes the mass of these clouds to increase at
a rate M Ma=˙ while traveling through the circumgalactic
medium. This leads to an exponential growth in cold gas mass
for each cloud M t texpcold aµ( ) ( ). Fraternali & Binney (2008)
estimated the (constant) speciﬁc accretion rate α (in units of
Gyr−1) for the two Milky Way like galaxies NCG 891 and
NGC 2403 constrained by observations of the kinematics of
extra-planar H I gas in these systems. They found best ﬁtting
values of order unity, consistent with the average SF rates
measured in these galaxies. Marasco et al. (2012) applied an
extension of this model to the Milky Way and found a best
ﬁtting value of α=6.3. In Figure 12 we show values of α
estimated for our basic set of simulations and the observation-
ally derived estimates. We estimate α in our simulations by
ﬁtting an exponential of the form M t M texpcold 0 a=( ) ( ) to the
cold gas mass evolution. For the observational constraints
from Fraternali & Binney (2008), two extreme values are given
for each galaxy corresponding to predominately radial and
predominately polar ﬂow, giving a range for α. In both cases,
the upper bound (polar ﬂow) is at α=2.0 Gyr−1. We ﬁnd that
the evolution of the cold gas mass in our simulations is
generally much better ﬁtted by a quadratic rather than by an
exponential function. This was also the case for the 3D
simulation of Armillotta et al. (2016; see their Figure 7). As a
consequence, α, being based on an exponential ﬁt, is not
constant but rather changes based on which part of the cold gas
mass evolution is included in the ﬁt. Fitting to the late stages of
the evolution generally leads to an increase in α compared
to the early stages. Therefore, in addition to showingα
from ﬁtting an exponential to the evolution from t=0 to
t≈50Myr, we also derived early and late estimates based on
only ﬁtting α to the ﬁrst and last 25Myr, respectively. As
can be seen, the ranges for all our simulations overlap with
the observational values. As perhaps expected based on our
previous discussion, α is signiﬁcantly higher when there is no
magnetic ﬁeld. While they are still mostly consistent with
observations, at late times, the low-density clouds are accreting
gas at a somewhat too high rate. This is only a lower bound,
because typical fountain cloud travel times are ∼80Myr
(Marasco et al. 2013). Indeed, for simulation 2HN, which we
do run until t≈80Myr, we ﬁnd that α=13 when ﬁtting to
the last 40Myr and α=10 when ﬁtting to the overall
t=0−80Myr evolution. The two corresponding MHD
simulations that we have also run until t≈80Myr have late
Figure 12. Speciﬁc condensation rate α for our standard simulations compared to constraints from statistical Galactic fountain galaxy accretion models matched to
observations of H I gas kinematics. The horizontal axis labels are the names of the simulations, so it is not a continuous quantity and the ordering of the sequence is not
important. α is deﬁned from the assumption in these models that M t texpcold a~( ) ( ). The gray dashed and gray dotted horizontal lines represent lower bounds on α for
the Milky Way like galaxies NGC 891 and NGC 2403, respectively, from Fraternali & Binney (2008). The gray dotted-dashed line represents the upper bounds of
NGC 891 and NCG 2403, which are similar. The black dashed line is the estimate of α for the Milky Way from Marasco et al. (2012). Open (ﬁlled) symbols represent
low (high) density simulations; black (gray) symbols represent low (high) metallicity simulations. The symbols represent α ﬁtted to the cold gas mass from t=0 to
t≈50 Myr, while the bars span the range from ﬁtting to only the ﬁrst 25 Myr to only the last 25 Myr of the simulations.
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stage values of α less than 4, still well within the observational
constraints.
In brief, full 3D, pure HD simulations signiﬁcantly over-
predict the value of α compared to its value as inferred from
observations. The presence of an ambient magnetic ﬁeld brings
down the speciﬁc accretion rate back to values consistent with
the data, thus alleviating this issue.
4.5. Comparison to Previous Studies and Implications for
Galactic Gas Accretion
As shown in Section 3, the presence of an ambient, initially
uniform magnetic ﬁeld generally has a signiﬁcant negative
impact on the overall condensation of cold gas along the wake
of gas clouds. We have shown that this effect is, qualitatively,
robust to reasonable variation of the relevant physical and
numerical parameters.
Our simulation 2HN is comparable to the model dubbed “11” in
Armillotta et al. (2016), except for the lower metallicity of the halo
in their case, and the inclusion of thermal conduction. They found
that thermal conduction also inhibits the condensation of gas,
although its effect is not as signiﬁcant as the effect of a magnetic
ﬁeld, based on our results. Using the same deﬁnition of cold gas of
T<2×104 K as they did, at the end of their simulation at
t=60Myr, we ﬁnd Mcold(t=60 Myr)/Mcold(0)=1.6 in simula-
tion 2HN, which is signiﬁcantly higher than their result of ≈1.3,
which is expected given their lower halo metallicity of 10% solar
and the suppression caused by thermal condition. In contrast,
Mcold(t=60 Myr)/Mcold(0)=1.15, for both the corresponding
weak and strong ﬁeld simulations (2HW and 2HS).
While we have chosen the initial conditions of our simulations
to be broadly consistent with the ones used by M10, it is not
possible to exactly replicate theirs. For example, the cloud : halo
mass density contrast in all our simulations is roughly a factor of
two higher than in M10, even though we use similar number
densities. This is due to their assumption of a constant mean
molecular weight, while we take its temperature dependence into
account. Overall, the mass of condensed gas in our 3D MHD
simulations is comparable to that of the 2D, pure HD simulations
of M10 and Marinacci et al. (2011). But as our simulations are not
converged with respect to spatial resolution, and the efﬁciency of
condensation appears to decrease with resolution in the MHD
case, the amount of condensed gas resulting from our experiments
should be taken as a strict upper limit. As we show in Section 4.4,
the amount of condensation is too high at late times in some of our
simulations without magnetic ﬁelds compared to observational
constraints on Galactic fountain accretion rates. We also show that
using full 3D simulations increases the amount of condensation
signiﬁcantly compared to 2D, because the 2D geometry artiﬁcially
suppresses the KH instability (see Section 3.6).
We used a smooth initial density proﬁle for the cloud, which
aids the numerical stability early in the simulations. A smoother
proﬁle should suppress the KH instability compared to a sharp
one, as was used in M10 and Armillotta et al. (2016). However,
our initial proﬁle is quite steep and quickly becomes further
steepened, making the cloud-halo transition region only a couple
of cells wide. This steepening is caused by the low-density outer
parts of the cloud being swept away and the more inner parts
being compressed by the wind. Therefore any differences between
our results and these previous studies caused by the different
density proﬁles will be negligible compared to the other
differences in the initial conditions previously mentioned.
Our results, taken collectively, together with the presence of
a magnetic ﬁeld in the Galactic corona and the disc-halo
interface (qv. Beck 2016), show that the magnetic ﬁeld affects
condensation so severely that it is critical to take it into account
in numerical and theoretical studies of any type of cloud-driven
accretion.
M10 ﬁnd that a higher overall gas metallicity substantially
increases the amount of gas condensation. We ﬁnd that
uniformly increasing the gas metallicity leads to more
condensation as well, but the effect is relatively small for
the metallicity range of Z Z0.3»  to solar that we examine.
The effect of changing only the cloud’s metallicity is more
complicated (see Section 3.1.2).
Based on our result that the presence of an ambient magnetic
ﬁeld leads to less condensation compared to a pure HD case, even
for relatively weak magnetic ﬁelds (B 0.1 Gm=∣ ∣ , β=600) and
high velocities (v 200 km s 1= - ), we speculate that a similar
effect would be present in the case of Galactic HVCs. The
phenomenon of cold gas condensation associated with HVCs has
been studied with the help of numerical experiments by GSG17.
They simulated massive, unmagnetized HVCs moving slightly
subsonically to slightly supersonically through the halo for
typically ∼100Myr. They found that these clouds can accrete
signiﬁcant amounts of cold gas, in the most extreme case nearly
doubling the initial cold gas mass after about 160Myr. In all their
simulations, the cold gas mass increases monotonically through-
out (barring mass loss from gas ﬂowing out of their simulation
domain at late times). Their initial conditions were quite different
from ours, and the massive HVCs that they examined could still
condense a signiﬁcant amount of gas over the longer timescales
associated with the journey of HVCs through the halo. The
amount of mass actually accreted through this condensation will
depend on how far the HVC travels before either dispersing
completely or merging with the disk.
We note that GSG17 do not address the question of how
the cold gas that typically condenses 10s of kpc above the disk in
the wake of the HVCs may survive the journey to the disk. As the
density of the surrounding halo gas increases along the trajectory,
it is expected that some fraction of this gas will disperse, fully
mixing with the hot material, rather than being accreted onto the
disk (e.g., Tepper-García et al. 2015). It is therefore unclear for
now whether the condensed gas will actually rain down onto the
disk. More comprehensive simulations that include density and
magnetic ﬁeld gradients along a cloud’s orbit through the corona,
as well as the Galaxy’s gravitational potential, are required to
address this properly. A related issue is how the magnetic ﬁeld
may affect the survival of cold gas accreting onto the disk.
Generally, the relatively strong ﬁeld at the disk-halo interface may
stall the inﬂow of gas onto the disk because infalling gas has
to reach a critical mass to overcome the magnetic tension
(Birnboim 2009).
The effect of uniform magnetic ﬁelds in super-Alfvénic
cloud-wind and cloud-shock interactions has been examined in
many previous numerical studies, going back to the seminal
works of Mac Low et al. (1994) and Jones et al. (1996). While
these early studies were restricted to 2D simulation domains,
they also observed the stabilizing effect of the ﬁeld on the
cloud. Jones et al. (1996) argued that the efﬁciency of draping
depends on the sonic Mach number. However, we ﬁnd, in
agreement with Dursi & Pfrommer (2008), that it depends
instead primarily on the Alfvénic Mach number. Banda-
Barragán et al. (2016) tested the effect of different ﬁeld
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orientations on the evolution of wind-swept clouds in the
strongly super-Alfvénic regime, using full 3D MHD simula-
tions. Their results agree with ours whenever their and our
explored parameter spaces overlap.
We ﬁnd that the condensed gas mass is not converged at our
standard resolution of 64 . This is consistent with previous
ﬁndings for cloud-wind simulations with radiative cooling. In
their study of clouds embedded in high-velocity supernova
outﬂows, Cooper et al. (2009) found no convergence in the
amount of cloudlets formed in the wake of a cloud for
resolutions up to 50 . Examining a similar physical setup,
Scannapieco & Brüggen (2015) found that 64 was sufﬁcient
to resolve the mass retained in the cloud and the average
velocity of cloud material. However, the mass fraction of the
multiphase gas was not converged, suggesting that they were
not completely resolving the KH instability at their adopted
resolution. In a study of a cloud-wind interaction of clouds with
an initially fractal density distribution, Schneider & Robertson
(2017) found moderate differences between 64 and 128 for
the mass retained by the cloud.
M10 found that the amount of condensation was highly
dependent on resolution and did not converge at their
maximum resolution of 67 . However, these simulations were
in only two dimensions, as discussed in Section 3.6. GSG17
found that 32 was sufﬁcient to resolve the mass of condensed
gas for their 3D AMR simulations of HVCs.
5. Summary
Analytic models of accretion based on the galactic fountain
process (e.g., Fraternali & Binney 2008; Marasco et al. 2012)
have been successful in ﬁtting the kinematic properties of
extra-planar H I gas. In these models, it is assumed that clouds
moving through the lower Galactic corona increase their
mass at an exponential rate. Previous studies based mainly on
2D hydrodynamic simulations of cloud-wind interactions
(e.g., M10; Marinacci et al. 2011; Armillotta et al. 2016)
showed that the condensation of gas in an amount required by
observations can be triggered along a fountain cloud’s wake as
a result of gas ablation and mixing.
In this work, we have revisited these claims, running
extensive simulations both in 2D and 3D, and both neglecting
and including the presence of an ambient magnetic ﬁeld. We
ﬁnd that 2D simulations artiﬁcially suppresses the KH
instability at the cloud-halo interface. This in turn reduces the
ablation of clouds, thus decreasing the amount of gas that
mixes with the ambient medium, which is the process that
ultimately drives the condensation of gas. Thus, 2D simulations
systematically underestimate the amount of condensed gas. At
the other extreme, full 3D, non-magnetic simulations generally
result in signiﬁcant amounts of cold condensed gas, too high to
be consistent with constraints on Galactic fountain accretion
rates inferred from observations (Fraternali & Binney 2008;
Marasco et al. 2012). We ﬁnd that the presence of an ambient
magnetic ﬁeld—as has been observed around the Milky Way
and other spiral galaxies (Beck 2016)—strongly suppresses the
condensation of gas along a cloud’s wake. The magnetic ﬁeld
effectively inhibits the onset (i.e., dampens the growth of)
hydrodynamic (KH) instabilities. This leads to a reduction in
the amount of condensation for the same reason as the
reduction seen in 2D simulations. However, we claim that
unlike the 2D case, this is a physical, rather than numerical,
effect. Thus, the magnetic ﬁeld alleviates the problem of
condensation being too efﬁcient in our 3D simulations,
bringing the accretion rate down to be in good agreement with
observational constraints. Signiﬁcant suppression occurs even
for quite weak initial ﬁelds (β≈600). The key mechanism
behind this effect is the ampliﬁcation of the ﬁeld ahead of and
around the cloud. We show that the ﬁeld ampliﬁcation is
directly related to the phenomenon of “draping,” which in turn
depends on the relative orientation of the ﬁeld and the Alfvénic
Mach number of the cloud.
This suppression of gas condensation by the presence of a
magnetic ﬁeld is found to be generic and universal, as it is
qualitatively robust to reasonable variations of the values of
physical parameters such as the metallicity, density, and
velocity of the cloud, or the strength and orientation of the
magnetic ﬁeld, or values of numerical parameters such as the
limiting spatial resolution and the method used to minimize
magnetic ﬁeld divergence.
Our results highlight the importance of magnetic ﬁelds in
processes that rely on gas mixing, such as galactic fountain
driven accretion. We stress that magnetic ﬁelds cannot
be ignored if we are to arrive at a full understanding of
this process.
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Chapter 5
High-Velocity Clouds falling through the
halo under gravity
In this chapter, I describe preliminary findings from my partially complete simulation runs of
HVCs in a hydrostatic halo including the Galactic gravitational potential and radiative cooling.
The main focus of this work is on the impact of the magnetic field on the survival of these
clouds. In at least one case it seems likely that an appreciable fraction of the cloud gas is able
to reach the disk. However, I am unable to follow the clouds all the way to the disk as of
the writing of this thesis because of computational constraints. The clouds represent smaller
HVCs closer to the disk compared to those examined in paper I. However, they achieve much
higher velocities and have much lower metallicities compared to the IVCs examined in paper
II. They are most representative of HVCs that condense out of the CGM through thermal
instability (e.g. Peek et al., 2008; Ji et al., 2018). As with the simulations presented in previous
chapters, these simulations are run with and without a magnetic field present for comparison.
The setup is broadly similar to the non-magnetic hydrostatic simulations of Heitsch & Putman
(2009) (their simulations with names beginning with ‘H’) who studied the survival of HVCs
falling onto the disk from an initial height of z = 10 kpc. It is worth mentioning that clouds
falling through a hydrostatic halo with a magnetic field has been simulated before by Kwak
et al. (2009). However, that study had several limitations not present in my work that lead to
significant differences. At 16 cells per cloud radius on the finest AMR level, their resolution
was quite poor and the clouds were dropped from a small initial distance of z = 5 kpc because
they were specifically intended to represent HVCs condensed through the Galactic fountain.
More importantly, in order to keep the halo in exact equilibrium they ignored radiative cooling
and assumed a uniform magnetic field with no gradient. This is inconsistent with the very
strong density gradient that they assumed for the halo with the density varying by multiple
orders of magnitude within their 6 kpc domain height. I was able to relax these assumptions
while avoiding major stability issues by using a moving frame approach as detailed in Section
5.1.2. Santilla´n et al. (1999) also simulated HVCs falling under gravity in a magnetic field, but
on a very different scale because they specifically studied collisions with the disk. Therefore,
their clouds were initialised to be only 1.5 kpc above the disk and already possess high velocity
rather than starting at rest.
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CHAPTER 5. HVCS FALLING THROUGH THE HALO UNDER GRAVITY
5.1 Methods
The initial conditions share some similarities with my HVC wind tunnel simulations with a
non-uniform wind presented in paper I. However, in this case the cloud is not immediately
struck by a high-velocity wind. Rather, the entire system, including at the injection (bottom
z) boundary, is initially at rest. The cloud slowly builds up momentum under the effect of
the Galactic gravitational potential. This is included in the form of a constant uniform grav-
itational acceleration vector added as a source term. This vector points in the −z direction
with magnitude g = 10−8 cm s−2 as used in Heitsch & Putman (2009) and appropriate for
2 kpc ∼< z ∼< 20 kpc (see Benjamin & Danly, 1997; Joung et al., 2012). It was added using the
BodyForceVector function in PLUTO. I also include metallicity dependent radiative cooling
using the method described in Section 4.1.1 (and with the same cooling tables from Suther-
land & Dopita, 1993). All simulations were performed with PLUTO version 4.1 (Mignone
et al., 2012) using a three-dimensional Cartesian domain with AMR. The numerical methods
and the refinement criterion are similar to those used in paper II and described in Section 4.1.1.
5.1.1 Numerical setup
The initial halo is in simple isothermal hydrostatic equilibrium with an exponential density
distribution
nh(z) = n0 exp (−gµz/(kBTh)) (5.1)
where z is the height above the disk, n0 is the density at z = 0 kpc, kB is the Boltzmann
constant, Th is the halo temperature, and µ is the mean molecular weight. The pressure follows
a similar profile because the temperature is constant so that Ph(z) = nh(z)kBTh ∝ nh(z). The
magnetic field also has a gradient following the Sun & Reich (2010) model used in paper I with
the radial (i.e., xy) dependence ignored and set to R = 4 kpc everywhere. I assume a constant
halo metallicity Zh which is different from the cloud’s metallicity. The cloud has the same
smooth density profile and sharp metallicity and velocity profiles as were used in paper II.
Table 5.1: Simulation runs
Name z0 B(z0)
(kpc) (µG)
HD10 10 0
MHD10 10 0.36a
HD20 20 0
MHD20 20 0.09b
a Corresponding to β = 181.
b Corresponding to β = 1014.
I run four different simulations: with and without the mag-
netic field and with two different initial heights for the cloud
centre z0. The density of the cloud at the two initial heights
differ in such a way that the cloud-halo density contrast χ is
the same in both cases. In this way the cloud’s temperature
is also the same. An extensive examination of the parameter
space, as I undertook in paper I and paper II, is not feasible
here due to the high computational cost of each simulation.
The parameter values identifying the four different runs are
given in table 5.1 and the values for the parameters that are
fixed across all the simulations are given in table 5.2. These
largely follow the values used by Heitsch & Putman (2009).
My choices for n0 and Th are 2.5 and 2 times larger than
theirs, respectively. These are in better agreement with obser-
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vational constraints on the density and temperature of the halo gas at z ∼< 10 kpc (see Section
1.1). While they assumed the same metallicity for the halo and cloud of Z = 0.1Z, I instead
assume that these are different with the HVC having a lower metallicity than the surrounding
medium.
The simulation domain covers 2 kpc×2 kpc×8 kpc. This corresponds to different heights
above the disk depending on whether the cloud starts at z = 10 kpc or z = 20 kpc. Because
of numerical stability issues and computational cost the domain only covers part of the cloud’s
trajectory at any time corresponding to its rest frame (see Section 5.1.2). Five AMR levels are
utilised from a base grid of 40× 40× 160 cells for a limiting resolution of 64 cells per cloud
radius corresponding to a cell length of 1.6 pc.
5.1.2 Stability considerations
The stability of the halo is a challenge in the current scenario compared to the wind tunnel
setup used in the simulations presented in the previous chapters. The inclusion of radiative
cooling and a non-uniform halo density means that initialising the ambient medium to be in
perfect equilibrium is not generally possible. Due to the strong density dependence of the
cooling rate the lower parts of the halo cools faster than the more distant parts. With time this
creates a pressure gradient across the simulation volume leading to an extra downward force.
I examined this problem with test simulations that did not include a cloud or any magnetic
field. Generally, cooling is not efficient at the high temperature of the halo (see Figure 4.1),
however I found that in a simulation volume covering 2 kpc< z < 20 kpc the differential
cooling rate led to severe enough pressure differences within the ∼ 100 Myr expected cloud
travel time scale that it could not be ignored. In addition, the cooling also causes the cloud-
halo transition region to be out of equilibrium because this region has a temperature gradient
ascending from 104 K to 2 × 106 K. While cooling does not occur at the temperature floor
and is relatively ineffective at the halo temperature, it is relatively very effective at some of
the intermediate temperatures where the cooling curve peaks. This leads to a steepening of the
cloud’s density profile early in the simulation. This effect was also present in the simulations
in paper II (see Section 3.1 of the paper). However, in that case the cloud’s density profile was
also quickly steepened by the wind making the effect relatively less important compared to the
current scenario where there is initially no wind.
Once the magnetic field is included the halo’s stability further degrades. The non-uniform
magnetic field generally leads to a non-zero Lorentz force and so hydrostatic equilibrium with
the thermal pressure gradient balancing gravity does not lead to an overall equilibrium. In
paper I the magnetic field being injected with the wind was non-uniform but the field in the
initial volume was uniform. Only near the end of those simulations, when the cloud was close
to the disk, would the Lorentz forces caused by the non-uniform wind become significant and
so could be generally ignored. However, in the present scenario with gravity and a cloud
initially at rest with respect to the halo, such a constant velocity wind method is no longer
applicable. A way to avoid the problem of Lorentz forces would be to initialise a force-free
field instead of using the Sun & Reich (2010) model. However, this is not feasible because the
kind of simple field structure with strength monotonically decreasing with height required for
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Table 5.2: Simulation parameters
n0 g Th
a Zh/Zb rc χc Zc/Z
( cm−3) (cm s−2) (K) (kpc)
10−2 10−8 2× 106 ≈ 0.3 0.1 ≈ 200 0.2
a This, together with the density contrast, sets the cloud core temperature to Tc = 104 K due to the
enforced thermal pressure equilibrium.
b The exact metallicity is specified as [Fe/H]h = −0.5.
c The halo densities are nh = 3.4 × 10−3 cm−3 and nh = 1.2 cm−3 at z = 10 kpc and z = 20 kpc,
respectively. For the given density contrast this leads to cloud densities of nc = 0.628 cm−3 and
nc = 0.24 cm
−3, respectively. Note that the mass density contrast ρc/ρh is approximately a factor
of two greater than the particle density contrast χ = nc/nh due to differences in the mean molecular
weight.
consistency with the density profile and observational constraints cannot be force-free. A more
sophisticated approach would be to instead initialise the halo to be magnetohydrostatic with
the non-zero Lorentz force balanced by thermal pressure and gravity. The magnetic field sat-
isfying this requirement can be derived numerically in a relatively straightforward way when
assuming a unidirectional magnetic field (hence no curvature force) and given some reason-
able, monotonically decreasing ansatz for the density and gravitational acceleration profiles
(see, e.g., Santilla´n et al., 1999). However, these solutions are only applicable for smaller dis-
tances close to the disk. They are not consistent with observational constraints for larger parts
of the halo because the density must fall off much too steeply with distance to maintain equi-
librium compared to the magnetic field strength. If instead the curvature force is not assumed
to be zero this becomes a highly non-trivial problem with no general solution. It has been in-
vestigated in the literature in the context of Solar physics and particular solutions and families
of solutions are known (e.g. Low, 1991; MacTaggart et al., 2013, 2016). Unfortunately, the
density distributions and/or magnetic fields in these solutions are quite complicated and would
be contrived to use for the gas halo.
These issues highlight the fact that actual gas halos are not in perfect static equilibrium
(Oppenheimer, 2018). However, including the effects that nevertheless prevent a global col-
lapse or dispersion of the gas halo (stellar feedback, rotation, turbulence, etc.) is outside the
scope of this work. Instead, I proceed with the simple hydrostatic setup using the Sun & Reich
(2010) field but avoid simulating the entire 10-20 kpc tall volume from the disk to the cloud.
The non-equilibrium effects of non-uniform cooling and Lorentz forces are only severe close
to the disk. Therefore, I can alleviate these by only simulating a smaller part of the volume
centred on the cloud. Even if the cloud travels all the way to the disk the lower halo will then
only be included in the simulation for a much shorter time. Consequently, excursions from
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equilibrium will have less time to grow and become problematic. In the simulations without
gravity and with a cloud that is initially moving at maximum velocity with respect to the halo
this was effectively achieved by the wind tunnel setup. But, as previously mentioned, the in-
clusion of gravity means that a more sophisticated approach is needed in this case. The usual
way of keeping a cloud at the centre of a simulation domain is a moving grid approach, as was
used by Heitsch & Putman (2009). In this method, the centre of mass of the cloud material
is regularly calculated and if its distance to the centre of the volume exceeds one cell length
the entire grid is shifted downwards. This works well for static grids but is not feasible for the
non-uniform adaptive grid used here. Instead, I use an alternative approach of subtracting the
cloud’s centre of mass velocity everywhere, including at the injection boundary, such that it is
approximately at rest at all times. The mass of cloud material in each cell is tracked by using a
passive scalar with a sharp initial profile as in paper II. In other words, the simulation evolves
in the cloud’s rest frame. This is effectively extending the wind tunnel method to accelerat-
ing frames. Note that due to drag this acceleration varies with time despite the constant g.
Thus, unlike the wind tunnel setup where the moving frame and the halo frame are related by a
Galilean transformation (eq. 2 of paper I), no simple transformation between the two exists in
this case. Due to the way that AMR is implemented in PLUTO calculating the centre of mass
is not trivial and involved modifying parts of the CHOMBO library.
5.2 Preliminary results
Figures 5.1 and 5.2 show projections of the logarithmic density at t ≈ 30 Myr and t ≈ 60
Myr, respectively, for each of the simulations. For HD20 the cloud is still mostly intact after
30 Myr but is significantly flattened in the z direction and is starting to form a noticeable wide
wake. Meanwhile, the cloud in MHD20 is less elongated but has a longer wake. This wake
takes the form of two filaments at the ends of the cloud along the x direction with a smaller
‘needle’ filament at x = 0. This wake is extremely thin along the y axis essentially being
confined to the y = 0 plane as was also seen in the MHD runs in paper II. After 60 Myr
the wake is much longer in both cases extending 2.5–3 kpc behind the main cloud remnant.
At this point the cloud in HD20 has been severely disrupted and in the last available data
output at t ≈ 65 Myr (not shown) the cloud remnant is splitting into several smaller filaments
which presumably will not be able to survive for long. As can be seen the cloud in HD20
develops a numerical ‘nose’ artefact at the cloud’s leading edge. This is reminiscent of the
‘pinlike’ artefact seen in run ‘2HN-v200’ in paper II. In MHD20 the cloud has become highly
elongated along the x direction having roughly tripled its extent. However the cloud is still
compact along the y direction and the wake, while highly elongated along the z direction, has
preserved its characteristic shape of thin filaments. Thus, a coherent remnant remains of the
cloud. This remnant does eventually split into several filaments along the x direction at the last
data output at t ≈ 70 Myr, though (not shown). However, these filaments are not losing much
mass and so they would presumably be effectively magnetically shielded and able to travel a
significant distance. It seems unlikely for it to survive the ∼ 10 kpc still remaining to reach
the disk-halo interface, though.
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For HD10 the early evolution of the cloud is largely similar to HD20, but after 60 Myr the
cloud in HD10 is less dispersed than in HD20. This could be due to radiative cooling being
more effective at stabilising the cloud in HD10 than in HD20 because of its higher density.
Compared to HD20 the HD10 cloud is less elongated along the transverse directions but more
enlongated along the z direction with the cloud having an overall filamentary morphology. At
the end of the simulation at t ≈ 65 Myr the leading edge of this filament is at z ≈ 3.7 kpc.
Although this is quite close to the disk-halo interface the filament is rapidly dispersing at this
point, so it is not clear whether a significant amount of gas will be able make its way to the
disk in this case. For MHD10 the evolution is reminiscent of MHD20. However, the wake is
longer and the cloud has a lobster-like shape at 60 Myr with two protruding filaments. At 70
Myr the cloud again splits into multiple filaments with the wake detaching from the leading
edge all together to form a separate filament while the two ‘claws’ form the two other separate
main filaments. At the end of the simulation the cloud remnants are at z ≈ 3.5 kpc close to the
disk-halo interface, so it seems likely that some gas will make its way to the disk in this case.
5.2.1 Magnetic field evolution
The structure of the magnetic field is shown in Figures 5.3 and 5.4. The evolution of the field
structure overall resembles that seen in the wind tunnel simulations described in the previ-
ous chapters. Draping and amplification of the field around the clouds is highly effective as
expected given that the Alfve´n velocity is very low at both z0 = 10 kpc and z0 = 20 kpc
(see Section 4.2 of paper II for a description of this phenomenon). The stronger field closer
to the disk causes the opening angle of the magnetic wake to be wider in MHD10 compared
to MHD20 because this field resists the draping more. At t ≈ 60 Myr the tail field has be-
come incoherent especially in simulation MHD20 although the twin-tail morphology is still
discernible far behind the cloud. Unlike at t ≈ 30 Myr, the structure of the field in simulation
MHD10 is noticeably different at t ≈ 60 Myr. The tail is much narrower in the yz-plane and a
region of low magnetic field strength remains behind the main cloud remnant bounded by thin
magnetic filaments. In the xz-plane the tail is still relatively coherent showing strong twin-tail
draping. Cloudlets along x = 0 in the wake cause draping of their own leading to smaller
V-shaped regions of amplified and weakened field far behind the main cloud remnant.
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Figure 5.1: Projections of the logarithm of the density in the simulations at t ≈ 30 Myr. The
leftmost plots are of simulations that have no magnetic field, the two plots to the right on each
row are of simulations that include the magnetic field. Because of the symmetry in the non-
magnetic simulations, the projections along the x and y axes are similar and hence only the
projection along the y axis is shown for HD10 and HD20. The top(bottom) row are simulations
where the cloud is initially at z0 = 20(10) kpc.
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Figure 5.2: Similar to Figure 5.1 but at t ≈ 60 Myr.
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Figure 5.3: Slices at y = 0 (left pair) and x = 0 (right pair) of the logarithm of the magnetic
field strength in the MHD simulations at t ≈ 30 Myr. Arrows indicate the direction of the
field in the xz-plane, arrows are omitted in the yz-plane because the field mainly points into
the page in this case. The left(right) pair shows the simulation where the cloud is initially at
z0 = 20(10) kpc. 81
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Figure 5.4: Similar to Figure 5.3 but at t ≈ 60 Myr.
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Figure 5.5: Evolution of the velocity of the cloud material’s center of mass. Due to their
overlapping even at late times, the curves for HD10 and MHD10 are plotted as semitransparent
to tell them apart.
5.2.2 Cloud velocity
Figure 5.5 shows the velocity of the centre of mass of the cloud material. The cloud seems
to be in free fall for the first ∼ 40 Myr after which drag starts to slow down the acceleration.
HD20 is the simulation where the cloud starts to slow down after the shortest amount of time
(≈ 50 Myr) while its magnetic counterpart, MHD20, is the simulation where the minimum
velocity is reached at the latest time (≈ 65 Myr). The z0 = 10 kpc simulations have not yet
reached the velocity turning point at the end of the runs but the velocity is clearly flattening
out and will presumably reach the minimum at around 60 Myr, before simulation MHD20.
At z0 = 20 kpc there is a substantial difference in the drag at later times with the cloud in
simulation MHD20 experiencing significantly less drag. This is due to the cloud being much
more of a coherent structure and much more compact along the y axis compared to the cloud
in HD20 which has almost dispersed completely into cloudlets by this time. In contrast, the
z0 = 10 kpc simulations show very little difference in the effect of drag between the HD and
MHD runs. In this case, the cloud in simulation MHD10 reaches minimum velocity before the
cloud in HD10. This can be explained by the magnetic drag becoming important at later times
due to the stronger field closer to the disk.
The minimum velocities are sufficient in all cases for the clouds to be classified as HVCs
if they were observed at that time. However, the fastest cloud in simulation MHD20 still does
not exceed a centre of mass speed of 170 km s−1. With the clouds being in free fall for most of
the time in all the simulations, the distance travelled is ∆z ≈ 5 kpc after 60 Myr in all cases.
As can be seen, there is some scatter which is symmetric for the HD runs and asymmetric
(mostly towards less negative velocities) for the MHD runs. This is not present in a lower
resolution, but otherwise equivalent, static grid run corresponding to the HD10 simulations
(not shown) and so must stem from a numerical issue. This is concerning and should be
alleviated in the future, however it is not so serious as to qualitatively affect the simulations.
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This can be seen in Figure 5.6 which shows a projection of the logarithmic density for the
static grid equivalent (except for a lower resolution of 40 cells per cloud radius) of run HD20
for comparison with the top left panel of Figure 5.2. The biggest difference between the two
is the ‘nose’ artefact which is much more severe in the AMR run.
5.2.3 Condensation
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Figure 5.6: Similar to the
upper left panel of Figure
5.2 (HD20) but for a static
grid, lower resolution equiv-
alent of that simulation.
In paper II, I found that IVCs near the disk-halo interface can
cause significant amounts of gas to condense out of the CGM as
they travel through it. This process is typically associated with
clouds that are metal enriched, slower, and less distant compared
to typical HVCs but Gritton et al. (2017) found that it could still
be effective in that case. As my simulations include radiative
cooling it is relevant to examine if condensation is occurring. I
show the evolution of the mass of cold gas in Figure 5.7, using
the T < 5× 105 K definition from paper II. This is normalised
by the mass of cold gas at the earliest time t = 2.5 Myr. I plot
the evolution from that time rather than from t = 0 Myr because
there is an early ≈ 10 percent increase in the mass of cold gas
that is similar in all simulations and is caused by early cooling
of the cloud-halo transition region rather than condensation of
halo gas.
As can be seen, unlike in paper II, the lowest amount of cold
gas is in the non-magnetic simulation HD20, which is mainly
characterised by a loss of cold gas rather than condensation. Al-
though the cloud becomes highly dispersed much of the mixed
gas remains hot. The lower cloud metallicity and halo density
compared to the simulations in paper II means that the mass of
stripped gas is not monotonically related to the mass of con-
densed gas as it was for the fountain IVCs. However, a sharp
upturn in the mass of cold gas can be seen near the end of
simulation HD20 so presumably condensation is beginning to
become effective. This resembles the high-velocity simulation
‘2HN-v200’ of paper II (see Figure 7 in the paper) so it might
also be largely due to the high velocity of the cloud in HD20
which becomes an HVC at t ≈ 30 Myr. In the equivalent MHD
simulation, MHD20, the cold gas mass instead increases mono-
tonically. The condensation seems to be about to be overtaken
by HD20 at the end of the simulation at t ≈ 65 Myr so in the end the effect of the magnetic
field might still be to suppress the condensation. The mass of condensed gas in MHD20 is
similar to the MHD simulations of IVCs in paper II. Hence, condensation appears to be quite
effective even relatively far out in the halo in agreement with the findings of Gritton et al.
(2017). For the z0 = 10 kpc simulations the evolution is instead analogous to the standard
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Figure 5.7: Evolution of the mass of cold gas normalised by the mass after the end of the initial
cooling of the cloud-halo transition region at t = 2.5 Myr.
simulations in paper II due to the higher cloud and halo densities. In both cases the mass of
cold gas increases according to a power law but much more steeply when no magnetic field is
included. For simulation HD10 condensation is highly effective increasing the mass of cold
gas by about 50 percent after ≈ 60 Myr.
The efficiency of the condensation can, however, not simply be equated to the mass of gas
that will actually be accreted onto the disk. The cold gas still has to sink to the disk without
being reheated or halted completely by drag . For the relatively nearby clouds of paper II
this was less of an issue although in this case the condensed gas mass is still strictly only
an upper limit on the accreted gas mass. For the more distant clouds in this work it seems
likely that much of the gas that condenses out of the CGM will not be able to reach the disk.
To really probe this question, as well as the general survival of the clouds themselves, the
simulations would have to be run further until either the cloud remnant and the condensed gas
has completely diffused or reached the disk-halo interface.
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Chapter 6
Conclusions and Future Work
6.1 Discussion and conclusions
In this thesis I have presented an array of increasingly sophisticated simulations to examine
the effect of magnetic fields in the CGM on gas accretion processes. In Chapter 2 I briefly
described the simple case of an HVC struck by a uniform wind with no radiative energy loss. In
paper I in Chapter 3 I extended this to a wind with density and magnetic field strength gradients
to simulate the HVC travelling through the halo. Chapter 4 (paper II) changed the topic to
clouds in the galactic fountain, mainly IVCs, closer to the disk focusing on condensation of
cold gas out of the CGM. For these I assumed a uniform wind due to the cloud travelling
through a smaller part of the halo, but included radiative cooling and AMR allowing for much
higher effective resolution. Finally, in Chapter 5 I returned to examining HVCs but included
the gravitational potential of the galaxy, in addition to cooling and AMR.
Drawing together the results of these studies, a picture emerges where magnetic fields in
the CGM significantly affect the accretion of gas onto the disks of star forming galaxies. Even
quite weak magnetic fields can become dynamically important through ‘draping’ of the mag-
netic field so long as the field is not parallel to the cloud’s direction of motion. This strongly
amplifies the field locally around the cloud and its wake. Hence, the common justification for
ignoring magnetic fields in simulations, namely that β  1 in the initial conditions, is gener-
ally not appropriate if there is considerable fast (more specifically, super-Alfve´nic) gas motion
in the system. For strong fields and/or slow clouds, i.e. sub-Alfve´nic motion, the field may be
able to effectively resist draping through its magnetic tension. However, for fast clouds fields
strong enough to not experience draping are already of sufficient strength to have significant
impact.
Overall, I have studied two general scenarios based on the interaction of clouds with the
CGM. Central to both of these are the shocks and hydrodynamic instabilities caused by their
relative motion. One scenario is the survival of HVCs, i.e. how much of their gas may reach
the star forming disk as one or more cloud remnant(s). The other scenario is the condensa-
tion of cold gas out of the CGM triggered by IVCs and HVCs travelling through it relatively
close to the disk. I show that the fundamental impact of the magnetic field is the same in
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either case. The magnetic field effectively forms a barrier around the cloud and its wake that
reduces the stripping caused by Kelvin-Helmholtz instability. While the field can amplify the
Rayleigh-Taylor instability along the third axis leading to the cloud being clearly extended in
that direction, I find that the magnetic field never hastens the destruction of any of the clouds
in any of my simulations. Overall, I find that the magnetic field reduces the dispersion of the
initially quite distant (z0 = 52 kpc) HVCs of paper I, but only moderately. The very weak
field at the initial distance has essentially no impact but magnetic effects become noticeable
for clouds able to reach z ∼< 10 kpc. However, for the less idealised simulations in Chap-
ter 5, where the cloud was initially at rest and closer to the disk, the magnetic field plays a
much more important role. Although these results are only preliminary they suggest that the
magnetic field could substantially increase the mass of gas able to reach the disk.
In paper II the effect of the magnetic field is fundamentally the same as in my work fo-
cusing on the survival of HVCs, but this has the opposite effect on the accretion rate. In this
scenario, the condensation of cold gas out of the CGM is driven by its mixing with gas stripped
from clouds ejected in the galactic fountain. Thus, less stripping leads to less accretion, even
if the ejected cloud itself retains more of its mass, and the effect of the magnetic shielding
becomes to reduce the associated accretion rate. This is of course under the assumption that
this condensed gas, which will itself be vulnerable to hydrodynamic instabilities, is able to
reach the disk. For gas condensing close to the disk-halo interface this seems reasonable, al-
though the mass of condensed gas is still strictly only an upper limit on the mass eventually
accreted onto the disk. Assuming that the condensed gas does reach the disk this mechanism is
still able to cause significant, but not excessive, accretion. In Chapter 5 I show that even low-
metallicity HVCs may lead to significant condensation but in this case it is much less clear if
an appreciable fraction of the condensed cloudlets can reach the disk.
There are some additional potentially important accretion mechanisms not examined in
this thesis (see Section 1.2 for a brief description of these). Based on the literature and my
more fundamental findings, magnetic fields should also impact these processes. As mentioned
in Section 1.3.1, thermal instability may be able to cause condensation of cold gas in the halo
from small density perturbations, in addition to any condensation occurring through the inter-
action with clouds as examined in paper II and Chapter 5. Magnetic fields seem to be essential
for this process to be viable by stabilising the perturbations against buoyant oscillations which
would otherwise tear them apart (Ji et al., 2018). Magnetic fields also affect cold accretion,
where large scale filaments from the cosmic web accrete directly onto the disks of mainly
high redshift galaxies. These galaxies have no CGM so their survival against hydrodynamic
instabilities is less of a concern although they are still travelling through an external medium,
namely the intergalactic medium (IGM). While the magnetic field in the IGM is quite weak the
magnetic fields in the disks of high redshift star forming galaxies are strong compared to the
field in the present day disk of the MW. The magnetic tension in this strong disk field forms
a ‘barrier’ that can only be overcome once the mass of gas trapped above it exceeds some
threshold (Birnboim, 2009). This does not reduce the long term time averaged accretion rate
but does lead to the gas being accreted onto the disk in a more clumpy fashion. Finally, in the
case of mergers with satellite galaxies the field will have less of an effect because self-gravity
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is the dominate stabilising force in this case. However, much of their gas might be ram pres-
sure stripped prior to reaching the disk (the Magellanic Stream and Leading Arm are examples
of such stripped gas) in which case the magnetic field will have the same stabilising role for
these stripped filaments as for HVCs.
In summary, the only gas accretion process that seems to be overall inhibited by magnetic
fields is accretion through galactic fountains. Hence, the fundamental question of whether the
overall role of the magnetic fields in star forming galaxies is to facilitate or to impede gas
accretion onto the disk depends on the relative importance of fountain accretion compared to
the other accretion mechanisms. This is still largely unknown. In any case, I have shown
that magnetic fields, which are usually not included in studies of galactic gas dynamics, can
no longer be ignored. They represent an important component to be taken into account in all
future work if we are to arrive at a deep understanding of how galaxies form and grow.
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6.2 Future work
Although the work I present in Chapters 2 to 5 is based on increasingly sophisticated simula-
tions all of them represent highly idealised scenarios. The essential features that I consistently
find in these, such as stripping of cloud material by hydrodynamical instabilities that forms a
wake behind the cloud and the draping of the magnetic field, are universal effects that will oc-
cur whenever an overdensity moves through some medium. However, substantial differences
in the evolution of the system might still present themselves as simplifying assumptions are
dropped and this warrants the focus of future study.
6.2.1 Realistic initial conditions
All the clouds that I have studied have spherically symmetric density profiles, no internal
velocities, and the same magnetic field as in the halo (see below). Actual HVCs and fountain
clouds might not be significantly turbulent as they contain no stars to drive the turbulence.
Nonetheless, they would probably be more closely described by a fractal density distribution,
as suggested by the HVC observations of Vogelaar & Wakker (1994); van Woerden et al.
(2004), and should have some internal velocity dispersion.
In my simulations I have only studied the effects of unidirectional magnetic fields that
extend throughout the volume, including the cloud. However, as mentioned in Section 1.1.1,
in addition to the large scale ordered component the halo magnetic field has isotropic and
anisotropic random components of comparable magnitude arising from turbulence in the CGM.
Also, some clouds such as fountain clouds originating in the disk or HVCs stripped from satel-
lite galaxies would be expected to carry their own internal magnetic fields from their former
environments. These would likewise include both ordered and random components. Clouds
with isotropic random fields moving through a medium with an ordered field has been studied
in McCourt et al. (2015) and Banda-Barraga´n et al. (2018). They find that these fields are more
effective at stabilising the clouds compared to uniform ordered fields. In Banda-Barraga´n et al.
(2018) the cloud is initially turbulent with a fractal density distribution and internal velocity
dispersion and quickly fragments into smaller filaments. However, those filaments are very
long-lived due to effective magnetic shielding. There are no studies in the literature on the
scale of single clouds that include ambient fields with random components. Presumably, such
a simulation would be challenging to perform because the ambient medium then cannot be
initialised to be in approximate equilibrium on all scales. While an isotropic random magnetic
field can be force-free (e.g. McCourt et al., 2015) the sum of such a field with an ordered
field would lead to a non-zero and highly non-uniform Lorentz force. In any case though, the
scenario of a unidirectional magnetic field in the cloud and halo is very highly idealised and
other, more observationally motivated, configurations should be considered in future studies.
Especially for the case of clouds with fractal density distributions and internal velocity disper-
sion, magnetic fields with random components should be included as well to self-consistently
simulate such non-uniform clouds.
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6.2.2 Non-ideal MHD
In all simulations I have assumed ideal MHD. The uncertainties related to the gas physics
alone, such as the use of CIE cooling with no ultraviolet heating (or no radiative cooling at
all in Section 2 and paper I), are large enough that these should arguably be addressed before
turning to the physics related to the magnetic fields. Nevertheless, the effects of relaxing
assumptions for the magnetic physics could be significant and warrant further investigation.
Basic non-ideal MHD comprises the addition of Ohmic resistivity, Hall drift, and ambipolar
diffusion (see Section 1.4.1). The first two of these should be relatively insignificant in the
low density regime that all my simulations occupy (except possibly for their role in magnetic
reconnection) but ambipolar diffusion might have a substantial effect (J. Wurster 2018, private
communication).
Additionally, an assumption that I have made in all my simulations is that all the gas is fully
ionised. This is obviously not consistent with the temperature of the majority of the cloud be-
ing 104 K or less. This is not a major concern because the important effects of hydrodynamic
instabilities and magnetic draping occur at the cloud-wind interface where the gas actually is
fully ionised. Additionally, even a quite low ionisation fraction is sufficient to effectively cou-
ple neutral particles to the magnetic field through collisions with charged particles. However,
to include the magnetic field consistently the different couplings of neutrals and charged par-
ticles should be included. This can be done through two-fluid or even three-fluid (separating
the charged particles into ions and electrons) extensions of MHD (e.g. Braginskii, 1965). Such
models are commonly used in solar and planetary physics but have not been applied to 3D
simulations on kpc scales due to their high computational expense.
A fundamentally non-ideal effect that is probably important in any case is magnetic recon-
nection (see Section 1.4.1). This phenomenon is still only partially understood with research
focusing on solar physics where it has been found to be essential for solar flares (e.g. Browning
et al., 2008; Janvier, 2017). It requires some diffusion of the magnetic field to occur and so
should not be present in ideal MHD. However, due to numerical resistivity it does still occur
to some degree in all of my simulations (see Section 4.1 of paper II). Reconnection is rarely
explicitly included in kpc scale simulations but may be important for clouds that cause mag-
netic draping because this tends to create adjacent layers of amplified oppositely directed field
lines in the wake (see, e.g., the second panel from the left in Figure 6 of paper I) which should
facilitate reconnection.
6.2.3 Thermal conduction
Electron thermal conduction in plasmas is rarely included in simulations but it might be a
significant effect. This is a diffusive process and so it can hasten the dispersion of clouds,
but alternatively it might overall delay destruction by smoothing out the steep density gra-
dients where KH instability occurs. A challenge in modelling thermal conduction is that it
is suppressed by magnetic fields in the direction perpendicular to the field and this suppres-
sion is not at all well constrained. For ordered fields the suppression is so great as to render
thermal conduction completely insignificant. For tangled, i.e. isotropic random, fields with
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a single coherence scale the suppression factor is ∼ 1000 − 100 (Rechester & Rosenbluth,
1978). However, turbulence might lead to a field that is tangled on a wide range of scales in
which case the suppression can be decreased to ∼ 5 (Narayan & Medvedev, 2001). Bru¨ggen
& Scannapieco (2016) simulate cloud-wind interaction in the context of galactic outflows with
thermal conduction and no magnetic field. They find that the strong thermal conduction hin-
ders the acceleration of the cloud and conclude that for gas to be ejected from galaxies there
must be significant magnetic suppression. Armillotta et al. (2017) crudely include magnetic
suppression by dividing the thermal conduction rate by 10. They find that the inclusion of this
quite strong thermal conduction causes substantial smoothing of the cloud and its wake. This
helps the cloud retain more cold gas but only moderately. In any case, thermal conduction has
not been self-consistently modelled with magnetic fields. The suppression factor is not only
uncertain but the suppression is highly anisotropic so multiplying the isotropic non-magnetic
thermal conduction rate with an overall factor is a very crude approximation. PLUTO includes
thermal conduction with anisotropic magnetic suppression (although only a β  1 approx-
imation Balbus, 1986). An MHD study of the effect of thermal conduction in cloud-wind
interactions with different magnetic field configurations would be a feasible and interesting
future project. However, due to magnetic draping I would expect that the field would become
sufficiently ordered around the cloud and its wake for most field configurations to effectively
suppress the thermal conduction.
6.2.4 Larger scale simulations
In my idealised galactic fountain cloud simulations in paper II infalling and outflowing mate-
rial cannot be discerned. No ‘up’ and ‘down’ directions can be specified because the ambient
medium is uniform and there is no gravitational potential. Consequently, I assume that the
cloud has already been launched from the disk and reached the CGM at the beginning of the
simulations. The galactic fountain could be examined in a more realistic way by simulating a
larger part of the ISM and CGM rather than a single cloud. Such simulations would include
the gravitational potential of the disk and stellar feedback such as supernovae. Further impor-
tant physics that could be included are the effects of cosmic rays, which are strongly coupled
to the magnetic field and can drive outflows, and ultraviolet heating from stars. Using such
simulations I could follow the full fountain cycle of outflowing gas that eventually becomes
infalling together with some amount of condensed material. The ejected gas would naturally
form filamentary shapes rather than idealised spherical clouds. This work would resemble
the MHD simulations of Girichidis et al. (2016) but those simulations were not run for long
enough to analyse a full fountain cycle and mainly focused on outflowing gas.
6.2.5 Multiple clouds
The HVCs in Chapters 2, 3, and 5 are all simulated as single clouds that interact only with the
halo gas. However, many HVCs are part of larger multi-HVC complexes such as the Leading
Arm or Complex C. Forbes & Lin (2018) study the idealised scenario of an infinite array of
clouds travelling in a line without magnetic fields. They find that these clouds effectively shield
92
CHAPTER 6. CONCLUSIONS AND FUTURE WORK
each other for separations up to about 8 cloud radii leading to significantly reduced dispersion.
If the halo magnetic field can effectively drape around the entirety of such ensembles of clouds
it could considerably increase the shielding effect. Thus, it would be worthwhile to study this
scenario in MHD and possibly relaxing other assumptions of the highly idealised scenario of
Forbes & Lin (2018) as well (e.g. clouds that are not perfectly aligned or of different relative
sizes).
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