





U´loha automaticke´ho odezı´ra´nı´ ze rtu˚ je v soucˇasnosti sta´le rˇesˇeny´m te´matem, kde vy´sledky
strojove´ho rozpozna´va´nı´ nedosahujı´ zdaleka takove´ kvality jako odezı´ra´nı´ rˇecˇi cˇloveˇkem. Tato
u´loha je vy´znamna´ zejme´na z pohledu rozpozna´va´nı´ mluvene´ho slova v rusˇne´m prostrˇedı´, u
postizˇeny´ch rˇecˇnı´ku˚, prˇi tiche´m diktova´nı´, atd.
State-of-the-art metody pouzˇı´vanı´ k odezı´ra´nı´ ze rtu˚ prima´rneˇ neuronove´ sı´teˇ. Na uzavrˇeny´ch
datasetech s omezeny´m mnozˇstvı´m slov a prˇesneˇ danou syntaxı´ dosahujı´ soucˇasne´ metody
prˇesnosti kolem 90%. Na otevrˇeny´ch datasetech vytvorˇeny´ch naprˇı´klad z vysı´la´nı´ televiznı´ch
zpra´v dosahuje tato prˇesnost hodnoty kolem 60%. Tato oblast sta´le obsahuje velke´ mnozˇstvı´ pro-
storu ke zlepsˇenı´ a jednou z mozˇnostı´ je adaptace neuronove´ sı´teˇ na konkre´tnı´ho rˇecˇnı´ka. Tato
pra´ce se zaby´va´ prvnı´m krokem te´to adaptace a to zı´ska´nı´m dodatecˇne´ informace a konkre´tnı´m
rˇecˇnı´kovy a vytvorˇenı´m prˇı´znakove´ho vektoru reprezentujı´cı´ toho rˇecˇnı´ka - LipsID.
2 LipsID
Navrzˇena´ reprezentace je inspirova´na metodou iVector popsanou v pra´ci Saon at al.
(2013), pu˚vodneˇ navrzˇenou k identifikaci rˇecˇnı´ka v u´loze automaticke´ho rozpozna´va´nı´ rˇecˇi.
Jak se pozdeˇji uka´zalo, tento prˇı´znakovy´ vektor doka´zˇe vylepsˇit i samotne´ rozpozna´va´nı´ a dı´ky
sve´ nı´zke´ dimensionaliteˇ je te´zˇ vhodny´ ke zpracova´nı´ v rea´lne´m cˇase. LipsID reprezentace
tedy stavı´ na principu klasifikace rˇecˇnı´ka pomocı´ jednotlivy´ch snı´mku˚ z videa obsahujı´cı´ho rˇecˇ.
Tato klasifikace je zı´ska´na pomocı´ specia´lneˇ navrzˇene´ neuronove´ sı´teˇ, ktere´ se ucˇı´ identifikovat
rˇecˇnı´ka na za´kladeˇ snı´mku˚ obsahujı´cı´ch pouze oblast rtu˚.
Pocˇa´tecˇnı´ experimenty byly navrzˇeny tak, zˇe se sı´t’ naucˇila identifikovat rˇecˇnı´ky podle
samostatny´ch snı´mku˚ s vyuzˇitı´m 2D konvolucˇnı´ch vrstev. Toto zpracova´nı´ dosa´hlo u´speˇsˇnosti
99, 1%. Jelikozˇ se prˇi rozpozna´va´nı´ mluvene´ rˇecˇi z videa pouzˇı´vajı´ jako vstupnı´ data sekvence
obra´zku˚, smeˇrˇovala dalsˇı´ snaha k vytvorˇenı´ sı´teˇ, ktera´ bude prova´deˇt vy´sˇe zmı´neˇnou klasifikaci
na za´kladeˇ teˇchto dat. Pomocı´ noveˇ pouzˇı´vany´ch 3D konvolucı´ publikovany´ch v Ji at al. (2013)
tedy byla vytvorˇena sı´t’ klasifikujı´cı´ rˇecˇnı´ky ze sekvencı´ cˇı´tajı´cı´ch 15 po sobeˇ jdoucı´ch snı´mku˚.
Tyto snı´mky byly nejprve prˇevedeny do odstı´nu˚ sˇedi a pote´ spojeny je jedne´ matice o velikosti
sˇı´rˇka × vy´sˇka × de´lka sekvence. Vy´stupem sı´tı´ je v tomto prˇı´padeˇ softmax klasifikace do trˇı´d,
ktere´ odpovı´dajı´ jednotlivy´m rˇecˇnı´ku˚m. Parametrizacˇnı´ vrstva se nacha´zı´ jako prˇedposlednı´ a
LipsID tedy dostaneme odecˇtenı´ vy´stupu prˇedposlednı´ vrstvy konkre´tnı´ sı´teˇ.
Tre´novacı´ data pro tuto sı´t’ byla zı´ska´na z datasetu UWB-HSCAVC vytvorˇene´ho na
Za´padocˇeske´ univerziteˇ v Plzni skupinou Cı´sarˇ at al. (2005). Z datasetu byla vybra´na data 62
rˇecˇnı´ku˚, ktera´ obsahujı´ 200 nahrany´ch veˇt. Z teˇchto veˇt je prvnı´ch 50 spolecˇny´ch pro vsˇechny
rˇecˇnı´ky a ostatnı´ veˇty se lisˇı´. Pro tre´nova´nı´ sı´tı´ byly vyuzˇity snı´mky z veˇt, ktere´ jsou pro vsˇechny
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Obra´zek 1: Tre´novacı´ data pro neuronove´ sı´teˇ.
rˇecˇnı´ky spolecˇne´ a zbyle´ veˇty byly pouzˇity jako vy´vojova´ a testovacı´ data.
3 Za´veˇr
V te´to pra´ci byla navrzˇena metoda pro vytvorˇenı´ parametrizace rtu˚ konkre´tnı´ch rˇecˇnı´ku˚
pro u´cˇely adaptace soucˇasny´ch metod rozpozna´va´nı´ vizua´lnı´ slozˇky rˇecˇi - odezı´ra´nı´ ze rtu˚.
Dalsˇı´m u´kolem bude implementovat navrzˇenou metodu do sta´vajı´cı´ch sı´tı´, naprˇı´klad LipNet
(Assael at al. (2016))), WLAS (Chung at al. (2017)) a LCANet (Xu at al. (2018)).
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