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PREFACE 
The present dissertation entitled "A study of derivations in 
associative rings" containing the results obtained by various 
researchers on derivations in associative rings, has been prepared 
under the inspiring guidance of Dr. Asma Ali, Lecturer, Department of 
Mathematics, Aligarh Muslim University Aligarh. 
The study of derivations in rings started about forty years ago. 
The famous theorem of E.G. Posner proved in 1957, states that if R is a 
2-torsion free prime ring and di,d2 are derivations of R such that 
iterate did2 is also a derivation, then one at least of di and d^  is zero. 
Since then the subject has been attracting a wide circle of Algebraists. 
To mention a few; I.N. Herstein, J. Vukman, M. Bresar, H.E. Bell, A. 
Giambruno, P.H, Lee, Q. Deng and Mohd. Ashraf and a many others. 
The object of the present dissertation is to collect and arrange 
some of the research works on derivations during the last few years. 
This exposition consists of five chapters. Chapter 1 contains 
preliminary notions, basic definitions and some of the properties of 
various topics which are used to develop the theory in the subsequent 
chapters. 
Chapter 2 opens with a classical result due to Posner [85] 
mentioned above. Section 2.3 deals with a result due to Chung and Luh 
[38] which states as follows: If R is a n-l!-torsion free semi-prime 
ring with a derivation d such that d(x)" = 0, for all x G R, then d = 0. 
In section 2.4 Lie and Jordan ideals of a prime ring together with a 
derivation are studied. The last section is developed to introduce the 
notion of generalized derivation. 
Chapter 3 deals with the study of Jordan derivations in rings. 
Section 3.2 opens with a famous results of Herstein [55] which states 
that every Jordan derivation on a 2-torsion free prime ring is again a 
derivation. This result has been generalized for semi-prime rings in the 
next section. Section 3.4 contains certain results on Jordan derivations 
defined on a subset of a prime ring. Finally some of the results due to 
Bresar and Vukman [36] have been presented. 
Chapter 4 is devoted to the study of centralizing derivations and 
automorphisms defined on prime rings. Section 4.2 begins with a well-
known result due to Posner [85] which states as follows: If a prime 
ring R has a non-trivial centralizing derivation, then R must be 
commutative. Section 4.3 opens with a result due to Bresar [27] which 
states as follows: Let R be a prime ring and I be a non-zero left ideal 
of R. Suppose that derivations d and g of R are such that d(u)u - ug(u) 
is in Z(R), for all u e I . If d T^  0, then R is commutative. In the last 
section a result due to Bresar [27] has been included. 
Chapter 5 deals with the study of commutativity-preserving 
derivations in prime and semi-prime rings. Section 5.2 begins with a 
result due to Daif and Bell [41]. In section 5.3 some results based on 
commutativity of prime and semi-prime rings admitting strong 
commutativity-preserving derivations and endomorphisms are given. 
Section 5.4 opens with a result due to Deng and Ashraf [42] in which 
the mapping F and G of a ring R satisfy the property [F(x) , G(y)] 
= [x , y], for all X , y in a subset of R. Further, certain results on 
Ill 
commutativity of rings are obtained. In the last section generalizing of 
the results of section 5.2 due to Bell and Daif [9] have been presented. 
At the end, a lengthy bibliography of the literature related to the 
subject matter of the dissertation is given. 
In each Chapter suitable examples are provided at proper places 
to illustrate that the restrictions imposed on the hypotheses of the 
various results were not superfluous. 
The definitions, examples and results in the text have been 
specified with double decimal numbering. The first figure indicates the 
chapter, the second denotes section and the third mentions the number 
of definition, or example or lemma, or theorem as the case may be in a 
particular Chapter. For example Theorem 2.5.4 refers to the fourth 
Theorem appearing in section 5 of Chapter 2. 
« « « « • 
« * 
CONTENTS 
Page No. 
A CKNO WLED GEM Em 
PREFACE i-iii 
CHAPTER-01 01-09 
Preliminaries 
CHAPTER-02 10-31 
Derivations in Prime Rings 
CHAPTER-03 32-51 
Jordan Derivations of Prime Rings 
CHAPTER-04 52-69 
On Centralizing and Commuting Mappings 
CHAPTER-05 70-88 
Commutativity Preserving Derivations in Rings 
BIBLIOGRAPHY 89-96 
CHAPTER-01 
PRELIMINARIES 
§1.1 INTRODUCTION 
This chapter introduces basic concepts, preliminary definitions 
and some fundamental results, which we shall require for the 
development of the subject in the present dissertation. Although we 
have no intentions to deal with such elementary concepts as those of 
set, group, homomorphism, endomorphism, sum and direct sum etc, but 
beginning with the very definition of ring, we have introduced 
notations like zero-divisor, nilpotent element, ideal and Lie ideal. Also 
properties of various topics are given as remarks. 
We have used the following literatures for the material presented 
in this chapter. Herstein [52], [53], [54], Jacobson [59], [60], Krull 
[66], Kurosh [67], Lambek [68], McCoy [80], [81], [82]. 
§1.2 
Throughout the dissertation, unless otherwise mentioned, R 
denotes an associative ring having at least two elements. However, R 
may not have unity. 
Definition 1.2.1 (Ring). A non-void set R with two binary 
operations of addition and multiplication is said to be a ring if the 
following conditions are satisfied: 
(i) <R, + > is an abelian group. 
(ii) <R, •> is a semi-group. 
(iii) Multiplication is distributive over addition i.e. a(b + c) = ab + ac 
and (b + c)a = ba + ca, for all a,b,c in R. 
Remark 1.2.1. If in a ring R there exists an element e such that 
ae = a = ea, for all a e R, then e is called unity of R and R is called 
the ring with unity. 
Remark 1.2.2. The ring R is said to be commutative if ab = ba, 
for all elements a,b e R, otherwise R is non-commutative. 
Remark 1.2.3. A non-void subset S of a ring R is said to be a 
subring of R if for all a,b e S, ab e S and a - b e S. 
Definition 1.2.2 (Zero Divisor). An element a of a ring R is said 
to be a zero divisor if there exists a non-zero element b in R such that 
ab = 0 or a non-zero element c in R such that ca - 0. 
Definition 1.2.3 (Nilpotent element). An element a of a ring R is 
said to be nilpotent if there exists a positive integer n such that a" = 0, 
such a least positive integer is called index of nilpotency of a. 
Remark 1.2.4. It is trivial that the zero of a ring is nilpotent. 
Moreover, every nilpotent element is necessarily a divisor of zero. For 
if a ^ 0 and n is the smallest positive integer such that a" = 0, then 
n > 1 and a(a""*) = 0 with a"'' 9^0. 
Definition 1.2.4 (Ideal). Let I be a non-void subset of ring R 
with the property that I is a subgroup of additive group <R, +>. Then 
(i) I is a right ideal in R, if I is closed under multiplication on 
the right by the elements of R, i.e. for each a e I and reR, 
ar e I. 
(ii) I is a left ideal in R, if I is closed under multiplication on 
the left by the elements of R i.e. for each ael and reR, rael. 
(iii) I is an ideal in R if it is both a right ideal as well as a 
left ideal in R i.e. for each ael and reR, ra e I and are I. 
Remark 1.2.5. If R is a commutative ring, then the concept of 
right and left ideals coincide. 
Remark 1.2.6. A non-void set I of a ring R is a right ideal if and 
only if for a , b e 1 and r e R, a - b e I, ar e I. The corresponding 
results can also be formulated for left ideals and ideals. 
Remark 1.2.7. The intersection of any set of left (right) ideals 
in a ring R is a left (right ) ideals in R. 
Definition 1.2.5 (Nilpotent ideal). An ideal I of a ring R is said 
to be a nilpotent ideal if there exist a positive integer n such that 
r = (0). 
Definition 1.2.6 (Nil ideal). An ideal I of a ring R is said to be a 
nil ideal if every element of I is nilpotent. 
Example 1.2.1. Let M be the ring of 2 x 2 upper triangular 
matrices over integers. Consider the ideal I of M generated by ei2. 
Then I is nilpotent and also, nil ideal. 
Remark 1.2.8. A nilpotent ideal is a nil ideal but converse need 
not be true. 
Example 1.2.2. Let P be a fixed prime and for each positive 
integer i, let Rj be the ideals in , consisting of all nilpotent 
elements of . Now, consider discrete direct sum T of rings R, 
(i = 1,2,3...). Then T is a nil ideal of T itself. However, for each 
positive integer n, there exists an element a of T such that a" ^ 0. In 
other words, although every element of T is nilpotent there is no fixed 
positive integer n such that a" = 0, for every a e T. Accordingly, T 
is not nilpotent. 
Definition 1.2,7 (Prime ideal). An ideal P in a ring R is said to 
be a Prime ideal if and only if it has the property that for any ideals 
A,B in R, whenever AB c P, then A c P or B c P. 
Remark 1.2.9. If R is a commutative ring then an ideal P of R 
is prime ideal if and only if for all a , b e R, ab e P implies that a e P 
or b e P. 
Example 1.2.3. Let R = Z, the ring of integers. Then the ideal 
1 = {pZ : p is prime} is a prime ideal of R. 
Definition 1.2.8 (Maximal ideal). An ideal M of a ring R is 
called a maximal ideal if M 9^  R and there exists no ideal I in R such 
that McIcR. 
Remark 1.2.10. If M ^^  R, is a maximal ideal of R then for any 
ideal I of R, M c I c R holds only when either I = M or I = R. 
Examplel.2.4. Let R be the ring of all real-valued continues 
function on [0,1]. Consider M - {f e R : f(l/2) = 0}. Then M is a 
maximal ideal of R. 
Remark 1.2.11. Every maximal ideal in a commutative ring 
with unity is prime. However, the converse of this statement is not 
true. But converse is true if R is finite commutative ring. 
Following example shows that the existence of unity in the ring 
is essential for the validity of the statement given in the above remark. 
Example 1.2.5. Consider R = E, the ring of even integers. In R, 
(4) is a maximal ideal, but it is not prime. 
Definition 1,2.9 (Jacobson radical). The Jacobson radical J(R) 
of the ring R is the intersection of all maximal left (right) ideals of R. 
Remark 1.2.12. J(R) is a two sided ideal of R. 
Definition 1.2.10 (semi-simple ring). A ring R is said to be 
semi-simple if its Jacobson radical is zero. 
Definition 1.2.11 (Characteristic of a ring). If there exists a 
positive integer n such that na = 0, for every element a of the ring R, 
the smallest such positive integer is called the characteristic of R. If 
no such positive integer exists, R is said to have characteristic zero. 
Definition 1.2.12 (n-torsion free ring). A ring R is said to be n-
torsion free, where n (^ 0^) is an integer, if whenever nx = 0, with x G 
R, then x = 0. 
Definition 1.2.13 (Center). The center Z(R) of a ring R is the set 
of all those elements of R which commute with every element of R. 
Definition 1.2.14 (centralizer). Let S be a non-void subset of a 
ring R. Then the centralizer of S in R, denoted by CR (S), is defined as 
CR(S) = {a e R 1 xa = ax , for all x e S}. 
Definition 1.2.15 (R-module). Let R be any ring. Then a non-
void set M is said to be a left R-module if M is an abelian group under 
an additive binary operation "+" and for every r e R and m e M there 
exists an element rm in M satisfying the following: 
(i) r(a + b) = ra + rb; 
(ii) (r + s)a = ra + sa; 
(iii) r(sa) = (rs)a 
for all a,b e M and r , s € R. 
Similarly we define a right R-module. 
Example 1.2.6. Every ring R is an R-module over itself. 
Example 1.2.7. Every abelian group G is an R-module over the 
ring of integers. 
Definition 1.2.16 (Annihilator). Let M be an R-module, then the 
Annihilator of M is defined as Ann(M) = {a G R | aM = 0}. 
Definition 1.2.17 (Centriod). Let R be a ring, we consider it as a 
module over itself. Let E(R) be the endomorphism ring of the additive 
group of R. If r e R, Tr : X —> xr and Lr : x -> rx are both in E(R).Let 
B(R) be the subring of E(R) generated by all Tr, Ts, r, s e R. Then 
the centriod of R is the set of elements in E(R) commuting 
elementwise with B(R). 
Definition 1.2.18 (Extended Centriod and central closer). Let R 
be a prime ring and let M be the set of all pairs (U , f), where U is a 
nonzero ideal of R and f : U -^ R is a right R-module map on U into R. 
We define an equivalence relation on M by (U , f) ~ (V , g) if f = g on 
some nonzero ideal W contained in U n V. The set Q of all 
equivalence classes forms a ring under the operations induced by 
addition and composition of representatives of the equivalence classes. 
R embeds in Q as left multiplication on R. Then the center C of Q is a 
field containing the centriod of R which is known as extended centriod 
of R. Also S = RC is known as central closer of R. 
Definition 1.2.19 (Simple ring). A ring R with more than one 
element is said to be a simple ring if its only ideals are the two trivial 
ideals namely, (0) and R. 
Example 1.2.8. Let P be an arbitrary but fixed prime number. 
Then the set Zp = {0,1,2,... ,p-l} with respect to addition and 
multiplication modulo p is a simple ring. 
Remark 1.2.13. For simple ring, the condition R^  -t- (0) is 
equivalent to the condition R = R. 
Remark 1.2.14. A division ring is necessarily simple but not 
conversely. In fact, if D is a division ring then complete matrix ring 
Dn, for a positive integer n is simple which of course, is not a division 
ring. 
Definition 1.2.20 (Prime ring). A ring R is said to be prime, if 
for a, b in R, aRb = (0), implies that a = 0 or b = 0. 
Example 1.2.9. Every simple ring is a prime ring. Hence, 
R = Zp, C etc. are prime rings. 
Definition 1.2.21 (Semi-prime ring). A ring R is said to be semi-
prime if it has no nonzero nilpotent ideals. 
Remark 1.2.15. R is semi-prime if and only if aRa = (0), 
implies that a = 0. 
Remark 1.2.16. A commutative ring R is a semi-prime ring if 
and only if it has no nonzero nilpotent elements. 
Definition 1.2.22 (Lie and Jordan Structures). Let R be an 
associative ring R. Then using its operations, two new products can be 
induced as follows: 
(i) For X , y e R, the Lie product, [x , y] == xy - yx. 
(ii) For X , y e R, the Jordan product, (x , y) = xy + yx. 
Remark 1.2.17. For x , y e R, [x , y] = xy - yx is called the 
commutator of x and y. 
Remark 1.2.18. For any x, y, z e R, the following identities 
hold: 
(') [[x , y], z] + [[y , z], X] + [[z , x], y] = 0. This identity 
usually called Jacobi Identify. 
(ii) [xy , z] = x[y , z] + [x , z]y 
(iii) [x , yz] = y[x , z] + [x , y]z. 
Definition 1.2.23 (Lie subring). A subset S of a ring R is said to 
be a Lie subring of R if S is an additive subgroup such that for a, 
b e S, [a , b] G S. 
Similarly, we can define a Jordan subring of the ring R. 
Example 1.2.10. Let R be a ring of 2x2 matrices with entries 
from GF(2). Consider 
U = a b 
b a 
a, b G GF(2) 
Then U is a Lie subring of R. 
Definition 1.2.24 (Lie and Jordan ideal). Let S be a Lie subring 
of R. The additive subgroup U of S is called a Lie ideal of S if 
whenever u e U and x e S, then [u , x] e U. 
Similarly we can define the concept of Jordan ideal of a Jordan 
subring of R. 
Example 1.2.11. Let R be a ring of 2x2 matrices with entries 
from GF(2). Consider 
U = 
a h^ 
h a a,b e GF(2) 
Then U is a Lie (Jordan) ideal of R. 
Example 1.2.12. Let R be a prime ring of all 2 x 2 matrices over 
GF(2). Consider 
U = 
Then U is a Lie ideal of R. 
a b 
^c ay 
I a,b,cGGF(2) . 
Definition 1.2.25 (Centralizing and commuting mappings). Let S 
be a non- void subset of R. Then an additive mapping F : R -> R is 
said to be centralizing (resp. commuting) on S if [F(s), s] e Z(R) 
(resp. [F(s), s] = 0.) hold, for all s in S. 
Definition 1.2.26 (Skew-centralizing and skew-commutative 
miapp-ings). Let S be a non-empty subset of R. Then a mapping 
F : R ^ R is said to be skew-centralizing (resp. skew-commuting) on S 
if (F(s). s) 6 Z(R) (resp. (F(s), s) = 0.) hold, for all s e S. 
For other notions such as homomorphism, endomorphism, direct 
sum, ring of quotients, Galois field. Radicals, etc. we may refer to 
[47], [68], [80], and [81]. 
CHAPTER - 02 
DERIVATIONS IN PRIME RINGS 
§2.1 INTRODUCTION 
This Chapter has been devoted to the study of derivations in 
prime rings. Most of the results of this chapter are based on the 
work of Posner [85], Herstein [51], Bresar [30], Awtar [7] and 
Vukman [89] etc. 
Section 2.2 deals with the famous result due to Posner [85] 
which states that if R is a 2-torsion free prime ring and di, d2 be 
derivations of R such that the iterate did2 is also a derivation, then one 
at least of di , d2 is zero. Section 2.3 opens with a result due to Chung 
and Luh [38], which states that if R is an (n-l)!-torsion free semi-
prime ring with a derivation d such that d(x)" = 0, for all x e R, then 
d = 0. A generalization of the above result due to Bresar [30] has been 
also presented. In section 2.4, Lie and Jordan ideals of a prime ring 
together with derivation are studied. In the last section a notion of 
generalized derivation is introduced and some recent results due to 
Vukman [89] are presented. 
§2.1 
An additive mapping d: R -> R is called a derivation if the 
following holds: d(xy) = d(x)y + xd(y), for all x, y e R. 
Let a e R, If we define a function da : R -^ R by da(x) = [x , a], for all 
x G R, then it can be easily verified that da is a derivation. This 
derivation is called an inner derivation. 
Example 2.2.1. Consider R = 
VT 
| a , p , y , 5 e G F (2) and 
»; 
define d : R -^ R such that 
a p 
y 5 
0 -p 
Y 0 
, then d is a derivation 
The following are some of the elementary properties of a 
derivation, which can be looked in [85]. 
Lemma 2.2.1. Let d be a non-zero derivation of a prime ring R 
and a be an element of R. If ad(x) = 0, for all x € R, then a = 0. 
Proof. Given, 
ad(x) = 0, for all x e R. (2.2.1) 
Replacing x by xy in (2.2.1), we obtain ad(x)y + axd(y) = 0, for all 
X, y G R. Now using the hypothesis, we have axd(y) = 0, for all x, 
y e R. Hence, the primness of R forces that either a = 0 or d(y)= 0, for 
all y e R. But d ?t 0, and hence a = 0. 
Lemma 2.2.2. Let R be a prime ring, and let p, q, r be elements 
of R such that paqar = 0, for all a e R. Then one, at least of p, q, r is 
zero. 
Proof. In paqar = 0, replacing a by a + b, and using paqar = 
pbqbr = 0, we get paqbr + pbqar = 0, for all a, b in R. Now if pa = 0, 
then, for all b in R pbqar = 0, so that p = 0 or else qar = 0. But if 
pa = 0, then pat = 0, for all t e R, so that p = 0 or qatr = 0, for all t in 
R. Again r = 0, or else qa = 0. So p = 0 or r = 0 or qa is zero whenever 
pa is zero. Replacing a by aqar, and using p(aqar) = 0, for all a e R, 
we see that p = 0 or r = 0 or qaqar = 0 for all ae R. Similarly, p = 0 or 
r = 0 or qaqaq = 0, for all a e R. Therefore assuming that p ?^  0, r v^  0, 
11 
and replacing a by a + b in qaqaq = 0, we find as before that 
qaqbq + qbqaq = 0. In this equation, replace b by aqb, to get (qaqaq)bq 
+ qaqbqaq = 0, i.e. (qaq)b(qaq) = 0, for all a,b e R. So, qaq = 0, for all 
a e R. If p ;t 0, r ^ 0, then q = 0. 
In the year 1957, E. C. Posner [85] proved the following 
theorem. 
Theorem 2.2.1([85, Theorem 1]). Let R be a prime ring of 
characteristic different from two and di, da be derivations of R such 
that the iterate d|d2 is also a derivation. Then, one at least of dj, da is 
zero. 
Proof. Let a and b be any two elements of R. Then we have 
d,d2(ab) = djd2(a)b + ad,d2(b). (2.2.1) 
Since di, d2 are derivations, so we have 
d,d2(ab) = di(d:(ab)) = di{d2(a)b + a d2(b)} 
= d,d2(a)b + d2(a)d,(b) + di(a)d2(b) + adidsCb). (2.2.2) 
But did2(ab) - did2(a)b + adid2(b). Then, by (2.2.2), we get 
d2(a)di(b) + d,(a)d2(b) = 0, for all a,b e R. (2.2.3) 
Replace a by adi(c) in (2.2.3), to get 
d2(ad,(c))d|(b) + d,(adi(c))d2(b) = 0, for all a, b,c e R. i.e. 
d2(a)d,(c)d,(b)-ad2d,(c)d,(b)+d,(a)d,(c)d2(b) +ad',(c)d2(b) - 0. 
(2.2.4) 
Again, replacing a by di(c) in (2.2.3), we have 
ad2d,(c)di(b) + ad',(c)d2(b) - 0, for all a,b,c e R. (2.2.5) 
Comparing (2.2.4) and (2,2.5), we have 
d2(a)di(c)di(b) -^  di(a)d,(c)d2(b) = 0, for all a, b,c e R. (2.2.6) 
Again, replace a by c in (2.2.3), to get d2(c)di(b) = -di(c)d2(b). 
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From (2.2.6), we obtain {d2(a)di(c) - di(a)d2(c)}di(b) = 0. Using Lemma 2.2.1 
we get 
d2(a)d,(c) - di(a)d2(c) = 0, for all a,c e R. (2.2.7) 
Now, replacing b by c in (2.2.3), we get 
d2(a)di(c) + d,(a)d2(c) = 0, for all a,c e R. (2.2.8) 
Adding (2.2.7) and (2.2.8), we obtain 2d2(a)di(c)=0 for, all a, c e R. 
Since R is of characteristic different from two, we have d2(a)di(c) = 0, for 
all a, c € R. Using Lemma 2.2.1 and again replacing a by d2(a), we find that 
di is zero or else d:(a) = 0, for all a 6 R, i.e. di = 0 or d2 = 0. 
a 
§2.3 
In the year 1981, Chung and Luh [38] proved that if R is an 
(n-l)!-torsion free semi-prime ring with a derivation d satisfying d(x)" 
= 0, for all X e R, then d = 0. Later, Giambruno and Herstein [46] 
showed that the assumption that R must be (n-l)!-torsion free is 
unnecessary. Further in 1990, Bresar [30] generalized the result of 
Chung and Luh [3 8] as follows: 
Theorem 2.3.1([30, Theorem I]). Let R be a semi-prime ring 
with a derivation d. Suppose there exists an element a e R and a 
positive integer n such that a d(x)" = 0, for all x e R (or d(x)" a = 0, 
for all X G R). If R is (n-l)!-torsion free, then ad(x) = 0 = d(x)a, for 
all X e R. Moreover, if R is prime, then either a = 0 or d = 0. 
In order to develop the proof of the above result, we require the 
following known Lemma. 
Lemma 2.3.1 ([38, Lemma 1]). Let R be a m!-torsion free ring. 
Suppose that ti, t; tn, e R satisfy ktj + k^U + + k'^t^ = 0, 
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for k = I, 2, 3 m. Then t, = 0, for all i. 
Proof of Theorem 2.3.1. We shall consider the case where d(x)" 
a = 0. The case where ad(x)" = 0 can of course, be discussed similarly. 
We shall prove the theorem in several steps. 
Step I. A simple modification of the proof of Lemma 2 in [38] gives 
|;d(x)'d(y)d(x)""'"'a = 0, forallx,yeR. (2.3.1) 
k=0 
Step II. Replacing y by d(x)y in (2.3.l), we get 
n-l 
\ l - / - j 2 / . A , . , i/-,,\ J / . . \ \ J / ' , . \ n-k-1 0 = ^  d(x)'(d^ (x)y + d(x) d(y))d(x) -'' a 
k=0 
= t d(x)^dHx)yd(xr^- a + dixit d{4 d(y)d{xy-'-' a 
 
n-l / n-I > 
k=0 Vk=0 J 
According to (2.3.1)the above relation reduces to 
I ; d(x)'dHx)yd(x)""'-' a = 0, for all x, y e R. (2.3.2) 
k=n 
Taking y ^ yd(x)"'' in (2.3.2) and using d(x)"a = 0, one can obtain 
d(x)""'d^(x)yd(x)"''a = 0. The Step II will be proved by showing that 
d(x)'^'M^(x)yd(x)"'a = 0, where r > 0 is any integer, imphes d(x)'^d^(x)yd(x)"''a 
= 0. Taking y = yd(x)'^ in (2.3.2) we get 
^ dCx)" d^(x)yd(x)""'""'a = 0, Since d(x)"a = 0. This relation reduces to 
k=0 
n-I 
d(x)M'(x)yd(x)"-'a + ^d(x)'dHx)yd(x)"''"'"a = O.Hence, if uisan 
k=r+! 
arbitrary element in R, then (d(xyd^(x)yd(x)" 'a)u(d(xyd^(x)yd(x)" 'a) 
f d(xy d' (x)yd(x)"-'^ ^-' al u (d(xy d^  (x)yd(x)"-' a) 
/ n-l 
V k=r+l 
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n-1 
= - j;d(x)'d'(xXyd(x)"-'''^''aud(xyd'(x)y)d(x)""'a = 0. SinceRis semi-
k=r+l 
prime this relation implies that d(x)'d^(x)yd(x)""'a =0, for all x,yeR. 
Step III . Take y e R. By Step II, we have 
T(x,z)=(d^(x)+d^(z))y(d(x) + d(z))""'a = 0, for arbitrary x, z 6 R. 
Let us write (d(x) + d(z))""' as yo + Yi + + Yn-i, where y\ denotes 
the sum of these terms in which d(x) appears as a factor in the 
product j times. Since d'(x)yd(x)""'a= d^(z) yd(z)""^a = 0, we have 
n-2 n-2 
T(X,Z) = J]d-(x)yY;^a + 2^d-(z)yYja.Thus , if t^ , =d^(x)y Yk-i a + d" (z)y y^^ a, 
k=n ,=1 
thein we can write T(x , z) = t , + t , + + t „., . Clearly, 
T(kx,z) = k ti + k^t2 + + k""'tn-i for every integer k. Since 
T(kx,z) = 0, k = 1, 2, n-1, we have tn-i = 0 by Lemma 2.3.1. Note 
that Yn-i = d(x)"' ' . Thus, 0 = tn-i = d^(x)y Yn-2 a + d^(z)yd(x)""' a. Using 
this relation and step II, for every u e R, we have (d (z)y 
d(x)"''a)u(d^(z)yd(x)"-'a) = - d'(x)(yYn-2au d'(z)y)d(x)"-' a = 0. Hence, 
by the semi-primness of R, we get 
d^(z)yd(x)""' a = 0, for all x, y,z G R. (2.3.3) 
Step IV. Replacing z by x^ in (2.3.3), we get 
(d^(x)x + 2d(x)^ + xd^x))yd(x)"-' a = 0, for all x,y e R. By Step II this 
relation reduces to 2d(x)^yd(x)""' a = 0. Ofcourse, we may assume that 
n > 3. Then R is 2-torsion free by assumption and so d(x)^yd(x)""'a= 0. 
Since the element y is arbitrary we also have d(x)"' ' ay d(x)""' a = 0. 
Hence by the semi-primness of R, we get d(x)"' ' a = 0. Since n is any 
integer larger than 2, we have by induction 
d(x)^ a = 0, for all x e R. 
Step V. By Step IV we may assume that n = 2. Hence, by (2.3.3) 
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we have, d (z)yd(x)a = 0, for all x, y, z e R. In particular, d (x)ay 
d^(x)a = 0 and also d^(z)d(x)ayd^(z)d(x) a = 0 which implies that 
d^(x)a = 0, for all x e R. (2.3.4) 
d^(z)d(x)a = 0, for all x, z € R. (2.3.5) 
A linearization of d(x) a = 0 gives 
d(x)d(y)a + d(y)d(x)a = 0, for all x, y e R. (2.3.6) 
Replacing y by yd(x) in (2.3.6), we get d(x)d(y)d(x)a + d(x)yd (x)a + 
d(y)d(x)^a + yd^(x)d(x)a = 0. Now using (2.3.4), (2.3.5) and applying 
d(x)^a = 0, the above relation reduces to 
d(x)d(y)d(x)a = 0, for all x, y e R. (2.3.7) 
Linearizing (2.3.7), we obtain 
d(x)d(y)d(z)a + d(z)d(y)d(x)a - O,for all x,y, z e R. (2.3.8) 
By taking y = yd(z) in (2.3.8) we get d(x)d(y)d(z)^a + d(x)yd^(z)d(z)a 
+ d(z)d(y)d(z)d(x)a + d(z)yd^(z)d(x)a = 0. Hence, using (2.3.5) and 
d(z)^a = 0, we conclude that d(z)d(y)d(z)d(x)a = 0. Put y = yd(x)u in 
this relation. Then we have 
dfz)d(y)d(x)ud(z)d(x)a+d(z)yd^(x)ud(z)d(x)a 
+d(z)yd(x)d(u)d(z)d(x)a -0 , for all x, y, z, u e R. (2.3.9) 
Replacing y by d(u)z in (2.3.7) and using (2.3.3),we obtain 
d(x)d (u)zd(x)a + d(x)d(u)d(z)d(x)a = 0, for all x, z, u e R, this relation reduces to 
d(x)d(u)d(z)d(x)a = 0. Thus the last term in (2.3.9) is equal to zero. By (2.3.3) the 
second term in (2.3.9) is equal to zero. Hence (2.3.9) reduce to 
d(z)d(y)d(x)ud(z)d(x)a = 0, for all x, y, z, u e R. (2.3.10) 
We multiply (2.3.6) from the left by d(y) and using (2.3.7) it follows 
that d(y) d(x)a = 0, for all x, y e R. A linearization gives that 
d(y)d(z)d(x)a + d(z)d(y)d(x)a = 0. Since the element u in (2.3.10) is 
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arbitrary we also have, d(z)d(y)d(x)aud(y)d(z)d(x)a = 0. Combining 
the last two relations we obtain d(z)d(y)d(x)aud(z)d(y)d(x)a = 0, for 
all X, y, z, u e R. Since R is semi-prime, this relation implies that 
d(z)d(y)d(x)a = 0, for all x, y, z, u e R. (2.3.11) 
Substituting xz for z and applying (2.3.11), we get, d(x)zd(y)d(x)a = 0, 
for all X, y, z, e R which yields d(y)d(x)a = 0, since R is semi-prime. 
Now, replacing y by xy we see that d(x)yd(x)a = 0. Hence d(x)a - 0, 
for all X e R. 
Step VI. By step V, we have 0 = d(xy)a = (d(x)y + xd(y))a = d(x)ya. 
Hence, (ad(x)y(ad(x)) = a(d(x)ya)d(x) = 0, and so ad(x) = 0, since R is semi-prime. 
Thus if R is prime then in view of lemma 2.2.1. we have a = 0 or d = 0. This 
completes the proof of the theorem 2.3.1. • 
Applying the above theorem, Bresar [30] obtained the following: 
Theorem 2.3.2. Let R be a prime ring of characteristic different 
from two, and d be a non-zero derivation of R. If an additive mapping 
f of R is such that f(x)d(x) - 0 = d(x)f(x), for all x e R, then f = 0. 
The following results are pertinent for developing the proof of 
the above theorem. 
Lemma 2.3.2. Let R be a prime ring. If a, b, c e R are such that 
axb = cxa, for all x e R, then either a = 0 or c = b. 
Proof. In axb = cxa replace x by xay, to get axayb = cxaya. 
But ayb = cya and cxa = axb. Hence, we get ax(c-b)ya = 0. Since R 
is prime, this yields that a = 0 or c = b. 
Lemma 2.3.3. Let R be a prime ring of characteristic different 
from two and let d be a non-zero derivation of R. If a e R is such 
that d(x)ad(x) = 0, for all x e R, then a - 0. 
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Proof: A linearization of (i(x)ad(x)=0 gives d(x)ad(y) +d(y)ad(x) 
= 0, for all x,y e R. Replacing y by xz, we obtain 
d(x)ad(y)z+d(x)ayd(z) + d(y)zad(x) + yd(z)ad(x) = 0, for all x , 
y , z e R. Since d(x)ad(y) = - d(y)ad(x) and d(z)ad(x) = - d(x)ad(z), 
then we have d(y)[z , ad(x)] = [y, d(x)a] d(z). Using the above relation 
we get 
d(y)[z , ad(x)]y + d(y)z[y , ad(x)] = d(y)[zy , ad(x)] 
= [y,d(x)a] d(zy) = [y,d(x)a] d(z)y + [y,d(x)a] zd(y) 
= d(y)[z,ad(x)]y + [y,d(x)a] zd(y). 
Thus, d(y)z[y,ad(x)] = [y,d(x)a] zd(y), for all x, y, z e R. (2.3.12) 
Fix X 6 R in the above equation. By (2.3.12) and Lemma 2.3.2 it 
follows for every y e R either d(y) = 0 or [y,ad(x)] = [y, d(x)a]. In 
other words, R is the union of its subsets G = { y e R | d(y) = 0} and 
H = {y G R I [y , ad(x) - d(x)a] = 0}, note that both are additive 
subgroups of R. But a group can not be the union of two proper 
subgroups, hence G = R or H = R. Since we have supposed that d ?^  0, 
we are forced to conclude that H = R. That is, [d(x),a] is in Z(R), for 
arbitrary x e R. Since d(x)ad(x) = 0, we have d(x)^a = d(x)[d(x),a] = 
[d(x),a] d(x) = -ad(x)^. Multiplying from the left by d(x), we obtain 
d(x)''a = 0, for all x e R. Now applying Theorem 2.3.1, we have a = 0. 
Proof of the Theorem 2.3.2. Linearizing d(x)f(x) = 0, we get 
d(x)f(y) + d(y)f(x) = 0, for all x.y e R. Multiplying this relation from 
the right by d(x), and using the fact that f(x)d(x) = 0, we get 
d(x)f(y) d(x) = 0, for all x , y e R. Now applying Lemma 2.3.3, we 
obtain f = 0 . 
• 
§2.4 
There are several results in the existing literatures, dealing with 
centralizing mappings in rings. The study of centralizing mappings was 
initiated by Posner [S5] he proved that the existence of a non-zero 
centralizing derivation on a prime ring forces the ring to be 
commutative (Posner's second Theorem). Further, in the year 1973, 
Awtar [7] generalized the above mentioned result for a Lie and Jordan 
ideals of a prime ring R. In fact Awtar proved the following. 
Lemma 2.4.1. If R is a prime ring of characteristic different 
from two and U is a Lie ideal of R such that for all u e U, [u , d(u)] e 
Z(R), and u^  € U, then [u , d(u)] = 0, for all u e U. 
Proof. Linearizing the relation [u , d(u)] e Z(R) on u = u + u , 
we obtain, [u + u ,^ d(u + u^)] e Z(R) i.e. 
[u , d(u)] +[u^d(u)]+[u ,d(u^)]+[u^d(u^)]eZ(R), for all u e U (2.4.1) 
By application of our hypothesis, (2.4.1) gives that [u ,d(u)] + 
[u,d(u^)] e Z(R), for all u e U i.e. u[u , d(u)] + [u,d(u)]u + [u,d(u)]u 
+ u[u,d(u)] e Z(R). Hence using the fact that [u, d(u)] e Z(R), the 
above relation yields that 4[u , d(u)]u 6 Z(R), for all u e U. Thus 
[u , d(u)][u , r] = 0, for all u e U and r e R. If for some u e U, 
[d(u) , u] 9t 0, then as it is in Z(R), we have [u , r] = 0, for all r e R, 
in particular [u , d(u)] = 0. Hence [u , d(u)] = 0, for all u e U. 
Lemma 2.4.2. Let R be a Prime ring and U a Lie ideal of R. 
suppose that [u,d(u)]€ Z(R), for all u e U. Then [[d(r),u],u] e Z(R), 
for all u e U, r 6 R. Further, if for all u eU,[u,d(u)]=0, then 
[[d(r),u],u] - 0, for all r e R , u € U. 
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Proof. Let ue U and r e R. Then [u , r] e U, so that [u + [u , r], 
d(u + [u , r])] e Z(R). That is, [[u , r] , d(u)] + [u , [d(u) , r]] 
+ [u , [u , d(r)]] e Z(R). Now [[u , r],d(u)] + [u , [d(u) , r]] 
= [r, [d(u) , u]], for all r e R, u e U. Since [d(u) , u] e Z(R), we get 
[[u , r] , d(u)] + [u , [d(u) . r]] = 0. Hence, [[d(r) , u] , u] e Z(R), for 
all r e R, u e U. 
Similarly we can show that [[d(r) , uj , u]= 0, for all r eR,u e U. 
Lemma 2.4.3 ([53, Sublemma p-5]). Let R be a ring having no 
non- zero nilpotent ideals in which 2x = 0 implies that x = 0. Suppose 
that U ^(0) is both a lie ideal and a subring of R. If a € R commutes 
with [a , x] e R, then a is in Z(R). 
Proof. Let a e U, x e R. Then ax - xa e U, also ax - xa 
commutes with a. Now, for x , y G R, a(a(xy)) - (xy)a) = (a(xy) -
(xy)a). Expanding a(xy) - (xy)a as (ax - xa)y + x(ay -ya) and using 
that a commutes with this, with ax - xa and with ay -ya yields that 
2(ax -xa)(ay -ya) = 0, for all x , y e R. Since 2x - 0 forces x = 0, we 
obtain (ax - xa)(ay - ya) =^  0. In this put y = ax, which gives that 
(ax - xa)R (ax - xa) = 0. Since R has no nilpotent ideals we conclude 
that ax - xa = 0. Hence, a must be in Z(R). 
Theorem 2.4.1. Let R be a prime ring of characteristic different 
from two and three. Let d be a nonzero derivation of R, and U a Lie 
ideal of R with [u , d(u)] e Z(R), for all u in U. Then U c Z(R). 
Proof. By Lemma 2.4.2, [[d(r),u],u] e Z(R), for all u e U, r e R. 
Now proceeding on the same lines as in [85, Theorem 2] we have 
[d(u) , u] = 0, for all u G U. Again by Lemma 2.4.2. 
[[d(r) , u] , u] = 0, for all u G U , r G R. (2.4.2) 
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Replace u by u + w in (2.4.2), for w e U, to get 
[[(i(r) , u] , w]+ [[d(r) , w] , u]=0 , for all reR,u ,weU. (2.4.3) 
Now suppose that w,v e U are such that wv is also in U. Replacing w 
by wv in (2.4.3), where v e U, and expanding we get 
w[[d(r) , u] , v] + [[d(r) , u] , w]v + [d(r) , w][v , u] + [[d(r) , w] , u]v 
+ Av[[d(r) , v] , u] + [w , u] [d(r) , v]=0, for all u , v , w e U and r e R. 
In view of (2.4.3) this reduces to [d(r) , w][v , u]+[w , u] [d(r),v] = 0. 
For every teR, welJ the element v= tw-wt satisfies the criterion wv e 
1 
U. Hence by the above equation, we have 
[d(r) , w][[t , w],u]+[w , u][d(r),[t ,w]]=0,for t, r e R, u, w € U.(2.4.4) 
Putting u = w in (2.4.4), we have 
[d(r) , w][[t , w] , w] = 0, for all r , t e R and w e U. (2.4.5) 
Substituting td(u) for r in (2.4.5) and with a e R expansion yields 
[d(r) , w]{2[t , w][d(a) , w] + [[t , w] , w]d(a) + t[d(a) , w] , w]}=0. 
By (2.4.5) the second term is zero and by (2.4.2) the third term is zero, 
so that 
[d(r) , w][t , w][d(a) , w] = 0, for all r, t , a e R and w G U. (2.4.6) 
Put u - [t , w] in (2.4.4). Then [[t , w] , w] [[t , w] , d(r)] = 0. 
Linearization on t = t + d(a) where a e R together with (2.4.2) yields 
[[t , w] , w] [[d(a),w],d(r)] - 0, for all r , t , a € R and w e U. (2.4.7) 
Replacing t by d(t)p in (2.4.7), for p € R and expanding, we get 
{2[d(t) , w][p , w] + d(t) [[p , w] , w] + [[d(t) , w ,],w] p} [d(a) , w] , 
d(r)] = 0. By (2.4.7) the second term is zero, while by (2.4.2) the third 
term is zero. Hence [d(t) . w][p , w] [[d(a) , w] , d(r)] = 0. In view of 
(2.4.6), the last equation reduces to [d(t) , w][p , w] d(r)[d(a) , w] = 0, 
for all a, r, p, t e R and w e U. In (2.4.6) replace t by td(p), where 
21 
p e R and use the last equation to get [(i(r) , w]R[d(p) , w] [d(a),w] 
= 0, for all r, p, a e R and w e U. Now, if [d(r),w] = 0, for all r e R, 
w 6E U, that is for all r e R, weU, (Iwd)r = 0, then by Theorem 2.2.1 
weZ(R), for all w e U. Thus assume that there exists a w e U such 
that for some r e R , [d(r) , w] ^^  0, that is w ^ Z(R). Then 
[d(p) , w][d(a) , w] = 0, for all a , p e R and w e U. (2.4.8) 
Replace a by be, for b , c e R and expanding we get [d(p) , w] 
[d(b) , w]c + [d(p) , w]d(b)[c , w] + [d(p) , w]b[d(c) , w] +[d(p) , w] 
[b , w]d(c)=0. Again replace b by [t , w] , for t e R. Then by using 
(2.4.8), (2.4.6) and (2.4.5), the first term, third term and the fourth 
term all are equal to zero respectively. Therefore, [d(p) , w]d([t , w]) 
[w , c] = 0. Since, d([t , w]) = [d(t) , w] + [t , d(w)], so by using 
(2.4.8), we get [d(p) , w][t , d(w)][w , c] = 0, for all p, c, t e R and 
w € U. Replace c by cri where ri e R, to obtain [d(p),w] [t , d(w)]R 
[w , c] = 0. Since R is prime and w e Z(R), we get [d(p),w] [t , d(w)] 
= 0, for all p , t e R, w e U. Therefore, [d(p) , w] R[t , d(w)] = 0, for 
p, t G R and w e U, which together with [d(r) , w] -^ 0, implies that 
d(w) G Z(R). 
Now suppose that u G U and u G Z ( R ) . Then 0 = d [u , a] = 
[d(u) , a] + [u , d(a)]. Hence, d(u) G Z ( R ) . Therefore, d(u) G Z ( R ) , for 
all u G U, and d([w , a]) G Z ( R ) , for all a G R. That is, [d(w) , a] + 
[w , d(a)] G Z(R), for all a G R. Thus, [w , d(a)] G Z(R), for all a G R. 
In particular, 
[w , d(aw)] = [w , d(a)]w + [w , a]d(w) G Z(R). (2.4.9) 
Commute (2.4.9) with w to get [w , [w , a]]d(w) = 0, for a G R. If 
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d(w) ^ 0, and as it is in Z(R), [w . [w , a]] = 0, for all a e R. By 
lemma 2.4.3 w e Z(R), which is a contradiction. Hence d(w) = 0. 
Thus, by (2.4.9), [w , d(a)] w e R, that is [d(a) , w][w , b] = 0 for, a, 
b G R. Replacing b by be, where c e R, we find that [d(a) , w]R[w , b] 
= 0. Since R is Prime, either w€Z(R) or [d(a),w] = 0, for all a e R. So 
in both the cases weZ(R), which is a contradiction. Hence the 
conclusion is that w€Z(R), for all weU, i.e. U e Z(R). • 
Remark 2.4.1. In view of Lemma 2.4.1 if R has characteristic 
different from two and U is a Lie ideal of R such that for all ueU, 
U^GU and [u , d(u)] G Z ( R ) , then [u . d(u)] = 0, for all u e U. 
Hence one can prove the following result due to Awtar [7]. 
Theorem 2.4.2. Let R be a ring of characteristic three and d be a 
non-zero derivation of R. If U is a Lie ideal of R with [u,d(u)] G Z ( R ) 
and U^GU, for all u G U, then U e Z(R). 
The conclusion of Theorems 2.4.1 and 2.4.2 hold even if U is a 
Jordan ideal of R. In this regard, Awtar [7] proved the following: 
Theorem 2.4.3. Let R be a prime ring of characteristic different 
from two. Let d be a nonzero derivation of R and U be a Jordan ideal 
of R, such that [u , d(u)] G Z ( R ) , for all UGU. Then U e Z(R). 
Theorem 2.4.4. Let R be a prime ring of characteristic two and d 
be a nonzero derivation of R. Let U be a Lie (Jordan) ideal and a 
subring of R. Suppose that [u , d(u)] G Z ( R ) , for all u G U. Then U is 
commutative. 
In the above theorem, if we just assume that U is only a Lie 
(Jordan) ideal or only a subring of R, then U may not be commutative. 
The following example justifies this fact. 
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Example 2.4.1. Let R be a prime ring of all 2x2 matrices over a 
non-commutative prime ring. Consider 
V = -
0 Q 
e Rk It is clear that U is 
a subring but not a Lie ideal of R. Let us define d: R -> R such that 
a p' (0 -p^ 
IY 5j y^ 0 , for all 
a p' 
IY 5 
eR. 
It is easy to verify that d is a nonzero derivation of R with 
[u , d(u)]eZ(R), for all ueU. But U is not commutative. 
§2.5 
An additive mapping F : R -> R is called a generalized 
derivation if F(xy) = F(x)y + xd(y), holds for all x, y e R, where 
d: R -> R is a derivation. 
An additive mapping T : R ->• R is called a left (resp. right) centralizer 
if T(xy) = T(x)y (resp. T(xy) = xT(y)), holds for all x, y e R. An 
additive mapping which is both left as well as right centralizer is 
known as centralizer. 
We begin with the following theorem due to Vukman 
[89, Theorem 1]. 
Theorem 2.5.1. Let R be a 2- torsion free semi-prime ring and 
let F be a generalized derivation on R. Suppose that the mapping x -> 
[F(x),x] is centralizing on R. Then the corresponding derivation is 
commuting on R and the corresponding left centralizer is a centralizer. 
For developing the proof of the above theorem we begin with the 
following Lemmas: 
Lemma 2.5.1 ([91, Theorem 1]). Let R be a 2-torsion free semi-
prime ring. Suppose there exists a derivation d:R -> R such that the 
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mapping xl > [d(x),x] is commuting on R. Then d is commuting 
on R. 
Lemma 2.5.2 ([96, Proposition 1.4]). Let R be a semi-prime ring 
of characteristic different from two and T : R > R an additive 
mapping which satisfies T(x ) = T(x)x, for all x e R. Then T is a left 
centralizer. 
Proof of Theorem 2.5.1. The proof goes through the several 
steps. 
First step. Since the mapping x i > [F(x),x] is commuting on R. 
We have 
[[F(x),x],x] e Z(R), for all x e R. (2.5.1) 
The linearization of (2.5.1) gives 
[[F(x),x],y] + [[F(x),y],x]+[[F(y),x],x]eZ(R), for all x,yeR. (2.5.2) 
Putting y = x^  in (2.5.2), we obtain 
[[F(x) , X] , x'] + [[F(x),x]x+x[F(x),x],x]+[[F(x)x+xd(x) , x],x]eZ(R), 
for all xeR. Thus, we have [[F(x) , x] , x]x+x[[F(x) , x] , x]+[[F(x) , 
X] , x]x + x[[F(x) , X] , x]+ [[F(x),x],x]x + x[[d(x),x],x] 6Z(R),for all 
xeR. The above relation can be written in the form 
A(x)[x , y]+[B(x) , y] = 0, for ail x ,yeR. (2.5.3) 
where A(x) and B(x) stand for 4[[F(x) , x] , x] and x([[F(x) , x] , x] + 
[[d(x) , x] , x]), respectively. Left multiplication of (2.5.3) by z gives 
A(x)z[x,y]+z[B(x),y] = 0, for all x, y, z e R. (2.5.4) 
Substituting yB(x)z for z in (2.5.4), we obtain 
A(x)yB(x)z[x,y]+yB(x)z[B(x),y]=0,for all x, y,z6R. (2.5.5) 
On the other hand left multiplication of (2.5.4) by B(x)y gives 
B(x)yA(x)z[x,y]+B(x)yz[B(x),y] = 0, for all x, y, z e R. (2.5.6) 
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By subtracting (2.5.6) from (2.5.5) and using A(x)eZ(R), we get 
[B(x) , y]z[B(x) , y] = 0 ,for all x . y , z e R, whence it follows 
[B(x),y] = 0 ,x, y G R. The relation (2.5.4) now reduces to A(x)z[x , y] 
= 0, for all x,y, z e R, which gives A(x)yA(x) = 0, putting 4[F(x) , x] 
for y. Therefore, we have A(x) = 0, for all x e R. It proves the first 
step. 
Second step. The derivation d is commuting on R. By first step we 
have 
[[F(x) , x] , x] = 0 , for all x e R. (2.5.7) 
The linearization of (2.5.7) gives 
[[F(x),x],y] + [[F(x),y],x] + [[F(y),x],x] = 0, for all x,y e R. (2.5.8) 
Let y be yx in (2.5.8). Then 
0= [[F(x) , X] , yx]+[[F(x) , y]x+y[F(x) , x] , x]+[[F(y)x+yd(x) , x] , x] 
= [[F(x) , x],y]x+y[[F(x) , x] , x]+[[F(x) , y] , x]x+[y , x][F(x) , x] 
+y[[F(x) , X] , x]+[[F(y) , x]x + [y , x]d(x) + y[d(x) , x] , x] 
= [[F(x) , X] , y]x+[[F(x) , y] , x]x + [y , x][[F(x) , x] + [[F(y) , x], x]x 
+ [[y , X] , x]d(x) + [y , x][d(x) , x] + [y , x][d(x) , x] + y[[d(x) , x], x] 
= [y , x][F(x) , x]+[[y , x] , x]d(x)+2[y , x][d(x) , x] + y[[d(x) , x] , x]. 
Thus we have 
[y , x][F(x) , x]+[[y , x] , x]d(x)+2[y , x][d(x) , x] 
+y[[d(x) , x] , x] = 0, for all x, y e R. (2.5.9) 
Replace y by zy in (2.5.9). Then 
0 = [zy , x][F(x) , x] + [[z , x ]y + z[y , x] , x] , x]d(x) + 2[yz , x] 
[d(x) , x] + zy[[d(x) , x] , x] = [z , x]y[F(x) , x] + z[y , x][F(x) , x] + 
[[z,x] , x]yd(x)+2[z , x] [y , x]d(x)+z[[y , x], x]d(x)+2[z , x]y[d(x) , x] 
+ 2z[y , x][d(x) , x]. 
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Thus, we have [z , x]y[F(x) , x] + [[z , x], x]yd(x) + 2[z , x][y,x]d(x) + 
2[z , x]y[d(x) , x] = 0, for all x, y, z e R. For z = 2d(x) the above 
relation gives 
f(x)y[F(x) , x] + [f(x) , x]yd(x)+2f(x)[y , x]d(x) 
+f(x)yf(x) = 0, for all x, y e R. (2.5.10) 
Where f(x) stands for 2[d(x),x]. In (2.5.10) Putting yx for y, then 
multiplying it from the right by x and using (2.5.7) we obtain 
[f(x),x]yf(x)+2f(x)[y,x]f(x)+2f(x)y[f(x) , x] = 0, for all x,yGR.(2.5.11) 
Replacing y by yf(x)z in (2.5.11), we have 
0 = [f(x) , x]yf(x)zf(x)+ 2f(x)[yf(x)z , x]f(x) + 2f(x)yf(x)z[f(x) , x] 
=[f(x) , x]yf(x)zf(x)+2f(x)[y , x]f(x)zf(x)+2f(x)y[f(x) , x]zf(x) 
+2f(x)yf(x) [z , x]f(x) +2f(x)yf(x)z[f(x) , x]. 
According to (2.5.11) the above calculation reduces to f(x)y(2f(x) 
[z , x]f(x) + 2f(x)z[f(x) , x]) = 0, for all x , y e R. Again using 
(2.5.11) we can replace 2f(x)[z , x]f(x) + 2f(x)z[f(x) , x] in the above 
relation by -[f(x) , x]zf(x), which gives f(x)y[f(x) , x]zf(x) = 0, for all 
X , ye R. Right multiplication of the above relation by y[f(x) , x] leads 
to f(x)y[f(x) , x]zf(x)y[f(x),x] = 0, for all x, y, z e R. Since R is semi-
prime, so it follows that 
f(x)y[f(x) , x] = 0 for all x, y e R. (2.5.12) 
The relation (2.5.12) gives easily [f(x) , x]y[f(x) , x] = 0, for all x , 
ye R. Hence [f(x) , x] = 0, for all xeR. In others words we have 
[[d(x) , x] , x] = 0, for all x e R, i.e. [d(x) , x] = 0, for all x e R. Since 
all the assumptions of Lemma 2.5.1 are fulfilled. Hence, d is 
commuting on R. 
Third Step: T is a centralizer. 
According to the first step, we have 
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[[T(x) , x] , x] - 0, for all x e R. (2.5.13) 
The linearization of (2.5.13) gives 
[[T(x),x],y] + [[T(x),y],x] + [[T(y),x],x] = 0, for all x, y GR. (2.5.14) 
Putting yx for y in the above equation we have 0 = [[T(x),x] , yx] + 
[[T(x) , y]x + y[T(x) , x] , x] + [[T(y) , x]x , x] = [[T(x) , x] , y]x + 
[[T(x) , y] , x]x + [y , x][T(x) , x] + [[T(y) , x] , x]x and by (2.5.14) it 
reduces to [y , x][T(x) , x] = 0, for all x, y e R. Again substituting 
yT(x) for y in the above relation we arrive at [T(x) , x][T(x) , x] = 0, 
for all X, y e R, and semi-primness of R implies that 
[T(x) , x] = 0, for all x e R. (2.5.15) 
Using (2.5.15) we obtain T(x)^ = T(x)x = xT(x), for all x e R, which 
means that T is a right Jordan centralizer. By Lemma 2.5.2, T is a right 
centralizer. The proof of the theorem is complete. 
a 
The following result due to Vukman [89] is motivated by [23], 
in which characterization of additive mappings fi, f2 of a prime ring 
with characteristic different from two satisfying the relation 
fi(x)x + xf2(x) = 0, for all X e R is given. 
Theorem 2.5.2 ([89, Theorem 2]). Let R be a 2-torsion free 
semi-prime ring and let Fi and F2 be generalized derivations on R. 
suppose that for all xeR, the relation Fi(x)x + xF2(x) = 0, holds. In 
this case we have di + d2 = 0 and Ti + T2 = 0, where di and Ti (d2 and 
T2) are derivations and the left centralizers, which correspond to 
Fi(F2). respectively, di and d2 are commuting, Ti and T2 are 
centralizers. 
For the proof of the above result we need the following lemma. 
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Lemma 2.5.3. Let R be a 2-torsion free semi-prime ring 
and let F : R -> R be an additive mapping. If either f(x)x = 0 or xf(x) 
= 0, holds for all xeR, then f = 0. 
Proof. Because of left-right symmetry we can restrict our 
attention on the case f(x)x = 0. The linearization of the relation 
f(x)x = 0, for all x e R. (2.5.16) 
gives that 
f(x)y + f(y)x = 0, for all x, y e R. (2.5.17) 
Putting y for y in (2.5.17), we obtain 
f(x)y^ + f(y^)x = 0, for all x, y e R. (2.5.18) 
Right multiplication of (2.5.17) by y gives 
f(x)y^ + f(y)xy = 0, for all x, y e R. (2.5.19) 
Comparing (2.5.18) and (2.5.19) we get 
f(x)y^ - f(y)xy = 0, for all x, y e R. (2.5.20) 
Putting in the above relation xf(y) for x, we obtain 
f(y^)xf(y) = 0, for all x, y e R. (2.5.21) 
Right multiplication of (2.5.20) by f(y) and application of (2.5.21) 
yield that f(y)xyf(y) = 0, for all x, y e R, which leads to yf(y)xyf(y) 
= 0, for all X, y GR. Thus we have 
x(f)x = 0, for all x e R. (2.5.22) 
Now right multiplication of (2.5.21) by f(x) and application of 
(2.5.22) yield that f(x)yf(x)= 0, for all x, y e R. It proves that f = 0. 
Proof of Theorem 2.5.2. The linearization of the relation 
Fi(x)x + xF2(x) = 0, for all x e R. (2.5.23) 
gives that 
Fi(x)y + Fi(y)x + xF2(y) + yF2(x) = 0, for all x, y e R. (2.5.24) 
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Substituting yx for y in (2.5.24). Then 
Fi(x)yx + Fi(y)x'^ + ydi(x)x + x F2 (y)x + xyd2 (x) + yxF2(x) = 0, for 
all X, y e R. By (2.5.24), one can write 
y[x, F2(x)] + yd|(x)x + xyd2(x) = 0, for all x, y e R. (2.5.25) 
Putting in the above relation d2(x)y for y we obtain 
d2(x)y[x,F2(x)]+d2(x)yd,(x)x+xd2(x)yd2(x)=0, for all x,yeR. (2.5.26) 
Now left multiplication of (2.5.25) by d2(x) gives 
d2(x)y[x,F2(x)]+d2(x)yd,(x)x+d2(x)xyd2(x) = 0, for all x,y e R.(2.5.27) 
Subtracting (2.5.26) from (2.5.27) we arrive at [d2(x) , x]yd2(x) = 0, 
for all x, y e R which gives easily [d2(x) , x]y[d2(x) , x] = 0, for all 
X, y e R. Hence it follows that d2 is commuting on R. Let us denote Fj 
+ d2 by F3 and di + d2 by d3. Then using the fa ct that d2 is commuting 
on R we can rewrite (2.5.23) in the form 
F3 (x)x + xT2(x) = 0, for all x e R. (2.5.28) 
Linearizing (2.5.28) we find that 
F3 (x)y+F3 (y)x+xT2 (y)+yT2 (x) = 0, for all x, y € R. (2.5.29) 
Again substituting yx for y, we get F3 (x)yx + F3 (y)x +yd3 (x)x 
+XT2 (y)x + yxT2 (x) - 0, for all x, y e R. Now in view of (2.5.29), we 
can write yd3 (x)x + y[x , T2(x)] = 0, for all x, y e R. The above 
relation with the fact that R is semi-prime gives 
d3 (x)x + [x,T2(x)] = 0, for all x e R. (2.5.30) 
Combining (2.5.28) with (2.5.30), we obtain (Ti(x) + T2(x))x = 0, for 
all X e R, whence it follows Ti+T2= 0 according to Lemma 2.5.1.The 
linearization of (2.5.30) gives 
d3 (x)y + d3 (y)x + [x,T2(y)]+[y,T2(x)] -0 , for all x, y e R. (2.5.31) 
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Putting in the above relation yx for y, we obtain 63 (x)yx 
+ d3 (y)x' + yd3 (x)x + [x , T2(y)]x + [y , T2(x)]x + y[x , Tjix)] = 0, 
for all X, y e R. It reduces to y[x,T2(x)] = 0, for all x, y e R. Hence 
[T2(x) , x] = 0, for all xeR. (2.5.32) 
The relation (2.5.32) together with Lemma 2.5.2 yield that T2 is a 
Centralizer. Again relation (2.5.32) reduces to d3(x)x = 0, for all x eR 
by Lemma 2.5.3 which implies that d3 = 0. Hence, di + d2 = 0, which 
completes the proof of the theorem. 
a 
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CHAPTER-03 
JORDAN DERIVATIONS OF PRIME RINGS 
§3.1 INTRODUCTION 
This chapter deals with the study of Jordan derivations in rings 
which is based on the work of Herstein [55], Bresar and Vukman [37], 
[36], Bresar [32] and Awtar [6]. 
Section 3.2 opens with a classical result of Herstein [55] which 
states that every Jordan derivation on a 2-torsion free prime ring is a 
derivation. Further, in section 3.3 a generalization of the above result 
for semi prime ring is presented [32, Theoreml]. Section 3.4 deals 
with the study of Jordan derivation defined on certain subsets of prime 
rings. In fact it is shown that if U is a Lie ideal of R such that u e U 
for all u e U and R is a prime ring of characteristic different form two 
such that d(u^) = d(u)u + ud(u), for all u e U, then d(uv) = d(u)v + 
ud(v), for all u, v G U. Finally in Section 3.5 some results due to 
Bresar and Vukman [36] have been presented and subsequently it is 
shown that every (0 , (p)-Jordan derivation on prime ring of 
characteristic different from two is a (9 , (p)-derivation. 
§3.2 
Let R be an associative ring. Then a mapping d : R -^ R is called 
a Jordan derivation if following hold, 
(i) d(x+y) = d(x) + d(y) 
(ii) d(x)^ = xd(x) + d(x)x, for all x, y e R. 
It can be easily observed that every derivation on a ring is a 
Jordan derivation. But the converse need not be true in general. A 
classical result of Herstein [55] shows that the converse is true in the 
case of 2-torsion free prime rings. 
Theorem 3.2.1([37,Theorem 1]. Let R be a Prime ring with 
characteristic different form two and let d : R -^ R be a Jordan 
derivation. Then d is a derivation. 
In order to develop the Proof of the above theorem we begin with 
the following lemmas: 
Lemma 3.2.1. Let R be a 2-torsion free ring and Let d : R -> R 
be a Jordan derivation. Then, the following hold: 
(1) d(ab + ba) = d(a)b + ad(b) + d(b)a + bd(a), for all a, b e R; 
(ii) d(aba) = d(a)ba + ad(b)a + abd(a), for all a, b e R; 
(iii) d(abc + cba)=d(a)bc + ad(b)c + abd(c) + d(c)ba + cd(b)a + 
cbd(a), for all a, b, and c e R. 
Proof, (i) By definition, we have 
d(a)^ = ad(a) + d(a)a, for all a e R. (3.2.1) 
Linearizing equation (3.2.1), we get 
d((a+b) )^ = (a + b)d(a + b) + d(a + b) (a + b) 
= ad(a) + bd(a) + ad(b) + bd(b)+ d(a)a + 
d(a)b+d(b)a + d(b)b, for all a,b e R. (3.2.2) 
On the other hand. 
d((a + b ) ' ) - d(a^ + ab + ba + b^) 
- d(a^) + d(ab + ba) + d(b^) 
= ad(a) + d(a)a + d(ab + ba) 
+ bd(b)+d(b)b, for all a, b e R. (3.2.3) 
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On comparing equation (3.2.2) and (3.2.3), we have 
d(ab + ba) = d(a)b + ad(b) + d(b)a + bd(a), for all a , b e R. 
(ii) Replace b by ab + ba in (i), to get 
d{a(ab + ba) + (ab + ba)a} 
= d(a) (ab + ba) + ad(ab + ba) + d(ab + ba)a 
+ (ab + ba) d(a), for all a,b G R. 
= d(a) ab + d(a)ba + ad(a)b + a^d(b) + ad(b)a + abd(a) + d(a)ba + 
ad(b)a + d(b)a^ + bd(a)a + abd(a) + bad(a), for all a,b e R. (3.2.4) 
On the other hand, we have 
d{a(ab + ba) + (ab + ba)a} 
=d{a^b + aba + aba + ba^} 
= d(a^)b + a^d(b) + d(b) a^  + bd(a^) + 2d(aba) 
- d(a)ab + ad(a)b + a^d(b)+ d(b)a^ + bd(a)a + bad(a) 
+ 2d(aba), for all a,b e R. (3.2.5) 
On comparing (3.2.4) and (3.2.5), we have. 
2d(aba) = 2{d(a)ab + ad(b)a + abd(a)} or 
2{d(aba)- d(a)ab - ad(b)a - abd(a)} = 0. 
Since, R is 2-torsion free ring, we have d(aba)~d(a)ab-ad(b)a-abd(a)= 0. 
Hence, d(aba) = d(a)ab + ad(b)a + abd(a). 
(iii) Replacing a by a + c in (ii), we get 
d{(a + c)b(a+c)} = d(a+c)(a+c)b + (a+c)d(b)(a+c) + (a+ c)bd(a+c) 
= d(a)ab + d(a)cb + d(c)ab + d(c)cb + ad(b)a 
+ cd(b)a + ad(b)c+ cd(b)c +abd(a) + cbd(a) 
+abd(c) + cbd(c), for all a,b,c e R. (3.2.6) 
On the other hand, we have 
d{(a+c) b(a+c)} = d{aba + abc + cba + cbc} 
= d(abc +cba) + d(aba) + d(cbc) 
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[a(x)b]yaxb = -[b(xay)a]xb = ax[a(y)b]xb = - axbyaxb. 
Thus, 2(axb) y(axb) = 0, for all x , y e R. Since R is a 2-torsion free 
semi-prime ring it follows that axb = 0, for all x e R . 
Similarly, we can show that bxa = 0, for all x e R. • 
Theorem 3.3.2 ([32, Theorem 1]). Let R be a 2-torsion free 
semi- prime ring and d : R -> R be a Jordan derivation. Then d is a 
derivation. 
Proof. In order to prove that d is a derivation, it is sufficient to 
show that a'' == 0, for all a , b e R. Now by using Lemma 3.2.4 and 
Theorem 3.3.1, we have 
a'' X [a , b] = 0, for all X , a , b e R (3.3.2) 
According to (3.2.10), a linearization of (3.3.2) with regard to b, gives 
a'' X [a , c] + a*" X [a , b] = 0. Applying (3.3.2) and this relation, we 
obtain (a'' x [a , c]) y (a'' x [a , c]) - -a'' x [a , c] y a*" x [a , b] = 0, for 
all a, b, c, X and y e R. Semiprimness of R implies that 
a'' X [a , c] =0, for all a, b, c, and x e R. (3.3.3) 
Linearizing the above equation, we get a'' x [e , c] +e'' x [a , c] = 0. 
Hence , (a*' x [e , c]) y (a'' x [e , c]) = -a'' x [e , c] y e*" x[a , c] = 0 
By (3.3.3). Thus, 
a'' X [e , c] = 0, for all a, b, c, e and x e R. (3.3.4) 
In particular, [a'', c] x [a^, c] = (a^ - ca'') x [a'' , c] = a''(cx) [a'' , c] 
- ca''(x) [a'' , c] = 0, for all a, b, c, x e R. Again using the fact that R 
is semi-prime, we may conclude that [a'' , c] = 0, for all a, b, c e R. 
In other words, we have proved that a** e Z(R) for all pairs a, b e R. 
Applying (3.3.4) we obtain (a'' [e , c])x(a''[e , c]) = 0 and hence, 
a'' [e , c] = 0, for all a, b, c and e e R. (3.3.5) 
38 
According to equation (3.2.9). we have 
l{2i^f = a''(a'' - b') = a''(d(ab) - d(ba)) +[d(b) , a] + [b , d(a)]. By 
(3.3.5) a'' [d(b) , a] = 0 and a'' [b , d(a)] - 0, and so the relation 
reduces to 
2{^^f = a^d([a , b]), for all a, b e R. (3.3.6) 
Again, by (3.3.5), we have a''[a , b] = 0. Since a'' G Z(R), we have 
a''[a , b] + [a , b]a'' = 0. Hence, using Lemma 3.2.1 (i), one can obtain 
d(a'') [a , b] + a'' d([a , b]) + d([a , b])a'' + [a , b]d(a'') = 0, for all a, 
b e R. Comparing this relation with (3.3.6) and using the fact that 
a''e Z(R) we arrive at 
A{2i^f + d(a'') [a , b] + [a , b]d(a'') = 0, for all a, b GR. (3.3.7) 
where a and b are arbitrary elements of R. If we multiply (3.3.7) by a 
we obtain 4(a'')'^ - 0, for all a, b G R. Equation (3.3.5) together with 
the fact that R is 2-torsion free yields that (a'')'' = 0, for all a, b G R. It 
is easy to see that the center of a semi-prime ring does not contain any 
non-zero nilpotent elements. Therefore, we conclude that a*" = 0, for all 
a, b G R. • 
Corollary 3.3.2. Let R be a 2-trosion free semi-simple ring and 
d : R -> R be a Jordan derivation. Then d is a derivation. 
§3.4 
In the year 1984, Ram Awtar [6] extended the above result of 
Herstein and established that: If R is a 2-torsion free pime-ring and U 
a Lie ideal of R, then every Jordan derivation on U is a derivation on 
U. Throughout this section we assume that U is a Lie ideal of R such 
that u G U, for all u G U. We also assume that, d is an additive 
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mapping of R into itself such that d(u^) = d(u)u + ud(u), for all u € U. 
Also note that (uv + vu) =^  (u + v)^ - (u^ + v^). Hence (uv + vu) is in U. 
We begin with following important results which are essential 
for developing the proof of the main theorem of this section. Proof of 
the Lemma 3.4.1 runs exactly on the same lines as that of Lemma 
3.2.1. 
Lemma 3.4.1. Let R be a prime ring of characteristic different 
from two and U (2 Z(R) a Lie ideal of R, then 
(i) d(uv+vu) - d(u)v+ud(v)+d(v)u+vd(u), for all u and v € U. 
(ii) d(uvu) = d(u)vu + ud(v)u + uvd(u), for all u and v e U. 
(ill) d(uvw + wvu) = d(u)vw + ud(v)w + uvd(w) +d(w)vu + 
wd(v)u + wvd(u), for all u, v and w G U. 
Lemma 3.4.2. ([21, Lemma 2]). Let R be a Prime ring of 
characteristic different from two. If U ct Z(R) is a Lie ideal of R, then 
CR(U) = Z(R). 
Lemma 3.4.3. ([21, Lemma 3]). Let R be a prime ring of 
characteristic different from two. If U ct Z(R) is a Lie ideal of R, and 
a e R centralizes [U , U] then a centralizes U. That is CR([U , U]) = 
CR(U). 
Lemma 3.4.4. ([21, Lemma 4]). Let R be a prime ring of 
characteristic different from two. If U cz: Z(R) is a Lie ideal of R and if 
aUb = 0, then a = 0 or b = 0. 
Lemma 3.4.5. ([21, Corollary of Theorem 1]). Let R be a 2-torsion 
free semi-prime ring R and U be a Lie ideal of R. If [a , [a , U]] = 0, 
for some a e R, then [a , U] = 0. 
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Lemma 3.4.6. Let R be a prime ring of characteristic different 
from two. If U cx Z(R) is a Lie ideal of R, then 
(i) u^[u , v] = 0, for all u , V in U. 
(ii) [u , v]u' = 0, for all u , v in U. 
Proof (i). For any u, v € U, uv + vu G U and also, since U is a 
Lie ideal, uv - vu e U. Therefore, we have 2uv e U. Since R is of 
characteristic different from two, then by definition of Jordan 
derivation we have, d{(uv) }=d(uv)uv + uvd(uv). In Lemma 3.4.1, 
replace w by 2uv, to obtain 
2d{(uv) (uv) + (uv) (vu)} = 2{d(u)v(uv) + ud(v) uv + uv d(vu) + 
d(uv)(vu)+(uv)d(v)u+(uv)vd(u)} (3.4.1) 
or 2d{(uv) (uv) + (uv) (vu)} = 2{(d(u)v + ud(v))uv + d(uv)vu} 
+ 2uv{d(uv) + d(v)u + v d ( u ) } . (3.4.2) 
On the other hand, we have 
2{d(uv)(uv) + (uv)(uv)} = 2d{(uv)^ + uv^u} = 2d{(uv)^} + d(uv^u) 
= 2{d(uv) uv + uv d(u)v + (uv) ud(v) + d(u)v^u + ud(v)vu 
+ uvd(v)u + uv"d(u) 
= 2{d(uv)uv +(d(u)v + ud(v))vu} + 2uv{d(uv) + d(v)u + vd(u)}. 
(3.4.3) 
Comparing (3.4.2) and (3.4.3), using Lemma 3.4. l(i), and 
characteristic of R T^: 2. we have (d(uv) - d(u)v - ud(v))(uv - vu) ^ 0 
i.e. u''[u , v] = 0, for all u, v e U. 
Similarly, we can prove part (ii) i.e. [u , v]u^= O,for all u, v e U. 
Lemma 3.4.7. Let R be a prime ring of characteristic different 
from two. If U cr Z(R) is a Lie ideal of R, such that for u e U, 
u G C R ( U ) , the centralizer of U, then d(u) e Z(R). 
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Proof. By Lemma 3.4.2, CR(U) = Z(R). Hence u e Z(R). From 
Lemma 3.2.1 (i), we have d(2uv) = d(u)v + vd(u) + 2ud(v), for all 
u , V e U. Replacing v by vw + wv in the last equation, we get 
d(2u(vw + wv)) = d(u)(vw +wv) + (vw +wv)d(u) + 2ud(vw + wv), 
for all u , V , w e U. (3.4.4) 
Since u e Z(R), by Lemma 3.4.1(ii), we get 
d(2u(vw + wv)) = 2d(uvw + wvu) 
= 2(d(u)vw + ud(v)w + uvd(w) + d(w) vu + wd(v)u 
+ wvd(u) 
- 2(d(u)vw + wvd(u)) + 2u(d(v)w + vd(w) + d(w)v 
+ wd(v)), for all u,v, w e U. 
Compare the two expressions for d(2u(vw + wv)) to obtain 
d(u) (vw - wv) = (vw - wv)d(u), for all v , weU i.e. d(u)eCR([U , U]) 
= CR(U) by Lemma 3.4.3. But as above, CR(U) = Z(R), and hence, 
d(u) e Z(R). 
Lemma 3.4.8. Let R be a prime ring of characteristic different 
from two and U (t Z(R) is a Lie ideal of R. If for u , v e U, uv = vu, 
then u''=0. 
Proof. Using Lemma 3.4.1(ii), for all w e U, we can write 
d(uvw + wvu) - d(u)vw + ud(v)w + uvd(w) + d(w)vu 
+ wd(v)u + wvd(u), for all u , V , w e U. (3.4.5) 
But by hypothesis uv = vu, so by Lemma 3.2.l(i), 
d(uvw + wvu) = d(uv.w + w.vu) 
= d(uv)w + uvd(w) + d(w)uv + wd(uv) (3.4.6) 
since 2uv e U and char R ?i: 2. On comparing both the expressions for 
d(uvw + wvu), and using the fact uv = vu, we get 
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{d(uv) - d(u)v - ud(v)}w + w{d(vu) - d(v)u - vd(u)} = 0, so (u'')w 
+w(v") = 0. By (3.2.9) v" = - u\ so (u')w - w(u") = 0, for all w e U. 
Then u"" e CR(U) = Z(R) by Lemma 3.4.2. Therefore, we conclude that 
for u,v e U, if uv = vu, then u'' 6 Z(R), i.e. d(uv) - d(u)v - ud(v) is in 
Z(R). Since u^  e U and u^v = vu^, then d(u'^ v) - d(u^)v - u^d(v) is in 
Z(R), so d ( u \ ) - (d(u)u + ud(u))v - u^d(v) e Z(R). Again, as 2uv e U 
and u(2uv) = (2uv)u, we get d(u(2uv)) - d(u)(2uv) - ud(2uv) G Z ( R ) 
i.e. d(u^v) - d(u)(uv) - ud(uv) e Z(R), since char R ;t 2. Thus, u(u'') = 
u{d(uv) -d(u)v - ud(v)} = {d(u^v) - (d(v)u + ud(u))v - u^d(v))} 
- {d(u\ ) - d(u)(uv) - ud(uv)} € Z(R). If u'' ^ 0, then using the fact 
that R is prime and u^  e Z(R), we get u e Z(R). Hence by Lemma 
3.4.7, d(u) e Z(R). Then by Lemma 3.2.1(ii) u" = 0, which is a 
contradiction. Hence u"^  = 0. 
We are now well equipped to prove the main Theorem of this 
section. 
Theorem 3.4.1 ([6, Theorem]). Let R be a prime ring of 
characteristic different from two, and let U be a Lie ideal of R such 
that u e U, for all u e U. If d is an additive mapping of R into R 
itself such that d(u^) = d(u)u + ud(u), for all u e U, then d(uv) = 
d(u)v + ud(v), for all u, v e U. 
Proof. Linearizing Lemma 3.4.2(i) and (ii) on v, we get 
u'[u , w] +u"'[u , v] = 0. i.e. u'[u , w] = - u^ '^[u , v] (3.4.7) 
and [u , w]u' + [u , v]u'' = 0, i.e. [u , w]u'' = - [u , v]u"'. (3.4.8) 
Multiplying by [u , Wi] on the left-hand side of (3.4.7) and using 
(3.4.8) and (3.4.7), we get 
[u , v]u"'[u , w,] = - [u . w,]u"'[u , v]. (3.4.9) 
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Substituting Wi = 2 WiV] in (3.4.9), and using the fact that 
characteristic of R is different from two, we get [u , v]u^^[u , wjvi + 
[u , vju'" Wi[u , Vi] = - [u , Wi]viu''[u , v] - Wi[u , Vi] u'''[u , v] or 
[u , v]u'''[u , wijvi + [u , wi]viu''[u , v] 
= - [u , v]u'Vi[u , vi] - w,[u , vi] u''[ui , v]. (3.4.10) 
Applying (3.4.7) and (3.4.8) to (3.4.9), we have 
[u , v]u'^[u , wi]=[u , Wi]u''[u , w] and [u,w]u^[u,wi]=[u , Wi]u'^[u , v] 
and using these in (3.4.10) we obtain, [u , Wi]u''[u , w]vi + [u , w j 
viu''^[u , v] = - [u , v]u"'wi[u , Vi] - wi[u , w]u''[u , Vi], or 
[U , W i ] { u ^ [ u , w]Vi + V|U"'[U , V ] } = - ( [ U , v ]u^Wi + W i [ u , W]U^[U , V | ] . 
In view of (3.4.7) and (3.4.8), the last equation gives 
[u , wi]{u''[u , w].vi - vi.u''[u , w]}= -{[u , v]u"'.w,-wi.[ui , vju'"} 
[u , vi], or 
[u , w , ]K[u , w] , V,] = - [[u , v ] u \ wi] [u , V,]. (3.4.11) 
Replacing V| by 2viUi in equation (3.4.11) and using the fact that 
characteristic of R is different from two, we get 
[u , wi]vi[u''[u , w] , U|] - - [[u , vju"", wi]v,[u , vi]. (3.4.12) 
Again, replace vi by [u , wi] in (3.4.12), to obtain 
[u , wi][u , wi][u''[u , w], ui] = - [[u , v]u^ wi][u , wi] [u , u,]. 
Write vi= Ui in(3.4.11), to get [u , wi][u''[u , w], ui] = -[[u , v]u'\ Wi] 
[u , Ui], and using this in the last equation we get 
[[u , vju" , wi][u , wi][[u , vju"", w,][u , ui] = [[u , vju"", wi][u , w,] 
[u , ui], or {[[u , vju"^, wi][u , w,] - [u , Wi][[u , vju"", w,]}[u , Ui]= 0. 
Replace ui by 2u2Ui in the last equation and use it, to get 
{[[u , v]u^, wi][u , wi] - [u , wi][[u , v]u^ wi]} U [u , ui] = 0. 
If for some u, ui e U, u"' ^ 0, then by Lemma 3.4.4 [u , ui] ^ 0, so by 
Lemma 3.4.4,we obtain [[u , v]u"', wi][u , wi] - [u , wi][[u , v]u"',Wi]= 0. 
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Write Vi = W) in (3.4.11). Then in view of the last equation, we have 
[u , w,][u''[u , w],wi] = -[[u , v]u'', w,][u , wi] - -[u , Wi][[u , v]u'', wi], 
or 
[u , w,][u^[u , w] + [u , v]u^ w,] = 0. (3.4.13) 
Linearizing (3.4.13) on Wi, we have 
[u , wi][u'[u , w]+[u , vju"", V2]+[u , V2][u''[u , w]+[u , vju"", Wi] - 0. 
(3.4.14) 
Now replace W] by 2uwi in (3.4.14) and using the fact Characteristic of 
R is different from two, we get u[u , Wi][u^[u , w] + [u , v]u" ,^ V2] + [u, 
V2][u'^[u , w] + [u , Vlu'"^, u]Wi + [U , V2]u[u' '[u , w ] + [u , vju"^, W]] = 0. 
When w, = u in (3.4.14), then [u , V2][u''[u , w] + [u , vju"", u] = 0. 
Thus from the last equation, we get u[u , Wi][u^[u , w]+[u , v]u"', 
V2]+[u , V2]u[u''[u , w] + [u , v]u'\ Wi]= 0. But again in view of 
(3.4.14), the last equation reduces to - u[u , V2][u^[u , w] + [u , v]u^, 
wi] + [u , V2]u[u^[u , w] + [u , vju'", Wi] = 0, or 
[u , [u , V2]] K [ u , w] + [u , v]u^ w,] = 0. (3.4.15) 
Replace wi by 2w2Wi in (3.4.15) and use (3.4.15) to obtain 
[u , [u , V2]]U[u''[u , w] + [u , v]u\ Wi] = 0. Then by Lemma 3.4.4 
either [u, [u , V2]] = 0 or [u^[u , w]+[u , v]u^, Wi] = 0. If [u, [u , V2]] 
== 0, for all V2 e U, then by Lemma 3.4.5 [u , U] = 0, i.e., u e CR(U) = 
Z(R) so by Lemma 3.4.4, u "' = 0, a contradiction. Hence, 
[u''[u , w] + [u , vju"', Wi] = 0, for all WieU, i.e. u''[u , w] + [u , v] 
u^ e CR(U) = Z(R). Thus, in view of (3.4.8), we get 
u'[u , w] - [u , w]u' 6 Z(R). (3.4.16) 
Commuting (3.4.16) with u \ and using (3.4.8) and Lemma 3.4.2 (ii), 
we have 
u'[u , w] u" = 0, i.e. u' u'[u , w] + [u , w]u' u' - 0. (3.4.17) 
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Again commuting (3.4.16) with [u , w], and using (3.4.7) and 
Lemma 3.4.2 (ii), we obtain 
[u , w] u'[u , w] = 0, i.e. u'[u , w]^ + [u , w]^u' = 0. (3.4.18) 
Let us set a = u^[u , w] and 3 = [u , wju". Then by application of 
(3.4.8) and Lemma 3.4.2 (i). we get u [^u , w]u^ = - u''[u , vju'" = 0. Thus 
a^= 0. Similarly, we can show p^ = 0. In view of (3.4.18) and (3.4.17), 
we have aP =u^[u , w]^u' = - [u , wj^ u^u^ = [u , w]u^u^[u , w] = Pa. 
Now, since a = P = 0 and aP = Pa, we find that 
(a:- P)-^  = a^ + ap^ + Pap + p^a - a^p - aP^ - pa^ - p^ = 0. Since R is 
prime and by (3.4.16), we get a - p e Z(R). This gives a - P = 0 
i.e.,a= p. Thus we get 
u"[u , w] = [u , w]u' i.e. [u' , [u , w]] = 0. (3.4.19) 
Putting w = 2wu3 in (3.4.19), we find 0 = [u", [u ,2wu3]] = 
2[u\ [u , w]u3+ w [u , U3]] = 2[u\ [u , w]u3]+ 2[u'' , w[u , U3]] = 2[u\ 
[u , w]]u3 + 2[u , w][u'' , U3] + 2[u\ w][u , U3] + 2w[u\ [u , U3]]. By 
(3.4.19) the first and the fourth terms in the above expression are zero 
and using the fact that characteristic of R different from two, we get 
[u , w][u^, U3] + [u'', w][u , U3] = 0. Now replace w by [u , w] and, in 
view of (3.4.19), we get [u ,[u , w]][u^, U3] = 0. Again replace U3 by 
2v3U3^  to get [u, [u , w]]U[u\ U3] = 0. By Lemma 3.4.4, either [u,[u , w]] 
= 0 or [u", U3] = 0. As above, we have seen that [u , [u , w]]?tO, 
therefore, [u\ U3]=0 and so u' e CR(U) = Z(R). By Lemma 3.4.2(i) 
u "' [u , ui] = 0. Since u "' (^ 0) e Z(R) and R is prime, we get [u ,Ui] 
= 0. Therefore by Lemma 3.4.4, u "'=0. Hence for all u , v e U, u" = 0, 
i.e. d(uv) = d(u)v + ud(v). 
a 
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§3.5 
Let 9 , (p be endomorphisms of R. An additive mapping d : R -> 
R is called z. (9 , cp) - derivation if d(ab) = d(a)(p(b) + 0(a)d(b), for all 
a, b e R. 
A mapping a I > 0(a)b - b(p(a), where b is a fixed element in 
R is a (0 , (p) - derivation. Such a (0 , (p)-derivation is said to be inner 
. A (0,1) - derivation, where 1 is the identity map on R is called 
simply 0. 9 - derivalion. Of course, 1-derivation is a derivation. 
An additive mapping d : R -> R will be called a Jordan (9 , cp) -
derivation if d(a^) = d(a)(p(a) + 0(a) d(a), for all a e R. 
Jordan 0-derivations and Jordan derivations are defined 
analogously. 
A. Leroy and J. Matczuk [73] generalized Herstein's [55] result 
to Jordan 0-derivations, where 0 is an automorphism [73,Theorem 2.6]. 
Further, in the year 1991 Bresar and Vukman [36] extended Herstein's 
[55] result to Jordan (0 , (p)-derivations and proved the following. 
Theorem 3.5.1. Let R be any ring and R' be a non-commutative 
ring. Let 0 and cp be homomorphisms of R into R'. Let X be a 2-torsion 
free R'-bimodule. Suppose that either cp is onto and xR'a = 0 with 
X € X, a e R' implies that x = 0 or a = 0 or that 0 is onto and aR'x = 0 
with X e X, a € R' implies that x = 0 or a = 0. In this case every 
Jordan (0 , (p)-derivation d : R ^ X is a (0 , (p)-derivation. 
Theorem 3.5.2. Let R be a commutative prime ring (i.e. a 
commutative integral domain) of characteristic different from two. If 0 
and (p are any endomorphisms of R, then every Jordan (0 , (p)-
derivation d of R is a (0 , (p)-derivation. 
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For the sake of convenience we introduce the abbreviation 
ab = d(ab) - d(a) (p(b) - e(a) d(b). (3.5.1) 
In order to develop the proof of the above theorems we begin 
with following results. 
Lemma 3.5.1. Let R and R' be rings and let 0 and (p be homomo-
rphisms of R into R'. Let X be a 2-torsion free R'-bimodule. If d:R->X 
is a Jordan (0 , (())-derivation. then d satisfies the following relations. 
(i) d(ab + ba) = d (a)(p(b) + d(b)(p(a) + e(a)d(b) + 0(b)d(a). 
(ii) d(aba) - d(a)(p(b)(p(a) + e(a)d(b)(p(a) + 0(a)e(b)d(a). 
(iii) d(abc + cba) = d(a)(p(b)(p(c) + 0(a)d(b)(p(c) + 0(a)0(b)d(c) 
+ d(c)(p(b)(p(a) + 0(c)d(b)(p(a) + 0(c)0(b)d(a). 
(iv) ab[(p(a) , (p(b)] - 0 and [e(a), 0(b)]ab = 0. 
(v) ab[(p(a) , (p(b)] = 0 and [e(a). 0(b)]ab = 0. 
The proof of parts (i), (ii) and (iii) of the above Lemma run exactly on 
the same lines as that of lemma 3.2.1, whereas part (iv) and (v)can be 
established by using the same techniques as used in the proof of 
Lemma 3.2.2 and Lemma 3.2.4 respectively. 
Lemma 3.5.2 ([53, Lemma I. l]) . Let R be a prime ring and 0 ^ I 
a right ideal of R. Suppose that given a e I, a" = 0 for a fixed integer 
n, then R has a non-zero nilpotent ideal. 
Lemma 3.5.3. Let G and H be additive groups and let R be a 2-
trosion free ring. Let f: G x G -> H and g: G x G ^ R be biadditive 
mappings. Suppose that for each pair of elements a, beG either f(a , b) 
== 0 or g(a . b)^ = O.In this case either f = 0 or g(a , b)^ = 0, for all 
a. b G G. 
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Proof. Given a e G let U^  = {b e G | f(a , b) = 0} and Va = 
{b e G I g(a , b)^ = 0}- By assumption, G is the union of Ua and Va. 
We intend to show that either Ua "= G or Va = G. Suppose there exist 
elements b, c e G such that b ^ Ua and c ^ Va. Then, of course, b e Va 
and c e Ua. Clearly Ua is a subgroup of G. Since b s? Ua and c e Ua it 
follows that b + c ^ Ua and b - c g Ua. But then b + c e Va and 
b - c e Va; that is, g(a , b+c) =0 and g(a , b - c) = 0 . Since g is 
biadditive, we have g(a , b)^ + g(a , b)g(a , c) + g(a , c)g(a , b) + 
g(a , c) ' - 0, g(a , b)' - g(a , b)g(a , c) - g(a , c)g(a , b) + g(a , c)' - 0. 
Recall that b e Va and therefore g(a , b) = 0 . Combining the above 
relations, we get 2g(a , c)^ = 0. Thus g(a , c)^ = 0, since R is 2-torsion 
free. This contradicts the assumption that c ^ Va. Thus we indeed have 
proved that for each a e G either Ua = G or Vg = G. 
Now let U = {a e G; f(a , b) = 0 for all b e G} and V = {a € G; 
g(a . b)^ = 0 for all b e G}. By the above argument, G is the union of 
U and V. Using the analogous arguments as above one can prove that 
either U = G or V = G. 
Remark 3.5.1. If a ring R and a non-zero R-bimodule X are 
such that xRa = 0 with x e X, a e R implies that x = 0 or a = 0, then R 
is prime. Indeed, suppose that aRb = 0 for some a, b e R. Given any 
non-zero x G X we then have (xRa)Rb = 0, hence it follows easily that 
either a = 0 or b = 0. Thus R is prime. Suppose further that X is 
2-torsion free. If 2a = 0 for some a e R, then 2xRa = 0 for all x e X 
which yields that a = 0. Thus R is 2-torsion free. 
Proof of Theorem 3.5.1. We shall consider the case where (p is 
onto and xR'a = 0, x e X, a e R', implies that x = 0 or a = 0. The other 
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case, where 9 is onto and aR'x = 0, x G X, a e R', implies that x = 0 or 
a = 0, can be discussed similarly. 
Multiplying the relation (v) in Lemma 3.5.1 from the right by 
[(f)(a), (p(b)] and using Lemma 3.5.1 (iv),we get ab(p(c) x [(p(a), (p(b)] 
= 0, for all a, b, c 6 R. Since (p is onto this relation implies that for 
each pair a, b e R either ab = 0 or [(p(a) , (p(b)] = 0. By Remark 3.5.1 
we may assume that R' is 2-torsion free. Note that the mapping 
(a , b)l > ab and (a , b) >[(p(a),(p(b)] satisfy the requirements of 
Lemma 3.5.3. Hence either ab = 0 or [cp(a) , (p(b)]^ = 0, for all a, b e R. 
Suppose that d is not a (0 , (p)-derivation (that is, ab ;^  0 for some a, 
b e R). In this case [{p(a) , (p(b)]^ = 0, for all a, b e R. Since (p is onto, 
this relation can be written as [x , y]^ = 0, for all x , y e R'. By remark 
3.5.1 we may assume that R' is prime. Now we show that R' is a prime 
reduced ring if R' satisfies the property [x , y]^ = 0, for all x, y e R'. 
Let a G R' such that a = 0. Replace y by a in the hypothesis, we get 
[x , a]^ = 0 i.e. (xa)^ - ax^a = 0. This implies that a(xa)^ = 0 or 
(ax)' = 0, for all x G R' . Thus aR is a right ideal of R satisfying 
z^  = 0, for all z G R' . Hence by Lemma 3.5.2 aR = 0 and hence a = 0. 
This proves that if [x , y] = 0, for all x, y G R' i.e. [x , y] = 0, for all 
X, y G R'. Hence, R' is commutative. This is contradiction to our 
assumption and hence ab = 0 i.e. d is a (0 , (p)-derivation. 
Proof of Theorem 3.5.2. Replace a by a^  in Lemma 3.5.1 (i), to 
obtain 2d(a^b) = d(a)(p(a)(p(b) + 0(a)d(a)(p(b) + d(b)(p(a^) + 0(a^)d(b) + 
0(b)d(a)cp(a) + 0(b)0(a)d(a) . 
On the other hand, according to Lemma 3.5.1 (ii) we have 
2d(a^b) = 2d(a)(p(b)(p(a) + 20(a)d(b)(p(a) + 20(a)0(b)d(a). 
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Comparing the two expressions so obtained for d(a b), we get 
{d(a)(p(b) + e(a)d(b) - d(a)e(b) - (p(a)d(b)}(G(a) - (p(a)) = 0. 
Since R is a domain it follows that for each a e R either 9(a) = (p(a) or 
d(a)(p(b) + G(a)d(b) = d(a)0(b) + (p(a)d(b), for b e R. In other words, R 
is the union of its subsets A = {a € R; 9(a) = (p(a)} and B = (a e R; 
d(a)(p(b) + 9(a)d(b) - d(a)9(b) + (p(a)d(b), for all b e R}. Clearly each 
of A and B are additive subgroups of R. But a group can not be the 
union of two of its proper subgroups. Hence A = R or B == R. 
Suppose that A = R. Then cp = 9 and from Lemma 3.5.1 (i) it 
follows at once that d is a (9 , (p)-derivation. 
Suppose that B - R. Then d(a)(p(b) + 9(a)d(b) = d(a)9(b) + 
{p(a)d(b), for all a, b e R. Now using Lemma 3.5.1 (i) it is easy to see 
that d is a (9 , (p)-derivation. 
a 
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C H A P T E R - 0 4 
ON CENTRALIZING AND COMMUTING MAPPINGS 
§4.1 INTRODUCTION 
This Chapter has been devoted to the study of centralizing and 
commuting mappings in prime rings. Most of the results of this chapter 
are based mainly on the work of Posner [85,], Mayne ( [76] , [77] , 
[78] , [79]) , Bresar [27] and Vukman [95] etc. 
Section 4.2 deals with the study of centralizing derivations and 
automorphisms defined on prime rings. A well known theorem due to 
Posner [85] states that if a prime ring has a non-trivial centralizing 
derivation, then the ring must be commutative. The same result was 
obtained for centralizing automorphisms by Mayne [79]. In the end of 
this section a generalization of these results for Lie ideals is given. 
Further, in the subsequent sections a more general result due to Bresar 
[27] is included which generalizes considerably the above result of 
Posner [85]. Section 4.4 is based on the work of Bresar [27] in which 
the structure of centralizing and commuting mappings on prime and 
semi-prime rings are given. 
§4.2 
A famous result due to Posner [85] states that a prime ring must 
be commutative if it has a non-trivial centralizing derivation. This 
result was further extended by Mayne [79] for automorphism. 
Theorem 4.2.1 ([79 , Theorem]). If R is a prime ring with a non-
trivial centralizing automorphism, then R is a commutative integral 
domain. 
In the year 1982, Mayne [78] extended the above result and 
established that the underlying automorphism or derivation needs only 
to be centralizing and invariant on a non-zero ideal in order to ensure 
the commutativity of a prime ring. It was also shown that, if the prime 
ring is of characteristic different from two, then the mapping needs 
only to be centralizing and invariant on a non zero Jordan ideal. In fact 
he proved the following. 
Theorem 4.2.2 Let R be a prime ring and 1 be a non zero ideal of 
R. If R has a non-trivial automorphism or derivation T such that 
uT(u) - T(u)u is in the centre of R and T(u) is in I. for every u in I, 
then R is commutative. 
Later in the year 1984. Mayne[77] pointed out that the ideal 
invariant assumption is unnecessary in the above theorem and he 
proved that the existence of a non-trivial automorphism or derivation 
which is centralizing on a non-zero ideal in a prime ring R implies that 
the ring R must be commutative. 
Theorem 4.2.3. Let R be a prime ring and I be a non-zero ideal 
of R. If L is a non-trivial automorphism or derivation of R such that 
xL(x) - L(x)x is in the centre of R for every x in 1. Then the ring R is 
commutative. 
Further, in 1992 the above result was further generalized for 
automorphism or derivation centralizing on a non-trival Lie ideal. 
Theorem 4.2.4 ([76, Theorem]). Let R be a prime ring of 
characteristic different from two and T be an automorphism of R which 
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is centralizing and non-trivial on a Lie ideal U of R. Then U is 
contained in Z(R). 
The following lemmas are essential for developing the proof of 
the above theorem. 
Lemma 4.2.1 Let R be a prime ring of characteristic different 
from two and U a Lie ideal of R. If T is an automorphism of R which is 
centralizing on U, then T is commuting on U. 
Proof. We have 
[x , T(x)] e Z(R) , for all X € U. (4.2.1) 
Linearizing [x , T(x)]eZ(R), we find that [x , T(y)] + [y , T(x)]€Z(R) , 
for all x , y € U. Since U is a Lie ideal, y can be replaced by 
[x , r] . r e R, to get [x , T([x , r])] + [[x , r] , T(x)] e Z(R). Using 
the Jocobi identity and the fact that [x , T(x)] e Z(R) , [x , T ([x , r])] 
+ [[X , r] , T(x)] = [X , [T(x) , T(r)]] + [[x , r] , T(x)] = [x , [T(x) , 
T(r)]] - [x , [T(x) , r]]. Thus, 
[x , [T(x) , r-T(r)]] e Z(R), for all x in U and r e R. (4.2.2) 
Replacing r by xT(x)x in (4.2.2) and using the fact that [x , T(x)] is 
in Z(R) we find that [T(x) , T(T(x))] e Z(R). Hence [x , [T(x) , 
xT(x)x]] - [X , [T(x) , T(x)T(T(x))T(x)]] = [x , x[T(x) , T(x)x] + [T(x) 
, x] T(x)x] - [X , T(x)[T(x) , T(T(x))T(x)]] = [x , xT(x)[T(x) , x] + 
[T(x) . x]T(x)x] - [X , T(x)T(x)[T(x) , T(T(x))]] = [x , xT(x)][T(x) , x] 
^[T(x) . x][x , T(x)x] - [X , T(x)T(x)] [T(x) , T(T(x))] = x[x , T(x)] 
[T(x) . X] + [T(x) , x][x , T(x)]x - T(x)[x , T(x)][T(x) , T(T(x))] -
[x , T(x)]T(x)[T(x) , T(T(x))] = 2x[x , T(x)][T(x) , x] - 2T(x)[x , T(x)] 
[T(x) . T(T(x))] e Z(R), for all x e U. Commute the last expression 
with T(x) gives 2[x , T(x)] [x , T(x)] [T(x) , x] - 0. Since R is prime 
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and all commutators in the product are in Z(R), we have, [x, T(x)] = 0, 
for all xeU. Hence, T is commuting on U. 
Lemma 4.2.2. Let R be a prime ring of characteristic different 
from two, and let U be a Lie ideal of R. Then 
(i) (x-T(x)) [T(x) ,[x , r]] = 0, for all x in U and r in R; 
(ii) (x - T(x))[x , r](x - T(x)) - 0 and (x-T(x))[T(x) , r] 
(x-T(x))= 0, for all x in U and r in R; 
(iii) If X is in U and (x - T(x))^ * 0, then x is in Z(R). 
Proof (i) Linearizing [x,T(x)] = 0 we have [x,T(y)]+[y,T(x)] 
= 0, for all X and y in U. As in (4.2.2) replace y by [x , r], to obtain 
[x , [T(x) , r-T(r)]] = 0, for all x in U and reR. (4.2.3) 
Replacing r by xr in (4.2.3), we get [x , [T(x) , xr-T(x)T(r)]] = [x , 
x[T(x) ,r] -T(x)[T(x) , T(r)]] = x[x , [T(x) , r]] - T(x)[x , [T(x) , T(r)]] 
= 0, for all X in U and r in R. Multiplying (4.2.3) by T(x) on the left 
and subtracting from the last equation yields that (x - T(x))[x , [T(x) , 
r|] = 0. By the Jacobi identity (x - T(x))[T(x) , [x , r]] = 0. A similar 
argument shows that [T(x) , [x , r]] (x-T(x)) = 0. 
(ii) By (i), (x - T(x))[T(x) , [x , r]] = 0. Replacing r by rs, we 
obtain (x - T(x)) [T(x) , [x , rs]] = (x - T(x))[T(x) , r[x , s] + [x , r]s] 
= (X - T (x)){r[T(x) , [X , s]] + [T(x) , r][x , s]+[T(x) , [x , r]]s + [x , 
r] [T(x), s]} - 0 . Hence by (i), 
(x-T(x)){r[T(x),[x,s]] + [T(x),r][x,s]+[x,r][T(x),s]}= 0. (4.2.4) 
Replacing s by (x-T(x))s in (4.2.4) gives 0+(x-T(x))[T(x), r] 
(x-T(x))[x , s] + (x-T(x))[x , r](x-T(x))[T(x) , s] = 0. If s is replaced 
by [x , s], then again by (i), 
(x-T(x))[T(x) , r] (x-T(x))[x , [x , s]] = 0, for all x in U and r in R. 
(4.2.5) 
r-
^ ^ • / 
-> 
3D 
Let, r be replaced by rt, then (x-T(x))r[T(x) , t](x-T(x)) [x , [x , s]] + 
(x - T(x))[T(x) , r]t(x-T(x))[x , [x , s]] = 0. Again replacing r by 
r(x-T(x)), we get (x-T(x))r(x-T(x))[T(x) , t](x-T(x)) [x , [x , s]] + 
(x-T(x)) [T(x) , r](x-T(x))t(x-T(x)) [x , [x , s]] = 0. But by (4.2.5) the 
first term is zero and so (x-T(x))[T(x),r](x-T(x))t(x - T(x))[x , [x , s]] 
= 0, for all x in U and all r , s , t in R. Since R is prime, so either 
(x-T(x)) [T(x) , r](x-T(x)) = 0 or (x-T(x)) [x , [x , s]] = 0. Now 
equation (4.2.4) with r replaced by r(x-T(x)) results in (x-T(x))[T(x), 
r](x-T(x))[x , s]+(x-T(x))[x , r](x-T(x))[T(x) , s] = 0. Thus (x-T(x)) 
[T(x) , r](x-T(x)) = 0 if and only if (x-T(x))[x , r] (x-T(x)) = 0. Thus, 
if (x-T(x))[T(x) , r](x-T(x)) = 0, then the result is true. If (x-T(x)) 
[x., [x,s]] = 0, then replacing s by rs. we obtain (x-T(x))[x , [x , rs]] = 
(x-T(x))[x , r[x , s] + [x , r]s] = (x-T(x)) {r[x , [x , s]] + 2 [x , r] 
[x , s]} = 0 . If r is replaced by r(x-T(x)), then (x-T(x))[x , r] 
(x-T(x))[x , s] = 0 which implies that (x-T(x)) [x , r] (x-T(x)) = 0. 
Hence result is true in this case also. 
(iii) By (ii), (x-T(x)) [x , r] (x-T(x)) - 0. Replace r by rs, to 
get (x-T(x))(r[x , s]+[x , r]s)(x-T(x)) = 0. Substituting [T(x) , r] for r 
and using (ii) we find that 
(x-T(x))[T(x) , r][x , s](x-T(x)) = 0 , for x in U, all r , s in R. (4.2.6) 
Replacing s by [T(x) , s], we get 
(x - T(x))[T(x), r][x,[T(x),s]](x - T(x)) = 0, for x in U and all r,s in R. 
(4.2.6)' 
Again, replacing r by rt in (4.2.6), to obtain (x-T(x))(r[T(x) , t] [x , s] 
+ [T(x) , r]t [x , s] )(x-T(x)) = 0. Hence replacement of r for [x , r] 
implies that 
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(x-T(x)) [x , r] [T(x) , t] [x , s] (x-T(x)) - 0, for all x e U, r,s,teR. 
(4.2.7) 
Now (x-T(x)) [x , r] [x-T(x) , t] [x , s] (x-T(x)) = 0, since (x-T(x)) 
[x , r] (x-T(x)) = 0 and addling this to (4.2.7) results in 
(x-T(x))[x , r][x , t][x , s](x-T(x)) = 0, for x in U and r , s , t in R. 
(4.2.8) 
Now in (4.2.6) if s is replaced by ts and then s by[T(x) , s], (x-T(x)) 
[T(x) , r] [x , t] [T(x) , s] (x-T(x)) = 0. Subtracting this from (4.2.8) 
we get (x-T(x)) [(x-T(x) , r][x , t] [(x-T(x)) , s] (x-T(x)) = O.Thus 
{(x-T(x))V (x-T(x))r(x-T(x))}[x , t]{(x-T(x))s(x-T(x))-s(x-T(x))^} 
= 0. Replacing r by [T(x) , r], we obtain (x-T(x))^[T(x) , r][x , t]s 
(x-T(x))^ = 0 by (4.2.6) and (ii). Now if (x-T(x)f ^ 0, (x-T(x))^ [T(x) 
, r][x , t] = 0 , then either x is in Z(R) or T(x) is in Z(R) which yields 
that X is in Z(R). 
Lemma 4.2.3. Let R be a prime ring of characteristic different 
from two and U a Lie ideal of R. If x is in U and (x-T(x)) ^ 0, then x 
is in Z(R). 
Proof. If (x-T(x))^ ^ 0, then by Lemma 4.2.2 (iii), x is in Z(R) 
So assume that (x-T(x)) = 0. By Jacobi identity, we write [x , [T(x) , 
r-T(r)]] = [T(x) , [x , r-T(r)]] = 0. On linearizing the above relation, 
we have [T(x) , [y , r-T(r)]] + [T(y) , [x , r-T(r)]] = 0. Replacing r by 
X in above relation, we get fT(x) , [y , x-T(x)]] + 0 = [T(x) , 
y(x-T(x)) - (x -T(x))y] = 0 or 
(x-T(x))[T(x) , y] = [T(x) , y] (x-T(x)) . for all x and y in U. (4.2.9) 
Now, using Lemma 4.2.2 (ii) and equation (4.2.9), we have 
0 = (x-T(x))[T(x) , yz](x-T(x) = (x-T(x))[T(x) , y]z(x-T(x)) ^ 
(x-T(x))y[T(x) , z](x-T(x))= [T(x) , y](x-T(x))z(x-T(x)) + (x-T(x))y 
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(x-T(x)) [T(x) , z] , for y and z in U. Replace y by [y , r] in above 
equation, we obtain. 
[T(x) , [y , r]](x-T(x))z(x-T(x))+(x-T(x)) [y , r] (x-T(x)) 
[T(x) , z]= 0, for all r in R and y , z in U. (4.2.10) 
Now by expanding the above equation and using [T(x),[y,x-T(x)]]=0, 
we have 
[T(x) , [y , r (x-T(x))]] = [T(x) , r][y , x-T(x)] + [T(x),[y , r]](x-T(x)) 
(4.2.11) 
Again replacing r by r(x-T(x)) in (4.2.10) and using (x-T(x)) = 0 and 
(4.2.11) we get either [T(x) , r][y , x - T(x)](x - T(x))z(x - T(x)) + 
(x -T(x))r[y , x - T(x)](x-T(x))[T(x) , z] = 0 or [T(x) , r] y (x-T(x) 
z(x-T(x)) + (x-T(x))r (x-T(x))y(x- (x))[T(x) , z] =0. Let r = [y , r] 
which is of course in U since y is in U, and using (4.2.9) on the first 
term, we find that 
(x-T(x)) [(T(x) , [y , r]] y(x-T(x)) z(x-T(x))+(x-T(x))[y , r] 
(x-T(x))y (x-T(x))[T(x) , z] - 0. (4.2.12) 
Now, again by Lemma (4.2.2),(ii) (x-T(x))[T(x) , [y , r] , y] (x-T(x)) 
= 0 and so (x-T(x))[y , r][T(x),y](x-T(x)) + (x-T(x))[T(x) , [y , r]y 
(x-T(x)) = 0. Thus using this in the first term of (4.2.12), we have 
(x-T(x))[y , r][T(x) , y](x-T(x))z(x-T(x)) + (x-T(x))[y , r](x-T(x))y 
(x-T(x)) [T(x) , z] = 0 and by (4.2.9), (x-T(x))[y , r](x-T(x))[T(x) , 
y]z-y[T(x) , z](x-T(x)) = 0. But this implies that (x-T(x))[y , r] 
(x-T(x))y[T(x) , z] (x-T(x)) = 0. Replacing y by y + w and linearizing, 
we obtain (x-T(x))[w , r] (x-T(x))y[T(x) , z](x-T(x)) + (x-T(x))[y , r] 
(x-T(x))w[T(x) , z] (x-T(x)) = 0. Again replacing w by [x , s] and 
using (x-T(x))[x , r][T(x) , s] (x-T(x)) = 0, we get 
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(x-T(x)) [[x , s] , r] (x-T(x)) y [T(x) , z] (x-T(x)) = 0, for y , z in 
Uand r , s in R. (4.2.13) 
Now, Bergen, Herstein and Kerr [ 21, Lemma 4] have shown that if a 
non zero Lie ideal U is not in the centre of a prime ring of 
characteristic different from two, then a U b = 0 implies a = 0 or b = 0. 
So if U is in the center, then so is x. If U is not in the center, then 
since (4.2.13) is true for all y, either 
(x-T(x))[[x , s] , r](x-T(x))= 0, for all r and s in R. (4.2.14) 
[T(x) , z] [x-T(x)] = 0, for all z in U. (4.2.15) 
If (4.2.15) holds, then replacing z by [y,r(x-T(x))] and using (4.2.11), 
v/e have. 
[T(x) , r][y , x-T(x)] (x-T(x)) = - [T(x) , r] (x-T(x))y(x-T(x)) - O.So x 
is in Z(R) or (x-T(x))y(x-T(x)) = 0, which by Lemma 4 of [21], then 
forces x-T(x) = 0, if x is not in Z(R). So in this case lemma is true. If 
(4.2.14) holds, replacing s by st, gives that (x-T(x))[[x , st] , r] 
(x-T(x)) = (x-T(x))[s[x , t] + [X , s]t , r] (x-T(x)) = (x-T(x)){[s , r] 
[x,t] +s[[x , t] , r] + [x , s][t , r] + [x , s] , r]t} (x-T(x)) = 0. Replacing 
s by s(x-T(x)), using (4.2.13) and Lemma (4.2.2) (ii) yield that, 
(x-T(x){[s(x - T(x) , r][x , t] + [[x , s(x-T(x))] , r]t}(x-T(x)) = 
(x - T(x)){s[x - T(x) , r][x , t] + [x , s](x - T(x)) , r]t}(x - T(x)) = 0 or 
(x-T(x)){[s(x-T(x)r][x , t] - [x , s]r(x-T(x)t}(x-T(x)) = 0. But (x-T(x)) 
[x, sr](x-T(x)) = 0 we have (x-T(x)){s(x-T(x)r[x , t]+s[x , r] (x -
T(x)t}(x-T(x)) = (x-T(x))s{(x-T(x)r[x , t]+[x , r](x-T(x)t}(x-T(x)) = 0. 
So if x ^ T(x),(x-T(x))r[x , t](x-T(x)+[x , r](x-T(x)t (x-T(x)) - 0. 
Since (x-T(x))[x , rt](x-T(x)) = 0, this becomes -(x-T(x))[x , r]t 
(x-T(x))+[x , r](x-T(x))t(x-T(x))={-(x-T(x))[x , r]+[x , r](x-T(x)}t 
(x-T(x)) = 0. So if, (x-T(x)) ^ 0, 
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(x-T(x))[x , r] =[x , r] (x-T(x)). for all r in R. (4.2.15) 
Replacing r by rs in (4.2.16), we obtain (x-T(x))(r[x , sj + x [s , r]s) 
= (r|x , s] -^  [x , r]s) (x-T(x)) and then again replacing r by r(x-T(x)) 
we have (x-T(x))r(x-T(x))[x , s]=[x , r](x-T(x))s(x-T(x)). But using 
(4.2.16), this implies that (x-T(x)){r[x , s] - [x , r]s}(x-T(x)) = 2(x-
T(x))r[x , s](x-T(x)) = 0. Hence, x is in Z(R). 
Proof of Theorem 4,2.5. Since T is nontrivial on U. so there 
must be an element x in U such that x ^ T(x). By Lemma 4.2.3, x is in 
Z(R).Let y be in U and y not be in Z(R). Then by Lemma 4.2.3, y = 
T(y). Then T(x+y) = T(x) + T(y) = T(x) + yj ^  x+y. Hence, x + y is in 
2XR). But this IS impossible since y was assumed not to be in Z(R). 
Hence, for all y in U, y must be in Z(R) and so U is contained in Z(R). 
• 
§4.3 
A classical result of Posner [85] states that the existence of a 
non-zero centralizing derivation on a prime ring R forces the ring R to 
be commutative. A number of authors have extended the above 
theorem in several ways. A famous result in this direction is due to 
Bresar [27, Theorem 4.1] which states as follows: 
Theorem 4.3.1. Let R be a prime ring and I be a non-zero left 
ideal of R. Suppose that derivations d and g of R are such that 
d(u)u - ug(u) e Z(R), for all uel . If d 9^  0, then R is commutative. 
For developing the proof of the above theorem we begin with the 
follov/ing lemmas. Lemma 4.3.1 is merely a collection of some well-
known results in ring theory. 
Lemrna 4.3.1. Let R be a prime ring. Then the following hold: 
(i) The nonzero elements of Z(R) are not zero divisors. 
60 
(ii) If d is a nonzero derivation of R, then d does not vanish on 
a nonzero left ideal of R. 
(iii) If R contains a commutative nonzero left ideal, then R is 
commutative, 
(iv) Let c and ac be in the center of R. If c is not zero, then a is 
in the center of R. 
(v) The center of a semi-prime ring contains no nonzero 
nilpotent elements. 
Lemma 4.3.2. ([13, Lemma 4]). Let R be a semi-prime ring and I 
be a nonzero left ideal. If d is a derivation of R which is centralizing 
on I, then d is commuting on I. 
0 0 • 
Proof. For arbitrary x e I, we have [x , d(x )] e Z(R) that is, 
[x^ xd(x) + d(x)x] = [x^ , 2xd(x) - [x , d(x)]] = 2[x^ , xd(x)] - 4x^ 
[x , d(x)] € Z(R). Thus, 4[x^ [x , d(x)] , d(x)] = 0, from which it 
follows that 8x[x , d(x)]^ = 0 and hence 8x[x , d(x)]'^ =^  0. Again 
invoking Lemma 4.3.1 (v), we get 
2[x , d(x)] = 0, for all x e I, (4.3.1) 
and it follows at once that 
[x^ d(x)] = 0, for all x e 1. (4.3.2) 
E5y polarizing both (4.3.1) and the original hypothesis that [x , d(x)] is 
in Z(R), for all x e I, we see that [x , d(y)] + [y , d(x)] e Z(R) and 
2([x , d(y)] + [y , d(x)]) = 0 for all x , y e I; and combining these 
results with (4.3.1) we have 
[xy + yx , d(x)] + [x^ d(y)] = 0, for all x , y e I. (4.3.3) 
Replacing y by yx yields (xy + yx) [x , d(x)] + ([xy + yx , d(x)] + 
[x^ d(y)])x + y[x^ d(x)] + [x%y]d(x) = 0, for all x , y e I. Rewriting 
the first summand as ([x , y] + 2yx)[x , d(x)] and using (4.3.1), (4.3.2) 
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and (4.3.3) we get, [x , y][x , d(x)] + [x^ , y]d(x) = 0, for all x , y e I. 
Thus taking y = d(x)x and using (4.3.2), we conclude that [x , d(x)]x 
[x , d(x)] = 0 = [x , d(x)]'' and, hence [x , d(x)] = 0, for all x e I. 
Lemma 4.3.3 ([53, Lemma 1.1]). Let R be a prime ring, then R. 
has no non-zero nil left ideal of bounded index. 
Lemma 4.3.4 ([52, Corollary of Lemma 1.3.2]). If a ,b e R are 
such that axb = bxa for all xeR, and if a^ O^, then b =A,a for some A, in 
the extended centroid of R. 
Lemma 4.3.5. Let R be a non-commutative prime ring and I be a 
non-zero left ideal of R. If a derivation d of R maps into the Z(R), then 
d = 0. 
Proof. Suppose u , v e I. Then d(u) , d(v) e I and d(uv) are 
contained in Z(R). Hence, 0 = [d(vu) , u] = [d(v)u + vd(u) , u] = [v , u] 
d(u). From the fact that, the non-zero elements of Z(R) are non zero 
devisors, it follows that either d(u) = 0 or u is contained in the center 
of I. In other words, I is the union of its subsets G = {uel | d(u) = 0} 
and H = {u e I I u e Z(u)}, also note that both are additive subgroups 
of I. But a group cannot be the union of its two proper subgroups. Thus 
either G = I or H = 1. If H = I, then I is commutative which is 
impossible by Lemma 4.3.1 (iii). Hence G = I. Using the fact, if d is a 
non zero derivation of R, then d does not vanishes on a non-zero left 
ideal of R, we have d = 0. 
Proof of Theorem 4.3.1. We assume that R is noncommutative 
prime ring, and d, g are derivations of R such that d(u)u-ug(u) e Z(R), 
for all u in a non-zero left ideal 1. We want to show that d = 0. A 
linearization of d(u)u - ug(u) € Z(R) gives that 
d(u)v + d(v)u - ug(v) -vg(u) G Z(R), for all u , v e I. (4.3.4) 
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First assume there exists c ?^  0 e Z(R) n I. Taking v = c in (4.3.4), we 
obtain 
c(d(u) - g(u)) + (d(c) -g(c))u e Z(R), for all u G I. (4.3.5) 
Now, let V = c^  in (4.3.4). Then we obtain c^(d(u) - g(u)) - 2c(d(c) 
-g(c))ueZ(R) i.e. c{c(d(u)-g(u))+(d(c)-g(c))u}+c(d(c)-g(c)) u e Z(R). 
Using equation (4.3.5), we get c(d(c) - g(c)) u e Z(R), for every u in I. 
By Lemma 4.3.1 (iii) there exist u e 1 which is not contained in Z(R), 
hence it follows from the last relation. Lemma 4.3.1 (iv) and (i) that 
d(c)= g(c). Thus (4.3.5) becomes c(d(u) - g(u)) e Z(R) for all u G I, 
and so, by Lemma 4.3.1(iv) , d(u) - g(u) G Z ( R ) , for every u in I. In 
view of Lemma (4.3.3) we are forced to conclude that d = g. Now 
apply Lemma 4.3.2. Thus, in case Z(R) n I 9^  0, we have d(u)u = ug(u), 
for all u G I. 
Now assume Z(R) n 1 = 0. By assumption, d(u)u - ug(u) G Z(R), 
for u G 1, so this commutes with any v G 1 and shows that vug(u) G 1. 
On linearizing vug(u) e 1, we get vug(w) + vwg(u) G I. Replacing w 
by vu, we get vug(vu) G 1. Choose u G 1, such that W = lu ?*: 0, for 
w G W, then we have d(w)w - wg(w) G 1 n Z(R) = 0. 
Thus it is proved that in any case there exists a nonzero left 
ideal, which we denote by W, such that d(w)w = wg(w), for all w G W. 
Linearizing this relation we obtain 
d(u)w + d(w)u = ug(w) + wg(u), for all u, w G W. (4.3.6) 
Replace w by wu in (4.3.6), we obtain (d(u)w + d(w)u - ug(w))u + 
w(d(u)u - ug(u)) = uwg(u); hence it follows from (4.3.6) and d(u)u = 
ug(u) i.e. 
wg(u)u = uwg(u), for all u , w G W. (4.3.7) 
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FLeplacing w by vw and applying (4.3.7), we get, [v , u]wg(u) = 0. 
Thus, [W , u] RWg(u) = 0, for all u e W. Since R is prime , for every 
u 6 W, we have either [W , u] = 0 or Wg(u) = 0. The subsets A = 
(u e W I [W , u] = 0} and B = {u e W I Wg(u) = 0} are additive 
subgroups of W and by the above argument their union is equal to W. 
Therefore, either A = W or B = W. If A = W then R is commutative by 
Lemma 4.3.1 (iii). Hence B = W. In particular, ug(u) = 0, for all u e 
Vv^, which yields 
d(u)u = 0, for all u e W. (4.3.8) 
Linearizing equation (4.3.8), we get 
d(u)v + d(v)u = 0, f o r a l I u , v e W . (4.3.9) 
Replace v by d(u)v , to obtain 0 = d(u)^v + d^(u)vu + d(u)d(v)u = 
d^(u)vu, since d(u)v = -d(v)u. Thus d^(u)RWu - 0, for all u e W. 
Using primness of R and the fact that a group can not be the union of 
two of its proper subgroups, it follows that d (u) = 0, for all u e W. 
According to (4.3.8) we have 0 = d(d(u)u) - d^(u)u + d(u)^, which 
yields d(u)d(v) + d(v) d(u) = 0, for all u, v e W. Note that the last 
relation implies d(v)d(W)d(W)v = 0, and also that for all u , v e W, 
d(u)d(v)d(u) - 0. In the latter expression, replace v by wv, multiply 
on the right by d(w)v, and using the last sentence we conclude that 
(d(u)d(w)v)^ = 0. This means that Wd(u)d(w) is a nil left ideal of index 
three, which is impossible, by Lemma 4.3.3 unless Wd(u)d(w) = 0. 
Replacing u by uv, one can show that Wd(u)vd(w) = 0; since R is 
prime, then we have Wd(w) = 0. Next, by (4.3.9) we have d(u) (uv) + 
d(uv)u = 0. Hence d(uv)u = 0 by (4.3.8). Therefore d(u)vu = 0, since 
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Wd(W) = 0. Thus d(u)RWu = 0 for all, u e W, from which one 
conclude easily that d(W) = 0. Hence d = 0 by using Lemma 4.3.1 (ii). 
• 
Remark 4.3.1. In the above theorem, if we assume that g ?^  0 
instead of d ?^  0, then the result need not be true i.e. R is not 
commutative Indeed, let R be any prime ring having nilpotent 
elements, and let a 9^  0 e R be such that a = 0. Let I be a left ideal 
generated by a. Define the inner derivation g by g(x) = [a , x]. Then 
lg(u) = 0, for all u e I. 
Corollary 4.3.1. Let R be a prime ring and I be a non-zero left 
ideal of R. If there exists a non-zero derivation of R which is 
centralizing or skew-centralizing on 1, then R is commutative. 
§ 4.4. 
In 1993 Bresar [27] proved that same concrete additive mappings 
(such as derivation, endomorphism, etc.) can not be centralizing on 
certain subsets of non-commutative prime (and some other) rings. In 
the same paper he also described the structure of an arbitrary additive 
mapping which is centralizing on a prime ring and proved the 
following result: 
Theorem 4.4.1 ([27, Theorem A]). Let R be a prime ring. 
Suppose an additive mapping F of R into itself is centralizing on R. If 
either R has a characteristic different from two or F is commuting on 
R. then F is of the form F(x) = Xx + ^(x) , xeR, where A, is an element 
from the extended centroid C of R and t, is an additive mapping of R 
into C. 
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In order to prove the above theorem we begin with the following 
results: 
Lemma 4.4.1. Let R be a prime ring, and let d and g be 
derivations of R. Suppose that 
d(x)g(y) - g(x)d(y), for all x , y e R. (4.4.1) 
If d ?!: 0, then there exists X e C such that g(x) = A.d(x), for all x e R. 
Proof. Replacing y by yz in equation (4.4.1), we get d(x)g(y)z + 
d(x)yg(z) = g(x)d(y)z + g(x)yd(z).According to (4.4.1) this relation 
reduces to 
d(x)yg(z) = g(x)yd(z) , for all x , y , z e R. (4.4.2) 
In particular, d(x)yg(x) = g(x)yd(x) , for all x , y e R. Hence, if 
d(x) ^ 0, using Lemma 4.3.4 we have g(x) = A,(x)d(x), for some A,(x) 6 C. 
Thus, if d(x) ^ 0 and d(z) ^ 0, then it follows from (4.4.2) that (X(x) -
X(z))d(x)yd(z) = 0, for all y e R. Since R is Prime, this relation 
implies that A.(x) = A,(z). Thus we have proved that there exists X e C 
such that the relation g(x) = Xd(x) holds, for all xe R with the 
property d(x) ^ 0. On the other hand, if d(x) = 0 then we see from 
(4.4.2) g(x) = 0, since d ^^^  0 and R is prime. Thus g(x) = A,d(x), for all 
X € R. 
Lemma 4.4.2. Let R be a prime ring, and let d , f , g and h be 
derivations of R. Suppose that 
d(x)g(y) - h(x)f(y). for all x, y e R. (4.4.3) 
If d ?!: 0 and f t^ 0 , then there exists X eC such that g(x) = Xf(x) and 
h(x) = ^d(x) , for all x e R. 
Proof. Taking y = zy in (4.4.3) we obtain d(x)g(z)y + d(x)zg(y) 
= h(x)f(z)y + h(x)zf(y); applying (4.4.3) we get 
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d(x)zg(y) = h(x)zf(y), for all x, y, z e R. (4.4.4) 
Let z = zf(w) in equation (4.4.4) we have, d(x)zf(w)g(y) - h(x) 
zf(w)f(y). By (4.4.4), h(x)zf(w) = d(x)zg(w) and so, we have 
d(x)z(f(w)g(y) - g(w)f(y)) - 0. Since d ^ 0 and R is prime this relation 
implies that f(w)g(y) = g(w)f(y) , for all y , w e R. We have assumed 
that f ^ 0, hence it follows from Lemma 4.4.2 that g(y) = A,f(y) for all 
y e R, where X is an element in C. Hence equation (4.4.4) becomes 
(/V,d(x) -- h(x))zf(y) = 0, for all x , y , z e R. Consequently, h(x) = 
A.d(x), for all x e R. 
Lemma 4.4.3. Let R be a prime ring, and let d, g and h be 
derivations of R. Suppose there exist elements a, b e R such that 
d(x) = ag(x) + h(x)b, for all x e R. (4.4.5) 
If a ^ Z(R) and b i Z(R), then there exists A, € C such that d(x) = 
[/Ub . x] , g(x) = [A,b , x] and h(x) = [Xa , x], for all x e R. 
Proof. According to equation (4.4.5), we have 
ag(x)y + h(x)b y + xag(y) + xh(y)b == d(x)y + xd(y) = d(xy) = ag(xy) + 
h(xy)b = ag(x)y + axg(y) + h(x)yb + xh(y)b. Hence, [a , x]g(y) = 
h(x)[b , y] , for all x, y e R. By Lemma (4.4.2) there exists A, e C such 
that h(x) == [A,a , x] and g(x) = [Ab , x], for all x e R. Hence (4.4.5), 
yields d(x) = [Xab , x], for all x e R. 
• 
Corollary 4.4.1. Let R be a prime ring, and let g and h be 
derivations of R. Suppose there exist elements a, b e R such that 
ag(x)+ h(x)b = 0, for all x G R. If a g Z(R) and b ^ Z(R), then there 
exists X e C such that g(x) = [Xh , x] and h(x) = [Xa. , x], for all x e R. 
Moreover, if g ?t 0 then ab e Z(R). 
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Proof of Theorem 4.4.1. For proving this theorem, we 
distinguish two cases. 
Case I. First we shall show that if an additive mapping F: R ^ R 
is centralizing on a Jordan subring S of R, then F is commuting on S. 
A linearization of [F(x) , x] e Z(R) gives [F(x) , y] + [F(y) , x] 
in Z(R) , for all x , y e S. In particular, [F(x) , x^] + [F(x^) , x]eZ(R) . 
Since [F(x) , x] e Z(R), we have [F(x) , x^] = 2[F(x) , x]x. Thus 
2[F(x) , x]x +[F(x^) , x] e Z(R), for all x e S. (4.4.6) 
By assumption, [F(x^) , x^] e Z(R) , for all x e S ; That is 
[F(x^) , x]x + x[F(x^) , x] G Z(R) , for all x e S. (4.4.7) 
Now, fix X e I and let z = [F(x) . x] e Z(R) , u = [F(x^) , x] . We must 
show that z = 0. By (4.3.1) we have 0 = [F(x) , 2zx + u] = 2z^ +[F(x) , u]. 
Thus, 
[F(x) , u] = - 2z^ (4.4.8) 
According to (4.4.7) we have 0 = [F(x) , ux+xu] = [F(x) , u]x+u[F(x) , 
x] + [F(x) , x]u+ x[F(x) , u]; applying (4.4.8), then we get -4z x + 2zu 
= 0. Thus zu = 2z^x. Multiplying (4.4.8) by z and using the last 
relation, we obtain -2z" = [F(x) . 2z x] = 2z . Hence z' ^ 0, since the 
center of the semi-prime ring contains no non-zero nilpotents element, 
we conclude that z = 0. This proves case I. 
Case II . In view of case 1. it remain only to show that if an 
additive mapping F of R is commuting on R, then there exist X e C and 
an additive mapping ^ : R -> C, such that F(x) = Xx + ^(x), for all 
x € R. 
By case I, we find that F is commuting on R. i.e. [F(x) , x] = 0 . 
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Linearizing the relation [x , F(x)] - 0, we get [x , F(y)] = [F(x) , y] for 
all X , y in R. Hence , [x , F(yz)] = [F(x) , yz] = y[F(x) , z] + [F(x) , 
y]z = y[x , F(z)] + [x , F(y)]z. Thus, we have 
[x , F(yz)] = y[x , F(z)] + [x , F(y)]z, for all x , y , z e R. (4.4.9) 
Fix y e R. Suppose y e Z(R). As a special case of (4.4.9), we have 
[x , F(y^)] = y[x , F(y)] + [x , F(y)]y, for all x e R. Since the mapping 
x --> [x , F(y )] and x -> [x , F(y)] are derivations, so Lemma 4.4.3 can 
be applied. Thus there exists )\.(y) e C such that [x, F(y)] = [x , X(y)y], 
for all X G R. Now, suppose y e Z(R). From the linearized form of 
[F(x) , x] = 0 we see that F(y) e Z(R) as well. It is now clear that for 
every y e R there exists ?^ ,(y) e C such that [x , F(y)] == [x , A,(y)y] is 
fulfilled for every x e R. We want to show that X(y) is a constant. 
Now (4.4.9) can be written in the form [x , A-(yz) yz] = y[x, ?i(z)z] + 
[x, X(y)y]z; that is, 
[x , (Myz) - My))y]z + y[x , (Myz) - ^(z))z] - 0. (4.4.10) 
Take y ^ Z(R), z € Z(R). Then by (4.4.10) and Lemma 4.4.3 it follows 
that there exists )j, e C Such that [x , (A,(yz) - A,(y))y] = [x , jiX] and 
[x, (^(yz) - /\.(z))z] = [x , |iz], for all x e R. Since y g Z(R) and 
z g Z(R) these relations imply that /l(yz) - \{y) = jx and /V(yz) - A.(z) = 
|i. Consequently X(y) = X(z). Thus there exists X e C such that 
[x, F(y)] = [x , Xy] holds for all x e R and y ^ Z(R). However, since 
F maps Z(R) into itself, this relation is certainly true if y e Z(R). 
Finally, note that the mapping ^(y) = F(y) - Xy has the desired 
properties. 
Q 
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CHAPTER - 05 
COMMUTATIVITY PRESERVING DERIVATIONS IN RINGS 
§ 5.1 INTRODUCTION 
This chapter has been devoted to the study of commutativity-
preserving derivations in prime and semi-prime rings. Most of the 
results of this chapter are based on the work of Daif and Bell [41], 
Bell and Daif ([10] , [9]), Deng and Ashraf [42] etc. 
Section 5.2 begins with a result due to Daif and Bell [41] which states 
that if R is a semi-prime ring and I is a non-zero ideal of R and if R admits a 
derivation d for which either xy+d(xy) = yx+d(yx) or xy - d(xy) = yx - d(yx) 
for all x,y e I, then I is a central ideal. In section 5.3 some results based on 
commutativity of prime and semi-prime rings admitting strong 
commutativity-preserving derivations and endomorphisms are given. Section 
5 4 opens with a result due to Deng and Ashraf [42] in which the 
mappings F and G of a ring R satisfy [F(x),G(y)] = [x , y], for all x,y 
in a subset of R. Thus, they introduced a more general concept than the 
strong commutativity-preserving mappings and obtained certain results 
on commutativity of a ring R. In the last section of this chapter 
generalizations of the results of section 5.2 which are due to Bell and 
Daif [9] have been presented. Examples are also given at the proper 
places to justify the hypothesis of the various theorems. 
§5.2 
In the year 1992, Daif and Bell [41] investigated commutativity 
of a ring R with a derivation d satisfying either of the properties 
xy + d(xy) = yx + d(yx) or xy - d(xy) = yx - d(yx), for all x,y in an 
ideal of the ring R. In fact they proved the following; 
Theorem 5.2.1 ([41, Theorem 3]). Let R be a semi-prime ring 
and I a non-zero ideal of R. If R admits a derivation d such that either 
xy + d(xy) = yx + d(yx) or xy - d(xy) = yx - d(yx), for all x , y in an 
ideal of the ring R. Then I is a central ideal. 
Following are the consequences of the above theorem. 
Corollary 5.2.1. Let R be a prime ring and I a non-zero ideal of 
R. If R admits a derivation d such that either xy + d(xy) = yx + d(yx) 
or xy - d(xy) = yx - d(yx), for all x,y in an ideal of the ring R. Then 
R is commutative. 
Corollary 5.2.2. Let R be a semi-prime ring admitting a 
derivation d for which either xy + d(xy) - yx + d(yx) or xy - d(xy) = 
yx - d(yx), for all x , y in R. Then R is commutative. 
For developing the proof of the above theorem we need the 
following Lemmas. Lemma 5.2.1 contain some well-known results on 
prime and semi-prime rings. 
Lemma 5.2.1 (i). If R is a semi-prime ring, then the center of a 
non-zero one sided ideal of R is contained in Z(R). In particular, any 
commutative one sided ideal of R is contained in Z(R). 
(ii) If R is a semi-prime ring, then the centralizer of any non-
zero one sided ideal is equal to the center of R. Thus, if R has a non-
zero central right ideal, then R must be commutative. 
(iii) Let R be a prime ring. If a,b are elements of R such that 
axb = bxa, for all xeR, and if a ;^  0, then b = Xa, for some A, in the 
extended centroid of R. 
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(iv) Let R be a prime ring, I a non-zero right ideal of R, and 
let T be an endomorphism of R. If T(u) = u for all u e I, then T is the 
identity map on R. 
(v) If R is a semi-prime ring and I is any non-zero ideal of R, 
then CR(I) is equal to the centralizer of I in R. 
Lemma 5.2.2. Let R be a semi-prime ring and I be a non-zero 
ideal of R. If z in R centralizes the set [I , 1], then z centralizes I. 
Proof. Let z centralize [I , 1]. Then for all x , y in I, we have 
z[x ,xy] = [x , xy]z, which can be rewritten as zx[x , y] = x[x , y]z. 
Hence, [z , x][x , y] = 0, for all x , y in I. Replacing y by yz, we get 
[z , x] I[z , x] = {0}. Since I is an ideal, it follows that, [z , x]IR[z , 
x]= {0} = I[z , x]RI[z . x],so that [z , x]l = l[z , x] = {0}.Thus,[[z , x], 
x] = 0, for all X in I, and by Lemma 5.2.l(v), z centralizes I. 
Proof of Theorem 5.2.3. First we suppose that 
xy + d(xy) = yx + d(yx), for all x,y in I. (5.2.1) 
This can be rewritten as 
[X , y] = -d([x , y]), for all x , y in I. (5.2.2) 
Now, for all X , y , z in 1, we have [x , y]z + d([x , y]z) = z[x , y] + 
d(z[x , y]), which yields [x , y]z + d([x , y])z + [x , y]d(z) = z[x , y] + 
d(z)[x , y] + zd([x , y]). and applying (5.2.2) we conclude that 
[x , y]d(z) = d(z)[x , y], for all x , y , z in I. (5.2.3) 
By Lemma 5.2.2, we see that d(I) centralizes I; and it follows from 
(5.2.1) that [x , y] is in the center of I, for all x , y in I. Another 
application of Lemma 5.2.2 shows that the ideal I is commutative. 
Hence by Lemma 2.5.1 (ii). I is in the center of R. In the event that 
xy - d(xy) = yx - d(xy) for all x , y in I, it is equally easy to establish 
(5.2.3). Hence, I is a central ideal. Q 
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In the year 1994, Bell and Daif [10] studied commutativity of 
rings admitting a special kind of commutativity preserving map which 
they called strong commutativity-preserving and they defined it as 
follows: 
Let S be a non-empty subset of R. A map f : R -> R is called 
strong commutativity-preserving on S if [f(x) , f(y)] ^ [x , y], for all 
X , y e S. 
In the mentioned paper authors also proved the following 
theorem on strong commutativity-preserving map. 
Theorem 5.2.4 ([10, Theorem 1]). Let R be a semi-prime ring 
and let I be a non-zero right ideal in R. If R admits a derivation d 
which is strong commutativity-preserving on 1, then I e Z(R). 
Proof. For all x , y e I, we have [x , xy] = [d(x) , d(xy)], from 
which it follows easily that 
[d(x) , x] d(y) + d(x)[d(x) , y] = 0, for all x , y e I. (5.2.4) 
Replacing y by yr gives [d(x) , x] (yd(r) + d(y)r) + d(x) (y[d(x) , r] + 
[d(x) , y]r) = 0, which on comparison with (5.2.4) yields 
[d(x) , x]yd(r)+d(x)y[d(x), r] = 0, for all x,yGl and re R. (5.2.5) 
Let r = d(x), we see that 
[d(x) , x]Id^(x) = {0} = [d(x) , x]IRd^(x), for each x in I. (5.2.6) 
Since R is semi-prime, it must contain a family A = {?„ : asA} of 
prime ideals such that n Pa= {0}. If P is a typical member of A and 
X e I , (5.2.6) shows that 
d^(x) e P or [d(x) , x]I c P. (5.2.7) 
Suppose that d^(x)6P. Then for all yel , [x , yd(x)] =[d(x) , d(yd(x))] 
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and hence [x , y]d(x) + y[x , d(x)] = y[d(x) , d'(x)]+[d(x) , y]d'(x) + 
2/ [d(x) , d(y)] d(x). Therefore y[x , d(x)] = y[d(x) , d^(x)] + [d(x) , 
y]d^(x). Thus I[x , d(x)] c P and IR [x , d(x)] c P, so that either I c P 
or [x , d(x)] G P. Either of these conditions implies [x , d(x)] 1 c P. 
Now recalling (5.2.7), we get [x , d(x)] I c P, for all x e I and P e A. 
Since n pa = {0}, we have [x , d(x)] I = {0}, for all x e I. Now it 
follows from (5.2.5) that d(x)lR[d(x) , r] = {0}, for each x e I and 
r e R. Hence for each P G A and each x e I, d(x)I c P or [d(x) , R] c P. 
f'or fixed P, the sets of all elements x e I for which these two 
conditions hold are additive subgroups of I whose union is I, therefore 
d(l)l c P or [d(I) , R] c P. (5.2.8) 
Suppose that d(I)I c P. For arbitrary x , y , z e 1, the condition 
[x , yz] = [d(x) , d(yz)] reduces to [d(x) , y]d(z) = -d(y)[d(x) , z]; and 
since the right side of the latter equation is in P,we have yd(x)d(z)e P. 
Thus I[d(x) , d(z)] = I[x , z] c P, for all x , z e I; and primness of P 
implies that either I c P or [x , z] GP, for all x , z e I. In either event 
[I , I] c P. Returning to (5.2.8), we note that the second alternative 
gives [d(I), d(I)] c P and hence [1 , 1] c P. Now using the fact that 
n Pa = {0}, we conclude that I is a commutative right ideal; and since 
R is semi- prime. Lemma 5.2.1 (i) implies that I c Z(R). 
Corollary 5.2.1. If R is a semi-prime ring admitting a derivation 
d which is strong commutativity-preserving on R, then R is 
commutative. 
Example 5.2.1. Let R be a 3-dimensional algebra over a field of 
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characteristic two, with basis {uo ,Ui.U2} and multiplication defined by 
fu if ( i , j ) = ( 1 , 2 ) 
u.u • =< ^ 
' J [0 . otherwise 
Let d be the linear transformation on R defined by d(Uo) = 0, d(ui)= Ui 
and d(u2)= U2. It is easily verified that d is a derivation which is strong 
commutativity-preserving on R. 
The derivation d is not an inner derivation. Indeed, it is easy to 
show that any ring R admitting an inner derivation which is strong 
commutativity-preserving on R must be commutative. 
Example 5.2.2. Let R = Ri© R2, where K\ is a non-commutative 
prime ring with derivation di and R2 is a commutative domain. Define 
d : R -> R such that d((ri , r2)) = ((d] (rO , 0). Then R is a semi-prime, 
and d is a derivation which is strong commutativity-preserving on the 
ideal I consisting of elements of the form (0 , r2). Thus, under the 
hypothesis of theorem 5.2.4. we cannot prove that R must be 
commutative. 
Remark 5.2.1. Example 5.2.1 shows that in the hypothesis of 
theorem 5.2.4, R must be semi-prime. 
§5.3 
Over the last two decades, a lot has been explored about 
commutativity-preserving mappings. Inspired by these works. Bell and 
Daif [10] investigated commutativity of prime and semi-prime rings 
admitting derivations and endomorphisms, which are strong 
commutativity-preserving on its certain subsets. More recently in the 
year 1996, Deng and Ashraf [42] studied a more general concept 
than the strong commutativity-preserving mappings and they 
considered the situation when mappings F and G of a ring R satisfy 
75 
[F(x) , G(y)] = [x , y], for all x , y in some subset of R. In fact, they 
obtained commutativity of R, when the mapping G is assumed to be 
either a derivation or an endomorphism of R. 
Theorem 5.3.1 ([42. Theorem 1]). Let R be a semi-prime ring, 
and I a non-zero ideal of R. If R admits a mapping F and a derivation 
d such that [F(x) , d(y)] = [x , y], for all x , y e I, then R contains a 
non-zero centra! ideal. 
For developing the proof of the above theorem, we begin with 
the following lemma. 
Lemma 5.3.1 ([13, Theorem 3]). Let R be a semi-prime ring and 
I be a non-zero left ideal. If R admits a derivation d such that d is 
non-zero on I and [x , d(x)] e Z(R), for all x e I, then R contains a 
non-zero central ideal. 
Proof of Theorem 5.3.1. If d(I) = 0, then I is commutative and 
is a central ideal of R. Hence onward we assume that d(I) ^ 0, for all 
X , y , z e I, we have [x , yz] = [F(x) , d(yz)]. This yields that 
d(y)[F(x) , z]+[F(x) , y]d(z) = 0. (5.3.1) 
Replacing y by ry in (5.3.1) for reR. and using (5.3.1), we find that 
d(r)y[F(x) , z] +[F(x) , r]yd(z) = 0. For r = d(x), this reduces to 
d V ) y [F(x) , z] = 0. (5.3.2) 
Let Q = {Pal Pa is a prime ideal of R with n Pa = {0}}. For a fixed 
Pa e Q, by (5.3.2), we obtain d^(x)RI[F(x) , z] ={0} c Pa. Thus, either 
d'(x) e P a O r I [ F ( x ) , z ] c P a . 
For a given x e I, if d (x) e Pa, from [x , d(x)y] = 
[F(x) , d(d(x)y)]. we get d(x)[x , y] + [x , d(x)]y = [F(x) , d^(x)y] + 
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[F(x), d(x)d(y)]. This implies that [x , d(x)]y = [F(x) , d^(x)y] e P^ 
i.e. [x , d(x)]I c Pa. 
On the other hand l[F(x) . I] c P,, and lR[F(x) , I] c P^. Hence, 
either I c P^ or [F(x) , y] c P^ , for all y e I. Thus, we find that 
[F(x) , y] c Pa , for all y e I Now, replacing y by ry for all r e R 
yields that [F(x) , r]y e Pa i.e [F(x) , R]RI c Pa and consequently, 
either [F(x) , R] c Pa or 1 c Pa. But, if I c Pa , then obviously 
[x , d(x)]I c Pa. Also, if [F(x) , R] c Pa , then the relation 
[F(x,d(ry))]=[x ,ry] implies that [x ,ry] G Pa i.e.[X , r]y + r[x , y] e Pa. 
This together with r[x , y] = r[F(x) , d(y)] e Pa , gives that [x , r]y is 
in Pa . Hence again [x , d(x)] I c Pa. 
Therefore, in both the cases, we have [x . d(x)] I c Pa . So 
[x , d(x)] I G n Pa ={0}, and [x , d(x)]I[x , d(x)] - 0. By semi-
primness of I, we obtain [x , d(x)] = 0 , and hence by Lemma 5.3.1., R 
has a non-zero central ideal. 
• 
Corollary 5.3.1. Let R be a semi-prime ring admitting a 
derivation d, and let I be a non-zero ideal of R. If for each x G I there 
exists an integer n = n(x) > 1 such that [d"(x). d(y)] = [x , y], for all 
y G I, then R contains a non-zero central ideal. 
Corollary 5.3.2. Let R be a semi-prime ring. If R admits 
mapping F and a derivation d such that [F(x), d(y)] = [x , y] for all x , 
y G R, then R is commutative. 
Proof. Using similar arguments as used to get equation (5.3.2), 
we have d (x)R[F(x),y] = 0. Now, replace y by d(y), to get d (x)R 
[F(x) , d(y)] — d (x)R[x , y] "= 0 Thus, for any prime ideal Pa of R, we 
1 ( Ace. No ) ^ i 
r-v w/ 
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have either d^(x) e P^ or [x , y] G P^. But, since [x , y] = [F(x) , d(y)] 
= [F^(x) , d^(y)]. The case d^(x) G Pa implies that [x , y] e Pa again. 
Hence [x , y] = 0. 
Bell and Daif [10, Theorem 2] studied strong commutativity-
preserving endomorphism and prove the following: 
Theorem 5.3.2. Let R be a prime ring and I an essential right 
ideal of R. If R admits a non-identity endomorphism T which is strong 
commutativity-preserving on I, then R is commutative. 
Proof. For all x , y e I, we have [x , xy] = [T(x) , T(xy)],from 
which it follows that (T(x) - x)[x , y] = 0. Replacing y by yr , r e R 
we get (T(x) - x)I[x , r] = {0} = (T(x) - x)IR[x , r] for all x e I, r e R; 
thus, for X e I, either x e Z(R) or (T(x) - x) I = {0}. The set of x e I 
for which these alternatives hold are additive subgroups of 1. Hence 
either I c Z(R) or (T(x) - x) I = {0}, for all x e I. If I c Z(R), R is 
commutative by Lemma 5.2.1(ii). Thus , we can assume that 
( T ( x ) - x ) I = {0}, for all X e I. (5.3.3) 
Now use the fact that [x , yx] = [T(x) , T(yx)] that is [x,y](T(x)-x) = 0, 
for all X , y e I; and replace y by yw , w e I, we obtain 
[x , y]I(T(x) - x) = {0} = [x , y]IR(T(x) -x ) , for all x , y e L (5.3.4) 
Ely Lemma 5.2.1 (iv), T cannot be the identity on I; and it follows 
easily from (5.3.4) that 
[x , y]I = {0}, for all X , y e 1. (5.3.5) 
Let V = I n T' (I), and note that V contains all commutators [x , y] 
for all X , y e I. If I is commutative, R is commutative by Lemma 
5.2.1.(ii); hence we may assume that I is not commutative and V i^ {0}. 
Consider any b e V/{0}. By {S3.S), we have [bx , by]b = 0 for all 
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X , y e R i.e. bxbyb = bybxb, for all x , y e R. Thus for fixed x e R, 
Lemma 5.2.1(iii) gives us an element A. = X{x) in the extended centriod 
of R such that bxb = ;^b. It follows that [bxb , b] = 0 = b[xb , b], for 
all X e R. Now if b is not a left zero devisor, then b centralizes the 
non-zero left ideal Rb; hence by Lemma 5.2.1 (ii), b is central and 
therefore regular. But by (5.3.5), b is a right zero devisor; 
consequently b must be left zero devisor and Ar(b) ^ {0}. Since I is an 
essential right ideal, there exists a e 1 /{O} for which ba = 0. The fact 
that T is strong commutativity-preserving on 1 gives ab = T(a)T(b), 
and by (5.3.3), we get ab = aT(b) or a(b-T(b)) = 0. Since a may be 
replaced by ar for any r € R, we conclude that b-T(b) = 0. Thus, T is 
the identity on V, contradicting Lemma 5.3.4(iv); and we have 
eliminated the possibility that 1, and hence R, is not commutative. Q 
Note that in a prime ring, any non-zero two-sided ideal is an 
essential right ideal. Thus we have. 
Corollary 5.3.3. Let R be a prime ring and I a non-zero two-
sided ideal in R. If R admits a non-identity endomorphism which is 
strong commutativity-preserving on I, then R is commutative. 
Further, in the year 1996, Deng and Ashraf [42, Theorem 2] 
generalized the above result as follows: 
Theorem 5.3.3. Let R be a prime ring with characteristic 
different from two, and let T be any endomorphism of R. Let I be a 
subring of R. If for all x , y e I, [T(x) , T(y)] - [x , y] e Z(R), then T 
is strong commutativity-preserving on 1. 
Proof. For a fixed x e I , Let X, = [T(x) , T(y)] - [x , y] e Z(R), 
and let U be the inner derivation defind by la (x) - [a , x] . From 
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Tlx(y^) - Ix (y^) e Z(R) and T U (y) = lx(y) + ;Vy , we find that 
T(y)Tlx(y)+ TI, (y)T(y) - yl , (y) - I, (y)y e Z(R), and 2^^ T(y) + 
(T(y) -y) Ix (y) + Ix (y)(T(y) -y) e Z(R). If we substitute h (y) for y , 
then 2?.ix (y)TIx (y)+ 2X,U (y) e Z(R). Combining this with TIx (y)= 
I>c (y) "'"'^ y . we have iX^-^X[^){y) Ix (y)€Z(R) and hence either 
L,(y)eZ(R) or Xy + X^y) = 0. Let A^ = {yel | ;^ y + X^^(y) = 0} and B^ = 
(y € I I Ix (y) is in Z(R)}. Obviously Ax and B^ are additive subgroup 
of I. Thus, either Ax = I or B^ ; = I. 
If Bx = I , then Ix(xy) = xlx (y) e Z(R) i.e. either x e Z(R) or 
Ix (y) = 0. Hence, Ix (y) = 0 for all yel , and .^y = 0. 
If Bx 5^ 1, it is easy to see that Bx = B.x ^ I, then Ax = A.x == I. We 
have, [T(x) , T(y)]-[x , y] = [x , [x , y]] - T([x , [x , y]]) and 
[T(-x) ,T(y)] - [-X , y] = [ -x,[ -x , y]]-T([-x,[ -x , y]]), for all yel . 
Thus, we get 2([T(x) , T(y)] - [x,y]) = 0 i.e. 2^y = 0 , and hence ?iy = 0 
again. Therefore in every case we have [T(x) , T(y)] = [x , y], for all 
x , y e I. Q 
In view of Theorem 5.3.2 the above yields the following: 
Theorem 5.3.4. Let R be a prime ring with characteristic 
different from two, T a non-identical endomorphism of R, and I be an 
essential right ideal of R. Suppose that [T(x) , T(y)] - [x , y] e Z(R), 
for all x , y e l . Then R is commutative. 
Theorem 5.3.5 ([42. Theorem 4]). Let R be a semi-prime ring, 
and I a non-zero ideal of R. If R admits a mapping F, and an 
endomorphism T such that [F(x) , T(y)] = [x , y] for all x , y e I, then 
[x , T(x)] = 0. Moreover, if T is non-identical on I n T'' (I), then R 
contains a non-zero central ideal. 
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Proof. The equation [F(x) , T(y^)] = [x , y^] gives that 
(T(y) -y)Iy(x) + ly (x) (T(y) -y) = 0, for all x , ye 1. Now replace x by 
ux, to get 
(T(y) -y)Iy(u)x + (T(y) -y)uly(x)+ Iv(u)x(T(y) - y) + uly(x) (T(y) - y) 
= 0. Since, (T(y)-y)Iy(x) = -ly(x) (T(y) -y), the last equation reduce to 
ly (u)lT(y)-y(x) -lT(y)-y(u)ly (x) = 0, for al 1 X , y , u G I. (5.3.3) 
For any r e R, substituting ru for u in (5.3.3) and using (5.3.3), we 
have ly (r)ulT(y)-y(x) -lT(y)-y(r)uly (x) = 0. Taking y = x and r = T(x), 
we obtain [x , T(X)]UIT(X)-X(X)=^ 0 i.e. [x , T(x)]I[x , T(x)] = 0, and the 
semiprimness of I yields that [x , T(x)] = 0. 
Moreover, if T is not identical on I fi T'' (I), then [x , yx] = 
[F(x) , T(yx)] implies [y , x](x-T(x)) = 0. Replacing y by yu, this 
gives that [x , y]u(x-T(x)) = 0. For a prime ideal P^ eD.{Q, being same 
as in theorem 5.3.1), since [x , y]I(x - T(x)) = 0 e Pa , and 
([x , I]IR(x-T(x)) c Pa , we get either [x , 1]I c Pa or T(x) - x e Pa . 
Notice that {xel|[x , I]I c Pa }and {x e l|T(x) -x e Pa} are additive 
subgroups of I, we have either T(x) -x e Pa for all x e I or [x , I]I 
c Pa, for all X e I. The later case implies that [I , I]R[I , I] c Pa and 
[I , I] c Pa . In both the cases, we have [x , y](T(z) -z) e Pa and 
(T(z) -z)[x , y] e Pa. and hence [x,y](T(z)-z)=(T(z)-z)[x,y]=Oe n Pa 
for all X , y , z e I, that is, (T(z) -z) centralizes [I , I]. Thus, by 
Lemma 5.2.2., T(z) -z centralizes I. 
For all X e W = I n T"' (I), since T(x) -x 6 I and T(x) -x 
centralizes 1, we have T(x)-x6Z(l)cZ(R), and [x,T(x)]=[x,T(x)-x] = 0. 
The hypothesis T being not identical on W gives T(xo) -XQ ^  0 for 
some xo e W. let 1 = I(T(xo) -xo). Then I is an ideal of R, and 
T(xo)-XoeZ(R) implies that 09!:(T(xo)-xo) e l . Thus the equation 
[x(T(xo) -Xo), y(T(xo) -Xo)] = [x,y] (T(xo) -XQ)^ = 0, for all x , y e 1 
shows that I is a non-zero central ideal. 
• 
§5.4 
Suppose that R is a prime ring having a non-zero right ideal I. If 
d is a derivation on R such that d(x)d(y) + d(xy) = d(y)d(x) + d(yx), 
for all X , y e I, we say that d is a I -derivation and if d(x)d(y) + d(yx) 
= d(y)d(x) + d(xy), for all x , y e 1, then d is a I -derivation. 
In the year 1995, Bell and Daif [9] studied the commutativity of 
* * * 
rings admitting I and I -derivations and proved the following: 
Theorem 5.4.1 ([9, Theorem 1]). Let R be a prime ring and let I 
be a non-zero right ideal in R. If R admits a non-zero I - derivation d, 
then either R is commutative or d^(I) = d(I)d(I) = (0). 
In order to prove the above Theorem we use the following known 
results which are given in the form of Lemmas. 
Lemma 5.4.1 (i) ([13, Theorem 4]). Let R be a prime ring and I 
non-zero right ideal. If R admits a non-zero derivation d such that 
[x , d(x)] is central for all x e I, then R is commutative . 
(ii) ([13, Lemma 3]). Let I be a non-zero left ideal of a prime 
ring R. If d is a non-zero derivation of R, then d is a non-zero on I. 
(iii) ([16, Lemma 2]). Let 1 be a subring of a ring R, and let d 
be a derivation of R such that d(xy) = d(x)d(y) for all x , y e I, then 
d(x)x(y-d(y)) = 0, for all x , y e 1 
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(iv) If R is a prime ring, the centralize! of any one-sided ideal is 
equal to the center of R. 
Proof of (i) and (ii) can be looked in [13, Theorem 4] and 
[13, Lemma 3] respectively, whereas (iii) is proved in [16, Lemma 2]. 
Proof of Theorem 5.4.1. Since d is a I*-derivation, we have 
[d(x) , d(y)] = [d(y) , X] + [y , d(x)] , for all x,ye I. (5.4.1) 
Substituting xy for y, we get 
d(x)[y , X] = [d(x) , x] d(y) + d(x)[d(x) , y], for all x , y e L (5.4.2) 
Replacing y by yx and using (5.4.2), we have 
[d(x) , x] yd(x)+d(x)y[d(x) , x] = 0, for all x , y e I. (5.4.3) 
In (5.4.2) we substitute yd(x) for y, since I is right ideal, to get 
d(x)y[d(x) , x] - [d(x) , x] yd'(x) = 0, for all x , y e I. (5.4.4) 
From (5.4.3) and (5.4.4), we obtain 
[d(x) , x]y(d(x)+ d^(x)) = 0, for all x , y e I. (5.4.5) 
Thus (5.4.5) yields that 
[d(x) , x]IR(d(x)+d^(x)) = {0} , for all x , y e I. (5.4.6) 
But R is prime, hence for each x e 1 , we have either [d(x) , x]I = {0} 
or d(x) + d^(x) = 0. If [d(x), x] I = {0}, then (5.4.4) shows that 
d(x)y[d(x) , x]= 0, for all y e l , so that d(x)IR[d(x) , x] = {0}. 
Therefore, either d(x)I = {0} or [d(x) , x] = 0. 
On the other hand, suppose d(x)+d^(x)=0. In (5.4.1), put y=yd(x) to get 
y[d(x) , d'(x)]+[d(x) , y]d^(x) b = d(y)[d(x) , x] 
+y[d^(x), x]+[y , x]d^(x), for all y e I. (5.4.7) 
But d(x) = - d^(x). Hence (5.4.7) implies 
ci(y)[d(x),x]-[y,x]d(x)+[d(x),y]d(x)=y[d(x),x], for all y e l . (5.4.8) 
If in (5.4.1) we put y = yx, we get 
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[y , x]d(x) = [d(x) , y]d(x) + d(y) [d(x) , x] , for all x , y e I. (5.4.9) 
Thus, from (5.4.9) and (5.4.8), we get y[d(x) , x] = 0, for all y G I , 
that is 
I[d(x),x] = {0}. (5.4.10) 
But I is a right ideal, hence [d(x) , x] = 0. Thus, in any event, for each 
x e I. either [d(x) , x] = 0 or d(x) I = {0}. 
Suppose that [d(x) , x] = 0. Then by (5.4.2), we have 
d(x)[y , X] = d(x)[d(x) , y] , for all y € I. (5.4.11) 
Replacing y by yz in (5.4.11) and using (5.4.11), we get 
d(x)y[z . x] = d(x)y[d(x) , z], for all y e 1 , z e R i.e. d(x)y[z,x+ d(x)] 
= 0 for all y G 1, z e R. Thus, d(x)yR[z , x + d(x)] = {0}, for all y e 1, 
z e R. Hence we have either d(x)I = {0} or x + d(x) e Z(R). The sets 
of all elements x for which these conditions hold are additive 
subgroups of I with union equal to I. Hence either d(I)I = (0} or x + 
d(x) e Z(R), for all x e 1. In the latter case, R is commutative by 
Lemma 5.4.1 (i); therefore we assume that d(I)I = {0}. 
Under this assumption, the condition that [d(x),d(yz)]=[d(yz) , x] 
+ [yz , d(x)] for all X , y , z e I becomes [d(x) , yd(z)] = [yd(z) , x] 
+ [yz , d(x)] , or y[d(x) , d(z)] + [d(x) , y]d(z) - y[d(z) , x] + 
[y , x]d(z) + y[z , d(x)]+ [y , d(x)]z. Using (5.4.1) to eliminate the 
terms with first factor y, and noting that the last summand on the right 
is zero, we get 
yd(x)d(z) = [x , y]d(z), for all x , y , z e I; (5.4.12) 
hence, 
yd(z)d(x) = [z , y]d(x), for all x , y , z e I. (5.4.13) 
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Thus (5.4.12) and (5.4.13) gives y[d(x) , d(z)] = [x , y]d(z)-[z , y]d(x), 
for all X , y , z e I. Using (5.4.1), we reduce this to 
xyd(z) - zyd(x) = 0, for all x , y , z e I. (5.4.14) 
Replacing x by xt in (5.4.14) and using (5.4.14), we obtain 
[x , yz]d(t) = 0, for all X , y , z , t e I. (5.4.15) 
From (5.4.12), we have [x , zy]d(t) = zyd(x)d(t). Substituting in 
(5.4.15), we get 
zyd(x)d(t) = 0, for all x , y , z . t € 1. (5.4.16) 
Since zyR d(x)d(t) = {0} for all x , y , z , t e I and since I ^ {0}, we 
conclude that d(x)d(t) = 0 for all x , t e I, which is the desired 
conclusion that d(I) d(I) = {0}. In particular, 
[d(x) , d(t)] = 0, for all X , t € 1. (5.4.17) 
Using (5.4.1), (5.4.17) and d(l)l = {0}, we have 
yd(x) = xd(y), for all X , ye 1. (5.4.18) 
Replacing y by yr for arbitrary r G R, we get xyd(r) - yrd(x)- xd(y)r, 
and substituting yd(x) for xd(y) now yields 
xyd(r) = y[r , d(x)], for all x , y e 1 , r G R. (5.4.19) 
Again substituting d(z) for r, we obtain xyd^(z) = y[d(z) , d(x)] for all 
X , y , ZGI, and application of (5.4.17), gives xyd^(z)= 0, for all x , y , 
z G I. Since P ^ {0}, we conclude that d^(I) = {0}. 
a 
Similarly one can prove the following. 
Theorem 5.4.2. Let R be a prime ring and I a non-zero right 
ft * 
ideal. If R admits a non-zero I -derivation d, then either T is 
commutative or d^(I) - d(I)d(l) = {0}. 
Followings are the consequences of Theorem 5.4.1 and 5.4.2. 
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Corollary 5.4.1. Let R be a prime ring and I a non-zero right 
ideal of R. If R admits a non-zero I - or I -derivation d with d (I) 
^ {0}, then R is commutative. 
Corollary 5.4.2. Let R be a prime ring and I a non-zero two-
sided ideal. If R admits a non-zero 1*- or I**-derivation d, then R is 
commutative. 
§ 5.5. 
Long ago Herstein [51] proved that if R is a prime ring of 
characteristic different from two which admits a non-zero derivation 
such that d(x)d(y) = d(y)d(x) for all x , y € R, then R is commutative. 
In view of this result, it seems appropriate to study derivations such 
that d(xy) =d(yx) for all x . y in some distinguished subset of R. Bell 
and Daif [9] investigated this problem and proved the following: 
Theorem 5.5.L Let R be a prime ring and I a non-zero two-
sided ideal of R. If R admits a non-zero derivation d such that 
d(xy) =d(yx) for all x , y in I, then R is commutative. 
Proof. Let e e l be a constant- i.e. an element such that 
d(c) = 0, and let z be an arbitrary element of I. The condition that 
d(cz) = d(zc) yields cd(z) = d(z)c Now for each x , y e I, [x , y] is a 
constant. Hence. 
d(z)[x , y] = [x , y]d(z), for all X , y , z e I. (5.5.1) 
By Lemma 5.2.2 and Lemma 5.4. l(iv),d(z) is central for all zel , hence 
d is a I -derivation and R is therefore commutative by corollary 5.4.2. 
The following example justified that in the above theorem, I can 
not be replaced by a one-sided ideal. 
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Example 5.5.1. Let R be a ring of 2 x 2 matrices over a field F 
and let 
V-
f\ 0) 
.0 0. 
,R4 1 
ra b^ 
.0 0. 
| a , b e F 
Suppose d is an inner derivation given by 
d(x) = fo 
0 0 
fo n 
0 0 
for all X G R. 
It is readily verified that d is a I and I -derivation. But R is not 
commutative. 
However Bell and Daif [9, Theorem 3] further extended the 
above theorem as follows: 
Theorem 5.5.2. Let R be a prime ring of characteristic different 
from two, and let I be a non-zero right ideal. If d is a derivation such 
that d(xy) = d(yx) for all x , y e 1, then either R is commutative, or 
d^(I)={0}=^d(I)d(I). 
Proof. Writing d(xy) - d(yx) in the form [x , d(y)] = [y , d(x)] 
and replacing x by x^, we get 
[y , x]d(x)+ d(x)[y , x] = 0, for all x , y e I. 
Recalling (5.5.1) and using the fact that characteristic of R is different 
from two, we have 
[y , x]d(x) = 0 and d(x)[y , x] = 0, for all x , y e I. (5.5.2) 
In the first of these equalities replace y by yw , w e I, we obtain 
[y , x]ld(x) = {0} = [y , x]IR d(x) , for all x , y e I. Since d ^ 0, we 
can conclude from the usual additive - group argument that 
[y , x]I = {0}, for all x , y e I. (5.5.3) 
On the other hand, the second equality of (5.5.2) yields that 
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d(x) I[y , x] = {0} = d(x)IR[y , x] for all x , y el . Thus 
either x is central or d(x)I = {0}, for all x e 1. (5.5.4) 
Assume that R is not commutative, then 1 is not central. By 
(5.5.3) and (5.5.4), we have [y , x] I={0} for all x,yel and d(I)I = {0}. 
These conditions, together with the d(xy) = d(yx) for all x , y e I , 
yield that yd(x) = xd(y), for all x , y e I. But this is (5.4.18), and as in 
the proof of the theorem 5.4.1, we have 
xyd^(z) = y[d(z) , d(x)], for all x , y , z e 1. (5.5.5) 
Now by applying d to the condition zd(x) = xd(z), we obtain 
zd^(x)+ d(z)d(x)=xd'(z)d(x)d(z). Hence zd^(x)+[d(z) , d(x)]=xd^(z) and 
y[d(z) , d(x)] = yxd'(z) - yzd2(x). (5.5.6) 
From (5.5.5) and (5.5.6), we obtain 
yzd^(x) = [y , x] d^(z) , for all x , y , z e I. (5.5.7) 
Since [y,x] is constant, applying d to (5.5.2) shows that [y,x]d(I) = {0} 
= [y , x]d\l) for all x , y e I, and (5.5.7)yields that I^ d^ (I) = {0}. 
Since I ^ {0} and R is prime, we conclude that d (I) = {0}. Finally, 
since char, of R is different from two and using the fact that 
d^  (xy) = 0, for all x , y e I we get d(I)d(I) = {0}. 
a 
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