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COMBINATORIAL DUALITY OF HILBERT SCHEMES OF POINTS IN THE AFFINE PLANE
MATHIAS LEDERER
Abstract. The Hilbert scheme of n points in the affine plane contains the open subscheme parametrizing n
distinct points in the affine plane, and the closed subscheme parametrizing ideals of codimension n supported at
the origin of the affine plane. Both schemes admit Białynicki-Birula decompositions into moduli spaces of ideals
with prescribed lexicographic Gröbner deformations. We show that both decompositions are stratifications in
the sense that the closure of each stratum is a union of more strata. We show that the corresponding two partial
orderings on the set of of monomial ideals are dual to each other.
1. Introduction
The polynomial ring S := C[x1, x2] in two variables is the coordinate ring of the affine plane A
2 over
the complex numbers. The Hilbert scheme of points in the affine plane Hn(A2) is the moduli space
representing the functor which sends each C-algebra A to the set of ideals I Ď S bC A such that the
quotient (SbC A)/I is a locally free A-module of dimension n. However, since we will only be working
with C-valued points, we think of Hn(A2) as the moduli space of ideals of codimension n in S,
Hn(A2) :=
 
ideals I Ď S : dim(S/I) = n
(
.
The scheme Hn(A2) is a smooth variety of dimension 2n [Fog68,Hai98].
The Hilbert scheme of points contains a subscheme
Hn,punc(A2) :=
 
ideals I Ď S : dim(S/I) = n, supp(S/I) = V(x1, x2)
(
called the punctual Hilbert scheme. Upon identifying each ideal I Ď S defining a point in Hn,punc(A2)
with its affine subscheme Spec (S/I) Ă A2, we think of each point in Hn,punc(A2) as a fat point of
fatness n supported at at the origin. Each ideal I defining a point in Hn(A2) can be factored into I =
I0 X . . . X Im such that supp(S/Ij) ‰ supp(S/Ik) for j ‰ k, and each Ij defines a point in a translated
version of Hnj,punc(A2), where nj = dim(S/Ij). The punctual Hilbert scheme may therefore be viewed as
the fundamental building block from which the Hilbert scheme of points is assembled. This is the ultimate
reason why the punctual Hilbert scheme is of crucial importance many aspects of the theory of Hilbert
schemes, including
‚ Ellingsrud and Strømme determination of the Betti numbers of the Hilbert scheme of points in the
projective plane [ES87,ES88];
‚ Grojnowski’s and Nakajima’s implementation of the ring of symmetric functions in terms of
Hilbert schemes of points on surfaces [Gro96,Nak97,Nak99];
‚ the ongoing project of describing the non-smooth, non-reduced and non-irreducible nature of
the Hilbert schemes of points in d-space for d ą 2, the contributors to which include Iarrobino,
Emsalem [Iar72, IE78], Mazzola [Maz80], Cartwright, Erman, Velasco and Viray [CEVV09,Erm12]
and many others.
The cited papers by Ellingsrud and Strømme are built around three actions of the one-dimensional
torus C‹ on S inducing Białynicki-Birula decompositions of three types of Hilbert schemes. All actions
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are given by weights v = (v1, v2) P Z. Upon using the multi-index notation x
α := xα11 x
α2
2 , the actions are
defined by
Gm ýS : t.x
α = txα,vyxα,
where xα, vy = α1v1 + α2v2. The first action is defined by a weight vector such that v1 ! v2 ă 0, more
precisely, v1 ď nv2 ă 0. The fixed points of this action are monomial ideals M∆ Ď S of codimension n. The
indexing set of M∆ is the corresponding standard set, or staircase ∆ Ď N
2 of cardinality n. In general,
a standard set is a subset of N2 whose complement is closed under addition of elements from N2; the
standard set of a monomial ideal contains all exponents of monomials not showing up in the ideal. The
Białynicki-Birula cells of the action (containing all ideals I Ď S floating into M∆ as tÑ 0) are lexicographic
Gröbner strata or lexicographic Gröbner basins
H∆lex(A
2) :=
 
ideals I Ď S : inlex(I) = M∆
(
.
Here inlex(I) denotes the lexicographic initial ideal, or lexicographic Gröbner deformation of I, with re-
spect to the lexicographic ordering in which x1 ą x2. Thus the Białynicki-Birula decomposition reads
(1) Hn(A2) =
ž
∆Pstn
H∆lex(A
2),
where stn denotes the set of staircases of cardinality n. This last equation just rephrases the elementary
fact that every ideal admits a unique lexicographic Gröbner basis.
The second type of action which Ellingsrud and Strømme used will be discussed later in the paper. The
third type is given by a weight vector such that 0 ă v1 ! v2, more precisely, 0 ă nv1 ď v2. The fixed
points of this action are also the standard sets M∆ for ∆ P stn. The limit limtÑ0 t.I exists in S only if I
is supported at the origin. This follows from the simple observation our torus action on A2 is given by
t.(a1, a2) = (t
´v1a1, t
´v2a2) on coordinates, which will fly off to infinity unless (a1, a2) = (0, 0). As for a
schematic treatment of this observation, see [EL12]. It therefore only makes sense to consider this action
on Hn,punc(A2). The Białynicki-Birula decomposition then reads
(2) Hn,punc(A2) =
ž
∆Pstn
H
∆,punc
lex (A
2),
where
H
∆,punc
lex (A
2) := H∆lex(A
2)X H
n,punc
lex (A
2).
Remember that Hn,punc(A2) parametrizes points of fatness n supported at the origin. Equation (2) thus
distinguishes those points according to the shapes of their respective fatnesses.
Decomposition (2) arises from decomposition (1) by intersecting both sides with the closed subscheme
Hn,punc(A2) of Hn(A2). Consider the open subscheme
Hn,ét(A2) :=
 
ideals I Ď S : dim(S/I) = n, |supp(S/I)| = n
(
of Hn(A2). The superscript stands for étale, since Hn,ét(A2) represents the functor which sends each
C-algebra A to the set of ideals I Ď S bC A such that the projection Spec (S bC A)/I Ñ SpecA is an
étale morphism of degree n [Led13]. The two schemes Hn,punc(A2) and Hn,ét(A2) may be viewed as
antagonists of each other, since the first parametrizes ideals whose corresponding scheme is a fat point
supported at the origin, whereas the second parametrizes ideals whose corresponding scheme contains
no fat points at all. Perhaps a more precise way of viewing Hn,punc(A2) and Hn,ét(A2) as antipodes of
each other is the fact that Hn,punc(A2) is the preimage of the n-fold origin n ¨ 0 under the Hilbert-Chow
morphism
αn : H
n,ét(A2)Ñ (A2)(n) := (A2)n/Sn,
whereas Hn,ét(A2) is the open locus where the Hilbert-Chow morphism is an isomorphism [Ber12, Section
2]. Upon intersecting both sides of (1) with the open subscheme Hn,ét(A2) of Hn(A2), we obtain
(3) Hn,ét(A2) =
ž
∆Pstn
H∆,étlex (A
2).
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The goal of the present paper is to show that decompositions (2) and (3) are antagonists of each other in
a combinatorial sense. The crucial notion for this are two partial orderings on stn.
Definition 1. ‚ Take an arbitrary ∆ P stn, and let R := t∆0, . . . ,∆lu be the multiset of rows of
∆. So each ∆i is a one-dimensional standard set, i.e., a finite interval in N starting at 0. Let
R = R0
š
. . .
š
Rm be any partition of that multiset. For each j, we let ∆
1
j be the one-dimensional
standard set whose cardinality is the sum of the cardinalities of elements of Rj. Then the multiset
R1 := t∆10, . . . ,∆
1
mu is the multiset of rows of a standard set ∆
1 P stn.
‚ We define ∆ ďét ∆
1 if, and only if, ∆1 arises from ∆ by the above-described process.
‚ We define ∆ ďpunc ∆
1 if, and only if, (∆1)t ďét ∆
t, the superscript t standing for transposition of
standard sets.
In the terminology of [Mac95, p.103], ∆ ďét ∆
1 if ∆ is a refinement of ∆1. Figures 1 and 2 show the
Hasse diagrams of ďét and ďpunc, respectively, on standard sets of size 6. Arrows point from smaller to
larger elements.
Figure 1. The étale partial ordering on st6
Figure 2. The punctual partial order on st6
Theorem 2. (i) The closure of H∆,étlex (A
2) in Hn,ét(A2) is the union of all H∆
1,ét
lex (A
2) such that ∆ ďét ∆
1.
(ii) The closure of H
∆,punc
lex (A
2) in Hn,punc(A2) is the union of all H
∆1,punc
lex (A
2) such that ∆ ďpunc ∆1.
(iii) In particular, decompositions (2) and 3 are stratifications whose partial orderings on stn are ďét and ďpunc,
respectively.
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Here we use the term stratification in the strict sense, namely, for a decomposition
(4) X =
ž
iPS
Xi
of a topological space X into locally closed subspaces Xi such that the closure of each Xi is a union of
more Xj. This datum induces a partial ordering ď on the indexing set S in which i ď j if, and only if,
Xj Ď Xi.
Outline of the paper. In Section 2 we provide some basics about a combinatorial operation on standard
sets called Connect Four or C4 for short. This operation secretly defines the partial orderings ďét and
ďpunc and controls the combinatorics of lexicographic Gröbner basins in H
n(A2). The same operation
also controls the geometry of lexicographic Gröbner basins in Hn,ét(Ad) when d ě 3 [Led13]. In the plane
case, statements analogous to those of the cited paper reduce to trivialities; the author’s long-term project
is to generalize the findings from the present paper from the plane case to d ě 3. With the prerequisites
from Section 2 at hand, the proof of Theorem 2 (i) is not hard; we shall present it in Section 3. The proof
of Theorem 2 (ii), which takes considerably more effort, shall be carried out in Section 4. We conclude the
paper with a few results and one conjecture on incidences among Gröbner basins in Hn(A2) in Section 5.
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2. C4 in two different directions
For two-dimensional standard sets ∆ and ∆1, we define their C4 sum in the first direction as
∆ +1 ∆
1 :=
!
α P N2 : p1(α) ă
ˇˇ
ˇp´12
(
p2(α)
)
X ∆
ˇˇ
ˇ+
ˇˇ
ˇp´12
(
p2(α)
)
X∆1
ˇˇ
ˇ
)
and their C4 sum in the second direction as
∆ +2 ∆
1 :=
!
α P N2 : p2(α) ă
ˇˇ
ˇp´11
(
p1(α)
)
X∆
ˇˇ
ˇ+
ˇˇ
ˇp´11
(
p1(α)
)
X ∆1
ˇˇ
ˇ
)
.
So ∆ +1 ∆
1 arises by arranging the columns of ∆ and of ∆1 in decreasing order from left to right, and
∆ +2 ∆
1 arises by arranging the rows of ∆ and of ∆1 in decreasing order from bottom to top. Figure
3 shows C4 sums in either direction; the picture explains the terminology, reminiscent of the popular
two-player game Connect Four.
Proposition 3. [Nak99, Section 7.2]. For i = 0, . . . ,m, let Ij Ď S be ideals in H
∆ j
lex(A
2) with distinct supports on
the axis V(x2). Let
I :=
mč
j=0
Ij.
Then inlex(I) = M∆, where
∆ :=
mÿ
1
j=0
∆j.
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∆ = ∆1 =
∆ +1 ∆
1 = ∆ +2 ∆
1 =
Figure 3. C4 addition in the first and in the second direction
Proof. This statement appears without proof in the cited book, so let’s briefly verify it here. It suffices
to prove the proposition in the case where each Ij is supported in one point on the x1-axis. We call the
elements of the minimal generating system of the N2-module N2z∆ the outer corners of ∆. We have to
prove, for each outer corner α of ∆, the existence of an f P I with initial term xα. Upon defining
α1,j :=
ˇˇ
ˇp´12
(
p2(α)
)
X ∆j
ˇˇ
ˇ ,
we see that (α1,j, α2) P N
2z∆j, which implies the existence of a polynomial f j P Ij with initial exponent
(α1,j, α2). Lemma 4 implies that among those f j, there is one divisible by x
α2
2 , so f j = x
α2
2 pj for some pj P S
with initial exponent α1,j: If (α1,j, α2) is an outer corner of ∆j, then take the corresponding element of the
lexicographic Gröbner basis. Otherwise, some (α1,j, α2 ´ b) is an outer corner of ∆j. In this case, take x
b
2
times the corresponding element of the lexicographic Gröbner basis. The polynomial
f := xα22
mź
j=0
pj.
then has the initial term xα since α1 = α1,0 + . . .+ α1,m by definition of α1,j. 
Lemma 4. Let I P H∆lex(A
2) be supported on V(x2) and α be an outer corner of ∆. If fα is the element of the
reduced lexicographic Gröbner basis of I with initial exponent α and trailing exponents in ∆, then fα is divisible by
xα22 .
Proof. The elements of the reduced lexicographic Gröbner basis of I take the shape
fα = x
α +
ÿ
βP∆,βăα
cαβx
β,
where α runs through the set of outer corners of ∆. Consider the C‹-action with a weight v1 P Z2 such that
v11 ă 0 and v
1
2 = 0. The ideal I
1 := limtÑ0 t.I defines a point in H
∆,punc
lex (A
2). The elements f 1α of its reduced
lexicographic Gröbner basis of I1 arise from the elements of the reduced lexicographic Gröbner basis of I
by killing all coefficients cαβ such that β1 ă α1. Each polynomial f
1
α therefore factors as f
1
α = x
α1
1 g
1
α for some
g1α P C[x2]. If g
1
α was not divisible by x
α2
2 , then it would contain a factor x2 ´ ζ for some ζ ‰ 0. Since the
ideal I1 is supported at the origin, a factor x2 ´ ζ is not allowed to show up in the reduced lexicographic
Gröbner basis. Therefore, cαβ = 0 for α1 = β1 and β2 ă α2.
Let P be the set of pairs (α, β) consisting of an outer corner α and an element β of ∆ such that cαβ ‰ 0
and β2 ă α2. We order the elements of P in the decreasing way according to the slope of the line through
α and β. Let (α2, β2) be the first element of P and s2 the corresponding slope. Consider the C‹-action
with a weight v2 P Z2 perpendicular to s2 such that v21 ă 0. The ideal I
2 := limtÑ0 t.I defines a point
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in H
∆,punc
lex (A
2). The element f 2α of its reduced lexicographic Gröbner basis arises from fα by killing all
cαβ such that β is not on the line through α of slope s
2. If one of the remaining cαβ didn’t vanish, then
arguments analogous to those we used for I1 would lead to a contradiction to supp(I2) = V(x1, x2).
Therefore, cαβ = 0 for all β sitting on the line through α of slope s
2. Taking the next element (α3, β3) of P
shows that cαβ = 0 for all β sitting on the line through α of slope s
3. Proceeding until the last element of P
proves the lemma. 
The next statement is a refined version of the main theorem of [Led08].
Proposition 5. For i = 0, . . . ,m, let Ij Ď S be ideals in H
∆ j
lex(A
2) supported on distinct horizontal lines V(x2´λj).
Let
I :=
mč
j=0
Ij.
Then inlex(I) = M∆, where
∆ :=
mÿ
2
i=0
∆i.
Proof. Consider the Lagrange interpolation polynomial
χj :=
ź
j1Pt0,...,muztju
x2 ´ λj1
λj ´ λj1
P C[x2].
The sum of all χj is the constant polynomial 1, thus also (χ0 + . . .+ χm)
N = 1 for all N. We expand this
power using the multinomial theorem,
(5)
ÿ
N0+...+Nm=N
(
N
N0, . . . ,Nm
)
χ
N0
0 . . . χ
Nm
m = 1.
Let hj1 := h(∆j1), then Lemma 4 implies that the power (x2 ´ λj1)
h j1 lies in Ij1 . We define H :=
maxth0, . . . , hmu. For all j, let
Lj :=
 
(N0, . . . ,Nm) : N0 + . . .+ Nm = N,Nj ě H
(
.
Then for all (N0, . . . ,Nm) P Lj, the product χ
N0
0 . . . χ
Nm
m lies in Xj1Pt0,...,muztju Ij1 . Moreover, as long as we
choose N large enough, the union of all Lj is the full indexing set of the sum in (5). However, Lj and Lj1
may overlap for j ‰ j1. We therefore pass to a patching of the indexing set by L1j Ď Lj which don’t overlap.
Then
ǫj :=
ÿ
(N0,...,Nm)PL1j
(
N
N0, . . . ,Nm
)
χ
N0
0 . . . χ
Nm
m P
č
j1Pt0,...,muztju
Ij1 ,
and ǫ0 + . . .+ ǫm = 1.
For proving that ∆ is the standard set of I, we prove, for each outer corner α of ∆, the existence of an
fα P I with initial exponent α. Upon defining
α2,j :=
ˇˇ
ˇp´11
(
p1(α)
)
X ∆j
ˇˇ
ˇ ,
we see that (α1, α2,j) P N
2z∆j, which implies the existence of a polynomial f j P Ij with initial exponent
(α1, α2,j). We write this polynomial as
f j = x
α1
1 pj + rj,
where pj P C[x2] is monic with initial exponent α2,j and all terms of rj P S are lexicographically smaller
than x
α1
1 . In other words, the powers of x1 appearing in rj do not exceed x
α1´1
1 . We define
f :=
ÿ
jPt0,...,mu
f jǫj
ź
j1Pt0,...,muztju
pj1 .
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Then f P I since f j P Ij and ǫj P Xj1Pt0,...,muztju Ij1 . Moreover, f expands into
f =
ÿ
jPt0,...,mu
x
α1
1 ǫj
ź
j1Pt0,...,mu
pj1 +
ÿ
jPt0,...,mu
rjǫj
ź
j1Pt0,...,muztju
pj1 .
The first sum reduces to x
α1
1
ś
j1Pt0,...,mu pj1 , whose initial exponent is α, since α2 = α2,0 + . . . + α2,m by
definition of α2,j. All terms of the second sum are lexicographically smaller than x
α1
1 . The polynomial f
therefore has the desired properties. 
3. Incidences on the étale part
Before proving Theorem 2 (i), two preliminary remarks are in order. The first one is geometric. Re-
member from the Introduction that Hn,ét(A2) is the open locus of Hn(A2) on which the Hilbert-Chow
morphism αn is an isomorphism. The image of H
n,ét(A2) under αn is the symmetric product
(A2)
(n)
‹ :=
(
(A2)nzΛ
)
/Sn
where Λ is the large diagonal, i.e., the locus where at least two points in (A2)n coincide, and Sn is the
symmetric group acting by permutation of the factors [Ber12, Section 2]. The identification of points in
Hn,ét(A2) and (A2)
(n)
‹ sends an ideal I to the set supp(S/I), whose cardinality is n. We therefore always
think of points in Hn,ét(A2) as collections of n reduced points in A2.
The second remark is combinatorial. We reformulate the partial ordering ďét in terms of C4 sums. A
standard set ∆ is the C4 sum in the second direction of its rows,
∆ =
ÿ
2
∆iProws(∆)
∆i,
where rows(∆) denotes the multiset of rows of ∆. Definition 1 then says that ∆ ďét ∆
1 if, and only if, there
exists a partition rows(∆) = R0
š
. . .
š
Rl such that
∆
1 =
ÿ
2
jPt0,...,lu
(ÿ
1
∆iPRi
∆i
)
.
The rows of ∆1 appear in the parentheses in the last displayed equation; they are just the horizontal
concatenation of certain rows of ∆. We therefore also express the inequality ∆ ďét ∆
1 by saying that ∆1
arises from ∆ by merging rows.
Proof of Theorem 2 (i). Let ∆ P stn and rows(∆) := t∆0, . . . ,∆lu be the multiset of its rows. Let I Ď S be an
ideal defining a point in Hn,ét(A2). We write A := supp(S/I) Ď A2 for the set of n points corresponding
to I. Propositions 3 and 5 imply that I defines a point in H∆lex(A
2) if, and only if,
‚ |∆0| points of A sit on a horizontal line V(x2 ´ λ0),
‚ |∆1| points of A sit on a horizontal line V(x2 ´ λ1),
‚ etc., and
‚ |∆l | points of A sit on a horizontal line V(x2 ´ λl),
and λi ‰ λj for i ‰ j. Figure 4 shows an example of a configuration of points defining an ideal I P
H∆lex(A
2). The full moduli space H∆lex(A
2) is the space of configurations of n points in which the horizontal
lines may move freely along the x2-axis as long as they don’t collide, and the points on each horizontal
line V(x2 ´ λj) may move freely along this line as long as they don’t collide.
Within the moduli space Hn(A2), however, points have more freedom to move. Consider a configu-
ration A of n reduced points defining a point in H∆,ét(A2) such the one from Figure 4. Understanding
to which configuration of n reduced points the given configuration A may degenerate without leaving
H∆,ét(A2) amounts to determining the closure of H∆lex(A
2) in Hn,ét(A2). Here is how to determine that
degeneration: First off, none of the points sitting on a horizontal line V(x2 ´ λj) may leave the line they
sit on. Moreover, none of the points may collide with each other. However, it may and will happen that
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∆ =
λ0
λ1
λ2
λ3
Figure 4. A configuration of points defining an ideal I P H∆lex(A
2)
different horizontal lines merge into one. Of course if this happens, the points sitting on the respective
lines will still stay away from each other. The combinatorial shadow of the merging process of horizontal
lines in A2 is encoded in the partial ordering ďét, as described earlier in the present section. What we
have just proven is the inclusion
H∆(A2) Ď
ž
∆ďét∆1
H∆
1
lex(A
2).
As for the converse inclusion, it’s easy to see that each configuration A1 of points corresponding to a point
in H∆
1
lex(A
2) has arbitrarily close approximations by configurations A of points corresponding to points in
H∆lex(A
2). 
4. Incidences on the punctual part
We also start this section, in which we prove Theorem 2 (ii), with two preliminary remarks. The first
is once more geometric. Remember from the Introduction that Ellingsrud and Strømme defined three
actions of C‹ on S which induce Białynicki-Birula decompositions of three types of Hilbert schemes. We
have already discussed the first and the third type of action. The second type uses a weight v P Z2 such
that v1 ă 0 ă v2. The fixed points of this action are again monomial ideals M∆ for ∆ P stn. The limit
limtÑ0 t.I of an ideal defining a point in H
n(A2) exists in S only if I is supported on the axis V(x2). It
therefore only makes sense to consider this action on
Hn,lin(A2) :=
 
ideals I Ď S : dim(S/I) = n, supp(S/I) = V(x2)
(
The Białynicki-Birula decomposition then reads
Hn,lin(A2) =
ž
∆Pstn
H∆,linlex (A
2),
where
H∆,linlex (A
2) := H∆lex(A
2)X Hn,linlex (A
2).
Note that we have implicitly been using schemes like H∆,linlex (A
2) in Proposition 3 and Lemma 4 above.
Ellingsrud and Strømme, with a later correction by Huibregtse, determined the dimensions of Białynicki-
Birula cells H∆(A2), H∆,lin(A2) and H∆,punc(A2), and also related the three types of cells to each other.
Conca and Valla proved the same result using a different approach.
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Theorem 6. [ES87,ES88,Hui05,CV08] Let p1, p2 : N
2 Ñ N be the two projections, w(∆) := |p1(∆)| thewidth
and h(∆) := |p2(∆)| the height of ∆ P stn. Then
H∆lex(A
2) – A|∆|+h(∆),
H∆,linlex (A
2) – A|∆|,
H
∆,punc
lex (A
2) – A|∆|´w(∆).
Moreover, the coefficients of the reduced lexicographic Gröbner basis of the universal family over H∆lex(A
2), which
take the shape
fα =
ÿ
βP∆
βăα
cαβx
β,
for all outer corners α of ∆, are polynomials in the coordinates of A|∆|+h(∆), and the two closed immersions
H
∆,punc
lex (A
2) Ď H∆,linlex (A
2) Ď H∆lex(A
2)
are given by passing to certain coordinate subspaces in A|∆|+h(∆).
The second remark is a reformulation of the partial ordering ďpunc in terms of C4 sums, analogous to
the reformulation of ďét in the previous section. A standard set ∆ is the C4 sum in the first direction of its
columns,
∆ =
ÿ
1
∆ jPcols(∆)
∆j.
Then ∆ ďpunc ∆
1 if, and only if, each column ∆j vertically breaks into one or more pieces
∆j =
ÿ
2
iPC(∆ j)
∆
1
i,
for some indexing set C(∆j), such that ∆
1 is the C4 sum in the first direction of all pieces of all columns,
∆
1 =
ÿ
1
∆ jPcols(∆),
iPC(∆ j)
∆
1
i.
We therefore also express the inequality ∆ ďpunc ∆
1 by saying that ∆1 arises from ∆ by breaking rows
apart.
Proof of Theorem 2 (ii). Throughout the proof, the standard set ∆ will be fixed. We will consider various ∆1
such that ∆ ăpunc ∆
1, always denoting the respective multisets of columns by cols(∆) = t∆0, . . . ,∆w´1u
and cols(∆1) = t∆10, . . . ,∆
1
w1´1u. We first take a specific ∆
1, namely, one for which only one column ∆j0 of
∆ splits into no more than two columns ∆1
j10
and ∆1
j11
of ∆1 and all other columns remain unchanged, so
cols(∆)z
 
∆j0
(
= cols(∆1)z
 
∆
1
j10
,∆1j11
(
.
In particular, w1 = w+ 1. Let I1 Ď S be a point in H
∆1,punc
lex (A
2). We will show that I1 lies in the closure of
H
∆,punc
lex (A
2).
Theorem 6 implies that H∆
1,lin
lex (A
2) is an affine space of dimension n and contains as an open and dense
subscheme the moduli space X∆
1
of ideals splitting into
I2 =
w1´1č
j=0
I2j ,
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where each I2j lies in H
∆
1
j,lin
lex (A
2) and is supported at V(x1 + cj,0, x2) such that cj,0 ‰ ck,0 for j ‰ k. Thus I
2
j
is given by its reduced lexicographic Gröbner basis,
I2j = xx1 +
ÿ
bP∆1j
cj,bx
b
2, x
|∆1j|
2 y,
so supp(I2j ) = V(x1 + cj,0), such that cj,0 ‰ ck,0 for j ‰ k. In other words, Spec (S/I
2) splits into w1 “tall”
rather than “fat” points, the tallness of the factor Spec (S/I2j ) being the column ∆
1
j of ∆
1 (The same open
and dense subscheme of H∆
1,lin
lex (A
2) is used in Section 7.2 of [Nak99].) The middle picture in Figure 5
shows V(I2) for an ideal I2 in the dense and open subscheme X∆
1
of H∆
1,lin
lex (A
2).
V(I1) V(I2) V(I3)
Figure 5. A point in Hn,punc(A2) and two approximations in Hn,lin(A2)
The ideal I1 defines a point in the closed subscheme H
∆
1,punc
lex (A
2) of H∆
1,lin
lex (A
2). A point I2 in the open
and dense subscheme X∆
1
of H∆
1,lin
lex (A
2) can therefore be chosen arbitrarily close to I1. The two factors I2j0
and I2j1 of I
2, whose corresponding schemes are tall points with standard sets ∆1j0 and ∆
1
j1
, respectively, are
of particular interest to us. The reduced lexicographic Gröbner basis of I2 contains one polynomial f(w1,0)
with initial exponent (w1, 0). The zeros of f(w1,0)(x1, 0) are the w
1 distinct points in supp(I2) Ď V(x2).
Those coordinates of H∆
1,lin
lex (A
2) – An that show up in the polynomial terms for the coefficients of
f(w1,0)(x1, 0) can be adjusted such that the factors I
2
j0
and I2j1 of I
2 collapse into an ideal I3j0 supported in
one point on the x1-axis, whereas all other factors I
2
j get transformed into factors I
3
j which are separated
from each other and from I3j0 . This can be done such that the lexicographic Gröbner deformation of ideal
I3j0 has the standard set ∆
1
j0
+1 ∆
1
j1
. The ideal
I3 := I3j0 X
(č
j‰j0
I3j
)
.
is a deformation of I2 which can be chosen arbitrarily close to I2. The schemes defined by ideals I1, I2 and
I3 are illustrated in Figure 5. What the picture doesn’t appropriately indicate is the location of the points
in supp(I2) and supp(I3). These points should be thought of as sitting arbitrarily close to the origin.
Let n0 := |∆j0 | = |∆
1
j0
|+ |∆1j1 |, and let z0 P V(x2) be the support of I
3
j0
. The z0-translated version of the
punctual Hilbert scheme is
H
n0,punc
z0 (A
2) :=
 
ideals I Ď S : dim(S/I) = n0, supp(S/I) = z0
(
and for each standard set ∆2 of cardinality n0, the z0-translated version of the corresponding Białynicki-
Birula cell is
H
∆0,punc
lex,z0
(A2) := H∆0,linlex (A
2)X H
n0,punc
z0 (A
2).
The z0-translated version of Lemma 7 below implies that the ideal I
3
j0
lies in the closure of H
∆ j0
,punc
lex,z0
(A2)
in H
n0,punc
z0 (A
2). So there exists an ideal I
(4)
j0
P H
∆ j0
,punc
lex,z0
(A2) arbitrarily close to the ideal I3j0 . We use this
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ideal for defining
I(4) := I
(4)
j0
X
(č
j‰j0
I3j
)
.
Then I(4) lies in H∆,linlex (A
2) by Lemma 3.
We now have all tools for showing that I1 lies in the closure of H
∆,punc
lex (A
2). Take an open neighborhood
U Ď Hn,punc(A2) of I1. We can find an open W Ď Hn,lin(A2) such that U = W X Hn,punc(A2). By
choosing I2 close enough to I1, I3 close enough to I2, and I(4) close enough to I3, we can have all these
ideals lie in W. The ideal I(4) is not supported in the origin, but rather in w points on the x1-axis. Its
reduced lexicographic Gröbner basis contains one polynomial f(w,0) with initial exponent (w, 0). The
zeros of f(w,0)(x1, 0) are the w points in supp(S/I
(4)). By suitably adjusting some of the coordinates
of H∆
1,lin
lex (A
2) – An that show up in the polynomial terms for the coefficients of f(w,0)(x1, 0), we kill
all trailing terms of f(w,0)(x1, 0). We perform the same adjustment to all elements of the lexicographic
Gröbner basis of I(4) which, as we remember from Theorem 6, are polynomials in the coordinates of
H∆
1,lin
lex (A
2) – An. The ideal I generated by these polynomials still lies in H∆
1,lin
lex (A
2), and is supported
in the origin by construction. If I(4) is close enough to I1, then the w zeros of f(w,0)(x1, 0) are arbitrarily
close to the origin. The above-defined readjustment of the coefficients of f(w,0)(x1, 0) therefore leaves the
coordinates of H∆
1,lin
lex (A
2) – An arbitrarily close to their original values. The ideal I then still lies in the
open neighborhood W of I1. It therefore lies in U = W X Hn,punc(A2).
We have thus proved the inclusion
H
∆
1,punc
lex (A
2) Ď H
∆,punc
lex (A
2)
for the specific ∆1 defined above. The same inclusion follows for all ∆1 such that ∆ ăpunc ∆
1 by induction
over the poset stn. This establishes the first half of the proof.
As for the second half, we first consider any standard set ∆1 of cardinality n, and introduce a method
for finding out whether or not ∆ ăpunc ∆
1. We iteratively define multisets
‚ C0 (“to be checked if splittable”),
‚ C1 (“splits”),
‚ C2 (“isn’t splittable”),
‚ C10 (“to be checked if arises as a split product”),
‚ C11 (“arises as a split product”), and
‚ C12 (“doesn’t arise as a split product”)
by the algorithm from Figure 6.
This iteration will eventually terminate, but it isn’t deterministic. Its output depends on the choice
of c and d. It’s not hard to see that the space of all outputs of the algorithm includes the quadruple
(cols(∆),H, cols(∆1),H) if, and only if, ∆ ďpunc ∆1. From now on we deal with the complementary case,
∆ ępunc ∆
1, so C2,C
1
2 ‰ H for every output (C1,C2,C
1
1,C
1
2) of the algorithm. We define, for such every
such output,
∆j :=
ÿ
1
cPCj
c,
∆
1
j :=
ÿ
1
cPC1j
c
for j = 1, 2. The definitions imply that
‚ |∆1| = |∆
1
1|,
‚ n2 := |∆2| = |∆
1
2| ‰ 0, and
‚ every column of ∆2 is shorter than every column of ∆
1
2.
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C0 Ð cols(∆), C1 ÐH, C2 ÐH
C10 Ð cols(∆
1), C11 ÐH, C
1
2 ÐH
G Ð the identical function C0 Ñ cols(∆)
while C2 =H do
if some element of C0 is taller than the shortest element of C
1
0 then
cÐ any element from C0 that is taller than the shortest element of C
1
0
split c into c = d+2 e, where d P C
1
0 and e is possibly H
C0 Ð (C0ztcu)Y teu
G Ð the function C0 Ñ cols(∆) sending all f ‰ c to G( f ) and e to G(c)
C1 Ð
 ÿ
1 fPG´1(g)
f : g P cols(∆)
(
C10 Ð C
1
0ztdu
C11 Ð C
1
1 Y tdu
else
C2 Ð C0
C12 Ð cols(∆
1)zC11
end if
end while
return (C1,C2,C
1
1,C
1
2)
Figure 6. The iterative non-deterministic definition of C1 and C
1
1
Let I1 be a point in H
∆
1,punc
lex (A
2). For finishing the second half of the proof, we have to show that I1 is
not contained in the closure of H
∆,punc
lex (A
2). By wiggling certain parameters appearing in the generators
of I1, similarly as we did in the first half of the proof, we deform I1 into an ideal I2 P H∆
1,lin
lex (A
2) which
splits into
I2 = I21 X I
2
2 ,
I21 :=
č
cPC11
I2c ,
where
‚ each ideal I2c is supported in a point z
1
c on the x1-axis,
‚ I22 is supported in 0,
‚ all z1c are distinct, and distinct from 0,
‚ each I2c has the standard set ∆
1
c, and
‚ I22 has the standard set ∆
1
2.
By construction of ∆11, and by the same arguments that we employed in the first half of the proof, the ideal
I21 is arbitrarily close to the closure of H
∆1,punc
lex (A
2). Moreover, each ideal J P H
∆,punc
lex (A
2) can analogously
be deformed into
J1 = J11 X J
1
2,
J11 :=
č
cPC1
J1c,
such that J11 is arbitrarily close to H
∆1,punc
lex (A
2). It all therefore boils down to showing that I22 is not
contained in the closure of H
∆2,punc
lex (A
2).
Consider the locus
U := Hn2,punc(A2)z
 
I Ď S : rank
(
(S/I)X xx02, . . . , x
h(∆2)
2 y
)
ď h(∆2)
(
.
This is an open subscheme of Hn2,punc(A2), since the locus we remove is defined by rank inequalities,
i.e., the closed subscheme defined by a number of determinants. Then, on the one hand, I22 lies in U,
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since S/I22 has the basis (x
α)αP∆12
, and the h(∆2) + 1 monomials x
0
2, . . . , x
h(∆2)
2 are a subfamily of that basis.
On the other hand, Lemma 4 implies that the lexicographic Gröbner basis of an ideal I2 P H
∆2,punc
lex (A
2)
contains the polynomial
f(0,h(∆2)) := x
h(∆2)
2 .
The family (x02, . . . , x
h(∆2)
2 ) is therefore linearly dependent in S/I2. This shows that UXH
∆2,punc
lex (A
2) =H.
We have thus found an open neighborhood of I22 which doesn’t meet H
∆2,punc
lex (A
2). 
Lemma 7. Consider the two-dimensional standard set
∆ := t0u ˆ [0, n´ 1],
and any two-dimensional standard set ∆1 of the same cardinality, n. Then ∆ ďpunc ∆
1, and H
∆
1,punc
lex (A
2) is
contained in the closure of H
∆,punc
lex (A
2) in Hn,punc(A2).
Proof. The first assertion is immediate from the definition ofďpunc. As for the second assertion, H
n,punc(A2)
is irreducible of dimension n´ 1 [Bri77]. Moreover,
H∆lex(A
2)X Hn,punc(A2) – An´1,
the isomorphism sending a point with coordinates c1, . . . , cn´1 on the right-hand side to the ideal
I := xx1 + cn´1x
n´1
2 + . . .+ c1x2, x
n´1
2 y
defining a point on the left-hand side. The closure of H
∆,punc
lex (A
2) is therefore the whole H
n,punc
lex (A
2). 
5. Weak incidences
A decomposition (4) of a topological space X into locally closed subspaces Xi raises the problem in-
cidences among the subspaces Xi. We speak of strong incidence if Xi Ě Xj and of weak incidence
if Xi X Xj ‰ H. If (4) is a stratification, then strong and weak incidence are the same thing, and the
incidence problem is encoded in the poset S.
Given that the intersections of decomposition (1) of Hn(A2)with subschemes Hn,ét(A2) and Hn,punc(A2)
are both stratifications, one wonders if that decomposition itself is a stratification. It isn’t.
Non-Example 8. Consider the standard sets ∆ and ∆1 from Figure 7. The scheme H
∆
1,punc
lex (A
2) is contained
in the closure of H
∆,punc
lex (A
2) in H6,punc(A2), and therefore, H∆
1
lex(A
2) intersects the closure of H∆lex(A
2)
in H6(A2) nontrivially. However, H∆
1,ét
lex (A
2) doesn’t intersect the closure of H∆,étlex (A
2) in H6,ét(A2). The
decomposition of H6(A2) from (1) is therefore not a stratification.
∆ = ∆1 =
Figure 7. Two standard sets showing that Hn(A2) is not stratified by lexicographic Gröb-
ner basins
Similar non-examples can be constructed for all n ě 4. However, Theorem 2 and the results from
Section 2 provide ample supply of examples for weak incidence between Gröbner basins in Hn(A2).
Example 9. Consider two standard sets ∆ and ∆1 such that
∆ =
ÿ
2
rProws(Λ)
(ÿ
1
bPr
∆b
)
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for a collection of standard sets ∆b indexed by the boxes b appearing a standard set Λ, arranged row by
row, and analogously,
∆
1 =
ÿ
2
r1Prows(Λ1)
(ÿ
1
b1Pr1
∆b1
)
where Λ ďét Λ
1, f : Λ Ñ Λ1 is a bijection sending elements from one and the same row of Λ to elements
from one and the same row of Λ1, and ∆b ďpunc ∆
1
f (b) for all boxes b of Λ. Then a proof similar to those
from Sections 3 and 4 shows that
H∆(A2)X H∆
1
(A2) ‰ H.
This is illustrated in Figure 8. An ideal I P H∆(A2) splits into I = XbPΛ Ib, where inlex(Ib) = M∆b , indexed
by the boxes b appearing in standard set Λ such that ideal indexed by boxes from one and the same
row of Λ are supported on one and the same horizontal line in A2. Ideals having this property come in
a subfamily of H∆(A2). When passing to the limit in Hn(A2) of such a family, at least three types of
degenerations may happen:
‚ Horizontal lines may merge.
‚ Each ideal Ib may degenerate into an ideal I
1
b1 with a standard set ∆
1
b1 such that ∆b ăpunc ∆
1
b1 .
‚ Punctual ideals lying on the same horizontal line may merge horizontally.
All three types of degeneration show up in Figure 8. However, degeneration may also happen “diagonally”—
in a way not captured by the three bulleted items above.
Λ =
∆ =
Λ
1 =
∆
1 =
Figure 8. A point in Hn,punc(A2) and two approximations in Hn,lin(A2)
We now present three necessary conditions for weak incidence on Hn(A2). One of the conditions will
use the natural partial ordering, or dominance partial ordering on stn, which is characterized by the two
equivalent conditions [Mac95, p.7]
∆ ď ∆1 : ðñ @j :
ÿ
columns C in ∆
up to j
h(C) ě
ÿ
columns C1 in ∆1
up to j
h(C1)
ðñ @i :
ÿ
rows R in ∆
up to i
h(R) ď
ÿ
rows R1 in ∆1
up to i
h(R1).
Proposition 10. If H∆
1
lex(A
2) meets the closure of H∆lex(A
2) in Hn(A2), then
(i) ∆ ď ∆1,
(ii) the tuple of rows of ∆ is lexicographically smaller than the tuple of rows of ∆1, and
(iii) the tuple of columns of ∆ is lexicographically larger than the tuple of columns of ∆1.
Proof. (i) is in the same spirit as the last paragraph from the proof of Theorem 2 (ii). For the time being,
we use the notation Nj := tα P N
2 : p1(α) ď ju and ∆j := ∆XN
2
j . Consider the closed subschemes
Yj :=
 
I P Hn(A2) : rank
(
(S/I)X xxα : α P Njy
)
ď
ˇˇ
∆j
ˇˇ(
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of Hn(A2) and their intersection
Y :=
w(∆)č
j=0
Yj.
For each I P H∆lex(A
2) and each outer corner α of ∆, there exists a unique polynomial fα P I with lex-
initial exponent α and trailing exponents in ∆. This implies that I P Y, more precisely, that H∆lex(A
2) is
a subscheme of Y. (Thorough schematic arguments for statements like this is given in [Led11], but shall
not be carried out here.) If I1 is an ideal living in the intersection under discussion, then I1 arises as the
limit of a flat family in H∆lex(A
2), so of a flat family in Y. The limit I1 therefore also lies in Y. For all j, the
family (xα)αP∆1j
is a basis of the subspace of (S/I1)X xxα : α P N2j y. Thus
|∆1j| = rank
(
(S/I1)X xxα : α P N2j y
)
ď |∆j|,
as was claimed.
(ii) and (iii) are consequences of (i) by [Mac95, (1.10), p.7]. 
We conclude the paper with three remarks on the conditions from the last proposition.
‚ Partial orderings ďét and ďpunc are both refinements ď in the sense that α ďét β implies α ď β, and
α ďpunc β implies α ď β. Does there exist a common refinement of ďét and ďpunc?
‚ Evain has studied decompositions and weak incidences among locally closed schemes related to
the punctual Hilbert scheme [Eva02]. The schemes he studied are not quite Hn,punc(A2), but
nevertheless, Theorem 8 of the cited paper is related to Proposition 10.
‚ The conditions for weak incidence from our proposition here are easily checked not to be sufficient.
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