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In this paper, we study the itinerant ferromagnetic phase in multi-component fermionic systems
with symplectic (Sp(4), or isomorphically SO(5)) symmetry. Two different microscopic models have
been considered and an effective field theory has been proposed to study the critical behavior of the
nonmagnetism-magnetism phase transition. It has been shown that such systems exhibit intriguing
ferromagnetism and critical behavior that different from those in spin- 1
2
fermionic systems, or in
high-spin systems with SU(N) symmetry. An extension of our results to higher spin systems with
Sp(2N) symmetry has also been discussed.
I. INTRODUCTION
The origin of magnetism is rooted in quantum mechan-
ics. In transition metals like cobalt, iron and nickel, the
spins of itinerant electrons are aligned to form a ferro-
magnetic state1. The mechanism of such an itinerant
ferromagnetism can be qualitatively understood by a sim-
ple model proposed by Stoner2, which predicts a spon-
taneous spin polarization (ferromagnetism) in a spinful
fermionic system with sufficiently large repulsive inter-
action, or with a high density of states at the Fermi
surface. Such a simple mean-field analysis, even though
can capture some qualitative features, is not adequate to
provide a quantitative description of this strongly corre-
lated phenomenon, especially the critical behavior of the
model. The nonmagnetism-magnetism phase transition
in Stoner model, as a prototypical example of quantum
critical phenomena, has attracted considerable interest in
the condensed matter physics for decades3,4. In contrast
to their classical counterpart, the quantum critical be-
haviors, even the static ones, are affected by the value of
dynamic critical exponent z due to the inextricable con-
nection between dynamics and statics in quantum sys-
tems. Even though a direct application of the Stoner
model to ferromagnet in solid state experiments is diffi-
cult due to the incredibly complex electron structure, the
advantages of ultracold atomic systems, especially the
tunablity of interactions, allows us to realize the Stoner
model in such synthetic quantum systems5.
The versatile tunability and unprecedented degree of
precision of ultracold atom gases provide a perfect simu-
lation platform to understand quantum many-body prob-
lems that have remained open, but also allow us to ex-
plore the emerging novel physics originated from the
unique features of ultracold atom systems and absent in
solid state experimental systems. As an example, ul-
tracold atom provides an opportunity to investigate the
many-body effect of the atoms with total angular momen-
tum F larger than 12 , leading to 2F +1 hyperfine states.
In solid state system, a high spin object is a composite
particle composed of partially-filled shell electrons due to
Hund’s rule. The dominant spin exchange interaction be-
tween these high-spin objects involves only a pair of elec-
trons, thus remain SU(2) symmetric and the quantum
fluctuation is suppressed by the high spin effect(large-S
limit). In ultracold atoms with high spin, on the contrary,
all the 2F + 1 hyperfine levels could equivalently par-
ticipate atom-atom exchange interactions (SU(N) sym-
metric), thus quantum fluctuations are enhanced by the
large number of hyperfine-spin components N (large-N
limit)6, which gives rise to a whole host of novel phenom-
ena including unconventional superfluidity7–9 and exotic
quantum magnetism10–22. Motivated by rapid experi-
mental progress23,24, ultracold fermionic gases with high
spin have opened up new possibilities to explore the novel
quantum many-body physics absent in solid state sys-
tems, and have attracted a rapidly growing interests.
In this paper, we study the itinerant ferromagnetism
for the ultracold fermions with spin- 32 , as well as the
nonmagnetism-magnetism phase transitions associated
with it. For alkaline earth atoms (e.g. 87Sr, and 173Yb),
the interactions among them are independent on their hy-
perfine spin, which gives rise to the SU(N) symmetry of
the system, and the itinerant ferromagnetism in an SU(6)
fermonic system has been investigated15. However, for a
more general case of interacting fermi gases with spin- 32
under s-wave Feshbach resonance, it is known that the
SU(4) symmetry is not generic, instead, there is a hid-
den SO(5) symmetry, or isomorphically, Sp(4) symmetry
without fine tuning10,13. This subtle difference leads to
important consequences on the nature of itinerant ferro-
magnetism as well as the critical behavior of the phase
transitions. For instance, by analogy to the spin- 12 sys-
tem, one may expect a spin- 32 ferromagnetism with the
population of one spin component larger than the other
three. This kind of ferromagnetism, though possible for
the SU(4) interaction, is not allowed in the ferromag-
netic phases of our system with SO(5) symmetry, as we
will show in the following. Another difference lies in the
effective field theory and associated phase transitions: in
the SU(4) (or generally SU(N) for N > 2) case, the phase
transition is the first order due to the appearance of the
2cubic terms15, which, on the other hands, are absent in
the effective field theory of the SO(5) systems due to the
time-reversal symmetry. We have studied the critical be-
havior of the nonmagnetism-magnetism phase transitions
in the SO(5) system.
II. EFFECTIVE FIELD THEORY OF
SYMPLECTIC FERROMAGNETISM
In this section, we propose an effective field theory for
the ferromagnetism in the spin- 32 system with SO(5) sym-
metry, and use it to analyze the critical behavior of the
magnetism-nonmagnetism phase transition. We only fo-
cus on spin degree of freedom, while the charge degree of
freedom of the fermions will be discussed in the subse-
quential section. Instead of deriving from a microscopic
Hamiltonian, here we propose an effective field theory
based on symmetry analysis. As a comparison, we also
study a spin- 12 system with SU(2) symmetry and spin-
3
2
case with SU(4) symmetry.
Before discussing the high spin systems, we first review
a ferromagnetic phase in a spin- 12 case with SU(2) sym-
metry, which is characterized by a 2 × 2 matrix defined
as: S(r) = sx(r)σˆx + sy(r)σˆy + sz(r)σˆz with σˆx,y,z being
the three Pauli matrices, and the real three-dimensional
(3D) vector ~S(r) = [sx(r), sy(r), sz(r)] being the order
parameter of the ferromagnetic phase. In general, an ef-
fective field theory of the free-energy function with SU(2)
and time-reversal symmetries can be written in terms of
S(r) as:
FSU(2) =
∫
dr
{−∇2 + r
2
TrS2 +
u
4V
[TrS2]2 + · · ·
}
(1)
where V is the volume of the system, r and u are the pa-
rameters determined by the microscopic Hamiltonian and
temperature. Notice that S(r) is not invariant under the
time reversal transformation: T S(r)T −1 = −S(r) where
T = iσˆyC is the time reversal transformation operator,
and C is the operator of complex conjugation. As a con-
sequence, the odd terms of S(r) are absent in Eq.(1).
The higher order terms are neglected since they are ir-
relevant for the critical properties. Notice that Eq.(1)
can be rewritten in terms of ~S(r), which gives rise to
a n-component real scalar field (ϕ4) model with n = 3,
whose critical properties are known to be determined by
the Wilson-Fisher fixed points25.
Now we turn to a spin- 32 case with an SU(4) symmetry.
In the fundamental representation, the 15 generators of
the SU(4) group (denoted as Qˆi with i = 1 ∼ 15) can be
expressed in terms of the (4 × 4) Dirac matrices, which
could be classified into two categories according to the
time-reversal symmetry: the first classes is five SO(5)
vectors which are time-reversal even: Γˆ1 = σˆy⊗Iˆ, Γˆ2−4 =
σˆz ⊗ σˆx,y,z, Γˆ5 = σx ⊗ I. The second is ten generators
of SO(5) group (or isomorphically, Sp(4) group), which
are time-reversal odd and defined by Γˆab = − i2 [Γˆ
a, Γˆb],
where 1 ≤ a < b ≤ 5. It is straightforward to check
that T ΓˆaT −1 = Γˆa, and T ΓˆabT −1 = −Γˆab, where T is
the time reversal operator for the Dirac matrices defined
as T = Γˆ1Γˆ3C. Similar with the spin- 12 case, the free
energy function a spin- 32 system with SU(4) symmetry
can be expressed in terms of the 4 × 4 matrix Q(r) =∑15
i=1 qi(r)Qˆi as
15:
FSU(4) =
∫
dr
{−∇2 + r
2
TrQ2+ηTrQ3+
u
4V
[TrQ2]2+· · ·
}
(2)
Notice that FSU(4) is fundamentally different from FSU(2)
due to the presence of the cubic term TrQ3, which pre-
serves time-reversal symmetries, thus is allowed in the
free energy functional. It is known that such a cubic
term will drive the continuous phase transition in the ϕ4
model to a first order one, thus there is no universal crit-
ical behavior for the phase transition in such an SU(4)
model.
For a spin- 32 system with SO(5) (or isomorphically,
Sp(4) ) symmetry, the ferromagnetic phase breaks the
time reversal symmetry, thus could be characterized by
the matrix: M(r) =
∑
[ab]mab(r)Γˆ
ab, where
∑
[ab] =∑
1≤a<b≤5 is the summation over all the ten generators
of the SO(5) group (Γˆab), which are time-reversal odd.
Different from the SU(4) case, the cubic term TrM3 now
breaks the time reversal symmetry, therefore, the mini-
mum model preserving the SO(5) and time reversal sym-
metry can be expanded in terms of M as:
FSO(5) =
∫
dr
{−∇2 + r
2
TrM2+
v
4V
TrM4+
u
4V
[TrM2]2+· · ·
}
(3)
using the identities:
TrM2 =
∑
[ab]
m2ab(r), TrM
4 = (TrM2)2 +
5∑
a=1
θ2a(r)
where θa(r) = ǫ
abcdembc(r)mde(r) (ǫ
abcde is antisymmet-
ric rank-5 tensor), one can express the free energy func-
tional in terms of the fields mab(r) as:
FSO(5) =
∫
d3r
∑
[ab]
−∇2 + r
2
m2ab+
u′
4
(
∑
[ab]
m2ab)
2+
v′
4
∑
a
θ2a
(4)
For v′ = 0, this model is an n-component ϕ4 (n=10)
model with an SO(10) symmetry, while the last term in
Eq.(4) breaks the SO(10) symmetry into an SO(5) one.
To study the critical properties of the finite tempera-
ture magnetism-nonmagnetism phase transition, we ap-
ply the standard renormalization group (RG) procedure
(small ǫ expansion26 with ǫ = 4 − d). After performing
the functional integral over modes with Λ/b < |k| < Λ (Λ
is the cutoff in the momentum space, and b > 1), we can
rescale the momenta as well as the field mab, which leads
to a model with the same form of Eq.(4), but different pa-
rameters r, u′, v′. By taking the limit of b→ 1+. one can
3get the differential momentum shell recursion relation to
the first order in ǫ as:
dr
d ln b
= 2r +
Kd
(2π)d
Λd
Λ2 + r
(12u′ +
3
2
v′)
du′
d ln b
= ǫu′ −
Kd
(2π)d
Λd
(Λ2 + r)2
(18u′2 + 3u′v′)
dv′
d ln b
= ǫv′ −
Kd
(2π)d
Λd
(Λd + r)2
(2v′2 + 12u′v′) (5)
where K4 = 2π
2. From Eq.(5), we find there are three
fixed points in the RG flow diagram (we assume ǫ → 0
and Λ ≫ r): (a) Gaussian point: ra = u
′
a = v
′
a = 0.
The stability of the fix points can be characterized by
the stability exponents: λra = 2, λ
u′
a = λ
v′
a = ǫ, which
can be derived by performing a linear stability analysis
around the fixed point. (b) an SO(10) fixed point: r =
− ǫ3Λ
2, u′ = 4ǫπ
2
9 , v
′ = 0, with the stability exponents:
λrb = 2 −
2ǫ
3 , λ
u′
b = −ǫ, λ
v′
b =
ǫ
3 ; In this fixed point, the
system has an enlarged SO(10) symmetry. Notice that in
both (a) and (b), λv
′
> 0, which implies the instability of
these fixed points. (c) SO(5) point: r = − 3ǫ8 Λ
2, u′ = 0,
v′ = 4ǫπ2, with the stability exponents: λrc = 2 −
2ǫ
3 ,
λu
′
c = −
ǫ
2 , λ
v′
c = −ǫ. Near the SO(5) point, λ
r
c > 0 and
λu
′
c < 0 λ
v′
c < 0, which is the character of a continuous
phase transition driven by r. This fix point represents a
new kind of universal class of critical phenomena.
III. MULTI-COMPONENT FERMIONIC
MODELS WITH SO(5) SYMMETRY
In this section, we consider the microscopic Hamil-
tonian of two multi-component fermionic models with
SO(5) symmetry. One is a ultracold atomic model, the
other is from condensed matter physics.
A. spin- 3
2
fermionic gases with s-wave Feschbach
resonance
The first model we consider is a three-dimensional spin-
3
2 fermionic gases with s-wave Feschbach resonance. Due
to Paul’s exclusion principle, the spin channel wave func-
tion of two identical fermions has to be antisymmetric in
the s-partial wave channel, thus only two channels with
with total angular momentum F = 0, 2 appear in the
interaction. The Hamiltonian of the system reads:
H =
∫
d3r{
∑
α=± 32 ,±
1
2
ψ†α(r)(−
~
2
2m
∇2 − µ)ψα(r) +
g0P
†
00(r)P00(r) + g2
∑
m=±2,±1,0
P †2m(r)P2m(r)} (6)
where ψα(r) (ψα(r)) annihilates(creates) a fermion with
spin α at position r. µ is the chemical potential.
P †FmF (r) =
∑
αβ〈
3
2
3
2 ;FmF |
3
2
3
2αβ〉ψ
†
α(r)ψ
†
β(r) are the
channel-F pair operators defined through the Clebsh-
Gordan(CG) coefficient for two indistinguishable parti-
cles with spin- 32 . The absence of the interaction chan-
nels with F = 1, 3 is important for the general SO(5)
symmetry of our Hamiltonian. g0, g2 > 0 for repulsive
interactions.
To analyze the magnetism of Hamiltonian.(6), it is
more convenient to rewrite the interaction part in the
particle-hole channel, instead of the particle-particle
channel in Eq.(6). All the possible 16 bilinear opera-
tors in the particle-hole channel can be expressed by the
Dirac matrices as:
Nˆ(r) = Ψ†(r)Ψ(r),
nˆa(r) =
1
2
Ψ†(r)ΓˆaΨ(r),
Lˆab(r) = −
1
2
Ψ†(r)ΓˆabΨ(r). (7)
where Ψ(r) = [ψ 3
2
(r), ψ 1
2
(r), ψ− 12 (r), ψ−
3
2
(r)]T is a four-
component spinor operator, and the interaction part of
Hamiltonian.(6) can be rewritten in particle-hole chan-
nels as13:
HI =
∫
d
3r{fs(N(r)−2)
2+fv
5∑
a=1
n
2
a(r)+ft
∑
[ab]
L
2
ab(r)} (8)
where
∑
[ab] is the summation over the index of all the
ten auxiliary fields. The coefficients fs, fv and ft can be
written in terms of g0 and g2 as fs = (g0+5g2)/16, fv =
(g0−3g2)/4 and ft = −(g0+g2)/4. The SU(4) symmetry
can be restored if g2 = g0. For generic g0 and g2, the
interaction Hamiltonian.(6) preserve an SO(5) symmetry
without fine-tuning any parameters in Eq.(8).
B. A two-orbital spin- 1
2
fermionic Hubbard model
In solid state physics, a multi-component fermionic
system can be realized by introducing degrees of free-
dom other than spin, for instance, the orbital degree of
freedom. To realize a four-component fermionic system,
one can consider a two-orbital fermionic Hubbard model
with the Hamiltonian:
H =
∑
〈ij〉
∑
σa
−t(c†i,σacj,σa + h.c) +
∑
i
{−µni
+
∑
a
Uni,↑ani,↓a + V ni,1ni,2 + J ~Si,1 · ~Si,2} (9)
where 〈ij〉 indicates a pair of adjacent sites. σ =↑, ↓
(a = 1, 2) is the spin (orbital) index, and ci,σa (c
†
i,σa) is
the annihilation(creation) operator of fermions at site i
with spin σ and orbital a. t denotes the single particle
hopping amplitude, which is assumed to be independent
of the spin or orbital degrees of freedom. ni,σa is the
density operator of the fermions on site i with spin σ and
4orbital a, ni,a = ni,↑a+ni,↑a and ni = ni,1+ni,2. µ is the
chemical potential, and U (V) denotes the strength of the
on-site intra-orbital (inter-orbital) interaction. ~Si,a is the
spin operator on orbital a, which can be written in terms
of fermionic operators as: ~Si,a = c
†
i,σa
~Sσσ′ci,σ′a where
~S = 12~σ with ~σ = [σx, σy, σz ] are the Pauli matrices. J
represents the strength of the inter-orbital spin exchange
interaction.
Such a two-orbital spin- 12 model can be mapped to a
spin- 32 model fermionic model as: [ψ 32 , ψ
1
2
, ψ− 12 , ψ−
3
2
]→
[c↑1, c↓1, c↑2, c↓2], where we omit the site index i. As a
consequence, the Ham.(9) can be rewritten in terms of
the bilinear operators in the particle-hole channel defined
in Eq.(7) as27:
H =
∑
〈ij〉
∑
α
−t(ψ†i,αψj,α + h.c) +
∑
i
{−
f0
8
(Nˆ(i)− 2)2
−µNˆ(i) −
f1
8
[nˆ21(i) + nˆ
2
5(i)]−
f2
8
[nˆ22(i) + nˆ
2
3(i) + nˆ
2
4(i)]}(10)
where nˆa(i) = Ψ
†
i Γˆ
aΨi with a = 1 ∼ 5, and f0,1,2 can
be written in terms of U,V,J as: f0 =
3
4J − U − 3V ,
f1 =
3
4J − U + V , f2 =
1
4J + U − V . Eq.(10) indicates
that different from the model of spin- 32 fermions with
s-wave Feschbach resonance, the two-orbital fermionic
Hubbard model in Ham.(9), in general, does not possess
the SO(5) symmetry, which can only be restored when
f2 is tuned to be the same as f1, or J = 2(U − V ).
Notice that in the lattice system, the 16 bilinear opera-
tors in the particle-hole channel satisfy the Fierz identity∑
[ab] Lˆ
2
ab(i) +
∑
a nˆ
2
a(i) +
5
4 [Nˆ(i)− 2]
2 = 5, which allows
us to rewrite Eq.(10) in terms of Lˆab(i) and Nˆ(i) in the
presence of SO(5) symmetry (f1 = f2).
IV. SYMPLECTIC ITINERANT
FERROMAGNETISM AND THE PHASE
TRANSITIONS
A. Classical and quantum criticality
The itinerant ferromagnetic system will experience a
magnetism-nonmagnetism phase transition induced by
thermal or quantum fluctuation. To study the nature
of the symplectic itinerant ferromagnetism and phase
transitions associated with it, we refocus on the spin-
3
2 fermionic model with the interaction defined in Eq.(8).
We are interested in a time-reversal symmetry breaking
ferromagnetic phase, whose order parameters are time
reversal odd, thus can only be expressed in terms of Lab
instead of na and N . As a consequence, we will focus on
the regime with fs, fv > 0 and ft < 0, where the contri-
bution of first two terms of th right side of Eq.(8) can be
neglected at the mean-field level (e.g. 〈na〉 = 0) . Using
Hubbard-Stratonovich transformation, one can decouple
the interaction Hamiltonian.(8) by introducing ten aux-
iliary fields mab(r) (1 ≤ a < b ≤ 5), where r = [r, τ ]
and τ denotes the imaginary time satisfying 0 ≤ τ < β.
The partition function can be written in the path integral
formalism as:
Z =
∫
D[mab]D[Ψ, Ψ¯]e
−
∫
dr{Ψ¯[ ∂
∂τ
− ~
2
2m
∇2−µ]Ψ+H¯I(Ψ,mab)},
H¯I =
∑
[ab]
1
2
m
2
ab(r) +
√
−ft
2
Ψ¯(r)ΓabΨ(r)mab(r) (11)
where
∫
D[mab](
∫
D[Ψ]) denotes the functional integral
over the auxiliary field mab(r) (Grassmann field Ψ(r))
and
∫
dr =
∫
d3r
∫ β
0
dτ . H¯I is the interaction Hamilto-
nian after the Hubbard-Stratonovich transformation. In-
tegrating out of the fermionic degrees of freedom, one can
obtain an effective partition function in terms of mab(r):
Z = Z0
∫
Dmab(r)e
− 12
∫
dr
∑
[ab] m
2
ab
(r)+Tr ln(1−G0M)
(12)
where Z0 (G0) is the partition function (Green’s func-
tion) of the noninteracting fermions. M =
∑
[ab]mabΓ
ab.
Expanding Eq.(12) in a power series ofM, one can get a
general expression of free-energy function with the same
form of Eq.(4), except that the integral is not only per-
formed in the 3D real space, but also in the imaginary
time due to the presence of quantum fluctuation.
At sufficiently high temperature, the quantum fluctua-
tions are suppressed, thus the field mab are independent
of τ . As a consequence, the free energy functional is the
same as Eq.(4), based on which we can analyze the criti-
cal behavior of the finite-temperature phase transition, as
we did in Sec.II. At zero temperature, a quantum phase
transition in a spin- 12 itinerant fermionic system is a pro-
totypical example of quantum critical phenomena, which
has been studied by Hertz3 and Millis4. Here, we will
generalize these results to our spin- 32 case. Similar with
the finite temperature phase transition, the absence of
the cubic terms of the SO(5) generators TrM3 allows us
to study the quantum critical behavior of this system. It
is known that at zero temperature, the quantum critical
behavior is not only determined by the fluctuations in
spacial dimensions, but also in the temporal one. Gener-
ally, spacial and temporal dimensions are not necessarily
equivalent in the free-energy functional, and the differ-
ence is characterized by a dynamic exponent z, which is
determined by the way that the frequency enters the free-
energy functional28,29. To get the value of z, we focus on
the quadratic term in free energy function:
F (2) =
1
2
∫
d3kdω
∑
[ab]
r(k, ω)|mab(k, ω)|2 (13)
the quadratic coefficient r can be expressed as: r(k, ω) =
1 − ftχ(k, ω) where χ is the vacuum polarization:
χ(k, ω) = −
∫
d3qdω′G0(q, ω′)G0(q + k, ω′ + ω). Notice
that the free fermion Green’s function G0(q, ω) is inde-
pendent of the spin of the fermionic system. As a con-
sequence, at least in the level we consider here, χ(k, ω)
should be the same with that in the spin-1/2 case, so is
dynamical critical exponent z = 3. Notice that in our
5case, z + d > 4, which means that the quantum crit-
ical behavior is governed by the Gaussian point r = 0,
and the quartic and higher order terms in the free energy
functional are irrelevant near the quantum critical point.
B. The symplectic itinerant ferromagnetic phases
and their symmetries
The ferromagnetic phase in a spin- 32 system is charac-
terized by its order parameter 〈M〉 6= 0. From Eq.(4),
one can find that the free energy would be minimized by
a non-zero 〈M〉 when r < 0. The structure of the spin-
3
2 ferromagnetism is determined by the quartic terms in
Eq.(4). To study the nature of the ferromagnetic phase
in the spin- 32 system, we first diagonalize the matrix M,
and obtain its four eigenvalues: ±λ1 and ±λ2, where λ1
and λ2 depend on the values of mab(r). Notice that the
eigenvalues ofM can only appear in ± pairs, which is the
character of the SO(5) generators. The diagonal matrix
D can be decomposed as:
D =
λ1 + λ2
2
Γ15 +
λ1 − λ2
2
Γ23 (14)
where Γ15 = σz⊗I and Γ23 = I⊗σz are the two diagonal
matrices among the SO(5) generators.
The free energy could be rewritten in terms of λ1 and
λ2 as:
F = r(λ21 + λ
2
2) +
v
2
(λ41 + λ
4
2) + u(λ
2
1 + λ
2
2)
2 (15)
In general, the appearance of ferromagnetic phase de-
mands r < 0 and u > 0. The minimization of the free
energy Eq.(15) depends on the sign of v. For v > 0,
the free energy is minimized by λ1 = ±λ2. If we as-
sume that the ferromagnetism is polarized along z-axis,
one can prove that M∝ Γ15 for λ1 = λ2, and M ∝ Γ
23
for λ1 = −λ2. These two minimum correspond to two
ferromagnetic phases characterized by the order parame-
ters M1 ∝ 〈L15(r)〉 or 〈L23(r〉) respectively. Notice that
these two ferromagnetic phases can be connected with
each other by performing a SO(5) rotation in the spin
space, which indicates that they are belong to the same
kind of ferromagnetism. This is analogue to the spin-
1
2 system with SO(3) symmetry, where the ferromagnets
polarized along the x- or z-directions are belong to the
same phase.
Besides the spontaneous time-reversal and SO(5) sym-
metries breaking, this kind of itinerant ferromagnetic
phases are characterized by features that the four species
of the fermions can be divided into two groups, and the
two species within each group are equally populated,
while the population of one group is larger than the other,
as shown in Fig.1.(a) and (b). It seems plausible that the
residue symmetry in this kind of ferromagnetic phase is
SU(2)⊗SU(2), corresponding to the rotation invariance
within the subspaces of each group. However, the overall
FIG. 1: Fermi surface of fermions with different compo-
nents ( 3
2
red, 1
2
blue, − 1
2
green, − 3
2
yellow) in the itiner-
ant ferromagnetism of spin-3/2 fermions. (a) 〈L15〉 6= 0,
〈L23〉 = 〈n4〉 = 0 (δn3/2 = δn1/2 = −δn−1/2 = −δn−3/2).
(b) 〈L23〉 6= 0, 〈L15〉 = 〈n4〉 = 0 (δn3/2 = δn−1/2 = −δn1/2 =
−δn−3/2).(c) 〈L23〉 = 〈L15〉 6= 0, 〈n4〉 = 0 (δn3/2 = −δn−3/2,
δn−1/2 = δn1/2 = 0). (a) and (b) can be connected by a
SO(5) rotation thus represent the same kind of IFM, which is
different from (c).
SO(5) symmetry in our system demands that the rota-
tions within each subspace are not independent with the
other, instead, they are connected by a U(1) phase. As a
consequence, the residue symmetry is SU(2)⊗U(1), and
the manifold of the order parameter of this kind of itin-
erant ferromagnetic phases is SO(5)/[SU(2)⊗U(1)].
In the case of v < 0, the free energy is minimized by
λ1 = 0 or λ2 = 0, which corresponds to the ferromag-
netic phase characterized by the non-zero order parame-
ter M2 = 〈L15(r)〉±〈L23(r)〉. This kind of ferromagnetic
phase is different from those studied previously, since its
order parameter M2 can not be transformed to M1 by
a SO(5) rotation. Physically, such an itinerant ferro-
magnetic phase are characterized by the feature that the
population of the fermions in one of the four species is
larger, and another one is smaller than those of the non-
interacting case, while the remaining two are unchanged,
as shown in Fig.1 (c).
For such a four-specie fermionic system, one may ex-
pect a plausible ferromagnetic phase with the popula-
tion of one species is larger than those of the other
three, which are equally populated. This kind of IFM,
though possible for the SU(4) interaction, does not ex-
ists for our system with SO(5) symmetry. Without los-
ing generality, we assume that the population of the
fermions with Sz = +
3
2 is larger than the other three,
this itinerant ferromagnetic phase is characterized by a
nonzero order parameter M3 = 〈L15(r) +L23(r) +n4(r).
〈n4(r)〉 =
1
2 〈Ψ
†(r)Γ4Ψ(r)〉 (Γ4 = σz⊗σz) denotes a spin-
quadratic order30, and does not break the time-reversal
symmetry. However, within the parameter region we
studied fv > 0 ft < 0, there is no spin-quadratic order
〈n4〉 = 0. Mathematically, this is because the eigenvalues
ofM can only appears in ± pairs, which is the character
of SO(5) generators.
6C. Higher-spin fermions with Sp(2n) symmetry
Our discussion about the itinerant ferromagnetic phase
in spin- 32 fermions with SO(5) (or isomorphically, Sp(4))
symmetry can be generalized to higher-spin fermions
with Sp(2n) symmetry. For ultracold fermion system
with spin s = n− 12 , a symplectic (or Sp(2n)) symmetry
can be realized if one tunes the interaction parameters
of all the spin multiple channels to be the same (U2 =
U4 = · · · = U2n−2)
27. To decouple the Sp(2n) symmetric
interaction, we introduce a 2n× 2n matrix M′, which is
the analogue of M defined above in the Sp(4) case. No-
tice that similar with spin- 32 case, the eigenvalues of M
′
can only appear as ± pairs (±λ1,±λ2, · · · ,±λn), and the
free energy for this Sp(2n) case as:
FSp(2n) = r
n∑
i=1
λ2i +
v
2
n∑
i=1
λ4i + u(
n∑
i=1
λ2i )
2 (16)
When r < 0, there are two different kinds of itinerant
ferromagnetic phases: (a)v > 0, the 2n species fermions
can be classified into two groups, each of which contains n
species of fermions with the same population, while one
group has larger population than the other; (b)v < 0,
among the 2n species, only the population of one pair of
species is changed, while the others are the same with
the non-interacting case. The phase transition can be
analyzed in the similar way with the Sp(4) case.
V. CONCLUSION AND OUTLOOK
In a summary, we study the itinerant ferromagnetic
phases in a multi-component fermionic systems with
symplectic symmetry, which gives rise to novel ferro-
magnetism and critical behavior that absent in spin- 12
fermionic systems or in systems with higher spin but
SU(N) symmetry. Further development includes a gen-
eralization of our results to other magnetic orders, for
instance, the anti-ferromagnetic order14,16, or to the
nonmagnetic spin orders like the spin-quadratic order30
which preserve the time reversal symmetry.
VI. ACKNOWLEDGMENTS
ZC is supported in part by the National Key Re-
search and Development Program of China (Grant
No. 2016YFA0302001), NSFC of China (Grant No.
11674221, No.11574200), the Project of Thousand Youth
Talents, the Program Professor of Special Appointment
(Eastern Scholar) at Shanghai Institutions of Higher
Learning and the Shanghai Rising-Star program.
1 D. Vollhardt, N. Blumer, K. Held, and M. Kollar, Metallic
Ferromagnetism-An Electronic Correlation Phenomenon.
Lecture Notes in Physics, Vol. 580 ( Springer, Heidelberg,
2001).
2 M. Stone, Philos. Mag. 15, 1018 (1933).
3 J. A. Hertz, Phys. Rev. B 14, 1165 (1976).
4 A. J. Millis, Phys. Rev. B 48, 7183 (1993).
5 G. Jo, Y. Lee, J. Choi, C. A. Christensen, T. H. Kim, J. H.
Thywissen, D. E. Pritchard, and W. Ketterle, Science 325,
1521 (2009), 0907.2888.
6 C. Wu, Physics 3, 92 (2010).
7 S. K. Yip and T. L. Ho, Phys. Rev. A 59, 4653 (1999).
8 T. L. Ho and S. Yip, Phys. Rev. Lett. 82, 247 (1999).
9 P. Lecheminant, E. Boulat, and P. Azaria, Phys. Rev. Lett.
95, 240402 (2005).
10 C. Wu, J. P. Hu, and S. C. Zhang, Phys. Rev. Lett. 91,
186402 (2003).
11 C. Honerkamp and W. Hofstetter, Phys. Rev. Lett. 92,
170403 (2004).
12 C. Wu, Phys. Rev. Lett. 95, 266404 (2005).
13 C. Wu, Mod. Phys. Lett. B 20, 1707 (2006).
14 Y. Qi and C. Xu, Phys. Rev. B 78, 014410 (2008).
15 M. A. Cazalilla, A. F. Ho, and M. Ueda, New J. Phys. 11,
103033 (2009).
16 C. Xu, Phys. Rev. B 80, 184407 (2009).
17 A. V. Gorshkov, M. Hermele, V. Gurarie, C. Xu, P. S.
Julienne, J. Ye, P. Zoller, E. Demler, M. D. Lukin, and
A. M. Rey, Nature Phys. 6, 289 (2010).
18 M. Hermele, V. Gurarie, and A. M. Rey, Phys. Rev. Lett.
103, 135301 (2009).
19 K. Rodr´ıguez, A. Argu¨elles, M. Colome´-Tatche´, T. Vekua,
and L. Santos, Phys. Rev. Lett. 105, 050402 (2010).
20 Z. Cai, H.-h. Hung, L. Wang, D. Zheng, and C. Wu, Phys.
Rev. Lett. 110, 220401 (2013).
21 Z. Cai, H.-H. Hung, L. Wang, and C. Wu, Phys. Rev. B
88, 125108 (2013).
22 D. Wang, Y. Li, Z. Cai, Z. Zhou, Y. Wang, and C. Wu,
Phys. Rev. Lett. 112, 156403 (2014).
23 B. J. DeSalvo, M. Yan, P. G. Mickelson, Y. N. Martinez de
Escobar, and T. C. Killian, Phys. Rev. Lett. 105, 030402
(2010).
24 S. Taie, Y. Takasu, S. Sugawa, R. Yamazaki, T. Tsujimoto,
R. Murakami, and Y. Takahashi, Phys. Rev. Lett. 105,
190401 (2010).
25 K. G. Wilson and M. E. Fisher, Phys. Rev. Lett. 28, 240
(1972).
26 J. Zinn-Justin, Quantum Field Theory and Critical Phe-
nomena (4th edition) ( Oxford University Press, Oxford,
2002).
27 C. Wu and S. C. Zhang, Phys. Rev. B 71, 155115 (2005).
28 S. Sachdev, Quantum Phase Transitions ( Cambridge Uni-
versity Press, Cambridge, 1999).
29 H. v. Lo¨hneysen, A. Rosch, M. Vojta, and P. Wo¨lfle, Rev.
Mod. Phys. 79, 1015 (2007).
30 H.-H. Tu, G.-M. Zhang, and L. Yu, Phys. Rev. B 74,
174404 (2006).
