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Intensity correlation measurements form the basis of many experiments based on spontaneous parametric
down-conversion. In the most common situation, two single-photon avalanche diodes and coincidence electron-
ics are used in the detection of the photon pairs, and the coincidence count distributions are measured by making
use of some scanning procedure. Here we analyse the measurement of intensity correlations using multi-element
detector arrays. By considering the detector parameters such as the detection and noise probabilities, we found
that the mean number of detected photons that maximises the visibility of the two photon correlations is ap-
proximately equal to the mean number of noise events in the detector array. We provide expressions predicting
the strength of the measured intensity correlations as a function of the detector parameters and on the mean
number of detected photons. We experimentally test our predictions by measuring far-field intensity correla-
tions of spontaneous parametric down-conversion with an electron multiplying CCD camera, finding excellent
agreement with the theoretical analysis.
I. INTRODUCTION
Spontaneous parametric down-conversion (SPDC) is the
most common technique used to produce entangled photon
pairs. Due to the strong temporal correlation in the emission
process, the photon pairs can be detected in coincidence be-
tween two different detectors using a very narrow time win-
dow [1, 2]. The coincidence detection is an intensity corre-
lation measurement: a coincidence event indicates the pres-
ence of one photon in each detector. Because most of the
photo-detectors can not discriminate between one or more
photons, measurements of intensity correlations (or single-
photon counting) are realised with a low photon flux.
In general, the photon pairs from SPDC are correlated in
many degrees of freedom (DOF). The process of observing
these correlations depends on the DOF under consideration,
but it is generally done by means of a scanning process. In
the case of transverse linear position and momentum, correla-
tions are measured by scanning the detectors across the detec-
tion planes, and coincidence counts are registered as a func-
tion of the detector positions. Due to the high dimensionality
associated with the spatial DOF of the photons, a large num-
ber of scanning steps is normally necessary in order to mea-
sure the intensity correlations for a full set of spatial modes.
Using scanning methods, spatial correlations have been mea-
sured for SPDC in many experiments [3]. The scanning of the
detectors across the detections planes has allowed the inves-
tigation of Einstein-Podolsky-Rosen (EPR) type correlations
[4–6], continuous variable entanglement [7, 8] and quantum
key distribution [9] using the transverse linear position and
momentum of the down-converted photons.
To take advantage of the high-dimensionality of the spatial
DOF of single-photons, it is desirable to perform a projection
onto a complete set of modes without the need of any scan-
ning process. In order to implement a multimode detection of
optical properties of single-photons, efficient and low-noise
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detector arrays become demanding. In the last years, detector
arrays have been increasingly used in measurements of SPDC
light. The most common detector arrays used in SPDC ex-
periments are the single-photon sensitive charge-coupled de-
vices (CCD) such as the intensified CCD (ICCD) and the elec-
tron multiplying CCD (EMCCD). In 2002, Oemrawsingh et
al. used an ICCD to measure far-field intensity correlations of
SPDC light [10]. In this experiment the authors post-selected
images containing only two detected “photons”, thereby ex-
cluding most of the recorded data, and measured full-field in-
tensity correlations of the photon pairs produced by SPDC.
Furthermore, there is a range of other experiments utilising
cameras to detect the SPDC light, including measurements of
transverse coherence properties [11], photon-number distribu-
tions [12], and sub-shot-noise correlations of intensity fluctu-
ations [13, 14].
Transverse spatial entanglement in SPDC is often de-
tected via intensity correlation measurements in two conjugate
planes of the SPDC crystal. Although most of these measure-
ments have been realized by scanning single-photon detectors
across the detection planes [4, 5, 7, 8, 15], it has recently been
shown that EMCCDs are capable of measuring intensity cor-
relations in both the near- and far-field of the SPDC source
[16, 17]. This simultaneous access to the full transverse field
of the photon pairs is a promising technique, creating new
possibilities for the investigation of two photon entanglement
and to applications in quantum information protocols. Before
the works reported in Refs. [16, 17], only far-field intensity
correlations had been measured with detector arrays [10, 18–
20]. Nevertheless, as the noise level in these single-photon
sensitive cameras is still much higher than in single-photon
avalanche diodes (SPAD), coincidence measurements using
these cameras suffer from a much higher background than
in the traditional scanning methods. Alternative approaches
for measuring intensity correlations based on a digital micro-
mirror array [21, 22] or a time multiplexed fiber array [23, 24]
used in conjunction with a single-element detector have also
recently been implemented.
While there has been discussion on the performance of de-
tector arrays for single-photon discrimination [18, 25, 26] and
low-light imaging [25, 27], a detailed description of their per-
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2formance in the measurement of low photon number intensity
correlations is still lacking. In this paper we analyse the mea-
surement of intensity correlations of photon pairs with multi-
element detector arrays. We consider general detector param-
eters, such as the detection and noise probabilities, and give
expressions for the measured intensity correlations. Given a
certain level of noise in the detector arrays, we find the op-
timum photon flux in order to maximise the visibility of the
two photon intensity correlations. In low-light imaging appli-
cations, the optimisation of the light level for single-photon
discrimination leads to a photo-detection rate that is normally
much higher than the dark-count rate of the detectors [25, 26].
Nevertheless, in intensity correlation measurements, increas-
ing the light level introduces undesired cross-correlations that
scale with the square of the mean number of detected photons.
For sufficiently low level of noise (of the order of 1 noise event
every 100 pixels), we find that the mean number of detected
photons that maximises the visibility of the intensity correla-
tions is of the same order as the number of the noise events.
The paper is organised as follows. In section II we briefly
describe the intensity correlation function of a two photon
state. In section III we discuss the use of CCD arrays in
the single-photon counting regime, defining the operational
parameters that will be used in the derivation of our results.
Our main findings are discussed in section IV. We start by
defining the different contributions to the measured correla-
tion function, and analyse how these different terms scale with
the mean number of detected modes. We then provide general
expressions for the measured correlation function and for its
visibility as a function of the detector parameters and of the
mean number of detected modes. Using the derived expres-
sions, we calculate the mean number of detected modes that
maximises the visibility of the two-photon intensity correla-
tions. We finish by illustrating our results with an example.
In section V we report on an experiment using an EMCCD
camera to measure intensity correlations in the far-field of a
SPDC source. We apply our results considering specific pa-
rameters of the EMCCD and provide measurements with ex-
cellent agreement with our theoretical predictions. We con-
clude in section VI.
II. INTENSITY CORRELATIONS OF TWO-PHOTON
STATES
Here we consider a two-photon state described by the den-
sity matrix %ˆ12 and orthogonal projective measurements onto
a set of optical modes. These projective measurements of the
two-photon state give rise to the coincidence counts distribu-
tion C(ξ1, ξ2), where ξ1 (ξ2) represent the modes in which
the projections on photon 1 (2) are carried out. The coin-
cidence counts distribution is proportional to the normally
ordered second-order correlation function of the two-photon
state [3],
C(ξ1, ξ2) ∝ G(2)(ξ1, ξ2) = 〈: Nˆ(ξ1)Nˆ(ξ2) :〉%ˆ12 , (1)
where Nˆ(ξj) ≡ aˆ†(ξj)aˆ(ξj) is the number operator associ-
ated with the mode ξj , with aˆ(ξj) and aˆ
†(ξj) being respec-
tively the annihilation and creation operators for the given
mode. The average is taken over the two-photon quantum
state %ˆ12, and the symbol “: :” indicates that the average is
taken with the operators normally ordered. The second-order
correlation function given in equation (1) gives the joint prob-
ability for the detection of the photon pairs in the modes ξ1
and ξ2.
Let us define the transverse coordinates ρ1 = (x1, y1) and
ρ2 = (x2, y2) at the detection planes of photons 1 and 2,
respectively. The spatial distribution of coincidence counts
is proportional to the joint detection probability P(ρ1,ρ2),
which is obtained by projecting the two-photon state in the
eigenstates {|ρ〉} of transverse linear position
C(ρ1,ρ2) ∝ G(2)(ρ1,ρ2) = P(ρ1,ρ2). (2)
Let us consider the spatial degrees of freedom of the two-
photon field from SPDC, assuming that the photons have a
well defined polarization and are detected through narrow
band-pass interference filters. Under these assumptions, and
working in the thin crystal approximation [28], the spatial
structure of the post-selected two-photon field can be de-
scribed by a pure state with a detection amplitude Ψ(ρ1,ρ2)
as
|Ψ〉 =
∫ ∫
dρ1dρ2 Ψ(ρ1,ρ2)|ρ1〉|ρ2〉, (3)
where the states |ρj〉 represent non-normalizable states of a
single-photon in the transverse position ρj . The two-photon
detection amplitude Ψ(ρ1,ρ2) is non-separable and, in gen-
eral, the photon pairs from SPDC are highly spatially cor-
related [3]. The joint detection probability for the two-
photon state (3) at the detection planes reads P(ρ1,ρ2) =
|Ψ(ρ1,ρ2)|2, whereas the intensity of the down-converted
light is proportional to the marginal detection probability dis-
tribution of the down-converted fields
I(ρi) ∝ P(ρi) =
∫
dρjP(ρi,ρj). (4)
III. SINGLE-PHOTON SENSITIVE CCD ARRAYS
As mentioned in the introduction, single-photon sensitive
CCD arrays such as ICCD and EMCCD cameras are the most
common detector arrays used for single-photon detection. The
typical active area of these CCD arrays is of the order of 1cm2,
with a pixel size sp varying from around 10µm to 20µm.
Since the fill-factor of these cameras is close to 100%, mean-
ing that the pixels are adjacent to each other, these cameras
can provide up to one million single-photon sensitive individ-
ual pixels with quantum efficiencies of up to approximately
40% for ICCDs and 90% for EMCCDs.
When working in the single-photon counting regime with
such cameras, the output of each pixel must be thresholded in
order to decide whether it corresponds to a photo-detection or
not [25]. After this binary thresholding, each pixel is assigned
a value “0” or “1”, where 1 corresponds to either a photo-
detection or a noise event. The calculations derived herein
3are expressed as a function of generic parameters that can be
applied to any single-photon detector: noise probability pn
and the detection probability pd. The noise probability pn is
defined as the probability that the thresholded detector output
is 1 in the absence of photons whereas pd gives the probability
that the detector output is 1 in the presence of a photon. Both
these quantities are a function of the threshold used, and may
depend on the operational parameters of the camera.
We consider that the photon flux on the detector array is
low, such that only a few pixels are illuminated in each frame.
The pixels in the detector array are synchronized, such that a
frame corresponds to the simultaneous shot of all of the de-
tectors in the array. The average number of detected photons
per frame depends on the photon flux and on the exposure
time τe. We define the average photon flux over the area s2p
of the i-th pixel to be φi. We assume that the mean number
of photons µi is much less than unity, such that we can write
µi = φi τe  1. In this limit of low mean number of pho-
tons, the average number of events (either photo-detections or
noise) in that pixel can be written as
〈Ni〉 = pd µi + pn(1− pd µi). (5)
where Ni is the thresholded pixel output (0 or 1) for the i-
th pixel and the average 〈Ni〉 is taken over many frames of
the detector array. The first term in equation (5) represents
the average number of detected photons whereas the second
term is the average number of noise events. The probability
of having a noise event is given by the product of the noise
probability pn (in the absence of photons) and the probability
of not having a photon. When the mean number of photons
increases, such that the probability of having more than one
photon on the pixel is significant, µi must be replaced with
the probability to have at least one photon, as each pixel can
not detect more than one photon per exposure time.
For sufficiently low mean number of photons µi and noise
probability pn, equation (5) can be approximated by the sum
of the average number of detected photons and the noise prob-
ability: 〈Ni〉 ≈ pd µi+pn. For a mean number of photons and
noise probability of the order of. 10−2, the relative error be-
tween the average number of events given by equation (5) and
this approximation is less than 1.5%. We note that the mean
number of photons µi can be adjusted either by tuning the
exposure time τe or by tuning the photon flux φi. The noise
probability pn is a characteristic of the detectors and, once
the operational parameters (threshold, gain, etc) have been
chosen, pn is fixed. For a typical EMCCD camera cooled
to −85◦C, operating at maximum gain and using a suitable
threshold [25], the noise probability is of the order of 10−2.
IV. INTENSITY CORRELATIONS WITH DETECTOR
ARRAYS
A. Photon and detection modes
Detector arrays can be directly employed in the discrimina-
tion of linear momentum or position modes of single-photons
[16, 17]. However, they can also be employed in the discrim-
ination of other optical modes with the addition of a mode
sorting element. Some examples of mode sorting devices are
polarizing beam splitters (for polarisation modes), dispersive
media (for frequency modes) and orbital angular momentum
(OAM) mode sorters [29] (for spatial OAM modes). Once the
optical modes of interest are mapped on to different linear mo-
mentum modes, detector arrays can be used for the discrimi-
nation of these modes. In this way, the detection of a photon
by a given detector can be associated with the projection of
the single-photon state on to a given optical mode ξ.
Here we consider the measurement of intensity correlations
of photon pairs in a configuration in which each photon field
is detected by a different detector array, as illustrated in figure
1. The elements of the detector arrays of photon 1 and 2 are
labeled i and j, respectively. The two-photon state %ˆ12 gen-
erates a joint detection probability distribution Pij over the
detector arrays, which is associated with the second order cor-
relation function G(2)(ξ1, ξ2) of the two-photon state (equa-
tion 1). Let us define the sorting operator Πˆ ≡∑k,l ckl|k〉〈ξl|
mapping a given optical mode ξl on to the k-th detector with
probability |ckl|2, and
∑
k |ckl|2 = 1. For a one-to-one map-
ping, in which each mode is mapped on to a different detector,
we have ckl = δkl. This one-to-one mapping gives the best
discrimination between a photo-detection (associated with a
given optical mode) and noise events without compromising
the measurement resolution of the optical modes
Applying this mapping to the two photon state represented
by the density matrix %ˆ12, the joint detection probability of the
photon pair on the i-th and j-th elements of the detector arrays
is given by
Pij = 〈i|〈j|Πˆ1Πˆ2 %ˆ12 Πˆ†1Πˆ†2 |j〉|i〉. (6)
where the pair of optical modes (ξi, ξj) is associated with the
detection modes (i, j). For example, by using CCD arrays
in the measurement of the continuous joint probability distri-
bution of the photon pairs given in equation (2), one obtains
a coarse grained (or pixelated) probability distribution Pij of
the two photon field over the CCD arrays, and the mapping is
associated with the magnification of the optical system. Here-
after we will refer to the joint detection probability Pij of the
photon pair on the detector arrays, where i and j label the de-
tector array elements or the detection modes associated with
each detector.
B. Coincidence count distributions
The intensity correlation function is reconstructed from a
series of frames by counting the coincidences as a function of
the pixel coordinates (or labels i, j). We assume that the two
detector arrays are synchronised as to detect photons belong-
ing to the same generated pair. Each synchronised frame of
the detector arrays has the duration of an exposure time τe and
produces a list with the output of all detectors in the detector
arrays. For each frame, the thresholded detector outputs (ei-
ther 0 or 1) from one detector array are correlated with those
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FIG. 1: (Color online) Illustration of the detection of a photon pair
with detector arrays. Each array contains D detectors, whose ele-
ments are labeled i (for photon 1) and j (for photon 2). The two pho-
ton field generates a joint detection probability Pij over the detector
arrays, which we intend to measure by means of intensity correla-
tions between the detectors of the two arrays.
from the other detector array, generating a coincidence count
between the detectors i and j whenever the product NiNj
of the outputs is 1. After acquiring a significant number of
frames NF , the coincidence counts distribution reads
Cij =
NF∑
k=1
Ckij , (7)
where k labels the frame. The measured intensity correlation
function is obtained from the normalised coincidence counts
distribution as
G
(2)
ij = 〈NiNj〉 =
Cij∑
ij Cij
, (8)
In each detector array, the number of events in a given frame
is the sum of the number of detected photons and the number
of noise events, according to equation (5). In the calculation of
the intensity correlations, each event is correlated with every
other event. Apart from the true two-photon intensity correla-
tion that is of interest, we also measure coincidences between
noise and photo-detections and between noise and noise. Fur-
thermore, if the number of detected pairs per frame is greater
than one, there are also coincidence counts between photons
of different pairs. All these unwanted coincidence counts con-
tribute to decrease the visibility of the two-photon correlation.
Summing the coincidence counts due to all frames according
to equation (7), we obtain a coincidence count distributionCij
which has four indistinguishable different contributions
Cij = (Cpair)ij + (Ccross)ij + (Cn−n)ij + (Cn−ph)ij , (9)
where each term has a different spatial distribution. The first
term is the two-photon coincidence counts distribution of in-
terest while the second term accounts for the cross coinci-
dence counts between photons of different pairs. The number
of cross coincidence counts is a function of the average num-
ber of photons detected per frame, or the average number of
populated modes during an acquisition time. The third term
accounts for the coincidences between noise events, and the
fourth between photons and noise. The result of the measure-
ment of the intensity correlation function (8) is a background
lifted version of the two-photon joint probability distribution
Pij . For a pair of detectors (i, j) for which the joint prob-
ability distribution of the photon pair is null, the measured
coincidence count distribution is the sum of the three others
terms in equation (9).
Let us define the visibility V of the measured intensity cor-
relation (8) as
V ≡ G
(2)
ij − G¯(2)ij
G
(2)
ij + G¯
(2)
ij
, (10)
where G¯(2)ij is defined as the intensity correlation (9) with the
contribution from a photon pair, (Cpair)ij , equal to zero. We
aim to maximise the visibility of the two-photon intensity cor-
relation (10). In the ideal case in which the three unwanted
coincidence count terms approach zero, the visibility of the
two-photon correlation would approach unity. For real detec-
tors with noise probability pn, the visibility (10) is decreased
due to the coincidence counts introduced by noise events. In
this situation, it is desirable to increase the average number of
populated modes per frame, so that the contribution of the co-
incidence counts between pairs (Cpair)ij to the total number
of coincidences (9) becomes statistically significant over the
coincidence counts introduced by noise. On the other hand,
increasing the number of populated modes also introduces un-
wanted correlations between photons and noise and between
photons of different modes. Each of the four terms in equation
(9) scales differently with the average number of populated
modes.
In practice, one is able to control the average number of
events per frame by adjusting either the exposure time or the
down-conversion source intensity. Although it is not possible
to distinguish if a particular event is due to a photo-detection
or noise, one is able to predict the average number of detected
photons per frame in the full detector array. Because the noise
probability pn is known, either from factory specification or
from previous characterization, it is possible to predict how
many of the events would correspond to photo-detection and
how many to noise. What would then be the opitmal average
number of detected photons in order to maximise the visibil-
ity (10) of the two-photon intensity correlation? In order to
answer this question, we consider how each term in equation
(9) scales with the number of detected photons.
C. Occupation probabilities of the detection modes
For a continuous-wave (CW) SPDC source, the average
number of down-converted pairs is proportional to time (τe).
In the case of a pulsed SPDC source, the average number of
down-converted pairs is proportional to the number of pulses
of the pump laser during one exposure time. In the limit where
τe  R−1r , where Rr is the repetition rate of the pump laser,
we also expect the average number of down-converted pairs
5to be proportional to τe. As the number of pump photons in-
teracting within the non-linear crystal during a time τe is very
large, and the down-conversion probability is very small, we
can consider a Poissonian distribution Pn = (e−µµn/n!) for
the number of generated pairs, being µ = 〈n〉 the mean num-
ber of emitted pairs.
Considering n down-converted pairs being emitted during
one exposure time τe, the joint probability distribution for the
n photon pairs over the detector arrays reads
Pi′j′,...,i′...′j′...′ = P(1)i′j′ × P(2)i′′j′′ × · · · × P(n)i′...′j′...′ . (11)
This probability represents the distribution of modes for n in-
dependent photon pairs. Note that we are neglecting the prob-
ability of a four-photon emission, a process that increases the
probability of having two pairs occupying the same mode due
to stimulated emission [30]. In our case, we consider n in-
dependent two-photon emissions during one exposure time of
the detector arrays; for example, a pulsed pump laser with rep-
etition rate of 100MHz generating an average of 10−3 down-
converted pairs per pulse will give approximately 10 pairs dur-
ing an exposure time of τe = 0.1ms.
Each of the four terms in equation (9) is associated with a
different occupation probability of the detection modes, which
we calculate using the n photon-pairs probability distribution
given by equation (11).
1. Pair occupation probability
We begin by calculating the probability that at least one out
of n generated pairs is emitted in the mode corresponding to
the pair of detectors (i, j). We define this conditional prob-
ability as µpairij|n . Using equation (11) to sum over all these
possibilities we get
µpairij|n = Pij ×
n−1∑
k=0
(1− Pij)k = 1− (1− Pij)n. (12)
This conditional probability gives the probability of occu-
pancy of the mode (i, j) by a pair of photons given that n
pairs were emitted during one exposure time τe. The mean
probability of occupancy of detector modes (i, j) by a pair is
obtained by averaging µpairij|n with the probability distribution
Pn for the number of generated pairs,
µpairij ≡
∞∑
n=0
Pn µ
pair
ij|n , (13)
where we use the Poissonian distribution Pn for the number
of down-converted pairs. The quantity µpairij is the probability
that the detection mode (i, j) is populated with at least one
photon pair. From equation (13) we can calculate the average
number of populated modes µp by summing over all modes;
µp ≡
∑
i,j µ
pair
ij . We note that the mean number of emitted
pairs µ is greater than the mean number of populated modes
(µp < µ), as the source can emit more than one pair in the
same mode.
2. Cross occupation probability
The cross coincidence count rate depends on the probability
that a photon from a pair is occupying the detector mode i and
a photon from another pair is occupying the detector mode
j. The marginal probability distribution Pi ≡
∑
j′ Pij′ gives
the probability that a photon from a given pair is occupying
the detector mode i. Nevertheless, this marginal probability
also includes the probability that its correlated photon is in
the mode j, Pij , whose contribution has already been taken
into account in µpairij (13). Then, the joint occupation of the
detector modes i and j by photons of different pairs that are
not in the modes (i, j) depends on the product of the probabil-
ities
∑
j′ 6=j Pij′ = (Pi − Pij) and
∑
i′ 6=i Pij = (Pj − Pij).
Using the n photon pairs probability distribution (11) to sum
over all these possibilities, we calculate this probability to be
µcrossij|n = (Pi − Pij)(Pj − Pij)×
n−2∑
k=0
(1− Pij)k (14)
×
n−2−k∑
l=0
[
(1− Pi)l(1− Pi − Pj + Pij)n−2−k−l
+ (1− Pj)l(1− Pi − Pj + Pij)n−2−k−l
]
= (1− Pij)n + (1− Pi − Pj + Pij)n − (1− Pi)n
− (1− Pj)n,
where we have defined µcrossij|n as the conditional probability of
occupancy of modes i and j by photons of different pairs given
that n photons pairs were emitted. As before, we take the
average of µcrossij|n with the the probability Pn for the emission
of n pairs to obtain the mean occupation number of detectors
i and j by photons of different pairs
µcrossij ≡
∞∑
n=0
Pn µ
cross
ij|n . (15)
3. Photon-noise occupation probabilities
The coincidence count rate between a noise event and a
photo-detection is proportional to the probability that at least
one photon is detected by detector i and none by detector j,
and vice-versa. Given that n pairs were emitted during one
exposure time τe, we use equation (11) to calculate the prob-
ability µij¯|n that at least one photon is occupying the detector
mode i but none is occupying the detector mode j to be
µij¯|n = (Pi − Pij)
n−1∑
k=0
(1− Pj)k(1− Pi − Pj + Pij)n−1−k
= (1− Pj)n − (1− Pi − Pj + Pij)n. (16)
6Analogously, the probability µi¯j|n for at least one photon on
detector j and none on detector i is
µi¯j|n = (Pj − Pij)
n−1∑
k=0
(1− Pi)k(1− Pi − Pj + Pij)n−1−k
= (1− Pi)n − (1− Pi − Pj + Pij)n, (17)
and the means are obtained by taking the average with the
probability Pn
µij¯ ≡
∞∑
n=0
Pn µij¯|n, (18)
and
µi¯j ≡
∞∑
n=0
Pn µi¯j|n. (19)
4. Noise-noise occupation probability
Finally, a coincidence count between two noise events re-
quires that neither detector i nor j detect a photon. The proba-
bility µi¯j¯|n that no photon is occupying these detection modes
given that n pairs are emitted is
µi¯j¯|n = (1− Pi − Pj + Pij)n, (20)
and the mean is given by
µi¯j¯ ≡
∞∑
n=0
Pn µi¯j¯|n. (21)
In the following, the occupation probabilities defined in
equations (13), (15), (18) , (19) and (21) will be used in the
calculation of the coincidence count rates involved in the mea-
surement of the intensity correlations of the photon pairs. It is
interesting to notice that the conditional probabilities associ-
ated with these means sum to one, µpairij|n + µ
cross
ij|n + µij¯|n +
µi¯j|n + µi¯j¯|n = 1, as it should be by their definition.
D. Ideal case: unity detection probability and noiseless
detectors
Let us first consider the ideal case of unity detection proba-
bility (pd = 1) and no noise events (pn = 0). For pd = 1, and
since each pair of detectors can only measure one coincidence
count per frame, the coincidence count rates (Cpair)ij and
(Ccross)ij are directly proportional to the occupation proba-
bilities µpairij (13) and µ
cross
ij (15), respectively. The measured
correlation function reads
G
(2)
ij ∝ µpairij + µcrossij . (22)
In this ideal limit, it is easy to see that the optimum pho-
ton flux to work with is such that the average number of de-
tected pairs per frame is much less than one: µ  1. In
this case, many of the acquired frames will contain no pho-
tons, from which no coincidences will be registered. Frames
containing one pair will generate one coincidence count with
spatial distribution given by the joint detection probability
Pij of the photon pair on the detector arrays. Frames con-
taining more than one pair will generate coincidence counts
between photon pairs and also between photons of different
pairs. As the probability that a given mode is populated with
more than one photon pair also decreases with the mean num-
ber of emitted pairs, we can assume that the mean number of
populated modes µp will be approximately the same as the
mean number of emitted pairs: µp ≈ µ. More specifically,
this approximation holds as long as the number of modes for
which the photon pairs have non-zero joint detection proba-
bility is much greater than the mean number of emitted pairs.
In this situation, we can approximate the conditional proba-
bilities given in equations (12) and (14) by µpairij|n ≈ nPij and
µcrossij|n ≈ n(n− 1) (Pi−Pij)(Pj −Pij), respectively. Using
these approximations, we can write the measured correlation
function given in equation (22) as
G
(2)
ij ≈ µPij + µ2 (Pi − Pij)(Pj − Pij), (23)
where we have used 〈n(n− 1)〉 = 〈n〉2 = µ2 for the Poisso-
nian distribution Pn. We can see that whilst the coincidence
counts between pairs scales linearly with µ, the cross coinci-
dence counts scales with its square. Also, the contribution of
the cross coincidence counts to the intensity correlation func-
tion is smaller on pairs of detectors for which the joint de-
tection probability is larger. For a pair of detectors for which
Pij = 0, the only contribution to the measured correlation
function (23) is due to cross coincidence counts, whose prob-
ability is given by the product of the individual detection prob-
abilities in each detector.
Using the visibility defined in equation (10), we can write
the visibility of the correlation function (23) as
V ≈ Pij [1− µ (Pi + Pj − Pij)]Pij [1− µ (Pi + Pj − Pij)] + 2µPiPj , (24)
where we have used G¯(2)ij = µ
2 PiPj .
E. Effect of reduced detection probability
The effect of non-perfect detection probability pd < 1 on
the measured intensity correlation (22) can be incorporated by
multiplying the joint (Pij) and marginals (Pi and Pj) detec-
tion probabilities of the photon pair by p2d and pd, respectively.
The probability to detect a photon pair is given by p2d, while
the probabilities of detecting only one or none of the photons
from a pair is 2pd(1 − pd) and (1 − pd)2, respectively. It is
worth noticing that a new type of cross coincidence count is
introduced when pd < 1, namely when more than one photon
pair is emitted in the same mode but the detected photons be-
long to different pairs. This effect is also incorporated in the
coincidence count rates when introducing the detection proba-
bility pd in equations (12) and (14). For the low mean photon
7pair number approximation, the average number of detected
photons in each detector array is given by pdµ, and we can
write the measured intensity correlation as
G
(2)
ij ≈ µ p2d Pij + µ2 p2d(Pi − pd Pij)(Pj − pd Pij). (25)
Introducing the reduced detection probability alone (without
noise) does not affect the scaling of the visibility with the
mean number of photon pairs µ. Nevertheless, a larger num-
ber of framesN ′F = NF /p
2
d will be necessary in order to have
the same statistical sampling of the ideal case of pd = 1. In
this case, the visibility reads
V ≈ Pij [1− pdµ (Pi + Pj − pd Pij)]Pij [1− pdµ (Pi + Pj − pd Pij)] + 2µPiPj . (26)
F. Effect of reduced detection and increased noise probabilities
Noise events contribute to the measured intensity correla-
tion function in two ways: they generate coincidences with
other noise events and coincidences with photo-events. The
probability for a noise event to happen in a particular de-
tector is given by the product of the noise probability pn
and the probability that no photo-detection has taken place
in the detector. Yet the probability for a noise event in de-
tector i depends only if this particular detector has not de-
tected a photon, a coincidence count between this noise event
and another event in detector j depends on whether there is
a photo-detection or another noise event on detector j. As
the photo-detection probabilities on these detectors are corre-
lated through the joint probability distribution Pij , the lack
of photo-detections on two detectors is also correlated. In
other words, coincidence counts between photo-detections
and noise events are more likely to happen between a pair of
detector for which the joint detection probability is smaller.
On the other hand, coincidence counts between two noise
events are more likely to happen on a pair of detectors for
which the joint detection probability is greater. These effects
are expressed in the occupation probabilities given in equa-
tions (18), (19) and (21).
We assume that noise probability pn is flat over the detec-
tor arrays and that, in the absence of photons, the noise events
in different detectors are uncorrelated from one another. This
means that the noise contributions to the measured intensity
correlation function are given by the product of the occupa-
tion probabilities (18) and (19) with pn and of the occupation
probability (21) with p2n. Incorporating these contributions to
the intensity correlation function (22), we have
G
(2)
ij ∝ µpairij + µcrossij + (µi¯j + µij¯) pn + µi¯j¯ p2n. (27)
The total intensity correlation function (27) has now four
terms, each of which representing the four different contri-
butions to the coincidence counts. Making use of the the con-
ditional probabilities expressed in equations (12), (14), (16),
(17) and (20), we can write the measured intensity correlation
explicitly as
G
(2)
ij ∝
∞∑
n=0
Pn (28)
× {1− (1− pn)[(1− pd Pi)n + (1− pd Pj)n]
+ (1− pn)2(1− pd Pi − pd Pj + p2d Pij)n
}
.
As we did for the case of pn = 0, we shall now analyse
the measured intensity correlation function (28) in the limit of
low mean photon pair number µ. In this limit, we can approx-
imate the conditional probabilities given in equantions (16),
(17) and (20) by µij¯|n ≈ n(Pi − Pij), µi¯j|n ≈ n(Pj − Pij)
and µi¯j¯|n ≈ 1, respectively. Introducing these approximations
into the intensity correlation function (27), we obtain
G
(2)
ij ≈ µ p2d Pij + µ2 p2d (Pi − pd Pij)(Pj − pd Pij)(29)
+ µ pd pn [(Pi − pd Pij) + (Pj − pd Pij)] + p2n.
Equation (29) describes the measured intensity correlation
function for the two-photon state as a function of the detec-
tor arrays parameters pd and pn in the limit of a low mean
number of photon pairs µ. Each of the four terms involved in
equation (29) is a quadratic approximation of the exact terms
shown in equation (28) which are valid as long as µp ≈ µ. As
the mean number of emitted photon pairs µ gets larger, these
quadratic approximations overestimate the corresponding ex-
act probabilities.
Using equation (29) with Pij = 0, we get the correlation
function G¯(2)ij = µ
2 p2d PiPj + µ pd pn (Pi +Pj) + p2n that is
obtained for uncorrelated photon pairs with the same marginal
probabilities Pi and Pj . Using this G¯(2)ij , we calculate the
visibility (10) of the intensity correlation function (29) to be
V ≈ µ p
2
d Pij [1− pd µ (Pi + Pj − pd Pij)− 2pn]
µ p2d Pij [1− pd µ (Pi + Pj − pd Pij)− 2pn] + 2p2d µ2 PiPj + 2µ pd pn (Pi + Pj) + 2p2n
. (30)
The visibility of the two-photon intensity correlation (30) is
now written as a function of the photon pair flux µ, on the
detection probability pd and on the noise probability pn. In
order to know the mean number of pairs that maximises the
8visibility in (30), we take its derivative with respect to µ and
equate to zero. This calculation leads to
∂
∂µ
V = 0 ⇒ (pdµPi)(pdµPj) ≈ p2n, (31)
where we have considered only the terms up to third order in
the product of the probabilities pn, p2d Pij , pd Pi and pd Pj .
Equation (31) shows that the mean photon pair number µ that
maximises the visibility (30) for the pair of detectors (i, j) is
such that the product of the individual detection probabilities
in these detectors equals the probability to have a coincidence
count between noise events on the same detectors. It is worth
remembering that this conclusion is valid for low mean num-
ber of pairs µ when compared to the number of photon pair
modes. Working with low µ, we can approximate the average
number of detected photons on detectors i and j as pdµPi and
pdµPj , respectively, whereas the average number of detected
photons on each detector array is pdµ. Using the condition
for maximum visibility (31), the average number of detected
photons in the full detector array is
pdµ ≈ pn√PiPj . (32)
For most of the correlated states, the marginals Pi and Pj
evaluated at the peaks of the joint detection probability are
equivalent. Considering Pi = Pj , equation (31) shows that
the maximum visibility is achieved by adjusting µ such that
the mean number of detected photons (in i or j) equals the
mean number of noise events pn on the detectors. Since the
noise probability on most of the available detector arrays is of
the order of pn . 10−2, we are considering an average num-
ber of detected photons of the same order: pdµPi = pdµPj =
pn . 10−2. This conclusion provides a guide to obtain the
maximum visibility in measurements of intensity correlations
of photon pairs. After characterisation of the noise probabil-
ity pn of the detector array, the photon pair flux (and/or the
exposure time) has to be adjusted such that the mean number
of photo-detections on the detectors for which the correlation
function is peaked is equivalent to pn. Strictly speaking, as
the mean number of photons on the detectors increases, the
probability of having a noise event decreases, according to
equation (5). Nevertheless, since the noise probabilities on
the available detector arrays are low, typical experiments can
be operated with low mean number of photons. Then, as long
as the approximation of the mean number of photo-detections
as pdµPi is valid, this conclusion holds. It is also interesting
to see that, when working with the condition for maximum
visibility (31), each term in the reference correlation function
G¯
(2)
ij becomes equivalent to p
2
n, which is the contribution of
the coincidence counts between noise events. Using the mean
number of photo-detections as pdµ = pn/Pi = pn/Pi, we
obtain G¯(2)ij = 4p
2
n.
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FIG. 2: (Color online) (a) Joint Pij and (b) marginal Pi′ probability
distributions for the state (33) with c = 0.6 and D = 50. Here the
i′ ≡ i− j is the difference of the detector labels.
G. Example: multimode correlations with a uniform marginal
detection probability distribution
As a simple example, let us consider the two-photon entan-
gled state
|Ψ〉12 =
D−1∑
i=0
D−1∑
j=0
√
cij
D
|i〉1|j〉2, (33)
with the coefficients cij given by
cij = c δij +
1− c
2
δi(j+1) +
1− c
2
δ(i+1)j , (34)
where the sums in the indices of the Kronecker deltas are mod-
ulo D; δ0D = δD0 = 1. Here |i〉1 (|j〉2) represent a single-
photon state in the detector mode i (j) of detector array 1 (2),
and we assume each detector array is equipped with D detec-
tors. For c = 1, the state (33) is the maximally entangled state
in dimension D. The two-photon state (33) generates a joint
detection probability distribution Pij = cij/D over the detec-
tor arrays. Figure 2-a shows the joint probability distribution
Pij for the state (33) with c = 0.6 inD = 50 dimensions. The
marginal probability distribution Pi′ as a function of the dif-
ference of the detector labels is plotted in figure 2-b, where we
define i′ ≡ i−j. The intensity correlations of this two-photon
state are such that the photons are detected with 60% proba-
bility on detectors with same label (i′ = 0) and with 40%
probability on detectors whose labels differ by one (i′ = ±1).
The correlation function G(2)ij for this state is particularly
easy to analyse, since the marginal probability distributions
Pi = Pj = 1/D are constant, i.e. independent of i or j. This
means that the mean number of photons in each detector is
the same, given by µ/D. Using the condition for maximum
visibility given in equation (32), we get a mean number of
photo-detections on each detector array given by pdµ = pnD,
which is equivalent to the average number of noise events in
the full detector array. In this case, the optimum mean number
of photon pairs can be adjusted by matching the mean number
of photo-detections and noise events in the full detector array.
We used equation (28) and its quadratic approximation
given by equation (29) to calculate the intensity correlation
function of the state (33). Figure 3-a shows the visibility of
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FIG. 3: (Color online) (a) Visibility of the marginal correlation func-
tion of the state (33) for c = 0.6, D = 50 and pd = 0.5 for many
values of the noise probability pn. The solid lines are plots of the
visibilities as calculated from equation (28) whereas the dashed lines
correspond to the quadratic approximation given in equation (30).
The stacked bar graphs displayed from (b) to (g) show the four dif-
ferent contributions to the measured correlation function in different
colors, as indicated in the legend. The correlation functions calcu-
lated using the condition for maximum visibility are shown in (c)
for pn = 0.01, (e) for pn = 0.02, (f) for pn = 0.05 and (g) for
pn = 0.1. A comparison of the correlation function for pn = 0.01
with different mean number of pairs is shown in (b), (c) and (d).
G
(2)
i′ as a function of pdµ for many values of the noise prob-
ability pn and with a detection probability of pd = 0.5. The
intensity correlation function G(2)i′ , which is associated with
the measurement of the non-local marginal probability distri-
bution Pi′ , is obtained from G(2)ij by summing over the di-
agonal defined by the variable j′ ≡ i + j. The solid lines
are plots of the visibilities as calculated from equation (28)
and the dashed lines correspond to the approximation given in
equation (30). We see that as the noise probability increases
the mean number of photon pairs to obtain the maximum vis-
ibility increases, whereas the maximum achievable visibility
gets smaller. The perfect visibility V = 1 is only achiev-
able with an ideal detector (pn = 0) and in the limit of very
small number of photons µ → 0. For pn = 0.01, the opti-
mum visibility of V ≈ 0.79 is achieved with µopt ≈ 0.99,
which is in agreement with the prediction of equation (32) of
µopt = Dpn/pd = 1. As the noise probability gets larger, the
prediction of µopt from equation (32) deviates from the exact
solution, as it can be seen from the inset of figure 3-a. For
pn = 0.1 we have µopt ≈ 9, whereas equation (32) predicts
µopt = 10.
In figures 3-b to 3-d we show the correlation function for
pn = 0.01 calculated for three different values of µ. Since
the state (33) generates a uniform photon flux on all detectors,
the background of the correlation function is also uniform.
Experimentally this is a convenient situation as the peak of
the correlation function becomes easily identifiable from the
background, and the visibility can be experimentally defined
without ambiguity. In this case, calculating the visibility ac-
cording to our definition (10) is equivalent to taking the peak
and the background values as the maximum and minimum in-
tensities, respectively. Using the optimum mean number of
photon pairs µopt (figure 3-c), the background of the correla-
tion function has equal contributions of noise-noise correla-
tions and cross-correlations, whereas the photon-noise contri-
bution is twice that of the noise-noise contribution. In figures
3-b and 3-d the mean number of photon pairs µ were chosen
to give the same visibility, but the contributions of the differ-
ent coincidence count terms are different in each case. Using
µ < µopt (figure 3-a) the dominant contribution comes from
the noise-noise correlations, whilst the cross-correlations be-
come dominant for µ > µopt (figure 3-d). In figures 3-c and
3-e to 3-g we compare the optimal correlation functions for
a range of pn values, finding a reduced maximum visibility
for increasing values of the noise probability. For example,
by increasing the noise probability by a factor of 10, from
pn = 0.01 to pn = 0.1, the maximum achievable visibility
decreases from 79% to 23%.
V. EXPERIMENT: FAR-FIELD INTENSITY
CORRELATIONS IN SPDC
We have experimentally tested the conditions described in
section IV by measuring far-field intensity correlations of the
photon pairs from SPDC with an EMCCD camera. A diagram
of our experimental setup is shown in figure 4. A 150mW
high repetition rate laser @355nm is attenuated with a neu-
tral density filter and used to pump a 3mm long BBO crys-
tal cut for type-I phase-matching. The down-converted fields
were detected through a 10nm wide (FWHM) interference fil-
ter centered at 710nm placed in front of the camera. A Fourier
lens system with effective focal length of fe = 6mm was
used to produce the far-field intensity distribution of the down-
converted fields on the EMCCD, as shown in figure 4.
Our experimental setup for measuring intensity correlations
does not exactly correspond to the configuration described in
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FIG. 4: (Color online) Experimental setup used to measure far-field
intensity correlations with an EMCCD camera. The inset shows the
far-field intensity distribution of the down-converted fields as seen
on the camera. NDF is a neutral density filter.
section IV, as we detect both photons on the same detector
array. In the configuration analysed previously, “i” and “j”
were used to label detectors in different detector arrays, each
of which used to detect one of the photons from a pair. De-
tecting each photon in a different detector array enables the
labeling of the photons such that they are distinguishable: a
photon occupying the detector mode i can be called signal
and a photon occupying the detector mode j can be called
idler. On the other hand, detecting signal and idler photons
on the same detector array makes them indistinguishable: the
occupation probability of the detector modes i (j) have con-
tribution of both signal and idler photons. As a consequence,
it is impossible to measure the full set of correlations between
the photon modes. In the configuration shown in figure 4, the
coincidence counts between detectors i and j are associated
with the joint detection probability Pij and Pji, and the result
is that the measured correlation function assumes the mirrored
form given by G(2)ij = G
(2)
ji .
Another consequence of detecting both photons on the
same detector array is that, unlike the situation described ear-
lier, we also measure signal-signal and idler-idler correla-
tions, increasing the number of cross-correlations. The scal-
ing of the four coincidence counts terms in equation (9) with
the mean number of pairs µ changes but, interestingly, the
scaling with the average number of detected photons is pre-
served. With the two detector arrays configuration of sec-
tion IV, the average number of detected photons on pixels
i and j are pdµPi and pdµPj , respectively. By using only
one detector array with the same mean number of pairs µ,
these numbers double. Here we have assumed that signal and
idler photons are completely indistinguishable, such that their
marginal detection probabilities are the same. By adapting the
occupation probabilities given in equations (12), (14), (16),
(17) and (20), it is straightforward to show that the condi-
tion for maximum visibility using only one detector array is
(2pdµPi)(2pdµPj) ≈ p2n. Comparing this condition for max-
imum visibility with equation (31), we see that the optimum
mean number of pairs when working with only one detector
array is half of that required in the case where two detector ar-
rays are employed. Nevertheless, in both situations, the max-
imum visibility is achieved by matching the photo-detection
probabilities with the noise probabilities.
The intensity distribution pattern shown in figure 4 is the re-
sult of an accumulation of many down-conversion emissions.
This ring-shaped structure represents the full set of modes in
which each single down-converted photon can be detected on
the EMCCD. In order to measure the intensity correlations
of the photon pairs, i.e. the probability distribution for joint
detections of the photons, we need a set of spatially sparse
frames containing only a few photo-detections. The mean
number of photon pairs per frame was adjusted by control-
ling the exposure time τe of the EMCCD and adjusting the
attenuation of the pump laser by way of neutral density filters
(NDF) with different optical densities (OD). We used four dif-
ferent combinations of NDF, giving optical densities of 1.3,
1.4, 1.6 and 1.8. For each combination of NDF, the intensity
correlations were measured using many exposure times. The
range of exposure times used was from 1ms to 50ms for the
two weakest pump beams (OD= 1.6 and OD= 1.8) and from
0.1ms to 50ms for the two strongest pump beams (OD= 1.3
and OD= 1.4).
The EMCCD camera used in our experiment was an Andor
iXon3 with a back-illuminated sensor containing an array of
512 × 512 pixels of size sp = 16µm. In our measurements,
the EMCCD sensor was air-cooled to−85◦C and the gain was
set to maximum. Other operational parameters used were hor-
izontal pixel shift read-out rate of 10MHz and a vertical pixel
shift every 0.3µs. We selected an annular region of interest
(ROI) on the camera comprising 660 pixels on the CCD chip.
This annular ROI was 4 pixels wide, with inner and outer radii
given respectively by 24 and 28 pixels, and was chosen to en-
close the down-conversion ring on the camera. With the op-
erational parameters of the EMCCD set, we characterised the
level of noise in the annular ROI for every exposure time used.
The noise characterisation consisted of a statistical analysis of
the pixel outputs with the camera settings of interest but with
the shutter of the camera closed [25, 26]. By taking a series
of frames in the dark, we calculated the average signal output
for every pixel that was then used as background subtraction
in each acquisition. The statistical distribution of these back-
ground subtracted pixel outputs taken in the dark was used to
choose a threshold for single-photon discrimination. Based
on the chosen threshold, we calculated the probability pn that
a signal output would exceed the threshold in the absence of
light. As the main source of noise in our measurement is due
to clock induced charges during the read-out of the CCD chip,
we found that the mean number of noise events per frame does
not strongly depend on the exposure time used. For a range
of exposure times varying from 0.1ms to 10ms, the average
number of noise events measured in the annular ROI was 6.2,
giving a noise probability of pn = 6.2/660 ≈ 0.94 × 10−2.
Increasing the exposure time beyond 10ms slightly increased
the average number of noise events: for τe = 50ms we found
pn = 1.47× 10−2.
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FIG. 5: (Color online) (a) Visibility of the measured correlation func-
tions as a function of the average number of detected events. Sam-
ples of the measured correlation function for the points indicated in
the inset are displayed on (b), (c), (d) and (e).
The transverse correlations of the photon pairs from SPDC
arise from energy and momentum conservation of the fields
involved in the down-conversion process [31]. In the far-field,
the transverse positions of the photons are anti-correlated [4].
The strength of the far-field intensity correlations is deter-
mined by the width of the Gaussian pump laser and on the
optical Fourier system used to produce the far-field distribu-
tion on the camera. For our system, we calculate the width of
the intensity correlations to be fe/(kσp) ≈ 1µm, where k is
the wave-number of the down-converted fields and σp is the
standard deviation of the Gaussian pump beam. As the corre-
lation length of the photon pairs is much smaller than the pixel
size sp = 16µm, the photo-detections corresponding to pho-
tons of the same pair happen mostly on pixels that are located
diametrically opposed in the annular ROI.
For each exposure time and pump beam power, we took a
series of 2000 frames and counted the coincidences as a func-
tion of the pixel labels. Each pixel within the annular ROI
was labeled according to its polar coordinates (ri, θi), where
the origin of the reference system was chosen to be the center
of the ring-shaped far-field intensity distribution. We then cal-
culated the intensity correlation function as a function of the
difference of the pixel angles (θi′ ≡ θi−θj). Since the photon
pairs are anti-correlated, the measured correlation function is
peaked at θi′ = 180◦ [10]. In order to reduce pixelation ef-
fects in our measurements the angles were binned in steps of
2◦. The visibilities calculated from the measured correlation
functions are shown in figure 5-a as a function of the average
number of detected events (per frame) in the full annular ROI.
In figures 5-b to 5-e we show four samples of the measured
correlation functions for the points indicated in the inset of fig-
ure 5-a. It is important to note that the average number of de-
tected events contain contributions from the photo-detections
and noise events. For low mean number of pairs µ, the aver-
age number of detected events can be written as 6.2 + 2pdµ.
As the photon flux on the detector array decreases, the average
number of measured events approaches the number of events
expected from noise (≈ 6 events), as can be seen in figure 5-a.
For different pump powers, the same number of detected
events is achieved by using different exposure times. As the
noise probability is approximately the same for every expo-
sure time used, the visibility curve for the four sets of mea-
surements (each of the four different pump powers) displays
the same behaviour when plotted against the average num-
ber of events. The maximum visibility was achieved for a
number of detected events in a range from 10 to 15, which
is consistent with the condition for the maximum visibility
stated above. Our experimental setup is similar to the ex-
ample discussed in section IV, since the marginal probability
distributions for each single-photon are constant, i.e. inde-
pendent of the angle θ. We divided the annular detector array
into 180 bins 2◦ wide, but due to the symmetry of the de-
tection system the number of pixels within each of the 180
bins is not the same, varying mostly between 3 and 4. On
average each bin contains 660/180 ≈ 3.7 pixels, and we
write the marginal probability distribution of the photons as
Pθi = Pθj ≈ 1/180. The average probability of detecting a
noise event in each bin is then given by 3.7pn. Calculating the
average number of detected photons in the annular ROI that is
associated with the condition for maximum visibility we get
2pdµ ≈ 3.7pn/
√PθiPθj = 660pn, which is equivalent to the
average number of noise events in the detector array. As we
mentioned previously, this conclusion is valid for low noise
probabilities pn, so that the mean number of photo-detections
required to match this condition is also low.
Another interesting feature that we observe in our measure-
ments is the difference in the statistical fluctuation of the many
intensity correlation functions measured. The statistical sam-
pling of each measured point of the correlation function de-
pends on the average number of coincidence counts measured
for that point. As the number of frames used in the calculation
of each correlation function was the same (2000), the statisti-
cal sampling is higher for the correlation functions measured
with higher average number of pairs. For example, the statisti-
cal fluctuations of the correlation function displayed in figures
5-b are higher than that of figure 5-e. Although the correlation
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function in figure 5-b has a higher visibility, since it was mea-
sured with a mean number of pairs close to the condition for
maximum visibility, the curve in figure 5-e displays smaller
fluctuations. The average number of detected events associ-
ated with figures 5-b and 5-e are 10.8 and 42.6, respectively.
So in order to obtain statistical fluctuations comparable with
that of figure 5-e, approximately 8000 frames would have to
be taken with the settings of figure 5-b.
VI. CONCLUSIONS
Intensity correlation measurements are ubiquitous in SPDC
experiments. With the advance of the modern detector arrays,
especially single-photon sensitive cameras, multimode coin-
cidence detection of the photon pairs is becoming a more at-
tractive alternative than the traditional scanning detection sys-
tems. Modern single-photon sensitive CCD cameras available
off-the-shelf can provide an array of up to one million indi-
vidual detectors that are sensitive to single-photons with high
quantum efficiencies. Whilst the noise level in these cameras
is still higher than in the traditional single-photon avalanche
diodes, it is already low enough to enable coincidence detec-
tion in SPDC experiments, as it has been demonstrated in a
number of recent works [16, 17, 32, 33].
Here we provided a detailed analysis of the use of detector
arrays for multimode detection of intensity correlations in the
single-photon regime. We considered the coincidence count
distributions generated by the photon pairs from SPDC in a
multimode configuration, providing ready-to-use expressions
for the measured correlation function in terms of the detec-
tor parameters and on the mean number of detected modes.
The correlations introduced by the simultaneous detection of
multiple photon modes and noise events were studied and we
showed how each of these contributions scales with the num-
ber of detected modes. For noise levels smaller than one noise
event per every 100 pixels, the conditions for the maximisa-
tion of the visibility of the measured correlation function is
achieved by matching the photo-detection rate with the noise
event rate on the detectors for which the correlation function
is peaked. This condition can be translated into the average
number of detected modes in the full detector array, and pro-
vides a guide for the optimisation of coincidence counts mea-
surements with detector arrays.
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