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Group Sparse Optimization for Learning Predictive State
Representations
Yifeng Zenga,, Biyang Mab, Bilian Chenb,, Jing Tanga, Mengda Hea
aSchool of Computing, Teesside University, UK.
bDepartment of Automation, Xiamen University, Xiamen 361005, China.
Abstract
Predictive state representations (PSRs) are a commonly used approach for agents to sum-
marize the information from history generated during their interaction with a dynamical
environment and the agents may use PSRs to predict the future observation. Existing works
have shown the benets of PSRs for modelling partially observable dynamical systems. One
of the key issues in PSRs is to discover a set of tests for representing states, which is called
core tests. However, there is no very ecient technique to nd the core tests for a large and
complex problem in practice. In this paper, we formulate the discovering of the set of core
tests as an optimization problem and exploit a group sparsity of the decision-making matrix
to solve the problem. Then the PSR parameters can be obtained simultaneously. Hence,
the model of the underlying system can be built immediately. The new learning approach
doesn't require the specication of the number of core tests. Furthermore, the embedded
optimization method for solving the considered group Lasso problem, called alternating
direction method of multipliers (ADMM), can achieve a global convergence. We conduct
experiments on three problem domains including one extremely large problem domain and
show promising performances of the new approach.
Keywords:
Predictive state representations, group sparse, alternating direction method of multipliers
1. Introduction
In the past decades, a number of representations for modeling dynamical systems under
uncertainty have been proposed for designing a rational, autonomous agent. However, chal-
lenge still exists for learning dynamical systems particularly for a partially observable domain
with a large observation space. Currently, one of the most popular modeling frameworks,
namely predictive state representations (PSRs), has been investigated as a general frame-
work for oering an eective approach to model partially observable systems [11]. Unlike
the latent state approach of partially observable Markov decision processes (POMDPs) [15],
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PSRs represent state of dynamical systems as a vector of predictions about observable events
in future. Thus PSRs model the systems in a more concise way.
Since PSR models use observable quantities they can overcome the shortcomings of the
traditional models and eectively solve a single agent forecasting and decision-making prob-
lem. In the issue of learning PSR models, we need to address two main research problems:
one is to nd a small sucient set of tests to represent states in a dynamical system while
the other is to learn the model parameters that maintain a probability distribution over the
success of these tests as the dynamical system progresses. Much eorts has focused on the
former problem. Many researchers have applied numerous algorithms in a small problem
domain that can search the state space, e.g., [13, 21, 29]. For a larger domain in practice,
since the state space of dynamical systems is often very large, the searching technique may
not be an ecient approach to nd the sucient set of tests. Consequently, the line of re-
search on learning PSR still attracts much attention in the intelligent agent and its relevant
community.
With the benet of using the system dynamics matrix to describe the dynamical system
proposed by Singh et al. [27], researchers have made great progress in learning PSR models,
and a matrix-based modeling method has became a popular tool. Indeed, much research
work has demonstrated several ways of nding core tests and learning model parameters.
The traditional iterative method [14, 29] can only be used in a toy problem. The spectral
learning [2, 17, 18] and compressed sensing [10, 11] approaches avoid the complex discovery
problem by maintaining a large enough set of tests that almost contain a sucient set
of tests representing the states, which may be prohibitively expensive; then by means of
matrix dimension reduction method, the PSR models can be learnt. These two methods are
considered to be the most successful for learning PSRs. The sub-state space method [21] rst
partitions the state space by using the landmark information and then applies traditional
iterative methods to nd a sucient set of tests in each sub-state space. Most of the existing
methods have shown expected performance on learning PSRs, while their capability is still
limited by a large observation space since the methods typically consider a combinatorial
number of observation sequences. In addition, when available training data is insucient
and the system dynamics matrix is lled with noise, it would be too inaccurate to obtain a
satisfying PSR model particularly in a large problem domain. Meanwhile, too many tests
will cause the manipulation of many high dimensional matrices, and the computational cost
may be too high to aord. In general, we need to further explore new techniques for learning
PSRs in a large and complex problem domain.
In this paper, we investigate the system dynamics matrix and learn the PSR models
through optimization. The key underlying idea is to take advantage of group sparsity struc-
ture of the optimization variables. The discovery and learning problems are optimized and
solved simultaneously. Here, we use alternating direction method of multipliers (ADMM)
to solve the relevant optimization problem eciently. Thus, the set of tests for representing
state can be obtained and the model of the underlying system can be built straightforwardly
and so does the model parameters. We conduct experiments on three problem domains in-
cluding one extremely large domain. The experimental results demonstrate the eectiveness
of our approach.
The rest of this paper is organized as follows. In Section 2, we introduce notations,
fundamental theory and technical background of PSRs. Section 3 is devoted to the theoretical
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analysis of learning the PSR models of dynamical systems. We conduct experimental study
on several domains in Section 4. In Section 5, we discuss relevant works on learning PSRs.
Finally we conclude our work and give some suggestions on the future work in Section 6.
2. Preparations
2.1. Basic matrix algebra
Throughout this paper, the usual lower case letters (e.g., x), the boldface lower case
letters (e.g., x = (xi)), and the capital letters (e.g., X = (xij)) denote scalars, vectors, and
matrices, respectively. Denote R to be the space of real number. The space of n-dimensional
vectors is denoted by Rn and the space of m n matrices is denoted by Rmn.
We denote by k  kp where 1  p  1 to be the Lp norm of a vector, i.e., if x 2 Rn,
kxkp =
 
nX
i=1
jxijp
!1=p
:
The Donoho's L0 norm of a vector is denote by k  k0, which is dened to be the number of
nonzero entries of the vector. The most commonly used norm for a vector is the L2 norm,
or the Euclidean norm, given by kxk2 = (
Pn
i=1 xi
2)
1=2
.
For the norm of a matrix, similar to the vector case, the most common one is the Frobenius
norm. For example, the Frobenius norm of a matrix X 2 Rmn is dened as
kXkF =
 
mX
i=1
nX
j=1
xij
2
!1=2
:
A commonly used matrix norm in studying group sparsity is so-called the L2;1 norm, which
is the sum of the L2 norms of the row vectors of a matrix. Specically, if X 2 Rmn and
x1;x2; : : : ;xm 2 Rn are the row vectors of X, i.e., XT = (x1;x2; : : : ;xm), then the L2;1
norm of X is
kXk2;1 = k(kx1k2; kx2k2; : : : ; kxmk2)k1 =
mX
i=1
kxik2 =
mX
i=1
 
nX
j=1
xij
2
!1=2
:
In the above denition, each row is considered as a group. Since kxik2 = 0 is equivalent to
the vector xi = 0, the term group sparsity is used to describe this phenomenon: the matrix
has a natural grouping of its components and the components within a group are likely to be
either all zeros or all nonzeros. The L2;1 norm is used in some convex optimization models
to facilitate group sparsity replacing the L2;0 norm of a matrix, which is dened to be the
number of nonzero row vectors, i.e.,
kXk2;0 = k(kx1k2; kx2k2; : : : ; kxmk2)k0:
In fact, one can extend the L2;0 and L2;1 norms of a matrix to the Lp;0 and Lp;1 norms for
any 1  p  1 as follows:
kXkp;0 = k(kx1kp; kx2kp; : : : ; kxmkp)k0 ;
kXkp;1 = k(kx1kp; kx2kp; : : : ; kxmkp)k1 :
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2.2. Second-order cone program
One of the tools to be used in this paper is second-order cone programs (SOCP). An
SOCP is an optimization model by minimizing a linear function over the intersection of an
ane space and some second-order cones, which can be written as
min
x
cTx
s.t. ai
Tx + bi  kCix + dik2; i = 1; 2; : : : ;m
Fx = g;
where the problem parameters are c 2 Rn, ai 2 Rn, bi 2 R, Ci 2 Rmin, di 2 Rmi ,
F 2 Rmn and g 2 Rm, and the decision variable is x 2 Rn. It is a convex optimization
problem, generalizing the linear program when all the matrices Ci's are zeros. An SOCP
can be solved with great eciency by interior point methods. For details, one is referred to
Boyd and Vandenberghe [5].
2.3. Technical Background
Linear PSRs are a systematically-studied type of PSRs [27] and form the basis of our
work. An agent interacts with dynamical environments by executing actions and receiving
observations. The dynamical environment considered here is a discrete-time, controlled
dynamical system, which produces a sequence of actions and observations with one action
and one observation per time step. With the benets of the linear PSR models, the agent
can capture system's dynamics through probability distributions over tests conditioned on
histories, make prediction on occurrence of observation information after performing a series
of actions, and further use this information to predict the optimal sequential actions for a
specic task.
For a dynamical system, suppose that A = fa1; a2; : : : ; ajAj 1; ajAjg is a set of all exe-
cutable actions that an agent can operate and O = fo1; o2; : : : ; ojOj 1; ojOjg is a set of all
observations that the agent may observe. A test is a sequence of action-observation pairs,
e.g., test t = a1o1a2o2 : : : akok; correspondingly, we have the action sequence t
a = a1a2 : : : ak
and the observation sequence to = o1o2 : : : ok. A history has the same structure as a test,
which is used to describe the whole sequence of past action-observation pairs, e.g., history
h = ah1o
h
1a
h
2o
h
2 : : : a
h
l o
h
l . The prediction of a test t given prior history h, denoted by p(tjh), is
dened as
p(tjh) = prob(ol+1 = o1; : : : ; ol+k = okjh; al+1 = a1; : : : ; al+k = ak):
For any set of tests Q = fq1; q2; : : : ; qng, its prediction vector (or state vector) is p(Qjh) =
[p(q1jh); : : : ; p(qnjh)]T. If p(Qjh) forms a sucient statistic at any history in the dynamical
system, i.e., all tests can be predicted based on p(Qjh) (in other words, there exists a function
ft such that p(tjh) = ft(p(Qjh)) for any test t), then the set Q is called core tests. The process
of nding Q is called discovery problem, while the computation of the projection vectors by
using Q to represent all other tests is called learning problem.
Particularly, for a linear system, a signicantly dierent approach for studying PSRs was
proposed by Littman et al. [19] who introduced the concept of system dynamics matrix D.
The matrix D has an innite number of rows and columns, where the rows correspond to
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all possible histories and the columns correspond to all possible tests. Each element is the
prediction of a test at a given history, i.e., Dij = p(tjjhi). Then, our goal is to nd a maximal
set Q of linearly independent columns of matrix D, so that all columns are a weighted sum
of those columns. Hence, at any history h, for any test t, p(tjh) can be calculated by
p(tjh) = p(Qjh)Tmt; (1)
where mt 2 Rn1 is called the projection vector. As time passes, the linear PSRs should
update its state (i.e., prediction vector). The update procedure calculates the new state
p(Qjhao) from the old state p(Qjh) after agent taking the action a and seeing the observation
o from history h. For any core test qi 2 Q, we can calculate as follows:
p(qijhao) = p(aoqijh)
p(aojh) =
p(Qjh)Tmaoqi
p(Qjh)Tmao ; (2)
where maoqi and mao are the mt for each one-step test (ao) and each one-step extension
(aoqi), 8a 2 A; o 2 O; qi 2 Q, respectively. Eq. (2) is obtained rst by Bayes formula and
followed by Eq. (1). Moreover, Eq. (2) can be written in a more compact form by dening
matrices Mao 2 Rnn, where the i-th column is maoqi ;8a 2 A; o 2 O, thus we have
p(Qjhao) =

p(Qjh)TMao
p(Qjh)Tmao
T
: (3)
The vectors mao and matrices fMaog (8a 2 A; o 2 O) are called the model parameters of
the linear PSRs. If the core tests Q are found, the parameters can be computed easily as
follows:
mao = p(QjH) 1p(aojH)
maoqi = p(QjH) 1p(aoqijH) (4)
where H is the set of possible histories and  1 denotes (pseudo)inverse of a matrix. The
probabilities e.g., p(QjH), p(aojH) and p(aoqijH) can be estimated using the training data.
In summary, a linear PSR model in a partially observable system is formulated with the
parameters < A;O; Q; fmaog; fMaog; p(Qj) >: the set of actions A, the set of observations
O, the set of core tests Q, the model parameters mao and fMaog for all a 2 A; o 2 O, and
an initial prediction vector p(Qj), where  is the null history. Unless stated otherwise, the
term PSR refers to a linear PSR in the rest of this paper.
2.4. Robot Navigation Example as a PSR
In this part, we propose a robot navigation example to elaborate how to use PSRs to
model a dynamical system. Fig. 1 shows a robot navigation problem. This simulated dy-
namical system is modeled using discrete time and consists of 4 states (denoted by S1; S2; S3
and S4), 2 actions (move and reset, denoted by f and r, respectively) and 2 observations
(denoted by 0 and 1). Initially at , the robot is in state S1. Its target is to reach state S4.
In the navigation, the robot executes action f and it moves to its adjacent grid or stay
still with equal probability, e.g., the robot is in state S1 at some time, then the next time
step it will in S1 or S2 with the probability 0.5, see Fig. 1(a). Also the robot can execute
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(a) Robot navigation in a grid world
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(b) Action execution in the robot navi-
gation
Fig. 1. A graphical illustration of robot navigation problem
action r and return to initial state S1 with the probability 1, and the robot will always
receive observation 0; while, in target state S4, it will get observation 1, see Fig. 1(b).
We proceed to show how to use a PSR to model this dynamical system. After a large
number of samples for modeling the dynamical system are extracted from the robot's experi-
ence, we could use these insucient samples to build the system dynamics matrix D, where
each row is corresponding to each possible history and each column is corresponding to each
possible test, see Fig. 2. Without loss of generality, the histories and tests are arranged in
length-lexicographical ordering. Then we remove all the columns and rows with zeros since
the entries never occur and hence do not play a role in the system behavior. For every entry
in matrix D, there are many methods to estimate these prediction values in an unbiased way
and one simple way is to use multiple trajectories of experience to estimate the prediction
p(tjh).
D r0 f0 f1 r0r0 r0f0 f0r0 f0f0 f0f1 r0r0r0 …
Ø 0.51 0.49 0 0.25 0.25 0.24 0.25 0 0.1281 …
r0 0.5 0.5 0 0.25 0.25 0.25 0.25 0 0.1209 …
f0 0.5 0.5 0 0.25 0.25 0.25 0.25 0 0.1209 …
r0r0 0.5 0.5 0 0.24 0.26 0.26 0.24 0 0.1255 …
r0f0 0.5 0.5 0 0.25 0.25 0.24 0.22 0.03 0.1278 …
f0r0 0.49 0.51 0 0.23 0.26 0.27 0.24 0 0.1071 …
f0f0 0.5 0.5 0 0.25 0.25 0.25 0.25 0 0.1209 …
r0r0r0 0.48 0.52 0 0.25 0.23 0.27 0.25 0 0.1413 …
r0r0f0 0.52 0.48 0 0.27 0.25 0.23 0.22 0.03 0.136 …
r0f0r0 0.5 0.5 0 0.25 0.26 0.24 0.26 0 0.1261 …
r0f0f0 0.48 0.45 0.06 0.25 0.27 0.25 0.22 0.01 0.1071 …
         
Fig. 2. The system dynamics matrix D
Then we model the robot navigation example system by the following PSR. One possible
set of core tests is Q = fr0; f0; r0r0; r0f0g. The initial prediction vector is p(Qj) =
[0:51; 0:49; 0:25; 0:25]T. After that, we calculate all the model parameters mao and Mao to
make predictions. For example, the probability of a future test t = f0f0f0f0 on condition
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of the history h = r0 can be calculated by
p(tjh) = 0:0284 p(r0jh) + 0:0312 p(f0jh) + 0:0059 p(r0r0jh) + 0:0027 p(r0f0jh):
3. Analysis of Discovering and Learning Techniques in PSRs
This section is devoted to studying the optimization models for PSR problems.
3.1. Optimization models
As discussed in Section 2.3, one key issue in PSR problems is to nd the core tests Q to
represent the state. Once it is settled, the parameters of the model can be easily updated
and the prediction can be computed. Similar to the technique introduced in [19], our rst
main task is to construct the system dynamics matrix D. If we have the core tests Q selected
from D, then all the columns of the matrix D can be linearly represented by a coecient
matrix, say X, such that
D = DX: (5)
In general, the number of solutions for a system such as (5) will be innite. We are interested
to nd a solution as simple as possible, i.e., the matrix X is group sparsity where the groups
used to represent D are the row vectors of X. Therefore, it is naturally to search a solution X
that has the minimum number of nonzero rows. This can be formulated as an optimization
model as below:
(P ) min
X
kXkp;0
s.t. D = DX:
Unlike other learning PSR approaches, we do not need to specify the number of core tests
in advance as it is automatically determined by the optimal solution of (P ). Remark that
for any p satisfying 1  p  1 in the model (P ), its solutions will be the same. We do not
specify p at the moment as this would give us the exibility in the solution methods of (P ).
One important property of this model is the following.
Theorem 3.1. If X is an optimal solution of (P ), then rank (D) = kXkp;0.
Proof. First, as the matrix X only has kXkp;0 number of nonzero rows, the rank of X
must be no more than kXkp;0, i.e.,
rank (X)  kXkp;0 :
Besides, as D = DX, we have rank (D)  rank (X). Therefore we arrive at
rank (D)  kXkp;0 : (6)
On the other hand, let r = rank (D) and without loss of generality we suppose the rst
r columns of D are linear independent. Let D = (d1;d2; : : : ;dn) where di's are column
vectors of D. Each column of D can be written as a linear combination of fd1;d2; : : : ;drg,
in particular, let
dk = x1kd1 + x2kd2 +   + xrkdr; k = 1; 2; : : : ; n:
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Dene
X0 =
0BBBBBBB@
x11 x12    x1n
...
...
. . .
...
xr1 xr2    xrn
0 0    0
...
...
. . .
...
0 0    0
1CCCCCCCA
2 Rnn:
We have DX0 = D and X0 is a feasible solution of (P ). By checking the number of obvious
zero vectors in X0, it follows that
kXkp;0  kX0kp;0  r = rank (D):
The claimed result is proved by combing the above inequality with (6). 
According to the formulation (P ), the core tests Q can be obtained from D and the
model parameters can be obtained from the nonzero rows of the solution X to the model
(P ). Therefore, the discovering problem and learning problem of PSR models are solved at
the same time. As mentioned before, the parameter p can be chosen any value in the interval
[1;1]. In the following discussions, we let p = 2 as a natural choice. Besides, p = 1 is a
good alternative. Well, the diculty of the model (P ) lies in the L0 norm in the objective
function, which is NP-hard to compute in general. Due to the eciency of receiving sparse
solutions via L1 norm relaxation problems [1, 6, 7, 12, 16], we now consider the L1 norm
relaxation of (P ), i.e.,
(R) min
X
kXk2;1
s.t. D = DX:
This relaxation is actually a convex optimization model, specically, a second-order cone
program discussed in Section 2.2. To see why, let xi's be the row vectors of X, i.e., X
T =
(x1;x2; : : : ;xm). We have
kXk2;1 =
mX
i=1
kxik2:
Let ti = kxik2 for i = 1; 2; : : : ;m in order to replace the objective function of (R) being a
linear function. We get an equivalent formulation of (R).
min
X;t
Pm
i=1 ti
s.t. kxik2 = ti; i = 1; 2; : : : ;m
D = DX:
The constraint kxik2 = ti can be replaced by kxik2  ti. This is because that the objective
is to minimize the sum of all ti's and an optimal solution makes the inequality being tight
for all i. Therefore we arrive the following.
Proposition 3.2. Problem (R) is equivalent to the following second-order cone problem
(S) min
X;t
Pm
i=1 ti
s.t. kxik2  ti; i = 1; 2; : : : ;m
D = DX:
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where XT = (x1;x2; : : : ;xm) and t = (t1; t2; : : : ; tm)
T.
An SOCP can be solved by various methods. If the size of (S) is not large, it can be
solved by the state-of-the-art solver called CVX [9] to obtain an optimal solution. For large
size problems, standard algorithms are usually computationally expensive. Several ecient
rst-order algorithms have been proposed, e.g., a spectral projected gradient method [30],
an accelerated gradient method [20] and block-coordinate descent algorithms [24].
3.2. Group LASSO and the ADMM method
Ideally, for a given matrix D, one is able to nd sparse matrix X such that D = DX.
However, in practice, the data matrix D could be noisy. Restriction on D = DX shall be
relaxed such that they are as close as possible, i.e., kD  DXkF is to be minimized as well.
This actually follows from the well known least absolute shrinkage and selection operator
(LASSO) problem. Inspired by [31], we know that the group LASSO could impose sparsity
on groups of variables (features) via the  L2;1-regularization, which is a popular extension of
the L1-regularization (LASSO). Therefore, the model (R) could be reformulated as a group
LASSO problem as follows:
(P1) min
X
1
2
kDX  Dk2F +  kXk2;1 :
(P1) is an unconstrained optimization problem. A common approach to eciently solve
this problem is the alternating direction method of multipliers (ADMM). Details on ADMM
is referred to [4]. The ADMM is actually based on a variable-splitting technique and an
augmented Lagrangian framework. Specically, by introducing a new variable E for the
model (P1), we have
(P2) min
X;E
1
2
kDX  Dk2F +  kEk2;1
s.t. X = E:
The augmented Lagrange function is then given by
L (X;E;Z) =
1
2
kDX  Dk2F +  kEk2;1 + tr
 
ZT (X   E)+ 
2
kX   Ek2F ;
where  > 0 is a penalty parameter, Z is the Lagrange multiplier, and tr () is the trace
operator.
The ADMM generally consists of the following iterations:
Xk+1 = arg min
X
L(X); (7)
Ek+1 = arg min
E
L(E); (8)
Zk+1 = Zk + (Xk+1   Ek+1): (9)
First we x E;Z and update X. The objective function L(X) is equivalent to
L (X) =
1
2
kDX  Dk2F + tr
 
ZTX

+

2
kX   Ek2F + c0;
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where c0 is some constant. The optimal solution can be obtained analytically by
X =
 
DTD + I
 1
(DTD   Z   E):
Next we xed X;Z and update E. The objective function L(E) is now rewritten as
L (E) =  kEk2;1   tr
 
ZTE

+

2
kE  Xk2F =  kEk2;1 +

2
E   X + 1Z
2
F
:
This problem can also be solved analytically via m subproblems. Let G = X+ 1

Z. The row
vectors of the optimal E can be obtained by the row vectors of G, i.e.,
ei = max

kgik2  


; 0

gi
kgik
;
where ei and gi is the i-th row vector of the matrix E and G, respectively.
The ADMM procedure to solve the model (P2) is summarized as below.
Algorithm 3.3. ADMM for the model (P2).
 Input: the matrix D, a parameter  > 0 and a termination tolerance .
0 Initialize E0, Z0 and ;
1 Update Xk+1 by (7), Ek+1 by (8) and Zk+1 by (9), sequentially;
2 If the stopping criterion is satised, stop; Otherwise, go to Step 1.
 Output: an optimal X.
The stopping criterion of the above algorithm can be set as
kXk+1   Ek+1kF   or max
kXk+1  XkkF ; kEk+1   EkkF	  :
The former one is called the primal residual and the latter one is the dierence between
successive iterations. The global convergence of Algorithm 3.3 can be easily established,
similar to the global convergence of [4, Section 3].
Theorem 3.4. The sequence f(Xk; Ek; Zk)g produced by Algorithm 3.3 converges to an op-
timal solution of (P2) from any starting point.
It is worth mentioning that the above convergent property satises for any parameter  > 0.
3.3. Discovering and Learning Problems
We summarize our approach in Fig. 3, which includes three main steps:
1 Construct the system dynamics matrix D and formulate the PSR problem as an opti-
mization problem;
2 Solve the optimization problem to get core tests Q and coecient matrix X;
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3 Extract information from matrix X or compute it by Eq. (4) to get the model param-
eters fmaog and fMaog.
Remark that when matrix X is obtained, we store its nonzero row indices, say, I =
fr1; r2; : : : ;rqg, and denote the corresponding matrix by X. Then we could easily nd a set
of the linearly independent columns from D, whose column indices coincide with set I, that
is, the core tests Q = fD;r1 ; D;r2 ; : : : ; D;rqg are found, which solves the discovery problem.
Meanwhile, each column of matrix X is a weighted vector, which corresponds to the linear
projection vector fmaog or fMaog. Hence, the learning problem is settled. To conclude this
section, we can simultaneously solve the discovering problem and learning problem of PSR
models via one optimization.
aom
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Fig. 3. The framework of our approach
4. Experimental Results
We test our approach on three dierent standard benchmarks that are commonly used
in the literatures, i.e., Hallway and Hallway2 [8], and Poc-Man [26]. All of them are large
domains and were originally dened as POMDPs. Throughout our experiments, the agents
were given random exploration policies, and both the sequences of actions and the sequences
of observations were recorded as training datasets. From those, we propose an optimization
problem based on ADMM for discovering the core tests to represent states, and then the
PSR model of the underlying system can be learnt directly, which produces probability
distributions over action-observation sequences. To measure the learnt PSR model of a
given domain, we test the empirical performance of the model by simulating a sequence of
action-observations (whose length starts from 1 to 10) and evaluate the predictions of the
model.
4.1. Experimental Setting
4.1.1. Problem Domains
Hallway and Hallway 2. In the Hallway domain, an agent interacts with its environ-
ment by taking actions and receiving observations from the environment in order to reach
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the target place. In the interaction with the environment, the agent executes actions with
disturb and receives observations with noise, which causes the domain partially observable
and thus increases the challenge of modeling the dynamical system. To the best of our
knowledge, all the existing algorithms have diculty to learn the complete PSR models in
the two domains.
In these two domains, as shown in Figs. 4 and 5, the agent in each grid has four states
considering the agent's current orientation and increases the indices in a clockwise direction.
The agent can only conduct actions like no operation, move forward, move backward, turn
left and turn right, and receive observations about whether the four directions around have
walls, reach the goal or stay in the (cross) grid or not.
In Hallway, the number of states is 61 (15 rooms with 4 orientations, plus the goal state)
and the number of observations is 21 (each possible combination of the presence of a wall
in each of the 4 relative directions, which results in 16, plus the 4 observations when the
agent is in one of the cross grids and faces to the South, and then add the agent in the goal
grid), see Fig. 4. In Hallway2, the number of states is 92 (4 orientations in 23 rooms) and
the number of observations is 17 (all possible combinations of walls, plus the agent in the
goal grid), see Fig. 5.
Fig. 4. Hallway with 61 states and 21 observations. The star is the goal grid.
Fig. 5. Hallway2 with 92 states and 17 observations. The star is the goal grid.
Poc-Man. The PocMan domain is a partially observable version of the popular video game
Pac-Man [26] for testing the performance of PSR models when confronts a large dynamical
system. In PocMan domain, the goal of the agent is to search around for randomly placed
food pellets while navigating in the maze and avoiding be catched by any of four ghosts just
like in the video game. However, only local environment states and partial observations are
accessible for the agent to accomplish its mission, which is not the same as the video game
version. To learn a perfect predictive representation of this domain is a challenge, because
it has a large number of state space(jSj  1056) and observation space(jOj  29), see Fig. 6.
12
Fig. 6. Pocman with a large number of states and observations.
4.1.2. Comparative Methods
We aim to learn a complete model of PSR in the large scale systems as elaborated above.
Note that many algorithms focus on learning a local model of the underlying system with
the aim of making only predictions in specic situations. Thus, these algorithms are not
included in the comparison. For the Hallway and Hallway2 problem, we compare our new
learning PSR technique with a spectral based method, i.e., the transformed PSR (TPSR)
[2, 3]) model since it has shown good model learning performance. For the Poc-Man problem,
the compressed PSR (CPSR) approach [10, 11] is also used for comparison, since it is suitable
for a domain with a particular sparse structure and is able to produce a good quality model.
4.1.3. Performance Measurements
The main purpose of a dynamical system is to predict the probabilities of dierent ob-
servations when an action is executed given an arbitrary history ht. For each trial in the
environment, a training data sequence using a random action at each time step was gener-
ated to obtain the complete model of the underlying system. We evaluate the learnt models
in terms of prediction accuracy, which computes the gap between the true predictions and
the predictions given by the learnt model over all test data sequences. For Hallway and
Hallway2, we can obtain the true value of each step prediction from related POMDP les.
However, in Poc-Man, we cannot obtain the true predictions and use Monte-Carlo rollout
predictions [10] instead.
Two error functions were used in our numerical experiments. One is called root mean
squared error (RMSE) that measures the divergence of one-step prediction error per time
step on the test sequences, which is given by Eq. (10):
RMSE =
vuut 1
H  L
HX
t=1
L 1X
i=0
(p^(ot+i+1jht+iat+i+1)  p(ot+i+1jht+iat+i+1))2: (10)
The other is called absolute error (AE) that computes the average of absolute errors of
one-step prediction per time step, as shown in Eq. (11).
AE =
1
H
HX
t=1
jp^(ot+1jhtat+1)  p(ot+1jhtat+1)j: (11)
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InEqs.(10)and(11),p(·)istheprobabilityobtainedfromthetruePOMDPmodelorthe
Monte-Carloroloutprediction,and pˆ(·)istheestimatedprobabilitycomputedbythethe
learntmodel.Histhetotalnumberoftestsequences,andtestsoflengthLstartingfrom1
to10wereused,respectively.Eq.(10)wilbeusedinSection4.2andEq.(11)wilbeused
inSection4.3.
Foreachtrialintheenvironment,atrainingdatasequenceusingarandomactionateach
timestepwasgeneratedtolearnthePSRmodeloftheunderlyingsystem. Weuse10,000
trainingsequencestolearnamodelrepresentationforHalwayandHalway2domains,and
1000forPoc-Mandomain.Inthesamplingprocess,thestep-lengthofsequencesforHalway
andHalway2is10whileitis5forPoc-Man.
4.2.ParameterSensitivityAnalysis
AsindicatedinTheorem3.4,thevalueµisirrelevanttotheconvergenceresult.Here,we
useµ=0.619intheanalysis.Inthispart,weinvestigatetheperformanceofvariousvalues
ofthepenaltyparameterλofoptimizationproblem(P1)onalthethreedifferentdomains,
i.e.,Halway,Halway2andPoc-Man.
TheresultsaresummarizedinFigs.7,8,and9.Ineachfigureforeachdomain,we
showtheeffectofλontheaveragepredictionerror,thatofonthenumberofcoreteststhat
discovered,andtherelationshipbetweenthenumberofcoretestsandtheaverageprediction
error,whichcorrespondstothe(a),(b)and(c)partofthefigure,respectively.Theaverage
predictionerror(y-axis)inFigs.7,8,and9iscomputedbyEq.(10
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Fig.7.ParametersensitivityanalysisofHalwaydomain
Figs.7,8,and9showthatthebestperformanceofourlearntPSRmodelonthosethree
domainscanbeobtainedbyadjustingtheparameterλ,whicharemarkedasredpoints.
Fromthat,wecangettheminimumpredictionerroranditscorrespondingvalueofλand
thenumberofcoretests.Figs.7(a),8(a)and9(a)showthatthevalueofparameterλdoes
notaffectthepredictionerrorsignificantly,anditsvalueincertainrangecouldbeacceptable
forHalway,Halway2andPoc-Mandomains. Moreover,Figs.7(c),8(c)and9(c)ilustrate
thatasuitablenumberofcoretestsareneededforrepresentingeachdomaintokeepthe
predictionerrorlow.Ifitistoosmal,thentheinformationforstaterepresentationmaynot
beenough;otherwise,thenoiseandirrelevantinformationmaybeincluded.Forbothcases,
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thepredictionerrorswilbeincreased.NoticethatthefluctuationsinFig.9maybecaused
bythecomplexityofPoc-Mandomainandthenoiseinthesamplingprogress.
4.3.Results
Inthispart,wepresentthenumericalresultsintermsofthemodelaccuracyandthe
algorithmruntimeforeachdomain. Eachresultisobtainedbyrunning1,000testtrials
andcomputingtheaverageperformance.Foreachdomain,weusethevalueofparameterλ
thatachievethelowestaveragepredictionerrorpresentedinSection4.2,i.e.,theredpoints
showedinFigs.7(a),8(a)and9(a).Accordingly,thenumberofcoretestsusedtorepresent
thestatescanbeobtained,i.e.,they-axisofredpointsinFigs.7(b),8(b)and9(b),which
is47,13,and4forHalway,Halway2andPoc-Man,respectively.Forafaircomparison,
wesetthenumberofcompresseddimensionusedbytheTPSRalgorithmtobethemodel
dimensionthatlearntbyouralgorithm.
Fig.10comparestheone-steppredictionaccuracyoftheevaluatedmethodsinthethree
differentdomains.Inthesefigures,thex-axisisthesteplengthofaction-observations,they-
axisisthemeanpredictionerrorof1,000trialscalculatedbyEq.(11).Ascanbeseenfrom
Fig.10,foralmostalcases,ourPSR-ADMMalgorithmperformsverywelandproduce
morecompetitivepredictionsthanotheralgorithmsinalhorizonsofHalway,Halway2and
Poc-Mandomains.InthePoc-Mandomain,CPSRoutperformsTPSR,andalthoughitis
adomainsuitablefortheCPSRapproach,ourapproachisabletolearnamoreaccurate
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model.
Fig. 11 shows the runtime of each algorithm, which includes the time cost in estimating
and building the model of dynamical system. As showed in Fig. 11, our approach signicantly
reduces the runtime on the three dierent domains, as compared to TPSR algorithm and
CPSR algorithm. The runtime of the TPSR approach is prohibitively expensive because it
requires a singular value decomposition (SVD) on a large-sized system dynamics matrix.
In summary, the good performance of our PSR-ADMM approach is partially due to the
fact that
 The PSR model parameters can be obtained directly from the matrix X without extra
computations.
 We do not need the specication of the size of core tests.
 The subproblems in alternating direction method of multipliers (ADMM) have closed-
form solutions, and the method achieves a global convergence and converges fast as
shown in numerical examples.
 We use the original information from system dynamics matrix as core tests.
However, the TPSR and CPSR methods require an input of the number for the size of core
tests, which directly impacts the solution quality. Moreover, the core tests obtained by the
TPSR and the CPSR methods do not use the original information of D (the information is
compressed or extracted from SVD), which may also compromise the solution quality.
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Fig. 10. Prediction errors in three dierent problem domains.
5. Related work
Littman et al. [19] proposed an algorithm based on sucient training data for modeling
the PSR model of the dynamical system. Specically, this work is based on the assumption
that the core tests are known, and then uses gradient descent method to learn from the
training data for getting the PSR model. Later on, McCracken et al. [23] put forward
constrained gradient descent method, thus the eciency of the PSR model has been improved
greatly, where core tests can be quickly discovered using very small amounts of data, and
accuracy of predictions of the dynamical system can be improved as well when more data is
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Fig. 11. Runtime in building the models for three dierent domains.
available. James et al. [13] studied a special class of controlled dynamical systems that have
a reset operation and provided the rst discovery algorithm and a new learning algorithm
for PSRs. Moreover, James et al. [14] proposed a model called memory-PSRs (that uses
both memories of the past, and predictions of the future) and also detected landmarks. The
detection and recognition of landmarks is advantageous because they can serve to reset a
model that has gotten o-track, which happens usually when the model is learned from
samples. However, the dynamical systems cannot be reset in practice. For this reason, some
research eorts were dedicated to non-resettable dynamical systems, such as sux-history
algorithm [29] and learning PSRs from a single sequence (i.e., history) [28].
Inspired by the basic theory of PSR models, researchers have developed a number of
derivative models, such as spectral learning approach [2, 3, 17, 18, 25], compressed sens-
ing approach [10, 11], etc. Among these models, researchers often addressed the discovery
problem by specifying a large enough set of tests that contains a sucient subset for state rep-
resentation. Rosencrantz et al. [25] proposed an algorithm called transformed PSR (TPSR),
which helps to alleviate the discovery problem and learns the parameters of TPSR eciently
based on principal components analysis (PCA). In a recent few years, some variants of TPSR
were proposed. William et al. [10, 11] presented compressed transformed PSRs algorithm for
a relatively large domain with a particularly sparse structure. Compared to TPSR, CPSR
allows for an increase in the eciency and predictive power. Furthermore, Kulesza et al. [17]
introduced a TPSR-based model with a weighted loss function to overcome the consequence
of discarding arbitrarily small singular values of the system dynamics matrix. They showed
that the algorithm can eectively reduce the prediction error within the error bounds; how-
ever, it required the training data to be suciently sampled. Kulesza et al. [18] also did
a research on data inadequate sampling situation and the corresponding algorithm ensures
the accuracy of the PSR models in both theory and practice, which signicantly reduces
prediction errors compared to standard spectral learning approaches. On the other side,
there exist other kind of approaches for learning PSR models. Liu et al. [21] employed the
landmark technique to partition the entire state space, and learnt each separate sub-state
space. The learnt models are combined nally to represent the entire space. More recently,
Liu et al. [22] formulated the discovery problem as a sequential decision making problem,
which can be solved using Monte-carlo tree search (MCTS). Thus the two main problems in
learning PSR models can be solved thoroughly.
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6. Conclusion and Future Work
In this paper, by utilizing the tool of linear algebra, we formulate an optimization problem
for discovering the set of core test. With the benet of group sparsity structure of coecient
matrix X, we update the parameters of PSR models as well. Hence, the discovery problem
and learning problems are solved simultaneously and the model of the underlying system
can be built straightforwardly. Due to the diculties in solving the L2;0-norm optimization
problem, we consider its relaxation form and propose a group Lasso problem, and then
employ the ADMM method, where the global convergence is guaranteed. Experimental
results show that our algorithm is capable of learning PSR models in a large and complex
domain. As shown in the experiments, our method is signicantly improved as compared to
two other popular methods, i.e., TPSR and CPSR. Moreover, it is worth mentioning that
we do not need an input to specify the number of core tests, as it is automatically decided
by the optimization process. In the future, we may develop more eective techniques to
solve this optimization problem, and explore other ways for learning the PSR models, e.g.,
incremental learning by partitioning the system dynamics matrix D, taking advantage of the
sparsity of matrix D or adding the sparsity constraint on X accordingly.
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