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ON EXISTENCE AND UNIQUENESS OF VISCOSITY SOLUTIONS FOR
SECOND ORDER FULLY NONLINEAR PDES WITH CAPUTO TIME
FRACTIONAL DERIVATIVES
TOKINAGA NAMBA
ABSTRACT. Initial-boundary value problems for second order fully nonlinear PDEs
with Caputo time fractional derivatives of order less than one are considered in
the framework of viscosity solution theory. Associated boundary conditions are
Dirichlet and Neumann, and they are considered in the strong sense and the vis-
cosity sense, respectively. By a comparison principle and Perron’s method, unique
existence for the Cauchy-Dirichlet and Cauchy-Neumann problems are proved.
1. INTRODUCTION
Let T > 0 and α ∈ (0, 1) be given constants and Ω be a bounded domain in
R
d. We are concerned with existence and uniqueness for viscosity solutions of
initial-boundary value problems for
(1.1) ∂αt u+ F (t, x, u,∇u,∇
2u) = 0 in (0, T ]× Ω.
Here ∇u and ∇2u denote the spatial gradient and the Hessian matrix of the un-
known function u : [0, T ] × Ω → R, respectively. Moreover, ∂αt u denotes the
Caputo (time) fractional derivative [13] defined as
(1.2) (∂αt u)(t, x) =

1
Γ(1− α)
∫ t
0
∂tu(s, x)
(t− s)α
ds for α ∈ (0, 1),
(∂tu)(t, x) for α = 1,
where Γ is the usual gamma function. A given real-valued function F is con-
tinuous and degenerate elliptic (see (2.3) for the definition). We note that by the
degenerate ellipticity, (1.1) includes first order cases F = F (t, x, w, p).
Differential equations with fractional derivatives have attracted great interest
from both mathematics and applications within the last few decades. Among frac-
tional derivatives, the Caputo fractional derivative is effectively used formodeling
many real phenomena ([2], [3], [4], [13], [22], [33], [35], [50], and [51]). A feature
of the Caputo derivative is the memory and trapping effect. Many studies have
been done also for the Riemann-Liouville fractional derivative, which is defined
by exchanging the order of differentiation and integration in the definition of the
Caputo fractional derivative. However, in order to solve differential equations
with Riemann-Liouville fractional derivatives, data for a fractional integral of the
unknown function and their integer order derivatives should be given on the end-
points. For Caputo fractional derivatives, one can consider in the same setting as
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in the integer order case (see [20] for example). Therefore, the Caputo fractional
derivative is better for modeling phenomena. There are enormous attempts to ob-
tain exact solutions and develop numerical schemes so far (see [6], [21], [40], and
references therein). For further topics on fractional calculus we refer the reader to
[20], [32], [46], [49], and [53].
As in the case α = 1, a smooth solution is not always expected to exist, so it
is necessary to consider a solution in a weak sense. Various notions of solutions
have been introduced. In [47] Prüss introduces notions of a strong solution, a mild
solution, and a weak solution of linear evolutionary Volterra equations
(1.3) u(t) = f(t) + (k ∗Au) in [0, T ]
for a continuous function u : [0, T ] → R. Here A is a closed linear unbounded
operator in a complex Banach space X with dense domain D(A), k ∈ L1loc([0,∞))
is a scalar kernel, f ∈ C([0,∞);X), and (k∗g)(t) =
∫ t
0 k(t−s)g(s)ds. Utilizing these
notions, he shows that there exists a unique strong solution that satisfies a certain
property if and only if (1.3) admits a “resolvent”. He also constructs a resolvent
using spectrum theory in a special case. We note that PDEs (partial differential
equations) of the form
(1.4) ∂αt u+Au = 0
are expressed as (1.3) with f = u(·, x) and k(t) = t−α by applying the Riemann-
Liouville integral
I1−αu(t) =
1
Γ(1 − α)
∫ t
0
u(s)
(t− s)α
ds
to both sides of (1.4). There are similar considerations for nonlinear equations.
Hernández, O’Regan, and Balachandran [26] considers abstract evolution equa-
tions of the form
∂αt (u+ g(·, u))(t) = Au+ f(t, u(t)).
Here A is an infinitesimal generator of a C0-semigroup of bounded linear opera-
tors on Banach spaceX , and f, g ∈ C([0, T ]×X,D(A)). They define amild solution
according to [47] and establish a unique existence result using the fixed point the-
orem under appropriate conditions forA, f and g. Kolokoltsov and Veretennikova
[35] considers
(1.5) ∂αt u = (−∆)
β/2u+H(t, x,∇u) in (0,∞)×Rd
with a Lipschitz continuous H and a fractional Laplacian
−(−∆)β/2u(t, x) = Cd,β p.v.
∫
Rd
u(t, x)− u(t, y)
|x− y|d+β
dy
of β ∈ (1, 2]. Here Cd,β is a normalizing constant and p.v. stands for principal
value. Their definition of a mild solution is based on an integral equation (mild
form) derived by the Fourier transformation unlike [47]. In fact, a fractional or-
dinary differential equation derived by taking the Fourier transformation for (1.5)
in space can be solved. They define a mild solution with an integral equation ob-
tained by taking the inverse Fourier transformation for the solved one in space.
They prove that for an initial data belonging to C1∞(R
d) there exists a unique
mild solution belonging to C([0, T ], C1∞(R
d). Here C1∞(R
d) is the set of functions
f ∈ C1(Rd) such that f and ∇f are continuous functions decreasing rapidly. The
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argument is based on the fixed point theorem. Their assumptions on H are actu-
ally a bit weaker than Lipschitz continuity. They also prove that the mild solution
is a classical solution under some restrictions for H and initial data.
Luchko [42] considers an initial-boundary value problem for (1.4) with Au =
− div(p(x)u) + q(x)u and continuous initial-boundary data. Here p ∈ C1 is a uni-
formly positive function and q is a continuous nonnegative function. He defines
a generalized solution for a continuous function as the uniform convergence limit
of a classical solution of (1.4) associated with initial-boundary data uniformly con-
verging to given ones. He constructs a formal solution using the Fourier method
of the separation (the eigenfunction expansion) and proves that it is a generalized
solution and it is also a classical solution under certain restrictions. The unique-
ness is guaranteed by a maximum principle for an initial-boundary value problem
established in [41]. For the purpose of discussing an inverse problem, Sakamoto
and Yamamoto [48] introduces a notion of a weak solution of an initial-boundary
value problem for (1.4) with Au = − div(p(x)u)+q(x)u including a continuous ex-
terior term f(t, x). For a function belonging to a certain class, their weak solution
is defined as the equation holds in L2 sense. They prove a unique existence of the
weak solution by using the eigenfunction expansion (Galerkin method) and a pri-
ori estimate. They also give asymptotic estimates as time goes to infinity. Zacher
[52] finds a unique solution satisfying
d
dt
(k ∗ (u − x)(t), v)H + a(t, u(t), v) = 〈f(t), v〉V′×V v ∈ V , a.a. t ∈ (0, T )
in a class {u ∈ L2([0, T ],V) | k ∗ (u − x) ∈ 0H12 ([0, T ],V
′)} for given x ∈ H and
f ∈ L2([0, T ],V ′). Here V and H are real separable Hilbert spaces such that V is
densely and continuously embedded intoH, k ∈ L1loc([0,∞)) is a scalar kernel that
belongs to a certain class, and A : (0, T ) × V × V → R is a bounded V-coercive
bilinear form. Moreover, (·, ·)H and 〈·, ·〉V′,V denote the scalar product inH and the
duality pairing between V and its dual V ′, respectively. The zero of 0H
1
2 ([0, T ],V
′)
means vanishing trace at t = 0. The argument is based on the Galerkin method
and a priori estimate. We note that ∂αt u(t) =
d
dtI
1−α[u − u(0)](t) holds almost all
t ∈ (0, T ] if u = u(t) is an absolute continuous function (see [20, Lemma 2.12]), and
that k∗(u−x)(t) = I1−α[u−x](t)when k(t) = t−α. As notions of solutions coming
from completely different ideas, there are those using a form obtained by certain
integration by parts formula ([2] and [3]) and those based on defining the Caputo
fractional derivative on a finite interval of a certain fractional Sobolev space ([25]).
Taking into account of generalizations of nonlinearity F and boundary condi-
tion, we use a viscosity solution theory. A viscosity solution is a kind of gen-
eralized solution for PDEs and was introduced by Crandall and Lions [18]. We
refer the reader to [7] and [34] for basic theory and to [12], [17], and [23] for more
advanced theory. While the viscosity solution theory develops greatly for local
equations, it has also developed for nonlocal equations
F (x, u,∇u,∇2u, I[u]) = 0
with much general nonlocal terms I[u] due to contributions of many researchers.
In [9] by Barles and Imbert, there is a set of results for the well-posedness in the
framework of viscosity solution theory, including the story so far.
A viscosity solution of equations with Caputo time fractional derivatives was
first given by Allen [1]. He considers a regularity issue for viscosity solutions of
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nonlocal nondivergence nonlinear parabolic equation of the type
∂αt u− sup
i
inf
j
∫
Rd
u(t, x+ y)− u(t, x)
|y|d+2β
aij(t, x, y)dy = 0.
Here aij is a uniformly positive function that satisfies aij(t, x, y) = aij(t, x,−y).
The Caputo fractional derivative is formally rewritten as
(1.6) (∂αt u)(t) =
α
Γ(1− α)
∫ t
−∞
u(t)− u˜(s)
(t− s)α+1
ds =:Mt[u],
where u˜ is a function such that u˜(t) = u(t) for t ≥ 0 and u˜(t) = u(0) for t <
0. The form of Mt, which is an analogue of the Marchaud fractional derivative
(see, e.g., [33, Definition 2.11] and [49, Section 5.4]), is very close to the fractional
Laplacian. Therefore he handles Mt in accordance with the idea of the above-
mentioned nonlocal theory of viscosity solutions and defines a viscosity solution.
Actually, Mt is included in the class of nonlocal terms handled in [9]. Thus,
even if the Caputo time fractional derivative is added to PDEs that could be con-
sidered so far, the well-posedness would be verified by regarding the time vari-
able as a part of the space variable. Most of the methods taken in this paper are
in fact standard in the viscosity solution theory. However, there are several dif-
ferences between spatial nonlocal operators such as fractional Laplacian and the
Caputo time fractional derivative. For example, fractional Laplacian is defined in
the whole space Rd in principle. Hence, for boundary value problems, boundary
conditions need to be imposed not only on the boundary but also on the outside
(See [30] for example). On the other hand, the Caputo fractional derivative always
makes sense in a bounded interval, so initial conditions can be imposed in the
same way as usual case. We also point out that the Caputo fractional derivative is
non-translation invariant. Mou and S´wie˛ch [45] considers a uniqueness issue for
viscosity solutions of Bellman-Isaacs type equation with a nonlocal term
Ix[u] =
∫
Rd
[u(x+ z)− u(x)− 1B(0,1)(z)∇u(z) · z]µx(dz).
Here 1B(0,1) is the indicator function of unit ball B(0, 1) and {µx}x is a family of
Lévy measures. Notice that Ix is not translation invariant in general due to the x
dependency of µx. They prove a comparison principle after getting an appropriate
regularity for viscosity sub- and supersolutions, since a standard proof does not
work because of the non-translation invariance (see also [44]). In our situation,
a comparison principle can be proved for an upper semicontinuous subsolution
and a lower semicontinuous supersolution in the standard way. In addition, as
described later in Introduction, a difference between roles of time derivative and
space derivative is used especially in our proof of a comparison principle. There-
fore, it is expected that handling the Caputo time fractional derivative indepen-
dently will give beneficial observations. Motivated by some of these, Giga and the
author [24] consider the initial value problem for the Hamilton-Jacobi equations
∂αt u+H(t, x, u,∇u) = 0 in (0, T ]×T
d
under the spatial periodic boundary condition. They prove a unique existence,
stability, and a regularity of the solution under standard assumptions on H and
initial data. We note that their viscosity solution is essentially the same as one by
Allen’s idea.
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The purpose of this paper is to develop the arguments by [24] and to investi-
gate a unique existence for viscosity solutions of initial-boundary value problems
for (1.1). Specifically, we consider the Cauchy-Dirichlet problem with the homo-
geneous Dirichlet condition and the Cauchy-Neumann problem with the homo-
geneous Neumann condition. In either case, the homogeneity is chosen for sim-
plicity, not essential. As is well known, the viscosity solution theory allows us to
handle very general boundary conditions [17]. However, it is inappropriate to al-
ways interpret boundary conditions in “the strong sense" that they are imposed at
each point on the boundary, and it is required to interpret in “the viscosity sense”.
The homogeneous Dirichlet and Neumann conditions are chosen as typical exam-
ples in the strong and viscosity sense, respectively.
By using the maximum principle as usual, derivatives of the unknown function
in (1.1) are replaced by those of a test function, so we can define a viscosity solution
of (1.1). Here the maximum principle by Lucho [41] is used for the Caputo frac-
tional derivative. Our definition of a viscosity solution (Definition 2.2) is rewritten
usingMt. To be precise, a nonlocal operator which slightly rewrittenMt are han-
dled in this paper for convenience sake. In [24] the solution by this definition was
called a provisional solution. The well-posedness was not clarified as it is difficult
to prove a comparison principle. We prove that our definition is equivalent to that
whereMt[ϕ] for a test function ϕ is replaced withMt[u] for the unknown function
u (Proposition 2.5). At the same time, it is guaranteed that Mt[u] exists at points
where the unknown function is tested. Similar facts are stated by Arisawa [5], Bar-
les and Imbert [9], and Jakobsen and Karlsen [31] for nonlocal equations without
Caputo time fractional derivatives. This equivalent definition is an extension of
one by [1] and [24] to second order equations.
We prove an existence theorem by Perron’s method developed by Ishii [27].
A proof is similar to that of [24], but by virtue of the equivalence of definitions of
solutions, some of the proofs can be simplified. Precisely,Mt[ϕ] is continuous with
respect to the independent variables, and so the standard proof works.
The uniqueness is ensured by the comparison principle. Our proof is slightly
different and simpler than that of α = 1, so let us explain briefly here. To that end,
let u and v be smooth solutions of (1.1) that satisfy u ≤ v on ({0}×Ω)∪([0, T ]×∂Ω).
Suppose by contradiction thatmax[0,T ]×Ω(u− v) = (u− v)(t, x) > 0 at some point
(t, x) ∈ (0, T ]× Ω. Let us assume that F (t, x, w, p,X) = F (p) for the presentation
simplicity. We know that
∂αt u(t, x) + F (∇u(t, x)) ≤ 0 and ∂
α
t v(t, x) + F (∇v(t, x)) ≥ 0.
Since F (∇u(t, x)) = F (∇v(t, x)), subtracting both sides yields
(1.7) ∂αt (u− v)(t, x) ≤ 0.
When α = 1, there is no contradiction from (1.7). Hence −ηt with a sufficiently
small constant η > 0 is often added to u − v. Then contradiction is obtained since
it follows that 0 < η = η + ∂1t (u − v) ≤ 0. On the other hand, in the case of
α ∈ (0, 1), it also holds that
Mt[u− v](t, x) ≤ 0.
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Notice that
Mt[u− v](t, x)
=
(u− v)(t, x) − (u− v)(0, x)
tαΓ(1− α)
+
α
Γ(1 − α)
∫ t
0
(u− v)(t, x) − (u − v)(s, x)
(t− s)α
ds.
Since (u− v)(t, x) ≥ (u − v)(s, x) for all s ∈ [0, T ], it follows that
(u− v)(t, x) − (u − v)(0, x)
tαΓ(1− α)
≤ 0.
From the supposition by the contradiction and the assumption of the comparison
principle, it turns out that the left-hand side is positive, a contradiction.
In the proof of the comparison principle for second order equations in the case
of α = 1, “the maximum principle for semicontinuous functions” established by
Crandall and Ishii [16] is effectively used. Unfortunately, it is difficult to use it di-
rectly for nonlocal equations. This is explained carefully by Jakobsen and Karlsen
in [31, Section 2]. Very roughly speaking, it is difficult to find an appropriate inte-
grable function that bounds the integrand which guarantees the use of some con-
vergence theorem from an element in the closure of a set of semijets. In [31] they
establish a “nonlocal version” of [28, Proposition 5.1] which is the same kind of
result as the maximum principle for semicontinuous functions, and prove a com-
parison principle for equations with nonlocal terms. The assumption is weakened
by Barles and Imbert [9]. We present a similar result (Lemma 3.2) of [31, Lemma
7.4] and [29, Proposition IV.1] that can be applied to equations with Caputo time
fractional derivatives with the same idea. For the proof we do not use results es-
tablished in [31] and [9]. A notion of viscosity solution when boundary conditions
are interpreted in the viscosity sense is introduced in the same way as in the case
of α = 1. By employing techniques used so far, a unique existence theorem of a
viscosity solution for the Cauchy-Neumann problem is proved without trouble.
In this paper, we only consider the homogeneous Dirichlet and Neumann con-
ditions. Some extensions to other boundary conditions would be possible. For
variations of boundary conditions the reader is referred to [17] and references
therein. See also [10] and [11] for first order equations. We note that a viscosity so-
lution of (1.1) with the state constraint boundary condition also can be defined in a
similar manner and thewell-posedness is discussed. In the case of periodic bound-
ary conditions viscosity sub- and supersolutions required by Perron’s method can
be easily constructed following [24, Corollary 4.3].
In order to consider more complicated phenomena, generalization of the defi-
nition of the Caputo fractional derivative in several directions is attempted. One
of them is the distributed order Caputo fractional derivative, which is defined as
(D
(ω)
t u)(t) =
∫ 1
0
(∂αt u)(t)ω(α)dα.
Here ω is a nonnegative weight function. Mathematical analysis of equations with
this derivative is not yet much, but important observations on linear equations
have been made. Li, Luchko, and Yamamoto [38], [39] show an existence and
uniqueness of solution by using the eigenfunction expansion and Laplace trans-
formation. They also show the short-and long-time behavior [38] and the analyt-
icity in time of solution [39], and mention references on application. The results of
this paper hold even for (1.1) where ∂αt is replaced by
∑n
i=1 λi∂
αi
t . Here αi ∈ (0, 1]
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and λi > 0. When ω(α) =
∑n
i=1 λiδ(α = αi), D
(ω)
t is represented as above, where
δ is a Dirac delta function. This special case is also considered for linear equations
([43] and [37] for example). There seems to be some research when λi depends
on variables like λi = λi(t, x) as another generalization. It is also interesting to
discuss the well-posedness of (1.1) where ∂αt is replaced with
∑n
i=1 λi(t, x)∂
αi
t or
D
(ω)
t . However, for the former case, our arguments in the proof of the compari-
son principle does not work due to technical reasons, and so the well-posedness
remains open. For the latter case, the definition of a solution is not clear.
This paper is organized as follows: In Section 2 we first summarize properties
of the nonlocal operator Mt. We then give a definition of a viscosity solution of
(1.1), equivalent definitions, and stability. In Section 3 we prove a unique existence
theorem for the Cauchy-Dirichlet problemwith homogeneous Dirichlet boundary
condition. The key lemma in the proof of the comparison principle is proved in
Section 4. In Section 5 we give a definition of a viscosity solution when boundary
conditions are interpreted in the viscosity sense, and then prove a uniqueness exis-
tence theorem for the Cauchy-Neumann problem with a homogeneous Neumann
boundary condition.
2. DEFINITION OF A VISCOSITY SOLUTION AND ITS BASIC PROPERTIES
Wefirst summarize properties of a nonlocal operator. For a function f ∈ C1((0, T ])∩
C([0, T ]) such that f ′ ∈ L1(0, T ), the Caputo fractional derivative (∂αt f)(t) is de-
fined for every t ∈ (0, T ]. Moreover, the integration by parts and the change of
variable of integration imply that
(∂αt f)(t) = J [f ](t) +K(0,t)[f ](t) for t ∈ (0, T ],
where
J [f ](t) :=
f(t)− f(0)
tαΓ(1 − α)
and
K(0,t)[f ](t) :=
α
Γ(1− α)
∫ t
0
(f(t)− f(t− τ))
dτ
τα+1
.
The subscript (0, t) of K(0,t) denotes the interval of integration in the definition of
K(0,t)[f ](t). By natural extension, we define K(a,b)[f ](t) for any a, b with 0 ≤ a <
b ≤ t. For a function u : [0, T ] × A → R, where A is a set in RN with N ≥ 1, we
write J [u](t, x) := J [u(·, x)](t) andK(a,b)[u](t, x) := K(a,b)[u(·, x)](t).
Let t ∈ (0, T ] and a ∈ [0, t). In this paper K(a,t)[f ](t) for semicontinuous
functions f : [0, T ] → R is often handled. When a > 0, K(a,t)[f ](t) is inter-
preted in the sense of Lebesgue integral. When a = 0, K(0,t)[f ](t) is regarded
as limaց0K(a,t)[f ](t), and we say that K(0,t)[f ](t) exists if K(a,t)[f
±](t) are finite
for each a ∈ (0, t) and limaց0K(a,t)[f
±](t) exists as a finite number. Here f± :=
max{±f, 0}.
Proposition 2.1. Let f : [0, T ]→ R be an upper (resp. lower) semicontinuous function.
Then K(a,t)[f ](t) is bounded from below (resp. above) for each a and t with 0 < a <
t ≤ T . If f ∈ C1((a, T ]) ∩ C([0, T ]) with 0 ≤ a < T , then K(0,t)[f ](t) exists for each
t ∈ (a, T ] and it is continuous with respect to t in (a, T ].
Proof. The first assertion is due to the extreme value theorem for semicontinuous
functions.
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Let t ∈ (0, T ] and ρ > 0 be such that 2ρ < min{t− a, T − t}. For s ∈ [t− ρ, t+ ρ]
and τ ∈ (0, T ), we have
|f(s)− f(s− τ)|
τα+1
1(0,s)(τ)
=
|f(s)− f(s− τ)|
τα+1
1(0,ρ)(τ) +
|f(s)− f(s− τ)|
τα+1
1(ρ,s)(τ)
≤
max[t−ρ,t+ρ]∩(0,T ] |f
′|
τα
1(0,ρ)(τ) +
2max[0,T ] |f |
τα+1
1(ρ,T )(τ).
Here 1I is the indicator function on an interval I , that is, 1I(τ) = 1 for τ ∈ I and
0 for τ 6∈ I . The last function is integrable on (0, T ). Therefore the dominated
convergence theorem ensures the second and third assertions. 
We next define a viscosity solution of
(2.1) ∂αt u+ F (t, x, u,∇u,∇
2u) = 0 in (a, T ]×O,
where 0 ≤ a < T , O is a open set in Rd, and F is a real-valued function on
W := (a, T ]×O×R×Rd×Sd. Here Sd denotes the space of real d× d symmetric
matrices with the usual ordering “≤”, that is, X ≤ Y if 〈Xξ, ξ〉 ≤ 〈Y ξ, ξ〉 for all
ξ ∈ Rd. Remember that ∂αt is defined as (1.2)
Let A be a set inRN with N ≥ 1. For a function h : A→ R let h∗ and h∗ denote
the upper and lower semicontinuous envelope, respectively. Namely,
h∗(x) = lim
σց0
sup{h(y) | y ∈ A ∩B(x, σ)}
and h∗(x) = −(−h)∗(x) for x ∈ A. HereB(x, r) is an open ball of radius r centered
at x and B(x, r) is its closure. Throughout this section, we always assume that
−∞ < F∗ ≤ F ∗ < +∞ inW .
Definition 2.2 (Viscosity solution). (i) A function u : [0, T ]× O → R is a viscosity
subsolution of (2.1) in (a, T ]×O if u∗ < +∞ on [0, T ]×O and
(2.2) J [ϕ](tˆ, xˆ) +K(0,tˆ)[ϕ](tˆ, xˆ) + F∗(tˆ, xˆ, u
∗(tˆ, xˆ),∇ϕ(tˆ, xˆ),∇2ϕ(tˆ, xˆ)) ≤ 0
whenever ((tˆ, xˆ), ϕ) ∈ ((a, T ]×O) × (C1,2((a, T ]×O) ∩C([0, T ]×O)) satisfies
max
[0,T ]×O
(u∗ − ϕ) = (u∗ − ϕ)(tˆ, xˆ).
(ii) A function u : [0, T ]×O→ R is a viscosity supersolution of (2.1) in (a, T ]×O
if u∗ > −∞ in [0, T ]×O and
J [ϕ](tˆ, xˆ) +K(0,tˆ)[ϕ](tˆ, xˆ) + F
∗(tˆ, xˆ, u∗(tˆ, xˆ),∇ϕ(tˆ, xˆ),∇
2ϕ(tˆ, xˆ)) ≥ 0
whenever ((tˆ, xˆ), ϕ) ∈ ((a, T ]×O) × (C1,2((a, T ]×O) ∩C([0, T ]×O)) satisfies
min
[0,T ]×O
(u∗ − ϕ) = (u∗ − ϕ)(tˆ, xˆ).
(iii) If a function u : [0, T ] × O → R is both a viscosity sub- and supersolution
of (2.1) in (a, T ]×O, then u is called a viscosity solution of (2.1) in (a, T ]×O.
Here, by C1,2((a, T ]×O), we mean the space of functions ϕ such that ϕ, ∂tϕ,∇ϕ
and ∇2ϕ are continuous in (a, T ) × O and some neighborhood of {T } × O. We
hereafter suppress the word “viscosity” unless confusion occurs.
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Remark 2.3. When F is continuous and degenerate elliptic in the sense that
for all (t, x, w, p) ∈ (0, T ]×O ×R×Rd,
F (t, x, w, p, Y ) ≤ F (t, x, w, p,X) ifX ≤ Y ,
(2.3)
the notion of a viscosity solution by Definition 2.2 is consistent with that of a clas-
sical solution. More precisely, u ∈ C1,2((0, T ] × O) ∩ C([0, T ] × O) such that
∂tu(·, x) ∈ L1(0, T ) for every x ∈ O is a viscosity solution of (2.1) in (0, T ] × O
if and only if it is a classical solution that satisfies (2.1) pointwise in (0, T ]×O.
Remark 2.4. As mentioned in the Introduction, all assertions in this paper hold for
a multi-term case
(2.4)
n∑
i=0
λi∂
αi
t u+ F (t, x, u,∇u,∇
2u) = 0,
where αi ∈ (0, 1] and λi > 0 are constants. A subsolution u : [0, T ] × O → R of
(2.4) in (a, T ] × O is defined by replacing J [ϕ](tˆ, xˆ) + K(0,tˆ)[ϕ](tˆ, xˆ) in (2.2) with∑n
i=1 λi(J
αi [ϕ](tˆ, xˆ) + Kαi
(0,tˆ)
[ϕ](tˆ, xˆ)). Here Jαi and Kαi are operators J and K
associated with α = αi, respectively. A supersolution and a solution are defined
in a similar way.
Definition 2.2 is suitable for proving an existence theorem by Perron’s method.
For a comparison principle it is convenient to introduce equivalent definitions.
Proposition 2.5. A function u : [0, T ]×O→ R is a subsolution (resp. supersolution) of
(2.1) in (a, T ]×O if and only if u∗ < +∞ (resp. u∗ > −∞) in [0, T ]×O,K(0,tˆ)[u
∗](tˆ, xˆ)
(resp. K(0,tˆ)[u∗](tˆ, xˆ)) exists, and
J [u∗](tˆ, xˆ) +K(0,tˆ)[u
∗](tˆ, xˆ) + F∗(tˆ, xˆ, u
∗(tˆ, xˆ),∇ϕ(tˆ, xˆ),∇2ϕ(tˆ, xˆ)) ≤ 0
(resp., J [u∗](tˆ, xˆ) +K(0,tˆ)[u∗](tˆ, xˆ) + F
∗(tˆ, xˆ, u∗(tˆ, xˆ),∇ϕ(tˆ, xˆ),∇
2ϕ(tˆ, xˆ)) ≥ 0)
whenever ((tˆ, xˆ), ϕ) ∈ ((a, T ]×O)× C1,2((a, T ]×O) satisfies
max
(a,T ]×O
(u∗ − ϕ) = (u∗ − ϕ)(tˆ, xˆ) (resp. min
(a,T ]×O
(u∗ − ϕ) = (u∗ − ϕ)(tˆ, xˆ)).
Proof. We prove only for subsolution since the proof for supersolution is symmet-
ric. The ‘if’ part is easy. Indeed, the assumptionmax[0,T ]×O(u
∗−ϕ) = (u∗−ϕ)(tˆ, xˆ)
implies that ϕ(tˆ, xˆ) − ϕ(tˆ − τ, xˆ) ≤ u∗(tˆ, xˆ) − u∗(tˆ− τ, xˆ) for all τ ∈ [0, tˆ]. Thus we
have
J [ϕ](tˆ, xˆ) +K(0,tˆ)[ϕ](tˆ, xˆ) ≤ J [u
∗](tˆ, xˆ) +K(0,tˆ)[u
∗](tˆ, xˆ),
which immediately yields the desired inequality.
In order to prove the ‘only if’ part we take ((tˆ, xˆ), ϕ) ∈ ((a, T ]×O)×C1,2((a, T ]×
O) that satisfies max(a,T ]×O(u
∗ − ϕ) = (u∗ − ϕ)(tˆ, xˆ). We may assume that (u∗ −
ϕ)(tˆ, xˆ) = 0 by adding (u∗ − ϕ)(tˆ, xˆ) to ϕ.
Fix ρ > 0 such that tˆ−ρ > a. Since u∗ is usc (upper semicontinuous), there exists
a sequence uσ ∈ C([0, T ]×O) such that uσ ց u∗ pointwise in [0, T ]×O as σ ց 0.
Moreover, there exists a sequence ϕσ ∈ C
1,2((0, T ]× O) ∩ C([0, T ]× O) such that
ϕσ = ϕ in B((tˆ, xˆ), ρ/2)∩ ((0, T ]∩O), u∗ ≤ ϕσ ≤ uσ+σ in ([0, T ]×O)\B((tˆ, xˆ), ρ),
and u∗ ≤ ϕσ ≤ ϕ in B((tˆ, xˆ), ρ) (see, e.g., [5] for such a construction of ϕσ). It is
easy to see thatmax[0,T ]×O(u
∗ − ϕσ) = (u
∗ − ϕσ)(tˆ, xˆ).
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Since u is a subsolution of (2.1) in (a, T ]×O, we have
(2.5) J [ϕσ](tˆ, xˆ) +K(0,tˆ)[ϕσ](tˆ, xˆ) + F∗(tˆ, xˆ, u
∗(tˆ, xˆ),∇ϕσ(tˆ, xˆ),∇
2ϕσ(tˆ, xˆ)) ≤ 0
It is clear that limσ→0 J [ϕσ](tˆ, xˆ) = J [u
∗](tˆ, xˆ) and (∇ϕσ,∇2ϕσ) = (∇ϕ,∇2ϕ) at
(tˆ, xˆ). We see that
K(0,tˆ)[ϕσ](tˆ, xˆ) = K(0,ρ)[ϕσ](tˆ, xˆ) +K(ρ,tˆ)[ϕσ](tˆ, xˆ)
≥ K(0,ρ)[ϕ](tˆ, xˆ) +K(ρ,tˆ)[ϕσ](tˆ, xˆ)
(2.6)
and that limσ→0K(ρ,tˆ)[ϕσ](tˆ, xˆ) = K(ρ,tˆ)[u
∗](tˆ, xˆ) due to the dominated conver-
gence theorem. Thus taking the limit infimum in (2.5) as σ → 0 after estimating by
(2.6) yields
J [u∗](tˆ, xˆ) +K(0,ρ)[ϕ](tˆ, xˆ) +K(ρ,tˆ)[u
∗](tˆ, xˆ)
+ F∗(tˆ, xˆ, u
∗(tˆ, xˆ),∇ϕ(tˆ, xˆ),∇2ϕ(tˆ, xˆ)) ≤ 0.
(2.7)
Note that this holds for any small ρ > 0. In order to end the proof, we shall prove
thatK(0,tˆ)[u
∗](tˆ, xˆ) exists and that
(2.8) lim
ρ→0
(K(0,ρ)[ϕ](tˆ, xˆ) +K(ρ,tˆ)[u
∗](tˆ, xˆ)) = K(0,tˆ)[u
∗](tˆ, xˆ).
We introduce the function
vρ(τ) =
{
u∗(tˆ, xˆ)− u∗(tˆ− τ, xˆ) =: v0(τ) for τ ∈ [ρ, tˆ],
ϕ(tˆ, xˆ)− ϕ(tˆ − τ, xˆ) for τ ∈ [0, ρ)
and set
K[vρ] :=
α
Γ(1− α)
∫ tˆ
0
vρ(τ)
dτ
τα+1
= K(0,ρ)[ϕ](tˆ, xˆ) +K(ρ,tˆ)[u
∗](tˆ, xˆ).
Notice that K[v−ρ ] exists for each ρ > 0 (see Proposition 2.1). Fix a small ρ
′ > 0.
From (2.7) we have
(2.9) −∞ < K[v+ρ ]−K[v
−
ρ′ ] + C ≤ K[v
+
ρ ]−K[v
−
ρ ] + C ≤ 0 for ρ ≤ ρ
′,
where C := J [u∗](tˆ, xˆ) + F∗(tˆ, xˆ, u
∗(tˆ, xˆ),∇ϕ(tˆ, xˆ),∇2ϕ(tˆ, xˆ)). Hence K[v+ρ ] also
exists for each ρ > 0. Clearly, v+ρ ր v
+
0 and v
−
ρ ց v
−
0 as ρ ց 0. Thus the mono-
tone convergence theorem implies that limρ→0K[v
+
ρ ] = K[v
+
0 ] and limρ→0K[v
−
ρ ] =
K[v−0 ]. In view of (2.9) it turns out that K[v
+
0 ] and K[v
−
0 ] are finite. Therefore
K(0,tˆ)[u
∗](tˆ, xˆ) = K[v+0 ] +K[v
−
0 ] exists and (2.8) follows. 
Remark 2.6. In (i) of Definition 2.2 the maximummay be replaced by a strict maxi-
mum in the sense that
(2.10) (u∗ − ϕ)(t, x) < (u∗ − ϕ)(tˆ, xˆ), (t, x) 6= (tˆ, xˆ), (t, x) ∈ (0, T ]×O
or by a local strict maximum in the sense that (2.10) holds with some neighborhood
of (tˆ, xˆ) instead of (0, T ]×O. Similarly, in (ii) of Definition 2.2, the minimum may
be replaced by a strict minimum or by a strict local minimum. Similar things are
valid for Proposition 2.5.
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Let u : [0, T ] × O → R be such that −∞ < u∗ ≤ u∗ < +∞ in [0, T ] × O, and
(t, x) ∈ (a, T ]× O. The set of parabolic superjets of u∗ and parabolic subjets of u∗
at (t, x) are defined as
P+u∗(t, x)
=
{
(∂tϕ(t, x),∇ϕ(t, x),∇
2ϕ(t, x))
∣∣∣∣ ϕ ∈ C1,2 such that u∗ − ϕ attainsa local maximum at (t, x)
}
.
and P−u∗(t, x) = −P+(−u)∗(t, x), respectively. We do not use the first derivatives
in time, i.e., the first elements of P+u∗(t, x) and P−u∗(t, x). Thus we introduce
subsets as
P˜+u∗(t, x) := {(p,X) ∈ Rd × Sd | there is a ∈ R such that (a, p,X) ∈ P+u∗(t, x)}
and P˜−u∗(t, x) := −P˜+(−u)∗(t, x). Note that if u is once differentiable in time and
continuously twice differentiable in space at (t, x), then P˜+u∗(t, x) = P˜−u∗(t, x) =
{(∇u(t, x),∇2u(t, x))}. In view of definitions of these sets, the following equiva-
lence is immediate.
Proposition 2.7. A function u : [0, T ]×O→ R is a subsolution (resp. supersolution) of
(2.1) in (a, T ]×O if and only if u∗ < +∞ (resp. u∗ > −∞) in [0, T ]×O,K(0,t)[u
∗](t, x)
(resp. K(0,t)[u∗](t, x)) exists and
J [u∗](t, x) +K(0,t)[u
∗](t, x) + F∗(t, x, u
∗(t, x), p,X) ≤ 0
(resp. J [u∗](t, x) +K(0,t)[u∗](t, x) + F
∗(t, x, u∗(t, x), p,X) ≤ 0)
for all (t, x) ∈ (a, T ]×O and (p,X) ∈ P˜+u∗(t, x) (resp. P˜−u∗(t, x)).
We finish this section by presenting two types of stability of a solution. The
proofs are simple modifications of those of [24, Theorems 5.1 and 5.2], so we do
not give the details here. We note that the analogue of the vanishing viscosity can
be obtained by a similar argument.
Let A be a set in RN with N ≥ 1. For a sequence of functions hσ : A → R,
where σ ∈ R, the upper half-relaxed limit lim sup *σ→σ′ hσ and the lower half-
relaxed limit lim inf *σ→σ′ hσ are defined as
(lim sup *
σ→σ′
hσ)(x) := lim
ρ→0
sup{hσ(y) | y ∈ A ∩B(x, ρ), 0 < |σ − σ
′| < ρ}
and (lim inf *σ→σ′ hσ)(x) := −(lim sup
*
σ→σ′ (−hσ))(x) for x ∈ A, respectively.
Proposition 2.8 (Stability). (i) Let Fσ :W → R be a function such that−∞ < (Fσ)∗ ≤
(Fσ)
∗ < +∞ inW for each σ > 0. Assume that
F∗ ≤ lim inf
ε→0
∗(Fσ)∗ (resp. F
∗ ≥ lim sup
ε→0
∗(Fσ)
∗) inW .
For each σ > 0 let uσ be a subsolution (resp. supersolution) of
∂αt uσ + Fσ(t, x, uσ,∇uσ,∇
2uσ) = 0 in (a, T ]×O.
Then lim sup *σ→0 uσ (resp. lim inf *σ→0 uσ) is a subsolution (resp. supersolution) of
(2.1) in (a, T ]× O provided that lim sup *σ→0 uσ < +∞ (resp. lim inf *σ→0 uσ > −∞)
in [0, T ]×O.
(ii) For each α ∈ (0, 1) let uα be a subsolution (resp. supersolution) of (2.1) in (a, T ]×
O where the order of the Caputo time fractional derivative is α. Let β ∈ (0, 1]. Then
lim sup *α→β uα (resp. lim inf *α→β uα) is a subsolution (resp. supersolution) of (2.1)
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in (a, T ]× O where the order of the Caputo time fractional derivative is β, provided that
lim sup *α→β uα < +∞ (resp. lim inf *α→β uα > −∞) in [0, T ]×O.
3. EXISTENCE AND UNIQUENESS FOR THE CAUCHY-DIRICHLET PROBLEM
The goal of this section is to obtain a unique existence of a solution for the
Cauchy-Dirichlet problem of the form
(3.1)

∂αt u+ F (t, x, u,∇u,∇
2u) = 0 in (0, T ]× Ω,
u = 0 on (0, T ]× ∂Ω,
u|t=0 = u0 in Ω.
Here Ω is a bounded domain in Rd. The boundary condition is interpreted in the
strong sense.
Definition 3.1. A function u : [0, T ] × Ω → R is a (viscosity) subsolution (resp.
supersolution) of (3.1) if it is a (viscosity) subsolution (resp. supersolution) of (2.1)
in (0, T ] × Ω, u∗ ≤ 0 (resp. u∗ > −∞) on (0, T ] × ∂Ω, and u
∗(0, ·) ≤ u0 (resp.
u∗(0, ·) ≥ u0) in Ω. If a function u : [0, T ] × Ω → R is both a (viscosity) sub- and
supersolution of (3.1), then u is called a (viscosity) solution of (3.1).
We list our assumptions on F and u0.
(A1) F ∈ C((0, T ]× Ω×R×Rd × Sd),
(A2) for all (t, x, p,X) ∈ (0, T ]× Ω×Rd × Sd
F (t, x, w1, p,X)− F (t, x, w2, p,X) ≥ 0 if w1 ≥ w2,
(A3) there is amodulus of continuity ω : [0,∞]→ [0,∞] that satisfies limrց0 ω(r) =
0 such that
F (t, x, w, σ−1(x− y),−Y )− F (t, y, w, σ−1(x − y), X)
≤ ω(|x− y|(1 + σ−1|x− y|))
for all (t, x, y, w) ∈ (0, T ]× Ω× Ω×R,X,Y ∈ Sd, and σ > 0 satisfying(
X O
O Y
)
≤
2
σ
(
I −I
−I I
)
,
(A4) u0 ∈ C(Ω) that satisfies u0 = 0 on ∂Ω.
As is known, (A1) and (A3) yield the degenerate ellipticity (2.3) of F . We note
that the assumptions (A1)-(A3) are easily weakened. For discussion of assump-
tions, see [17], [23] and references therein.
3.1. Comparison principle. In this subsection we prove a comparison principle.
For this purpose we present a key lemma inspired by [28, Proposition 5.1], [29,
Proposition IV.1], and [31]. The proof of the lemma is postponed to the next sec-
tion. For bounded functions u, v : [0, T ]×Ω→ R and a parameter ε > 0, let uε and
vε denote the sup- and inf-convolution in space of u and v, respectively. Namely,
uε(t, x) = sup
x′∈Ω
{u(t, x′)− ε−1|x− x′|2} and
vε(t, x) = inf
x′∈Ω
{v(t, x′) + ε−1|x− x′|2}
for (t, x) ∈ [0, T ]×Ω. We write a∨ b = max{a, b} and a∧ b = min{a, b} for a, b ∈ R.
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Lemma 3.2. Assume (A1) and (A2). Let u, v : [0, T ] × Ω → R be a bounded usc
subsolution and a bounded lsc supersolution of (2.1) in (0, T ] × Ω, respectively. Let
ϕ ∈ C2([0, T ] × Ω × Ω) and set Ωε := {x ∈ Ω | dist(x, ∂Ω) > Mε1/2} with
M := (2 sup[0,T ]×Ω |u|)
1/2 ∨ (2 sup[0,T ]×Ω |v|)
1/2, where dist(x, ∂Ω) := infy∈∂Ω |x− y|
and ε > 0. Let (t¯, x¯, y¯) ∈ (0, T ]× Ωε × Ωε be such that
max
(t,x,y)∈[0,T ]×Ωε×Ωε
(uε(t, x)− vε(t, y)− ϕ(t, x, y)) = u
ε(t¯, x¯)− vε(t¯, y¯)− ϕ(t¯, x¯, y¯).
Then there exist two matrices X,Y ∈ Sd satisfying
(3.2) −
2
ε
(
I O
O I
)
≤
(
X O
O Y
)
≤ ∇2x,yϕ(t¯, x¯, y¯).
such thatK(0,t¯)[u
ε](t¯, x¯)−K(0,t¯)[vε](t¯, y¯) exist and
J [uε](t¯, x¯)− J [vε](t¯, y¯) +K(0,t¯)[u
ε](t¯, x¯)−K(0,t¯)[vε](t¯, y¯)
+ Fε(t¯, x¯, u
ε(t¯, x¯),∇xϕ(t¯, x¯, y¯), X)− F
ε(t¯, y¯, vε(t¯, y¯),−∇yϕ(t¯, x¯, y¯),−Y ) ≤ 0.
(3.3)
Here I denotes the d× d identity matrix,
Fε(t, x, w, p,X) = min{F (t, x
′, w, p,X) | x′ ∈ B(x,Mε1/2)}, and
F ε(t, x, w, p,X) = max{F (t, x′, w, p,X) | x′ ∈ B(x,Mε1/2)}.
For the reader’s conveniencewe give basic properties of the sup- and inf-convolution
here. See, e.g., [7], [12], and [36] for the proof.
Proposition 3.3. Let D be a bounded domain in RN with N ≥ 1 and f : D → R be a
bounded function. For ε > 0 let f ε, fε be real-valued functions onR
N defined by
f ε(z) = sup
z′∈D
{f(z′)− ε−1|z − z′|2} and
fε(z) = inf
z′∈D
{f(z′) + ε−1|z − z′|2}.
Then the following properties hold:
(i) fε = −(−f)ε onRN ,
(ii) f ≤ f ε ≤ supD |f | onD,
(iii) Let C > 0 be such that C ≥ (2 supD |f |)
1/2. Set Dε = {y ∈ D | dist(y, ∂D) >
Cε1/2}. For ε > 0 such that Dε 6= ∅ and x ∈ Dε there exists x′ ∈ B(x,Cε1/2)
such that f ε(x) = f(x′)− ε−1|x− x′|2,
(iv) f ε is semiconvex, that is,∇2f ε ≥ −(2ε)−1IN inD (in the sense of distributions),
where IN denotes theN ×N identity matrix.
Theorem 3.4 (Comparison principle). Assume (A1), (A2), and (A3). Let u, v : [0, T ]×
Ω→ R be a bounded usc subsolution and a bounded lsc supersolution of (2.1) in (0, T ]×
Ω, respectively. If u ≤ v on ({0} × Ω) ∪ ([0, T ]× ∂Ω), then u ≤ v on [0, T ]× Ω.
Proof. We suppose that max[0,T ]×Ω(u − v) =: θ > 0 and shall get a contradiction.
For σ > 0 we define a function Φ on [0, T ]× Ω× Ω by
Φ(t, x, y) = u(t, x)− v(t, y)−
|x− y|2
σ
.
SinceΦ is usc on the compact set [0, T ]×Ω×Ω, there is amaximumpoint (tσ, xσ, yσ) ∈
[0, T ]× Ω × Ω of Φ. It is standard [17, Lemma 3.1] that (tσ, xσ, yσ) converges to a
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(tˆ, xˆ, xˆ) ∈ (0, T ]×Ω×Ω such that (u−v)(tˆ, xˆ) = θ as σ → 0 by taking a subsequence
if necessary and that limσ→0 σ
−1|xσ−yσ|2 = 0. Notice that tˆ 6= 0 and xˆ 6∈ ∂Ω since,
otherwise, it would contradict the assumption that u ≤ v on ({0}×Ω)∪([0, T ]×∂Ω).
We may assume that all maximum points of Φ and (tˆ, xˆ, xˆ) are in (0, T ]× Ωε × Ωε
by letting σ and ε smaller.
Let (tσ,ε, xσ,ε, yσ,ε) be a maximum point of
Φε(t, x, y) := u
ε(t, x)− vε(t, y)−
|x− y|2
σ
on [0, T ] × Ωε × Ωε. As in [29, Section III] (or Proposition 4.3 of this paper), it
follows that (tσ,ε, xσ,ε, yσ,ε) converges to a maximum point of Φ as ε → 0. Hence
(tσ,ε, xσ,ε, yσ,ε) ∈ (0, T ] × Ωε × Ωε for sufficiently small ε. We denote the limit of
(tσ,ε, xσ,ε, yσ,ε) as σ, ε→ 0 by (tˆ, xˆ, xˆ), although it is not necessarily the same as the
above one. Since
Φε(tσ,ε, xσ,ε, yσ,ε) = max
(t,x,y)∈[0,T ]×Ωε×Ωε
Φε(t, x, y)
≥ max
(t,x,y)∈[0,T ]×Ωε×Ωε
Φ(t, x, y)
≥ max
(t,x)∈[0,T ]×Ωε
Φ(t, x, x) = θ > 0,
we have uε(tσ,ε, xσ,ε)− vε(tσ,ε, yσ,ε) ≥ θ > 0 and so uε(tσ,ε, xσ,ε) ≥ vε(tσ,ε, yσ,ε).
We now apply Lemma 3.2with (t¯, x¯, y¯) = (tσ,ε, xσ,ε, yσ,ε) andϕ(t, x, y) = σ
−1|x−
y|2 to obtain two matricesX,Y ∈ Sd satisfying
−
2
ε
(
I O
O I
)
≤
(
X O
O Y
)
≤
2
σ
(
I −I
−I I
)
such that
J [uε](tσ,ε, xσ,ε)− J [vε](tσ,ε, yσ,ε) +K(0,tσ,ε)[u
ε](tσ,ε, xσ,ε)−K(0,tσ,ε)[vε](tσ,ε, yσ,ε)
+ Fε(tσ,ε, xσ,ε, u
ε(tσ,ε, xσ,ε), p,X)− F
ε(tσ,ε, yσ,ε, vε(tσ,ε, yσ,ε), p,−Y ) ≤ 0,
(3.4)
where p := 2σ−1(xσ,ε − yσ,ε). Let (x′σ,ε, y
′
σ,ε) ∈ B(xσ,ε,Mε
1/2) × B(yσ,ε,Mε1/2)
such that
uε(0, xσ,ε) = u(0, x
′
σ,ε)− ε
−1|xσ,ε − x
′
σ,ε|
2 and
vε(0, yσ,ε) = v(0, y
′
σ,ε) + ε
−1|yσ,ε − y
′
σ,ε|
2.
Since x′σ,ε and y
′
σ,ε converge to xˆ as σ, ε→ 0, we find that
lim sup
σ,ε→0
(uε(0, xσ,ε)− vε(0, yσ,ε)) ≤ lim sup
σ,ε→0
(u(0, x′σ,ε)− v(0, y
′
σ,ε)) ≤ (u− v)(0, xˆ)
and so that
lim inf
σ,ε→0
(J [uε](tσ,ε, xσ,ε)− J [vε](tσ,ε, yσ,ε)) ≥ lim inf
σ,ε→0
θ − uε(0, xσ,ε) + vε(0, yσ,ε)
tασ,εΓ(1− α)
≥
θ − (u− v)(0, xˆ)
tˆαΓ(1 − α)
.
Since Φε(tσ,ε, xσ,ε, yσ,ε) ≥ Φε(tσ,ε − τ, xσ,ε, yσ,ε), that is, uε(tσ,ε, xσ,ε) − uε(tσ,ε −
τ, xσ,ε)− vε(tσ,ε, yσ,ε) + vε(tσ,ε − τ, yσ,ε) ≥ 0 for all τ ∈ [0, tσ,ε], we have
(3.5) K(0,tσ,ε)[u
ε](tσ,ε, xσ,ε)−K(0,tσ,ε)[vε](tσ,ε, yσ,ε) ≥ 0.
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Let (x′′σ,ε, y
′′
σ,ε) ∈ B(xσ,ε,Mε
1/2)×B(yσ,ε,Mε1/2) such that
Fε(tσ,ε, xσ,ε, u
ε(tσ,ε, xσ,ε), p,X) = F (tσ,ε, x
′′
σ,ε, u
ε(tσ,ε, xσ,ε), p,X) and
F ε(tσ,ε, yσ,ε, vε(tσ,ε, yσ,ε), p,−Y ) = F (tσ,ε, y
′′
σ,ε, vε(tσ,ε, yσ,ε), p,−Y ).
By (A2) and (A3) we see that
Fε(tσ,ε, xσ,ε, u
ε(tσ,ε, xσ,ε), p,X)− F
ε(tσ,ε, yσ,ε, vε(tσ,ε, yσ,ε), p,−Y )
≥ −ω(|x′′σ,ε − y
′′
σ,ε|(1 + σ
−1|x′′σ,ε − y
′′
σ,ε|).
(3.6)
Therefore, taking the limit infimum in (3.4) as σ, ε → 0 after applying (3.5) and
(3.6) yields
θ − (u− v)(0, xˆ)
tˆαΓ(1− α)
≤ 0
since limσ→0 limε→0 ω(|x′′σ,ε − y
′′
σ,ε|(1 + σ
−1|x′′σ,ε − y
′′
σ,ε|) = 0. However, this is a
contradiction since θ > 0 and (u − v)(0, xˆ) ≤ 0. 
3.2. Existence of a solution. We show an existence theorem by Perron’s method.
Theorem 3.5 (Existence of a solution). Assume that (A1), (A2), (A3), and (A4). Let
u−, u+ : [0, T ]×Ω→ R be a subsolution and a supersolution of (3.1)with (u−)∗ > −∞,
(u+)
∗ < +∞ in [0, T ] × Ω. Assume that (u−)∗ = (u+)∗ = 0 on [0, T ] × ∂Ω and
(u−)∗(0, ·) = (u+)∗(0, ·) = u0 on Ω. Then there exists a solution u ∈ C([0, T ] × Ω) of
(3.1) that satisfies u− ≤ u ≤ u+ in [0, T ]× Ω.
Lemma 3.6. Assume (A1). Let S be a nonempty set of subsolutions (resp. supersolutions)
of (2.1) in (0, T ]× Ω. Set
u(t, x) := sup{v(t, x) | v ∈ S} (resp. inf{v(t, x) | v ∈ S})
for (t, x) ∈ [0, T ]×Ω. Then u is a subsolution (resp. supersolution) of (2.1) in (0, T ]×Ω
provided that u∗ < +∞ (resp. u∗ > −∞) in [0, T ]× Ω.
Lemma 3.7. Assume (A1) and (A2). Let u+ : [0, T ] × Ω → R be a supersolution of
(2.1) in (0, T ]× Ω. Let S be a nonempty set of subsolutions u of (2.1) in (0, T ]× Ω such
that if u ∈ S, then u ≤ u+ in [0, T ] × Ω. If u ∈ S is not a supersolution of (2.1) in
(0, T ]× Ω with u∗ > −∞ in [0, T )× Ω, then there exists a function w ∈ S and a point
(s, y) ∈ (0, T ]× Ω such that u(s, y) < w(s, y).
Theorem 3.5 follows from lemmas 3.6 and 3.7 as in [27]. Both lemmas can be
proved by slightly modifying proofs of [24, Lemma 4.1 and Theorem 4.2]. We only
give a simpler proof for Lemma 3.7.
Proof of Lemma 3.7. Since u ∈ S is not a supersolution of (2.1) in (0, T ] × Ω, there
exists ((tˆ, xˆ), ϕ) ∈ ((0, T ]×Ω)× (C1,2((0, T ]×Ω) ∩C([0, T ]×Ω)) such that u∗ − ϕ
attains a strict zero minimum at (tˆ, xˆ) and
(3.7) J [ϕ](tˆ, xˆ) +K(0,tˆ)[ϕ](tˆ, xˆ) + F (tˆ, xˆ, ϕ(tˆ, xˆ),∇ϕ(tˆ, xˆ),∇
2ϕ(tˆ, xˆ)) < 0.
Proposition 2.1 and the dominated convergence theorem imply that (t, x) 7→ K(0,t)[ϕ](t, x)
is continuous in (0, T ]× Ω. Thus, for sufficiently small ρ > 0 and r > 0, we have
(3.8) J [ϕ](t, x) +K(0,t)[ϕ](t, x) + F (t, x, ϕ(t, x) + ρ,∇ϕ(t, x),∇
2ϕ(t, x)) ≤ 0
for (t, x) ∈ B2r := B((tˆ, xˆ), 2r) ∩ ((0, T ]× Ω).
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It is easy to see that ϕ ≤ u∗ ≤ (u+)∗ in [0, T ]× Ω. We notice that ϕ < (u+)∗ at
(tˆ, xˆ). Indeed, if ϕ = (u+)∗ at (tˆ, xˆ), thenmin[0,T ]×Ω((u+)∗−ϕ) = ((u+)∗−ϕ)(tˆ, xˆ).
Since u+ is a supersolution of (2.1) in (0, T ]×Ω, the inequality (3.7) is contradictory.
Set λ := 12 ((u+)∗−ϕ)(xˆ, tˆ) > 0. Since (u+)∗−ϕ is lsc, we see that ϕ+λ ≤ (u+)∗ in
B2r by letting r smaller if necessary. Note thus that ϕ + λ ≤ u+ in B2r. Note also
that there is λ′ ∈ (0, λ ∧ ρ) such that ϕ + 2λ′ ≤ u∗ ≤ u∗ in ([0, T ]× B(xˆ, 2r)) \ Br
since u∗ > ϕ in ([0, T ]× Ω) \ {(tˆ, xˆ)}.
Let a function w on [0, T ]× Ω be defined by
w =
{
u ∨ (ϕ+ λ′) in Br,
u in ([0, T ]× Ω) \Br.
We claim that w ∈ S. Clearly, w ≤ u+ in [0, T ]× Ω, so it suffices to prove that w is
a subsolution of (2.1) in (0, T ]× Ω. To this end, we take ((sˆ, yˆ), ψ) ∈ ((0, T ]× Ω)×
(C1,2((0, T ]×Ω)∩C([0, T ]×Ω)) that satisfiesmax[0,T ]×Ω(w
∗−ψ) = (w∗−ψ)(sˆ, yˆ) =
0.
Assume that w∗ = u∗ at (sˆ, yˆ). Thenmax[0,T ]×Ω(u
∗ − ψ) = (u∗ − ψ)(tˆ, xˆ). Since
u is a subsolution of (2.1) in (0, T ]× Ω, we get the desired inequality.
Assume that w∗ = ϕ + λ′ at (sˆ, yˆ). Notice then that (sˆ, yˆ) ∈ Br. The definition
of w implies that w(sˆ− τ, yˆ) ≥ ϕ(sˆ− τ, yˆ) + λ′ for all τ ∈ [0, sˆ]. Hence we see that
ψ(sˆ, yˆ)− ψ(sˆ− τ, yˆ)− ϕ(sˆ, yˆ) + ϕ(sˆ− τ, yˆ) = λ′ − ψ(sˆ− τ, yˆ) + ϕ(sˆ− τ, yˆ)
≤ −ψ(sˆ− τ, yˆ) + w∗(sˆ− τ, yˆ)
≤ 0
for all τ ∈ [0, sˆ]. This yields J [ψ](sˆ, yˆ) ≤ J [ϕ](sˆ, yˆ) andK(0,sˆ)[ψ](sˆ, yˆ) ≤ K(0,sˆ)[ϕ](sˆ, yˆ).
We also see thatϕ+λ′−ψ attains a local zeromaximum at (sˆ, yˆ), so that (∇ψ,∇2ψ) =
(∇ϕ,∇2ϕ) at (sˆ, yˆ). In consequence, by (3.8) and (A2) it follows that
J [ψ](sˆ, yˆ) +K(0,sˆ)[ψ](sˆ, yˆ) + F (sˆ, yˆ, ψ(sˆ, yˆ),∇ψ(sˆ, yˆ),∇
2ψ(sˆ, yˆ))
≤ J [ϕ](sˆ, yˆ) +K(0,sˆ)[ϕ](sˆ, yˆ) + F (sˆ, yˆ, ϕ(sˆ, yˆ) + λ
′,∇ϕ(sˆ, yˆ),∇2ϕ(sˆ, yˆ)) ≤ 0,
which asserts our claim.
Let (tσ, xσ) be a sequence such that (tσ, xσ, u(tσ, xσ))→ (tˆ, xˆ, u∗(tˆ, xˆ)) as σ ց 0.
Then we have
lim inf
σ→0
(w(tσ , xσ)− u(tσ, xσ)) ≥ lim
σ→0
(ϕ(tσ, xσ) + λ
′ − u(tσ, xσ)) = λ
′ > 0.
This means that there is a point (t, x) ∈ [0, T ]× Ω such that w(t, x) > u(t, x). 
Finally, we would like to point out that sub- and supersolutions assumed in
Theorem 3.5 are obtained by slightly extending the construction method in case of
α = 1 given, e.g., by Demengel [19]. As an example let us consider the following
simple equation under the same initial-boundary condition as (3.1).
∂αt u−∆u = 0 in (0, T ]× Ω.
For any fixed parameters (s, y) ∈ ({0} × Ω) ∪ ((0, T ]× ∂Ω) and ε > 0 we define
us,y,ε− (t, x) =
{
g(s, y)− ε− C1(ρ1(t) + ρ2(x)) if (s, y) ∈ (0, T ]× ∂Ω,
g(0, y)− ε− C2(
1
Γ(1+α) t
α + 12d |x− y|
2) if (s, y) ∈ {0} × Ω
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for (x, t) ∈ [0, T ]×Ω. Here,C1 andC2 are sufficiently large constants, g is a function
on ({0} × Ω) ∪ ((0, T ]× ∂Ω) that represents the initial-boundary condition,
ρ1(t) =
αt1+α − (1 + α)stα + s1+α
Γ(2 + α)T
,
and ρ2 is a real-valued function on Ω satisfying
−∆ρ2 ≥ 1 in Ω (in the viscosity sense), ρ2 > 0 on Ω \ {y}, ρ2(y) = 0.
We note that, in the definition of us,y,ε− , only terms ρ1 and t
α are extended from
one handled in [?]. By a very similar argument (without additional step) it can
be proved that us,y,ε− is a bounded subsolution of the initial-boundary problem
that satisfies us,y,ε− (s, y) = g(s, y) − ε. Therefore Lemma 3.6 implies that u− :=
sup{us,y,ε− | (s, y) ∈ ({0} × Ω) ∪ ((0, T ]× ∂Ω), ε > 0} is a desired subsolution. The
same change also enables us to construct sub- and supersolutions for equations
with more general F handled in [19].
4. PROOF OF LEMMA 3.2
This section is devoted to prove Lemma 3.2 which played the important role in
proving the comparison principle (Theorem 3.4). We follow conventional proce-
dures. That is, the proof consists of finding appropriate semijets using the regu-
larization of a solution by sup- and inf-convolutions in space-time (See [14], [15],
and [29] for example). We first prove a weaker case t¯ 6= T .
Proposition 4.1. Let u, v and F be as in Lemma 3.2. Assume that (t¯, x¯, y¯) ∈ (0, T ) ×
Ωε × Ωε. Then the same conclusion as Lemma 3.2 holds.
For functions u, v : [0, T ]×Ω→ R, parameters ε > 0, and δ > 0, let uε,δ and vε,δ
denote the sup- and inf-convolution in time of uε and vε, respectively. Namely,
uε,δ(t, x) = sup
t′∈[0,T ]
{uε(t′, x)− δ−1|t− t′|2} and
vε,δ(t, x) = inf
t′∈[0,T ]
{vε(t
′, x) + δ−1|t− t′|2}
for [0, T ]× Ω.
Proposition 4.2. Assume (A1) and (A2). Let u, v : [0, T ] × Ω → R be a bounded
usc subsolution and a lsc supersolution of (2.1) in (0, T ] × Ω. Then uε,δ and vε,δ are a
subsolution and a supersolution of
∂αt u
ε,δ + Fε,δ(t, x, u
ε,δ,∇uε,δ,∇2uε,δ) = ηuδ in (Mδ
1/2, T ]× Ωε and
∂αt vε,δ + F
ε,δ(t, x, vε,δ,∇vε,δ,∇
2vε,δ) = η
v
δ in (Mδ
1/2, T ]× Ωε,
respectively. Here
Fε,δ(t, x, w, p,X) = min{F (t
′, x′, w, p,X) | |t− t′| ≤Mδ1/2, x′ ∈ B(x,Mε1/2)},
F ε,δ(t, x, w, p,X) = max{F (t′, x′, w, p,X) | |t− t′| ≤Mδ1/2, x′ ∈ B(x,Mε1/2)},
and ηuδ , η
v
δ are constants such that η
u
δ , η
v
δ → 0 as δ → 0.
Proof. We only prove for subsolution since a similar argument applies to the other
case. The assertion that K(0,tˆ)[u
ε,δ](tˆ, xˆ) exists is a consequence that uε,δ is Lips-
chitz continuous with respect to time in [0, T ].
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We take ((tˆ, xˆ), ϕ) ∈ ((Mδ1/2, T ]× Ωε)× C1,2((Mδ1/2, T ]× Ωε) that satisfies
max
(Mδ1/2,T ]×Ωε
(uε,δ − ϕ) = (uε,δ − ϕ)(tˆ, xˆ).
Let (t′, x′) ∈ [tˆ−Mδ1/2, tˆ+Mδ1/2]×B(xˆ,Mε1/2) be such that
uε,δ(tˆ, xˆ) = uε(t′, xˆ)− δ−1|tˆ− t′|2 and(4.1)
uε(t′, xˆ) = u(t′, x′)− ε−1|xˆ− x′|2.(4.2)
Observe that
u(t′, x′)− ε−1|xˆ− x′|2 − δ−1|tˆ− t′|2 − ϕ(tˆ, xˆ)
= (uε,δ − ϕ)(tˆ, xˆ)
≥ uε,δ(t− t′ + tˆ, x− x′ + xˆ)− ϕ(t− t′ + tˆ, x− x′ + xˆ)
≥ u(t, x)− ε−1|xˆ− x′|2 − δ−1|tˆ− t′|2 − ϕ(t− t′ + tˆ, x− x′ + xˆ)
for (t, x) in a neighborhood of (t′, x′). This means that (t, x) 7→ u(t, x)− ϕ(t− t′ +
tˆ, x− x′ + xˆ) attains a local maximum at (t′, x′). Since u is a subsolution of (2.1) in
(0, T ]× Ω, we find thatK(0,t′)[u](t
′, x′) exists and
(4.3) J [u](t′, x′) +K(0,t′)[u](t
′, x′) + F (t′, x′, u(t′, x′),∇ϕ(tˆ, xˆ),∇2ϕ(tˆ, xˆ)) ≤ 0.
By a similar observation, we find that (t, x) 7→ uε(t, x)−ϕ(t− t′ + tˆ, x) attains a
local maximum at (t′, xˆ). There is a ϕ˜ ∈ C1,2((0, T ]× Ω) ∩ C([0, T ]× Ω) such that
ϕ˜(t, x) = ϕ(t− t′+ tˆ, x) for (t, x) in a sufficiently small neighborhood of (t′, xˆ) and
(4.4) max
[0,T ]×Ω
(uε − ϕ˜) = (uε − ϕ˜)(t′, xˆ).
It is easy to see that
(4.5) ϕ˜(t′, xˆ)− ϕ˜(t′ − τ, xˆ) ≤ uε(t′, xˆ)− uε(t′ − τ, xˆ) ≤ u(t′, x′)− u(t′ − τ, x′)
for all τ ∈ [0, t′]. Indeed, the left-hand inequality follows from (4.4), and the right-
hand inequality is obtained by combining (4.2) with the inequality uε(t′ − τ, xˆ) ≥
u(t′ − τ, x′) − ε−1|xˆ − x′|2. Since K(0,t′)[ϕ˜](t
′, xˆ) and K(0,t′)[u](t
′, x′) exist, it turns
out thatK(0,t′)[u
ε](t′, xˆ) exists. The right-hand inequality of (4.5) also yields
(4.6) J [u](t′, x′) +K(0,t′)[u](t
′, x′) ≥ J [uε](t′, xˆ) +K(0,t′)[u
ε](t′, xˆ).
We next see that
(4.7) J [uε](t′, xˆ) +K(0,t′)[u
ε](t′, xˆ) =
α
Γ(1− α)
∫ ∞
0
(uε(t′, xˆ)− u¯ε(t′ − τ, xˆ))
dτ
τα+1
,
where the function u¯ε : (−∞, T ]× Ω→ R is defined by
u¯ε(t, x) :=
{
uε(t, x) for (t, x) ∈ [0, T ]× Ω,
uε(0, x) for (t, x) ∈ (−∞, 0]× Ω.
We define u¯ε,δ : (−∞, T ] × Ω → R for uε,δ in the same manner. In the case of (i)
τ ≥ tˆ+Mδ1/2, (ii) τ ≤ tˆ−Mδ1/2, (iii) tˆ−Mδ1/2 ≤ τ ≤ tˆ+Mδ1/2, we evaluate the
integrand on the right-hand side of (4.7).
(i) From (4.1) and definitions of u¯ε and uε,δ it is seen that
uε(t′, xˆ)− u¯ε(t′ − τ, xˆ) = uε,δ(tˆ, xˆ) + δ−1|tˆ− t′|2 − uε(0, xˆ)
≥ uε,δ(tˆ, xˆ)− uε,δ(0, xˆ).
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(ii) Similarly, it is also seen that
uε(t′, xˆ)− u¯ε(t′ − τ, xˆ) = uε,δ(tˆ, xˆ)− (−δ−1|tˆ− t′|2 + uε(t′ − τ, xˆ))
≥ uε,δ(tˆ, xˆ)− uε,δ(tˆ− τ, xˆ).
(iii) Since sup(−∞,T ]×Ω |u¯
ε,δ| ≤ sup[0,T ]×Ω |u|, it is seen that
uε(t′, xˆ)− u¯ε(t′ − τ, xˆ)
≥ uε,δ(tˆ, xˆ)− u¯ε,δ(tˆ− τ, xˆ) + (u¯ε,δ(tˆ− τ, xˆ)− u¯ε(t′ − τ, xˆ))
≥ uε,δ(tˆ, xˆ)− u¯ε,δ(tˆ− τ, xˆ)− 2 sup
[0,T ]×Ω
|u|.
Thus we find that
J [uε](t′, xˆ) +K(0,t′)[u
ε](t′, xˆ)
≥
α
Γ(1− α)
(∫ ∞
0
(uε,δ(tˆ, xˆ)− u¯ε,δ(tˆ− τ, xˆ))
dτ
τα+1
− C2
∫ tˆ+Cδ1/2
tˆ−Cδ1/2
dτ
τα+1
)
= J [uδ](tˆ, xˆ) +K(0,tˆ)[u
δ](tˆ, xˆ)− ηδ,
where
ηδ := C
2
(
1
(tˆ−Mδ1/2)α
−
1
(tˆ+Mδ1/2)α
)
.
By (4.1), (4.2), and (A2) it is clear that
F (t′, x′, u(t′, x′),∇ϕ(tˆ, xˆ),∇2ϕ(tˆ, xˆ)) ≥ Fε,δ(tˆ, xˆ, u
ε,δ(tˆ, xˆ),∇ϕ(tˆ, xˆ),∇2ϕ(tˆ, xˆ)).
Therefore we obtain the desired inequality. 
The next proposition is standard. However, there is no reference which proves
the same statement, so we give the detail.
Proposition 4.3. Let u, v : [0, T ]×Ω→ R be bounded usc and lsc functions, respectively.
Let ϕ ∈ C2([0, T ]× Ω× Ω). Assume that
(t, x, y) 7→ uε(t, x)− vε(t, y)− ϕ(t, x, y)
attains a strict maximum over [0, T ] × Ωε × Ωε at (t¯, x¯, y¯) ∈ (0, T ) × Ωε × Ωε. Let
(tδ, xδ, sδ, yδ) be a maximum point of
(t, x, s, y) 7→ uε,δ(t, x) − vε,δ(s, y)− ϕ(t, x, y)−
|t− s|2
δ
on ([0, T ]× Ωε)2. Then
(tδ, xδ, sδ, yδ)→ (t¯, x¯, t¯, y¯), u
ε,δ(tδ, xδ)→ u
ε(t¯, x¯), and vε,δ(sδ, yδ)→ vε(t¯, y¯)
as δ → 0 along a subsequence if necessary.
Proof. Set
Φε(t, x, y) := u
ε(t, x)− vε(t, y)− ϕ(t, x, y) and
Φε,δ(t, x, s, y) := u
ε,δ(t, x)− vε,δ(s, y)− ϕ(t, x, y)−
|t− s|2
δ
.
Let (t′δ, s
′
δ) be such that
uε,δ(tδ, xδ) = u
ε(t′δ, xδ)− δ
−1|tδ − t
′
δ|
2 and
vε,δ(sδ, yδ) = vε(s
′
δ, yδ) + δ
−1|sδ − s
′
δ|
2.
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Since Φε,δ(tδ, xδ, sδ, yδ) ≥ Φε,δ(t¯, x¯, t¯, y¯) ≥ Φε(t¯, x¯, y¯), we have
|tδ − sδ|2
δ
≤ uε,δ(tδ, xδ)− vε,δ(sδ, yδ)− ϕ(tδ, xδ, yδ)− Φε(t¯, x¯, y¯)
≤ uε(t′δ, xδ)− vε(s
′
δ, yδ)− ϕ(tδ, xδ, yδ)− Φε(t¯, x¯, y¯).
(4.9)
The last term is bounded from above uniformly in δ. Hence this inequality implies
that tδ and sδ converge to a same point, say, t˜ as δ → 0 by taking a subsequence if
necessary. Notice that t′δ and s
′
δ also converge to t˜ as δ → 0. Let (x˜, y˜) ∈ Ωε × Ωε
be such that (xδ, yδ)→ (x˜, y˜) as δ → 0. If (t˜, x˜, y˜) 6= (t¯, x¯, y¯), then by (4.9) we have
0 ≤ lim inf
δ→0
(uε,δ(tδ, xδ)− vε,δ(sδ, yδ)− ϕ(tδ, xδ, yδ)− Φε(t¯, x¯, y¯))
≤ lim inf
δ→0
(uε(t′δ, xδ)− vε(s
′
δ, yδ)− ϕ(tδ, xδ, yδ)− Φε(t¯, x¯, y¯))
≤ lim sup
δ→0
(uε(t′δ, xδ)− vε(s
′
δ, yδ)− ϕ(tδ, xδ, yδ)− Φε(t¯, x¯, y¯))
≤ Φε(t˜, x˜, y˜)− Φε(t¯, x¯, y¯) < 0.
Thus (tδ, xδ, sδ, yδ)→ (t˜, x˜, t˜, y˜) = (t¯, x¯, t¯, y¯) as δ → 0. At the same time we see that
lim
δ→0
(uε,δ(tδ, xδ)− vε,δ(sδ, yδ)) = u
ε(t¯, x¯)− vε(t¯, y¯).
Since uε and −vε are usc, by (4.8) we have
0 ≥ lim sup
δ→0
(uε,δ(tδ, xδ)− u
ε(t¯, x¯))
≥ lim inf
δ→0
(uε,δ(tδ, xδ)− u
ε(t¯, x¯))
≥ lim inf
δ→0
(vε,δ(sδ, yδ)− vε(t¯, y¯)) ≥ 0.
Therefore uε,δ(tδ, xδ) → uε(t¯, x¯) as δ → 0. The similar applies to the case for
vε,δ. 
We are ready to give a proof of Proposition 4.1.
Proof of Proposition 4.1. We define a function Φε,δ by
Φε,δ(t, x, s, y) = u
ε,δ(t, x)− vε,δ(s, y)− ϕδ(t, x, y) with
ϕδ(t, x, s, y) = ϕ(t, x, y) + |t− t¯|
2 + |x− x¯|4 + |y − y¯|4 +
|t− s|2
δ
.
Let zδ := (tδ, xδ, sδ, yδ) be a maximum point of Φε,δ on ([0, T ]× Ωε)2. Proposition
4.3 implies that zδ converges to (t¯, x¯, t¯, y¯) as δ → 0 (by taking a subsequence if
necessary). Hence zδ ∈ ((0, T )×Ωε)2 for sufficiently small δ. By adding |t− tδ|2 +
|x − xδ|4 + |s − sδ|2 + |y − yδ|4 to ϕδ, we may assume that Φε,δ attains a strict
maximum at zδ. Since Φε,δ is also semiconvex, according to [17, Theorem A.2]
there are sequences zδ,σ := (tδ,σ, xδ,σ, sδ,σ, yδ,σ) ∈ ((0, T )×Ωε)2 satisfying zδ,σ → zδ
as σ ց 0 and (aσ, ζσ, bσ, ξσ) ∈ R2(1+d) satisfying |aσ| + |ζσ| + |bσ| + |ξσ| ≤ σ such
that the function
Φε,δ,σ(t, x, s, y) := u
ε,δ(t, x)− vε,δ(s, y)− ϕδ,σ(t, x, s, y) with
ϕδ,σ(t, x, s, y) := ϕδ(t, x, s, y) + aσt+ ζσ · x− bσs− ξσ · y
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attains a maximum over ([0, T ]× Ωε)2 at zδ,σ and has a second differential at zδ,σ.
Since
Φε,δ,σ(zδ,σ) ≥ Φε,δ(zδ)− aσtδ,σ − ζσ · xδ,σ + bσsδ,σ + ξσ · yδ,σ
≥ Φε(t¯, x¯, y¯)− aσtδ,σ − ζσ · xδ,σ + bσsδ,σ + ξσ · yδ,σ
and since aσtδ,σ + ζσ · xδ,σ − bσsδ,σ − ξσ · yδ,σ vanishes as σ → 0, a slight change in
the proof of Proposition 4.3 shows that
(4.10) zδ,σ → (t¯, x¯, t¯, y¯), u
ε,δ(tδ,σ, xδ,σ)→ u
ε(t¯, x¯), and vε,δ(sδ,σ, yδ,σ)→ vε(t¯, y¯)
as δ, σ → 0.
We set
pδ,σ := ∇xϕδ,σ(tδ,σ, xδ,σ, yδ,σ), qδ,σ := −∇yϕδ,σ(tδ,σ, xδ,σ, yδ,σ),
Xδ,σ := ∇
2
xu
ε,δ(tδ,σ, xδ,σ), and Yδ,σ := −∇
2
yvε,δ(sδ,σ, yδ,σ).
It is immediate that (pδ,σ, qδ,σ) → (∇xϕ(t¯, x¯, y¯),−∇yϕ(t¯, x¯, y¯)) as δ, σ → 0. Differ-
entiating Φε,δ,σ at zδ,σ, we see that
(pδ,σ, Xδ,σ) ∈ P˜
+uε,δ(tδ,σ, xδ,σ), (−qδ,σ,−Yδ,σ) ∈ P˜
−vε,δ(sδ,σ, yδ,σ)
and
(4.11) −
2
ε
(
I O
O I
)
≤
(
Xδ,σ O
O Yδ,σ
)
≤ ∇2x,yϕδ,σ(zδ,σ).
Since ∇2x,yϕδ,σ(zδ,σ) is bounded from above uniformly in δ and σ, by compact-
ness ([28, Lemma 5.3]) there are decreasing sequences {δj} and {σj}, and matrices
X,Y ∈ Sd such that Xj := Xδj ,σj → X and Yj := Yδj ,σj → Y as j → ∞. Clearly,
∇2x,yϕδj ,σj (zδj ,σj ) → ∇
2
x,yϕ(t¯, x¯, y¯) as j → ∞. Therefore we obtain the desired
matrix inequality (3.2) by taking the limit in (4.11) as j →∞. Set
(tj , xj , sj, yj , pj , qj) := (tδj ,σj , xδj ,σj , sδj ,σj , yδj ,σj , pδj ,σj , qδj ,σj ).
We notice that (tj , xj), (sj , yj) ∈ (Mδ
1/2
j , T )× Ωε for large j. Since u is a subso-
lution of (2.1) in (0, T ]× Ω, Proposition 2.7 and Lemma 4.2 imply that
J [uε,δj ](tj , xj) +K(0,tj)[u
ε,δj ](tj , xj) + Fε,δj (tj , xj , u
ε,δj(tj , xj), pj , Xj) ≤ η
u
δj
for ηuδj such that η
u
δj
→ 0 as j → 0. Similarly, since v is a supersolution of (2.1) in
(0, T ]× Ω, we have
J [vε,δj ](sj , yj) +K(0,sj)[vε,δj ](sj , yj) + F
ε,δj (sj , yj , vε,δj (sj , yj),−qj ,−Yj) ≥ η
v
δj
for ηvδj such that η
v
δj
→ 0 as j → ∞. Subtracting the second inequality from the
first inequality yields
J [uε,δj ](tj , xj)− J [vε,δj ](sj , yj) +K(0,tj)[u
ε,δj ](tj , xj)−K(0,sj)[vε,δj ](sj , yj)
+ Fε,δj (tj , xj , u
ε,δj (tj , xj), pj , Xj)− F
ε,δj (sj , yj, vε,δj (sj , yj),−qj ,−Yj) ≤ η
u
δj − η
v
δj .
(4.12)
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Since uε and −vε are usc and (4.10) holds, it follows that
lim inf
j→∞
(J [uε,δj ](tj , xj)− J [vε,δj ](sj , yj))
≥ lim inf
j→∞
(
uε,δj (tj , xj)− uε(0, xj)
tαj Γ(1− α)
−
vε,δj (sj , yj)− vε(0, yj)
sαj Γ(1− α)
)
≥ J [uε](t¯, x¯)− J [vε](t¯, y¯).
There is (t′j , x
′
j) ∈ [tj −Mδ
1/2
j , tj +Mδ
1/2
j ]×B(xj ,Mε
1/2) such that
Fε,δj (tj , xj , u
ε,δj (tj , xj), pj , Xj) = F (t
′
j , x
′
j , u
ε,δj (tj , xj), pj , Xj).
Let x¯′ ∈ B(x¯,Mε1/2) be a limit point of x′j as j →∞ along a subsequence. By (A1)
(the continuity of F ), we find that
lim
j→∞
F (t′j , x
′
j , u
ε,δj (tj , xj), pj , Xj) = F (t¯, x¯
′, uε(t¯, x¯),∇xϕ(t¯, x¯, y¯), X)
≥ Fε(t¯, x¯, u
ε(t¯, x¯),∇xϕ(t¯, x¯, y¯), X).
Similarly, we have
lim
j→∞
F ε,δj (sj , yj, vε,δj (sj , yj),−qj,−Yj) ≤ F
ε(t¯, y¯, vε(t¯, y¯),−∇yϕ(t¯, x¯, y¯),−Y ).
Let ρ > 0 be a parameter such that ρ < tj , sj < T − ρ for all large j. Since
(uε,δj (tj , xj)− u
ε,δj (tj − τ, xj))1(ρ,tj)(τ) ≥ −2 sup
[0,T ]×Ω
|u|1(ρ,T )(τ) for τ ∈ (0, T )
and since the right-hand side of this inequality multiplied by τ−α−1 is integrable
on (0, T ), Fatou’s lemma implies that
lim inf
j→∞
K(ρ,tj)[u
ε,δj ](tj , xj) ≥ K(ρ,t¯)[u
ε](t¯, x¯).
The similar implies that
lim sup
j→∞
K(ρ,sj)[vε,δj ](sj , yj) ≤ K(ρ,t¯)[vε](t¯, y¯).
Since Φε,δj ,σj (zj) ≥ Φε,δj ,σj (tj − τ, xj , sj − τ, yj) for τ ∈ [0, ρ], we have
K(0,ρ)[u
ε,δj ](tj , xj)−K(0,ρ)[vε,δj ](sj , yj) ≥ K(0,ρ)[ϕδj ,σj ](zj).
Recall that ϕδ,σ has a form
ϕδ,σ(t, x, s, y) = ϕ(t, x, y) + |t− t¯|
2 + |x− x¯|4 + |y − y¯|4 +
|t− s|2
δ
+ |t− tδ|
2 + |x− xδ|
4 + |y − yδ|
4 + aσt+ ζσ · x− bσs− ξσ · y
(4.13)
It is not hard to see that
K(0,ρ)[ϕδj ,σj ](zj) = K(0,ρ)[ϕ](tj , xj , yj) + Cρ,j
for some constant Cρ,j such that limρ→0 limj→∞ Cρ,j = 0. The dominated conver-
gence theorem yields limj→∞K(0,ρ)[ϕ](tj , xj , yj) = K(0,ρ)[ϕ](t¯, x¯, y¯).
Consequently, by taking the limit infimum in (4.12) as j →∞, we get
lim
j→∞
Cρ,j +K(0,ρ)[ϕ](t¯, x¯, y¯) +K(ρ,t¯)[u
ε](t¯, x¯)−K(ρ,t¯)[vε](t¯, y¯)
+ Fε(t¯, x¯, u
ε(t¯, x¯),∇xϕ(t¯, x¯, y¯), X)− F
ε(t¯, y¯, vε(t¯, y¯),−∇yϕ(t¯, x¯, y¯),−Y ) ≤ 0.
SECOND ORDER PDES WITH CAPUTO TIME FRACTIONAL DERIVATIVES 23
A similar argument in the proof of Proposition 2.5 ensures that K(0,t¯)[u
ε](t¯, x¯) −
K(0,t¯)[vε](t¯, y¯) exists and the desired inequality (3.3) holds as ρ → 0. The proof is
now complete. 
In order to complete the proof of Lemma 3.2 we use an extension to equations
with Caputo time fractional derivatives of the Accessibility lemma given by Chen,
Giga, and Goto in [15, Section 2]. This is proved with the same idea as their proof.
However, we have to take care that the barrier function at t = T must be chosen
such that the Caputo time fractional derivative there is large.
Proposition 4.4. Assume (A1). Let u, v : [0, T ]× Ω → R be an usc subsolution and a
lsc supersolution of (2.1) in (0, T ]×Ω, respectively. Let (xˆ, yˆ) ∈ Ω×Ω. Then there exists
a sequence (tj , xj , yj) ∈ (0, T )× Ω× Ω such that
(tj , xj , u(tj , xj)− v(tj , yj))→ (T, xˆ, u(T, xˆ)− v(T, yˆ)) as j →∞.
Proof. Suppose that the conclusion were false. Then there would exist open balls
B(xˆ) and B(yˆ) centered at xˆ and yˆ, respectively, and ρ > 0 such that
a := u(T, xˆ)− v(T, yˆ)− sup
(T−ρ,T )×B(xˆ)×B(yˆ)
(u(t, x)− v(t, y)) > 0.
Fix such B(xˆ), B(yˆ) and ρ.
There is (x˜, y˜) ∈ B(xˆ)×B(yˆ) such that
(x, y) 7→ u(T, x)− v(T, y)− ϕ(x, y) with
ϕ(x, y) :=
|x− xˆ|4 + |y − yˆ|4
η
− |x− x˜|4 − |y − y˜|4
attains a strict maximum over B(xˆ)×B(yˆ) at (x˜, y˜) by taking a small η > 0. For a
parameter λ ∈ (0, ρ)we define a function ψλ by
ψλ(t) =
{
a
2λα (t− T + λ)
α for t ∈ [T − λ, T ],
0 for t ∈ [0, T − λ].
Set
Φ(t, x, s, y) = u(t, x)− v(s, y)− ϕ(x, y) − ψλ(t)−
|t− s|2
σ
for σ > 0. It is easy to see thatΦ(t, x, t, y) attains a strict maximum over [T−λ, T ]×
B(xˆ) × [T − λ, T ]× B(yˆ) at (T, x˜, T, y˜). Let (tσ, xσ, sσ, yσ) be a maximum point of
Φ(t, x, s, y) on [T −λ, T ]×B(xˆ)× [T −λ, T ]×B(yˆ). Following the idea of the proof
of Proposition 4.3 it turns out that
(4.14) (tσ, xσ, sσ, yσ)→ (T, x˜, T, y˜), u(tσ, xσ)→ u(T, x˜), and v(sσ, yσ)→ v(T, y˜)
as σ → 0.
Since u is a subsolution of (2.1) in (0, T ]× Ω, we have
J [u](tσ, xσ) +K(0,tσ)[u](tσ, xσ) + F (tδ, xδ, u(tδ, xδ),∇xϕ(xδ , yδ),∇
2
xϕ(xδ, yδ)) ≤ 0.
Similarly, since v is a supersolution of (2.1) in (0, T ]× Ω, we have
J [v](sσ, yσ)+K(0,sσ)[v](sσ, yσ)+F (sδ, yδ, v(sδ, yδ),−∇yϕ(xδ, yδ),−∇
2
yϕ(xδ , yδ)) ≥ 0.
Subtracting the second inequality from the the first inequality yields
(4.15) J [u](tσ, xσ)− J [v](sσ, yσ) +K(0,tσ)[u](tσ, xσ)−K(0,sσ)[v](sσ , yσ) +Fσ ≤ 0,
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where
F(δ) = F (tδ, xδ, u(tδ, xδ),∇xϕ(xδ, yδ),∇
2
xϕ(xδ, yδ))
− F (sδ, yδ, v(sδ, yδ),−∇yϕ(xδ , yδ),−∇
2
yϕ(xδ, yδ)).
By (4.14) and the upper semicontinuity of u and −v we see that
lim inf
δ→0
(J [u](tσ, xσ)− J [v](sσ, yσ)) ≥ (J [u](T, x˜)− J [v](T, x˜)).
It is immediate that
lim
σ→0
Fσ = F (T, x˜, u(T, x˜),∇xϕ(x˜, y˜),∇
2
xϕ(x˜, y˜))
− F (T, y˜, v(T, y˜),−∇yϕ(x˜, y˜),−∇
2
yϕ(x˜, y˜))).
We denote the right-hand side by F . Fix λ′ ∈ (0, λ) arbitrarily. Since
Φ(tσ, xσ , sσ, yσ) ≥ Φ(tσ − τ, xσ, sσ − τ, yσ) for τ ∈ [0, λ
′]
and sufficiently small σ, we see that
K(0,tσ)[u](tσ, xσ)−K(0,sσ)[v](sσ , yσ)
≥ K(λ′,tσ)[u](tσ, xσ)−K(λ′,sσ)[v](sσ, yσ) +K(0,λ′)[ψλ](tσ).
Thus Fatou’s lemma yields
lim inf
σ→0
(K(0,tσ)[u](tσ, xσ)−K(0,sσ)[v](sσ , yσ))
≥ K(λ′,T )[u](T, x˜)−K(λ′,T )[v](T, y˜) +K(0,λ′)[ψλ](T ).
Set w(t, x, y) = u(t, x) − v(t, y). Since Φ(T, x˜, T, y˜) ≥ Φ(T − τ, x˜, T − τ, y˜) for
τ ∈ [0, λ], we have
K(λ′,T )[w](T, x˜, y˜) +K(0,λ′)[ψλ](T ) ≥ K(λ,T )[w](T, x˜, y˜) +K(0,λ)[ψλ](T ).
Therefore, from (4.15), we find that
J [w](T, x˜, y˜) +K(0,λ)[ψλ](T ) +K(λ,T )[w](T, x˜, y˜) + F ≤ 0.
We rewrite this as
(4.16) K(0,λ)[ψλ](T ) +K(λ,T )[w
+](T, x˜, y˜) ≤ K(λ,T )[w
−](T, x˜, y˜)− C,
where C := −J [w](T, x˜, y˜)−F .
It is well known [46, Equation (2.56)] that
1
Γ(1− α)
∫ t
a
d
ds [(s− a)
β ]
(t− s)α
ds =
Γ(β + 1)
Γ(β − α+ 1)
(t− a)β−α
for t, a ∈ R with a < t and β > 0. By this and elementary calculations we see that
K(0,λ)[ψλ](T ) =
1
Γ(1− α)
(∫ T
T−λ
∂tψλ(s)
(t− s)α
ds−
ψλ(T )− ψλ(T − λ)
λα
)
=
a
2λα
(
Γ(1 + α)−
1
Γ(1− α)
)
.
Since α ∈ (0, 1), there is a cα > 0 such that Γ(1 + α) −
1
Γ(1−α) ≥ cα. This can be
verified using xΓ(x) = Γ(1 + x) for all x ∈ R except the non-positive integers and
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Euler’s reflection formula, i.e., Γ(x)Γ(1 − x) = pi/ sin(pix) for all x ∈ R \ Z. Since
K(λ,T )[w
−](T, x˜, y˜) ≤ K(ρ,T )[w
−](T, x˜, y˜), by (4.16) we have
acα
2λα
≤ K(ρ,T )[w
−](T, x˜, y˜)− C,
which is contradictory for small λ. 
Proof of Lemma 3.2. We may assume that t¯ = T by Proposition 4.1. For σ > 0 we
consider
Φε,σ(t, x, y) = u
ε(t, x)− vε(t, y)− ϕ(t, x, y)−
σ
T − t
on [0, T )×Ωε ×Ωε. There is its maximum point (tσ, xσ, yσ) ∈ [0, T )×Ωε ×Ωε. By
using Proposition 4.4 as in [15, Section 6] it follows that
(4.17)
(tσ, xσ, yσ)→ (T, x¯, y¯), u
ε(tσ, xσ)→ u
ε(T, x¯), and vε(tσ, yσ)→ vε(T, y¯)
as σ → 0. Hence (tσ, xσ, yσ) ∈ (0, T )× Ωε × Ωε for sufficiently small σ.
We are now able to apply Proposition 4.1 in which (t¯, x¯, y¯) and T are respec-
tively replaced with (tσ, xσ, yσ) and some Tσ such that tσ < Tσ < T for each σ.
Thus there are two matricesXσ, Yσ ∈ Sd satisfying
(4.18) −
2
ε
(
I O
O I
)
≤
(
Xσ O
O Yσ
)
≤ ∇2x,yϕ(tσ, xσ, yσ)
such thatK(0,tσ)[u
ε](tσ, xσ)−K(0,tσ)[vε](tσ, yσ) exists and
(4.19) J [uε](tσ, xσ)−J [vε](tσ, yσ)+K(0,tσ)[u
ε](tσ, xσ)−K(0,tσ)[vε](tσ, yσ)+Fσ ≤ 0,
where
Fσ : = Fε(tσ, xσ, u
ε(tσ, xσ),∇xϕ(tσ, xσ, yσ), Xσ)
− F ε(tσ, yσ, vε(tσ, yσ),−∇yϕ(tσ, xσ, yσ),−Yσ).
Since ∇2x,yϕ(tσ, xσ, yσ) is bounded from above uniformly in σ, (4.18) implies that
there exist X,Y ∈ Sd such that Xσ → X and Yσ → Y as σ → 0 by taking a
subsequence. The matrix inequality (3.2) is obtained by letting σ → 0 in (4.18). Let
ρ > 0 be a sufficiently small parameter. In much the same way as in the proof of
Proposition 4.1 we easily see that
lim inf
σ→0
(J [uε](tσ, xσ)− J [vε](tσ, yσ)) ≥ J [u
ε](T, x¯)− J [vε](T, y¯),
lim inf
σ→0
(K(ρ,tσ)[u
ε](tσ, xσ)−K(ρ,tσ)[vε](tσ, yσ))
≥ K(ρ,T )[u
ε](T, x¯)−K(ρ,T )[vε](T, y¯),
and
lim inf
σ→0
Fσ ≥Fε(T, x¯, u
ε(T, x¯),∇xϕ(T, x¯, y¯), X)
− F ε(T, y¯, vε(T, y¯),−∇yϕ(T, x¯, y¯),−Y ).
SinceΦε,σ(tσ, xσ, yσ) ≥ Φε,σ(tσ−τ, xσ, yσ) and
σ
T−tσ
− σT−tσ+τ ≥ 0 for all τ ∈ [0, tσ],
we have
K(0,ρ)[u
ε](tσ, xσ)−K(0,ρ)[vε](tσ, yσ) ≥ K(0,ρ)[ϕ](tσ , xσ, yσ).
The dominated convergence theorem implies that
lim
σ→0
K(0,ρ)[ϕ](tσ, xσ, yσ) = K(0,ρ)[ϕ](T, x¯, y¯).
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Therefore, by taking the limit infimum in (4.19) as σ → 0, we get
K(0,ρ)[ϕ](T, x¯, y¯) +K(ρ,T )[u
ε](T, x¯)−K(ρ,T )[vε](T, y¯)
+ Fε(T, x¯, u
ε(T, x¯),∇xϕ(T, x¯, y¯), X)− F
ε(T, y¯, vε(T, y¯),−∇yϕ(T, x¯, y¯),−Y ) ≤ 0.
As in the proof of Proposition 4.1 the inequality (3.3) is obtained by letting ρ →
0. 
5. EXISTENCE AND UNIQUENESS FOR THE CAUCHY-NEUMANN PROBLEM
We consider the Cauchy-Neumann problem of the form
(5.1)
{
∂αt u+ F (t, x, u,∇u,∇
2u) = 0 in (0, T ]× Ω,
∇u · n(x) = 0 on (0, T ]× ∂Ω
and
(5.2) u|t=0 = u0 on Ω.
Here Ω is a bounded C1 domain in Rd and n : ∂Ω → R is the outward unit nor-
mal. In this section, we introduce a viscosity solution when boundary conditions
are interpreted in the viscosity sense and then investigate a unique existence of a
solution for (5.1)-(5.2). For the latter purpose the following assumptions are made:
(A5) Ω satisfies the uniform exterior sphere condition, i.e., there is r > 0 such
that B(x+ rn(x), r) ∩ Ω = ∅ for x ∈ ∂Ω,
(A6) F ∈ C((0, T ]× Ω×R×Rd × Sd),
(A7) for all (t, x, p,X) ∈ (0, T ]× Ω×Rd × Sd
F (t, x, w1, p,X) ≤ F (t, x, w2, p,X) if w1 ≤ w2
(A8) there is a function ω1 : [0,∞] → [0,∞] that satisfies limrց0 ω1(r) = 0 such
that
F (t, x, w, σ−1(x− y),−Y )− F (t, y, w, σ−1(x − y), X)
≤ ω1(|x− y|(1 + σ
−1|x− y|))
for all (t, x, y, w) ∈ (0, T ]× Ω× Ω×R,X,Y ∈ Sd, and σ > 0 satisfying(
X O
O Y
)
≤
2
σ
(
I −I
−I I
)
.
(A9) there is a neighborhood V of ∂Ω relative to Ω such that
|F (t, x, u, p,X)− F (t, x, u, q, Y )| ≤ ω2(|p− q|+ ‖X − Y ‖)
for x ∈ V , p, q ∈ Rd, X,Y ∈ Sd,
(A10) u0 ∈ C(Ω)
5.1. Boundary condition in the viscosity sense. Definition 2.2 of the viscosity so-
lution is extended for more general equations of the form
(5.3) E(t, x, u, ∂αt u,∇u,∇
2u) = 0 in (a, T ]×O.
Here 0 ≤ a < T , O is a locally compact subset of Rd, and E is a real-valued
function onW := (a, T ]×O×R×R×Rd×Sd that satisfies−∞ < E∗ ≤ E∗ < +∞
inW .
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Definition 5.1. (i) A function u : [0, T ]×O→ R is a (viscosity) subsolution of (5.3)
in (a, T ]×O if u∗ < +∞ in [0, T ]×O and
E∗(tˆ, xˆ, u
∗(tˆ, xˆ), J [ϕ](tˆ, xˆ) +K(0,tˆ)[ϕ](tˆ, xˆ),∇ϕ(tˆ, xˆ),∇
2ϕ(tˆ, xˆ)) ≤ 0
whenever ((tˆ, xˆ), ϕ) ∈ ((a, T ]×O) × (C1,2((a, T ]×O) ∩C([0, T ]×O)) satisfies
max
[0,T ]×O
(u∗ − ϕ) = (u∗ − ϕ)(tˆ, xˆ).
(ii) A function u : [0, T ]×O→ R is a (viscosity) supersolution of (5.3) in (a, T ]×
O if u∗ > −∞ in [0, T ]×O and
E∗(tˆ, xˆ, u∗(tˆ, xˆ), J [ϕ](tˆ, xˆ) +K(0,tˆ)[ϕ](tˆ, xˆ),∇ϕ(tˆ, xˆ),∇
2ϕ(tˆ, xˆ)) ≤ 0
whenever ((tˆ, xˆ), ϕ) ∈ ((a, T ]×O) × (C1,2((a, T ]×O) ∩C([0, T ]×O)) satisfies
min
[0,T ]×O
(u∗ − ϕ) = (u∗ − ϕ)(tˆ, xˆ).
(iii) If a function u : [0, T ]× O → R is both a (viscosity) sub- and supersolution
of (5.3) in (a, T ]×O, then u is called a (viscosity) solution of (5.3) in (a, T ]×O.
Proposition 5.2. Assume that for all (t, x, w, p,X) ∈ (a, T ]×O ×R×Rd × Sd
E∗(t, x, w, l1, p,X) ≤ E∗(t, x, w, l2, p,X) if l1 ≤ l2.
Then a function u : [0, T ]×O → R is a subsolution of (5.3) in (a, T ]×O if and only if
(i) u∗ < +∞ in [0, T ]×O, K(0,tˆ)[u
∗](tˆ, xˆ) exists, and
E∗(tˆ, xˆ, u
∗(tˆ, xˆ), J [u∗](tˆ, xˆ) +K(0,tˆ)[u
∗](tˆ, xˆ),∇ϕ(tˆ, xˆ),∇2ϕ(tˆ, xˆ)) ≤ 0
whenever ((tˆ, xˆ), ϕ) ∈ ((a, T ]×O)× C1,2((a, T ]×O) satisfies
max
(a,T ]×O
(u∗ − ϕ) = (u∗ − ϕ)(tˆ, xˆ),
or
(ii) u∗ < +∞ in [0, T ]×O, K(0,tˆ)[u
∗](tˆ, xˆ) exists, and
E∗(t, x, u
∗(t, x), J [u∗](t, x) +K(0,t)[u
∗](t, x), p,X) ≤ 0
for all (t, x) ∈ (a, T ]×O and (p,X) ∈ P˜+u∗(t, x).
The symmetric statement holds for supersolutions.
The proof of this proposition parallels those of Propositions 2.5 and 2.7, so we
do not repeat it.
A viscosity solution of (5.1)-(5.2) when the boundary condition is interpreted in
the viscosity sense is defined by means of Definition 5.1.
Definition 5.3. A function u : [0, T ]×Ω→ R is a (viscosity) subsolution of (5.1) if
it is a (viscosity) subsolution of (5.3) in (0, T ]× Ωwith
(5.4) E(t, x, w, l, p,X) =
{
l+ F (t, x, w, p,X) if x ∈ Ω,
p · n(x) if x ∈ ∂Ω.
If a (viscosity) subsolution u of (5.1) satisfies u∗(0, ·) ≤ u0 on Ω, then u is called a
(viscosity) subsolution of (5.1)-(5.2).
A (viscosity) supersolution and a (viscosity) solution are defined in a similar
way.
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This definition is used in this section. Note that
E∗(t, x, w, l, p,X) =
{
l + F (t, x, w, p,X) if x ∈ Ω,
(l + F (t, x, w, p,X)) ∧ (p · n(x)) if x ∈ ∂Ω
and
E∗(t, x, w, l, p,X) =
{
l + F (t, x, w, p,X) if x ∈ Ω,
(l + F (t, x, w, p,X)) ∨ (p · n(x)) if x ∈ ∂Ω.
Of course, a viscosity solution of (5.1) with more general boundary condition
can be defined. Let B = B(t, x, w, p) : (0, T ] × Ω ×R ×Rd → R be a continuous
function. A (viscosity) subsolution of (5.1) with the boundary condition B is de-
fined in the same way by replacing p ·n(x)with B(t, x, w, p) in (5.4). Definitions of
a (viscosity) supersolution and a (viscosity) solution are similar.
Remark 5.4. As in the case of α = 1, if ρ 7→ B(t, x, w, p− ρn(x)) is nonincreasing in
ρ ≥ 0 then a classical solution of (5.1) with the boundary condition B is a viscosity
solution of (5.1) with the boundary condition B in (0, T ]×O. See, e.g., [17, Section
7] and [23, Proposition 2.3.3] for the proof.
5.2. Unique existence of a solution. Let u, v : [0, T ]× Ω → R be bounded func-
tions and ε > 0 be a parameter. In what follows, by uε and vε, we denote the sup-
and inf-convolution in space of u and v defined by
uε(t, x) = sup
x′∈Ω
{u(t, x′)− ε−1|x− x′|2} and
vε(t, x) = inf
x′∈Ω
{v(t, x′) + ε−1|x− x′|2},
respectively. LetC be such thatC > (2(sup[0,T ]×Ω |u|+sup[0,T ]×Ω |v|))
1/2. SetΩε :=
{x ∈ Rd | dist(x,Ω) < Cε1/2},M := C + (2 sup[0,T ]×Ω |u|)
1/2 ∨ (2 sup[0,T ]×Ω |v|)
1/2
, and Bx,ε := Ω∩B(x,Mε1/2). From [29] we recall that for (t, x) ∈ [0, T ]×Ωε there
exist x′, y′ ∈ Bx,ε such that
uε(t, x) = u(t, x′)− ε−1|x− x′|2 and vε(t, x) = v(t, x
′) + ε−1|x− x′|2.
For a parameter δ > 0 let uε,δ and vε,δ denote the sup- and inf-convolution in time
of uε and vε defined as before, respectively.
Proposition 5.5. Let u, v : [0, T ]×Ω→ R be a bounded usc subsolution and a bounded
lsc supersolution of (5.3) in (0, T ]×Ω. Assume that for all (t, x, w, p,X) ∈ (0, T ]×Ω×
R×Rd × Sd
E∗(t, x, w, l1, p,X) ≤ E∗(t, x, w, l2, p,X)
and
E∗(t, x, w, l1, p,X) ≤ E
∗(t, x, w, l2, p,X)
if l1 ≤ l2. Then uε,δ and vε,δ are a subsolution and a supersolution of
Eε,δ(t, x, u
ε,δ, ∂αt u
ε,δ − ηuδ ,∇u
ε,δ,∇2uε,δ) = 0 in (Mδ1/2, T ]× Ωε
and
Eε,δ(t, x, vε,δ, ∂
α
t vε,δ + η
v
δ ,∇vε,δ,∇
2vε,δ) = 0 in (Mδ
1/2, T ]× Ωε,
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respectively. Here
Eε,δ(t, x, w, l, p,X) = min{E∗(t
′, x′, w, l, p,X) | |t− t′| ≤Mδ1/2, x′ ∈ Bx,ε},
Eε,δ(t, x, w, l, p,X) = max{E∗(t′, x′, w, l, p,X) | |t− t′| ≤Mδ1/2, x′ ∈ Bx,ε},
and ηuδ , η
v
δ are constants such that η
u
δ , η
v
δ → 0 as δ → 0.
The proof of this proposition is similar to that of Proposition 4.2, so it is safely
left to the reader.
Proposition 5.6. Assume (A5). For a fixed constant ρ > 0 let u : [0, T ]× Ω → R be a
bounded usc subsolution of
(5.5)
{
∂αt u+ F (t, x, u,∇u,∇
2u) = 0 in (0, T ]× Ω,
∇u · n(x) + ρ = 0 on [0, T ]× ∂Ω
and v : [0, T ]× Ω→ R be a bounded lsc supersolution of
(5.6)
{
∂αt v +G(t, x, v,∇v,∇
2v) = 0 in (0, T ]× Ω,
∇v · n(x)− ρ = 0 on [0, T ]× ∂Ω.
Here F,G : (0, T ] × Ω ×R ×Rd ×Rd × Sd → R are functions that satisfy (A6) and
(A7). Let ϕ ∈ C2([0, T ]×Rd ×Rd). Let (t¯, x¯, y¯) ∈ (0, T ]× Ωε × Ωε be such that
max
(t,x,y)∈[0,T ]×Ωε×Ωε
(uε(t, x)− vε(t, y)− ϕ(t, x, y)) = u
ε(t¯, x¯)− vε(t¯, y¯)− ϕ(t¯, x¯, y¯).
Then there exist two matrices X,Y ∈ Sd satisfying
(5.7) −
2
ε
(
I O
O I
)
≤
(
X O
O Y
)
≤ ∇2x,yϕ(t¯, x¯, y¯)
such thatK(0,t¯)[u
ε](t¯, x¯)−K(0,t¯)[vε](t¯, y¯) exists and
J [uε](t¯, x¯)− J [vε](t¯, y¯) +K(0,t¯)[u
ε](t¯, x¯)−K(0,t¯)[vε](t¯, y¯)
+ Fε(t¯, x¯, u
ε(t¯, x¯),∇xϕ(t¯, x¯, y¯), X)−G
ε(t¯, y¯, vε(t¯, y¯),−∇yϕ(t¯, x¯, y¯),−Y ) ≤ 0.
(5.8)
Here
Fε(t, x, w, p,X) = min{F (t, x
′, w, p,X) | x′ ∈ Bx,ε} and
Gε(t, x, w, p,X) = max{G(t, x′, w, p,X) | x′ ∈ Bx,ε}.
Proof. We only give a proof in the case t¯ < T ; the same idea as that of Lemma 3.2
applies to the case t¯ = T .
By a similar argument as in the proof of Proposition 4.1we have (tj , xj), (sj , yj) ∈
(Mδ
1/2
j , T )× Ωε, (pj , Xj) ∈ P˜
+uε,δj (tj , xj), and (−qj ,−Yj) ∈ P˜−vε,δj (sj , yj) such
that
(tj , xj , sj , yj)→ (t¯, x¯, t¯, y¯), (pj , qj)→ (∇xϕ(t¯, x¯, y¯),−∇yϕ(t¯, x¯, y¯))
and (Xj , Yj) → (X,Y ) as j → ∞ for some X,Y ∈ Sd satisfying (5.7). Note that pj
and qj are, respectively, represented as∇xϕδj ,σj (tj , xj , sj , yj) and−∇yϕδj ,σj (tj , xj , sj, yj)
for ϕδ,σ with the same form as (4.13).
Since u is a subsolution of (5.5), we have
(5.9) Eε,δj (tj , xj , u
ε,δj , J [uε,δ](tj , xj) +K(0,tj)[u
ε,δ](tj , xj), pj , Xj) ≤ 0,
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where E is given by (5.4) with p · n(x) − ρ instead of p · n(x). Let (t′j , x
′
j) ∈ [tj −
Mδ
1/2
j , tj +Mδ
1/2
j ]×Bxj ,ε be such that
Eε,δj (tj , xj , u
ε,δj (tj , xj), J [u
ε,δj ](tj , xj) +K(0,tj)[u
ε,δj ](tj , xj), pj, Xj)
= E∗(t
′
j , x
′
j , u
ε,δj (tj , xj), J [u
ε,δj ](tj , xj) +K(0,tj)[u
ε,δj ](tj , xj), pj , Xj).
As is well-known, the uniformly exterior sphere condition for Ω (A5) implies that
pj · n(x
′
j) + ρ ≥ 0
for large j (see [17, Section 7.B] for example). Therefore (5.9) can be rewritten as
J [uε,δj ](tj , xj) +K(0,tj)[u
ε,δj ](tj , xj) + F (t
′
j , x
′
j , u
ε,δj(tj , xj), pj , Xj) ≤ 0
for all large j. Similarly for a supersolution v of (5.6), we get
J [vε,δj ](sj , yj) +K(0,sj)[vε,δj ](sj , yj) +G(s
′
j , y
′
j , vε,δj (sj , yj),−qj ,−Yj) ≤ 0
for some (s′j , y
′
j) ∈ [sj −Mδ
1/2
j , sj +Mδ
1/2
j ] × Byj,ε. Subtract from the inequality
below from the above inequality to obtain
J [uε,δj ](tj , xj)− J [vε,δj ](sj , yj) +K(0,tj)[u
ε,δj ](tj , xj)−K(0,sj)[vε,δj ](sj , yj)
+ F (t′j , x
′
j , u
ε,δj (tj , xj), pj , Xj)−G(s
′
j , y
′
j, vε,δj (sj , yj),−qj,−Yj) ≤ 0.
The desired inequality (5.8) is immediately obtained after taking the limit j → ∞
as in the proof of Proposition 4.1. 
We are now able to prove a comparison principle.
Theorem 5.7 (Comparison principle). Assume (A5), (A6), (A7), (A8), and (A9). Let
u, v : [0, T ] × Ω → R be a bounded usc subsolution and a bounded lsc supersolution of
(5.1) in (0, T ]× Ω, respectively. If u(0, ·) ≤ v(0, ·) on Ω, then u ≤ v on [0, T ]× Ω.
Proof. According to [17, Lemma 7.6] there is φ ∈ C2(Ω) such that ∇φ(x) · n(x) ≥ 1
for x ∈ ∂Ω and φ ≥ 0 on Ω. It is not hard to see that for ρ > 0, u¯(t, x) := u(t, x)−ρφ
is a subsolution of{
∂αt u¯+ F (t, x, u¯,∇u¯,∇
2u¯)− ω2(ρκ) = 0 in (0, T ]× Ω,
∇u¯ · n(x) + ρ = 0 on [0, T ]× ∂Ω
and v¯(t, x) := v(t, x) + ρφ is a supersolution of{
∂αt v¯ + F (t, x, v¯,∇v¯,∇
2v¯) + ω2(ρκ) = 0 in (0, T ]× Ω,
∇v¯ · n(x)− ρ = 0 on [0, T ]× ∂Ω,
where κ = maxΩ(|∇φ| + ‖∇
2φ‖).
It suffices to prove that u¯ ≤ v¯ on [0, T ]× Ω for each ρ; letting ρ → 0 concludes
the proof. Let u and v denote u¯ and v¯, respectively. We suppose by contradiction
that sup[0,T ]×Ω(u − v) =: θ > 0. Notice that u(0, ·) ≤ v(0, ·) on Ω.
Let (tσ,ε, xσ,ε, yσ,ε) be a maximum point of
Φ(t, x, y) := uε(t, x)− vε(t, y)−
|x− y|2
σ
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on [0, T ]× Ωε × Ωε. We fix x ∈ Ω arbitrarily. It is easy to see that
u(tσ,ε, x)− ε
−1|xσ,ε − x|
2 − vε(tσ,ε, xσ,ε) ≤ Φ(tσ,ε, xσ,ε, xσ,ε)
≤ Φ(tσ,ε, xσ,ε, yσ,ε)
≤ sup
[0,T ]×Ω
|u|+ sup
[0,T ]×Ω
|v|.
Thus we have
|xσ,ε − x|
2 ≤ 2( sup
[0,T ]×Ω
|u|+ sup
[0,T ]×Ω
|v|)ε.
This means that dist(xσ,ε,Ω) < Cε
1/2 and so xσ,ε 6∈ ∂Ωε. In a symmetric way
we also see that yσ,ε 6∈ ∂Ωε. Since it turns out that (tσ,ε, xσ,ε, yσ,ε) converges to a
(tˆ, xˆ, xˆ) ∈ (0, T ]× Ω× Ω such that (u − v)(tˆ, xˆ) = θ, we know that tσ,ε ∈ (0, T ] for
small σ, ε.
Proposition 5.6 yields X,Y ∈ Sd satisfying
−
2
ε
(
I O
O I
)
≤
(
X O
O Y
)
≤
2
σ
(
I −I
−I I
)
such that
J [uε](tσ,ε, xσ,ε)− J [vε](tσ,ε, yσ,ε) +K(0,tσ,ε)[u
ε](tσ,ε, xσ,ε)−K(0,tσ,ε)[vε](tσ,ε, yσ,ε)
+ Fε(tσ,ε, xσ,ε, u
ε(tσ,ε, xσ,ε), p,X)− F
ε(tσ,ε, yσ,ε, vε(tσ,ε, yσ,ε), p,−Y ) ≤ 2ω2(ρκ),
where p := 2σ−1(xσ,ε − yσ,ε). As in the proof of Theorem 3.4, letting σ, ε → 0
results in
θ − (u− v)(0, xˆ)
tˆαΓ(1 − α)
≤ 2ω2(ρκ),
which is a contradiction for small ρ. 
Theorem 5.8 (Unique existence). Assume (A5), (A6), (A7), (A8), (A9), and (A10).
Let u−, u+ : [0, T ] × Ω → R be a subsolution and a supersolution of (5.1)-(5.2) with
(u−)∗ > −∞, (u+)∗ < +∞ in [0, T ]× Ω. Assume that (u−)∗(0, ·) = (u+)∗(0, ·) = u0
on Ω. Then there exists a unique solution u ∈ C([0, T ] × Ω) of (5.1)-(5.2) that satisfies
u− ≤ u ≤ u+ in [0, T ]× Ω.
The proof of the existence part is a trivial modification of that of Theorem 3.5
with the use of Theorem 5.7.
As in the case of the Cauchy-Dirichlet problem, sub- and supersolutions can be
obtained by slightly extending conventional methods. For example, we set
u−(t, x) = −M −
C
Γ(1 + α)
tα + d(x) and u+(t, x) = −u−(t, x),
where M and C are sufficiently large constants and d is a function which agrees
with the distance to the boundary in a neighborhood of ∂Ω. Then it is easy to check
that u− and u+ are respectively a subsolution and a supersolution of
∂αt u−∆u = 0
with the same initial-boundary conditions as (5.1)-(5.2) if Ω is smooth; cf. [8] for
generalization of F .
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