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Abstract
Credit card customer classification is an important part of credit card customer management, which is also the key of risk
control.  As an effective approach, MCLP (multi-criteria linear programming) model has been applied to credit card 
customer classification successfully. Here, b is an important parameter in MCLP model which is decided by decision 
makers during the classification process. How the parameter affects the classification accuracy in the MCLP model is an 
important problem. Thus, sensitivity analysis of b is analyzed in the paper for credit card-holders classification. And credit 
card- s. The experiment results show that b equals to zero is the best choice for 
this problem.
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1. Introduction
Credit card customer classification is an important issue in credit card customer management. The
appearance of credit card brings great convenience to customers and great profit to commercial banks.
However, the rapid development of the credit card business also brings many problems, such as rising credit 
card defaults. The healthy development of the credit card business not only affects the management of 
commercial banks, but influences on the healthy functioning of the entire payment system and even the
national economy[1]. Therefore, the credit card customer classification is essential.
Discriminant analysis is an important tool for credit card classification, but the full power of the LP
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discriminant analysis models has not been achieved, due to a previously undetected distortion that inhibits the 
quality of solutions generated, and Fred Glover[2] eliminated this distortion and increased the scope and 
flexibility of LP discriminant analysis models. In addition, decision tree[3], regression analysis[4], K-Nearest 
neighbors[5], neural network[6] , genetic programming[7] and SVM[8] are also proved to be available when 
we classify credit card customers. In recent years, some research are all carried out around credit card 
classification problems[9-13]. 
Multiple criteria linear programming (MCLP) has been identified as the potential technology that could 
outperform the current approaches in credit card customer management, and it has been successfully applied to 
classify credit card customers. Yong Shi[14] applied MCLP to classify credit cardholders into two-groups. 
Gang Kou[15] extended it to classify credit cardholders into three groups or more. And they all thought MCLP 
can produce a better classification result with a balanced training. However, in the real world, catching a bad 
customer is more important than catching a good one as credit card defaults bring huge loss.  In the respect of 
16].  
As we all know, classification accuracy is an important index to evaluate the model in data mining. For 
MCLP, b is the boundary of the score to discriminate different card-holders  classes.  However, there is no 
relative research about how the value of b affects classification accuracy. And there is no more research about 
 sensitivity analysis in the model itself by now. This paper aims to select the proper b, which 
 
In the second section, MCLP method is reviewed, and in the third section, relative methodology is 
introduced. Then in the fourth section, sensitivity analysis of b is constructed. In the fifth and sixth sections, 
conclusion and future work are discussed based on the empirical experiments. 
2. Preliminary MCLP method 
2.1. The LP model 
The basic cl
traced back to research by Glover [2] and Freed [17], which is described as follows: 
First, B G ers. Second, given a set of r  variables about 
the credit card customers A=(a1,a2, ,ar) , so for credit card customer i , Ai=(ai1,ai2, ,air) represents his or her 
used behavior, for instance, ai1 ai2 
we denote X=(x1,x2, ,xr)  for the coefficients subset of the variables and a boundary b to separate two groups. 
So Ai x is the score of customer i, and b  is the criteria boundary of this score. Finally, the model is 
 
bXAi     BAi  
   bXAi    GAi                                                           1  
 
That is to say that B  is on the left of the boundary and  G is on the right of this boundary. Without loss of 
generality, we always obey this rule for the consistency of this problem explanation. 
2.2. Strict model of LP 
The model in which dataset can be classified by the boundary  b clearly can be described as 
 
maximize
i i
r  
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s.t.  ii rbXA    BAi  
                 ii rbXA    GAi                                                                (2) 
Here ri is the distance of the score from the boundary b, Ai  is given, X,B are unrestricted and  ri 0. 
In this model there is no overlapping, so we call it strict model. 
2.3. Loose model of LP 
In fact, the classification with overlapping cases is general as we take the noisy data and reality into 
consideration. So we use loose models to reflect the overlapping problem in two-group classification. 
Let  i be the distance of every credit card customer score to the boundary  b when in the overlapping part 
and i for the other part. Let i be the distance of every credit card customer score to the boundary  b when out 
of the overlapping part and i =0 for the other part. The object is to minimize the sum of i  and maximize the 
sum of i simultaneously. 
First, putting i into model (2), we have 
 
minimize
i i
 
s.t.  ii bXA    BAi  
   ii bXA    GAi                                                            3  
 
Here  Ai is given,  X,B are unrestricted and i 0. 
Second, putting i into model (2), we have 
 
maximize
i i
 
s.t.  ii bXA    BAi  
   ii bXA    GAi                                                              4  
 
Here  Ai is given,  X,B are unrestricted and  i 0. 
2.4. The MCLP model 
The preliminary MCLP method to classify credit card customers can be traced back to research by Yong 
Shi [14]. By putting   i  into model (3), we have the MCLP model which is described as follow: 
 
minimize
i i
  and   maximize
i i
 
s.t.  iii bXA    BAi  
   iii bXA    GAi                                                         5  
                                 
Here  Ai is given,  X,B are unrestricted and i , i 0. 
In general, we always translate the multiple criteria linear programming into single criteria when solving it. 
So in this problem, we assume the * >0  - i i and * >0  i i , 
then we have  
otherwise
ifd i ii i
,0
,  
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otherwise
ifd i ii i
,0
,
                                                        6  
 
Further simplification: 
 
dd
i i
 
dd
i i
 
                                                                             0,dd                                                                        
7  
Similarly, we have 
dd
i i
 
dd
i i
 
                                                                             0,dd                                                                        
8  
 
                                                                                             
Finally, the simplified model is  
 
 
minimize  dddd  
s.t.  iii bXA    BAi  
   iii bXA    GAi  
dd
i i
 
dd
i i
                                                                    (9) 
 
Here, Ai   *, * is given,  X, b are unrestricted and i , i , d  , d , d  , d  0 respectively. In the following 
sections, the simplified MCLP model is selected. 
3. Sensitivity Analysis of b in MCLP 
Sensitivity analysis is a method used for researching on the sensitivity of the output state of a system or a 
model when the parameters or the surrounding conditions change. In the optimization methods it is often used 
to study the stability of the optimal solution when original data changes. Sensitivity analysis can also determine 
which parameters have a greater impact on the system or model. 
For MCLP, sensitivity analysis is used to find the relationship between the value of b and the classification 
accuracy. The process of sensitivity analysis of b is proposed as follows:  
i. Given  and  
ii. Select the range of values of b noted [ Sb , Tb ] in the experiments, and discrete the scale 
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iii. Given N, let 
N
bb
b ST  for every bnbb S ,  ( Nn ,3,2,1 ), construct MCLP model based 
on training set, and calculate the specificity based on the training set and testing set 
iv. Draw the figure of MCLP specificity for n from 1 to N 
v. Compare the specificity of different b and select the optimal or satisfied value of b by the experiments 
results 
For each other datasets, go back to the steps above. 
4. Empirical analysis 
4.1. Data source 
The datasets in this paper come from UCI Database named German credit data, which consists of 1000 
samples and each sample has 21 variables.  
4.2. Variable selection 
For purpose of calculation and highlighting the associated variables, as well as out of the limitation of 
selecting variables randomly and by experience, logistic regression is used in this paper for variable selection 
process. Setting the German credit dataset as an example, the process includes data preparation, data 
transformation and variable selection. 
During data preparation and transformation process, n
-
 
property, personal status and sex, present employment since into numeric variables. 
According to the known sample data, we use 
variable and the remaining properties as the independent variables, using the Forward Stepwise (COND). The 
final results are shown in Table 1: 
 
Table 1. Logistic regression results 
 
 
According table 1, we selected x1, x2, x3, x7, x8, x12, x14, x15, and x20 as the variables used in the model, 
and they stand for Status of existing checking account, Duration in month, Credit history, Present employment 
since, Installment rate in percentage of disposable income, Property, Other installment plans, Housing, Foreign 
worker respectively. 
Step 9 B S.E. Wald Df Sig. Exp(B) 
 x1 -.629 .068 86.157 1 .000 .533 
  x2 .032 .007 23.618 1 .000 1.033 
  x3 .326 .076 18.211 1 .000 1.385 
  x7 -.199 .066 9.109 1 .003 .820 
  x8 .183 .072 6.475 1 .011 1.201 
  x12 -.225 .084 7.155 1 .007 .799 
  x14 -.275 .106 6.759 1 .009 .759 
  x15 -.332 .152 4.762 1 .029 .718 
  x20 -1.209 .584 4.285 1 .038 .299 
  Constant -.151 .455 .110 1 .741 .860 
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4.3. The results of sensitivity analysis
For credit card-holders classification problem, the accuracy of catching bad and good is often used to
evaluate the efficiency of the classification process. Here, the definition of specificity which means the
is given as follows.
Table 2 the original value and predictive value
Numbers Predictive value
original 
value
A B
C D
In table 2, A
results, B stands for the number of customer who is
predictive results, C
in predictive results, and D stands for the number of customer who i
predictive results.
Thus, we have the following formula.
The accuracy of catching good =sensitivity=A / (A + B)
T D / (C+D)
In this paper, it believes that catching bad is more important than catching good for banks, so the
accuracy of catching bad is selected as the index in order to research on the best value of b.
For the training sets, we chose the value of b changing from -50 to 50, that is bT= 50, bS=-50, N=100. For the
testing sets, we use the results corresponding training set. Then the results are as follows:
Fig. 1 Germany 1 (training set)                                                              Fig. 2 Germany 1 (testing set)
Fig. 1 shows that when b changes from -50 to -1, the specificity fluctuates up and down 0.6 stably; when 
b=0, it get maximum value of 0.88; when b is changing in the range of 1-50, it fluctuates slightly between 0.7 
and 0.9.
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Fig. 2 shows that when b is less than 0, the low specificity is stable at about 0.6; the specificity get its peak 
0.73 when b=0; when b is greater than 0, the specificity continue to maintain stable at 0.73.
Fig. 3 Germany 2(training set) Fig. 4 Germany 2(testing set)
Fig. 3 shows that when b changes between -50 to 50, the specificity remains steady state, fluctuating
slightly in the vicinity of 0.7 to 0.8, and obtains its maximum value at b=0, but  b=0 is not the only maximum
point.
Fig. 4 shows that when b is less than 0, the low specificity is stable at about 0.5; the specificity get its peak 
0.68 when b=0 ; when b is greater than 0, the specificity continue to maintain stable at 0.68.
Fig. 5 Germany 3(training set)                                                                          Fig. 6 Germany 3(testing set)
Fig. 5 shows that when b changes from -50 to -1, the specificity reaches a steady state and fluctuates
slightly in the 0.7 to 0.8; when b=0 , the specificity reaches its peak of 0.92; when b changes between 1 and 50,
the specificity reaches a steady state again and only slightly fluctuates in 0.7-0.8.
We can see from fig. 6 that when b changes, the specificity remained stable around 0.8.
5. Conclusion
From the forth part we can make a conclusion that these values of b impact on the specificity in two ways:
first, the specificity is always a steady state when b changes. Second, when b is less than 0, the specificity 
remains steady or has a certain volatility in relatively low value; the specificity obtains its maximum value
when b=0; when b is greater than 0, the specificity decreased and stabilized, but it is still higher than the stable
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value when   b is less than 0. 
In summary, the selection of the value of  b  has an effect on the value of specificity, and  b=0 is the best 
option to achieve the optimal specificity. Therefore, in the practical application of the model, we should let   
b=0 so as to improve the science of the model. 
6. Main research findings and further researches 
purpose of preventing the losses. In this paper, empirical analysis shows that how to search the best value of b 
to make the specificity optimal. The result shows that  b=0 is the best value according to the empirical result. 
Therefore, letting b=0,   is minimal enough and  is maximal enough in the MCLP model can provide the 
decision makers supports to discover the alarm of suspected credit card customers and control the credit risk. 
In this paper, although we have got some achievements on the credit card customer classification problem, 
there are many research problems remain to be explored. First, the calculation of distance and credit scores is 
based on the linear relationship, so it is oversimplified to some extent and we should explore the nonlinear 
relationship in the next step. Second, the method to analysis what is the best value of b is confirmatory analysis 
rather than argument analysis. At last, the number of data is relatively small in a single test due to restrictions.  
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