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Abstract
It is shown that certain quasi-free flows on the Cuntz algebraO∞ have the Rohlin property and therefore
are cocycle-conjugate with each other. This, in particular, shows that any unital separable nuclear purely
infinite simple C∗-algebra has a Rohlin flow.
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1. Introduction
A flow α on a unital C∗-algebra A is said to have the Rohlin property, or to be a Rohlin
flow, if for any p ∈ R there is a central sequence (un) in U(A), the unitary group of A, such
that max|t |1 ‖αt (un) − eiptun‖ → 0 as n → ∞. A major consequence of this property can
be paraphrased as any α-cocycle is almost a coboundary. This consequence, combined with
enough information on U(A), could lead to a classification theory of Rohlin flows up to cocycle
conjugacy. This is a goal we have in mind (see [14,17–20]).
Since the Rohlin property is rather stringent, it is not easy to present a Rohlin flow in general.
Nevertheless, one of us (A.K.) managed to construct Rohlin flows on the Cuntz algebra On with
n finite. Moreover, one can identify the quasi-free flows which have the Rohlin property. In this
paper we show that certain quasi-free flows on O∞ have the Rohlin property. Hence it follows
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all unital separable nuclear purely infinite simple C∗-algebras, by a result of Kirchberg.
We have left undecided whether or not certain quasi-free flows on O∞ have the Rohlin prop-
erty. But, as in [17], we show that all the Rohlin flows on O∞ are cocycle conjugate with each
other in the class of quasi-free flows. This is true for a wider class of flows. Noting that there is
a certain maximal abelian C∗-subalgebra C∞ of O∞ whose elements are fixed by the quasi-free
flows, we show that Rohlin flows are cocycle-conjugate in the class of flows which are C1+ε
on C∞ (see below for details and note that our definition of quasi-free flows is restrictive).
We now describe the contents of the paper more precisely.
For each n = 2,3, . . . the Cuntz algebra On is generated by n isometries s1, s2, . . . , sn such
that
∑n
k=1 sks∗k = 1. For n = ∞ the Cuntz algebra O∞ is generated by a sequence (s1, s2, . . .)
of isometries such that
∑n
k=1 sks∗k  1 for all n. It is shown in [6] that On with n = 2,3, . . . or
n = ∞ is a simple purely infinite nuclear C∗-algebra.
For a finite (respectively infinite) sequence (p1,p2, . . . , pn) in R we define a flow α, called a
quasi-free flow, on On (respectively O∞) by
αt (sk) = eipkt sk.
(In the case n = ∞, a more general flow can be induced by a unitary flow U on the closed lin-
ear subspace H spanned by s1, s2, . . . , where the inner product 〈·,·〉 is given by y∗x = 〈x, y〉1,
x, y ∈H, if the generator of U is not diagonal. But we will exclude them from the quasi-free
flows in this paper, except in Corollary 5.12.) It is shown in [11,21] that if p1,p2, . . . gener-
ate R as a closed subsemigroup, then the crossed product On ×α R is simple and purely infinite
(whether n is finite or infinite). It is also known [17,20] that if n is finite, the flow α has the
Rohlin property if and only if O∞ ×α R is simple and purely infinite. Alternatively for n = ∞,
it is known [11,14] that if α has the Rohlin property then O∞ ×α R is simple and purely infinite.
In this paper we shall give a partial converse to this fact.
Theorem 1.1. Let (pk) in R be an infinite sequence such that p1,p2, . . . , pn generate R as a
closed subsemigroup for some n. Then the quasi-free flow α on O∞ defined by αt (sk) = eipkt sk
has the Rohlin property.
We shall prove that each αt is α-invariantly approximately inner, i.e., for each t ∈ R there is
a sequence (un) in U(O∞) such that αt (x) = lim Adun(x), x ∈O∞, and maxs∈[0,1] ‖αs(un) −
un‖ → 0. Then we can derive the above theorem, by [18,19], from the fact that O∞ ×α R is
simple and purely infinite.
Let En be the C∗-subalgebra of O∞ = C∗(s1, s2, . . .) generated by s1, s2, . . . , sn. Then En is
left invariant under α and the union
⋃
n En is dense in O∞. Hence, to prove the assertion in
the previous paragraph, it suffices to show that α|En is α-invariantly approximately inner for all
large n. Let us state formally:
Proposition 1.2. Let s1, s2, . . . , sn be isometries such that
n∑
sks
∗
k  1k=1
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finite sequence in R such that p1, . . . , pn generate R as a closed subsemigroup and define a
quasi-free flow α on En by αt (sk) = eipkt sk . Then each αt is α-invariantly approximately in-
ner.
To prove this we use the following facts. Let Jn be the ideal of En generated by e0n =
1 −∑nk=1 sks∗k . Then Jn is isomorphic to the C∗-algebra K of compact operators (on a sep-
arable infinite-dimensional Hilbert space) and is left invariant under α. The quotient En/Jn is
isomorphic to On by mapping sk + Jn into sk (the latter sk satisfy the equality ∑nk=1 sks∗k = 1
and generate On). By the assumption on (pk) the induced flow α˙ on On has the Rohlin
property [20], from which follows that each α˙t is α-invariantly approximately inner. We will
translate this property to αt on En by using the fact that Jn ∼= K. See Section 3 for de-
tails.
Before embarking on the proof of the above proposition, we have to prove that if α is a
Rohlin flow on On, then each αt is not only α-invariantly approximately inner but also α-
invariantly asymptotically inner, i.e., there is a continuous map u : [0,∞) → U(On) such that
αt (x) = lims→∞ Adu(s)(x) for x ∈ On and maxt1∈[0,1] ‖αt1(u(s)) − u(s)‖ → 0. This will be
proved for a wider class of C∗-algebras (see 2.2 for details). (As a matter of fact we do not know
of a single example of α without the above property of α-invariant asymptotical innerness if
it has covariant irreducible representations. We expect that this property holds fairly generally
whether α has the Rohlin property or not.)
As a corollary to the above theorem we deduce that any purely infinite simple separable
nuclear C∗-algebra has a Rohlin flow. The reason is that a C∗-algebra A of this type satisfies
A ∼= A ⊗O∞ by a result of Kirchberg (see [9]). Hence a flow α on O∞ induces a flow on A
via id ⊗ α on A ⊗ O∞ and the latter flow has the Rohlin property whenever α has the prop-
erty.
Let C∞ denote the C∗-subalgebra of O∞ generated by si1si2 · · · sik s∗ik · · · s∗i1 with all finite
sequences (i1, i2, . . . , ik) in N. Then C∞ is a weakly regular maximal abelian C∗-subalgebra
of O∞ (weakly regular in the sense that {u ∈ PI(O∞): uu∗, u∗u ∈ C∞, uC∞u∗ = C∞uu∗}
generates O∞, where PI(O∞) is the set of partial isometries of O∞). Moreover, there is a
projection of norm one from O∞ onto C∞ and there is a character of C∞ which extends uniquely
to a state of O∞. (When a weakly regular masa (maximal abelian self-adjoint algebra) satisfies
these two additional conditions, we will say that it is a weak Cartan masa.) Note that if α is a
quasi-free flow (in our sense) then αt is the identity on C∞. In other words, if δα denotes the
generator of α, then D(δα) ⊃ C∞ and δα|C∞ = 0. We consider the following condition for a
flow γ on O∞: D(δγ ) ⊃ C∞ and supx∈C∞,‖x‖1 ‖(γt − id)δγ (x)‖ converges to zero as t → 0.
Equivalently we say that γ is C1+ε on C∞. This is obviously satisfied if γ is C2 on C∞ or
D(δ2γ ) ⊃ C∞ (because then δ2α|C∞ is bounded).
We also show:
Corollary 1.3. Any two Rohlin flows on O∞ which are C1+ε on C∞ are cocycle conjugate.
The proof consists of two parts. In the first part we show that if the flow γ is C1+ε on C∞
then δγ |C∞ is inner, i.e., there is an h = h∗ ∈ O∞ such that δγ (x) = ad ih(x), x ∈ C∞ (see
Corollary 5.6). Thus we can assume, by inner perturbation, that δγ |C∞ = 0. In the second part
we show that any two Rohlin flows are cocycle-conjugate to each other if they fix each element
of C∞ (see Corollary 5.11).
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In this section we consider the class of purely infinite simple nuclear separable C∗-algebra
satisfying the universal coefficient theorem, which is classified by Kirchberg and Phillips [9,10]
in terms of K-theory.
Let A be a unital C∗-algebra of the above class. Let ∞(A) be the C∗-algebra of bounded
sequences in A and for each free ultrafilter ω on N let cω(A) be the ideal of ∞(A) consisting
of x = (xn) with limω ‖xn‖ = 0. If α is a flow on A, i.e., a strongly continuous one-parameter
automorphism group of A, we can define an action of R on ∞(A) by t → (αt (xn)) for x = (xn).
Let ∞α (A) be the strong continuity subspace of this action, i.e., the maximal C∗-subalgebra
of ∞(A) on which the action is continuous. We also denote this flow by α. Set
Aω = ∞(A)/cω(A), Aωα = ωα (A)/cω(A).
Embed A into ∞α (A) by constant sequences. Since A ∩ cω(A) = {0}, we regard A as a C∗-
subalgebra of Aωα ⊂ Aω.
We recall the following result.
Theorem 2.1. [18,19] Let A be a unital separable nuclear purely infinite simple C∗-algebra sat-
isfying the universal coefficient theorem and let α be a flow on A. Then the following conditions
are equivalent.
1. The flow α has the Rohlin property.
2. The fixed point algebra (A′ ∩Aωα)α is purely infinite and simple, K0((A′ ∩Aωα)α) ∼= K0(A′ ∩
Aω) induced by the embedding, and Spec(α|A′∩Aωα )= R.
3. The crossed product A ×α R is purely infinite and simple and the dual action αˆ has the
Rohlin property.
4. The crossed product A ×α R is purely infinite and simple and αt0 is α-invariantly approxi-
mately inner for every t0 ∈ R.
If the above conditions are satisfied, it also follows that K1((A′ ∩ Aωα)α) ∼= K1(A′ ∩ Aω), and
this isomorphism is induced by the embedding.
Recall that αt0 , for a fixed t0, is α-invariantly approximately inner if there is a sequence (un) in
U(A) such that αt0 = lim Adun and maxt∈[0,1] ‖αt (un)− un‖ → 0. We strengthen this condition
as follows.
Lemma 2.2. Let α be a Rohlin flow on a unital C∗-algebra A of the above class (or in par-
ticular On). Then each αt0 is α-invariantly asymptotically inner, i.e., there is a continuous map
u : [0,∞)→ U(A) such that αt0 = lims→∞ Adu(s) and
lim
s→∞ maxt∈[0,1]
∥∥αt(u(s))− u(s)∥∥= 0.
Proof. Since KK(αt0) = KK(id), αt0 is asymptotically inner [25], i.e., there is a continuous map
v : [0,∞) → U(A) such that
αt0 = lim Adv(s).s→∞
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is an α-cocycle, i.e., t → w(s, t) is a continuous function into U(A) such that w(s, t1 + t2) =
w(s, t1)αt1(w(s, t2)), t1, t2 ∈ R. Since for each x ∈ A,∥∥[w(s, t), x]∥∥ ∥∥Adv(s)(α−t0−t (x))− α−t (x)∥∥+ ∥∥Adv(s)(α−t0(x))− x∥∥,
we find, for any (large) positive T and for any x ∈ A, that
sup
0tT
∥∥[w(s, t), x]∥∥→ 0
as s → ∞.
More specifically let F be a finite subset of A and ε > 0. Then there exists an a > 0 such that
if s  a, then ‖Adv(s)(α−t0−t (x)) − α−t (x)‖ < ε/22 for x ∈ F and t ∈ [0, T ], which entails
that ‖[w(s, t), x]‖ < ε/11 for x ∈F and t ∈ [0, T ].
Furthermore, for any bounded interval I of [a,∞), there is a continuous map z : I ×[0, T ] →
U(A) such that
z(s,0) = 1, z(s, T )= w(s,T ),∥∥z(s, t1)− z(s, t2)∥∥ (16π/3 + ε)|t1 − t2|/T ,∥∥[z(s, t), x]∥∥< 10ε/11, x ∈F ,
for s ∈ I and t, t1, t2 ∈ [0, T ]. (Here we used the estimate
∥∥[z(s, t), x]∥∥< 9 max
0t1T
∥∥[w(s, t1), x]∥∥+ ε′
of [24] or 2.7 of [18] which is valid for a particular construction of z(s, t) and for any ε′ > 0.)
Using this z we define a continuous map U : I → U(A) such that
∥∥w(s, t)−U(s)αt (U(s)∗)∥∥ 6π |t |/T + ε,∥∥[U(s), x]∥∥ ε, x ∈F ,
where we have assumed that 16π/3 + ε < 6π .
We recall from [14] how UT (s) = U(s) is defined. First we define a unitary U˜T in C(R/Z)⊗A
by
U˜T (t) = w(s,T t)αT (t−1)
(
zT (s, T t)
∗),
where R/Z is identified with [0,1]/{0,1} and zT (s, t) = z(s, t) where z is given above. Secondly
we embed C(R/Z)⊗A into A approximately by using the Rohlin property. (If τ is the flow on
C(R/Z) induced by translations on R/Z, then ‖1⊗w(s, t)− U˜(τt/T ⊗αt )(U˜∗)‖ 6π |t |/T . We
find an approximate homomorphism φ of C(R/Z)⊗A into A such that φ ◦(τt/T ⊗αt ) ≈ αtφ and
φ(1⊗x)≈ x, x ∈ A.) Since zT is defined in terms of w(s, t), t ∈ [0, T ], and other elements which
almost commute with them we may assume that S ∈ [0, T ] → zS is continuous. Hence we may
assume that S ∈ [0, T ] → U˜S ∈ U(C(R/Z) ⊗ A) is continuous. Note also that the commutators
of U˜S and U˜T with a general element satisfy the same uniform estimate. Since U˜0 = 1, we
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of I into U(A) such that U0(s) = 1, U1(s) = U(s), and ‖[Ut(s), x]‖ < ε, x ∈ F . Finally define
v1(s) = U(s)∗v(s) for s ∈ I . Then v1 satisfies
∥∥Adv1(s)(x)− αt0(x)∥∥ 2ε, x ∈ α−t0(F),
max
0t1
∥∥αt(v1(s))− v1(s)∥∥ 6π/T + ε.
Thus we have established the following. Choose v : [0,∞) → U(A) such that αt0 =
lims→∞ Adv(s). Then for any finite subset F of A and ε > 0 there exists an a ∈ [0,∞) such
that for any compact interval I of [a,∞) we can find a continuous vI : I × [0,1] → U(A) such
that
∥∥AdvI (s, t)(x)− αt0(x)∥∥< ε, x ∈F , (s, t) ∈ I × [0,1],
vI (s,0) = v(s), s ∈ I,
and
max
0t1
∥∥αt(vI (s,1))− vI (s,1)∥∥< ε, s ∈ I.
Let (Fn) be an increasing sequence of finite subsets of A such that
⋃
nFn is dense in A and
(εk) a decreasing sequence in (0,∞) such that limk εk = 0. We choose an increasing sequence
(ak) in (0,∞) such that if I is a compact interval of [ak,∞) then there is a continuous v : I ×
[0,1] → U(A) such that the above conditions are satisfied for F =Fk and ε = εk .
Let a0 = 0 and Ik = [ak, ak+1] for k = 0,1,2, . . . . For each k = 1,2, . . . we choose
vk : Ik × [0,1] → U(A) for Fk and εk as above and define v0 : I0 × [0,1] → U(A) by
v0(s, t) = v(s), s ∈ I0. If vk−1(ak,1) = vk(ak,1) for k = 1,2, . . . the proof would be com-
pleted by defining a continuous function v : [0,∞) → U(A) such that v|Ik = vk(·,1). But note
that vk(ak,1)vk−1(ak,1)∗ is connected to 1 by a continuous path wk(s) = vk(ak, s)vk−1(ak, s)∗,
s ∈ [0,1], such that wk(0) = 1, wk(1) = vk(ak,1)vk−1(ak,1)∗ and
∥∥[wk(s), x]∥∥< 2εk−1, x ∈ αt0(Fk−1),
for s ∈ [0,1]. In addition to this property, by modifying the path wk(s), s ∈ [0,1], we may en-
sure that max0t1 ‖αt (wk(s))−wk(s)‖ is small. Then the path s → wk(s)vk−1(ak,1) connects
vk−1(ak,1) with vk(ak,1) and has the desired property with respect to α. Thus it suffices to prove
the following lemma assuming that αt0(Fk) is sufficiently rapidly increasing and εk is sufficiently
rapidly decreasing with k. 
Lemma 2.3. For any finite subset F of A and ε > 0 there exist a finite subset G of A and δ > 0
satisfying the following condition. If a continuous v : [0,1] → U(A) satisfies that
v(0) = 1,∥∥[v(s), x]∥∥< δ, s ∈ [0,1], x ∈ G,∥∥αt(v(1))− v(1)∥∥< δ, t ∈ [0,1],
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u(0) = 1, u(1) = v(1),∥∥[u(s), x]∥∥< ε, s ∈ [0,1], x ∈F ,∥∥αt(u(s))− u(s)∥∥< ε, t ∈ [0,1], s ∈ [0,1].
Proof. Suppose that v satisfies v(0) = 1 and
∥∥[v(s),α−t (x)]∥∥< δ, x ∈ G, t ∈ [0,1],
max
0t1
∥∥αt(v(1))− v(1)∥∥< δ.
We define w(s, t) = v(s)αt (v(s)∗). Then t → w(s, t) is an α-cocycle for each s ∈ [0,1] and
satisfies w(0, t)= 1 and
max
0t1
∥∥[w(s, t), x]∥∥< 2δ, x ∈ G,
max
0t1
∥∥w(1, t)− 1∥∥< δ.
From the latter condition there are b,h ∈ Asa such that b ≈ 0, h ≈ 0, and w(1, t) =
eibz
(h)
t αt (e
−ib), where z(h) is a differentiable α-cocycle such that dz(h)t /dt |t=0 = ih (see [15]).
Connecting the α-cocycle t → w(1, t) with the trivial α-cocycle 1 by the path of α-cocycles
s → (t → eisbz(sh)t αt (e−isb)) and modifying it around 0 ∈ T = R/Z we obtain an α-cocycle W
in C(T)⊗A with respect to the flow id ⊗ α such that W(0, t)= 1 and W(s, t) ≈ w(s, t). Hence
the proof is completed by the following lemma. Because we can then find a unitary Z ∈ C(T)⊗A
with appropriate commutativity such that Z(0) = 1 and W(·, t) ≈ Zαt (Z)∗ and replace v by the
path s → Z(s)∗v(s) which is almost α-invariant and moves from v(0)= 1 to v(1). 
Lemma 2.4. For any finite subset F of A and ε > 0 there exists a finite subset G of A and δ > 0
satisfying the following condition. Define a flow α = id ⊗ α on C(T)⊗A and let t → Wt be an
α-cocycle such that Wt(0) = 1 at 0 ∈ T = [0,1]/{0,1} and
max
0t1
∥∥[Wt,1 ⊗ x]∥∥< δ, x ∈ G.
Then there exists a unitary Z in C(T)⊗A such that Z(0) = 1 and
∥∥[Z,1 ⊗ x]∥∥< ε, x ∈F ,
max
0t1
∥∥Wt −Zαt(Z∗)∥∥< ε.
Proof. We just sketch the proof (see [14] or the first part of the proof of Lemma 2.2 for details).
To ensure the last condition we choose T ∈ N such that T −1 < ε/6π . Then we impose the
condition that max0t1 ‖[Wt,1 ⊗ x]‖ < δ/T for x ∈⋃−Tt0 αt (F). Note that the union can
be replaced by a finite subset because it is compact. Since max0tT ‖[Wt,1 ⊗ x]‖ < δ we can
find a continuous path Ut , t ∈ [0, T ], in U(C(T) ⊗ A) such that U0 = 1, UT = WT , Ut(0) = 1,
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α we then define a unitary Z ∈ C(T) ⊗A such that Z(0) = 1, max0t1 ‖Wt −Zαt(Z∗)‖ < ε,
and ‖[Z,1 ⊗ x]‖ < 10δ, x ∈F . 
This completes the proof of Lemma 2.2 and the strengthened statement of condition 4 in
Theorem 2.1.
We now give several technical results which will be used in the next section. We assume that α
is a Rohlin flow on A as before.
Lemma 2.5. For any finite subset F of A and ε > 0 there exists a finite subset G of A and δ > 0
satisfying the following condition. If u(s), s ∈ [0,1], is a continuous path in U(A) such that
∥∥[u(s), x]∥∥< δ, x ∈ G,
max
0t1
∥∥αt(u(s))− u(s)∥∥< δ, s ∈ [0,1],
then there exists a rectifiable path v(s), s ∈ [0,1], such that v(0) = u(0), v(1) = u(1),
∥∥[v(s), x]∥∥< ε, x ∈F ,
max
0t1
∥∥αt(v(s))− v(s)∥∥< ε, s ∈ [0,1],
and the length of the path v is less than 17π/3. If F = ∅ then G = ∅ is possible.
Proof. This is shown in [24], without the conditions with respect to α.
To define v we use certain elements of A which almost commute with u(s), s ∈ [0,1]. They
form a compact subset of O∞ which is then embedded centrally in A in [24], using a result due
to Kirchberg and Phillips. In the present case, to meet the condition of almost α-invariance, those
elements embedded in A should be almost invariant under α. To establish this we use the fact
that (A′ ∩Aωα)α is purely infinite and simple [18].
Explicitly we assume that the above elements of O∞ = C∗(s1, s2, . . .), before the embedding
into A, is in the linear subspace spanned by a finite number of monomials in s1, . . . , sk and their
adjoints for some k. We find a finite sequence (T1, . . . , Tk) of isometries in (A′ ∩Aωα)α such that∑k
i=1 TiT ∗i  1. Each Ti is represented by a central sequence (ti(m)) of isometries in A such
that
∑k
i=1 ti (m)ti(m)∗  1 and maxt∈[0,1] ‖αt (ti(m))− ti (m)‖ → 0 as m → ∞. We then express
those elements in terms of t1(m), . . . , tk(m) in place of s1, . . . , sk respectively for a sufficiently
large m. Thus we establish the required condition involving α. 
We denote by δα the generator of α. It is a closed derivation from a dense ∗-subalgebra D(δα)
into A. (See [2,4,27] for the theory of generators and derivations.)
Lemma 2.6. Let u(s), s ∈ [0,∞), be a continuous path in U(A) such that
max
0t1
∥∥αt(u(s))− u(s)∥∥
converges to zero as s → ∞. It follows that there is a continuous path v(s), s ∈ [0,∞), of
unitaries such that v(s) ∈ D(δα) and δα(v(s)) and u(s)− v(s) converge to zero as s → ∞.
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We set
z(s) = b(s)
∫
f
(
b(s)t
)
αt
(
u(s)
)
dt,
where b : [0,∞) → (0,∞) is a continuous decreasing function such that lims b(s) = 0, ‖z(s) −
u(s)‖ < 1, and ‖z(s)− u(s)‖ → 0. Then it follows that z(s) ∈ D(δα) and
∥∥δα(z(s))∥∥ b(s)
∫ ∣∣f ′(t)∣∣dt,
which converges to zero as s → ∞. We set v(s) = z(s)|z(s)|−1, which satisfies the required
conditions. 
Lemma 2.7. For a finite subset F of A and ε > 0 there exists a finite subset G of A and
δ > 0 satisfying the following condition. Let u be a unitary in C[0,1] ⊗ A such that u(0) = 1,
u(t) ∈ D(δα), ‖δα(u(t))‖ < δ, and ‖[u(t), x]‖ < δ, x ∈ G. Then there exist hi ∈ D(δα)∩Asa for
i = 1,2, . . . ,10 such that
u(1) = eih1eih2 · · · eih10,
‖hi‖< π,
∥∥δα(hi)∥∥< ε, ∥∥[hi, x]∥∥< ε, x ∈F .
If F = ∅ then G = ∅ is possible.
Proof. We may assume, by Lemma 2.5, that the length of the path u is smaller than 17π/3 < 18.
Then we choose 0 < s1 < s2 < · · · < s9 < 1 such that ‖u(si) − u(si−1)‖ < 9/5 < 2 for i =
1,2, . . . ,10, where s0 = 0 and s10 = 1. Note that
u(1) = u(s0)∗u(s1) · u(s1)∗u(s2) · · ·u(s9)∗u(s10).
Since ‖u(si−1)∗u(si)−1‖ < 9/5 the spectrum of u(si−1)∗u(si) is contained in S = {eiθ : |θ | < θ0},
where θ0 = π − 2 cos−1(9/10) < π . Let Arg denote the function eiθ → θ from S onto
the interval (−θ0, θ0) and set hi = Arg(u(si−1)∗u(si)). Then it follows that ‖hi‖ < π and
u(1) = eih1eih2 · · · eih10 . We shall show that these hi satisfy the other conditions for a sufficiently
small δ > 0.
In general if v is a unitary with Spec(v) ⊂ S then h = Arg(v) can be obtained as
h = 1
2πi
∮
C
(log z)(z− v)−1 dz,
where log z is the logarithmic function on C \ (−∞,0] with values in {z: |z| < π} and C is a
simple rectifiable path surrounding S in the domain of log. We fix C and let r be the distance
between C and S. Since
δα(h) = 12πi
∮
log z(z− v)−1δα(v)(z− v)−1 dz,
C
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∥∥δα(h)∥∥ (2π)−1M|C|r−2∥∥δα(v)∥∥,
where M is the maximum of | log z|, z ∈ C, and |C| is the length of C. Similarly we have the esti-
mate ‖[h,x]‖ (2π)−1M|C|r−2‖[v, x]‖ for any x ∈ A. (See [4,27] for details.) This establishes
the desired conclusion. 
3. Proof of Proposition 1.2
We recall that En = C∗(s1, . . . , sn), where s1, . . . , sn are isometries such that e0n = 1 −∑n
k=1 sks∗k is a non-zero projection, and that Jn is the ideal of En generated by e0n. Let
S = {1,2, . . . , n}∗ denote the set of all finite sequences including an empty sequence, denoted
by ∅. For I = (i1, i2, . . . , im) ∈ S with m = |I |, we set sI = si1si2 · · · sim , where |I | is the length
of I ; if |I | = 0 or I = ∅, then sI = 1. It then follows that {sI e0ns∗J : I, J ∈ S} forms a family of
matrix units and spans Jn. Thus, in particular, Jn is isomorphic to the C∗-algebra K of compact
operators on an infinite-dimensional separable Hilbert space. Hence there is a unique, up to uni-
tary equivalence, irreducible representation π0 of En such that π0|Jn is non-zero or π0(e0n) is a
one-dimensional projection. We call this representation the Fock representation and denote by
H0 the representation Hilbert space of π0.
We recall that the flow α is defined as αt (sk) = eipkt sk for k = 1,2, . . . , n. For I =
(i1, . . . , im) ∈ S let p(I) =∑mk=1 pik ∈ R. We set H0 =∑I∈S p(I)π0(sI e0ns∗I ), which is a well-
defined self-adjoint operator on H0. Then it follows that Ad eitH0π0(x) = π0αt (x), x ∈ En, and,
by the assumption on p1, . . . , pn, that the spectrum of H0 is the whole real line R. Note that
En/Jn ∼= On = C∗(s˙1, . . . , s˙n), where s˙k = sk + Jn. (Subsequently we denote s˙k by sk .) Note
that α induces a flow onOn, also denoted by α. We denote by Q the quotient map of En ontoOn.
Lemma 3.1. For any h ∈ (On)sa ∩ D(δα) and ε > 0 there exists a b ∈ (En)sa ∩ D(δα) such
that Q(b) = h, ‖b‖ < ‖h‖ + ε, and ‖δα(b)‖ < ‖δα(h)‖ + ε.
Proof. Since Qαt = αtQ on En, it follows that (1 + δα)−1Q = Q(1 + δα)−1, which implies
that Q(D(δα)) = D(δα). (We will use the same symbol δα for the generator of α|En and of α|On .)
Thus, for any h as above, there is a b ∈ (En)sa ∩D(δα) such that Q(b) = h. By C∞-functional
calculus we may suppose that ‖b‖< ‖h‖ + ε.
Since H0 is diagonal there exists an approximate identity (pk) for Jn consisting of projections
in Jn ∩ D(δα) such that δα(pk) = 0. Since Q(pk) = 0, we may replace b by (1 − pk)b(1 −
pk). We choose a pk such that ‖(1 − pk)δα(b)(1 − pk)‖ < ‖δα(h)‖ + ε (since ‖Q(δα(b))‖ =
‖δα(h)‖ = limk ‖(1 − pk)δα(b)(1 − pk)‖). Then it follows that b1 = (1 − pk)b(1 − pk) belongs
to (En)sa ∩D(δα) and satisfies that ‖b1‖ ‖b‖ ‖h‖ + ε and
∥∥δα(b1)∥∥= ∥∥(1 − pk)δα(b)(1 − pk)∥∥< ∥∥δα(h)∥∥+ ε.
Thus b1 satisfies the required conditions. 
Lemma 3.2. For any finite subset F of En and ε > 0 there exists a finite subset G ofOn and δ > 0
satisfying the following condition. If h ∈ (On)sa ∩ D(δα) such that ‖h‖ < π , ‖δα(h)‖ < δ, and
‖[h,x]‖ < δ, x ∈ G, then there is a b ∈ (En)sa ∩D(δα) such that
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‖b‖< π + ε, ∥∥δα(b)∥∥< ε, ∥∥[b, x]∥∥< ε, x ∈F ,
be0n = 0.
Proof. Note that in the above statement we may allow F and G to be compact subsets instead of
finite subsets.
Note that En is nuclear as well as On and Jn. Let T > 0 be so large that π/T < ε/2. Since
F1 =⋃−TtT αt (F) is compact, there is a w = (w1, . . . ,wK) ∈ M1K(En) for some K ∈ N
such that ww∗ = 1 and
∥∥[wxw∗, a]∥∥ (ε/π)‖x‖, x ∈ En,
for any a ∈ F1, where wxw∗ = ∑Ki=1 wixw∗i . Note also that x → wxw∗ is a kind of uni-
tal averaging map of A into A (this is due to Haagerup [8]; see also [22]). We set G =
{Q(αt (wi)): i = 1,2, . . . ,K, |t |  T }, which is a compact subset of On. Let δ ∈ (0, ε/2) and
let h ∈ (On)sa ∩ D(δα) be such that ‖h‖ < π , ‖δα(h)‖ < δ, and ‖[h,x]‖ < δ, x ∈ G. Assume
that δ > 0 is so small that
∥∥Q(αt (w))hQ(αt (w))− h∥∥< ε, t ∈ [−T ,T ].
Let b ∈ (En)sa ∩D(δα) be such that Q(b) = h, ‖b‖ < π , and ‖δα(b)‖ < δ.
Define
b1 = 12T
T∫
−T
αt (w)bαt (w)
∗ dt.
Then it follows that ‖b1‖ < π and ‖Q(b1)−h‖ < ε. It also follows that b1 ∈ (En)sa ∩D(δα) and
δα(b1) = (2T )−1
(
αT (w)bαT (w)
∗ − α−T (w)bα−T (w)∗
)+ 1
2T
T∫
−T
αt (w)δα(b)αt (w)
∗ dt,
which implies that ‖δα(b1)‖ < π/T + δ < ε.
Let a ∈ F . Since ‖[αt (w)bαt (w)∗, a]‖ = ‖[wα−t (b)w∗, α−t (a)]‖  (ε/π)‖b‖ < ε for t ∈
[−T ,T ] we deduce that ‖[b1, a]‖ < ε, a ∈F .
To ensure the condition b1e0n = 0, let (pk) be an approximate identity for Jn in Jn ∩ D(δα)
such that pk  e0n, δα(pk) = 0 and ‖[pk, x]‖ → 0 for all x ∈ En. We replace b1 by (1−pk)b1(1−
pk) for a sufficiently large k.
In this way we construct a b ∈ (En)sa ∩D(δα) which satisfies all the required conditions except
for Q(b) = h. Instead ‖Q(b)−h‖ < ε. Since, however, ‖δα(Q(b)−h)‖ < ε+ δ, by the previous
lemma, there is a c ∈ (En)sa ∩D(δα) such that Q(c) = h−Q(b), ‖c‖< ε, and ‖δα(c)‖ < ε + δ.
We may also suppose that ce0n = 0. Thus we can take b + c for b and this satisfies the required
conditions if we start with a smaller ε. 
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such that αt0 = lims→∞ Adu(s) and lims→∞ δα(u(s)) = 0. Since the unitary group of On is
connected, we may suppose that u(0) = 1.
Let (Fk) be an increasing sequence of finite subsets of En such that the union
⋃
k Fk is dense
in En and (εk) a decreasing sequence of positive numbers such that
∑
k εk ≡ ε is very small. We
choose, by Lemma 3.2, Gk = G and δk = δ for F =Fk and ε = εk . We may also suppose that Gk
is increasing and δk is decreasing to zero.
For the above continuous map u : [0,∞) → U(O∞) ∩ D(δα) we choose an increasing se-
quence (sk) in [0,∞) with s0 = 0 such that ‖δα(u(sk)∗u(sk+1))‖ is sufficiently small for k  0
and u(sk)∗u(sk+1) is sufficiently central for k  1. Specifically, by Lemma 2.7, we may assume
that u(sk)∗u(sk+1) has the following factorization:
u(sk)
∗u(sk+1)= eihk,1eihk,2 · · · eihk,10,
‖hki‖ < π,
∥∥δα(hki)∥∥< δk, ∥∥[hki, x]∥∥< δk, x ∈ Gk,
where G0 = ∅. Then by Lemma 3.2 we may choose bki ∈ (En)sa ∩D(δα) such that
Q(bki) = hki,
‖bki‖ < π + εk,
∥∥δα(bki)∥∥< εk, ∥∥[bki, x]∥∥< εk, x ∈Fk,
π0(bki)Ω0 = 0,
where F0 = ∅ and Ω0 is a unit vector in H0 such that π0(e0n)Ω0 = Ω0.
Set w0 = 1. Then one can lift u(sk) (= u(sk−1) · u(sk−1)∗u(sk)) for each k  1 to a unitary
wk ∈ En ∩D(δα) by
wk = wk−1eibk,1eibk,2 · · · eibk,10 .
It follows that Adwk converges on En as k → ∞ and Q ◦ (lim Adwk) = αt0 ◦Q. If the Gk and δk
are chosen for F = Fk ∪ Adw∗k−1(Fk) and ε = εk then this ensures that Adw∗k also converges.
In this way we have β = lim Adwk , as an automorphism of En, which satisfies that
β ◦Q = Q ◦ αt0 .
Since ‖αt (wk)−wk‖ is dominated by
∥∥αt (wk−1)−wk−1∥∥+
10∑
j=1
∥∥αt(eibkj )− eibkj ∥∥
and since ‖αt (eibkj )− eibkj ‖ ‖δα(bkj )‖|t | εk|t | we deduce that
∥∥αt (wk)−wk∥∥ ∥∥αt (wk−1)−wk−1∥∥+ 10εk|t |.
Thus it follows that if |t | 1 then
∥∥αt (wk)−wk∥∥ 10
k∑
εi < 10ε.
i=1
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π0(wk)π0(x)Ω0 = π0
(
Adwk(x)
)
Ω0
converges strongly to π0(β(x))Ω0 for any x ∈ En. Hence π0(wk) converges strongly to a unitary,
which we denote by W . Note that AdWπ0(x) = π0β(x), x ∈ En, and WΩ0 = Ω0.
As we remarked before, the unitary flow Ut ≡ eitH0 implements α in π0, where H0 =∑
I∈S p(I)π0(sI e0ns∗I ). Since ‖Utπ0(wk)U∗t − π0(wk)‖ < 10ε for |t | 1 we obtain
∥∥UtWU∗t −W∥∥ 10ε, t ∈ [−1,1].
We also have
π0β
−1αtβ = Ad
(
W ∗UtWU∗t
)
π0αt .
On the other hand, β−1αtβ is obtained as the limit of Ad(w∗kαt (wk))αt , which implies that
∥∥αt − β−1αtβ∥∥ 20ε, t ∈ [−1,1].
Hence there exists an α-cocycle u in En such that Adutαt = β−1αtβ and maxt∈[−1,1] ‖ut − 1‖ is
at most of order of 400ε (see [4, p. 296]). Combining the observation in the previous paragraph
and noting that π0 is irreducible, this implies
π0(ut ) = c(t)W ∗UtWU∗t
for some constant c(t) ∈ T. Then it follows by simple computation that c(t) = eipt for some
p ∈ R. Thus we know that t → UtWU∗t is continuous in norm and that W ∗UtWU∗t ∈ π0(En).
Since QAdutαt = AdQ(ut )αtQ = αtQ on En, we also have that Q(ut ) ∈ C1 ⊂ On, which
implies that
W ∗UtWU∗t ∈ π0(Jn + C1).
Since any automorphism of En is weakly inner in π0 there is a unitary V on H0 such that
AdVπ0 = π0β−1αt0 . Then as the vector state of En defined through Ω0 is left invariant under
by β−1αt0 we may define V by Vπ0(x)Ω0 = π0(β−1αt0(x))Ω0, x ∈ En. Since Qβ−1αt0 = Q
we have [V,π0(x)] ∈ K(H0) for x ∈ En. But the multiplier algebra M(Jn) of Jn identifies
with B(H0) through π0 so we may regard V as an element of M(Jn). Similarly En ⊂ M(Jn).
Then β−1αtβ = Ad(V UtV ∗U∗t )αt . But β−1αtβ = Ad(W ∗UtWU∗t )αt , from the above, and
VUtV
∗U∗t Ω0 = Ω0 = W ∗UtWU∗t Ω0. Therefore one has
VUtV
∗U∗t = W ∗UtWU∗t , t ∈ R.
This implies that t → UtVU∗t is norm-continuous and
∥∥UtVU∗t − V ∥∥= ∥∥UtWU∗t −W∥∥.
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max
t∈[0,1]
∥∥UtVU∗t − V ∥∥ 10ε.
Let us denote by M(Jn)α the C∗-subalgebra consisting of x ∈ M(Jn) such that t → αt (x) =
UtxU
∗
t is norm-continuous. Summing up the above we have established the following.
Lemma 3.3. Let (p1, . . . , pn) be a finite sequence in R and define a quasi-free flow α on En =
C∗(s1, . . . , sn) by
αt (sj ) = eipj t sj .
Suppose that p1, . . . , pn generate R as a closed subsemigroup. (Hence the flow α˙ on the quotient
On induced by α has the Rohlin property and each α˙t is α-invariantly asymptotically inner.)
Fix t0 ∈ R. For any ε > 0 there exists an automorphism β of En, a sequence (wk) in U(En),
and a unitary V ∈ M(Jn)α such that t → V ∗αt (V ) ∈ Jn + C1 is an α-cocycle,
Q(V ) ∈ (On)′, Qβ = Qαt0 ,
β−1αt0 = AdV, β = lim
k
Adwk,
max
|t |1
∥∥αt (wk)−wk∥∥< ε, max|t |1
∥∥αt (V )− V ∥∥< ε,
where Q denotes the quotient map of M(Jn) onto M(Jn)/Jn, which maps En onto On.
To show that αt0 is α-invariantly approximately inner we have to approximate β−1αt0 by Adv
where v is a unitary in Jn + 1 which is almost α-invariant. We will use the following result
whose proof we postpone to the next section.
Lemma 3.4. For any ε > 0 there exists a δ > 0 satisfying the following condition. Let V ∈
M(Jn)α be a unitary such that Q(V ) ∈ (On)′ and
max
|t |1
∥∥αt (V )− V ∥∥< δ.
Then there exists a rectifiable path Vs , s ∈ [0,1], in U(M(Jn)α) such that V0 = 1, V1 = V ,
∥∥λ(Q(Vs))−Q(Vs)∥∥< ε, sup
s∈[0,1]
max
|t |1
∥∥αt (Vs)− Vs∥∥< ε,
where λ is the unital endomorphism of M(Jn)/Jn defined by
λ(x) =
n∑
i=1
Q(si)xQ(si)
∗.
The following is a key lemma for the proof of Proposition 1.2.
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in M(Jn)α such that β = AdV is an automorphism of En, Q(V ) ∈ (On)′, and max|t |1 ‖αt (V )−
V ‖ < δ, then there is a unitary v in Jn + 1 such that
∥∥β(si)− vsiv∗∥∥< ε, i = 1,2, . . . , n, max|t |1
∥∥αt (v)− v∥∥< ε.
Proof. We define a non-unital endomorphism λ of M(Jn)α by λ(x) = ∑ni=1 sixs∗i . Note
that Qλ = λQ, where the latter λ is the unital endomorphism defined in Lemma 3.4.
Let ε > 0. We choose δ > 0 small enough that there exists a continuous path Vs , s ∈ [0,1], in
M(Jn)α such that V0 = V , V1 = 1, ‖λ(Vs)− Vs +Jn‖< ε and max|t |1 ‖αt (Vs)− Vs‖ < ε.
Let ε′ > 0. We choose an increasing sequence (μk) in [0,1) such that μ0 = 0, limk μk = 1,
and ‖Vμk −Vμk+1‖ < ε′. We then set Vk = Vμk . Note that pm =
∑
|I |m sI e0ns∗I is an α-invariant
projection in Jn for each m ∈ N and that (pm) forms an approximate identity for Jn.
Since VsskV ∗s = Vsλ(V ∗s )sk and ‖1 − Vsλ(V ∗s ) + Jn‖ < ε it follows that ‖VsskV ∗s − sk +
Jn‖ < ε. Since {VsskV ∗s − sk: s ∈ [0,1]} is compact there is a projection p ∈ Jn such
that ‖(VsskV ∗s − sk)(1−p)‖ < ε and ‖(1−p)(VsskV ∗s − sk)‖ < ε for s ∈ [0,1] and k = 1, . . . , n.
We may suppose that p = pm for some m. Then we can construct an approximate unit (ek) for Jn
from convex combinations of {pk: k m} such that e0 = 0 p  e1, αt (ek) = ek , ek+1ek = ek
and
∥∥[(ek+1 − ek)1/2, si]∥∥< ε′2−k−1, i = 1,2, . . . , n,∥∥[(ek+1 − ek)1/2,Vj ]∥∥< ε′, j  k + 1,
∥∥[(ek − e2k)1/2,Vj ]∥∥< ε′, j  k + 1.
Since −1∑Kk=0(ek+1 − ek)1/2xk(ek+1 − ek)1/2  1 for any K and any xk = x∗k with ‖xk‖ 1
we can define
z =
∞∑
k=0
(ek+1 − ek)1/2Vk(ek+1 − ek)1/2.
The sum converges in the strict topology in M(Jn) and ‖z‖ 2. Since ‖Vk − 1‖ → 0 it follows
that z− 1 ∈ Jn. We claim that z is close to a unitary by writing
zz∗ =
∑
k
(ek+1 − ek)1/2Vk(ek+1 − ek)V ∗k (ek+1 − ek)1/2
+
∑
k
(ek+1 − ek)1/2Vk
(
ek+1 − e2k+1
)1/2
V ∗k+1(ek+2 − ek+1)1/2
+
∑
(ek+2 − ek+1)1/2Vk+1
(
ek+1 − e2k+1
)1/2
V ∗k (ek+1 − ek)1/2,k
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ek+1)1/2 = (ek+1 − e2k+1)1/2. By splitting each summation into a sum over the even integers
and a sum over the odd integers and noting that
∥∥Vk(ek+1 − ek)V ∗k − (ek+1 − ek)∥∥< 2ε′
and
∥∥Vk(ek+1 − e2k+1)1/2V ∗k+1 − (ek+1 − e2k+1)1/2∥∥< 2ε′,
we estimate
∥∥zz∗ − 1∥∥< 2(2ε′ + 2ε′ + 2ε′) = 12ε′.
Similarly we find that ‖zz∗ − 1‖ < 12ε′. Thus if ε′ is sufficiently small, then v = z|z∗z|−1/2 is a
unitary in Jn + 1 satisfying
‖v − z‖ ‖v‖∥∥1 − ∣∣z∗z∣∣1/2∥∥< ε′′,
with ε′′ ≈ 6ε′.
Since
∥∥∥∥∥siz∗ −
∞∑
k=0
(ek+1 − ek)1/2siV ∗k (ek+1 − ek)1/2
∥∥∥∥∥< ε′,
one has
zsiz
∗ ≈
∑
k
(ek+1 − ek)1/2(ek+1 − ek)VksiV ∗k (ek+1 − ek)1/2
+
∑
k
(ek+1 − ek)1/2
(
ek+1 − e2k+1
)1/2
Vk+1siV ∗k+1(ek+2 − ek+1)1/2
+
∑
k
(ek+2 − ek+1)1/2
(
ek+1 − e2k+1
)1/2
VksiV
∗
k (ek+1 − ek)1/2,
with the norm difference less than ‖z‖ε′ + 12ε′  14ε′. Then using ‖(VksiV ∗k − si)(1 −p)‖ < ε
etc., for all terms except for the k = 0 term of the first summation one finds that
zsiz
∗ ≈ e3/21 V siV ∗e1/21 +
∑
k1
(ek+1 − ek)3/2si(ek+1 − ek)1/2
+
∑
k0
(ek+1 − ek)1/2
(
ek+1 − e2k+1
)1/2
si(ek+2 − ek+1)1/2
+
∑
(ek+2 − ek+1)1/2
(
ek+1 − e2k+1
)1/2
si(ek+1 − ek)1/2,k0
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ek)
1/2, si]‖ < ε′2−k−1 it follows that
zsiz
∗ ≈ e21V siV ∗ +
(
1 − e21
)
si ,
with the norm difference less than 14ε′ + 6ε + 3ε′ + 3ε′ = 6ε + 20ε′. Since e21V siV ∗ + (1 −
e21)si − β(si) = (1 − e21)(si − β(si)), it follows that ‖zsiz∗ − β(si)‖ < 7ε + 20ε′, which implies
that ‖vsiv∗ − β(si)‖ < ε′′(‖z‖ + 1)+ 7ε + 20ε′ ≈ 7ε + 32ε′.
On the other hand, we have that ‖αt (z) − z‖  2 supk ‖αt (Vk) − Vk‖, which implies that
max|t |1 ‖αt (v)− v‖< 2ε + 2ε′′. This concludes the proof. 
Proof of Proposition 1.2. This follows by combining Lemmas 3.3–3.5.
Let t0 ∈ R and ε > 0. Then choose δ > 0 corresponding to ε as in Lemma 3.5. By Lemma 3.3
one has an automorphism β of En and a unitary V ∈ M(Jn)α such that Qβ = αt0Q and β−1αt0 =
AdV , max|t |1 ‖αt (V )− V ‖ < δ etc. Then by Lemma 3.5 we obtain a unitary v ∈ Jn + 1 such
that ‖β−1αt0(si) − vsiv∗‖ < ε and max|t |1 ‖αt (v) − v‖ < ε. Since β = limk Adwk we deduce
that ‖αt0(si) − wkvsiv∗wk‖ < ε for a large k and max|t |1 ‖αt (wkv) − wkv‖ < ε + δ from the
properties imposed on wk . Thus we can conclude that αt0 is α-invariantly approximately in-
ner. 
4. Proof of Lemma 3.4
Recall that H0 is a self-adjoint operator on H0 with Spec(H0) = R. Moreover, αt = Ad eitH0
on M(Jn)α , where M(Jn) is identified with B(H0) and M(Jn)α is the largest C∗-subalgebra
of M(Jn) on which t → Ad eitH0 is strongly continuous. The following can be proved by adopt-
ing the arguments in [5,16].
Lemma 4.1. For any ε > 0 there exists a δ > 0 satisfying the following condition. If Z ∈
U(M(Jn)α) satisfies max|t |1 ‖αt (Z)−Z‖ < δ then there exists a rectifiable path Zs , s ∈ [0,1],
in U(M(Jn)α) such that Z0 = 1, Z1 = Z,
sup
s∈[0,1]
max
|t |1
∥∥αt (Zs)−Zs∥∥< ε,
and the length of Zs , s ∈ [0,1], is less than 2π + ε.
Proof. Choose a non-negative C∞-function on R such that fˆ (0) = 1 and supp fˆ ⊂ (−δ0, δ0) for
a small δ0 > 0 and modify Z by setting
X =
∫
f (t)αt (Z)dt ∈ M(Jn)α.
Then X is still close to Z, i.e., ‖X − Z‖ < μ where μ, which depends on δ, can be arbitrarily
close to zero. Let E be the spectral measure of H0 and define, for any k ∈ Z, the infinite rank
projection
Ek = E
[
2kδ0,2(k + 1)δ0
) ∈ M(Jn)α.
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that
XEkX
∗ E
[
(2k − 1)δ0, (2k + 3)δ0
)
,
XEkX
∗ − (XEkX∗)2  2μ ·XEkX∗  2μ1,
Spec
(
XEkX
∗)⊂ {0} ∪ [1 − 2μ,1],
Y+k −
(
Y+k
)2  6μ1,
Spec
(
Y+k
)⊂ [0,6μ′] ∪ [1 − 6μ′,1],
Y−k −
(
Y−k
)2  6μ1,
Spec
(
Y−k
)⊂ [0,6μ′] ∪ [1 − 6μ′,1],
where μ ≈ μ′ and
Y+k = E
[
(2k + 1)δ0, (2k + 3)δ0
)
XEkX
∗E
[
(2k + 1)δ0, (2k + 3)δ0
)
,
Y−k = E
[
(2k − 1)δ0, (2k + 1)δ0
)
XEkX
∗E
[
(2k − 1)δ0, (2k + 1)δ0
)
.
Define F±k to be the spectral projection of Y±k corresponding to [1 − 6μ′,1] and let Fk denote
the projection F+k + F−k . We note that these projections are of infinite rank, because E(I) is a
projection of infinite rank for any non-empty open subset I of R. Further
F+k E
[
(2k + 1)δ0, (2k + 3)δ0
)
,
F−k E
[
(2k − 1)δ0, (2k + 1)δ0
)
,∥∥Fk −XEkX∗∥∥< 14μ.
Define
G+k = E
[
(2k + 1)δ0, (2k + 3)δ0
)− F−k+1,
G−k = E
[
(2k − 1)δ0, (2k + 1)δ0
)− F+k−1,
Gk = G−k +G+k
and note that G±k and Gk are projections of infinite rank satisfying
∥∥XEkX∗ −Gk∥∥< 34μ.
Using
∑
k Ek = 1 and
∑
F2k +
∑
G2k−1 = 1,
k k
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W =
∑
k
F2kXE2k +
∑
k
G2k−1XE2k−1
is close to a unitary. Denote by V the unitary part of the polar decomposition of W . Since
∥∥αt (F2kXE2k)− F2kXE2k∥∥ ∥∥αt (X)−X∥∥+ 4δ0|t |,∥∥αt (G2k−1XE2k−1)−G2k−1XE2k−1∥∥ ∥∥αt (X)−X∥∥+ 4δ0|t |, and∥∥αt (W)−W∥∥ sup
k
∥∥αt (F2kXE2k)− F2kXE2k∥∥+ sup
k
∥∥αt (G2k−1XE2k−1)−G2k−1XE2k−1∥∥,
it follows that W,V ∈ M(Jn)α . Moreover, one estimates that ‖Z−V ‖ < 10μ′′ where μ′′ ≈ μ1/2.
Note also that
VE2kV
∗ = F2k E
[
(4k − 1)δ0, (4k + 3)δ0
)
,
V E2k−1V ∗ = G2k−1 E
[
(4k − 3)δ0, (4k + 1)δ0
)
.
It then follows that the α-spectrum of V is contained in [−3δ0,3δ0].
Since ‖VZ∗ − 1‖ < 10μ′′ there is a self-adjoint B ∈ M(Jn)α such that VZ∗ = eiB and ‖B‖
is of the order 10μ′′. Then the path γ : [0,1]  s → eisBZ running from Z to V is of length ‖B‖.
Since ‖αt (eisBZ) − eisBZ‖ s‖αt (B) − B‖ + ‖αt (Z) − Z‖ one has maxs ‖αt (γs) − γs‖ → 0
as t → 0 and
sup
s
max
|t |1
∥∥αt (γs)− γs∥∥ 2‖B‖ + max|t |1
∥∥αt (Z)−Z∥∥,
which is arbitrarily small.
Then one can find a rectifiable path ζt , t ∈ [0,1], in U(M(Jn)) such that ζt commutes with
E[(2k − 1)δ0, (2k + 1)δ0) for all k ∈ Z,
Ad ζ1
(
F+2k
)= E[(4k + 1)δ0, (4k + 2)δ0),
Ad ζ1
(
F−2k
)= E[4kδ0, (4k + 1)δ0)
and the length of ζ is at most π . Then we deduce that
Ad(ζ1V )E2k = E2k.
Since Ad ζ1(G−2k+1) = E[(4k + 2)δ0, (4k + 3)δ0) etc., we also deduce that
Ad(ζ1V )E2k+1 = E2k+1.
Note that the α-spectrum of ζt is contained in [−2δ0,2δ0], which implies that ζt ∈ M(Jn)α and
max|t |1 ‖αt (ζs)− ζs‖ 2δ0.
There is a rectifiable path ηt , t ∈ [0,1], in U(M(Jn)) such that ηt commutes with E[(2k −
1)δ0, (2k + 1)δ0) for all k ∈ Z, η0 = 1, η1 = (ζ1V )∗, and the length of η is at most π . Note
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max|t |1 ‖αt (ηs)− ηs‖ 2δ0.
Combining these paths we obtain the desired conclusion. 
Next we prove another version of the above lemma. We replace M(Jn)α by the C∗-tensor
product C(T)⊗M(Jn)α with the flow id ⊗ α, which will sometimes be denoted by α.
As preparation we present the following two lemmas which are just concerned with B(H),
the bounded operators on an infinite-dimensional Hilbert space H, without a flow. We note
that the C∗-tensor product C(T) ⊗ B(H) identifies with the norm-continuous functions from
T into B(H).
Lemma 4.2. Let E,F,P be projections in C(T)⊗B(H) such that E(s),F (s),P (s) are of infi-
nite rank, P(s) = P(0) for s ∈ T = [0,1]/{0,1}, and EP = 0 = FP . Then there is a rectifiable
path Ut , t ∈ [0,1], in U(C(T)⊗B(H)) such that U0 = 1, AdU1(E)= F , and the length of U is
at most π . If furthermore E(0) = F(0) at 0 ∈ T, then the condition Ut(0) = 1, t ∈ [0,1], can be
imposed.
Moreover, if Ek,Fk,Pk are for each k ∈ N such a triple of projections in C(T) ⊗ B(H) and
such that T  s → ⊕k Ek(s) and T  s → ⊕k Fk(s) are continuous in ∏∞k=1 C(T) ⊗ B(H)
then there are rectifiable paths Ukt , t ∈ [0,1], in U(C(T) ⊗ B(H)) as above such that T  s →⊕
k U
k
t (s) is continuous and the length of [0,1]  t →
⊕
k U
k
t is at most π .
Proof. We have expressed the base space T as [0,1]/{0,1}. Since t → E(t) is norm-continuous
there exists a norm-continuous V : [0,1] → U(B(H)) such that V (0) = 1 and
AdV (t)
(
E(0)
)= E(t), t ∈ [0,1].
More specifically we choose a finite number of points t0 = 1 < t1 < t2 < · · · < tm−1 < tm = 1
such that ‖E(s)−E(t)‖ < 1/2 for s, t ∈ [ti−1, ti], for i = 1,2, . . . ,m. Then we define
Zit = E(t)E(ti−1)+
(
1 −E(t))(1 −E(ti−1))
for t ∈ [ti−1, ti]. Since ‖(Zit )∗Zit − 1‖ < 1/2 etc., the polar decomposition of Zit gives a unitary
V it = Zit |Zit |−1. Then we define
Vt = V it V i−1ti−1 V i−2ti−2 · · ·V 1t1
for t ∈ [ti−1, ti]. Since AdV it (E(ti−1)) = E(t) we deduce that AdV (t)(E(0)) = E(t). It is obvi-
ous that t → Vt is norm-continuous. But more is true.
Note that
∥∥V it − V is ∥∥ 21/2∥∥E(t)−E(s)∥∥+ ∥∥∣∣Zit ∣∣−1 − ∣∣Zis∣∣−1∥∥ for s, t ∈ [ti−1, ti].
Let S be the set of self-adjoint elements h ∈ B(H) such that Spec(h) ⊂ [1/2,1]. Then |Zit |2 =
(Zit )
∗Zit ∈ S . The map S  h → h−1/2 is uniformly continuous in h ∈ S . Since ‖|Zit |2 −|Zis |2‖
‖E(t) − E(s)‖ the continuity of t → Vt only depends on the continuity of t → E(t) on each
[ti−1, ti], i.e., there is a non-decreasing continuous function ϕ1 on [0,1] such that ϕ1(0) = 0
and ‖Vs − Vt‖  ϕ1(‖E(s) − E(t)‖) for s, t ∈ [ti−1, ti] and all i. Since [0,1]  t → E(t) is
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that ϕ2(0) = 0 and ‖E(s)−E(t)‖ ϕ2(|s − t |). Let ϕ = ϕ1 ◦ϕ2. Combining these estimates, we
have that ‖Vs − Vt‖ ϕ(|s − t |) for s, t ∈ [ti−1, ti].
Let Δ = min1im{|ti − ti−1|}. Further let ψ(s) = max0ts{ϕ(t)+ ϕ(s − t)} for s ∈ [0,1].
Then ψ is a non-decreasing continuous function with ψ(0) = 0.
If s, t ∈ [0,1] satisfy 0 < s − t < 2Δ then either ti−1 < t < ti < s < ti+1 or ti−1  t < s  ti
for some i. In the former case ‖Vs − Vt‖  ‖Vs − Vti‖ + ‖Vti − Vt‖  ϕ1(‖E(s) − E(ti)‖) +
ϕ1(‖E(ti)−E(t)‖) ϕ(s − ti )+ϕ(ti − t)ψ(s − t) with a similar estimate for the latter case.
Therefore ‖Vs − Vt‖ψ(|s − t |) if |s − t | < 2Δ. By redefining ψ on [2Δ,1], and denoting the
redefined function by ϕ, we may suppose that ‖Vs −Vt‖ ϕ(|s − t |) is valid for all s, t ∈ [0,1].
We define a function F on T = {z ∈ C: |z| = 1} by F(eit ) = t for t ∈ (−π,π] and let H =
F(V (1)). Since [V (1),E(0)] = 0 one has [H,E(0)] = 0. Replacing V by V ′ : t → Vte−itH one
has V ′(1) = 1 = V ′(0), AdV ′(t)(E(0)) = E(t), and the continuity of t → V ′t depends only on
the continuity of t → E(t). If we replace ϕ by s → ϕ(s)+πs then ‖V ′(s)−V ′(t)‖ ϕ(|s− t |).
In this way we construct V,W ∈ U(C(T)⊗B((1 − P(0))H)) which satisfy
V
(
1 ⊗E(0))V ∗ = E, V (0) = 1, W (1 ⊗ F(0))W ∗ = F and W(0) = 1.
Moreover, we may assume that there is a non-decreasing continuous function ϕ on [0,1] such
that ϕ(0) = 0 and
∥∥V (s)− V (t)∥∥ ϕ(|s − t |), ∥∥W(s)−W(t)∥∥ ϕ(|s − t |).
Note that ϕ depends only on the choice of ti and the continuity of s → E(s) and of s → F(s).
If E(0) = F(0) the unitary Z ≡ WV ∗ in C(T) ⊗ B((1 − P(0))H) satisfies Ad(Z)(E) = F
and Z(0) = 1 − P(0). Let Y ∈ B(H) be such that Y ∗Y = P(0) and YY ∗ = 1 − P(0) and let
Xt = cos(πt/2)+
(
Y − Y ∗) sin(πt/2), t ∈ [0,1].
Then Xt is a unitary on H. The path U : t → (Z + P)(1 ⊗Xt)(Z∗ + P)(1 ⊗X∗t ) in U(C(T)⊗
B(H)) satisfies U0 = 1, U1 = Z + Y ∗Z∗Y , Ut(0) = 1, and
‖Ut1 −Ut2‖ 2‖Xt1 −Xt2‖ π |t1 − t2|.
Moreover, Ut satisfies
∥∥Ut(s1)−Ut(s2)∥∥ 2ϕ(|s1 − s2|).
Since AdU1(E)= F , this concludes the proof for the case E(0) = F(0).
In the case E(0) = F(0) we choose a unitary T on (1 −P(0))H such that T E(0)T ∗ = F(0).
Then we can proceed as above with Z = W(1 ⊗ T )V ∗.
Suppose that Ek,Fk,Pk are given as in the statement of the lemma. Let E∞ =⊕k Ek and
F∞ =⊕k Fk in ∏∞k=1 C(T) ⊗ B(H). Then choose a finite number of points t0 = 0 < t1 < t2 <· · · < tm = 1 such that ‖E∞(s)−E∞(t)‖ < 1/2 and ‖F∞(s)−F∞(t)‖ < 1/2 for s, t ∈ [ti−1 − ti]
with all i. By using these points in [0,1] we construct a path Uk : [0,1] → U(C(T)⊗B(H)) as
above. Then there is a non-decreasing continuous function ϕ on [0,1] such that ϕ(0) = 0 and
‖Ukt (s1)−Ukt (s2)‖ 2ϕ(|s1 −s2|). Note that we can define ϕ based on the functions s → E∞(s)
and s → F∞(s), i.e., ϕ is independent of k. Hence it follows that T  s → U∞t (s) ≡
⊕
k U
k
t (s) is
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π |t1 − t2|. This concludes the proof. 
Lemma 4.3. Let U ∈ U(C(T) ⊗ B(H)). If there is a projection E ∈ B(H) such that E and
1 − E are of infinite rank and [U,1 ⊗ E] = 0, then there is a rectifiable path Vt , t ∈ [0,1], in
U(C(T) ⊗ B(H)) such that V0 = 1, V1 = U , ‖Vt(s1) − Vt(s2)‖  6‖U(s1) − U(s2)‖, and the
length of V is at most 3π .
Proof. Let Y ∈ B(H) be a partial isometry such that Y ∗Y = E and YY ∗ = 1 − E and let Xt =
cos(πt/2) + (Y − Y ∗) sin(πt/2) as in the proof of the previous lemma. Then the map [0,1] 
t → (U(1 ⊗ E) + 1 ⊗ (1 − E))(1 ⊗ Xt)(U(1 ⊗ (1 − E)) + 1 ⊗ E)(1 ⊗ X∗t ) moves from U
into U1 ≡ U(1 ⊗ E)(1 ⊗ Y)U(1 ⊗ Y ∗) + 1 ⊗ (1 − E). Note that the length of this path is at
most π .
Now W = U(1 ⊗ E)(1 ⊗ Y ∗)U(1 ⊗ Y) is a unitary in C(T) ⊗ B(EH). Since 1 − E is of
infinite rank, letting Hk = EH for all k ∈ Z, we identify H with ⊕k∈ZHk and EH with H0.
Thus we regard U1(s) as
· · · ⊕ 1 ⊕ 1 ⊕W(s)⊕ 1 ⊕ · · · ,
where W(s) is on H0. Let Wr =⊕k0 1 ⊕⊕k1 W ∈ C(T) ⊗ B(⊕kHk). Let H be a self-
adjoint operator on ⊕kHk such that Spec(H) = [−π,π], and eiH induces the shift to the right.
Then the map [0,1]  t → U1Wr(1 ⊗ e−itH )W ∗r (1 ⊗ eitH ) moves from U1 into 1. The length of
this path is at most 2π .
Combining these two paths we obtain the desired path Vt , t ∈ [0,1]. Since ‖W(s1) −
W(s2)‖ 2‖U(s1)−U(s2)‖ one has ‖Vt(s1)− Vt (s2)‖ 6‖U(s1)−U(s2)‖ for any t ∈ [0,1].
This concludes the proof. 
Lemma 4.4. For any ε > 0 there exists a δ > 0 satisfying the following condition. If Z ∈
U(C(T) ⊗ M(Jn)α) satisfies max|t |1 ‖(id ⊗ αt )(Z) − Z‖ < δ then there exists a rectifiable
path Zs , s ∈ [0,1], in U(C(T)⊗M(Jn)α) such that Z0 = 1, Z1 = Z,
max
s∈[0,1]
max
|t |1
∥∥(id ⊗ αt )(Zs)−Zs∥∥< ε,
and the length of Zs , s ∈ [0,1], is less than 4π + ε. Furthermore if Z(0) = 1 at 0 ∈ T then the
path can be chosen to satisfy Zs(0) = 1 for s ∈ [0,1].
Proof. We prove this result for C(T)⊗M(Jn)α adapting the proof of Lemma 4.1 for M(Jn)α by
use of Lemmas 4.2 and 4.3. We indicate below how to use Lemmas 4.2 and 4.3 in the adaptation
of the proof of Lemma 4.1.
The proof of Lemma 4.1 consists of constructing two paths ζ and η. Now we apply Lemma 4.2
to construct the analogue of ζ necessary in the proof of Lemma 4.4. Explicitly we define F±k as
in the proof of Lemma 4.1, which entails that F±k ∈ C(T)⊗M(Jn)α and
F+k  1 ⊗E
[
(2k + 1)δ0, (2k + 3)δ0
)
, F−k  1 ⊗E
[
(2k − 1)δ0, (2k + 1)δ0
)
.
WithH= E[(2k−1)δ0, (2k+1)δ0)H0 we then construct a unitary path ζ k in each C(T)⊗B(H),
where B(H) equals
E
[
(2k − 1)δ0, (2k + 1)δ0
)
M(Jn)αE
[
(2k − 1)δ0, (2k + 1)δ0
)
.
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that ζ 2k+10 = 1,
Ad ζ 2k+11
(
F+2k
)= 1 ⊗E[(4k + 1)δ0, (4k + 2)δ0),
and
∥∥ζ 2k+1t1 − ζ 2k+1t2
∥∥ π |t1 − t2|.
We can apply Lemma 4.2 because 1 ⊗ E[(4k + 3)δ0 − δ′, (4k + 3)δ0) is of infinite rank and
orthogonal to F+2k and 1 ⊗E[(4k + 1)δ0, (4k + 2)δ0) for a small δ′ > 0.
For H = E[(4k − 1)δ0, (4k + 1)δ0)H0, we find a path ζ 2k in U(C(T) ⊗ B(H)) such that
ζ 2k0 = 1, Ad ζ 2k(F−2k) = 1 ⊗E[4kδ0, (4k + 1)δ0), and ‖ζ 2kt1 − ζ 2kt2 ‖ π |t1 − t2|.
Note that T  s → Yk(s) is equi-continuous in k ∈ Z (see the definition of Y+k in the proof
of Lemma 4.1). Since the spectrum of F+k is contained in [0,6μ′] ∪ [1 − 6μ′,1] and F+k is
the spectral projection of Y+k corresponding to [1 − 6μ′,1] it follows that T  s → F+k (s) is
equi-continuous in k. Similarly T  s → F−k (s) is equi-continuous in k. By Lemma 4.2 we can
choose the paths ζ k such that T  s →⊕ ζ kt (s) is continuous for each t ∈ [0,1], which implies
that ζt ≡∑k ζ kt ∈ C(T)⊗M(Jn). Since ζt commutes with E[(2k − 1)δ0, (2k + 1)δ0) it follows
that ζt ∈ C(T) ⊗ M(Jn)α and the α-spectrum of ζt is contained in [−2δ0,2δ0]. Note that ζt ,
t ∈ [0,1], has length of at most π .
When we construct the path η we use Lemma 4.3.
More explicitly ζ1V commutes with 1 ⊗ Ek . We apply Lemma 4.3 and find a path ηk in
U(C(T) ⊗ B((E2k + E2k+1)H0)) which connects ζ1V (E2k + E2k+1) with E2k + E2k+1 for
each k. Since ‖ηkt (s1)−ηkt (s2)‖ 6‖ζ1(s1)V (s1)−ζ1(s2)V (s2)‖ it follows that T  s → ηt (s) ≡∑
k η
k
t (s) is continuous, i.e., ηt ∈ C(T) ⊗ M(Jn). Note that the length of ηt , t ∈ [0,1], is at
most 3π and that the α-spectrum of ηt is contained in [−4δ0,4δ0]. In this way we obtain the
desired conclusion. 
Recall that the flow α on En (⊂ M(Jn)α) induces a flow on the quotientOn (⊂ M(Jn)α/Jn),
which we also denote by α. By using Q(si) ∈On we define a unital endomorphism λ of On by
λ(x) =∑ni=1 Q(si)xQ(si)∗. We know that λ has the Rohlin property (as a version for a single
endomorphism or automorphism); see [12,13,26]. But more is true.
Lemma 4.5. For any N ∈ N and ε > 0, there are nN projections ei inOn for i = 0,1, . . . , nN −1
such that ei ∈ D(δα),
2N−1∑
i=0
ei = 1,
∥∥δα(ei)∥∥< ε, max
i
∥∥λ(ei)− ei+1∥∥< ε,
with enN = e0.
Proof. Define an action γ of Tn onOn by γz(sk) = zksk for z = (z1, z2, . . . , zn) ∈ Tn and embed
T into Tn by z → (z, z, . . . , z). Then the fixed point algebra of On under γ |T is the closed linear
span of Q(sI s∗), with |I | = |J | and I, J ∈ {1,2, . . . , n}∗, and is isomorphic to the UHF algebraJ
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and is known to have the Rohlin property.
Note that Oγn ⊂ UHFn, Oγn ⊂Oαn , and by [20] that λ|Oγn has the so-called one-cocycle prop-
erty. (Since Oγn has n distinct characters, λ|Oγn cannot have the Rohlin property but has an
approximate Rohlin property.) In particular, for any k ∈ N one has mutually orthogonal pro-
jections f ki , i = 0, . . . ,M − 1, in Oγn , with M = nN , such that
∥∥λ(f ki )− f ki+1∥∥< 1/k
with f kM = f0 and [f k0 ] = [1] in K0(On) = Z/(n− 1)Z. Let ek =
∑M−1
i=0 f ki ∈Oγn . The ek is an
α-invariant projection. Since ‖λ(ek)− ek‖ <M/k the (ek) form a central sequence in A =On.
Hence (ek) defines a projection E in (A′ ∩Aωα)α where ω is an ultrafilter on N and (A′ ∩ Aωα)α
is the α-fixed point algebra of the central sequence algebra divided by the ideal vanishing at ω.
Since [1] = [ek] in K0(A) = Z/(n − 1)Z, one has [1] = [E] in K0(A′ ∩ Aω) [19]. (This is not
entirely trivial; we use the fact that K1(A) = 0 for A =On.)
By [18,19] one has K0((A ∩Aωα)α) = K0(A′ ∩Aω). Since 1,E ∈ (A′ ∩Aωα)α there is a W ∈
(A′ ∩Aωα)α such that WW ∗ = E and W ∗W = 1. Suppose that (wk) represent W . Then it follows
that limω max|t |1 ‖αt (wk)−wk‖ = 0, limω ‖wkw∗k − ek‖ = 0, and limω ‖w∗kwk − 1‖ = 0. Thus
we can construct an isometry w in A = On from wk for some k with ε/3 > 1/k such that
‖λ(w) − w‖ < ε/3, w ∈ D(δα), ‖δα(w)‖ < ε/2, ww∗ = ek , and w∗w = 1. We can take the
projections ei = w∗f ki w, i = 0,1, . . . ,M − 1, because then
∑
i ei = 1, ‖λ(ei) − ei+1‖ < ε and
‖δα(ei)‖ < ε since the f ki are fixed by α. 
Lemma 4.6. For any ε > 0 there exists a δ > 0 satisfying the following condition. Let Hσ
be self-adjoint operators on the Hilbert spaces Hσ with σ = 1,2 and such that dim(H1) =
dim(H2) < ∞. If there is a unitary operator W from H1 onto H2 such that
max
|t |1
∥∥eitH2We−itH1 −W∥∥< δ,
then it follows that |λ(1)i − λ(2)i | < ε for all i, where (λ(σ)i ) is the increasing sequence of eigen-
values of Hσ (each repeated according to multiplicity) for σ = 1,2.
Proof. Let f be a non-negative integrable continuous function on R such that fˆ (0) = 1 and
supp(fˆ ) ⊂ [−ε, ε], where fˆ (p) = ∫ f (t)e−ipt dt . Choose δ > 0 sufficiently small so that Wf =∫
f (t)eitH2We−itH1 dt is close to W and is invertible for W satisfying the condition in the
lemma. Then it follows that for any finite subset F of the eigenvalues of H1 the number of
eigenvalues λ of H2 with |λ − μ| < ε for some μ ∈ F is greater than or equal to the number of
elements of F . (Because if L is the linear subspace spanned by eigenvectors for H1 whose eigen-
values are in F , then the linear subspace WfL is contained in the linear subspace L′ spanned
by eigenvectors for H2 whose eigenvalues are in {λ: ∃μ ∈ F , |λ − μ| < ε}. Since Wf is in-
vertible, the dimension of L′ must be no less than the dimension of L.) This implies, by the
matching theorem, that there is a bijection φ from the eigenvalues of H1 to those of H2 such that
|φ(λ)− λ| < ε for any eigenvalue λ of H1. This implies the above conclusion. 
Lemma 4.7. For any ε > 0 there exists a δ > 0 satisfying the following condition. If v ∈
C(T)⊗M(Jn)α/Jn is a unitary such that v(0) = 1 at 0 ∈ T = [0,1]/{0,1} and max|t |1 ‖(id ⊗
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max|t |1 ‖(id ⊗ αt )(Z)−Z‖ < ε.
Proof. Regarding v as a continuous function from [0,1] into U(M(Jn)α/Jn) we can find a
continuous function V from [0,1] into U(M(Jn)α) such that V (0) = 1 and Q(V (s)) = v(s) for
s ∈ [0,1]. Since V (1) ∈ 1 +Jn and U(1 +Jn) is connected we may suppose that V (1) = 1, i.e.,
we have a unitary V ∈ C(T) ⊗ M(Jn)α such that V (0) = 1 and Q(V ) = v. If max|t |1 ‖(id ⊗
αt )(v)−v‖ < δ then max|t |1 ‖αt (V (s))−V (s)+Jn‖ < δ for all s ∈ T. Thus we may start with
such a unitary V ∈ C(T)⊗M(Jn)α instead of v ∈ C(T)⊗M(Jn)α/Jn.
Let (pk) be an increasing sequence of projections in Jn such that xpk → x for any x ∈ Jn
and αt (pk)= pk for all k. (Note that αt = Ad eiH0t on M(Jn)α and H0 is diagonal.)
Since T × [−1,1]  (s, t) → αt (V (s)) − V (s) ∈ M(Jn)α is norm-continuous the range
{αt (V (s)) − V (s): s ∈ T, t ∈ [−1,1]} is compact. Suppose that ‖αt (V (s)) − V (s) + Jn‖ < δ
for all (s, t) ∈ T × [−1,1] for a sufficiently small δ > 0. Then there is a p = pk such that
∥∥(αt(V (s))− V (s))(1 − p)∥∥< δ
for all (s, t) ∈ T × [−1,1].
Let P(s) = V (s)pV (s)∗ for s ∈ T. Then s → P(s) defines a projection P in C(T)⊗Jn such
that
max
|t |1
∥∥(id ⊗ αt )(P )− P∥∥< 2δ.
Hence, for any ε′ > 0 by choosing a sufficiently small δ > 0, we may suppose that there is a
unitary U ∈ C(T)⊗(Jn+C1) and a self-adjoint b ∈ C(T)⊗Jn such that ‖U −1‖< ε′, ‖b‖ < ε′
and (id ⊗ δα + ad ib)(UPU∗) = 0. We may also suppose that U(0) = 1 and b(0) = 0 since
P(0) = p is α-invariant. Let P ′ = UPU∗ = UV (1 ⊗ p)V ∗U∗, which implies that P ′(0) = p.
Since H0 + b(s) commutes with P ′(s) we can compute Spec((H0 + b(s))P ′(s)). Let E0 =
mins∈T min Spec((H0 + b(s))P ′(s)) and let E1 = maxs∈T max Spec((H0 + b(s))P ′(s)).
One can find a projection q ∈ Jn such that q  1 − p, [H0, q] = 0, Spec(H0q) ⊂ [E0,E1],
rank(q)  rank(p) and the eigenvalues of H0q are almost equally distributed in [E0,E1]. In
particular, by the last condition we have the following. If (λk)rank(q)k=1 is the increasing sequence
of eigenvalues of H0q , each repeated according to multiplicity, then |λk − λ| < ε for any k and
 with |k − | rank(p).
Let Q = V (1 ⊗ q)V ∗. Then Q(0) = q and
max
|t |1
∥∥(id ⊗ αt )(Q)−Q∥∥< 2δ.
One can choose the projection q so that ‖(1 ⊗ q)P ′‖ and ‖QP ′‖ are arbitrarily small. One
may also suppose that the above U ∈ C(T)⊗ (Jn +C1) and b ∈ C(T)⊗Jn are chosen to satisfy
(1⊗ (δα +ad ib))(UQU∗) = 0. This follows by keeping the original relation P ′ = UPU∗. Note,
for each s ∈ T, that U(s)V (s)q is a partial isometry from qH0 onto U(s)V (s)qH0 and that
max
∥∥eit (H0+b(s))U(s)V (s)qe−itH0 −U(s)V (s)q∥∥< δ + 3ε′,|t |1
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∥∥eitH0V (s)e−itH0q − V (s)q∥∥< δ, t ∈ [−1,1].
It follows from the previous lemma that if (λi) is the increasing sequence of eigenvalues
of H0q = H0q0 and (μi) is the increasing sequence of eigenvalues of (H0 + b(s))qs with
qs = U(s)V (s)qV (s)∗U(s)∗ then, by choosing sufficiently small δ and ε′, one has |λi −μi | < ε
for all i.
If Sr denotes the set of eigenvalues of H0r = rH0 with r a projection, then Sp+q = Sp ∪ Sq
(which is a disjoint union since we are counting multiplicity). We have assumed that the rank of q
is much larger than the rank of p. Hence the cardinality of Sq is much larger than that of Sp . We
also established that Sq overwhelms Sp in the sense that if Sp+q is arranged in increasing order
then the difference of a pair of values which differ by the rank of p in this order is at most ε.
Note that Sp+q(s) = Sp(s) ∪ Sq(s) for each s ∈ T, where Sr(s) is the set of eigenvalues
of (H0 + b(s))U(s)V (s)rV (s)∗U(s)∗. Since Sq(s) is close to Sq = Sq(0) (as ‖b(s)‖ < ε′  ε)
and Sq overwhelms Sp(s), we can conclude the following. If (λi) is the increasing sequence
of eigenvalues of H0(p + q) and (λ(s)i ) is the increasing sequence of eigenvalues of (H0 +
b(s))U(s)V (s)(p + q)V (s)∗U(s)∗ then |λi − λ(s)i | < 2ε for all i.
There are continuous functions fi on T such that
fi(s) ∈ Spec
((
1 ⊗H0 + b(s)
)
Ad
(
U(s)V (s)
)
(p + q))
for all s ∈ T, fi  fi+1, and fi(s) = λ(s)i . By perturbing 1 ⊗ H0 + b restricted to UV (1 ⊗
(p + q))V ∗U∗ slightly, we may suppose that there are projections pi ∈ C(T) ⊗ Jn such
that (1 ⊗ H0 + b)(UV (1 ⊗ (p + q))V ∗U∗) =∑i fipi (see [1]). By a further perturbation up
to 2ε, we may suppose that fi(s) = λi , s ∈ T for all i. By using this, we can construct a partial
isometry W ∈ C(T) ⊗ Jn such that W ∗W = 1 ⊗ (p + q), WW ∗ = UV (1 ⊗ (p + q))V ∗U∗,
and eit (1⊗H0+b)We−itH0 = W for all t , where b now satisfies the estimate ‖b‖ < 3ε. Since
U(0)V (0)(p + q)V (0)∗U(0)∗ = p + q one has W(0) = p + q . Then it follows that U∗W is
a partial isometry from 1⊗ (p+ q) to P +Q = V (1⊗ (p+ q))V ∗ with (U∗W)(0) = p+ q and
that
max
|t |1
∥∥eit (1⊗H0)U∗We−it (1⊗H0) −U∗W∥∥ 2‖U − 1‖ + 2‖b‖.
Thus we can set Z = V (1 − 1 ⊗ (p + q)) + U∗W , which is the desired unitary in C(T) ⊗
M(Jn)α . 
Lemma 4.8. If e is a projection in M(Jn)α/Jn ∩D(δα) then there is a projection E ∈ M(Jn)α ∩
D(δα) such that Q(E) = e.
Proof. From the proof of Lemma 3.1 we can choose B ∈ M(Jn)α ∩D(δα) such that Q(B) = e
and B∗ = B . Since Q(B) is a projection, the essential spectrum of B is {0,1} (except for the
trivial cases), i.e., Spec(B) has a gap between 0 and 1. We can define a projection E from B by
a C∞-functional calculus such that E ∈ D(δα) and Q(E)= e. 
When e0 ∈ M(Jn)α/Jn ∩ D(δα) is a projection such that ‖δα(e0)‖ is small we set
h = −i(δα(e0)e0 − e0δα(e0)) ∈ M(Jn)α/Jn. There is an H ∈ M(Jn)α such that H ∗ = H ,
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Q(E0) = e0 as in the above lemma then we have [H0 − H,E0] ∈ Jn. Hence, setting K =
−i((δα − ad iH)(E0)E0 − E0(δα − ad iH)(E0)) ∈ Jn, we have [H0 − H − K,E0] = 0. Thus
we can talk about the essential spectrum of (H0 −H −K)E0, which is independent of particular
choice of H and E0, and may be obtained as follows.
We define a homomorphism φ of C0(R) into e0(M(Jn)α/Jn)e0 by
φ(f )= Q(f (H0 −H −K)E0), f ∈ C0(R).
Then the kernel of φ is identified with {f ∈ C0(R): f |S = 0} for some closed subset S of R. The
essential spectrum of (H0 −H −K)E0 is equal to S.
If the above e0 belongs to On, then h ∈On and H ∈ En. The above map φ can be regarded as
mapping C0(R) into the crossed productOn×α R, which is known to be simple. (The C∗-algebra
generated by En and f (H0), f ∈ C0(R), is a quotient of En ×α R. The quotient by the maximal
ideal Jn ×α R ∼= Jn ⊗C0(R) is isomorphic to On ×α R.) More precisely, φ is a homomorphism
of C0(R) into e0(On × R)e0 = e0One0 ×α′ R sending f into λ(f ) where α′ is the flow on
e0One0 generated by (δα − ad ih)|e0One0 and λ is the canonical unitary group implementing
α′ in M(e0One0 ×α′ R). Hence if e0 is a non-zero projection in On, the essential spectrum of
(H0 −H −K)E0 is always R.
The following is a version of Lemma 4.4 for M(Jn)α/Jn in place of M(Jn)α .
Lemma 4.9. For any ε > 0 there exists a δ > 0 satisfying the following condition. If e ∈ On ∩
D(δα) ⊂ M(Jn)α/Jn is a projection and u ∈ (C(T) ⊗ M(Jn)α/Jn) ∩ D(id ⊗ δα) is a partial
unitary such that u∗u = 1 ⊗ e = uu∗, ‖(id ⊗ δα)u‖ < δ/2 and u(0) = e then there is a rectifiable
path ws , s ∈ [0,1], of partial unitaries in C(T)⊗M(Jn)α/Jn such that w∗s ws = 1⊗ e = wsw∗s ,
w0 = 1 ⊗ e, w1 = u, ws(0) = e, max|t |1 ‖αt (ws) − ws‖ < ε, and the length of ws is less than
4π + ε.
Proof. Fix some δ > 0 and choose e and u satisfying the hypotheses of the lemma.
Let h = −i(δα(e)e− eδα(e)) ∈ M(Jn)α/Jn. Then δα(e) = ad ih(e) and ‖δα(e)‖ < δ because
of the properties of e and u. We find a self-adjoint H ∈ En ⊂ M(Jn)α such that Q(H) = h and
‖H‖ = ‖h‖.
Let E ∈ En ∩ D(δα) be a projection such that Q(E) = e. Note that (δα − ad iH)(E) ∈ Jn.
Hence there is a self-adjoint K ∈ Jn such that
(
δα − ad i(H +K)
)
(E) = 0.
Since u(0) = e, we can find a continuous path U(s), s ∈ [0,1], in U(EM(Jn)αE) such
that U(0) = E and Q(U(s)) = u(s), where T is regarded as the quotient space [0,1]/{0,1}.
Since Q(U(1)) = e or U(1) ∈ E(Jn+1)E and the unitary group of E(Jn+1)E is connected, we
may suppose that U(1) = E, i.e., we have a lifting of u to the unitary U in C(T)⊗EM(Jn)αE
such that U(0) = E. Let β be the flow on M(Jn)α generated by δα − ad iH − ad iK which
leaves E invariant, i.e., βt is implemented by eit (H0−H−K). Since Q(βt (U(s)) − U(s)) =
α
(−h)
t (u(s))− u(s) it follows that
max
∥∥βt(U(s))−U(s)+Jn∥∥< 2‖h‖ + δ < 3δ,|t |1
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spectrum of (H0 − H − K)E is R, where we may suppose that (H0 − H − K)E is diagonal
by changing K if necessary. We apply Lemmas 4.7 and 4.4 to the flow β|M(EJnE)β in place
of α|M(Jn)α where EJnE is the compact operators on EH0 since Jn is the compact operators
on H0 and M(EJnE)β = EM(Jn)βE = EM(Jn)αE. This is possible because the properties
we needed for αt = Ad eitH0 on M(Jn)α in these lemmas are that Spec(H0) = R and that H0 is
diagonal. The same properties hold for βt = Ad eit (H0−H−K)E on M(EJnE)β as asserted above.
We apply Lemma 4.7 to the unitary U in C(T) ⊗ EM(Jn)αE (or rather to Q(U)) with
the Hilbert space EH0 and the flow β|EM(Jn)αE . Thus we can choose a unitary V ∈ C(T) ⊗
EM(Jn)αE such that V (0) = E, U(s) − V (s) ∈ Jn for s ∈ T and max|t |1 ‖βt (V ) − V ‖ < ε′,
where the value of ε′ depends on δ and ε′ → 0 as δ → 0. Then we can invoke Lemma 4.4 to
find a rectifiable path Ws , s ∈ [0,1], in U(C(T) ⊗ EM(Jn)αE) such that W0 = E, W1 = V ,
Ws(0) = E, max|t |1 ‖βt (Ws) − Ws‖ < ε, and the length of Ws is less than 4π + ε. Again the
value of ε depends on δ and ε → 0 as δ → 0. Now we can set ws = Q(Ws) and this satisfies
all the required conditions. In particular, since max|t |1 ‖α(−h)t (ws) − ws‖ < ε, it follows that
max|t |1 ‖αt (ws)−ws‖ < ε + 2δ. 
Lemma 4.10. For any ε > 0 there exists a δ > 0 satisfying the following condition. If V ∈ C(T)⊗
M(Jn)α is a unitary such that V (0) = 1 at 0 ∈ T and
max
|t |1
∥∥(id ⊗ αt )(V )− V ∥∥< δ,
then there is a unitary Z ∈ C(T)⊗M(Jn)α such that Z(0) = 1, ‖Q(V )−Q(Z)λ(Q(Z))∗‖ < ε
and
max
|t |1
∥∥(id ⊗ αt )(Z)−Z∥∥< ε.
Proof. Let N ∈ N and M = nN . We assume that M−1 < ε. By Lemma 4.5 there are projec-
tions ei , i = 0, . . . ,M − 1, in On ∩ D(δα) ⊂ M(Jn)α/Jn such that ∑i ei = 1, ‖δα(ei)‖ < ε′,
and ‖λ(ei)− ei‖ < ε′ for an arbitrarily small ε′ > 0.
For each s ∈ T there is a natural isomorphism φs of On = C∗(Q(s1), . . . ,Q(sn)) onto
C∗(Q(V (s)s1), . . . ,Q(V (s)sn)) ⊂ M(Jn)α . Note that s → φs is continuous in the sense
that s → φs(x) is continuous for each x ∈ On. Since φsλ|On = AdQ(V (s))λφs |On the pro-
jections fi(s) = φs(ei) satisfy ∑i fi(s) = 1 and ‖AdQ(V (s))λ(fi(s)) − fi+1(s)‖ < ε′. Since
αt (V (s)) ≈ V (s) or φsαt |On ≈ αtφs |On depending on δ, we can also ensure that
max
|t |1
∥∥αt(fi(s))− fi(s)∥∥< ε′,
by choosing δ > 0 sufficiently small. Note that fi : s → fi(s) defines a projection in C(T) ⊗
M(Jn)α .
We assert that there is a partial isometry z ∈ C(T) ⊗ M(Jn)α/Jn such that z∗z = 1 ⊗ e0,
zz∗ = f0, and max|t |1 ‖(id ⊗ αt )z− z‖ is small.
Let h = −i(δα(e0)e0 − e0δα(e0)) ∈ (On)sa. Then (δα − ad ih)(e0) = 0.
From the proof of Lemma 4.5 e0 is defined as w∗p0w, where p0 is a projection inOγn ⊂ UHFn
and w is an isometry in On with ww∗ ∈ Oγn and ww∗  p0. We may suppose that p0 and
ww∗ are in the linear span of Q(sI s∗J ), |I | = |J | = L for a large L ∈ N. Since φs(sI s∗J ) =
Q(V (s))LsI s
∗
JQ(V (s))
∗
L for I, J ∈ {1,2, . . . , n}∗ with |I | = |J | L it follows that
f0(s) = φs(e0) = φs
(
w∗
)
Q
(
V (s)
)
p0Q
(
V (s)
)∗
φs(w),L L
500 O. Bratteli et al. / Journal of Functional Analysis 248 (2007) 472–511where Q(V (s))L is defined inductively by Q(V (s))0 = 1 and
Q
(
V (s)
)
L
= Q(V (s))λ(Q(V (s))
L−1
)
.
Thus
z(s) = φs
(
w∗
)
Q
(
V (s)
)
L
we0, s ∈ T,
has the required property as a partial isometry from 1 ⊗ e0 onto f0 if we choose δ suffi-
ciently small. For example, z(s)∗z(s) = e0w∗Q(V (s))∗Lφs(ww∗)Q(V (s))Lwe0 = e0w∗ · ww∗ ·
we0 = e0. Since V (0) = 1 and φ0 = id one has z(0) = e0. (Given ε > 0 we choose N ∈ N and
the projections ei for i = 0,1, . . . , nN − 1; in particular, the above w, p0, and L. Then making
δ > 0 sufficiently small depending on w and L we deduce that φs(w∗) and Q(V )L are almost α-
invariant which ensures that z is almost id ⊗ α-invariant.)
Now we proceed as follows. Choose unitaries ζ, η in C(T) ⊗ M(Jn)α/Jn such that ζ(s) =
ζ(0) = η(0), ζ ≈ 1, Ad ζλ(1⊗ ei) = 1⊗ ei+1, η ≈ 1, and Ad(ηQ(V ))λ(fi) = fi+1, where λ de-
notes the endomorphism id⊗λ on C(T)⊗M(Jn)α/Jn. Define a map μ on C(T)⊗M(Jn)α/Jn
by μ = LηQ(V )Rζ ∗λ, where Lx (respectively Rx ) is the left (respectively right) multiplication
of x. Note that μ(z) = ηQ(V )λ(z)ζ ∗ is a partial isometry from 1 ⊗ e1 to f1, etc. Set
y = z∗μM(z) ≈ z∗Q(V )λ(Q(V )) · · ·λM−1(Q(V ))λM(z).
This is a unitary in C(T)⊗ e0(M(Jn)α/Jn)e0 such that (id⊗αt )(y) ≈ y for t ∈ [−1,1] depend-
ing on δ > 0. Since V (0) = 1 and z(0) = e0 we deduce that y(0) = e0.
By assuming δ > 0 sufficiently small we can now invoke Lemma 4.9, i.e., we can find a
rectifiable path ys , s ∈ [0,1], in C(T)⊗M(Jn)α/Jn such that ysy∗s = 1⊗e0 = ysy∗s , y0 = 1⊗e0,
y1 = y, ys(0) = e0, ‖αt (ys)− ys‖ ≈ 0 for t ∈ [−1,1] and the length of ys is less than 5π .
We are now in a familiar situation. Define a unitary u ∈ C(T)⊗M(Jn)α/Jn by
u =
M−1∑
k=0
μk(zyk),
where (yk) is a finite sequence of unitaries in C(T)⊗ e0(M(Jn)α/Jn)e0 chosen from the above
path ys as follows: y0 = y, ‖yk−yk+1‖ < 5π/M , yk(0)= e0, and yM−1 = e0. Note that μM(z) =
zy. Then u satisfies ‖μ(u) − u‖ < 5π/M , i.e., Q(V )λ(u) ≈ u. It also follows that u(0) = 1
and (id ⊗ αt )(u) ≈ u for t ∈ [−1,1]. Then we can use Lemma 4.7 to lift u to a unitary Z in
C(T) ⊗ M(Jn)α such that Q(Z) ≈ u, Z(0) = 1, and (id ⊗ αt )Z ≈ Z for t ∈ [−1,1]. Then Z
satisfies the required conditions. 
Proof of Lemma 3.4. Let δ be a positive number whose value will be decided in the course
of the proof. Suppose that we are given a unitary V ∈ M(Jn)α such that Q(V ) ∈ (On)′ and
max|t |1 ‖αt (V )−V ‖ < δ. Then by applying Lemma 4.1 there is a rectifiable path Vs , s ∈ [0,1],
in U(M(Jn)α) such that V0 = 1, V1 = V , and
ε ≡ max
s∈[0,1]
max
|t |1
∥∥αt (Vs)− Vs∥∥
is very small for small δ.
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M(Jn)α/Jn such that w(0) = 1 and max|t |1 ‖(id ⊗ αt )(w) − w‖ 2ε for t ∈ [−1,1]. By 4.7
we obtain a unitary W ∈ C(T)⊗M(Jn)α such that Q(W) = w, W(0) = 1, and max|t |1 ‖(id ⊗
αt )(W) − W‖ ≡ ε′ is small for small ε. Then by Lemma 4.10 we obtain a unitary Z ∈ C(T) ⊗
M(Jn)α such that Z(0) = 1, w = Q(W) ≈ Q(Z∗)λ(Q(Z)), and max|t |1 ‖(id ⊗αt )(Z)−Z‖ is
small for small ε′. Set V˜s = Z(s)Vs , s ∈ [0,1]. Then V˜0 = 1, V˜1 = V , λ(Q(V˜s)) ≈ Q(V˜s), and
maxs∈[0,1] max|t |1 ‖αt (V˜s)− V˜s‖ ≈ 0. Thus we find the desired path V˜s , s ∈ [0,1], connecting
1 with V in U(M(Jn)α). This concludes the proof. 
5. Cocycle conjugacy
A C∗-subalgebra C of A is a masa if and only if A ∩ C′ = C. If C is a masa of A and
u ∈ U(A) then u is said to normalize C if uCu∗ = C. We denote by N (C) the set of those
u ∈ U(A) normalizing C. Note that N (C) ⊃ U(C) and N (C) is a closed subgroup of U(A).
When N (C) generates A as a C∗-algebra (or equivalently the closed linear span of N (C) is A),
C is called a regular masa of A.
If a regular masa C of A satisfies (1) there is a norm-one projection of A onto C and (2) there
is a character of C which uniquely extends to a state of A then we call C a Cartan masa of A.
Recall that if α is a flow on a C∗-algebra A then δα denotes its generator and the domain
D(δα) of δα is a dense ∗-subalgebra of A.
Theorem 5.1. Let A be a unital simple C∗-algebra and let C be a Cartan masa of A.
Let α be a flow on A such that D(δα) ⊃ C. Then the following conditions are equivalent:
1. sup{‖αtδα(x)− δα(x)‖: x ∈ C, ‖x‖ 1} → 0 as t → 0.
2. δα|C is inner, i.e., there is an h = h∗ ∈ A such that δα(x) = ad ih(x), x ∈ C.
Remark 5.2. The first condition of the above theorem follows if D(δ2α) ⊃ C. This follows since
δ2α|C is bounded (see, e.g., [2]) and
∥∥αtδα(x)− δα(x)∥∥ ∥∥δ2α|C∥∥|t |‖x‖
for x ∈ C.
In the above theorem it is obvious that condition 2 implies condition 1 because using h in 2
one has the estimate
∥∥αtδα(x)− δα(x)∥∥ 2(∥∥αt (h)− h∥∥‖x‖ + ‖h‖‖δα|C‖|t |), x ∈ C.
Now assume 1. To derive condition 2 we establish the following lemmas, the first of which is
proved in a more general context.
Lemma 5.3. Let α be a flow on a C∗-algebra A and C an abelian C∗-subalgebra of A such
that C ⊂ D(δα). Then for each character ω of C there is a state ϕ of A such that ‖ϕαt −ϕ‖ → 0
as t → 0 and ϕ|C = ω.
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that ω(zν) = 1 and (zν) converges to the minimal projection p ∈ C∗∗ with ω(p) = 1. We regard
C∗∗ ⊂ A∗∗ and set c = ‖δα|C‖. Since ‖αt (zν)−zν‖ c|t | one deduces that ‖α∗∗t (p)−p‖ c|t |,
i.e., t → α∗∗t (p) is norm-continuous. Let B be the C∗-subalgebra of A∗∗ generated by A and
α∗∗t (p), t ∈ R. Then B is left invariant under α∗∗ and the restriction β = α∗∗|B is a flow, i.e.,
is strongly continuous. There is a β-cocycle u such that Adutβt (p) = p. Hence there is an
Aduβ-invariant pure state ϕˆ of B such that ϕˆ(p) = 1. Let ϕ = ϕˆ|A. Since α = β|A = α∗∗|A one
has ‖ϕαt − ϕ‖ ‖ϕˆβt − ϕˆ‖. Since ‖ϕˆβt − ϕˆ‖ ‖(ϕˆ − ϕˆ Adut )βt‖ 2‖ut − 1‖, one then has
‖ϕαt − ϕ‖ 2‖ut − 1‖. Since ϕ|C = ω, this concludes the proof. 
Lemma 5.4. Let ω be a character of C such that ω uniquely extends to a state ϕ of A, which
is necessarily a pure state. Then πϕ(C)′′ is a completely atomic masa of πϕ(A)′′ = B(Hω), i.e.,
there is a family {pi} of one-dimensional projections on Hϕ such that πϕ(C)′′ is generated by
the pi . If Φ is a norm-one projection of A onto C then πϕΦ(x) =∑i piπϕ(x)pi for x ∈ A.
Proof. The support projection p of ω in C∗∗ is minimal in A∗∗. Hence π∗∗ϕ (p) ≡ p is
a one-dimensional projection belonging to πϕ(C)′′. Since C is regular the supremum of
πϕ(u)pπϕ(u)
∗ ∈ πϕ(C)′′ over u ∈ N (C) commutes with πϕ(A)′′. Hence it equals 1. Thus
we conclude that there is a family {pi} of one-dimensional projections in πϕ(C)′′ such
that
∑
i pi = 1.
Let x ∈ A. If z ∈ C satisfies that 0 z 1 and πϕ(z)Ωϕ = Ωϕ , then
πϕΦ(x)Ωϕ = πϕΦ(x)πϕ
(
z2
)
Ωϕ = πϕΦ(zxz)Ωϕ.
Since zxz ≈ ϕ(x)z2 for a suitably chosen z one deduces that
πϕΦ(x)Ωϕ = ϕ(x)Ωϕ = pπϕ(x)pΩϕ
for x ∈ A, where p is the projection onto CΩϕ . Let u ∈N (C). Since x ∈ C → 〈πϕ(x)πϕ(u)Ωϕ,
πϕ(u)Ωϕ〉 = ω(u∗xu) is also a character one may apply the same argument and deduce that if
u ∈N (C) then
πϕΦ(x)πϕ(u)Ωϕ = ϕ
(
u∗xu
)
πϕ(u)Ωϕ = puπϕ(x)puπϕ(u)Ωϕ =
(∑
i
piπϕ(x)pi
)
πϕ(u)Ωϕ,
for x ∈ A, where pu = πϕ(u)pπϕ(u)∗ ∈ πϕ(C)′′ is the projection onto Cπϕ(u)Ωϕ and {pi} is
chosen in the first paragraph. This concludes the proof. 
Lemma 5.5. Under condition 1 of the theorem it follows that N (C) ⊂ D(δα).
Proof. Let ω be a character of C which uniquely extends to a state, say ϕ, of A. Note that ϕ is
a pure state of A. From Lemma 5.3 it follows that ‖ϕαt − ϕ‖ → 0 as t → 0. Hence there is a
unitary flow U on Hϕ such that AdUtπϕ(x) = πϕ(αt (x)), x ∈ A. Let H denote the self-adjoint
generator of U .
Let h be an invariant mean of the function on the abelian group U(C) defined by u →
−iπϕ(δα(u)u∗) ∈ B(Hϕ). Then it follows that h∗ = h ∈ B(Hϕ) and ad ih(πϕ(x)) = πϕ(δα(x)),
x ∈ C. We argue that t → AdUt(h) is norm-continuous.
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∥∥αt(δα(u)u∗)− δα(u)u∗∥∥ ∥∥δα(αt (u)− u)∥∥+ c2|t |
for u ∈ U(C). Since AdUt(ih)− ih is the invariant mean of u → πϕ(αt (δα(u)u∗)− δα(u)u∗), it
follows that
∥∥AdUt(h)− h∥∥ sup
u∈U(C)
∥∥δα(αt (u)− u)∥∥+ c2|t |.
Thus t → AdUt(h) is norm-continuous.
Let B be the C∗-algebra generated by πϕ(A) and AdUt(h), t ∈ R. Then AdUt leaves B
invariant and x → AdUt(x) is norm-continuous for x ∈ B . Hence t → AdUt |B defines a flow
on B , which we denote by β . Since h ∈ B , Ad eit (H−h) leaves B invariant and defines a perturbed
flow β(−h), which fixes each element of πϕ(C), i.e., eit (H−h) ∈ πϕ(C)′.
Let u ∈N (C) and define
Wt = πϕ(u)β(−h)t
(
πϕ
(
u∗
))
, t ∈ R.
Then Wt is a unitary in B and t → Wt is a β(−h)-cocycle. For z ∈ U(C) one has [πϕ(z),Wt ] =
0 which implies that Wt ∈ B ∩ πϕ(C)′ ⊂ πϕ(C)′′. Since β(−h)t |B∩πϕ(C)′ is the identity map it
follows that t → Wt is a norm-continuous unitary flow, i.e., there is a k = k∗ ∈ B ∩πϕ(C)′′ such
that Wt = eikt . Thus it follows that πϕ(u) is in the domain of the generator of β(−h) or β . Since
βtπϕ(u) = πϕαt (u) and πϕ is isometric we deduce that u ∈ D(δα). This completes the proof of
the inclusion N (C) ⊂ D(δα). 
It follows from the above proof that for u ∈N (C),
πϕ
(
uδα
(
u∗
))− πϕ(u) ad ih(πϕ(u∗))= ik,
where k = k∗ ∈ πϕ(C)′′.
Let Φ be the norm-one projection of B(Hϕ) onto πϕ(C)′′. For z ∈ C one has
πϕΦδα(z) = Φπϕδα(z) =
[
iΦ(h),πϕ(z)
]= 0.
Since h is the invariant mean of −iπϕ(δα(z)z∗), z ∈ U(C), and
Φ
(−iπϕ(δα(z)z∗))= −iπϕ(Φ(δα(z))z∗)= 0,
we deduce that Φ(h) = 0. Using Φ(πϕ(u)hπϕ(u∗)) = πϕ(u)Φ(h)πϕ(u∗) = 0 for u ∈N (C) we
deduce from the previous paragraph that
πϕ
(
Φ
(
uδα
(
u∗
)))= ik,
i.e., k ∈ πϕ(C). Hence
ad ih
(
πϕ
(
u∗
))= πϕ(δα(u∗))− πϕ(u∗)ik ∈ πϕ(A).
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on πϕ(A). Since πϕ(A) is unital and simple and πϕ(A)′′ = B(Hϕ) this implies that h ∈ πϕ(A)
(because any derivation of a unital simple C∗-algebra is inner). Since ad ihπϕ(z) = πϕ(δα(z)),
z ∈ C, this concludes the proof of Theorem 5.1.
In the above theorem, the regularity of the masa C is not really needed. We call a masa C of A
weakly regular if
Nw(C) =
{
u ∈ PI(A): uu∗, u∗u ∈ C, uCu∗ = Cuu∗}
generates A, where PI(A) is the set of partial isometries of A. If a weakly regular masa C
satisfies the conditions: (1) there is a norm-one projection of A onto C and (2) there is a character
of C which uniquely extends to a state of A, then we call C a weak Cartan masa. We deduce the
following from the above proof.
Corollary 5.6. Let A be a unital simple C∗-algebra and C a weak Cartan masa of A.
Let α be a flow on A such that D(δα) ⊃ C. Then the following conditions are equivalent.
1. sup{‖αtδα(x)− δα(x)‖: x ∈ C, ‖x‖ 1} → 0 as t → 0.
2. δα is inner, i.e., there is an h = h∗ ∈ A such that δα(x) = ad ih(x), x ∈ C.
Remark 5.7. Let A be a unital simple AF C∗-algebra. Let C be a masa of A. We call C a
canonical AF masa if there is an increasing sequence (An) of finite-dimensional C∗-subalgebras
of A such that the union is dense in A and C is generated by C ∩ An ∩ A′n−1, n = 1,2, . . . ,
with A0 = 0. If C is a canonical AF masa of A then the pair (A,C) satisfies the assumptions of
Theorem 5.1. Moreover, if α is a flow on A such that D(δα) ⊃ C, then δα|C is inner [16]. Note
also that a canonical AF masa of A is unique up to transformation by automorphisms. Hence the
assumption γ (C) = C below can be attained for a given automorphism γ∗ of K0(B).
Proposition 5.8. Let B be a stable AF C∗-algebra, C a canonical AF masa, and γ an auto-
morphism of B such that γ (C) = C and γ fixes no non-trivial ideals of B . Suppose that γ∗(g) is
strictly smaller than g for any g ∈ K0(B)+, i.e., if φ is a positive homomorphism of K0(B) into R
such that φ(g) > 0, then φ(g) > φγ∗(g). Let e be a non-zero projection in C such that γ (e) e.
Let A = e(B ×γ Z)e and regard C = Ce as a C∗-subalgebra of A. Then it follows that
1. A is a unital simple C∗-algebra.
2. There exists a norm-one projection of A onto C and C is weakly regular.
3. There exists a character of C which extends uniquely to a state of A.
If, in addition, B is simple then C is a regular masa of A.
Proof. Since the Connes spectrum of γ is full (otherwise some power of γ would be univer-
sally weakly inner on some non-zero ideal of B), it is well known that B ×γ Z is simple. Thus
assertion 1 follows.
Using the dual action of T on B ×γ Z one obtains a norm-one projection of A = e(B ×γ Z)e
onto eBe. One also has a norm-one projection of eBe onto C = Ce. Composing these projections
gives the desired norm-one projection from A onto C. Let U be the canonical unitary multiplier
of B ×γ Z implementing γ . Then Une ∈ e(B ×γ Z)e for n 1 is an isometry normalizing C. In
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assertion 2 follows.
To prove 3 we assert that there is a decreasing sequence (pk) of non-zero projections in C
such that ‖pkuγ n(pk)‖ → 0 for all u ∈ Nw(C) ∩ eBe for all n ∈ N. Then we take a character
ω of C such that ω(pk) = 1 for all k. If ϕ is an extension of ω to a state of A then ϕ(xUn) =
limk ϕ(pkxγ n(pk)Un) = 0 for all x ∈ eBe and all n = 1,2, . . . , where we have used that C is a
regular masa of eBe. This implies that ϕ is uniquely determined by ω.
To prove the above assertion on (pk), let (um,nm), m = 1,2, . . . , be a dense sequence in
(Nw(C) ∩ eBe) × N. Suppose that we have chosen a non-zero projection p ∈ C such that
pumγ
nm(p) = 0 for m< . Then we have to find a non-zero projection p′ ∈ C such that p′  p
and p′uγ n(p′) = 0. Since q = Aduγ n(p) is a projection in C whose equivalence class is
strictly smaller than [p] we deduce that p(1 − q) = 0. Thus we may set p′ = p(1 − q). One
obtains the desired sequence of projections by repeating this procedure.
Recall that we have set N (C) = {u ∈ U(A): uCu∗ = C}. To prove the last statement we
have to show that N (C) generates A. Note that limk→∞ φ([γ k(e)]) = 0 for any positive ho-
momorphism φ of K0(B) into R (otherwise limk φγ k would define a non-zero γ -invariant
positive homomorphism ψ of K0(B) into R such that ψ([e]) > 0). We choose k > 1 such that
[γ k−1(e)] + [γ k(e)] [e] and then choose v,w ∈N (C)∩ eBe such that
γ k(e) ⊥ Advγ k−1(e), γ k−1(e) ⊥ Adwγ k(e),
and
γ k(e)+ Advγ k−1(e) = γ k−1(e)+ Adwγ k(e) ≡ f.
Then it follows that
SkS∗k−1 + vSk−1S∗kw∗ + e − f ∈N (C),
where S = Ue. Hence by multiplying γ k−1(e) ∈ C from the right we deduce that SkS∗k−1 =
Sγ k−1(e) belongs to the C∗-algebra C∗(N (C)) generated byN (C). For u ∈N (C)∩eBe we have
that γ (u) + e − γ (e) ∈N (C) and that γ (u)Sγ k−1(e)u∗ = Suγ k−1(e)u∗ belongs to C∗(N (C)).
Since eBe is simple, it follows that S ∈ C∗(N (C)). Since C∗(N (C)) ⊃ eBe as follows easily,
this concludes the proof. 
Given flows α and β , we say that α is an approximate cocycle perturbation of β if there is
a sequence (un) of β-cocycles such that max|t |1 ‖αt (x)− Adun(t)βt (x)‖ converges to zero as
n → ∞ for all x ∈ A. If α is an approximate cocycle perturbation of β then the converse does
not follow, in general.
We recall that the above automorphism γ of B may have the Rohlin property if B is simple
(see [3,7]). In this case we can show:
Lemma 5.9. Let A be a unital nuclear simple purely infinite C∗-algebra and C = Ce be a Cartan
masa of A as in Proposition 5.8. Suppose also that B is simple and the automorphism γ of B
has the Rohlin property.
Let α be a Rohlin flow on A and let β be a flow on A such that βt |C = id. Then β is an
approximate cocycle perturbation of α.
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dimensional C∗-subalgebras of B such that B =⋃n Bn, e, γ (e) ∈ B1, the central support γ (e) in
eB1e is e, γ±1(Bn)⊂ Bn+1, and C is generated by C ∩Bn ∩B ′n−1, n = 1,2, . . . , where B0 = 0.
To prove this suppose we are given an automorphism γ of B such that γ (C) = C and γ (e) e.
Since C is a canonical AF masa there is an increasing sequence (Bn) of finite-dimensional C∗-
subalgebras of B such that B = ⋃n Bn and C is generated by C ∩ Bn ∩ B ′n−1, n = 1,2, . . . ,
where B0 = 0. As B is simple we may suppose that the central support of γ (e) in eB1e is e.
We assert that there is a unitary U ∈ U(C + C1) such that (AdU · γ )±1(Bkn) ⊂ Bkn+1 for some
subsequence (kn) with k1 = 1. Since AdU ◦ γ (C) = C and C is generated by C ∩Bkn ∩B ′kn−1 ,
n = 1,2, . . . , with k0 = 0, we can take AdU ◦ γ for γ and (Bkn) for (Bn).
Set k1 = 1. We choose k2 such that γ (B1) is almost contained in Bk2 ; in particular,
γ (C ∩ B1) ⊂ C ∩ Bk2 . We also choose a generating family {ekij } of matrix units of B1 such
that ekii ∈ C and ekij ∈Nw(C). Since γ (ekii) ∈ C ∩Bk2 and γ (ekij ) ∈Nw(C), there exists a family
{f kij } of matrix units of Bk2 such that γ (ekij ) ≈ f kij , γ (ekii) = f kii and f kij ∈ Nw(C). (We ex-
press γ (ek11) as the sum of minimal projections pl ∈ C ∩ Bk2 ; then γ (eki1)pl is close to a partial
isometry wl ∈ Bk2 . Set f ki =
∑
wl ∈ Bk2 . Since wl ∈ Nw(C) it follows that f ki ∈ Nw(C) and
that ‖f ki −γ (eki1)‖ = maxl ‖γ (eki1)pl −wl‖. We set f kij = f ki (f kj )∗.) Then Ad(γ (eki1)f k1i ) defines
an automorphism of Cf kii . Since it is close to the identity, it follows that γ (e
k
i1)f
k
1i ∈ C. Let
U1 =
∑
k
∑
i
f ki1γ
(
ek1i
)+ 1 −∑
k
∑
i
f kii .
Then U1 ∈ U(C + C1) and U1 ≈ 1. Since AdU1γ (ekij ) = f kij , one has AdU1γ (B1) ⊂ Bk2 .
Next we find Bk3 such that AdU1γ (Bk3) almost contains Bk2 . Then in a similar way we ob-
tain V1 ∈ U(C + C1) and V1 ≈ 1 and Bk2 ⊂ Ad(V1U1)γ (Bk3). Let D1 = AdU1γ (B1). Since
D1 ⊂ Bk2 ⊂ Ad(V1U1)γ (Bk3) and AdV1(D1) = Ad(V1U1)γ (B1) ⊂ Ad(V1U1)γ (Bk3), there
is a unitary W1 ∈ C ∩ Ad(V1U1)γ (Bk3) + C(1 − γ (1Bk3 )) such that Ad(W1V1)|D1 = id and
‖W1 − 1‖ ‖(AdV1 − id)|D1‖ 2‖V1 − 1‖. Set U2 = W1V1. Then U2 ∈ U(C + C1), U1 ≈ 1,
AdU2|AdU1γ (B1) = id and
Ad(U2U1)γ (B1) ⊂ Bk2 ⊂ Ad(U2U1)γ (Bk3).
We can repeat this process. Namely we obtain a unitary U3 ∈ U(C + C1) and k4 > k3 such
that U3 ≈ 1, AdU3|Bk2 = id and
Ad(U3U2U1)γ (Bk3) ⊂ Bk4 .
In this way we obtain a sequence (Un) in U(C + C1) and a sequence (kn) such that U =
limn→∞ UnUn−1 · · ·U1 converges, Ad(U2n−1U2n−2 · · ·U1)γ (Bk2n−1) ⊂ Bk2n , Bk2n ⊂ Ad(U2n ×
U2n−1 · · ·U1)γ (Bk2n+1), AdU2n|Ad(U2n−1···U1)γ (Bk2n−1 ) = id and AdU2n+1|Bk2n = id. Hence we
conclude that AdUγ (Bk1) ⊂ Bk2 ⊂ AdUγ (Bk3) ⊂ Bk4 ⊂ · · · , which implies that
(AdUγ )±1(Bk2n−1)⊂ Bk2n+1 .
This concludes the proof of the above assertion.
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eBne we deduce that β fixes eBe and that D(δβ) contains the union of eBne, n = 1,2, . . . .
For each n there exists a zn = z∗n ∈ C so that δβ |eBne = ad izn|eBne . We make a bounded
perturbation of δβ and pass to a subsequence of (Bn) such that zn ∈ Ce ∩ eBn+1e, i.e., the C∗-
subalgebra Dn of eBn+1e generated by eBne and e(Bn+1 ∩ B ′n)e ∩ C is left invariant under β .
Note that eBne ⊂ Dn ⊂ eBn+1e.
The domain D(δα) may not contain
⋃
n eBne, but we can find a u ∈ U(A) such that D(δα) ⊃
ueBneu
∗ for all n. Thus replacing αt by a cocycle perturbation Ad(u∗αt (u))αt , we may suppose
that D(δα) ⊃⋃n eBne =⋃n Dn.
There exists yn = y∗n ∈ A such that δα|Dn = ad iyn|Dn . Then it follows that (δα + ad i(zn −
yn))|Dn = δβ |Dn , which implies that α(zn−yn)t (x) = βt (x) for x ∈ Dn. Thus, for any n, by a
bounded perturbation on α one may always assume that α = β on Dn.
Let S = Ue and define wt = S∗βt (S), which is a β-cocycle. We know that wt ∈ C. Hence there
is a k = k∗ ∈ C such that wt = eitk . We approximate k by kn = k∗n ∈ Ce ∩ eBne = Ce ∩ Dn−1
such that ‖k − kn‖ → 0 as n → ∞.
Let T be a large constant and n be a large integer such that 1/T ≈ 0 and T ‖k − kn‖ ≈ 0. Let
N be also a large integer. We suppose that αt (x) = βt (x), x ∈ Dn+N .
Let vt = S∗αt (S), which is a unitary since αt (SS∗) = SS∗ and forms an α-cocycle. Let
x ∈ Ce ∩ eBn+Ne = Ce ∩ Dn+N−1. Then since SxS∗ ∈ Ce ∩ Bn+N+1 ⊂ Dn+N , one has
xvt = S∗SxS∗αt (S) = S∗αt (SxS∗S) = vtx, which implies, in particular, that e−itknvt = vte−itkn
(as kn ∈ Ce ∩Dn−1). Since αt (e−itkn)= e−itkn , it follows that t → e−itknvt is an α-cocycle.
Let x ∈ Dn+N−1. Since Sβ−t (x)S∗ = Sα−t (x)S∗ ∈ Dn+N one has xβt (S∗)αt (S) =
βt (S
∗Sβ−t (x)S∗)αt (S) = βt (S∗)αt (S)x, i.e., e−itkvt ∈ A ∩ D′n+N−1. Hence, for x ∈ Dn+N−1
and t ∈ [0, T ] we deduce that ‖[e−itknvt , x]‖ = ‖[e−itkneitk, x]e−itkvt‖ 2T ‖k − kn‖‖x‖.
Since α has the Rohlin property and t → e−itknvt is an α-cocycle one obtains a unitary w in
U(A) such that ‖wαt(w∗) − e−itknvt‖ is of the order of |t |/T . Specifically let us assume that
‖wαt(w∗)− e−itknvt‖ ε for t ∈ [−1,1] with ε ≈ 1/T . To define such a unitary w we use the
path (e−itknvt )0tT which connects 1 with e−iT knvT , along which any element of the unit ball
of Dn+N−1 almost commutes up to the order of T ‖k − kn‖, which insures that ‖[w,x]‖ ε′‖x‖
for x ∈ Dn+N−1 with ε′ of the order of T ‖k − kn‖. Since ‖[w,e−itkn‖ ε′ we deduce that
∥∥αt (Sw)− Sweitkn∥∥= ∥∥Svtαt (w)e−itknw∗ − S∥∥
is less than ε + ε′ for t ∈ [−1,1]. Note that by construction w is connected to 1 by a path
which almost commutes with Dn+N−1. We may just as well assume that w ∈ A∩D′n+N−1 with
max|t |1 ‖αt (Sw)− Sweitkn‖ ε + 3ε′.
Since γ has the Rohlin property and satisfies γ±1(Dk) ⊂ Dk+1 we may choose a unitary u ∈
A∩ (eB2e)′ such that ‖w−uλ(u∗)‖ is of order of 1/N and u belongs to A∩D′n, where λ is a uni-
tal homomorphism of A∩ (eB2)′e into A∩ (eB1e)′ such that λ(x)γ (e) = SxS∗, x ∈ A∩ (eB2e)′.
(To construct u we use a path of unitaries which connects 1 with wλ(w)λ2(u) · · ·λM(w) with
M ≈ N and lies in the commutant of Dn. This is why u ∈ A ∩D′n while w ∈ A ∩Dn+N−1; see,
e.g., [7].) Since λ(u)Sλ(u)∗ = Suλ(u)∗ ≈ Sw, αt (λ(u)Sλ(u)∗) ≈ Sweitkn , and [eitkn , λ(u)] = 0
one has
Adv∗αt Adv(S)≈ v∗Sweitknv = Su∗weitknλ(u) ≈ Seitkn ≈ βt (S)
for v = λ(u). Moreover, for x ∈ Dn−1
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This concludes the proof. 
Recall that a flow α on A is defined to be C1+ε if D(δα)⊃ C and
sup
x∈C,‖x‖1
∥∥(αt − id)δα(x)∥∥
converges to 0 as t → 0.
Further recall the following result from [17]. If A is a unital separable nuclear purely infinite
simple C∗-algebra, and if each of two Rohlin flows on A is an approximate cocycle perturbation
of the other, then they are cocycle-conjugate with each other. By Theorem 5.1 and Lemma 5.9
one then obtains the following.
Corollary 5.10. Let A be a unital separable nuclear simple purely infinite C∗-algebra and C =
Ce be a Cartan masa of A as in Lemma 5.9. Suppose, in particular that γ has the Rohlin
property.
Let α and β be Rohlin flows on A such that both α and β are C1+ε on C. Then α and β are
cocycle-conjugate.
Proof. It follows from Corollary 5.6 that we may suppose α|C = id = β|C by inner perturbation.
Then by Lemma 5.9 α is a cocycle perturbation of β and vice versa. By using the result of [17]
quoted above we obtain the desired conclusion. 
Let K denote the C∗-algebra of compact operators on an infinite-dimensional separable
Hilbert space and let K˜ = K + C1. Fix a minimal projection p in K. For a bounded interval
I of Z define K˜(I ) = ⊗I K˜ and K(I ) = ⊗I K ⊂ K˜(I ). If I = [a, b], we embed K˜([a, b])
into K˜([a, b + 1]) by x → x ⊗ 1 and K˜([a, b]) into K˜([a − 1, b]) by x → p ⊗ x. Let B˜ denote
the inductive limit of the system (K˜(I ))I with these embeddings and let B be the C∗-subalgebra
of B˜ generated by (K(I ))I . Further let σ denote the automorphism of B˜ induced by the shift on
Z to right. In particular, 1 ∈ K˜({0}) maps into p ∈ K˜({0}). We denote by e ∈ B˜ the projection
corresponding to 1 ∈ K˜({0}) or equivalently to p ∈K({−1}).
Note that σ leaves B invariant and e ∈ B . Further note that B is an AF algebra.
It is known [6] that the crossed product B ×σ Z is isomorphic to K⊗O∞ and that e(B ×σ
Z)e ∼=O∞.
Let (eij )∞i,j=1 be a family of matrix units in K such that e1,1 = p and K is the closed linear
span of (eij ). Let C be the abelian C∗-subalgebra of K˜ generated by the ei,i and 1. It follows
that C is a regular masa of K˜.
Let C∞ be the C∗-subalgebra generated by K(I ) ∩⊗I C with all bounded intervals I . It
follows that e ∈ C∞ and that C∞ is a regular masa of B which is left invariant by σ . Let U denote
the unitary multiplier of B ×σ Z which implements σ and set S = Ue ∈ e(B ×σ Z)e. Then S is
an isometry. For each x ∈ K˜({0}) we use the same symbol x to denote the corresponding element
in B .
Under the isomorphism e(B ×σ Z)e ∼= O∞ which sends ek1S onto sk , eC∞ is the abelian
C∗-subalgebra C∞ generated by sI s∗I , I ∈ N∗, where N∗ is the set of finite sequences in N. It is
immediate that C∞ is a weak Cartan masa of O∞.
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and σ does not have the Rohlin property, we cannot apply Lemma 5.9 to this pair (O∞,C∞).
(We used simplicity of B at the beginning of the proof, but this is required to define the unital
partial endomorphism λ of eBe out of γ , whose Rohlin property we would also need.) Instead,
however, we can use the fact that any unital endomorphism of O∞ is approximately inner [23],
in the proof of Lemma 5.9.
More precisely we define a unital endomorphism φ of O∞ by φ(sk) = skw, or φ(ek1S) =
ek1Sw, for k = 1,2, . . . , where w is the unitary described in the proof of Lemma 5.9. In particu-
lar, w ∈O∞ ∩D′n+N−1. Note that φ(eij ) = φ(sis∗j ) = siww∗s∗j = sis∗j = eij . For ei1,j1 ⊗ ei2,j2 ∈
K([0,1]), if ei2,j2 commutes with w, we have that
φ(ei1,j1 ⊗ ei2,j2) = φ
(
si1si2s
∗
j2
s∗j1
)= si1wei2,j2w∗s∗j1 = ei1,j1 ⊗ ei2,j2 .
In this way, we can show that if ek =∑ki=1 eii is a projection inK such that w is in the commutant
of D(k) = Ce + ekKek + ekKek ⊗ ekKek + · · · + ekKek ⊗ ekKek ⊗ · · · ⊗ ekKek (k + 1 terms),
then φ|D(k) = id. Hence we can find a unitary v ∈O∞ such that vSv∗ ≈ Sw and vxv∗ ≈ x for
x ∈ D(k). Since ⋃k D(k) is dense in eBe, this leads us to the same conclusion of Lemma 5.9.
Thus we have proved Corollary 1.3 just as we did Corollary 5.10. Since there are quite a few
Rohlin flows on O∞ which are trivial on C∞ this result is certainly non-empty.
We can define a Cartan masa Cn of On in the same way as C∞. Since Corollary 5.10 is
applicable to the pair (On,Cn), let us state:
Corollary 5.11. Let n = 2,3, . . . or n = ∞ and let Cn ⊂On be as above. Then there are Rohlin
flows which are C1+ε on Cn and any two Rohlin flows of this type are cocycle conjugate with
each other.
Let {sk} be a generating family of isometries inO∞ and letH be the closed linear span of {sk}.
This is a Hilbert space with inner product given by 〈ξ, η〉 = η∗ξ . If a flow α on O∞ leaves H
invariant then α is quasi-free in a wider sense and is determined by the unitary flow U on H
defined by αt (ξ) = Utξ , ξ ∈H. If U is diagonal or its self-adjoint generator HU is diagonal then
α is conjugate to a quasi-free flow that we have discussed.
Corollary 5.12. Let U be a unitary flow onH⊂O∞ and let α be the corresponding flow onO∞.
Suppose that Spec(HU) generates R as a closed subsemigroup. Define a flow β on O∞ by
βt (s1) = eit s1, βt (s2) = e−i
√
2t s2 and βt (sk) = sk for k  3. Then α has the Rohlin property if
and only if α and β are cocycle conjugate with each other.
Proof. It follows from Theorem 1.1 that β has the Rohlin property. Hence the if part is obvious.
So we suppose that α has the Rohlin property.
It follows from the remark preceding Corollary 5.11 that β is an approximate cocycle pertur-
bation of α. For H = HU there is a sequence (Hn) of diagonal self-adjoint operators on H such
that H −Hn has a bounded extension, ‖H −Hn‖ → 0 and Hn has two eigenvalues which gen-
erate R as a closed subsemigroup. Then the flow α(n) on O∞ determined by t → eitHn has the
Rohlin property and converges to α as n → ∞, i.e., max|t |1 ‖αt (x)−α(n)t (x)‖ → 0 for x ∈O∞.
Since α(n) is quasi-free in our restrictive sense Corollary 5.11 tells us that α(n) and β are cocycle
conjugate, or α(n) is an approximate cocycle perturbation of β . Hence we deduce that α is an
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each other we conclude by [17] that α and β are cocycle conjugate. 
Let λ ∈ (0,1) and let Gλ be the subgroup of R generated by λn, n ∈ Z. Then Gλ, as an ordered
subgroup of R, is a simple dimension group and there is a stable simple AF algebra Bλ such that
K0(Bλ) ∼= Gλ. Let γ be an automorphism of Bλ such that γ induces the multiplication by λ on
K0(Bλ) = Gλ. We may suppose that γ leaves a canonical AF masa C of Bλ invariant. By [7] γ
has the Rohlin property and by [26] the crossed product Bλ ×γ Z is purely infinite and simple.
(We can obtain more examples of this kind from [3].)
If {f ∈ Z[t]: f (λ) = 0} = p(t)Z[t] for some non-zero p(t) ∈ Z[t], then Aλ ≡ Bλ ×γ Z is
isomorphic to On ⊗K where n = |p(1)|+1; otherwise Aλ is isomorphic to O∞ ⊗K. By cutting
off Aλ by a projection e ∈ C with [e] a generator of K0(Aλ) one obtains a Cartan masa C = Ce
in eAλe which is isomorphic to On with n depending on λ as above. Thus there are many ways
to construct a Cartan masa of On as in Proposition 5.8 but we do not know whether we obtain
a new Cartan masa (in case n < ∞) which is not obtained as an image of the above Cn by an
automorphism, and if we can, whether we have a Rohlin flow which is trivial on this Cartan
masa.
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