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Resumo
A teoria de filas de espera e´ um ramo da probabilidade aplicada e da investigac¸a˜o
operacional. Ela encarrega-se do estudo de diferentes modelos probabil´ısticos que
permitem descrever a evoluc¸a˜o de uma fila de espera. Os aspetos de interesse de um
modelo de fila de espera sa˜o, por exemplo: o processo de chegadas dos clientes a` fila,
o tempo de servic¸o, o nu´mero de servidores, a disciplina de servic¸o, a capacidade do
sistema, etc.. Dado o seu enorme potencial em diversas a´reas, a teoria de filas de
espera tem sido, e continua a ser, muito estudada por matema´ticos, sobretudo os
que teˆm interesse em teoria da probabilidade e suas aplicac¸o˜es.
Esta dissertac¸a˜o e´ dedicada ao estudo de va´rios modelos de filas de espera e
a` apresentac¸a˜o de algumas das suas aplicac¸o˜es na a´rea dos servic¸os de sau´de que,
tipicamente, sa˜o confrontados com atrasos no atendimento de pacientes.
O trabalho esta´ divido em treˆs grandes partes: uma primeira parte com conceitos
ba´sicos da teoria das probabilidades e de processos estoca´sticos, com especial desta-
que para as cadeias de Markov; na segunda parte descrevem-se alguns modelos de
filas de espera, com especial destaque para os markovianos, e sa˜o explorados alguns
aspetos relevantes de ponto de vista das aplicac¸o˜es como, por exemplo, o nu´mero
me´dio de clientes no sistema (ou na fila), o tempo me´dio que um cliente aguarda
no sistema (ou na fila) etc.; por fim sa˜o apresentadas aplicac¸o˜es concretas de filas
de espera na a´rea dos servic¸os de sau´de atrave´s da explorac¸a˜o de alguns artigos
em revistas internacionais como o Journal of Medical Systems, European Journal of
Operational Research e Health Care Management Sciences.
Palavras-chave: Teoria das Probabilidades, Processos Estoca´sticos, Cadeias de
Markov, Filas de Espera, Aplicac¸o˜es em Servic¸os de Sau´de.
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Abstract
Queueing theory is a branch of applied probability and operational research.
This theory deals with the study of different probabilistic models used to describe
the evolution of a queue. Aspects of interest in a queueing model are, for example:
the arrival process of clients, the distribution of the service times, the number of
servers, the discipline, the capacity of the system, etc. Given its huge potential in
many areas, queuing theory has been, and continues to be, extensively studied by
mathematicians, especially by those interested in probability theory and its appli-
cations.
In this dissertation, several models for queues are studied. Also, some applicati-
ons of queuing models to health care services are presented. These type of services
are usually affected by delays and long waiting times for patients.
The work is divided into three main parts: a first part contains basic concepts of
probability theory and stochastic processes, with special emphasis on Markov chains;
in the second part some queueing models are presented, with special emphasis for
the markovian ones, and some relevant aspects for the applications point of view are
presented, such as the expected number of clients in the system (or in the queue), the
mean time a customer waits in the system (or queue) etc.; finally some applications
of queueing theory in health services are explored in some articles published in
international journals, such as Journal of Medical Systems, European Journal of
Operational Research and Health Care Management Sciences.
Keywords: Probability Theory, Stochastic Processes, Markov Chains, Queues,
Applications in Health Services.
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Cap´ıtulo 1
Introduc¸a˜o
As filas de espera propriamente ditas fazem parte do dia-a-dia dos indiv´ıduos
na sociedade moderna. Nas nossas deslocac¸o˜es dia´rias, nos bancos, nos hospitais,
nas repartic¸o˜es, nos cafe´s, no cinema etc., enfrentamos filas de espera. Segundo
Hillier e Lieberman [18], nos Estados Unidos, estimou-se que os americanos gastam
37.000.000.000 horas por ano em esperas nas filas. Se este tempo fosse gasto produ-
tivamente em vez disso, seria uma quantidade de quase 20 milho˜es pessoas por ano
de trabalho u´til.
Segundo [11], o primeiro estudo das filas de espera foi realizado pelo matema´tico
dinamarqueˆs A.K Erlang no ano 1909, onde Erlang utilizou esta teoria para resolver
um problema de congestionamento de linhas telefo´nicas na Dinamarca. Erlang e´
considerado por muitos autores como o pai da teoria de filas de espera, devido ao
facto de o seu trabalho se ter antecipado por va´rias de´cadas aos conceitos modernos
desta teoria. Em 1917, Erlang publicou um trabalho com o t´ıtulo: ”Solutions of
Some Problems in the Theory of Probabilities of Singnificance in Autmatic Telephone
Exchange”, onde a sua experieˆncia ficou reconhecida.
Desde enta˜o, as a´reas de telecomunicac¸o˜es, da cieˆncia da computac¸a˜o, de eco-
nomia, da sau´de, da administrac¸a˜o e de processamentos de fluxos usufru´ıram dessa
teoria. Entre os va´rios problemas estudados nestas a´reas, destacam-se problemas
de congestionamento de tra´fego de pessoas, de escoamento de fluxos de carga em
terminais, de carregamento ou descarregamento de produtos etc..
A teoria de filas de espera e´ um ramo da probabilidade aplicada e da investigac¸a˜o
operacional. Segundo Preater [41], esta teoria preocupa-se em explicar por meio da
modelac¸a˜o matema´tica, o feno´meno de congestionamento em sistemas de servic¸o.
Esta teoria tem como objetivo principal optimizar o desempenho de um sistema, de
modo a reduzir os seus custos operacionais e aumentar a satisfac¸a˜o do cliente [17].
Um dos objetivos deste trabalho foi explorar a aplicac¸a˜o da teoria das filas de
espera a` a´rea da sau´de. A escolha desta a´rea deveu-se ao facto de existir uma ampla
gama de servic¸os de sau´de onde a formac¸a˜o de filas de espera e´ quase inevita´vel e
pode ter efeitos muito prejudiciais a` populac¸a˜o que a eles recorre. Segundo [43], as
aplicac¸o˜es no campo da sau´de podem incluir a ana´lise de filas de espera em quaisquer
instalac¸o˜es e podem incidir sobre espac¸os, equipamentos e/ou pessoal.
Em geral, aplicac¸a˜o da teoria de filas de espera na a´rea da sau´de tem por objetivo
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fornecer informac¸o˜es relevantes aos que analisam ou gerem o servic¸o de sau´de, de
modo a conseguir um equil´ıbrio apropriado entre os custos do servic¸o e o tempo de
espera dos pacientes.
De salientar que o tema teoria de filas de espera e´ muito vasto e que seria im-
poss´ıvel abordar nesta dissertac¸a˜o todos os modelos existentes na literatura. Por este
motivo, aqui sera˜o estudados essencialmente os modelos markovianos, mas tambe´m
alguns na˜o markovianos mais utilizados nas aplicac¸o˜es. Estaremos interessados em
analisar, entre outras coisas, caracter´ısticas como o nu´mero me´dio de clientes que
aguardam na fila (ou no sistema), o tempo me´dio que um cliente aguarda na fila (ou
no sistema), a probabilidade de um cliente ter que esperar, etc..
Para ale´m desta Introduc¸a˜o, esta dissertac¸a˜o conte´m mais cinco cap´ıtulos.
O Cap´ıtulo 2 e´ dedicado apresentac¸a˜o de alguns conceitos ba´sicos de teoria das
probabilidades que sa˜o importantes para uma melhor compreensa˜o do Cap´ıtulo 3,
onde sa˜o abordados os processos estoca´sticos. Neste u´ltimo cap´ıtulo e´ dado especial
destaque a`s cadeias de Markov e ao processo de Poisson, que e´ utilizado em va´rios
modelos de filas de espera.
No Cap´ıtulo 4 estudam-se va´rios modelos de filas de espera. E´ dada particular
atenc¸a˜o a modelos markovianos, que fazem uso do processo de Poisson, mas tambe´m
sa˜o ligeiramente abordados modelos na˜o markovianos. Explora-se o comportamento
dos modelos ao longo do tempo e estudam-se algumas das suas caracter´ısticas como:
o nu´mero me´dio de clientes na fila e no sistema, o tempo me´dio que um cliente
aguarda na fila e no sistema, a probabilidade de um cliente ter que esperar, a pro-
babilidade de um cliente abandonar o sistema (so´ para alguns modelos), etc..
No Cap´ıtulo 5 exploram-se algumas aplicac¸o˜es na a´rea dos servic¸os de sau´de de
modelos estudados no Cap´ıtulo 4. Apo´s uma pesquisa intensa em va´rias revistas
cient´ıficas, selecionaram-se alguns artigos para serem estudados com mais porme-
nor, tentando abranger o maior nu´mero de modelos de filas de espera abordados
nesta dissertac¸a˜o. Finalmente, no Cap´ıtulo 6 apresentam-se algumas concluso˜es e
propostas de trabalho futuro.
Cap´ıtulo 2
To´picos de Teoria de
Probabilidades
Neste cap´ıtulo, sera˜o enunciados alguns conceitos importantes da teoria das pro-
babilidades, que sera˜o essenciais para realizar uma ana´lise teo´rica de um processo
estoca´stico, em geral, e de uma fila de espera, em particular.
2.1 Espac¸os mensura´veis e definic¸a˜o axioma´tica
de probabilidade
Um feno´meno aleato´rio e´ um feno´meno em que na˜o e´ poss´ıvel, a partir do pas-
sado, prever com exatida˜o o seu futuro. As experieˆncias, cujos resultados sa˜o im-
previs´ıveis, associadas a tais feno´menos aleato´rios dizem-se experieˆncias aleato´rias.
Supo˜e-se que tais experieˆncias podem ser realizadas uma infinidade de vezes, sempre
nas mesmas condic¸o˜es, chamando-se prova a cada uma das suas repetic¸o˜es ou rea-
lizac¸o˜es. O resultado da prova e´ um elemento imprevis´ıvel pertencente ao conjunto
dos resultados poss´ıveis da experieˆncia em causa [13]. A teoria de probabilidades
tem por objetivo construir um modelo matema´tico que permita descrever tais ex-
perieˆncias aleato´rias.
O conjunto de todos os resultados poss´ıveis de uma experieˆncia aleato´ria e´ cha-
mado de espac¸o amostral e e´ usualmente representado por Ω. Um acontecimento e´
um subconjunto A do espac¸o amostral Ω. Os acontecimentos elementares sa˜o os que
correspondem a subconjuntos singulares de Ω. Diz-se que se realiza o acontecimento
A quando o resultado da experieˆncia e´ algum ω ∈ A.
Exemplo 2.1.1. Um exemplo tradicional de experieˆncia aleato´ria e´ o lanc¸amento
de um dado, com as faces numeradas de 1 a 6, sendo o resultado o nu´mero da face
voltada para cima. Para esta experieˆncia, o espac¸o amostral e´ Ω = {1, 2, 3, 4, 5, 6}.
Podemos enunciar alguns acontecimentos como:
• Ao acontecimento ”sair face par”corresponde o subconjunto A = {2, 4, 6}.
• Ao acontecimento ”na˜o sair mu´ltiplo de 5”corresponde o subconjunto B =
{1, 2, 3, 4, 6}.
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• Ao acontecimento ”sair face par e mu´ltiplo de 5”corresponde A ∩B = ∅.
• Ao acontecimento ”sair face ı´mpar ou mu´ltiplo de 5”corresponde A ∪ B =
{1, 3, 5}.
• Ao acontecimento ”sair face ı´mpar e mu´ltiplo de 5”corresponde A ∩B = {5}.
Observe-se que este u´ltimo acontecimento e´ elementar.
Definic¸a˜o 2.1.1. Seja Ω um conjunto na˜o vazio e P(Ω) o conjunto das partes de
Ω. F ⊆ P(Ω) diz-se uma σ-a´lgebra sobre Ω se satisfaz os axiomas seguintes:
i. Ω ∈ F .
ii. Se A ∈ F , enta˜o A = {ω ∈ Ω : ω /∈ A} ∈ F ;
iii. Se {An}n∈N e´ uma sucessa˜o qualquer de elementos de F , enta˜o
⋃
n∈N
An ∈ F .
O conjunto Ω munido de uma σ-a´lgebra F , ou o par (Ω,F), chama-se espac¸o men-
sura´vel. Um elemento de F designa-se por conjunto mensura´vel.
Numa σ-a´lgebra sa˜o va´lidas as seguintes propriedades:
P1. ∅ ∈ F ;
P2. Se {An}n∈N e´ uma sucessa˜o qualquer de elementos de F , enta˜o
⋂
n∈N
An ∈ F ;
P3. Se Ai ∈ F , i = 1, 2, ..., k, enta˜o
⋃k
i=1Ai ∈ F e
⋂k
i=1Ai ∈ F .
Uma das σ−a´lgebras mais importante na teoria das probabilidades e´ a chamada
σ−a´lgebra de Borel sobre R.
Definic¸a˜o 2.1.2. A σ-a´lgebra de Borel sobre R, denota-se por B, e´ a σ-a´lgebra
gerada pelos intervalos reais da forma (−∞, a], a ∈ R, isto e´, a menor σ-a´lgebra
sobre R que conte´m todos estes intervalos.
Nota: A σ−a´lgebra B pode ser tambe´m obtida atrave´s de outros conjuntos
geradores, como por exemplo, os intervalos da forma (a, b], a, b ∈ R(a < b).
Definic¸a˜o 2.1.3. Dados (Ω1,F1) e (Ω2,F2) espac¸os mensura´veis, uma func¸a˜o f :
Ω1 → Ω2 e´ dita mensura´vel se a imagem inversa de qualquer conjunto mensura´vel
e´ mensura´vel, ou seja,
A ∈ F2 ⇒ f−1(A) ∈ F1.
Definic¸a˜o 2.1.4. Considere um espac¸o mensura´vel (Ω,F). Chama-se medida de
probabilidade sobre (Ω,F) a uma aplicac¸a˜o P : F → [0,∞) que verifica os seguintes
axiomas:
i. P (∅) = 0;
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ii. P (Ω) = 1;
iii. Se {An}n∈N e´ uma sucessa˜o de elementos de F , com Ai∩Aj = ∅(i 6= j), enta˜o,
P
(⋃
n∈N
An
)
=
∑
n∈N
P (An) .
Se P e´ uma medida de probabilidade sobre (Ω,F), ao triplo (Ω,F , P ) e´ chamado de
espac¸o de probabilidade.
Teorema 2.1.1. Seja (Ω,F , P ) um espac¸o de probabilidade. As seguintes proprie-
dades sa˜o va´lidas:
a) Se A,B ∈ F e sa˜o tais que A ⊆ B, enta˜o P (A) ≤ P (B) e
P (B ∩ A) = P (B)− P (A);
b) Para todo o A ∈ F , tem-se 0 ≤ P (A) ≤ 1 e P (A) = 1− P (A);
c) Para todo A,B ∈ F , P (A ∪B) = P (A) + P (B)− P (A ∩B);
d) Se {An}n∈N e´ uma sucessa˜o crescente de elementos de F (isto e´, An ⊆ An+1, n ∈
N), enta˜o
lim
n→∞
P (An) = P
(⋃
n∈N
An
)
;
e) Se {An}n∈N e´ uma sucessa˜o decrescente de elementos de F(isto e´, An ⊇
An+1, n ∈ N), enta˜o
lim
n→∞
P (An) = P
(⋂
n∈N
An
)
.
Um modelo matema´tico para uma experieˆncia aleato´ria e´ um triplo (Ω,F , P ) em
que Ω e´ o espac¸o amostral, F e´ a σ−a´lgebra que conte´m todos os acontecimentos
de interesse e P a medida de probabilidade sobre (Ω,F).
2.2 Probabilidade condicional e independeˆncia
Sejam A e B dois acontecimentos de uma experieˆncia aleato´ria modelada por um
espac¸o de probabilidade (Ω,F , P ). Quando queremos calcular a probabilidade de
ocorrer o acontecimento A sabendo que B ocorreu, estamos a querer calcular uma
probabilidade condicional.
Definic¸a˜o 2.2.1. Se P (B) > 0, enta˜o a probabilidade condicional que o aconteci-
mento A ocorre dado que o acontecimento B ocorreu e´ definida por
P (A|B) = P (A ∩B)
P (B)
.
6 CAPI´TULO 2. TO´PICOS DE TEORIA DE PROBABILIDADES
Definic¸a˜o 2.2.2. Os acontecimentos A e B de um mesmo espac¸o de probabilidade
(Ω,F , P ) dizem-se independentes se
P (A ∩B) = P (A)P (B).
De um modo geral, se {An}n∈N e´ uma sucessa˜o qualquer de acontecimentos de um
mesmo espac¸o de probabilidade (Ω,F , P ), diz-se que os acontecimentos sa˜o indepen-
dentes se
∀k ∈ N,∀{B1, ..., Bk} ⊂ {An}n∈N, P
(
k⋂
i=1
Bi
)
=
k∏
i=1
P (Bi).
Os acontecimentos que na˜o sa˜o independentes sa˜o ditos ser dependentes.
Observac¸a˜o: Se A e B sa˜o independentes enta˜o P (B|A) = P (B) e P (A|B) =
P (A), sempre que as probabilidades condicionais estejam definidas.
Teorema 2.2.1. Seja (Ω,F , P ) um espac¸o de probabilidade e {An}n∈N uma partic¸a˜o
do espac¸o amostral Ω, isto e´, uma famı´lia {An}n∈N de acontecimentos tais que⋃
n∈N
An = Ω e Ai ∩ Aj = ∅, i 6= j. Se P (An) > 0, n ∈ N, B e C dois aconteci-
mentos enta˜o temos:
• [Teorema da probabilidade total]
P (B) =
∑
n∈N
P (B|An)P (An);
• [Teorema de Bayes] se P (B) > 0,
P (Ai|B) = P (Ai)P (B|Ai)∑
n∈N
P (An)P (B|An) , i ∈ N;
• se P (An ∩ C) > 0, n ∈ N,
P (B|C) =
∑
n∈N
P (B|An ∩ C)P (An|C).
2.3 Varia´vel aleato´ria e func¸a˜o de distribuic¸a˜o
As varia´veis aleato´rias teˆm uma importaˆncia fundamental na ana´lise estat´ıstica
de um feno´meno aleato´rio. Em geral, o que contamos ou medimos resulta da atri-
buic¸a˜o de valores nume´ricos aos resultados poss´ıveis de uma experieˆncia aleato´ria.
Assim, quando estamos interessados em estudar uma ou mais carater´ısticas nume´ricas
relativas a uma experieˆncia aleato´ria estamos a trabalhar com uma ou mais varia´veis
aleato´rias.
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Definic¸a˜o 2.3.1. Considere-se um espac¸o de probabilidade (Ω,F , P ) e o espac¸o
mensura´vel (R,B). Uma varia´vel aleato´ria X e´ uma aplicac¸a˜o mensura´vel entre os
conjuntos Ω e R, ou seja,
X : Ω −→ R tal que X−1(B) ∈ F ,∀B ∈ B.
Definic¸a˜o 2.3.2. A func¸a˜o de distribuic¸a˜o de uma varia´vel aleato´ria X e´ a func¸a˜o
F : R −→ [0, 1] dada por F (x) = P (X ≤ x) = P (X ∈]−∞, x]).
A func¸a˜o de distribuic¸a˜o F verifica as seguintes propriedades:
a) A func¸a˜o F e´ na˜o decrescente e continua a` direita.
b) lim
x→+∞
F (x) = 1 e lim
x→−∞
F (x) = 0.
c) F (b)− F (a) = P (a < X ≤ b) = P (X ∈]a, b]),∀a, b ∈ R, a < b.
Observac¸o˜es:
i. Se X e Y sa˜o duas varia´veis aleato´rias, diz-se que sa˜o identicamente dis-
tribu´ıdas, denota-se por (X
d
= Y ), se FX = FY .
ii. A func¸a˜o de distribuic¸a˜o carateriza a varia´vel aleato´ria, no sentido em que, se
duas varia´veis aleato´rias X e Y teˆm a mesma func¸a˜o de distribuic¸a˜o, enta˜o
P (X ∈ B) = P (Y ∈ B), ∀B ∈ B.
Ao longo deste trabalho sera˜o utilizados dois tipos de varia´veis aleato´rias: as
discretas e as absolutamente cont´ınuas.
Definic¸a˜o 2.3.3. A varia´vel aleato´ria X diz-se discreta se existir um conjunto S ∈
B, finito ou infinito numera´vel, tal que P (X ∈ S) = 1. Ao menor elemento de B
que satisfaz esta condic¸a˜o chamamos suporte de X. Uma varia´vel aleato´ria discreta
e´ caraterizada pela chamada pela func¸a˜o de probabilidade que e´ dada por:
f(x) =
{
P (X = x), x ∈ S.
0, c.c,
A func¸a˜o de distribuic¸a˜o de uma varia´vel aleato´ria discreta X e´ dada por
F (x) =
∑
xk∈S:xk≤x
P (X = xk) =
∑
xk∈S:xk≤x
f(xk),
em que S e´ o suporte de X e f e´ func¸a˜o de probabilidade de X.
Nota: Observe-se que se duas varia´veis aleato´rias discretas teˆm a mesma func¸a˜o
de probabilidade, enta˜o elas teˆm a mesma func¸a˜o de distribuic¸a˜o. Deste modo, a
func¸a˜o de probabilidade de uma varia´vel discreta carateriza essa mesma varia´vel.
Se as varia´veis aleato´rias discretas sa˜o caraterizadas a` custa de um func¸a˜o de
probabilidade, as absolutamente cont´ınuas sera˜o caraterizadas atrave´s de um func¸a˜o
densidade de probabilidade.
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Definic¸a˜o 2.3.4. Uma func¸a˜o f : R→ R e´ uma func¸a˜o densidade de probabilidade
sobre R se satisfaz as seguintes condic¸o˜es:{
f(x) ≥ 0;
f e´ integravel e
∫ +∞
−∞ f(x)dx = 1.
Definic¸a˜o 2.3.5. A varia´vel aleato´ria X diz-de absolutamente cont´ınua se existir
f , uma func¸a˜o densidade de probabilidade sobre R, tal que
P (X ∈ B) =
∫
B
f(x)dx, ∀B ∈ B.
Tal func¸a˜o f e´ chamada de func¸a˜o densidade de probabilidade de X.
Se X e´ absolutamente cont´ınua, com func¸a˜o densidade de probabilidade f , a
func¸a˜o de distribuic¸a˜o de X e´ dada por
F (x) =
∫ x
−∞
f(t)dt, x ∈ R.
Nota: Observe-se que, se duas varia´veis aleato´rias absolutamente cont´ınuas teˆm
a mesma func¸a˜o de probabilidade, enta˜o elas teˆm a mesma func¸a˜o de distribuic¸a˜o.
Deste modo, a func¸a˜o densidade de probabilidade de uma varia´vel absolutamente
cont´ınua carateriza essa mesma varia´vel.
2.3.1 Valor esperado e variaˆncia de uma varia´vel aleato´ria
Nesta secc¸a˜o, vamos apresentar medidas de localizac¸a˜o e de dispersa˜o de uma
varia´vel aleato´ria. Em particular, iremos apresentar a definic¸a˜o de valor esperado
(medida de localizac¸a˜o), de variaˆncia, desvio padra˜o e coeficiente de variac¸a˜o (medi-
das de dispersa˜o) para o caso discreto e para o caso absolutamente cont´ınuo. Sera˜o
ainda apresentadas as definic¸o˜es de func¸a˜o geradora de momentos e de func¸a˜o ge-
radora de probabilidades, que se obteˆm a` custa do valor esperado de certas func¸o˜es
da varia´vel aleato´ria em causa.
Definic¸a˜o 2.3.6. Dada uma varia´vel aleato´ria X, o valor esperado (ou valor me´dio)
de X e´ denotado por E[X] e e´ dado por:
• No caso de X ser discreta, com suporte S e func¸a˜o de probabilidade f ,
E[X] =
∑
xk∈S
xkf(xk) se
∑
xk∈S
|xk|f(xk) <∞.
Se
∑
xk∈S
|xk|f(xk) =∞, na˜o existe valor esperado.
• No caso de X ser absolutamente cont´ınua, com func¸a˜o densidade de probabi-
lidade f ,
E(X) =
∫ +∞
−∞
xf(x)dx se
∫ +∞
−∞
|x|f(x)dx <∞.
Se
∫ +∞
−∞ |x|f(x)dx =∞, na˜o existe valor esperado.
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Em muitas situac¸o˜es estaremos interessados em calcular o valor esperado de
uma func¸a˜o de uma varia´vel aleato´ria X. Tal sera´ feito de acordo com a definic¸a˜o
seguinte.
Definic¸a˜o 2.3.7. Seja X uma varia´vel aleato´ria e H : D ⊆ R → R tal que H(X)
ainda e´ uma varia´vel aleato´ria. O valor esperado de H(X) e´ dado por:
• No caso de X ser discreta, com suporte S e func¸a˜o de probabilidade f ,
E[H(X)] =
∑
xk∈S
H(xk)f(xk) se
∑
xk∈S
|H(xk)|f(xk) <∞.
Se
∑
xk∈S
|H(xk)|f(xk) =∞, na˜o existe valor esperado.
• No caso de X ser absolutamente cont´ınua, com func¸a˜o densidade de probabi-
lidade f ,
E[H(X)] =
∫ +∞
−∞
H(x)f(x)dx se
∫ +∞
−∞
|H(x)|f(x)dx <∞.
Se
∫ +∞
−∞ |H(x)|f(x)dx =∞, na˜o existe valor esperado.
Estamos agora em condic¸o˜es de definir a variaˆncia, o desvio padra˜o e o coeficiente
de variac¸a˜o de uma varia´vel aleato´ria.
Definic¸a˜o 2.3.8. Dada uma varia´vel aleato´ria X,
• a variaˆncia de X e´ denotada por V ar[X] e e´ dada por
V ar[X] = E[(X − E[X])2],
desde que tal valor esperado exista. Quando este valor esperado na˜o existe
diz-se que na˜o existe variaˆncia.
• quando a variaˆncia de X existe, define-se desvio padra˜o de X como sendo a
raiz quadrada da variaˆncia, isto e´, σ =
√
V ar[X].
• quando o valor esperado de X for diferente de zero e existir variaˆncia de X,
define-se o coeficiente de variac¸a˜o de X como sendo o quociente entre o desvio
padra˜o e o valor esperado, isto e´,
CV =
σ
E[X]
.
De seguida vamos enunciar algumas propriedades do valor esperado e da variaˆncia.
Propriedades do valor esperado e da variaˆncia: Sejam c e d constantes
reais e sejam X e Y varia´veis aleato´rias. Tem-se:
1) E[c] = c e V ar[c] = 0;
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2) se existir E[X], enta˜o E[cX] = cE[X], e, se existir V ar[X], enta˜o
V ar[cX] = c2V ar[X];
3) Se existirem E[X] e E[Y ], enta˜o E[X + Y ] = E[X] + E[Y ];
4) Se existir V ar[X], enta˜o V ar[X + d] = V ar[X].
Apresentamos de seguida as definic¸o˜es de func¸a˜o geradora de momentos e de
func¸a˜o geradora de probabilidades. Estas func¸o˜es obteˆm-se a custa do valor esperado
de certas func¸o˜es da varia´vel em causa.
Definic¸a˜o 2.3.9. Seja X uma varia´vel aleato´ria.
• A func¸a˜o geradora de momentos de X e´ a func¸a˜o M definida por
M(t) = E[etX ],
para os valores de t ∈ R em que E[etX ] existe.
• Se X for discreta com suporte N0 = {0, 1, 2, 3, ...}, a func¸a˜o geradora de pro-
babilidades de X e´ a func¸a˜o definida por
G(z) = E[zX ], |z| ≤ 1.
Observac¸o˜es:
1) Estas func¸o˜es geradoras caraterizam a varia´vel em causa. De facto, se duas
varia´veis aleato´rias teˆm a mesma func¸a˜o geradora de momentos, elas tera˜o
a mesma func¸a˜o de distribuic¸a˜o. Analogamente, se duas varia´veis aleato´rias
discretas de suporte N0 tiverem a mesma func¸a˜o geradora de probabilidades,
enta˜o elas tera˜o a mesma func¸a˜o de distribuic¸a˜o.
2) O momento de ordem k, k ∈ N, da varia´vel aleato´ria X, definido por E[Xk],
pode obter-se a custa da derivada de ordem k da func¸a˜o geradora de momentos
calculada em zero, isto e´,
M (k)(0) = E[Xk],
quando tal derivada existir.
3) Atrave´s da derivada de ordem k, k ∈ N0, da func¸a˜o geradora de probabilidades
calculado em zero, podemos obter a func¸a˜o de probabilidade da varia´vel em
causa. De facto,
P (X = k) = G(k)(0), k ∈ N0.
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2.3.2 Varia´veis aleato´rias independente
A independeˆncia entre varia´veis aleato´rias significa que o conhecimento do resul-
tado obtido para uma delas na˜o altera a probabilidade de ocorreˆncia dos diferentes
resultados das outras. Para sermos mais precisos apresentamos a definic¸a˜o a seguir.
Definic¸a˜o 2.3.10. Sejam X1, X2, ..., Xn varia´veis aleato´rias todas definidas sobre o
mesmo espac¸o de probabilidade (Ω,F , P ). Estas varia´veis sa˜o independentes se para
todos os conjuntos B1 ∈ B, ..., Bn ∈ B,
P
(
n⋂
i=1
(Xi ∈ Bi)
)
=
n∏
i=1
P (Xi ∈ Bi).
Observacao: Se as varia´veis aleato´rias X1, X2, ..., Xn, ale´m de independentes,
tiverem a mesma func¸a˜o de distribuic¸a˜o, diz-se que sa˜o independentes e identica-
mente distribu´ıdas e abrevia-se por i.i.d.
Para terminar esta secc¸a˜o vamos enunciar algumas propriedades va´lidas para
varia´veis aleato´rias independentes.
Propriedades: Sejam X1, X2, ..., Xn varia´veis aleato´rias independentes.
i. Se gi : Di ⊆ R → R, i = 1, ..., n, sa˜o tais que gi(Xi), i = 1, ..., n, ainda sa˜o
varia´veis aleato´rias, enta˜o
g1(X1), ..., gn(Xn)
tambe´m sa˜o independentes.
ii. Se existirem os valores esperados e as variaˆncias, enta˜o
E
[
n∏
i=1
Xi
]
=
n∏
i=1
E[Xi], e V ar
[
n∑
i=1
Xi
]
=
n∑
i=1
V ar[Xi].
iii. Seja Y = min{X1, X2, ..., Xn}. A func¸a˜o de distribuic¸a˜o de Y e´:
FY (y) = P (Y ≤ y)
= 1− P (Y > y)
= 1− P ((X1 > y) ∩ ... ∩ (Xn > y))
= 1−
n∏
i=1
P (Xi > y)
= 1−
n∏
i=1
(1− FXi(y)),
onde FXi representa a func¸a˜o de distribuic¸a˜o de Xi. Note-se que na penu´ltima
igualdade usou-se a independeˆncia das varia´veis.
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Observac¸a˜o: Se adicionalmente as varia´veis forem identicamente distribu´ıdas,
isto e´, tiverem a mesma func¸a˜o de distribuic¸a˜o F , enta˜o a func¸a˜o de distri-
buic¸a˜o de Y reduz-se a
FY (y) = 1− (1− F (y))n. (2.1)
iv. Seja Y = max{X1, X2, ..., Xn}. A func¸a˜o de distribuic¸a˜o de Y e´
FY (y) = P (Y ≤ y)
= P ((X1 ≤ y) ∩ ... ∩ (Xn ≤ y))
=
n∏
i=1
P (Xi ≤ y)
=
n∏
i=1
FXi(y).
Na penu´ltima igualdade usou-se o mesmo procedimento da propriedade ante-
rior.
Observac¸a˜o: Se adicionalmente as varia´veis forem identicamente distribu´ıdas,
isto e´, tiverem a mesma func¸a˜o de distribuic¸a˜o F , enta˜o a func¸a˜o de distri-
buic¸a˜o de Y reduz-se a
FY (y) = (F (y))
n.
2.3.3 Algumas distribuic¸o˜es mais utilizadas
De seguida definimos treˆs distribuic¸o˜es que tera˜o grande importaˆncia em proces-
sos estoca´sticos em geral, e em modelos de filas de espera, em particular, abordados
nos cap´ıtulos 3 e 4 deste trabalho respetivamente.
Definic¸a˜o 2.3.11. Diz-se que uma varia´vel aleato´ria discreta X tem distribuic¸a˜o
de Poisson com paraˆmetro λ, λ ∈ R+, se a sua func¸a˜o de probabilidade for dada por
f(x) =
{
e−λ λ
x
x!
, x = 0, 1, 2, ...
0, c.c
.
Uma demonstrac¸a˜o simples (ver [44], pag.38) permite concluir que,
E[X] = V ar[X] = λ.
Definic¸a˜o 2.3.12. Diz-se que uma varia´vel aleato´ria absolutamente cont´ınua X tem
distribuic¸a˜o exponencial com paraˆmetro λ, λ ∈ R+, se a sua func¸a˜o densidade de
probabilidade e´ dada por
f(x) =
{
λe−λx, para x ≥ 0
0, para x < 0
.
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Notas: Se X tem distribuic¸a˜o exponencial de paraˆmetro λ enta˜o:
1) A sua func¸a˜o de distribuic¸a˜o e´
F (x) =
∫ x
−∞
f(y)dy =
{
1− e−λx, para x ≥ 0
0, para x < 0
.
2) Uma demonstrac¸a˜o simples (ver [44], pag.39) permite concluir que o valor
esperado e a variaˆncia de X sa˜o dados por
E[X] =
1
λ
e V ar[X] =
1
λ2
.
3) X tem a chamada propriedade de falta de memo´ria, isto e´,
P (X > t+ s|X > s) = P (X > t), s, t ∈ R+0 . (2.2)
A demonstrac¸a˜o desta propriedade faz-se sem nenhuma dificuldade, pois basta
recorrer a` func¸a˜o distribuic¸a˜o da varia´vel X.
De referir que, entre as varia´veis absolutamente cont´ınuas, apenas as que teˆm
distribuic¸a˜o exponencial possuem esta propriedade. De facto, se X e´ uma
varia´vel aleato´ria absolutamente cont´ınua que tem a propriedade de falta de
memo´ria e sendo G(x) = P (X > x), enta˜o, ∀s, t ≥ 0, tem-se:
P (X > t+ s|X > s) = P (X > t) ⇔ P (X>t+s,X>s)
P (X>s)
= P (X > t)⇔
P (X>t+s)
P (x>s)
= P (X > t) ⇔ G(t+ s) = G(s)G(t).
Conclu´ımos assim que G e´ uma func¸a˜o que satisfaz a conhecida equac¸a˜o funcio-
nal de Cauchy, H(t+s) = H(s)H(t). E´ sabido que as u´nicas func¸o˜es cont´ınuas
a` direita que satisfazem esta condic¸a˜o sa˜o func¸o˜es do tipo H(t) = e−λt. Uma
vez que a nossa func¸a˜o G e´ cont´ınua a` direita, enta˜o a func¸a˜o de distribuic¸a˜o
de X tem expressa˜o dada por F (x) = 1− e−λx.
Definic¸a˜o 2.3.13. Diz-se que uma varia´vel aleato´ria absolutamente cont´ınua X tem
distribuic¸a˜o Gama com paraˆmetros α e β se a sua func¸a˜o densidade de probabilidade
e´ dada por
f(x) =
{ βα
Γ(α)
xα−1e−βx, x > 0
0, x ≤ 0 ,
onde α, β ∈ R+ e Γ e´ chamada func¸a˜o gama definida por
Γ(α) =
∫ +∞
0
e−xxα−1dx.
Notas: Se X tem distribuic¸a˜o Gama com paraˆmetros α e β enta˜o:
1) Uma demonstrac¸a˜o simples (ver [44], pag.39) permite concluir que o valor
esperado e a variaˆncia de X sa˜o dados por
E[X] =
α
β
e V ar[X] =
α
β2
.
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2) Quando α = 1, X tem distribuic¸a˜o exponencial com paraˆmetro β.
3) Se X1, ..., Xn sa˜o varia´veis aleato´rias independentes e tais que Xi tem dis-
tribuic¸a˜o Gama com paraˆmetros αi e β, i ∈ {1, ..., n}, enta˜o a soma de tais
varia´veis tem distribuic¸a˜o Gama com paraˆmetros
∑n
i=1 αi e β. A demonstrac¸a˜o
deste resultado faz uso da func¸a˜o geradora de momentos e da independeˆncia
das varia´veis, como se podera´ ver de seguida.
Demonstrac¸a˜o: Comecemos por determinar a func¸a˜o geradora de momentos
de uma varia´vel X com distribuic¸a˜o Gama com paraˆmetros α e β. A func¸a˜o
geradora de momentos de X e´ dado por:
M(t) = E[etX ]
=
∫ +∞
0
etx
βα
Γ(α)
xα−1e−βxdx
=
βα
Γ(α)
∫ +∞
0
xα−1e−(β−t)xdx
=
βα
Γ(α)
∫ +∞
0
(
y
β − t
)α−1
e−y
1
β − tdy
=
βα
Γ(α)
1
(β − t)αΓ(α)
=
(
β
β − t
)α
, se β − t > 0⇔ t < β.
Na primeira igualdade utilizou-se a definic¸a˜o do valor esperado de uma func¸a˜o
da varia´vel X e na antepenu´ltima usou-se a substituic¸a˜o y = (β − t)x.
Considera-se agora que X1, ..., Xn sa˜o varia´veis aleato´rias independentes, tais
que Xi tem distribuic¸a˜o Gama com paraˆmetros αi e β, i ∈ {1, ..., n}, e vamos
determinar a func¸a˜o geradora de momentos da varia´vel Y =
∑n
i=1 Xi. Tem-se
que:
MY (t) = E
[
et
∑n
i=1Xi
]
= E
[
n∏
i=1
etXi
]
=
n∏
i=1
E[etXi ]
=
n∏
i=1
(
β
β − t
)αi
=
(
β
β − t
)∑n
i=1 αi
,
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que coincide com a func¸a˜o geradora de momentos de uma distribuic¸a˜o Gama
com paraˆmetros
∑n
i=1 αi e β, como se pretendia mostrar. Note-se que na
terceira igualdade se usou o facto de as varia´veis aleato´rias etX1 , ..., etXn se-
rem independentes, uma vez que X1, ..., Xn tambe´m sa˜o independentes por
hipo´tese.
4) A conjugac¸a˜o das duas notas anteriores permite-nos concluir que se T1, ..., Tn
sa˜o varia´veis aleato´rias independentes e tais que Ti, i ∈ {1, ..., n}, tem dis-
tribuic¸a˜o exponencial com paraˆmetro β, enta˜o a soma de tais varia´veis tem
distribuic¸a˜o Gama com paraˆmetros n e β.
Observac¸a˜o: Nos modelos de filas de espera, a distribuic¸a˜o de Poisson sera´
usada na descric¸a˜o do processo de chegada de clientes ao sistema e a distribuic¸a˜o
exponencial sera´ usada na descric¸a˜o dos tempos de chegada e de atendimento dos
clientes. A distribuic¸a˜o Gama sera´ usada para descrever a distribuic¸a˜o da soma dos
tempos de atendimento de va´rios clientes (considerando que cada um dos tempos
segue uma distribuic¸a˜o exponencial).
Cap´ıtulo 3
Processos Estoca´sticos
3.1 Introduc¸a˜o
Os processos estoca´sticos sa˜o utilizados para modelar a evoluc¸a˜o de um feno´meno
aleato´rio que varia ao longo do tempo. Assim, um processo estoca´stico sera´ uma
sucessa˜o de varia´veis aleato´rias {X(t), t ∈ T}, todas definidas sobre um mesmo
espac¸o de probabilidade (Ω,F , P ), e indexadas por um paraˆmetro t que, em geral,
representa o tempo. Segue-se uma definic¸a˜o mais precisa.
Definic¸a˜o 3.1.1. Considere-se um espac¸o de probabilidade (Ω,F , P ) e o espac¸o
mensura´vel (R,B). Seja T 6= ∅ um conjunto e, para cada t ∈ T , tome-se a varia´vel
aleato´ria X(t), func¸a˜o mensura´vel de Ω −→ R. A famı´lia de varia´veis aleato´rias
{X(t), t ∈ T} indexadas pelo paraˆmetro t chama-se processo estoca´stico definido
sobre o espac¸o de probabilidade (Ω,F , P ). O conjunto de todos os valores que as
varia´veis X(t) podem assumir e´ chamado espac¸o de estados do processo estoca´stico.
Os processos estoca´sticos sa˜o classificados em func¸a˜o da natureza do conjunto
de ı´ndices T e do espac¸o de estados S. Assim:
• Quando T e´ um conjunto finito ou infinito numera´vel, o processo estoca´stico e´
considerado um processo de tempo discreto. Neste caso, em geral, considera-se
que T = {0, 1, 2. . . } e usa-se a notac¸a˜o {Xn, n ≥ 0} em vez de {X(t), t ∈ T}.
• Quando T e´ um conjunto infinito na˜o numera´vel, o processo estoca´stico e´
considerado um processo de tempo cont´ınuo. Neste caso, em geral, considera-
se que T = [0,+∞[ e usa-se a notac¸a˜o usual {X(t), t ≥ 0}.
• Quando S e´ um conjunto finito ou infinito numera´vel, o processo e´ dito dis-
creto.
• Quando S e´ um conjunto infinito na˜o numera´vel, o processo e´ dito cont´ınuo.
Entre os processos estoca´sticos existe um conjunto particularmente importante,
que e´ muito estudado na literatura e que tem grandes aplicac¸o˜es pra´ticas. Estamos
a referir-nos aos processos que possuem a chamada propriedade de Markov, cuja
definic¸a˜o e´ dada de seguida.
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Definic¸a˜o 3.1.2. Um processo de Markov {X(t), t ∈ T} e´ um processo estoca´stico
que tem a seguinte propriedade: dado que o valor da varia´vel X(t) e´ conhecido, o
comportamento probabil´ıstico das varia´veis X(s), com s > t, na˜o e´ influenciado pelo
conhecimento adicional dos valores das varia´veis X(u), com u < t.
Por outras palavras, num processo de Markov, a probabilidade de qualquer com-
portamento futuro particular do processo, quando seu estado atual e´ conhecido, na˜o
e´ alterada pelo conhecimento adicional sobre o seu comportamento em instantes
passados.
As definic¸o˜es mais concretas para o caso em que o tempo e´ discreto e para o caso
em que o tempo e´ cont´ınuo sera˜o dadas nas secc¸o˜es seguintes.
3.2 Cadeia de Markov de tempo discreto
3.2.1 Definic¸a˜o e probabilidades de transic¸a˜o
Um processo de Markov de tempo discreto, {Xn, n ≥ 0}, e´ designado de cadeia
de Markov de tempo discreto se o correspondente espac¸o de estados S e´ um conjunto
finito ou infinito numera´vel. Neste caso, a propriedade de Markov descreve-se do
seguinte modo:
P (Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = P (Xn+1 = j|Xn = i), (3.1)
para todos os instantes de tempo, n ∈ N, e todos os estados i0, ..., in−1, i, j. Observe-
se que esta propriedade diz-nos que a probabilidade de o processo estar no estado
j no instante n + 1, dado que conhecemos o trajeto do processo desde o instante
inicial ate´ ao instante n, depende somente do estado do processo no instante n, na˜o
dependendo de toda informac¸a˜o do passado do processo (X0, X1, . . . , Xn−1).
Segundo (Grimmett e Stirzaker [16], pag.214), a evoluc¸a˜o de uma cadeia de
Markov de tempo discreto pode ser descrita atrave´s das chamadas probabilidades
de transic¸a˜o do estado j para o estado i, isto e´, pelas seguintes probabilidades:
pn,n+1ij ≡ P (Xn+1 = j|Xn = i), i, j ∈ S, n ∈ N0. (3.2)
Tais probabilidades podem ser bastante complicadas, em geral, uma vez que depen-
dem dos treˆs elementos n, i e j. Neste trabalho, vamos considerar essencialmente o
caso em que estas probabilidades na˜o dependem de n, isto e´, o caso das cadeias de
Markov homoge´neas.
Definic¸a˜o 3.2.1. Uma cadeia de Markov {Xn, n ≥ 0} e´ dita homoge´nea se as suas
probabilidades de transic¸a˜o na˜o dependem de n, isto e´,
P (Xn+1 = j|Xn = i) = P (X1 = j|X0 = i), ∀n ∈ N0, i, j ∈ S. (3.3)
Neste caso, usa-se apenas a notac¸a˜o pij para denotar as probabilidades de transic¸a˜o,
isto e´, se
pij ≡ P (X1 = j|X0 = i).
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Numa cadeia de Markov homoge´nea, as probabilidades de transic¸a˜o sa˜o habitu-
almente apresentadas numa matriz P = [pij]i,j∈S, quadrada de dimensa˜o #S ×#S,
chamada de matriz de probabilidade de transic¸a˜o. Assim, se a cadeia de Markov
tiver espac¸o de estados S = {0, 1, 2, ...}, as respetivas probabilidades de transic¸a˜o
pij sa˜o apresentadas numa matriz de dimensa˜o infinita, ou seja,
P =

p00 p01 · · · p0j · · ·
p10 p11 · · · p1j · · ·
...
...
. . .
...
...
pi0 pi1 · · · pij · · ·
...
...
...
...
...
 .
Naturalmente, quando S e´ finito a matriz P tem dimensa˜o finita.
Observe que os elementos de uma matriz de transic¸a˜o P sa˜o probabilidades
condicionais e, portanto, teˆm que satisfazer as seguintes condic¸o˜es:
1) pij ≥ 0, para todo i, j ∈ S;
2)
∑
j∈S
pij = 1, para todo i ∈ S.
Observac¸a˜o: Esta u´ltima condic¸a˜o e´ facilmente demonstrada. De facto, para todo
i ∈ S,∑
j∈S
pij =
∑
j∈S
P (X1 = j|X0 = i) = P
(⋃
j∈S
(X1 = j)
∣∣∣∣∣X0 = i
)
= P (Ω|X0 = i) = 1,
uma vez que {(X1 = j)}j∈S e´ uma sucessa˜o de acontecimentos que forma uma
partic¸a˜o de Ω e que uma probabilidade condicionada ainda e´ uma medida de pro-
babilidade sobre (Ω,F).
Exemplo 3.2.1. Considere que a chance de chover amanha˜ depende apenas das
condic¸o˜es clima´ticas de hoje (se hoje esta´ ou na˜o a chover), e na˜o depende de
condic¸o˜es clima´ticas dos dias anteriores. Considere tambe´m que, se chover hoje,
na˜o chovera´ amanha˜ com probabilidade de 0.7 e que, se na˜o chover hoje, enta˜o
chovera´ amanha˜ com probabilidade de 0.4.
Para construir a matriz das probabilidades de transic¸a˜o, P, primeiro devemos
identificar o espac¸o de estados S. Se considerarmos que o processo esta´ no estado
0 quando na˜o chove e que esta´ no estado 1 quando chove enta˜o, temos uma cadeia
de Markov com dois estados e S = {0, 1}. Segundo, deve-se identificar todas as
transic¸o˜es entre os estados. Neste caso temos 4 transic¸o˜es:
0→ 0, 0→ 1, 1→ 0, 1→ 1
e as respetivas probabilidades de transic¸a˜o sa˜o:
p00 = 0.6, p01 = 0.4, p10 = 0.7, p11 = 0.3.
A matriz de probabilidades de transic¸a˜o e´ assim dada por
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P =
(
0.6 0.4
0.7 0.3
)
.
As probabilidades referidas em (3.2), sa˜o designadas de probabilidades de transic¸a˜o
de um passo. Interessa agora definir as probabilidades de transic¸a˜o de m passos,
isto e´,
P (Xl+m = j|Xl = i), l ∈ N0,m ∈ N, i, j ∈ S. (3.4)
E´ fa´cil perceber que, tal como acontece com as probabilidades de um passo, numa ca-
deia de Markov homoge´nea as probabilidades de transic¸a˜o de m-passos tambe´m na˜o
dependera˜o de l, pelo que basta considerarmos apenas as seguintes probabilidades
p
(m)
ij ≡ P (Xm = j|X0 = i), m ∈ N.
As equac¸o˜es de Chapmam-Kolmogorov fornecem um me´todo adequado para
calcular as probabilidades de transic¸a˜o de m-passos. Essas equac¸o˜es sa˜o estabeleci-
das pela seguinte fo´rmula:
p
(n+m)
ij =
∑
k∈S
p
(n)
ik p
(m)
kj para todos n,m ∈ N e todos i, j ∈ S. (3.5)
A demonstrac¸a˜o destas equac¸o˜es faz-se sem grandes dificuldades. De facto,
p
(n+m)
ij = P (Xm+n = j|X0 = i)
=
∑
k∈S
P (Xm+n = j|Xn = k,X0 = i)P (Xn = k|X0 = i)
=
∑
k∈S
p
(m)
kj p
(n)
ik ,
tendo-se usado o ponto 3 do Teorema 2.2.1, na segunda igualdade, e a propriedade
de Markov na terceira igualdade. Observe-se que a quantidade p
(n)
ik p
(m)
kj representa
a probabilidade de a cadeia passar do estado i para o estado j em (n + m)-passos
atrave´s de um caminho que a leva ao estado k no n-e´simo passo.
Vamos agora considerar a matriz de probabilidades de transic¸a˜o de m-passos,
isto e´,
P(m) =
[
p
(m)
ij
]
i,j∈S
, m ∈ N. (3.6)
As equac¸o˜es de Chapmam-Kolmogorov, estabelecidas em (3.5), podem agora ser
escritas na forma matricial do seguinte modo
P(n+m) = P(n)P(m), n,m ∈ N, (3.7)
sendo que P(1) e´ a matriz de probabilidades de transic¸a˜o de um passo. No caso
homoge´neo, tem-se que
P(n) = Pn, n ∈ N, (3.8)
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sendo P a matriz de probabilidades de transic¸a˜o de um passo.
Observac¸a˜o: Esta igualdade mostra-se facilmente por induc¸a˜o. E´ obviamente
va´lida para n = 1 e, se for va´lida para n, enta˜o:
P(n+1) = P(n)P(1) = PnP1 = Pn+1,
e´ va´lida para n+ 1. Note-se que na primeira igualdade usamos a equac¸a˜o (3.7) e na
segunda igualdade usamos a hipo´tese induc¸a˜o.
Para identificar a func¸a˜o de probabilidade da varia´vel Xn, para ale´m das proba-
bilidades de transic¸a˜o, e´ necessa´rio conhecer a func¸a˜o de probabilidade da varia´vel
X0. Assim, se
αi ≡ P (X0 = i), i ∈ S,
a func¸a˜o de probabilidade da varia´vel Xn pode ser obtida do seguinte modo:
P (Xn = j) =
∑
i∈S
P (Xn = j|X0 = i)P (X0 = i) =
∑
i∈S
p
(n)
ij αi, j ∈ S, (3.9)
tendo sido utilizado na primeira igualdade o teorema da probabilidade total.
Exemplo 3.2.2. (Muller [35], p. 119) “ Um determinado indiv´ıduo modifica o seu
estado de esp´ırito ao longo do seu dia de trabalho. Tendo sido observado pelos seus
colegas durante um longo per´ıodo, foram-lhe atribu´ıdas as seguintes probabilidades
de mudanc¸a do seu estado de esp´ırito:
• se esta´ de bom humor durante uma certa hora, a probabilidade de estar de mau
humor durante a hora seguinte e´ de 0.2;
• se esta´ de mau humor durante uma certa hora, a probabilidade de continuar
de mau humor durante a hora seguinte e´ de 0.4.
Pretende-se responder a`s seguintes questo˜es:
a) se o indiv´ıduo durante a primeira hora de trabalho estava de mau humor, qual
e´ a probabilidade de estar de bom humor durante a terceira hora de trabalho?
b) Admitindo que os estados de esp´ırito sa˜o igualmente prova´veis quando o in-
div´ıduo chega ao trabalho, determine a probabilidade de ele estar de bom humor
durante a terceira hora de trabalho?”
Soluc¸a˜o: Considerando o estado do indiv´ıduo como 0 quando esta´ de bom humor
e 1 quando esta´ de mau humor, respetivamente, enta˜o temos o espac¸o de estados
S = {0, 1} e matriz de probabilidades de transic¸a˜o
P =
(
p00 p01
p10 p11
)
=
(
0.8 0.2
0.6 0.4
)
.
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a) Pretende-se calcular P (X3 = 0|X1 = 1) = p(2)10 . A partir da equac¸a˜o (3.5) vem,
P
(2)
10 = p10p00 + p11p10 = 0.72.
A probabilidade de o indiv´ıduo estar de bom humor duas horas depois, sabendo
que na primeira hora de trabalho esteve de mau humor, e´ 0.72.
A outra maneira de calcular a probabilidade p
(2)
10 , passa por obter a matriz P
2
e localizar o elemento da linha 2 e coluna 1. Temos enta˜o
P2 =
(
0.8 0.2
0.6 0.4
)
.
(
0.8 0.2
0.6 0.4
)
=
(
0.76 0.24
0.72 0.28
)
e p
(2)
10 = 0.72.
b) Pretende-se calcular P (X3 = 0), com αi = 0.5, i ∈ {0, 1}. A partir da equac¸a˜o
(3.9) vem,
P (X3 = 0) = p
(2)
00 0.5 + p
(2)
10 0.5 = 0.744.
Assim a probabilidade de o indiv´ıduo estar de bom humor durante a terceira
hora de trabalho e´ 0.744.
3.2.2 Teoremas limite e distribuic¸a˜o estaciona´ria
Nesta secc¸a˜o sera˜o enunciados alguns resultados relativos ao comportamento
limite de uma cadeia de Markov homoge´nea, sendo o limite estudado quando o
tempo tende para infinito, isto e´, quando n→∞. Vamos comec¸ar por apresentar a
definic¸a˜o de distribuic¸a˜o limite.
Definic¸a˜o 3.2.2. Seja {Xn, n ≥ 0} uma cadeia de Markov homoge´nea, com espac¸o
de estado S, e (pij, j ∈ S) uma distribuic¸a˜o de probabilidade sobre S, isto e´, pij > 0
e
∑
j∈S pij = 1. Diz-se que (pij, j ∈ S) e´ a distribuic¸a˜o limite da cadeia de Markov
se para todo i, j ∈ S se tem
lim
n→∞
p
(n)
ij = pij,
sendo p
(n)
ij a probabilidade de transic¸a˜o de n-passos do estado i para o estado j.
Observe-se que, quando a distribuic¸a˜o limite existe, ela coincide com o limite
da distribuic¸a˜o da varia´vel Xn, isto e´, pij coincide com limn→+∞ P (Xn = j), e e´
independente da distribuic¸a˜o da varia´vel X0 . De facto, para todo j ∈ S, tem-se
lim
n→∞
P (Xn = j) = lim
n→∞
∑
i∈S
P (Xn = j|X0 = i)P (X0 = i) =
∑
i∈S
(
lim
n→∞
p
(n)
ij
)
P (X0 = i)
= pij
∑
i∈S
P (X0 = i) = pij.
Quando existe a distribuic¸a˜o limite de uma cadeia de Markov homoge´nea enta˜o
ela pode ser obtida atrave´s da chamada distribuic¸a˜o estaciona´ria da cadeia. Segue-se
a definic¸a˜o de distribuic¸a˜o estaciona´ria.
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Definic¸a˜o 3.2.3. Considere-se uma cadeia de Markov homoge´nea {Xn, n ≥ 0}, com
espac¸o de estado S e matriz de probabilidades de transic¸a˜o de um passo P = [pij]i,j∈S.
Diz-se que uma distribuic¸a˜o de probabilidade pi = (pj, j ∈ S) sobre S e´ estaciona´ria
para esta cadeia de Markov se
pi = piP, isto e´, pj =
∑
i∈S
pipij, ∀j ∈ S.
A definic¸a˜o anterior estabelece uma relac¸a˜o entre a distribuic¸a˜o estaciona´ria e
matriz de probabilidades de transic¸a˜o de um passo. O teorema que se segue e´ uma
consequeˆncia da definic¸a˜o e estabelece uma relac¸a˜o entre a distribuic¸a˜o estaciona´ria
e a matriz de probabilidades de transic¸a˜o de n-passos.
Teorema 3.2.1. Seja pi = (pj, j ∈ S) uma distribuic¸a˜o estaciona´ria para a cadeia
de Markov homoge´nea {Xn, n ≥ 0}, com espac¸o de estados S. Enta˜o, para todo
n ∈ N, tem-se
pi = piPn, isto e´, pj =
∑
i∈S
pi p
(n)
ij , ∀j ∈ S.
A demonstrac¸a˜o deste teorema faz-se facilmente por induc¸a˜o. Para n = 1, usa-
se a definic¸a˜o de distribuic¸a˜o estaciona´ria. Se o resultado for va´lido para n enta˜o
tambe´m e´ va´lido para n+ 1, uma vez que
piPn+1 = piPnP = piP = pi,
tendo sido usada a hipo´tese induc¸a˜o, na segunda igualdade, e o facto de pi ser uma
distribuic¸a˜o estaciona´ria, na u´ltima igualdade.
Deste teorema resulta uma consequeˆncia interessante para a situac¸a˜o em que a
cadeia de Markov se inicia com uma distribuic¸a˜o que e´ estaciona´ria. Observe-se que,
nessa situac¸a˜o, tem-se: ∀n ∈ N e ∀j ∈ S,
P (Xn = j) =
∑
i∈S
P (X0 = i)P (Xn = j|X0 = i) =
∑
i∈S
pi p
(n)
ij = pj,
tendo sido usado o teorema anterior na u´ltima igualdade. Portanto, constata-se que,
nessa situac¸a˜o, se a distribuic¸a˜o de X0 for estaciona´ria para a cadeia de Markov enta˜o
as diferentes varia´veis X1, X2, ..., Xn, ... tambe´m teˆm a distribuic¸a˜o estaciona´ria.
O teorema que se segue estabelece uma relac¸a˜o entre a distribuic¸a˜o limite de
uma cadeia de Markov homoge´nea e uma distribuic¸a˜o estaciona´ria para a mesma
cadeia. A demonstrac¸a˜o do teorema e´ longa e pode ser consultada em Mu¨ller ([35],
pag. 101-104).
Teorema 3.2.2. Considere-se uma cadeia de Markov homoge´nea {Xn, n ≥ 0}, com
espac¸o de estados S, e que tem distribuic¸a˜o limite (pij, j ∈ S). Enta˜o (pij, j ∈ S)
constitui uma distribuic¸a˜o de probabilidade estaciona´ria para a cadeia de Markov,
ou seja,
pij =
∑
i∈S
pii pij.
Ale´m disso, esta distribuic¸a˜o e´ a u´nica distribuic¸a˜o estaciona´ria para a cadeia de
Markov.
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Conjugando os dois u´ltimos teoremas, demonstra-se o seguinte corola´rio.
Corola´rio 3.2.1. Para todo n ∈ N e j ∈ S tem-se,
pij =
∑
i∈S
pij p
(n)
ij .
Observac¸o˜es:
1) Na bibliografia e´ poss´ıvel encontrar condic¸o˜es suficientes para a existeˆncia de
distribuic¸a˜o limite de uma cadeia de Markov homoge´nea. Tais condic¸o˜es envol-
vem a classificac¸a˜o dos diferentes estados da cadeia e podem ser encontradas,
por exemplo, em [35] ou em [44].
2) Este teorema garante que, se a cadeia de Markov possuir distribuic¸a˜o limite,
enta˜o ela possu´ı distribuic¸a˜o estaciona´ria e, para ale´m disso, as duas distri-
buic¸o˜es coincidem. No entanto, o rec´ıproco na˜o e´ verdadeiro. Em Mu¨ller ([35],
pa´gina 106-107), e´ fornecido um exemplo de uma cadeia de Markov que tem
uma distribuic¸a˜o estaciona´ria mas que na˜o tem distribuic¸a˜o limite.
3.3 Cadeia de Markov de tempo cont´ınuo
3.3.1 Definic¸a˜o e probabilidades de transic¸a˜o
Seja {X(t), t ≥ 0} uma famı´lia de varia´veis aleato´rias, assumindo valores num
conjunto S, finito ou infinito numera´vel, e indexadas no conjunto T = [0,+∞[. Se
assumirmos que S = N0, sem perda de generalidade, diz-se que o processo {X(t), t ≥
0} e´ uma cadeia de Markov de tempo cont´ınuo se, para todos os instante s, t ≥ 0 e
para todos os inteiros na˜o negativos i, j, x(u), 0 ≤ u < s, se tem
P (X(t+ s) = j|X(s) = i,X(u) = x(u), 0 ≤ u < s) = P (X(t+ s) = j|X(s) = i) .
(3.10)
Se as probabilidades P (X(t + s) = j|X(s) = i) na˜o dependerem de s, enta˜o
diz-se que a cadeia de Markov em tempo cont´ınuo e´ homoge´nea. Neste caso, tais
probabilidades denotam-se por apenas pij(t), isto e´,
pij(t) ≡ P (X(t+ s) = j|X(s) = i) .
Tal como aconteceu com as cadeias de Markov de tempo discreto, tambe´m aqui sera´
dada mais atenc¸a˜o a`s cadeias homoge´neas.
Se considerarmos uma cadeia de Markov homoge´nea {X(t), t ≥ 0} que comec¸ou
no estado i, no instante 0, qual sera´ a distribuic¸a˜o do tempo que a cadeia permanece
nesse estado i, antes de mudar para um outro estado? Vamos representar esse tempo
por Ti, com i ∈ N0, e mostrar que Ti tem a propriedade da falta de memo´ria. De
facto, para todo s, t ≥ 0, tem-se:
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P (Ti > t+ s|Ti > s) = P (Ti > t+ s)
P (Ti > s)
=
P (X(t+ s) = i ∩ (X(u) = i, 0 ≤ u ≤ t+ s))
P (X(u) = i, 0 ≤ u ≤ s)
= P (X(t+ s) = i ∩ (X(u) = i, s < u < s+ t)|X(u) = i, 0 ≤ u ≤ s)
= P (X(u) = i, s < u ≤ t+ s|X(s) = i)
= P (X(t) = i, 0 < u ≤ t|X(0) = i)
= P (Ti > t),
tendo sido usada na quarta igualdade a propriedade Markoviana e na quinta igual-
dade a homogeneidade. Conclu´ımos assim que Ti tem uma distribuic¸a˜o exponencial.
Exemplo 3.3.1. Considere uma cadeia de Markov {X(t), t ≥ 0} de tempo cont´ınuo
homoge´nea que se inicia no estado i no instante 0. Sabendo que a cadeia na˜o deixou
o estado i (isto e´, na˜o ocorreu qualquer transic¸a˜o) durante os primeiros 10 minutos,
qual e´ a probabilidade de a cadeia na˜o sair do estado i durante os 5 minutos seguin-
tes?
Soluc¸a˜o: Pretende-se calcular a seguinte probabilidade
P (X(u) = i, 10 < u ≤ 15|X(u) = i, 0 ≤ u ≤ 10).
Uma vez que a varia´vel Ti tem distribuic¸a˜o exponencial, com um certo paraˆmetro
λi, a probabilidade pretendida e´ dada por
P (Ti > 15|Ti > 10) = P (Ti > 5) = e−5λi ,
tendo sido usado a propriedade da falta de memo´ria da varia´vel Ti na primeira
igualdade.
O racioc´ınio efetuado para as varia´veis Ti acima fornece, segundo ROSS [44],
uma maneira simples de definirmos uma cadeia de Markov de tempo cont´ınuo e
homoge´nea. Podemos pensar numa tal cadeia como sendo um processo estoca´stico
que se comporta do seguinte modo: quando entra no estado i,
i. o processo permanece nesse estado durante um tempo que tem distribuic¸a˜o
exponencial com paraˆmetro que depende de i, digamos vi;
ii. quando o processo sai do estado i, ele entra num outro estado j 6= i com
probabilidade Pij, que satisfaz
∑
j 6=i
Pij = 1;
iii. a escolha do pro´ximo estado a visitar apo´s o estado i e´ independente do tempo
gasto no estado i.
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Observe-se que esta u´ltima condic¸a˜o tem que ser verificada para que a propriedade
Markoviana seja mantida.
Apesar de poderem ocorrer outras situac¸o˜es, aqui vamos considerar sempre o
caso em que 0 < vi < ∞ para todo estado i. Assim, podemos pensar numa cadeia
de Markov de tempo cont´ınuo como sendo um processo que se comporta como uma
cadeia de Markov de tempo discreto, mas que e´ tal que o tempo que permanece em
cada estado tem distribuic¸a˜o exponencial.
Observe-se ainda que, como vi e´ a taxa de sa´ıda do estado i e Pij e´ a probabilidade
de o processo seguir do estado i para o estado j enta˜o, se consideramos a quantidade
viPij obtemos a taxa a que e´ feita a transic¸a˜o do estado i para o estado j, dado que
a cadeia se inicia no estado i.
Vamos voltar a considerar as probabilidades de transic¸a˜o de uma cadeia de Mar-
kov de tempo cont´ınuo e homoge´nea, isto e´, as quantidades
pij(t) = P (X(t) = j|X(0) = i).
Neste tipo de processos, e´ usual considerarem-se as derivadas das respetivas pro-
babilidades de transic¸a˜o, em ordem ao tempo, em t = 0. Tais derivadas sera˜o
designadas por intensidades de transic¸a˜o e estara˜o, obviamente, relacionadas com
as quantidades vi e Pij atra´s referidas.
Denote-se enta˜o por qi a intensidade de passagem pelo estado i, dado que a
cadeia se inicia no estado i. qi e´ enta˜o dada pela seguinte derivada, quando existe:
qi = − d
dt
pii(0) = lim
t→0
pii(0)− pii(t)
t
= lim
t→0
1− pii(t)
t
, para i = 0, 1, .... (3.11)
Denote-se ainda por qij a intensidade de transic¸a˜o do estado i para o estado j (i 6= j),
dado que a cadeia se inicia no estado i. Quando a seguinte derivada existir, qij e´
dada por
qij =
d
dt
pij(0) = lim
t→0
pij(t)− pij(0)
t
= lim
t→0
pij(t)
t
. (3.12)
Trabalhando as equac¸o˜es (3.11) e (3.12) podemos escrever{
1− pii(t) = qit+ o(t),
pij(t) = qijt+ o(t), com
o(t)
t
−→ 0
t→0
.
Estas igualdades mostram que as probabilidades de transic¸a˜o sa˜o assintoticamente
proporcionais a` amplitude do intervalo, isto e´, a t, sendo que a primeira igualdade
estabelece a proporcionalidade da transic¸a˜o do estado i para outro estado qualquer
e a segunda igualdade estabelece a proporcionalidade da transic¸a˜o do estado i para
um estado espec´ıfico j (j 6= i).
Observac¸a˜o: Em ROSS [44], estabelece-se as seguintes relac¸o˜es entre as quanti-
dades vi e Pij, referidas anteriormente, e as quantidades qi e qij acabadas de definir:{
qi = vi,
qij = viPij, para todos os estados i, j
.
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3.3.2 Equac¸o˜es diferenciais de Kolmogorov
Analogamente ao que acontece no caso discreto, e´ fa´cil mostrar que estas proba-
bilidades satisfazem as equac¸o˜es de Chapman-Kolmogorov, isto e´, para todos
os estados i e j e todos os instantes h, t ≥ 0, tem-se
pij(t+ h) =
∞∑
k=0
pik(t)pkj(h) (3.13)
Se subtraimos pij(t) em ambos membros da equac¸a˜o (3.13) obte´m-se
pij(h+ t)− pij(t) =
∞∑
k=0
pik(h)pkj(t)− pij(t)
=
∑
k 6=i
pik(h)pkj(t)− [1− pii(h)]pij(t)
e assim
lim
h→0
pij(t+ h)− pij(t)
h
= lim
h→0
{∑
k 6=i
pik(h)
h
pkj(t)−
[
1− pii(h)
h
]
pij(t)
}
.
Uma vez que, neste caso, se pode trocar o limite e a soma, se usarmos as equac¸o˜es
(3.11) e (3.12), obte´m-se as chamadas equac¸o˜es diferenciais de Kolmogorov
regressivas, que estabelecem o seguinte: para todos os estados i, j e todo o instante
t ≥ 0,
p′ij(t) =
∑
k 6=i
qikpkj(t)− qjpij(t). (3.14)
A partir da equac¸a˜o (3.13) podemos ainda tambe´m obter outras equac¸o˜es dife-
renciais. Subtraindo ambos os membros da equac¸a˜o (3.13) por pij(t) obte´m-se
pij(t+ h)− pij(t) =
∞∑
k=0
pik(t)pkj(h)− pij(t)
=
∑
k 6=j
pik(t)pkj(h)− [1− pjj(h)]pij(t)
e assim
lim
h→0
pij(t+ h)− pij(t)
h
= lim
h→0
{∑
k 6=j
pik(t)
pkj(h)
h
−
[
1− pjj(h)
h
]
pij(t)
}
.
Assumindo que se pode trocar o limite e a soma, se usarmos as equac¸o˜es (3.11) e
(3.12), obte´m-se as chamadas equac¸o˜es diferenciais de Kolmogorov progres-
sivas, que estabelecem o seguinte: para todos os estados i, j e todo o instante t ≥ 0,
p′ij(t) =
∑
k 6=j
pik(t)qkj − pij(t)qj. (3.15)
A troca do limite com a soma atra´s referida nem sempre pode ser feita. No entanto,
na maior parte dos modelos, incluindo as filas de espera Markovianas abordadas no
cap´ıtulo seguinte, e´ poss´ıvel fazer esta troca, conforme em ROSS [44].
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3.3.3 Teoremas limite e distribuic¸a˜o estaciona´ria
Tal como foi feito no caso discreto, vamos agora enunciar alguns resultados re-
lativos ao comportamento limite de uma cadeia de Markov homoge´nea de tempo
cont´ınuo, sendo o limite estudado quando o tempo tende para o infinito, isto e´,
quando t→∞.
A definic¸a˜o de distribuic¸a˜o limite no caso em que o tempo e´ cont´ınuo e´ semelhante
a` do tempo discreto, com uma evidente adaptac¸a˜o. Temos assim a seguinte definic¸a˜o:
Definic¸a˜o 3.3.1. Seja {X(t), t ≥ 0} uma cadeia de Markov homoge´nea de tempo
cont´ınuo e (pj, j ∈ N0) uma distribuic¸a˜o de probabilidade sobre N0. Diz-se que
(pj, j ∈ N0) e´ a distribuic¸a˜o limite da cadeia de Markov se
lim
t→∞
pij(t) > 0 e lim
t→∞
pij(t) = pj
para todos os estados i, j.
Observac¸o˜es:
1) Tal como acontece no caso discreto, se (pj, j ∈ N0) e´ a distribuic¸a˜o limite da
cadeia de Markov enta˜o tambe´m e´ uma distribuic¸a˜o estaciona´ria, isto e´,
pj =
∞∑
i=0
pipij(t) ∀t > 0, ∀j ∈ N0.
2) Tal como aconteceu no caso discreto, existindo a distribuic¸a˜o limite (pj, j ∈ N0)
este coincide com limt→∞ P (X(t) = j). Isto demonstra-se facilmente. Assim,
lim
t→∞
P (X(t) = j) = lim
t→∞
P
(
X(t) = j
⋂(⋃
i∈N0
X(0) = i
))
= lim
t→∞
∑
i∈N0
P (X(t) = j|X(0) = i)P (X(0) = i)
=
∑
i∈N0
lim
t→∞
P (X(t) = j|X(0) = i)P (X(0) = i)
= pj
∑
i∈N0
P (X(0) = i)
= pj
tendo sido usado na segunda igualdade o teorema da probabilidade total e na
quarta igualdade o facto de (pj, j ∈ N0) ser distribuic¸a˜o limite.
Do exposto nas observac¸o˜es, podemos constatar que a distribuic¸a˜o limite repre-
senta a probabilidade de a cadeia atingir um certo estado j ao fim de um longo
per´ıodo de tempo. Nestas condic¸o˜es dizemos que a cadeia alcanc¸ou um estado
de equil´ıbrio ou um estado esta´vel, sendo a distribuic¸a˜o de probabilidade limite
(pj, j ∈ N0), independente do tempo e do estado inicial da cadeia.
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Em condic¸o˜es gerais, a distribuic¸a˜o limite (pj, j ∈ N0) pode ser determinada
a` custa das equac¸o˜es diferenciais de Kolmogorov progressivas (3.15). Como, para
todos os estados i, j
lim
t→∞
pij(t) = pj e lim
t→∞
p′ij(t) = 0, (3.16)
enta˜o, tomando limt→∞ em ambos os membros da equac¸a˜o
p′ij(t) =
∑
k 6=j
pik(t)qkj − pij(t)qj.
tem-se
pjqj =
∑
k 6=j
pkqkj. (3.17)
Conjugando a condic¸a˜o
∑∞
j=0 pj = 1 com a equac¸a˜o (3.17) e´ poss´ıvel, regra geral,
obter a distribuic¸a˜o limite (pj, j ∈ N0) de uma cadeia de Markov homoge´nea de
tempo cont´ınuo, quando tal distribuic¸a˜o existe.
Na secc¸a˜o a seguir, apresentamos o processo de contagem com especial atenc¸a˜o
para o processo de Poisson. Estes processos sera˜o usados nos modelos de filas de
espera para descrever a chegada e sa´ıda de clientes ao sistema. Tais processos sa˜o
de tempo cont´ınuo, sendo o de Poisson uma cadeia de Markov.
3.4 Processo de contagem e processo de Poisson
3.4.1 Definic¸o˜es
Suponhamos que nos era pedido um modelo para contar, por exemplo, o nu´mero
de ambulaˆncias que chegam ao servic¸o de urgeˆncia de um hospital, o nu´mero de
chegadas de clientes a determinado servic¸o, o nu´mero de sa´ıdas de um produto num
armaze´m, o nu´mero de chamadas telefo´nicas que chega a um posto de servic¸o, etc.
Pode-se descrever estes tipos de feno´menos aleato´rios atrave´s de uma func¸a˜o de
contagem, denotada por {N(t), t ≥ 0}, em que N(t) representa o nu´mero de vezes
que determinado acontecimento de interesse ocorre no intervalo de tempo [0, t]. A
seguir apresentamos a definic¸a˜o formal de processos de contagem.
Definic¸a˜o 3.4.1. Um processo estoca´stico de tempo cont´ınuo {N(t), t ≥ 0} diz-se
um processo de contagem se satisfaz as seguintes condic¸o˜es:
i. N(t) ≥ 0;
ii. o processo tem espac¸o de estado N0;
iii. se s < t, enta˜o N(s) ≤ N(t);
iv. para s < t, N(t) − N(s) representa o nu´mero de vezes que um determinado
acontecimento ocorre no intervalo (s, t].
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Um dos processos de contagem mais utilizados e´ o chamado processo de Poisson,
que vamos definir em seguida.
Definic¸a˜o 3.4.2. Um processo de contagem {N(t), t ≥ 0} e´ um processo de Pois-
son, com intensidade (ou taxa) λ > 0, se satisfaz os seguintes treˆs axiomas:
A1. N(0) = 0, isto e´, no instante inicial nenhum acontecimento ocorreu;
A2. O processo tem incrementos independentes, isto e´, para quaisquer instantes
0 = t0 < t1 < t2 < ... < tn−1 < tn as n varia´veis aleato´rias
N(t1)−N(t0), N(t2)−N(t1), ..., N(tn)−N(tn−1)
sa˜o independentes;
A3. O nu´mero de acontecimentos em qualquer intervalo de amplitude t tem distri-
buic¸a˜o de Poisson com me´dia λt, isto e´, para todo s, t ≥ 0
P (N(t+ s)−N(s) = n) = e−λt (λt)
n
n!
, n = 0, 1, 2, ...
Obsevac¸o˜es:
1) Segue do axioma A3 que um processo de Poisson e´ tal que
E[N(t)] = λt.
Isto justifica a designac¸a˜o de taxa para o paraˆmetro λ. Note-se ainda que λ
representa o nu´mero me´dio de acontecimentos por unidade de tempo.
2) Do axioma A3 podemos concluir ainda que, para todo o h > 0, as varia´veis
aleato´rias
N(t2 + h)−N(t1 + h) e N(t2)−N(t1),
com t1, t2 ≥ 0, teˆm a mesma distribuic¸a˜o. Isto significa que o processo de
Poisson tem incrementos estaciona´rios. Deste modo, um processo de Poissson
tem incrementos independentes (axioma A2) e estaciona´rios
Os axiomas A1 e A2 desta definic¸a˜o de processo de Poisson sa˜o, em geral, facil-
mente verificado. No entanto, o axioma A3 e´, regra geral, mais dif´ıcil de verificar
e, portanto, pode ser u´til ter uma definic¸a˜o alternativa. Vamos enta˜o enunciar uma
outra definic¸a˜o de processo de Poisson equivalente a` anterior.
Definic¸a˜o 3.4.3. Um processo de contagem {N(t), t ≥ 0} e´ um processo de Pois-
son, com intensidade (ou taxa) λ > 0, se satisfaz os seguintes quatro axiomas:
A1* N(0) = 0;
A2* o processo tem incrementos independentes e estaciona´rios;
A3* P (N(h) = 1) = λh+ o(h);
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A4* P (N(h) ≥ 2) = o(h).
Demonstrar que esta definic¸a˜o implica a anterior na˜o e´ complicado e pode ser
consultado em ROSS ([44], pag. 315). Aqui vamos demonstrar que a definic¸a˜o
anterior implica esta u´ltima. Os axiomas A1∗ e A2∗ sa˜o consequeˆncias diretas do
axiomas A1, A2 e A3. Para demonstrar os axiomas A3∗ e A4∗, deve-se recorrer a
seguinte expansa˜o:
ex =
+∞∑
k=0
xk
k!
, x ∈ R.
Deste modo, usando o axioma A3,
• demonstra-se A3∗,
P (N(t) = 1) = e−λhλh = λh
[
1− λh+ (λh)
2
2!
+ ...
]
= λh+ o(h);
• demonstra-se o A4∗,
P (N(h) ≥ 2) = e−λh
[
(λh)2
2!
+
(λh)3
3!
+ ...
]
= o(h).
3.5 Tempos de espera e tempos entre chegadas
Seja {N(t), t ≥ 0} um processo de contagem e sejam τ1, τ2, ... (0 < τ1 < τ2 <
...) os instantes no tempo em que ocorre o acontecimento de interesse. Assim, τi
representa o tempo de espera ate´ a i-e´sima ocorreˆncia do acontecimento de interesse,
i = 1, 2, ...
A sucessa˜o de varia´veis aleato´rias {Tn, n ≥ 1} definidas por
T1 = τ1, T2 = τ2 − τ1, ..., Tn = τn − τn−1, ... (3.18)
vai representar a sucessa˜o dos tempo entre duas ocorreˆncias sucessivas do aconteci-
mento. Isto e´, Tn vai representar o tempo decorrido entre a (n−1)-e´sima ocorreˆncia
e a n-e´sima ocorreˆncia.
Em determinados contextos, em particular numa fila de espera, {τn, n ≥ 1} e
{Tn, n ≥ 1} sa˜o conhecidas como a sucessa˜o dos tempos de espera e sucessa˜o dos
tempos entre chegadas, respetivamente. Observe que, a equacao (3.18) permite
concluir que
τ1 = T1, τ2 = T1 + T2, ..., τn = T1 + ...+ Tn, ...
Segundo Mu¨ller [35], um processo de contagem {N(t), t ≥ 0} e a respetiva su-
cessa˜o dos tempos de espera {τn, n ≥ 1} satisfazem as seguintes relac¸o˜es de equi-
valeˆncia:
a) Para todo t > 0 e n = 1, 2, ...,
N(t) ≤ n⇔ τn+1 > t.
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Deste modo, afirmar que o nu´mero de acontecimentos que ocorrem em [0, t]
e´ menor ou igual a n e´ equivalente a dizer que o per´ıodo de tempo ate´ que
ocorra o (n+ 1)-e´simo acontecimento e´ superior a t.
b) Para todo t > 0,
N(t) = 0⇔ τ1 > t.
De facto, se ate´ ao instante t na˜o ocorreu nenhum acontecimento e´ equiva-
lente a dizer-se que o acontecimento ocorrera´ pela primeira vez num instante
superior a t.
c) Para todo t > 0 e n = 1, 2, ...,
N(t) = n⇔ τn ≤ t e τn+1 > t.
Isto significa, que a ocorreˆncia de exatamente n acontecimento em [0, t] e´
equivalente a que o n-e´simo acontecimento ocorra num instante inferior ou
igual a t e que o (n+ 1)-e´simo acontecimento ocorra depois de t.
Estas relac¸o˜es teˆm as seguintes implicac¸o˜es em termos probabil´ısticos:
i) FN(t)(n) = P (N(t) ≤ n) = 1− Fτn+1(t), n = 1, 2, ...;
ii) P (N(t) = 0) = 1− Fτ1(t);
iii)
P (N(t) = n) = P (τn ≤ t, τn+1 > t) = P ((τn ≤ t) ∩ (τn+1 ≤ t))
= P (τn ≤ t)− P (τn+1 ≤ t) = Fτn(t)− Fτn+1(t).
Vamos agora enunciar alguns resultados relativos a` distribuic¸a˜o dos tempos de espera
e dos tempos entre chegadas num processo de Poisson.
Teorema 3.5.1. Seja {N(t), t ≥ 0} um processo de Poisson de intensidade (ou
taxa) λ > 0. Enta˜o, para cada n, τn tem distribuic¸a˜o Gama de paraˆmetros n e λ,
ou seja, a sua func¸a˜o densidade de probabilidade e´,
fτn(t) =
{
λe−λt (λt)
n−1
(n−1)! , se t ≥ 0
0, se t < 0
.
Para a demonstrac¸a˜o deste teorema, observe que, para todo t > 0,
Fτn(t) = P (τn ≤ t) = 1− P (τn > t)
= 1− P (N(t) ≤ n− 1)
= 1−
n−1∑
k=0
e−λt
(λt)k
k!
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Derivando em ordem a t, obte´m-se a func¸a˜o densidade de probabilidade acima men-
cionada. De facto,
F ′τn(t) = e
−λt
[
n−1∑
k=0
(λt)k
k!
−
n−1∑
k=1
(λt)k−1
(k − 1)!
]
= λe−λt
(λt)n−1
(n− 1)! .
Relativamente a` sucessa˜o dos tempos entre chegadas, temos os seguintes teore-
mas.
Teorema 3.5.2. Seja {N(t), t ≥ 0} um processo de Poisson de intensidade (ou taxa)
λ > 0. Enta˜o a sucessa˜o das varia´veis aleato´rias dos tempos entre chegadas, {Tn, n ≥
1} e´ independente e identicamente distribu´ıda com a distribuic¸a˜o exponencial de
valor me´dio 1
λ
.
Teorema 3.5.3. Se sucessa˜o dos tempos entre chegadas {Tn, n ≥ 1} e´ independente
e identicamente distribu´ıda com a distribuic¸a˜o exponencial de valor me´dio 1
λ
, enta˜o
o correspondente processo de contagem {N(t), t ≥ 0} e´ de Poisson com intensidade
(ou taxa) λ.
Exemplo 3.5.1. Considere que as pessoas imigram para um pa´ıs de acordo com um
processo de Poisson com a intensidade (ou taxa) λ = 2 por dia. Calcule:
a) O tempo esperado ate´ que o de´cimo imigrante chegue neste pais?
b) A probabilidade de que o tempo decorrido entre a de´cima e a de´cima primeira
chegada exceda dois dias?
Soluc¸a˜o:
a) Seja T1 o tempo de chegada do primeiro imigrante e Tn o tempo entre a chegada
do (n−1)-e´simo e do n-ene´simo imigrante (2 ≤ n ≤ 10). Enta˜o, T1, T2, ..., T10
sa˜o varia´veis aleato´rias exponenciais, independente identicamente distribu´ıdas,
com media 1
λ
. Assim, estamos interessado em calcular E[τ10].
E[τ10] = E
[
10∑
n=1
Tn
]
=
10
2
= 5
logo, o tempo esperado ate´ que o de´cimo imigrante chegue nestes pais e´ de 5 dias.
b) Seja T11−T10 o tempo decorrido entre a de´cima e a de´cima primeira chegada.
Usando a propriedade falta de memoria (equac¸a˜o (2.2)) temos:
P (T11 − T10 > 2) = e−4 ∼= 0.0183
logo, a probabilidade de que o tempo decorrido entre a de´cima e a de´cima primeira
chegada exceda dois dias e´ de 0.0183.
Cap´ıtulo 4
Teoria de Filas de Espera
4.1 Introduc¸a˜o
A teoria de filas de espera fornece modelos probabil´ısticos que permitem estudar
a formac¸a˜o de filas em func¸a˜o do nu´mero de chegadas e de processo de atendi-
mento de ”clientes”. Usando ferramentas matema´ticas, esta teoria permite obter
informac¸a˜o importante sobre diferentes aspetos da fila de espera e, em particular,
permite encontrar situac¸o˜es de equil´ıbrio que satisfac¸am o cliente e sejam via´veis ao
servidor.
Segundo Mu¨ller [35], uma situac¸a˜o de fila de espera e´ caracterizada por um fluxo
de clientes ou utentes que chegam a um ou mais postos de servic¸o (por exemplo,
supermercados, bancos, correios, portagem de auto-estrada,. . . .) a fim de satisfazer
uma qualquer necessidade. Quando o nu´mero de clientes e´ maior do que nu´mero de
postos de servic¸o, enta˜o forma-se o que usualmente se chama de uma fila de espera.
Numa situac¸a˜o de fila de espera esta˜o presentes duas principais caracter´ısticas
aleato´rias muito importantes. A primeira, diz respeito ao processo de chegada dos
clientes que decorre de forma aleato´ria ao longo do tempo, e a segunda, ao tempo
de servic¸o correspondente a` ocupac¸a˜o do respetivo posto de servic¸o por cada cliente.
Um sistema de fila de espera considera-se como o conjunto constitu´ıdo pela fila de
espera, propriamente dita, e pelos respetivos postos de servic¸o. Num dado instante,
o estado do sistema e´ dado pela soma do nu´mero de clientes que aguardam na fila
com o nu´mero de clientes que esta˜o a ser servidos nesse mesmo instante (isto e´, que
esta˜o a ocupar um posto de servic¸o).
Nos modelos de filas de espera que vamos estudar, estaremos interessados em
estudar, entre outras coisas, carater´ısticas como o nu´mero me´dio de clientes no
sistema (ou apenas o nu´mero de clientes que aguardam na fila) e o tempo me´dio que
um cliente gasta no sistema (ou apenas o tempo que um cliente gasta a aguardar na
fila).
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4.2 Estrutura de um sistema de filas de espera
A estrutura de um sistema de fila de espera tem em conta va´rios elementos, como
por exemplo: a populac¸a˜o ou fonte, a fila, o servic¸o, capacidade ma´ximo de clientes
no sistema e a disciplina do servic¸o.
4.2.1 Populac¸a˜o ou fonte
A populac¸a˜o desempenha um papel relevante no sistema de filas de espera, sendo
a fonte de clientes que se dirigem ao sistema. Pode ser considerada finita ou infinita
(de modo que a fonte de entrada tambe´m e´ dita limitada ou ilimitada).
Distribuic¸a˜o das chegadas ao sistema
As chegadas podem ser descritas pelo tempo que decorre entre duas chegadas
sucessivas (tempo entre chegadas) ou pelo nu´mero de chegadas por unidade de tempo
(distribuic¸a˜o das chegadas). Podemos ter chegadas:
• constantes - quando os intervalos de tempo entre chegadas sucessivas sa˜o fixos;
• aleato´rias - quando os intervalos de tempos entre chegadas sucessivas na˜o po-
dem ser previstos com certeza, pelo que neste caso usam-se distribuic¸o˜es de
probabilidade para modelar os tempos entre chegadas.
Taxa de chegada
Corresponde ao nu´mero me´dio de clientes que chegam ao sistema por unidade
de tempo. Pode ser:
• independente do estado do sistema (e´ usualmente denotada por λ);
• dependente do estado do sistema (e´ usualmente denotada por λn, onde n e´ o
nu´mero de clientes no sistema).
Comportamento dos clientes
Distinguem-se essencialmente dois tipos de comportamentos:
• paciente - quando os clientes ficam na fila de espera ate´ serem servidos;
• impaciente - quando os clientes desistem de esperar depois de terem estado
algum tempo na fila ou quando existem clientes que se recusam a juntar a` fila
de espera por esta ser demasiada longa.
4.2.2 Fila de espera
A fila de espera e´ onde os clientes esperam antes de ser servidos. Sa˜o classificadas
em func¸a˜o do seu nu´mero e seu comprimento.
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Nu´mero de filas de espera
• filas de espera simples - sa˜o consideradas filas de espera u´nicas, mesmo que o
sistema tenha va´rios postos de servic¸o;
• filas de espera mu´ltiplas - sa˜o consideradas filas de espera por cada posto de
servic¸o.
Comprimento da fila de espera
O comprimento de uma fila de espera pode ser finito ou infinito.
4.2.3 Servic¸o
Configurac¸a˜o do servic¸o
A configurac¸a˜o do servic¸o consiste, regra geral, no nu´mero de postos de servic¸os
em paralelo. Podem existir situac¸o˜es em que na configurac¸a˜o de servic¸o sa˜o dese-
nhadas varias fases de atendimento. Tal acontece por exemplo, quando um cliente
tem que ser atendido por va´rios balco˜es numa mesma entidade ou quando o servic¸o
opera de maneiras diferentes ao longo do tempo (pode depender da altura do dia,
da altura do ano ou ate´ do estado do tempo).
Dimensa˜o do servic¸o
Podemos ter servic¸o:
• simples - cada posto atende um cliente de cada vez (como por exemplo num
supermercado);
• em grupo - cada posto pode atender va´rios clientes em simultaˆneo (como por
exemplo num elevador).
Distribuic¸a˜o dos tempos de servic¸o
A distribuic¸a˜o do tempo de servic¸o pode ser constante ou aleato´ria. Quando e´
aleato´ria, as distribuic¸o˜es mais frequentemente adotadas sa˜o a distribuic¸a˜o Expo-
nencial e a Gama.
Taxa de servic¸o
Corresponde ao nu´mero me´dio de clientes atendidos por unidade de tempo. Pode
ser:
• independente do estado do sistema (e´ usualmente denotada por µ);
• dependente do estado do sistema (e´ usualmente denotada por µn, onde n e´ o
nu´mero de clientes no sistema).
Observe-se que a taxa de servic¸o, µ ou µn, e´ o nu´mero me´dio de clientes servidos
por posto e por unidade de tempo, a que corresponde um tempo me´dio de servic¸o
por posto igual a
1
µ
ou
1
µn
respetivamente.
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4.2.4 Capacidade ma´xima do sistema
A capacidade ma´xima do sistema corresponde ao nu´mero ma´ximo de clientes
que o sistema pode suportar. Esta capacidade pode ser finita ou infinita.
4.2.5 Disciplina de servic¸o
A disciplina de servic¸o estabelece a maneira como se selecionam os clientes da
fila de espera para o posto de servic¸o. Existem va´rias disciplinas de servic¸o:
• FIFO “first in first out” ou FCFS “fisrt come first served” - este co´digo
para disciplina de servic¸o e´ o mais comum e e´ utilizado em filas de espera onde
os clientes sa˜o servidos por ordem de chegada;
• LIFO “last in first out” ou LCFS “last come first served” - este co´digo
para disciplina de servic¸o e´ usado em filas de espera onde o u´ltimo cliente a
chegar e´ o primeiro a ser servido e a sair do sistema;
• SIRO “service in random order” - este co´digo para disciplina de servic¸o e´
usado em filas de espera onde o servic¸o e´ feito de forma aleato´ria;
• GD “general discipline” - este co´digo para disciplina de servic¸o e´ usado em
filas de espera onde na˜o se especifica a disciplina de servic¸o.
4.3 Caracter´ıstica de uma fila de espera
Segundo Mu¨ller [35], a descric¸a˜o das caracter´ısticas de um sistema de filas de
espera foi sugerida pelo matema´tico ingleˆs David Geoge Kendall (1918-2007). Essa
descric¸a˜o tem a seguinte notac¸a˜o:
(a/b/c) : (d/e/f)
onde:
• a e´ a distribuic¸a˜o dos tempos entre chegadas sucessivas de clientes;
• b e´ a distribuic¸a˜o dos tempos de servic¸o;
• c e´ o nu´mero de postos de servic¸o, onde c ∈ N;
• d e´ a disciplina de servic¸o;
• e e´ a capacidade do sistema, onde e ∈ N ∪ {+∞};
• f e´ o tamanho da populac¸a˜o, onde f ∈ N ∪ {+∞}.
Para as notac¸o˜es a e b de uma fila de espera podemos ter as seguintes possibilidades:
• M = distribuic¸a˜o exponencial;
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• D = tempos determin´ısticos;
• E = distribuic¸a˜o Gama;
• G = distribuic¸a˜o na˜o e´ especificada.
Existem outras possibilidades para a e b, mais na˜o sera˜o abordada neste trabalho.
Em muitos modelos de filas de espera, as indicac¸o˜es de d, e e f sa˜o omitidas. Tal
significa que se assume que a disciplina de servic¸o e´ FIFO, a capacidade do sistema
e´ ilimitado e a populac¸a˜o e´ infinita.
4.4 Terminologia e notac¸a˜o de uma fila de espera
Para as filas de espera sera´ utilizada a seguinte terminologia e notac¸a˜o padra˜o:
• estado do sistema= nu´mero de clientes que esta˜o a ser servidos somado com
o nu´mero de clientes que esta˜o a` espera;
• comprimento da fila = nu´mero de clientes a` espera de servic¸o, isto e´, estado
do sistema subtra´ıdo do nu´mero de clientes que esta˜o a ser servidos;
• N(t) = varia´vel aleato´ria que representa o estado do sistema no instante t (t ≥
0);
• pn(t) = P (N(t) = n);
• pn = probabilidade de existirem n clientes no sistema quando este comec¸ou a
operar ha´ bastante tempo, ou seja, quando o sistema esta´ em equil´ıbrio;
• λ = intensidade (ou taxa) de chegada de clientes por unidade de tempo;
• 1
λ
= tempo me´dio entre chegadas sucessivas de clientes;
• λn = taxa de chegada de novos clientes quando n clientes ja´ esta˜o no sistema;
• λ = taxa me´dia de chegada de clientes no sistema.
λ =
∞∑
n=0
λnpn; (4.1)
• µ = taxa de servic¸o de cada um dos postos de servic¸o, ou seja, nu´mero esperado
de clientes servidos por unidade de tempo em cada posto de servic¸o;
• 1
µ
= tempo me´dio de servic¸o de cada um dos postos de servic¸o;
• µn = taxa de servic¸o quando n clientes esta˜o no sistema;
• s = sistema;
• q = fila;
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• Ls = nu´mero me´dio de clientes no sistema;
• Lq = nu´mero me´dio de clientes que aguardam na fila, isto e´, comprimento
me´dio da fila;
• Ws = tempo me´dio de espera no sistema;
• Wq = tempo me´dio de espera na fila;
• ρ = taxa de ocupac¸a˜o do servic¸o (ou intensidade do tra´fego), ou seja, percen-
tagem esperada de tempo que um posto de servic¸o esta´ ocupado. Em geral, e´
igual a λ
µ
;
• 1 − ρ = taxa de desocupac¸a˜o do servic¸o, ou seja, percentagem esperada de
tempo que um posto de servic¸o esta´ desocupado.
4.5 Estado estaciona´rio ou de equil´ıbrio
Determinada notac¸a˜o tambe´m e´ necessa´ria para descrever o estado estaciona´rio
ou de equil´ıbrio da fila de espera. Se um sistema de fila de espera tiver comec¸ado
recentemente a operac¸a˜o, o estado do sistema sera´ afetado pelo estado inicial e pelo
tempo decorrido. Neste caso, o sistema e´ dito estar numa condic¸a˜o transito´ria.
No entanto, depois de decorrido o tempo suficiente, o estado do sistema torna-se
essencialmente independente do estado inicial e do tempo decorrido (excepto em
circunstaˆncias incomuns) e o sistema e´ dito estar numa condic¸a˜o de equil´ıbrio.
Numa situac¸a˜o de equil´ıbrio do sistema de fila de espera, o nu´mero me´dio de
clientes no sistema (Ls) e o nu´mero me´dio de clientes que aguardam na fila (Lq)
definem-se por:
Ls =
∞∑
n=0
npn (4.2)
e
Lq =
∞∑
n=c+1
(n− c)pn, (4.3)
onde c e´ o nu´mero de postos de servic¸os em paralelo e {pn, n ∈ N0} e´ a distribuic¸a˜o
de equil´ıbrio do sistema.
John D.C.Little forneceu a primeira prova rigorosa de que, no estado estaciona´rio
ou de equil´ıbrio, a seguinte equac¸a˜o e´ valida:
L = λW, (4.4)
para o caso em λ, a taxa de chegada de clientes no sistema, e´ constante. Esta
equac¸a˜o a`s vezes e´ referida como a fo´rmula de Little e permite-nos concluir que
Ls = λWs (4.5)
e
Lq = λWq. (4.6)
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Se a taxa de clientes na˜o for constante, enta˜o λ pode ser substitu´ıdo nestas equac¸o˜es
por λ dado em (4.1).
Quando o tempo me´dio de servic¸o de cada posto e´ 1
µ
, enta˜o tem-se
Ws = Wq +
1
µ
. (4.7)
Conjugando esta equac¸a˜o e a equac¸a˜o (4.5) obte´m-se
Ls = Lq + ρ, (4.8)
em que ρ = λ
µ
.
4.6 Modelos de filas de espera
Nesta secc¸a˜o sera˜o apresentados alguns dos modelos de fila de espera mais utili-
zados na pra´tica. Especial destaque sera´ dado aos modelos markovianos, mas sera˜o
apresentados tambe´m alguns na˜o markovianos.
Os modelos markovianos sa˜o aqueles em que se assume que os clientes chegam ao
sistema de acordo com um processo de Poisson de intensidade (ou taxa) λ, ou seja,
a sucessa˜o dos tempos entre chegadas e´ independente e identicamente distribu´ıda
com distribuic¸a˜o exponencial de paraˆmetro λ. Assume-se tambe´m que os tempos de
servic¸o sa˜o independentes e identicamente distribu´ıdos com distribuic¸a˜o exponencial
de paraˆmetro µ.
Os modelos na˜o-markovianos sa˜o aqueles em que as chegadas dos clientes e/ou
os tempos de servic¸o seguem uma distribuic¸a˜o geral.
4.6.1 Modelo (M/M/1) : (FIFO/∞/∞)
Este modelo de filas de espera assume que o processo de chegada de clientes e´ um
processo de Poisson, ou seja, os tempos entre chegadas sucessivas sa˜o independentes
e identicamente distribu´ıdos com uma distribuic¸a˜o exponencial. Assume tambe´m
que os tempos de servic¸o sa˜o independentes e identicamente distribu´ıdos com uma
outra distribuic¸a˜o exponencial. Mais, o sistema tem um u´nico servidor, a disciplina
de servic¸o e´ FIFO (primeiro cliente a chegar primeiro a ser servido e a sair), e a
capacidade do sistema e o tamanho da populac¸a˜o sa˜o infinitos. Um exemplo de
aplicac¸a˜o deste modelo pode-se ver em [50], onde os autores usam o modelo para
determinar o nu´mero adequado de pessoal prestador de servic¸o durante o turno da
noite numa sala de cirurgia.
O modelo (M/M/1) : (FIFO/∞/∞) pode ser representado atrave´s da Figura
4.1.
Temos assim um modelo em que a taxa de chegada de clientes e´ sempre igual a
λ, isto e´,
λn = λ, para n = 0, 1, 2, ...
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Figura 4.1: Modelo (M/M/1) : (FIFO/∞/∞).
e a taxa de sa´ıda de clientes e´ sempre igual a µ, isto e´,
µn = µ para n = 1, 2, ...
A partir das equac¸o˜es diferenciais de Kolmogorov (3.17) vamos determinar a
distribuic¸a˜o de equil´ıbrio (ou estaciona´ria) (pk, k ∈ N0) para o modelo de filas de
espera (M/M/1) : (FIFO/∞/∞). Passamos a descrever as equac¸o˜es que va˜o enta˜o
permitir determinar a distribuic¸a˜o estaciona´ria para cada estado.
Estado 0
Usando a equac¸a˜o (3.17) com j = 0, obtemos:
p0q0 =
∑
k 6=0
pkqk0 ⇔ p0q0 = p1q10 ⇔ p0λ = p1µ⇔ p1 = λ
µ
p0, (4.9)
uma vez que qk0 = 0, se k 6= 1.
Esta equac¸a˜o traduz a ideia de equil´ıbrio para o estado 0, ou seja, o fluxo de
entradas deve ser igual ao fluxo de sa´ıdas. Assim, por palavras, podemos descrever
esta equac¸a˜o do seguinte modo: a entrada no estado 0 ocorre quando o processo
sai do estado 1 para o estado 0 devido a sa´ıda de um cliente do sistema (o fluxo
de entradas no estado 0 e´ assim quantificado por µp1) e a sa´ıda do estado 0 ocorre
quando o processo sai do estado 0 para o estado 1 devido a chegada de um cliente
a` fila (o fluxo de sa´ıdas do estado 0 e´ assim quantificado por λp0).
Estado 1
Usando a equac¸a˜o (3.17) com j = 1, obtemos:
p1q1 =
∑
k 6=1
pkqk1 ⇔ p1q1 = p0q01 + p2q21 ⇔ p1(λ+ µ) = p0λ+ p2µ⇔ p2 = λ
µ
p1 + p1 − λ
µ
p0,
onde p1 =
λ
µ
p0, pelo que
p2 =
(
λ
µ
)2
p0. (4.10)
Note-se que qk1 = 0 ∀k 6= 0, 2 e que q1 = λ+µ. Observe que q1 = λ+µ e´ o paraˆmetro
de uma Exp(λ+µ) uma vez que o sistema permanece no estado 1 durante um tempo
aleato´rio que corresponde ao mı´nimo entre dois tempos exponenciais independentes,
isto e´, entre Exp(λ) e Exp(µ).
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Portanto, a entrada no estado 1 ocorre quando o processo sai do estado 0 para
o estado 1 devido a chegada de um cliente a fila ou quando o processo sai do estado
2 para o estado 1 devido a sa´ıda de um cliente do sistema (o fluxo de entradas no
estado 1 e´ assim quantificado por λp0 + µp2) e a sa´ıda do estado 1 ocorre quando o
processo sai do estado 1 para o estado 2 por chegada de um cliente a` fila ou quando
o processo sai do estado 1 para o esta 0 por sa´ıda de um cliente do sistema (o fluxo
de sa´ıdas do estado 1 e´ assim quantificado por λp1 + µp1).
Estado 2
Usando a equac¸a˜o (3.17) com j = 2, obtemos:
p2q2 =
∑
k 6=2
pkqk2 ⇔ p2q2 = p1q12 + p3q32 ⇔ p2(λ+ µ) = p1λ+ p3µ⇔ p3 = λp2 + µp2 − λp1
µ
,
substitu´ıdo os valores das equac¸o˜es (4.9) e (4.10) obtemos,
p3 =
(
λ
µ
)3
p0. (4.11)
Note-se que qk2 = 0 se ∀k 6= 1, 3.
A entrada no estado 2 ocorre quando o processo sai do estado 1 para o estado 2
devido a chegada de um cliente a fila ou quando o processo sai do estado 3 para o
estado 2 devido a sa´ıda de um cliente do sistema (o fluxo de entradas no estado 2
e´ assim quantificado por λp1 + µp3) e a sa´ıda do estado 2 ocorre quando o processo
sai do estado 2 para o estado 3 devido a chegada de um cliente a` fila ou quando o
processo sai do estado 2 para o estado 1 devido a sa´ıda de um cliente do sistema (o
fluxo de sa´ıdas do estado 1 e´ assim quantificado por λp2 + µp2).
Estado n
No estado n o racioc´ınio e´ o mesmo aos estados estudados anteriormente, e
podemos concluir que,
pn =
(
λ
µ
)n
p0 ⇔ pn = ρnp0. (4.12)
em que ρ = λ
µ
(taxa de ocupac¸a˜o).
Uma vez obtidos pn, n ≥ 1, p0 e´ obtido a partir da seguinte equac¸a˜o:
∞∑
n=0
pn = 1.
Enta˜o,
∞∑
n=0
pn = 1⇔
∞∑
n=0
ρnp0 ⇔ p0 =
( ∞∑
n=0
ρn
)−1
,
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onde o somato´rio e´ a soma de todos termos de uma progressa˜o geome´trica de raza˜o
ρ (ρ < 1). Da´ı,
p0 =
(
1
1− ρ
)−1
⇔ p0 = 1− ρ (4.13)
e
pn = (1− ρ)ρn, para n = 0, 1, 2, .... (4.14)
Estamos agora em condic¸o˜es de determinar o nu´mero me´dio de clientes no sis-
tema, isto e´,
Ls =
∞∑
n=0
npn.
Usando a equac¸a˜o (4.14) obtemos:
Ls =
∞∑
n=0
n(1− ρ)ρn = (1− ρ)
∞∑
n=1
nρn = (1− ρ)ρ
∞∑
n=1
nρn−1
= (1− ρ)ρ
∞∑
n=1
d
dρ
(ρn) = (1− ρ)ρ d
dρ
( ∞∑
n=1
ρn
)
= (1− ρ)ρ d
dρ
(
ρ
1− ρ
)
=
ρ
1− ρ,
Uma vez que ρ = λ
µ
tambe´m se pode escrever
Ls =
λ
µ− λ, (4.15)
Usando a equac¸a˜o (4.15), juntamente com as equac¸o˜es (4.8), (4.3) e (4.2), pode-
mos determinar:
• o valor de Lq,
Lq = Ls − ρ = λ
µ− λ −
λ
µ
=
λ2
(µ− λ)µ ou Lq =
ρ2
1− ρ.
• o valor de Wq,
Wq =
Lq
λ
=
λ2
(µ−λ)µ
λ
=
λ
(µ− λ)µ ou Wq =
ρ
µ(1− ρ) .
• o valor Ws,
Ws =
Ls
λ
=
λ
µ−λ
λ
=
1
µ− λ ou Ws =
1
µ(1− ρ) .
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Neste modelo de de filas de espera, podemos derivar a distribuic¸a˜o de probabili-
dade do tempo gasto no sistema por um cliente escolhido ao acaso. Vamos denotar
esse tempo us e observar que inclu´ı o tempo de servic¸o deste cliente. Se este cliente
encontrar n clientes no sistema, enta˜o ele tera´ de esperar um tempo que corresponde
a soma de n+ 1 tempos, incluindo o tempo do seu servic¸o, ou seja,
un = U1 + U2 + ...+ Un + Un+1,
onde U1 e´ o tempo necessa´rio para o cliente que esta´ em servic¸o poder terminar,
U2, ..., Un sa˜o os tempos de servic¸o dos restantes n − 1 clientes e Un+1 o tempo
de servic¸o do cliente que acaba de chegar. Uma vez que Ui, i = 1, ..., n + 1 sa˜o
varia´veis aleato´rias independentes e identicamente distribu´ıdas, com a distribuic¸a˜o
exponencial de paraˆmetro µ, enta˜o un tem distribuic¸a˜o Gama com paraˆmetros (µ, n+
1), ou seja,
P [us ≤ t|n clientes no sistema] =
t∫
0
(µx)n
n!
µe−µxdx, t ≥ 0.
Aplicando o teorema da probabilidade total obtemos,
P [us ≤ t] =
∞∑
n=0
P [us ≤ t|n cliente no sistema].pn
=
∞∑
n=0
 t∫
0
(µx)n
n!
µe−µx.ρn(1− ρ)dx

=
∞∑
n=0
 t∫
0
(µx)n
n!
µe−µx.
(
λ
µ
)n(
1− λ
µ
)
dx

= (µ− λ)
t∫
0
e−µx
∞∑
n=0
(λx)n
n!
dx = (µ− λ)
t∫
0
e−µx.eλxdx
= (µ− λ)
t∫
0
e−(µ−λ)xdx = 1− e−(µ−λ)t,
ou seja, u segue uma distribuic¸a˜o exponencial de paraˆmetro (µ− λ). Assim, a pro-
babilidade de o tempo gasto no sistema ser maior que t e´,
P (us > t) = 1− P (us ≤ t) = e−(µ−λ)t, t ≥ 0.
A probabilidade de o tempo que um cliente aguarda na fila ser maior que t e´
dada por
P (uq > t) = 1− P (uq ≤ t)
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onde
P (uq ≤ t) = p0 +
∞∑
n=1
P [uq ≤ t|n cliente no sistema].pn
= p0 +
∞∑
n=1
 t∫
0
(µx)n−1
(n− 1)!µe
−µx.ρn(1− ρ)dx

= p0 +
∞∑
n=1
 t∫
0
(µx)n−1
(n− 1)!e
−µx.ρ(µ− λ)dx
 = p0 + ρ(µ− λ) t∫
0
e−µx
( ∞∑
n=1
(µx)n−1
(n− 1)!
)
dx
= p0 + ρ(µ− λ)
t∫
0
e−µxeλxdx = ρ
(
1− e−(µ−λ)) ,
pelo que
P (uq > t) = ρP (us > t) =
λ
µ
e−(µ−λ)t, para t ≥ 0. (4.16)
Assim, a probabilidade de um cliente na˜o ter que esperar na fila e´
P (uq = 0) = 1− P (uq > 0) = 1− ρ = p0. (4.17)
Seja agora N o nu´mero de cliente no sistema numa situac¸a˜o de equil´ıbrio. A
probabilidade de existirem k ou mais clientes no sistema sera´ dada por:
P (N ≥ k) =
∞∑
n=k
pn =
∞∑
n=k
ρn(1− ρ) = (1− ρ)
∞∑
n=0
ρkρn = (1− ρ)ρk
∞∑
n=0
ρn = ρk.
Tabela 4.1: Tabela das caracter´ısticas do modelo (M/M/1) : (FIFO/∞/∞)
Chegada : Poissoneana Tempo de atendimento: exponencial
Taxa : λ clientes/unidade de tempo Taxa : µ clientes/unidade de tempo
Populac¸a˜o = ∞ No de servidores = 1
No ma´ximo de clientes na fila = ∞ Taxa de ocupac¸a˜o ρ = λµ com ρ < 1
Taxa de desocupac¸a˜o = 1− ρ
Nu´mero me´dio de clientes no sistema Ls =
λ
µ−λ
Nu´mero me´dio de clientes que aguardam na fila Lq =
λ2
(µ−λ)µ
Tempo me´dio de espera de cliente no sistema Ws =
1
µ−λ
Tempo me´dio de espera de cliente na fila Wq =
λ
(µ−λ)µ
Probabilidade de ocorreˆncia do estado 0 p0 = 1− ρ
Probabilidade de ocorreˆncia do estado n pn = ρ
n(1− ρ)
Probabilidade de existirem k ou mais clientes no sistema P (N ≥ k) = ρk
Probabilidade do tempo de espera na fila ser zero P (uq = 0) = 1− ρ
Probabilidade do tempo de espera na fila ser maior que t P (uq > t) =
λ
µe
−(µ−λ)t
Probabilidade do tempo gasto no sistema ser maior que t P (us > t) = e
−(µ−λ)t
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4.6.2 Modelo (M/M/s) : (FIFO/∞/∞) para (s > 1)
Neste modelo, a u´nica diferenc¸a com o modelo anterior e´ o nu´mero de servidores,
pois estamos em presenc¸a de um modelo com va´rios servidores (s > 1). Enta˜o o
modelo assume que o processo de chegada de clientes e´ um processo de Poisson, os
tempos de servic¸o sa˜o independentes com uma distribuic¸a˜o exponencial, a disciplina
de servic¸o e´ FIFO, a capacidade do sistema e a populac¸a˜o sa˜o infinitos. Um exemplo
deste modelo e´ o de um supermercado que tem va´rios postos de servic¸o ou ainda,
pode-se consultar a aplicac¸a˜o deste modelo nos trabalhos [14], [50] e [51].
Este modelo pode ser representado atrave´s da Figura 4.2.
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Figura 4.2: Modelo (M/M/s) : (FIFO/∞/∞).
Temos assim um modelo em que a taxa de chegada de clientes e´ sempre igual a
λ, ou seja,
λn = λ, n = 0, 1, 2, ...
e a taxa de sa´ıda de clientes varia com o estado do sistema, ou seja,
µn =
{
nµ, se n = 1, 2, ..., s− 1
sµ, se n = s, s+ 1, ...
.
Como estamos em presenc¸a de mu´ltiplos servidores (s > 1), enta˜o para estados
onde os servidores na˜o estejam todos ocupados a distribuic¸a˜o exponencial do inter-
valo de tempo entre sa´ıdas de clientes servidos tem paraˆmetros kµ (com k < s),
onde k representa o nu´mero de servidores ocupados nesse estado.
Para estados onde os servidores estejam todos ocupados a distribuic¸a˜o exponen-
cial do intervalo de tempo entre sa´ıdas de clientes servidos tem paraˆmetros sµ.
Para determinarmos as distribuic¸o˜es estaciona´ria devemos ter em conta o se-
guinte:
1) Estado onde os servidores na˜o estejam todos ocupados (0 ≤ n ≤ s− 1).
Estado 0
Usando a equaa˜o (3.17) com j = 0 obtemos:
p0q0 =
∑
k 6=0
pkqk0 ⇔ p0q0 = p1q10 ⇔ p0λ = p1µ⇔ p1 = λ
µ
p0, (4.18)
uma vez que qk0 = 0 se k 6= 1.
46 CAPI´TULO 4. TEORIA DE FILAS DE ESPERA
O racioc´ınio para achar as distribuic¸o˜es estaciona´ria e´ igual ao modelo ante-
rior, ou seja, a entrada no estado 0 ocorre quando o processo sai do estado 1
para o estado 0 devido a sa´ıda de um cliente do sistema (o fluxo de entradas
no estado 0 e´ assim quantificado por µp1) e a sa´ıda do estado 0 ocorre quando
o processo sai do estado 0 para o estado 1 devido chegada de um cliente a` fila
(o fluxo de sa´ıdas do estado 0 e´ assim quantificado por λp0).
Estado 1
Usando a equac¸a˜o (3.17) com j = 1, obtemos:
p1q1 =
∑
k 6=1
pkqk1 ⇔ p1q1 = p0q01 + p2q21 ⇔ p1(λ+ µ) = p0λ+ p22µ
⇔ p2 = p0λ− p1(λ+ µ)
2µ
,
substituindo o valor da equac¸a˜o (4.18) obtemos:
p2 =
(
λ
µ
)2
p0
2
. (4.19)
uma vez que qk1 = 0, se k 6= 0, 2.
A entrada no estado 1 ocorre quando o processo sai do estado 0 para o estado
1 devido a chegada de um cliente a fila ou quando o processo sai do estado 2
para o estado 1 devido a sa´ıda de um cliente do sistema (o fluxo de entradas
no estado 1 e´ assim quantificado por λp0 + 2µp2) e a sa´ıda do estado 1 ocorre
quando o processo sai do estado 1 para o estado 2 devido a chegada de um
cliente a` fila ou quando o processo sai do estado 1 para o esta 0 devido a sa´ıda
de um cliente do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado
por λp1 + µp1).
Estado 2
Usando a equac¸a˜o (3.17) com j = 2, obtemos:
p2q2 =
∑
k 6=2
pkqk2 ⇔ p2q2 = p1q12 + p3q32 ⇔ p2(λ+ 2µ) = p1λ+ p33µ
⇔ p3 = p2(λ+ 2µ)− p1λ
3µ
,
substitu´ıdo os valores das equac¸o˜es (4.18) e (4.19) obtemos,
p3 =
(
λ
µ
)3
p0
6
. (4.20)
Note-se que qk2 = 0 se ∀k 6= 1, 3.
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A entrada no estado 2 ocorre quando o processo sai do estado 1 para o estado
2 devido a chegada de um cliente a fila ou quando o processo sai do estado 3
para o estado 2 devido a sa´ıda de um cliente do sistema (o fluxo de entradas
no estado 2 e´ assim quantificado por λp1 + 3µp3) e a sa´ıda do estado 2 ocorre
quando o processo sai do estado 2 para o estado 3 devido a chegada de um
cliente a` fila ou quando o processo sai do estado 2 para o esta 1 devido a sa´ıda
de um cliente do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado
por λp2 + 2µp2).
Estado n
Pelo mesmo racioc´ınio dos estados anteriores, conclui-se que:
pn =
(
λ
µ
)n
n!
p0 para 0 ≤ n ≤ s− 1.
2) Estado onde os servidores estejam todos ocupados (n ≥ s). Supondo que
s = 3, temos:
Estado 3
Usando a equac¸a˜o (3.17) com j = 3, obtemos:
p3q3 =
∑
k 6=3
pkqk3 ⇔ p3q3 = p2q23 + p4q43 ⇔ p3(λ+ 3µ) = p2λ+ p44µ
⇔ p4 = p3(λ+ 3µ)− p2λ
4µ
,
substituindo os valores das equac¸o˜es (4.19) e (4.20) obtemos:
p4 =
(
λ
µ
)4
p0
18
. (4.21)
Note-se que qk3 = 0 se ∀k 6= 2, 4.
A entrada no estado 3 ocorre quando o processo sai do estado 2 para o estado
3 devido a chegada de um cliente a fila ou quando o processo sai do estado 4
para o estado 3 devido a sa´ıda de um cliente do sistema (o fluxo de entradas
no estado 2 e´ assim quantificado por λp2 + 4µp4) e a sa´ıda do estado 3 ocorre
quando o processo sai do estado 3 para o estado 4 devido a chegada de um
cliente a` fila ou quando o processo sai do estado 3 para o esta 2 devido a sa´ıda
de um cliente do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado
por λp3 + 3µp3).
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Estado 4
Usando a equac¸a˜o (3.17) com j = 4, obtemos:
p4q4 =
∑
k 6=4
pkqk4 ⇔ p4q4 = p3q34 + p5q54 ⇔ p4(λ+ 4µ) = p3λ+ p55µ
⇔ p5 = p4(λ+ 4µ)− p3λ
5µ
,
substituindo os valores das equac¸o˜es (4.20) e (4.21) obtemos:
p5 =
(
λ
µ
)5
p0
54
. (4.22)
Note-se que qk4 = 0 se ∀k 6= 3, 5.
A entrada no estado 4 ocorre quando o processo sai do estado 3 para o estado
4 devido a chegada de um cliente a fila ou quando o processo sai do estado 5
para o estado 4 devido a sa´ıda de um cliente do sistema (o fluxo de entradas
no estado 4 e´ assim quantificado por λp3 + 5µp5) e a sa´ıda do estado 4 ocorre
quando o processo sai do estado 4 para o estado 5 devido a chegada de um
cliente a` fila ou quando o processo sai do estado 5 para o esta 4 por sa´ıda de
um cliente do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado por
λp4 + 5µp5).
Do mesmo modo, seguindo o racioc´ınio dos estados anteriores conclui-se que:
pn =
(
λ
µ
)n
s!sn−s
p0 se n ≥ s.
Da´ı, pn para o modelo em causa pode ser escrito da seguinte forma:
pn =
{
(λ
µ
)n
n!
p0, se 0 ≤ n ≤ s− 1
(λ
µ
)n
s!sn−sp0, se n ≥ s
,
consequentemente, se λ < sµ (de modo que a taxa de ocupac¸a˜o ρ = λ
sµ
< 1), enta˜o,
p0 e´ calculado a partir da seguinte equac¸a˜o:
s−1∑
n=0
(λ
µ
)n
n!
p0 +
∞∑
n=s
(λ
µ
)n
s!sn−s
p0 = 1 (4.23)
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p0 =
[
s−1∑
n=0
(λ
µ
)n
n!
+
∞∑
n=s
(λ
µ
)n
s!sn−s
]−1
=
[
s−1∑
n=0
(λ
µ
)n
n!
+
(λ
µ
)s
s!
∞∑
n=s
(
λ
sµ
)n−s]−1
=
[
s−1∑
n=0
(λ
µ
)n
n!
+
(λ
µ
)s
s!
∞∑
n=s
ρn−s
]−1
=
[
s−1∑
n=0
(λ
µ
)n
n!
+
(λ
µ
)s
s!
1
1− ρ
]−1
.
Com estes resultados tendo em conta a equac¸a˜o (4.3), estamos em condic¸o˜es de
determinar o nu´mero me´dio de clientes na fila, isto e´,
Lq =
∞∑
n=s+1
(n−s)pn =
∞∑
j=1
jpj+s =
∞∑
j=1
j
(λ
µ
)s
s!
ρjp0 = p0
(λ
µ
)s
s!
ρ
d
dρ
( ∞∑
j=1
ρj
)
=
p0(
λ
µ
)sρ
s!(1− ρ)2 ;
(4.24)
Usando a equac¸a˜o (4.24), juntamente com as equac¸o˜es (4.6), (4.8) e (4.7), pode-
mos determinar:
• o valor de Wq,
Wq =
Lq
λ
;
• o valor de Ls,
Ls = Lq +
λ
sµ
;
• o valor de Ws,
Ws = Wq +
1
µ
.
Para achar a distribuic¸a˜o de probabilidade do tempo na fila no caso de modelos
com mu´ltiplos servidores, pode-se generalizar o caso visto em modelos de u´nico
servidor. Neste caso devemos ter em conta o seguinte:
• No caso em que os servidores na˜o estejam todos ocupas 0 ≤ n ≤ s − 1, o
cliente que acaba de chegar ao sistema e´ atendido imediatamente, ou seja:
P (uq = 0) =
s−1∑
n=0
pn.
• No caso em que os servidores estejam todos ocupados n ≥ s, os intervalos
entre as sa´ıdas sucessivas sa˜o independentes e identicamente distribu´ıdos com
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distribuic¸a˜o exponencial com paraˆmetro sµ e o tempo total ate´ a sa´ıda n−s+1
tem distribuic¸a˜o gama de paraˆmetro (sµ, n− s+ 1), ou seja,
P (0 < uq ≤ t) =
∞∑
n=s
P (0 < uq ≤ t|N = n)P (N = n)
=
∞∑
n=s
 t∫
0
(sµt)n−s
(n− s)! sµe
−sµxdx
 pn
=
t∫
0
sµe−sµx
 ∞∑
n=s
(sµt)n−s
(n− s)!
(
λ
µ
)n
s!sn−s
p0
 dx
=
t∫
0
sµe−sµx

(
λ
µ
)s
s!
p0e
λx
 dx =
(
λ
µ
)s
s!
p0sµ
t∫
0
e−sµx+λxdx
=
(
λ
µ
)s
(sµ− λ)s!p0sµ
[
1− e−(sµ−λ)t] .
Portanto,
P (uq ≤ t) = P (uq = 0) + P (0 < uq ≤ t), t ≥ 0
=
s−1∑
n=0
pn +
(
λ
µ
)s
(sµ− λ)s!p0sµ
[
1− e−(sµ−λ)t]
= 1−
(
λ
µ
)s
p0
(sµ− λ)s!e
−(sµ−λ)t,
entao, a probabilidade do tempo na fila ser maior t sera´:
P (uq > t) = 1− P (uq ≤ t)
= 1− 1 +
(
λ
µ
)s
p0
(sµ− λ)s!e
−(sµ−λ)t
=
(
λ
µ
)s
p0
(sµ− λ)s!e
−(sµ−λ)t,
usando a equac¸a˜o (4.16) obtemos:
P (us > t) =
P (uq > t)
ρ
.
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Tabela 4.2: Tabela das caracter´ısticas do modelo (M/M/s) : (FIFO/∞/∞)
Chegada : Poissoneana Tempo de atendimento: exponencial
Taxa : λ clientes/unidade de tempo Taxa : µ clientes/un. tempo e posto de servic¸o
Populac¸a˜o = ∞ No de servidores = s
No ma´ximo de clientes na fila = ∞ Taxa de ocupac¸a˜o ρ = λsµ com ρ < 1
Taxa de desocupac¸a˜o = 1 - ρ
Nu´mero me´dio de clientes no sistema Ls = Lq +
λ
sµ
Nu´mero me´dio de clientes que aguardam na fila Lq =
p0(
λ
µ )
sρ
s!(1−ρ)2
Tempo me´dio de espera de cliente no sistema Ws = Wq +
1
µ
Tempo me´dio de espera de cliente na fila Wq =
Lq
λ
Probabilidade de ocorreˆncia do estado 0 p0 =
[
s−1∑
n=0
(λµ )
n
n! +
(λµ )
s
s! .
1
1−ρ
]−1
Probabilidade de ocorreˆncia do estado n
pn =
{
(λµ )
n
n! p0, se 0 ≤ n ≤ s− 1
(λµ )
n
s!sn−s p0, se n ≥ s
Probabilidade do tempo de espera na fila ser zero P (uq = 0) =
s−1∑
n=0
pn
Probabilidade do tempo de espera na fila ser maior que t P (uq > t) =
(λµ )
s
p0
(sµ−λ)s!e
−(sµ−λ)t
Probabilidade do tempo gasto no sistema ser maior que t P (us > t) =
P (uq>t)
ρ
4.6.3 Modelo (M/M/1) : (FIFO/k/∞)
Este modelo assume que a distribuic¸a˜o dos tempos entre chegadas e os tempos de
servic¸o e´ exponencial, tem u´nico servidor, o nu´mero ma´ximo de clientes no sistema e´
k, a disciplina de servic¸o e´ FIFO (primeiro cliente a chegar primeiro a ser servido e
a sair) e a populac¸a˜o e´ infinita. Um exemplo deste modelo e´ de um posto de identi-
ficac¸a˜o no qual tem um nu´mero limitado para k clientes e um u´nico posto de servic¸o.
Este modelo pode ser representado atrave´s da Figura 4.3.
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Figura 4.3: Modelo (M/M/1) : (FIFO/k/∞).
Sabendo que o nu´mero ma´ximo de cliente no sistema e´ k, isto significa que
qualquer cliente que chega depois do sistema estar completo e´ recusado a entrar.
Assim, a probabilidade do sistema estar num estado n ≥ k + 1 e´ zero.
Temos assim um modelo em que a taxa de chegada de clientes λn depende do
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estado do sistema
λn =
{
λ, se n = 0, 1, 2, ..., k − 1
0, se n ≥ k .
Neste caso, como a taxa de chegada de clientes depende do estado do sistema, enta˜o
devemos usar λ (me´dia ponderada das taxas λn), onde
λ =
k−1∑
n=0
λpn = λ
k−1∑
n=0
pn = λ(1− pk) (4.25)
e a taxa de sa´ıda de clientes sera´:
µn =
{
µ, se n = 0, 1, 2, ..., k
0, se n > k,
e a taxa de ocupac¸a˜o sera´ igual a λ
µ
.
De seguida determinamos as distribuic¸o˜es para cada estado. Lembrar ainda, que
os ca´lculos deste modelo tem o mesmo racioc´ınio do modelo (M/M/1) : (FIFO/∞/∞)
Estado 0
Usando a equac¸a˜o (3.17) com j = 0, obtemos::
λp0 = µp1 ⇔ p1 = λ
µ
.
uma vez que qk0 = 0 se k 6= 1.
Estado 1
Usando a equac¸a˜o (3.17) com j = 1, obtemos:
λp0 + µp2 = λp1 + µp1
p2 =
p1(λ+ µ)− λp0
µ
=
(
λ
µ
)2
p0.
uma vez que qk1 = 0 se k 6= 0, 2.
Estado 2
Usando a equac¸a˜o (3.17) com j = 2, obtemos:
λp1 + µp3 = µp2 + λp2
p3 =
µp2 + λp2 − λp1
µ
=
(
λ
µ
)3
p0.
uma vez que qk2 = 0 se k 6= 1, 3.
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Estado n
Para o estado n segue-se o mesmo racioc´ınio, concluindo-se que
pn =
(
λ
µ
)n
p0 ⇔ pn = ρnp0,
onde ρ = λ
µ
, ou seja, pn tambe´m pode ser representado da seguinte maneira:
pn =
{
ρnp0, se n = 0, 1, 2, ..., k
0, se n > k
,
e p0 e´ obtido a partir da seguinte equac¸a˜o:
k∑
n=0
ρnp0 = 1 (ρ 6= 1)
p0 =
[
k∑
n=0
ρn
]−1
=
[
1− ρk+1
1− ρ
]−1
=
1− ρ
1− ρk+1 ,
usando as equac¸o˜es (4.2), (4.8), (4.5) e (4.6), podemos determinar:
• o valor de Ls,
Ls =
k∑
n=0
npn =
1− ρ
1− ρk+1ρ
k∑
n=1
d
dρ
(ρn)
=
1− ρ
1− ρk+1ρ
d
dρ
(
k∑
n=1
ρn
)
=
1− ρ
1− ρk+1ρ
d
dρ
(
1− ρk+1
1− ρ
)
=
ρ
1− ρ −
(k + 1)ρk+1
1− ρk+1 ;
• o valor de Lq,
Lq = Ls − λ
µ
;
• o valor de Ws,
Ws =
Ls
λ
;
• o valor de Wq,
Wq =
Lq
λ
,
e
P (uq = 0) = p0. (4.26)
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Tabela 4.3: Tabela das caracter´ısticas do modelo (M/M/1) : (FIFO/k/∞)
Chegada : Poissoneana Tempo de atendimento: exponencial
Taxa :
λn =
{
λ, se n = 0, 1, 2, ..., k
0, se n > k
Taxa:
µn =
{
µ, se n = 0, 1, 2, ..., k
0, se n > k
Me´dia ponderada das taxas : λ = λ(1− pk) No de servidores = 1, ρ = λµ
Populac¸a˜o = ∞ Taxa de ocupac¸a˜o: λµ com λµ < 1
No ma´ximo de clientes no sistema = k Taxa de desocupac¸a˜o=1− λµ
No ma´ximo de clientes na fila = k − s
Nu´mero me´dio de clientes no sistema Ls =
ρ
1−ρ − (k+1)ρ
k+1
1−ρk+1
Nu´mero me´dio de clientes que aguardam na fila Lq = Ls − λµ
Tempo me´dio de espera de cliente no sistema Ws =
Ls
λ
Tempo me´dio de espera de cliente na fila Wq =
Lq
λ
Probabilidade de ocorreˆncia do estado 0 p0 =
1−ρ
1−ρk+1
Probabilidade de ocorreˆncia do estado n
pn =
{
ρnp0, se n = 0, 1, 2, ..., k
0, se n > k
Probabilidade do tempo de espera na fila ser zero P (uq = 0) = p0
4.6.4 Modelo (M/M/s) : (FIFO/k/∞) para (1 < s ≤ k)
Este modelo e´ semelhante ao modelo (M/M/s) : (FIFO/∞/∞), a u´nica dife-
renc¸a e´ que este modelo refere-se a um nu´mero k (finito) de clientes no sistema, ou
seja, o (k+1) - e´simo cliente que acaba de chegar ja´ na˜o entra no sistema. Um exem-
plo deste modelo pode ser um posto de atendimento do SEF que conte´m mu´ltiplos
servidores e o sistema tem uma limitac¸a˜o de k clientes. Para mais detalhes sobre a
aplicac¸a˜o deste modelo pode-se consultar [43], [42].
Este modelo pode ser representado atrave´s da Figura 4.4.
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Figura 4.4: Modelo (M/M/s) : (FIFO/k/∞).
Temos assim um modelo em que a taxa de chegada de clientes λn e a taxa de
sa´ıda de clientes µn, dependem do estado do sistema, ou seja,
λn =
{
λ, se n = 0, 1, 2, ..., k − 1
0, se n ≥ k
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e
µn =

nµ, se n = 0, 1, 2, ..., s− 1
sµ, se n = s, ..., k
0, se n > k,
,
enta˜o, para os ca´lculos das distribuic¸o˜es de cada estado o racioc´ınio e´ igual ao do
modelo (M/M/s) : (FIFO/∞/∞), ou seja:
pn =

(λ
µ
)n
n!
p0, se n = 0, 1, 2, ..., s− 1
(λ
µ
)n
s!sn−sp0, se n = s, s+ 1, ..., k
0, se n > k,
,
onde, p0 e´ calculado a partir da seguinte equac¸a˜o:
s−1∑
n=0
(λ
µ
)n
n!
p0 +
k∑
n=s
(λ
µ
)n
s!sn−s
p0 = 1⇔ p0 =
[
s−1∑
n=0
(λ
µ
)n
n!
+
(λ
µ
)s
s!
k∑
n=s
(
λ
sµ
)n−s]−1
.(4 27)
Como ρ = λ
sµ
, enta˜o o segundo somato´rio da equac¸a˜o (4.27) fica:
k∑
n=s
ρn−s =
{
1−ρk−s+1
1−ρ , se ρ 6= 1
k − s+ 1, se ρ = 1 ,
portanto,
p0 =

[∑s−1
n=0
(λ
µ
)n
n!
+
(λ
µ
)s
s!
(
1−ρk−s+1
1−ρ
)]−1
, se ρ 6= 1[∑s−1
n=0
(λ
µ
)n
n!
+
(λ
µ
)s
s!
(k − s+ 1)
]−1
, se ρ = 1
,
Utilizando a equac¸a˜o (4.3) obtemos o nu´mero me´dio de clientes na fila para ρ 6= 1.
Lq =
k∑
n=s+1
(n− s)pn =
k∑
n=s+1
(n− s) (
λ
µ
)n
s!sn−s
p0
=
k∑
n=s+1
(n− s)ρ
nss
s!
p0 =
ρs+1ss
s!
p0
k∑
n=s+1
(n− s)ρn−s−1
=
ρs+1ss
s!
p0
k−s∑
i=1
iρi−1 =
ρs+1ss
s!
p0
d
dρ
(
k−s∑
i=0
ρi
)
=
ρs+1ss
s!
p0
d
dρ
(
1− ρk−s+1
1− ρ
)
=
P0(
λ
µ
)sρ
s!(1− ρ)2
[
1− ρk−s − (k − s)ρk−s(1− ρ)] . (4.28)
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Para ρ = 1 obtemos:
Lq =
k∑
n=s+1
(n− s)pn =
k∑
n=s+1
(n− s) (
λ
µ
)n
s!sn−s
p0
=
k∑
n=s+1
(n− s)s
sρnp0
s!
=
ssp0
s!
k∑
n=s+1
(n− s)
=
ssp0
s!
k−s∑
i=1
i =
ssp0
s!
(k − s)(k − s+ 1)
2
(4.29)
O valor me´dio de clientes no sistema para ρ 6= 1 e´
Ls = Lq +
λ
µ
= Lq +
λ
(
1− (
λ
µ
)k
s!sk−sp0
)
µ
=
ssρs+1p0
s!(1− ρ)2
[
1− ρk−s(1 + (1− ρ)(k − sρ))]+ sρ;
para ρ = 1 e´
Ls = Lq +
λ
µ
= Lq +
λ
(
1− (
λ
µ
)k
s!sk−sp0
)
µ
=
ssp0
s!
[
(k − s)(k − s+ 1)− s
2
]
+ s. (4.30)
Os tempos me´dios que um cliente aguarda na fila ou no sistema sa˜o obtidos a
partir das equac¸o˜es
Wq =
Lq
λ
e Ws =
Ls
λ
, (4.31)
ou seja,
Wq =
{
ss−1ρsp0
µ()2(s!−ssρkp0)
[
1− ρk−s(1 + (1− ρ)(k − s))] , se ρ 6= 1
ss−1p0(k−s)(k−s+1)
2µ(s!−sp0) , se ρ = 1
,
e
Ws =
{
ss−1ρsp0
µ()2(s!−ssρkp0)
[
1− ρk−s(1 + (1− ρ)(k − s))]+ 1
µ
, se ρ 6= 1
ss−1p0(k−s)(k−s+1)
2µ(s!−sp0) +
1
µ
, se ρ = 1
.
Onde λ e´ obtido atrave´s da equac¸a˜o (4.25).
A probabilidade do tempo de espera na fila ser zero sera´;
P (uq = 0) =
s−1∑
n=0
pn.
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Tabela 4.4: Caracter´ısticas do modelo (M/M/s) : (FIFO/k/∞)
Chegada : Poissoneana Tempo de atendimento: exponencial
Taxa :
λn =
{
λ, se n = 0, 1, 2, ..., k − 1
0, se n ≥ k
Taxa :
µn =
 nµ, se n = 0, 1, 2, ..., s− 1sµ, se n = s, ..., k
0, se n > k
Me´dia ponderada das taxas : λ = λ(1− pk)
Populac¸a˜o = ∞ No de servidores = s (s > 1), ρ = λsµ
No ma´ximo de clientes no sistema = k Taxa de ocupac¸a˜o = λsµ
No ma´ximo de clientes na fila = k − s Taxa de desocupac¸a˜o = 1− λsµ
Nu´mero me´dio de clientes no sistema Ls =
ssρs+1p0
s!(1−ρ)2
[
1− ρk−s(1 + (1− ρ)(k − sρ))]+ sρ, ρ 6= 1
Nu´mero me´dio de clientes que aguardam na fila Lq =
P0(
λ
µ )
sρ
s!(1−ρ)2
[
1− ρk−s − (k − s)ρk−s(1− ρ)] , ρ 6= 1
Tempo me´dio de espera de cliente no sistema Ws =
Ls
λ
Tempo me´dio de espera de cliente na fila Wq =
Lq
λ
Probabilidade de ocorreˆncia do estado 0 p0 =
[∑s−1
n=0
(λµ )
n
n! +
(λµ )
s
s!
(
1−ρk−s+1
1−ρ
)]−1
, ρ 6= 1
Probabilidade de ocorreˆncia do estado n
pn =

(λµ )
n
n! p0, n = 0, 1, 2, ..., s− 1
(λµ )
n
s!sn−s p0, n = s, s+ 1, ..., k
0, se n > k
Probabilidade do tempo de espera na fila ser zero P (uq = 0) =
s−1∑
n=0
pn
4.6.5 Modelo (M/M/1) : (FIFO/∞/N)
Este modelo assume que os tempos entre chegadas sa˜o independentes e identica-
mente distribu´ıdos de acordo com uma distribuic¸a˜o exponencial, ou seja, o processo
de entrada e´ Poisson, os tempos de servic¸o sa˜o independente e identicamente dis-
tribu´ıdos de acordo com outra distribuic¸a˜o exponencial, existe um u´nico servidor, a
disciplina de servic¸o e´ FIFO (primeiro a chegar primeiro a ser servido e a sair), a
capacidade do sistema e´ infinita e tamanho da populac¸a˜o e´ N (finito). Um exemplo
da aplicac¸a˜o deste modelo pode-se consultar em [28].
Este modelo pode ser representado atrave´s da Figura 4.5.
0
Nλ

1
µ
]]
(N−1)λ

2
µ
]]
(N−2)λ
...
µ
^^
...
""
n− 1
(N−n+1)λ
  
µ
`` n
µ
bb
(N−n)λ
""
n+ 1
µ
``
(N−n−1)λ
...
µ
bb
...
##
N − 1
µ
aa
λ
""
N
µ
cc
Figura 4.5: Modelo (M/M/1) : (FIFO/∞/N).
Se o nu´mero de clientes no sistema for igual a n (n = 0, 1, 2, ..., N), restam apenas
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N − n clientes na populac¸a˜o.
Temos assim um modelo em que a taxa de chegada de clientes e´ dada por
λn =
{
(N − n)λ, se n = 0, 1, 2, ..., N
0, se n > N
,
e a taxa de sa´ıda de clientes e´ dada por
µn =
{
µ, se n = 1, 2, ..., N
0, se n > N
.
Da´ı, determina-se as distribuic¸o˜es estaciona´ria para cada estado, usando o mesmo
racioc´ınio dos modelos anteriores.
Estado 0
Usando a equac¸a˜o (3.17) com j = 0 obtemos:
p0q0 =
∑
k 6=0
pkqk0 ⇔ p0q0 = p1q10 ⇔ p0Nλ = p1µ⇔ p1 = Nλ
µ
p0, (4.32)
uma vez que qk0 = 0 se k 6= 1.
A entrada no estado 0 ocorre quando o processo sai do estado 1 para o estado
0 devido a sa´ıda de um cliente no sistema (o fluxo de entradas no estado 0 e´ enta˜o
quantificado por µp1) e a sa´ıda do estado 0 ocorre quando o processo sai do estado 0
para o estado 1 devido a chegada de um cliente a` fila (o fluxo de entradas no estado
0 e´ enta˜o quantificado por Nλp0).
Estado 1
Usando a equac¸a˜o (3.17) com j = 1, obtemos:
p1q1 =
∑
k 6=1
pkqk1 ⇔ p1q1 = p0q01 + p2q21 ⇔ p1((N − 1)λ+ µ) = p0Nλ+ p2µ
⇔ p2 = p1((N − 1)λ+ µ)− p0Nλ
µ
,
substituindo o valor da equac¸a˜o (4.32) obtemos:
p2 = N(N − 1)
(
λ
µ
)2
p0. (4.33)
Note-se que qk1 = 0 se ∀k 6= 0, 2.
A entrada no estado 1 ocorre quando o processo sai do estado 0 para o estado
1 devido a chegada de um cliente a fila ou quando o processo sai do estado 2 para
o estado 1 devido a sa´ıda de um cliente do sistema (o fluxo de entradas no es-
tado 1 e´ assim quantificado por Nλp0 + µp2) e a sa´ıda do estado 1 ocorre quando
o processo sai do estado 1 para o estado 2 devido a chegada de um cliente a` fila
ou quando o processo sai do estado 1 para o esta 0 devido a sa´ıda de um cliente
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do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado por (N−1)λp1 +µp1).
Estado 2
Usando a equac¸a˜o (3.17) com j = 2, obtemos:
p2q2 =
∑
k 6=2
pkqk2 ⇔ p2q2 = p1q12 + p3q32 ⇔ p2((N − 2)λ+ µ) = p1(N − 1)λ+ p3µ
⇔ p3 = p2((N − 2)λ+ µ)− p1(N − 1)λ
µ
,
substitu´ıdo os valores das equac¸o˜es (4.32) e (4.33) obtemos:
p3 = N(N − 1)(N − 2)
(
λ
µ
)3
p0. (4.34)
Note-se que qk2 = 0 se ∀k 6= 1, 3.
A entrada no estado 2 ocorre quando o processo sai do estado 1 para o estado
2 devido a chegada de um cliente a fila ou quando o processo sai do estado 3 para
o estado 2 devido a sa´ıda de um cliente do sistema (o fluxo de entradas no estado
2 e´ assim quantificado por (N − 1)λp1 + µp3) e a sa´ıda do estado 2 ocorre quando
o processo sai do estado 2 para o estado 3 devido a chegada de um cliente a` fila
ou quando o processo sai do estado 2 para o esta 1 devido a sa´ıda de um cliente
do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado por (N−2)λp2 +µp2).
Estado 3
Usando a equac¸a˜o (3.17) com j = 3, obtemos:
p3q3 =
∑
k 6=3
pkqk3 ⇔ p3q3 = p2q23 + p4q43 ⇔ p3((N − 3)λ+ µ) = p2(N − 2)λ+ p4µ
⇔ p4 = p3((N − 3)λ+ µ)− p2(N − 2)λ
µ
,
substituindo os valores das equac¸o˜es (4.33) e (4.34) obtemos:
p4 = N(N − 1)(N − 2)(N − n+ 3)
(
λ
µ
)4
p0. (4.35)
Note-se que qk3 = 0 se ∀k 6= 2, 4.
A entrada no estado 3 ocorre quando o processo sai do estado 2 para o estado
3 devido a chegada de um cliente a fila ou quando o processo sai do estado 4 para
o estado 3 devido a sa´ıda de um cliente do sistema (o fluxo de entradas no estado
2 e´ assim quantificado por (N − 2)λp2 + µp4) e a sa´ıda do estado 3 ocorre quando
o processo sai do estado 3 para o estado 4 devido a chegada de um cliente a` fila
ou quando o processo sai do estado 3 para o esta 2 devido a sa´ıda de um cliente
do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado por (N−3)λp3 +µp3).
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Estado n
Para o estado n, conclu´ımos tambe´m que
pn =
{
N !
(N−n)!
(
λ
µ
)n
p0, se n = 1, 2, ..., N
0, se n > N
,
onde p0 e´ obtido a partir da seguinte equac¸a˜o:
N∑
n=0
pn = 1⇔
N∑
n=0
N !
(N − n)!
(
λ
µ
)n
p0 = 1
p0 =
[
N∑
n=0
N !
(N − n)!
(
λ
µ
)n]−1
.
Usando as equac¸o˜es (4.2), (4.3), (4.5) e (4.6) obtemos:
• o valor de Ls,
Ls =
N∑
n=0
npn.
• o valor de Lq,
Lq =
N∑
n=2
(n− 1)pn.
• o valor de Ws,
Ws =
Ls
λ
.
• o valor de Wq,
Wq =
Lq
λ
.
onde,
λ =
∞∑
n=0
λnpn =
N∑
n=0
(N − n)λpn = λ(N − Ls). (4.36)
4.6.6 Modelo (M/M/s) : (FIFO/∞/N) para (s > 1)
Este modelo assume que os tempos entre chegadas sa˜o independentes identica-
mente distribu´ıdos de acordo com uma distribuic¸a˜o exponencial, ou seja, o processo
de entrada e´ Poisson, os tempos de servic¸o sa˜o independente identicamente dis-
tribu´ıdos de acordo com outra distribuic¸a˜o exponencial, o nu´mero de servidor e´ s
(s > 1), a disciplina de servic¸o e´ FIFO (primeiro a chegar primeiro a ser servido
e a sair), a capacidade do sistema e´ infinita e tamanho da populac¸a˜o e´ N (finito).
Um exemplo da aplicac¸a˜o deste modelo pode-se consultar em [27].
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Tabela 4.5: Caracter´ısticas do modelo (M/M/1) : (FIFO/∞/N)
Chegada : Poissoneana Tempo de atendimento: exponencial
Taxa :
λn =
{
(N − n)λ, se n = 0, 1, 2, ..., N
0, se n ≥ N
Taxa : µn = µ, paran = 1, 2, ...
Me´dia ponderada das taxa λ : λ = λ(N − Ls) No de servidores = 1
Populac¸a˜o = N Taxa de ocupac¸a˜o = λµ com
λ
µ < 1
Taxa de desocupac¸a˜o = 1− λµ
Nu´mero me´dio de clientes no sistema Ls = N − µλ (1− po)
Nu´mero me´dio de clientes que aguardam na fila Lq = N − λ+µλ (1− p0)
Tempo me´dio de espera de cliente no sistema Ws =
Ls
λ
Tempo me´dio de espera de cliente na fila Wq =
Lq
λ
Probabilidade de ocorreˆncia do estado 0 p0 =
[
N∑
n=0
N !
(N−n)!
(
λ
µ
)n]−1
Probabilidade de ocorreˆncia do estado n
pn =
{
N !
(N−n)!
(
λ
µ
)n
p0, se n = 1, 2, ..., N
0, se n > N
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Figura 4.6: Modelo (M/M/s) : (FIFO/∞/N).
Este modelo pode ser representado atrave´s da Figura 4.6.
Temos assim um modelo em que a taxa de chegada de clientes e´ dada por,
λn =
{
(N − n)λ, se n = 0, 1, 2, ..., N
0, se n > N
,
a taxa de sa´ıda de clientes e´ dada por,
µn =

nµ, se n = 1, 2, ..., s− 1
sµ, se n = s, s+ 1, ..., N
0, se n > N
,
neste caso, as distribuic¸o˜es estaciona´ria de e´ determinada pelo mesmo racioc´ınio
referido nos modelos anteriores.
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Estado 0
Usando a equac¸a˜o (3.17) com j = 0 obtemos:
p0q0 =
∑
k 6=0
pkqk0 ⇔ p0q0 = p1q10 ⇔ p0Nλ = p1µ⇔ p1 = Nλ
µ
p0, (4.37)
uma vez que qk0 = 0 se k 6= 1.
O racioc´ınio para discric¸a˜o das distribuic¸o˜es estaciona´ria e´ igual ao modelo an-
terior.
Estado 1
Usando a equac¸a˜o (3.17) com j = 1, obtemos:
p1q1 =
∑
k 6=1
pkqk1 ⇔ p1q1 = p0q01 + p2q21 ⇔ p1((N − 1)λ+ µ) = p0Nλ+ p22µ
⇔ p2 = p1((N − 1)λ+ µ)− p0Nλ
2µ
,
substituindo o valor da equac¸a˜o (4.37) obtemos:
p2 =
N(N − 1)
2
(
λ
µ
)2
p0. (4.38)
Note-se que qk1 = 0 se ∀k 6= 0, 2.
A entrada no estado 1 ocorre quando o processo sai do estado 0 para o estado
1 devido a chegada de um cliente a fila ou quando o processo sai do estado 2 para
o estado 1 devido a sa´ıda de um cliente do sistema (o fluxo de entradas no estado
1 e´ assim quantificado por Nλp0 + 2µp2) e a sa´ıda do estado 1 ocorre quando o
processo sai do estado 1 para o estado 2 devido a chegada de um cliente a` fila
ou quando o processo sai do estado 1 para o esta 0 devido a sa´ıda de um cliente
do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado por (N−1)λp1 +µp1).
Estado 2
Usando a equac¸a˜o (3.17) com j = 2, obtemos:
p2q2 =
∑
k 6=2
pkqk2 ⇔ p2q2 = p1q12 + p3q32 ⇔ p2((N − 2)λ+ 2µ) = p1(N − 1)λ+ p33µ
⇔ p3 = p2((N − 2)λ+ 2µ)− p1(N − 1)λ
3µ
,
substituindo os valores das equac¸o˜es (4.37) e (4.38) obtemos:
p3 =
N(N − 1)(N − 2)
6
(
λ
µ
)3
p0. (4.39)
Note-se que qk2 = 0 se ∀k 6= 1, 3.
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A entrada no estado 2 ocorre quando o processo sai do estado 1 para o estado
2 devido a chegada de um cliente a fila ou quando o processo sai do estado 3 para
o estado 2 devido a sa´ıda de um cliente do sistema (o fluxo de entradas no estado
2 e´ assim quantificado por (N − 1)λp1 + 3µp3) e a sa´ıda do estado 2 ocorre quando
o processo sai do estado 2 para o estado 3 devido a chegada de um cliente a` fila
ou quando o processo sai do estado 2 para o esta 1 devido a sa´ıda de um cliente
do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado por (N−2)λp2+2µp2).
Estado 3
Usando a equac¸a˜o (3.17) com j = 3, obtemos:
p3q3 =
∑
k 6=3
pkqk3 ⇔ p3q3 = p2q23 + p4q43 ⇔ p3((N − 3)λ+ 3µ) = p2(N − 2)λ+ p44µ
⇔ p4 = p3((N − 3)λ+ 3µ)− p2(N − 2)λ
4µ
,
substituindo os valores das equac¸o˜es (4.38) e (4.39) obtemos:
p4 =
N(N − 1)(N − 2)(N − s+ 3)
24
(
λ
µ
)4
p0. (4.40)
Note-se que qk3 = 0 se ∀k 6= 2, 4.
A entrada no estado 3 ocorre quando o processo sai do estado 2 para o estado
3 devido a chegada de um cliente a fila ou quando o processo sai do estado 4 para
o estado 3 devido a sa´ıda de um cliente do sistema (o fluxo de entradas no estado
2 e´ assim quantificado por (N − 2)λp2 + 4µp4) e a sa´ıda do estado 3 ocorre quando
o processo sai do estado 3 para o estado 4 devido a chegada de um cliente a` fila
ou quando o processo sai do estado 3 para o esta 2 devido a sa´ıda de um cliente
do sistema (o fluxo de sa´ıdas do estado 1 e´ assim quantificado por (N−3)λp3 +3µp3.
Pelos resultados das distribuic¸o˜es estaciona´ria obtidas nos estados anteriores po-
demos generalizar que:
pn =

N !
(N−n)!n!(
λ
µ
)np0, se 0 ≤ n ≤ s− 1
N !
(N−n)!s!sn−s (
λ
µ
)np0, se s ≤ n ≤ N
0, se n > N
,
onde,
p0 =
[
s−1∑
n=0
N !
(N − n)!n!
(
λ
µ
)n
+
N∑
n=s
N !
(N − n)!s!sn−s
(
λ
µ
)n]−1
;
ainda assim, usando as equac¸o˜es (4.2) e (4.3), obtemos:
Lq =
N∑
n=s+1
(n− s)pn;
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Ls =
s−1∑
n=1
npn + Lq + s
(
1−
s−1∑
n=0
pn
)
;
da´ı,
Ws =
Ls
λ
e Wq =
Lq
λ
,
onde λ calcula-se a partir da equac¸a˜o (4.36).
Tabela 4.6: Caracter´ısticas do modelo (M/M/s) : (FIFO/∞/N)
Chegada : Poissoneana Tempo de atendimento: exponencial
Taxa :
λn =
{
(N − n)λ, se n = 0, 1, 2, ..., N
0, se n > N
Taxa:
µn =
 nµ, se n = 1, 2, ..., s− 1sµ, se n = s, s+ 1, ..., N
0, se n > N
Populac¸a˜o = N Numero de servidores = s (s > 1)
Taxa de ocupac¸a˜o = λsµ
Taxa de desocupac¸a˜o = 1− λsµ
Nu´mero me´dio de clientes no sistema Ls =
s−1∑
n=1
npn + Lq + s(1−
s−1∑
n=0
pn)
Nu´mero me´dio de clientes que aguardam na fila Lq =
N∑
n=s+1
(n− s)pn
Tempo me´dio de espera de cliente no sistema Ws =
Ls
λ
Tempo me´dio de espera de cliente na fila Wq =
Lq
λ
Probabilidade de ocorreˆncia do estado 0 p0 =
[
s−1∑
n=0
N !
(N−n)!n! (
λ
µ )
n +
N∑
n=s
N !
(N−n)!s!sn−s (
λ
µ )
n
]−1
Probabilidade de ocorreˆncia do estado n
pn =

N !
(N−n)!n! (
λ
µ )
np0, se 0 ≤ n ≤ s− 1
N !
(N−n)!s!sn−s (
λ
µ )
np0, se s ≤ n ≤ N
0, se n > N,
4.6.7 Modelos de filas de espera na˜o Markovianos
Nesta secc¸a˜o sera˜o apresentados alguns modelos de filas de espera, em que os
tempos entre chegadas de clientes e /ou os tempo de servic¸o na˜o sa˜o exponenciais
(modelos na˜o-markovianos). Nestes casos, o racioc´ınio matema´tico e´ mais dif´ıcil
mas, ainda assim, alguns autores apresentam resultados exatos ou aproximac¸o˜es
u´teis para va´rias caracter´ısticas desses modelos. A analise matema´tica para estes
modelos esta´ para ale´m deste trabalho, pelo que os resultados sera˜o aqui apresenta-
dos de forma resumida.
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4.6.7.1 Modelo (M/G/1) : (FIFO/∞/∞)
Este modelo assume que o processo de chegada de clientes e´ um processo de Pois-
son com intensidade (ou taxa) fixa λ, os tempos de servic¸o seguem um distribuic¸a˜o
arbitra´ria (mas, a semelhanc¸a dos modelos anteriores, presume-se que os tempos sa˜o
independentes) com valor me´dio 1
µ
e variaˆncia σ2. Assume-se ainda que existe um
u´nico servidor, o atendimento e´ por ordem de chegada, a capacidade do sistema e a
populac¸a˜o sa˜o infinitos. A aplicac¸ao˜ deste modelo pode-se ver em [5].
Para determinar va´rias caracter´ısticas deste modelo, ale´m do conhecimento do
nu´mero de clientes no sistema, e´ preciso tambe´m saber quanto tempo o cliente
demora para ser servido.
Suponhamos que e´ conhecido tj, o instante de sa´ıda do j-e´simo cliente j = 1, 2, ....
Seja Nj o nu´mero de clientes no sistema no instante tj, j = 1, 2, ....
Denotando por Mj a varia´vel aleato´ria que representa o nu´mero de clientes que
chegaram ao sistema durante o tempo de servic¸o do j-e´simo cliente, podemos escre-
ver o seguinte:
Nj+1 = Nj + (Mj+1 − 1) + δ, j = 1, 2, ..., (4.41)
onde,
δ =
{
0, se Nj > 0
1, se Nj = 0
.
A partir da condic¸a˜o anterior verificam-se as seguintes identidades:
δ2 = δ, Njδ = 0, e Nj(1− δ) = Nj. (4.42)
Elevando ao quadrado ambos os membros da equac¸a˜o (4.41) e calculando o valor
esperado tendo em conta as identidades (4.42), obtemos:
E[N2j+1] = E[N
2
j ] + E[(Mj+1 − 1)2] + 2E[Nj]E[Mj+1 − 1] + E[δ]E[2Mj+1 − 1],
uma vez as varia´veis Nj e δ sa˜o independentes de Mj+1. Conclu´ımos enta˜o que
E[Nj] =
E[N2j+1]− E[N2j ]− E[(Mj+1 − 1)2]− E[δ]E[2Mj+1 − 1]
2E[Mj+1 − 1] .
No regime estaciona´rio, tem-se:
E[Nj+1] = E[Nj], E[N
2
j+1] = E[N
2
j ]
e, portanto
E[Nj] =
E[(Mj+1 − 1)2] + E[δ]E[2Mj+1 − 1]
2E[1−Mj+1] . (4.43)
Usando a equac¸a˜o (4.41) temos que, no estado estaciona´rio,
0 = E[Mj+1]− 1 + E[δ]⇔ E[δ] = 1− E[Mj+1].
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Sabendo que o tempo de servic¸o de um cliente, Ts, e´ tal que E[Ts] =
1
µ
e V ar[Ts] =
σ2 e usando a propriedade do valor me´dio condicionado temos:
E[Mj+1] = E [E[Mj+1|Ts]] = E[λTs] = λE[Ts] = λ
µ
= ρ (4.44)
e
E[M2j+1] = E
[
E[M2j+1|Ts]
]
= E[(λTs)
2 + λTs]
= λ2E[T 2s ] + λE[Ts]
= λ2
(
σ2 +
1
µ2
)
+
λ
µ
= λ2σ2s + ρ
2 + ρ. (4.45)
Substituindo (4.44) e (4.45) em (4.43), obtemos:
E[Nj] =
λ2σ2 + ρ2 + ρ− 2ρ+ 1 + (1− ρ)(2ρ− 1)
2(1− ρ) = ρ+
ρ2 + λ2σ2
2(1− ρ) .
No estado estaciona´rio, temos
Ls = E[Nj] = ρ+
ρ2 + λ2σ2
2(1− ρ) ,
conhecida como fo´rmula de Pollaczerk-Khintchine. Para obtermos os valores de
Ws,Wq e Lq usa-se as equac¸o˜es (4.5), (4.6) e (4.7). Enta˜o,
Ws =
1
µ
+
ρ2 + λ2σ2
2λ(1− ρ) ,
Wq =
ρ2 + λ2σ2
2λ(1− ρ) ,
e
Lq =
ρ2 + λ2σ2
2(1− ρ) . (4.46)
Observac¸a˜o: Quando a distribuic¸a˜o de tempo de servic¸o e´ exponencial, σ2 = 1
µ2
,
e as caracter´ısticas do modelo coincidem obviamente com os do modelo (M/M/1) :
(FIFO/∞/∞).
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Tabela 4.7: Caracter´ısticas do modelo (M/G/1) : (FIFO/∞/∞)
Taxa de ocupac¸a˜o ρ = λµ
Nu´mero me´dio de clientes no sistema Ls = ρ+
ρ2+λ2σ2
2(1−ρ)
Nu´mero me´dio de clientes que aguardam na fila Lq =
ρ2+λ2σ2
2(1−ρ)
Tempo me´dio de espera de cliente no sistema Ws =
1
µ +
ρ2+λ2σ2
2λ(1−ρ)
Tempo me´dio de espera de cliente na fila Wq =
ρ2+λ2σ2
2λ(1−ρ)
Probabilidade de ocorreˆncia do estado 0 p0 = 1− ρ
Probabilidade de ocorreˆncia do estado n pn = ρ
np0
4.6.7.2 Modelo (G/G/1) : (FIFO/∞/∞)
Este modelo assume que os tempos entre chegadas sucessivas de clientes e os
tempos de servic¸os seguem distribuic¸o˜es arbitra´rias, com me´dia 1
λ
e 1
µ
, respetiva-
mente, e que estes tempos sa˜o todos independentes. A disciplina de servic¸o e´ FIFO,
existe um u´nico servidor, a capacidade do sistema e a populac¸a˜o sa˜o infinitas. Uma
aplicac¸a˜o deste modelo pode-se consultar em [30].
Gross [17] mostrou que, para sistemas saturados (isto e´, 1− < ρ = λ
mu
< 1, para
algum pequeno ) e´ va´lida a seguinte aproximac¸a˜o para o tempo me´dio de espera
de um cliente na fila:
Wq ≈ λ(σ
2
a + σ
2
s)
2(1− ρ) ,
onde σ2a e σ
2
s sa˜o as variaˆncias dos tempos entre chegadas sucessivas e dos tempos
de servic¸o, respetivamente. Portanto, o nu´mero me´dio de clientes na fila e´ aproxi-
madamente,
Lq = λWq ≈ λ
2(σ2a + σ
2
s)
2(1− ρ) ,
o tempo me´dio de espera de um cliente no sistema e´ aproximadamente
Ws = Wq +
1
µ
≈ λ(σ
2
a + σ
2
s)
2(1− ρ) +
1
µ
=
λµ(σ2a + σ
2
s) + 2(1− ρ)
2µ(1− ρ)
e o nu´mero me´dio de clientes na fila e´ aproximadamente
Ls = λWs ≈ λ
2µ(σ2a + σ
2
s) + 2λ(1− ρ)
2µ(1− ρ) .
4.6.8 Modelo de filas com prioridades
Os modelos de filas de espera com disciplina priorita´ria sa˜o os modelos em que
a disciplina de fila e´ baseada num sistema de prioridades. Estes modelos assumem
que existem K prioridades, onde 1 e´ considerada a mais alta prioridade e K a mais
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Tabela 4.8: Caracter´ısticas do modelo (G/G/1) : (FIFO/∞/∞)
Nu´mero me´dio de clientes no sistema Ls ≈ λ
2µ(σ2a+σ
2
s)+2λ(1−ρ)
2µ(1−ρ)
Nu´mero me´dio de clientes que aguardam na fila Lq ≈ λ
2(σ2a+σ
2
s)
2(1−ρ)
Tempo me´dio de espera de cliente no sistema Ws ≈ λµ(σ
2
a+σ
2
s)+2(1−ρ)
2µ(1−ρ)
Tempo me´dio de espera de cliente na fila Wq ≈ λ(σ
2
a+σ
2
s)
2(1−ρ)
Taxa de ocupac¸a˜o ρ = λµ
baixa prioridade. Segundo [40] estes modelo tambe´m assume que os clientes sa˜o
selecionados para o in´ıcio do servic¸o na ordem da sua prioridade e, dentro de cada
prioridade, os clientes sa˜o servidos por ordem de chegada, ou seja, a disciplina FIFO
e´ aplicada dentro de cada prioridade.
Os modelos de filas com disciplina priorita´ria sa˜o classificados em dois tipos:
1) Sistemas preemptivos, quando um cliente que esta´ a ser servido na˜o pode ser
interrompido se um cliente de prioridade mais alta entrar no sistema, ou seja,
qualquer cliente deve ser servido completamente sem interrupc¸a˜o. Como por
exemplo, servic¸o no supermercados.
2) Sistemas na˜o preemptivos, quando um cliente de prioridade baixa que esta´
a ser servido e´ interrompido sempre que um cliente de prioridade mais alta
entrar no sistema. O cliente cujo o servic¸o foi interrompido reentra e o servic¸o
e´ retomado onde foi deixado. Como por exemplo, servic¸o na urgeˆncia de um
hospital.
De seguida, apresentamos a notac¸a˜o para as filas com prioridades tem que ser
adaptada e e´ a seguinte:
• λi = taxa de chegada para clientes da prioridade i, (i = 1, 2, ..., K);
• λ = ∑Ki=1 λi = taxa de chegada ao sistema;
• αi = λiλ : percentagem de clientes de prioridade i que chegam ao sistema em
uma determinada unidade de tempo;
• E[Si] = tempo me´dio de servic¸o para clientes que pertencem a` prioridade i;
• E[S2i ] = segundo momento do tempo de servic¸o dos clientes que pertencem a`
prioridade i;
• E[S] = ∑Ki=1 αiE[Si]: tempo me´dio de servic¸o;
• ρi = λiE[Si] : frac¸a˜o de tempo que o servidor esta´ ocupado com os clientes
pertencentes a` classe i;
• ρ = λE[S] : taxa de ocupac¸a˜o (deve-se a segurar que ρ < 1 para que o sistema
alcance um estado de equil´ıbrio);
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• W iq = tempo me´dio gasto na fila para os clientes pertencentes a` prioridade i;
• W is = tempo me´dio no sistema para os clientes pertencentes a` prioridade i;
• Ws =
∑K
i=1 αiW
i
s : tempo me´dio no sistema;
• Liq = nu´mero me´dio de clientes na fila que pertencem a` prioridade i;
• Lis = nu´mero me´dio de clientes no sistema que pertencem a` prioridade i;
• Ls = nu´mero me´dio de clientes no sistema;
Segundo [40] os modelos de filas com disciplina priorita´ria mante´m que,
W is = W
i
q + E[Si] (4.47)
Liq = λiW
i
q (4.48)
Lis = λiW
i
s (4.49)
Ls = λWs =
K∑
i=1
Lis. (4.50)
Mais, W iq e´ dado por:
• Para modelos com prioridades preemptiva:
W iq =
∑K
j=1 λjE[S
2
j ]
2(1− σi)(1− σi+1) , i = 1, 2, ..., K (4.51)
• Para modelos com prioridades na˜o-preemptivas:
W iq =
E[Si](1− σi) +
∑K
j=1
λjE[S
2
j ]
2
(1− σi)(1− σi+1) − E[Si], i = 1, 2, ..., K; (4.52)
sendo σi =
∑K
j=i ρj, i = 1, 2, ..., K e σK+1 = 0.
Cap´ıtulo 5
Aplicac¸a˜o da Teoria de Filas de
Espera
5.1 Introduc¸a˜o
No Cap´ıtulo 4 foram estudados, sob o ponto de vista teo´rico, va´rios modelos
de filas de espera e apresentaram-se, sempre que poss´ıvel, va´rias caracter´ısticas
de cada um dos modelos. E´ atrave´s de tais caracter´ısticas que se pode avaliar o
funcionamento de um sistema de fila de espera e sugerir, quando for necessa´rio e
poss´ıvel, modificac¸o˜es que melhorem o funcionamento do sistema. Tais modificac¸o˜es
podem ser feitas nos elementos que definem o sistema, como por exemplo, o nu´mero
de servidores, a capacidade do sistema, a disciplina de atendimento, etc..
Este cap´ıtulo e´ dedicado a` apresentac¸a˜o e a` explorac¸a˜o de exemplos de aplicac¸o˜es
da teoria de filas de espera no mundo real. Existem aplicac¸o˜es em inu´meras a´reas ate´
porque, como ja´ foi referido, enfrentamos filas de espera no nosso dia-a-dia nas mais
variadas situac¸o˜es. No entanto, neste trabalho, dedica´mo-nos a apresentar aplicac¸o˜es
na a´rea dos servic¸os de sau´de (atendimento em hospitais, em cl´ınicas de sau´de, em
laborato´rios de ana´lises cl´ınicas, etc.). Tais aplicac¸o˜es podem incluir a ana´lise de
filas em quaisquer instalac¸o˜es de sau´de e podem incidir sobre espac¸os, equipamentos
e/ou pessoal [43]; em [12] e [14] podem-se consultar-se inu´meras refereˆncias a tais
aplicac¸o˜es. Em algumas delas sa˜o usados modelos markovianos, que sa˜o os mais
simples, mas noutras sa˜o usados modelos mais complexos (na˜o markovianos e/ou
com prioridades).
Nas duas secc¸o˜es seguintes sa˜o analisados com maior pormenor treˆs artigos em
que o uso de filas de espera foi relevante para a resoluc¸a˜o de problemas em de-
terminados servic¸os de sau´de. No que resta desta secc¸a˜o vamos descrever, muito
brevemente, outras situac¸o˜es reportadas na bibliografia e em que a teoria de filas de
espera foi igualmente u´til.
Preater [41] apresenta uma breve histo´ria do uso da teoria de filas de espera
na a´rea da sau´de e aponta para uma extensa bibliografia que lista va´rios artigos.
Apesar de na˜o fornecer uma descric¸a˜o detalhada das aplicac¸o˜es, e´ um artigo em
que se pode perceber a importaˆncia desta teoria nesta a´rea em particular. Segundo
Vass e Szabo [51], a maioria dos artigos referindo aplicac¸o˜es de filas de espera na
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a´rea dos servic¸os de sau´de foram publicados apo´s 1990 e isso deveu-se ao avanc¸o
do poder computacional e a` disponibilidade de software. Deste modo, esta teoria
algo complexa passou a ser de mais fa´cil utilizac¸a˜o para o pessoal me´dico e para os
gestores de servic¸os de sau´de.
Green [14] discute a relac¸a˜o entre tempos de espera longos e o nu´mero de servido-
res no modelo ba´sico (M/M/s) : (FIFO/∞/∞). O objetivo do estudo e´ determinar
o nu´mero necessa´rio de servidores de modo a reduzir a percentagem de pacientes
que abandonam o hospital sem ser vistos devido ao tempo de espera longo.
Brahimi e Worthington [5] usam um modelo (M/G/s) : (FIFO/∞/∞) para
desenhar um sistema de marcac¸a˜o de consultas externas num hospital. Os autores
constatavam que o sistema de marcac¸a˜o de consultas era frequentemente desenhado
para minimizar o tempo de o´cio do pessoal me´dico (tempo que um me´dico fica
sem atender pacientes porque eles faltam ou chegam atrasados a` consulta) o que
tinha como consequeˆncia o´bvia o aumento do tempo de espera dos pacientes. Neste
trabalho, os autores propo˜e usar um sistema de chegadas que depende do instante
de tempo t e desenhar o sistema de marcac¸a˜o de consultas de modo a incorporar
a dependeˆncia de t. Deste modo, o sistema de fila de espera considerado foi, na
verdade, um (M(t)/G/s) : (FIFO/∞/∞) em que se usou uma cadeia de Markov
na˜o homoge´nea para o processo de chegadas.
Siddhartan, Jones e Johnson [46] consideram um modelo de fila de espera com
prioridades (sendo usado o modelo markoviano com disciplina FIFO dentro de
cada prioridade) para analisar o funcionamento de uma urgeˆncia hospitalar. Em
particular, os autores estudam os efeitos que a utilizac¸a˜o da urgeˆncia para cuidados
prima´rios e/ou situac¸o˜es pouco graves tem sobre o tempo global de espera dos
pacientes. Os autores concluem que a utilizac¸a˜o de um sistema com prioridades
diminui o tempo global de espera e diminui o tempo de espera dos pacientes mais
graves (os de maior prioridade), mas pode fazer aumentar o tempo de espera dos
pacientes de prioridades mais baixas.
5.2 Aplicac¸a˜o com modelos markovianos
Comec¸amos por explorar um trabalho de Rosenquist [43], onde o autor usa o
modelo (M/M/1) : (FIFO/∞/∞) para averiguar como o aumento na taxa de che-
gada de pacientes afeta os tempos de espera e o comprimento da fila de espera num
servic¸o de radiologia da urgeˆncia de um hospital. Usando conceitos ba´sicos e um dos
modelos de fila de espera mais simples, o autor apresenta um conjunto de concluso˜es
importantes para o pessoal me´dico e os gestores hospitalares. Adicionalmente, o au-
tor recomenda a utilizac¸a˜o destes modelos a estes profissionais atrave´s de software
espec´ıfico para estes problemas.
O modelo de fila (M/M/1) : (FIFO/∞/∞) usado em [43], assume que as chega-
das dos pacientes ao servic¸o de radiologia se processam de acordo com um processo
de Poisson, os tempos de servic¸o seguem uma distribuic¸a˜o exponencial, existe um
u´nico servidor, que neste caso e´ uma sala de raios-X, e os pacientes sa˜o servidos por
sua ordem de chegada.
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Para o estudo, as seguintes informac¸o˜es foram fornecidas pelo servic¸o de radio-
logia:
1) Os pacientes chegaram a uma taxa de 2 pacientes por hora, durante o primeiro
ano de ana´lise, e a taxa de chegada aumentou 5% em cada um dos 4 anos
seguintes;
2) A taxa me´dia de servic¸o manteve-se constante e igual a 3 pacientes por hora.
Convertendo estas informac¸o˜es em minutos, para o primeiro ano em ana´lise, a
taxa de chegada e´ igual a λ = 1
30
pacientes por minuto, e a taxa me´dia de servic¸o e´
igual a µ = 1
20
pacientes por minuto. Assim, a taxa de ocupac¸a˜o ρ = λ
µ
= 2
3
= 0.(6),
o que quer dizer que a utilizac¸a˜o da unidade de raios-X e´ de 66.6%. Isto significa
que, para o primeiro ano em ana´lise, a ma´quina sera´ usada em apenas dois terc¸os
do tempo. E, como ρ < 1, podem ser calculadas as seguintes caracter´ısticas de
interesse:
• a probabilidade de na˜o haver nenhum paciente no sistema e´
p0 = 1− ρ = 1− 0.(6) = 0.(3);
• o nu´mero me´dio de pacientes na fila e´
Lq =
ρ2
1− ρ =
(2
3
)2
1− 2
3
= 1.(3) pacientes;
• o tempo me´dio que um paciente aguarda na fila e´
Wq =
ρ
µ(1− ρ) =
2
3
1
20
(1− 2
3
)
= 40 minutos;
• a probabilidade de um paciente ter que esperar e´
P (N ≥ 1) = ρ = 0.(6),
isto e´, dois terc¸os dos pacientes teˆm que esperar para serem servidos.
Uma vez que a taxa de chegada teve um aumento de 5% em cada um dos 4 anos
seguintes enta˜o, no quinto ano em ana´lise, chegam
λ = 2× (1.05)4 ' 2.43
pacientes por hora, ou λ ' 0.04 pacientes por minuto. As caracter´ısticas acima
referidas para o quinto ano em ana´lise sa˜o alteradas para:
• taxa de ocupac¸a˜o:
ρ =
λ
µ
' 0.041
20
' 0.81;
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• a probabilidade de na˜o haver nenhum paciente no sistema:
p0 = 1− ρ ' 1− 0.81 = 0.19;
• o nu´mero me´dio de pacientes na fila:
Lq =
ρ2
1− ρ '
(0.81)2
1− 0.81 ' 3.5 pacientes;
• o tempo me´dio que um paciente aguarda na fila:
Wq =
ρ
µ(1− ρ) '
0.81
1
20
(1− 0.81) ' 85.45 minutos;
• a probabilidade de um paciente ter que esperar:
P (N ≥ 1) = ρ ' 0.81.
Os resultados da ana´lise do servic¸o de radiologia ao longo dos 5 anos mostram
que houve alterac¸o˜es dra´sticas nas principais caracter´ısticas do sistema. Apesar de
um aumento anual de apenas 5% nas chegadas dos pacientes, o tempo me´dio que
um paciente aguarda na fila mais do que duplicou (passou de 40 para 85.45 minutos)
e o nu´mero me´dio de pacientes na fila quase triplicou (aumentou de 1.(3) para 3.5
pacientes).
Ainda em [43], Rosenquist apresenta um outro modelo de fila de espera, o
(M/M/s) : (FIFO/k/∞), com 1 < s < k, para o servic¸o de radiologia em re-
gime ambulato´rio, em que o nu´mero de servidores s e a capacidade do sistema k va˜o
variar. Com este modelo, Rosenquist tem como objetivo estudar os efeitos provoca-
dos pelo abandono ou desisteˆncia de pacientes na fila de espera, uma vez que isto
tem va´rios custos para a cl´ınica. Note-se que, como este modelo corresponde a um
sistema de capacidade limitada, havera´ pacientes que na˜o sera˜o atendidos.
O modelo assume que as chegadas de pacientes se processam de acordo com um
processo de Poisson, os tempos de servic¸o tem distribuic¸a˜o exponencial, existem s
servidores, que sa˜o as salas de raios-X, e os pacientes sa˜o servidos por ordem de
chegada. A sala de espera deste servic¸o de radiologia na˜o comporta mais do que
cinco pacientes, o que implica que, se um paciente chegar e encontrar cinco pacientes
a` espera de serem atendidos, ele na˜o pode juntar-se a fila e o servic¸o de radiologia
perde este paciente. Quando isto acontece o servic¸o de radiologia perde receitas,
uma vez que na˜o cobra o prec¸o do servic¸o ao paciente que abandonou a cl´ınica.
Neste trabalho, o objetivo de Rosenquist e´ precisamente estudar os custos que
decorrem da perda de pacientes e, de uma forma geral, analisar o custo total do
funcionamento do servic¸o de radiologia, incluindo o custo associado ao tempo de
espera dos pacientes. Para esse efeito, o autor dispunha das seguintes informac¸o˜es:
• o custo do servic¸o de raios-X foi estimado em $56 por hora, por paciente e por
servidor;
74 CAPI´TULO 5. APLICAC¸A˜O DA TEORIA DE FILAS DE ESPERA
• o custo do tempo que um paciente gasta no servic¸o de radiologia foi estimado
em $20 por hora;
• o custo de perder um paciente foi estimado em $55 (isto representa o valor que
a cl´ınica perde por na˜o cobrar o servic¸o ao paciente).
Considerando que os tempos de servic¸o dos diferentes servidores sa˜o independen-
tes e identicamente distribu´ıdos e tem uma me´dia de 4 pacientes por hora ( 1
µ
= 0.25),
o autor fez variar a taxa de chegada (λ) entre 6, 8 e 10 pacientes por hora, o nu´mero
de servidores (s) entre 2 e 3, e a capacidade do sistema (k) entre 7 e 8. Para
cada uma destas situac¸o˜es, Rosenquist determina algumas caracter´ısticas do sis-
tema como, por exemplo, o nu´mero me´dio de pacientes na fila, o tempo me´dio de
espera de um paciente na fila, a probabilidade de um paciente ter que esperar na fila
e a probabilidade de um paciente na˜o ser servido, e estima o impacto do aumento
das taxas de chegadas nos custos totais do servic¸o de radiologia.
Tabela 5.1: Ana´lise do servic¸o de radiologia com chegadas de seis pacientes por hora
Nu´mero de servidores (s) 2 3
Taxa de chegada por hora (λ) 6 6
Taxa de servic¸o por servidor (µ) 4 4
Capacidade da sala de espera (k − s) 5 5
Capacidade do sistema (k) 7 8
Taxa de ocupac¸a˜o do servic¸o (%) 71.8 0.50
Probabilidade de um paciente ter que esperar 0.6 0.2
Probabilidade de um paciente na˜o ser servido (p7) 0.04 0.004
Taxa efetiva de chegada (λ) 5.74 5.98
Tempo me´dio de espera de um pacientes no sistema (Ws) 0.43 0.29
A primeira situac¸a˜o a ser analisada corresponde ao modelo (M/M/2) : (FIFO/7/∞),
com taxa de chegada de 6 pacientes por hora e os resultados encontram-se na se-
gunda coluna da Tabela 5.1. Recorde-se que a taxa de servic¸o mante´m-se sempre
igual a 4 pacientes por hora. Para calcular o tempo me´dio de espera de um paciente
no servic¸o de radiologia utilizou-se a equac¸a˜o (4.31). As probabilidades que constam
dessa coluna foram obtidas do seguinte modo:
P (”paciente ter que esperar”) = 1− (p0 + p1),
P (”paciente na˜o ser servido”) = p7,
em que p0, p1 e p7 sa˜o obtidos de acordo com a Tabela 4.4. Com esta informac¸a˜o e´
poss´ıvel concluir que este sistema custa ao servic¸o de radiologia $175 por hora. De
facto este custo e´ dado por:
$56× 2 + $20×Ws × λ+ $55λ× p7.
Na u´ltima coluna da Tabela 5.1 consta a informac¸a˜o para o caso em que existem
3 salas de raios-X e a taxa de chegadas de pacientes se mante´m igual a 6. Fazendo
os ca´lculos semelhantes aos acima indicados, verifica-se que o custo total do servic¸o
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de radiologia aumenta para $203. Assim, apesar da reduc¸a˜o dos custos associados a`
diminuic¸a˜o do tempo de espera dos pacientes e a` diminuic¸a˜o da probabilidade de um
paciente na˜o ser servido, o custo de uma ma´quina extra de raios-X na˜o e´ compensado
pela reduc¸a˜o dos outros. Conclu´ımos assim que, para uma taxa de chegadas de 6
pacientes por hora, o sistema ideal e´ aquele que tem apenas 2 ma´quinas de raios-X
porque e´ o que tem custo total inferior.
De seguida, Rosenquist analisa o efeito que o aumento da taxa de chegada de
pacientes e o aumento do nu´mero de salas de raio-X tem no custo total do funciona-
mento do servic¸o de radiologia. Assim, foram consideradas as seguintes situac¸o˜es:
• taxa de chegada de 8 pacientes por hora e 2 salas de raios-X;
• taxa de chegada de 8 pacientes por hora e 3 salas de raios-X;
• taxa de chegada de 10 pacientes por hora e 2 salas de raios-X;
• taxa de chegada de 10 pacientes por hora e 3 salas de raios-X.
Em todas estas situac¸o˜es, a taxa de servic¸o foi mantida constante igual a 4 pacientes
por hora em cada uma das salas de raios-X e os resultados obtidos esta˜o na Tabela
5.2.
Tabela 5.2: Ana´lise do servic¸o de radiologia com chegadas de oito e dez pacientes
por hora
λ=8 λ=10
Nu´mero de servidores 2 3 2 3
Custo por servidor $56 $56 $56 $56
Custo de servic¸o $112 $168 $112 $168
Custo do tempo no sistema/pp $20 $20 $20 $20
λ 6.93 7.84 7.53 9.39
Ws 0.52 0.33 0.63 0.38
Custo de espera $71 $51 $95 $71
Prob. de rejeic¸a˜o do servic¸o 0.12 0.02 0.25 0.06
Custo por cliente perdido $55 $55 $55 $55
Custo do cliente perdido $52
−−−
$9
−−−
$136
−−−
$34
−−−
Custo total $235 $228 $343 $273
Da ana´lise da Tabela 5.2, facilmente se verifica que, para as taxas de chegadas
iguais a 8 ou 10, o sistema ideal e´ o que tem 3 salas de raios-X (isto e´, o modelo
(M/M/3) : (FIFO/8/∞)), ao contra´rio do que aconteceu com taxa de chegadas
igual a 6. Assim, quando as taxas de chegadas sa˜o superiores, apesar do custo que
acarreta ter mais uma sala de raios-X, o custo total e´ menor devido a`s poupanc¸as
que se conseguem ter com a reduc¸a˜o do tempo que um paciente gasta no servic¸o e
com a reduc¸a˜o da perda de pacientes.
Prosseguimos agora com a ana´lise de um trabalho realizado por Khan e Callahan
[22], onde os autores usam o modelo (M/M/s) : (FIFO/∞/∞) para averiguar o
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montante que um laborato´rio hospitalar deve investir em publicidade de modo a ma-
ximizar o lucro final. Neste trabalho, assume-se que o laborato´rio tem uma exigeˆncia
de qualidade que consiste em que o tempo que um paciente aguarda na fila deve ser
no ma´ximo de 10 minutos (e, portanto, que o paciente abandona o sistema caso o seu
tempo de espera exceda os 10 minutos) e pretende que esta exigeˆncia seja divulgada
na publicidade com a esperanc¸a que isso fac¸a aumentar o nu´mero de pacientes que
se dirigem ao laborato´rio. Contudo, o aumento do nu´mero de pacientes devera´ ser
acompanhado do aumento do pessoal de modo a que tal exigeˆncia de qualidade se
mantenha. Assim, o problema que e´ abordado neste trabalho e´ semelhante ao abor-
dado por Rosenquist em [43] pois trata-se de perceber como se deve variar o nu´mero
de servidores em func¸a˜o do aumento da taxa de chegadas, tentando minimizar os
custos provocados por tempos de espera e a aquisic¸a˜o de material/pessoal.
Como ponto de partida, Khan e Callahan consideram que, no momento em que
o estudo foi efetuado, o laborato´rio de ana´lises cl´ınicas funcionava de acordo com
o modelo (M/M/1) : (FIFO/∞/∞), com taxa de chegadas igual a 7 pacientes
por hora, taxa de servic¸o igual a 9.23 pacientes por hora e um u´nico servidor que
e´ um te´cnico de ana´lises cl´ınicas (flebotomista). De seguida, analisam o efeito que
o aumento das taxas de chegadas e o aumento do nu´mero de servidores tem nas
principais caracter´ısticas do modelo de filas de espera, com especial destaque para o
tempo me´dio que um paciente espera na fila. Na Tabela 5.3 encontram-se os valores
obtidos para va´rias caracter´ısticas do sistema, tendo sido considerados os valores de
λ = 7, 15, 20, 25, 27 pacientes por hora, o nu´mero de flebotomistas s = 1, 2, 3, 4, 5
e a taxa de servic¸o foi mantida constante igual a µ = 9.23 pacientes por hora. De
realc¸ar que algumas combinac¸o˜es de λ, s e µ consideradas, resultam numa taxa de
ocupac¸a˜o ρ = λ
sµ
> 1, pelo que neste casos o sistema na˜o tem o estado estaciona´rio e
os resultados sa˜o omitidos na tabela. Os ca´lculos foram efetuados a partir da Tabela
4.1 (caso s = 1) e da Tabela 4.2 (caso s > 1).
Os resultados da Tabela 5.3 indicam que o sistema inicial tem um tempo me´dio
de espera bastante alto (20.41 minutos). Para uma taxa de chegada de 15 pacientes
por hora, o laborato´rio deve ter pelo menos 2 flebotomistas. No entanto, com apenas
2 flebotomistas, o tempo me´dio de espera na fila e´ demasiado alto (12.63 minutos)
e decresce bastante se tivermos 3 ou mais flebotomistas. Para uma taxa de 20
pacientes por hora, menos de 3 flebotomistas na˜o e´ adequado e com 3 flebotomistas
o tempo me´dio de espera na fila ja´ e´ bastante baixo (4.10 minutos). Finalmente,
para as taxas de chegadas iguais a 25 ou 27 pacientes por hora, o sistema deve ter
pelo menos 3 flebotomistas, mas sa˜o necessa´rios 4 ou mais flebotomistas para que
os tempos me´dios de espera na fila sejam inferiores a 10 minutos.
5.3 Aplicac¸a˜o com modelos na˜o markovianos
Nesta secc¸a˜o sera´ explorado um u´nico artigo cientifico que envolveu a utilizac¸a˜o
de modelos de filas de espera em que os processos de chegadas e/ou tempos de servic¸o
na˜o correspondem a um M/M e envolveu ainda modelos com disciplina priorita´ria.
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Tabela 5.3: Caracter´ısticas do modelo (M/M/s) : (FIFO/∞/∞), para diferentes
valores de λ e s, e com µ = 9.23 pacientes por hora
taxa de chegada carater´ıstica nu´mero de pessoal
s=1 s=2 s=3 s=4 s=5
7
P0 0.24 0.45 0.47 0.47 0.47
Ls 3.14 0.89 0.77 0.76 0.76
Lq 2.38 0.13 0.02 0.00 0.00
Ws 26.91 7.59 6.63 6.52 6.50
Wq 20.41 1.09 0.13 0.02 0.00
15
P0 - 0.10 0.18 0.19 0.20
Ls - 4.78 1.96 1.69 1.64
Lq 4.22 3.16 0.34 0.07 0.01
Ws - 19.13 7.84 6.76 6.55
Wq 16.90 12.63 1.34 0.26 0.05
20
P0 - - 0.09 0.11 0.11
Ls 1.86 - 3.53 2.42 2.23
Lq - - 1.37 0.26 0.06
Ws - - 10.60 7.27 6.68
Wq 12.07 - 4.10 0.77 0.18
25
P0 - - 0.02 0.06 0.06
Ls 1.59 - 10.35 3.53 2.91
Lq - - 7.64 0.83 0.20
Ws - - 24.84 8.48 6.98
Wq 10.31 - 18.34 1.98 0.48
27
P0 - - 0.01 0.04 0.05
Ls - - 40.23 4.23 3.23
Lq - - 37.30 1.30 0.31
Ws - - 89.40 9.39 7.18
Wq 9.88 - 82.89 2.89 0.68
Lin, Patrick e Labeau [30], estudam, em conjunto, o acesso de pacientes a`
urgeˆncia (ED, do ingleˆs ”Emergency Department”) e depois o seu seguimento,
quando for o caso, para a unidade de internamento (IU, do ingleˆs ”Inpatient Unit”).
Os autores consideram um modelo com duas filas de espera conectadas: uma pri-
meira fila ascendente que modela o fluxo de pacientes que acede a` ED e uma segunda
fila a jusante que modela o acesso de uma parte destes pacientes que segue para a
IU.
O fluxo de pacientes que acede a` ED e´ modelado atrave´s de um modelo preemp-
tivo (M/G/c1) : (FIFO/∞/∞) com va´rias prioridades e em que os servidores sa˜o
as camas da ED. Ja´ o fluxo de pacientes que segue da ED para a IU e´ modelado
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atrave´s de um modelo (G/G/c2) : (FIFO/c2/∞) em que c2 e´ o nu´mero de camas
dispon´ıveis na IU. Note-se que o acesso a` ED e´ feito atrave´s de um sistema com
prioridades (e dentro de cada prioridade a disciplina de atendimento e´ a FIFO),
mas o acesso a` IU na˜o tem sistema de prioridades. Assim, se um paciente precisar
de passar da ED para IU, ele so´ o pode fazer quando houver camas dispon´ıveis na
IU e fica a aguardar o tempo necessa´rio na ED, ocupando a´ı uma cama. Com o mo-
delo de duas filas conectadas, o objetivo dos autores era recalcular o tempo me´dio
de atendimento de um paciente na ED, em func¸a˜o da quantidade de pacientes que
ficam impedidos de seguir para IU, e usar esse valor para calcular o tempo me´dio
de espera na fila para os pacientes das diferentes prioridades. E´ importante que
estes u´ltimos tempos estejam de acordo com normas superiormente impostas pelas
autoridades. Obviamente, para atingir este objetivo foi necessa´rio estudar o tempo
me´dio que um paciente permanece na ED.
As cinco prioridades existentes no acesso a` ED e os tempos me´dios de espera em
cada uma delas, que sa˜o permitidos pelas autoridades competentes, sa˜o descritos
na Tabela 5.4. O funcionamento conjunto da ED e da IU e´ descrito do seguinte
modo: quando um paciente se desloca a` ED, entra no sistema de triagem onde lhe
vai ser atribu´ıda uma das cinco prioridades. Ele aguarda um tempo, ocupando uma
cama na ED, para ser visto por um me´dico que vai decidir por uma das seguintes
situac¸o˜es:
1) o paciente recebe alta e abandona o ED, depois de cumpridas algumas forma-
lidades, libertando assim uma cama;
2) o paciente precisa seguir para a IU. Neste caso, se na˜o houver disponibilidades
imediata de camas na IU, o paciente fica retido numa cama da ED e a aguardar
vaga na IU.
Tabela 5.4: Niveis de prioridades e tempo de espera permitidos no DE
Niveis de prioridades Tempo de espera para
consultar um me´dico
I: Ressuscitac¸a˜o Imediato
II: Emergente < 15 minutos
III: Urgente < 30 minutos
IV: Menos urgente < 60 minutos
V: Na˜o urgente < 120 minutos
Para o estudo efetuado os autores tiveram acesso a`s taxas de chegadas das dife-
rentes prioridades da ED e a`s taxas de chegadas da IU (via ED e tambe´m direta-
mente) do ano fiscal 2011/2012. Os valores destas taxas esta˜o dispon´ıveis na Tabela
5.5. Para ale´m do conhecimento destas taxas, para estudar o tempo me´dio de espera
ate´ ao atendimento na ED, e´ necessa´rio determinar o tempo me´dio de servic¸o da ED.
De facto, uma vez que ha´ pacientes que ficam a ocupar camas (servidores) na ED
porque na˜o tem camas dispon´ıveis na IU, o tempo me´dio de servic¸o que seria usual
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Tabela 5.5: Taxas de chegadas de pacientes a` ED e a` IU
Destino Ponto de entrada Taxas de chegada por hora
DE I: Ressuscitac¸a˜o 0.075
II: Emergente 0.662
III: Urgente 3.749
IV: Menos urgente 2.86
V: Na˜o urgente 0.226−−−−
Todos 7.572
UI a partir do DE 0.479
Directo 0.267−−−−
Todos 0.746
considerar para uma cama (servidor) da ED tem que ser recalculado para incorporar
o tempo que os pacientes que a´ı ficam retidos.
Voltemos enta˜o ao modelo preemptivo (M/G/c1) : (FIFO/∞/∞), com cinco
prioridades, que descreve a fila de espera da ED. Recordar que se assume que as
chegadas de pacientes se processam de acordo com um processo de Poisson, que
existem c1 servidores (camas da ED) e que os tempos de servic¸o na˜o teˆm distribuic¸a˜o
especificada mas sa˜o independentes e identicamente distribu´ıdos entre servidores. Se
assumirmos que o tempo me´dio de servic¸o de cada um destes servidores e´ 1
µ
e se
na˜o houvesse retenc¸a˜o de pacientes na ED por falta de camas na IU, µ seria a usual
taxa de servic¸o para esta fila. No entanto, neste caso, a taxa de servic¸o da ED sera´
menor e o correspondente tempo me´dio de servic¸o de cada servidor da ED sera´ dado
por:
1
µ
=
1
µ1
+ Pb × E[min{T1, T2, ..., Tc2}], (5.1)
onde Pb e´ a probabilidade de haver pacientes retidos na ED, Ti e´ o tempo que resta
ate´ ser dada alta ao paciente da i-e´sima cama da IU (i = 1, 2, .., c2),
E[min{T1, T2, ..., Tc2}] =
∫
zdG(z)
com G a func¸a˜o de distribuic¸a˜o da varia´vel aleato´ria min{T1, T2, ..., Tc2}. Recordar
que em (2.1) esta´ a expressa˜o para se obter G. A taxa de pacientes transferidos da
ED para IU sera´ enta˜o dada por xRd, com Rd = min{λ, c1µ}, λ a taxa de chegadas
de pacientes na ED e x a proporc¸a˜o de pacientes que necessita de transfereˆncia para
IU.
Para calcular Pb e´ necessa´rio recordar que esta representa a probabilidade de um
paciente na˜o conseguir aceder a` IU. Uma vez que o modelo usado para a fila da IU
e´ um (G/G/c2) : (FIFO/c2/∞), Pb e´ normalmente designada por probabilidade
de bloqueio deste modelo e sa˜o conhecidas fo´rmulas para o seu ca´lculo fornecidas
por Whitt [52]. Assim, se µI denotar a taxa de servic¸o de cada um dos servidores
da IU (e e´ assumido que os tempos de servic¸o sa˜o independentes e identicamente
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distribu´ıdos entre servidores), enta˜o Pb e´ dada por
Pb =
αβe
−kβ
v
(1− e−kβv )ρd√c2
, (5.2)
sendo que: c2 e´ o nu´mero de camas da UI, λd e´ a taxa de chegada dos pacientes
que acedem diretamente a UI e os outros paraˆmetros sa˜o fornecidos pelas seguintes
expresso˜es
ρd =
xRd + λd
c2µI
,
β =
√
c2(1− ρd),
k =
√
c2,
v =
1 + C2s
2
e
α =
[
1 + β
Φ(β)
ϕ(β)
]−1
,
com Cs o coeficiente de variac¸a˜o do tempo de servic¸o de cada uma das camas da
IU, Φ(β) e ϕ(β) representam a func¸a˜o de distribuic¸a˜o e a func¸a˜o densidade de
probabilidade de uma distribuic¸a˜o normal padra˜o, respetivamente.
Os autores deste artigo [30] discutem condic¸o˜es entre os valores de λ, c1, µ, x, Rd
e λd, c2, µI para que o sistema inicial (formado pela ED e a IU) atinja o estado de
equil´ıbrio. Se por um lado, temos que ter λ ≤ c1µ para que a primeira fila atinja o
equil´ıbrio, a condic¸a˜o para a segunda fila e´ que xRd+λd ≤ c2µI . A conjugac¸a˜o destas
duas condic¸o˜es tem um problema o´bvio: para conhecer µ e´ necessa´rio conhecer Pb
que depende de Rd que, por sua vez, depende de µ. Na˜o havendo uma expressa˜o
fechada para µ nem para Pb, os autores desenvolvem um me´todo nume´rico para
determinar µ.
Depois de terem encontrado uma forma de determinar µ, os autores prosseguem
com o ca´lculo do tempo me´dio gasto por um paciente no sistema da ED (inclu´ı o
tempo de espera e o tempo de atendimento). Como este sistema tem cinco priorida-
des, e´ necessa´rio comec¸ar por determinar este tempo para cada uma das prioridades.
Em Bondi e Buzen [4], e´ fornecida a seguinte aproximac¸a˜o para o tempo me´dio gasto
no sistema por um paciente da prioridade k (k = 1, 2, ..., 5):
W kc1 ≈
W Fc1W
k
1
W F1
, (5.3)
em que W k1 representa o tempo me´dio no sistema de um paciente da prioridade k
numa fila preemptiva (M/G/1) : (FIFO/∞/∞) o W F1 representa o tempo me´dio
no sistema de uma fila (M/G/1) : (FIFO/∞/∞) e W Fc1 representa o tempo me´dio
no sistema de uma fila (M/G/c1) : (FIFO/∞/∞). Deste modo, o valor de W kc1 e´
obtido assim que se determinar os valores de W k1 , W
F
1 e W
F
c1
.
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O valor de W F1 e´ dado por W
F
1 =
Lq
λ
, onde Lq e´ fornecido pela equac¸a˜o (4.46).
Assim, tem-se
W F1 =
ρ2 + λ2σ2
2λ(1− ρ) =
λ2(σ2 + 1
µ2
)
2λ(1− ρ) =
λ(σ2 + 1
µ2
)
2(1− ρ) =
λE[S2]
2(1− ρ) , (5.4)
onde ρ = λE[S], λ representa a taxa de chegada de pacientes a` ED, E[S] representa
o tempo me´dio de servic¸o da ED ( 1
µ
) e E[S2] representa o segundo momento do
tempo de servic¸o da ED. Observar que E[S2] na˜o e´ conhecido e vai ter que ser
determinado.
Para determinar o valor de W Fc1 , os autores remetem para Lee e Longton [29],
que apresentam a seguinte aproximac¸a˜o
W Fc1 ≈
[
1
µ
+Wq
]
1 + C2
2
, (5.5)
onde C representa o coeficiente de variac¸a˜o do tempo de servic¸o da ED e Wq, segundo
Gross [17], e´ o tempo me´dio de espera na fila no modelo (M/M/c1) : (FIFO/∞/∞),
isto e´,
Wq =
p0(
λ
µ
)c1ρ
λc1!(1− ρ)2 , (ρ =
λ
c1µ
).
Entao,
W Fc1 ≈
[
1
µ
+
p0(
λ
µ
)c1ρ
λc1!(1− ρ)2
]
1 + C2
2
. (5.6)
Podemos ainda escrever W Fc1 do seguinte modo:
W Fc1 =
[
E[S] +
PQE[S]
c1 − λE[S]
]
1 + C2
2
, (5.7)
onde
PQ =
(c1ρ)
c1
c1!(1− ρ)
[
c1−1∑
t=1
(c1ρ)
t
t!
+
∞∑
t=c1
(c1ρ)
t
c1!c
t−c1
1
]−1
,
E[S] representa o tempo me´dio de servic¸o da ED e λ representa a taxa de chegada
de pacientes a` ED.
Finalmente, para calcular o W k1 , usa-se a equac¸a˜o
W k1 = W
k
q +
1
µ
,
onde W kq e´ obtido a partir da equac¸a˜o (4.51), ou seja,
W k1 =
{
(1−ρ1)E[S1]+R1
1−ρ1 , k = 1
(1−ρ1−...−ρk)E[Sk]+Rk
(1−ρ1−...−ρk−1)(1−ρ1−...−ρk) , k > 1,
(5.8)
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onde ρk = λkE[Sk], λk representa a taxa de chegada da prioridade k e E[Sk] re-
presenta o tempo me´dio de servic¸o dos pacientes da prioridade k (depois de ter em
conta os efeitos da conexa˜o dos dois modelos), Rk =
1
2
k∑
i=1
λiE[S
2
k ] e E[S
2
k ] representa
o segundo momento do tempo me´dio de servic¸o dos pacientes da prioridade k.
Para terminar os ca´lculos, os autores desenvolveram ainda um algoritmo nume´rico
que lhes permitiu obter E[S2] (necessa´rio para o W F1 ) e ainda E[Sk] e E[S
2
k ] ne-
cessa´rios para o W k1 .
Cap´ıtulo 6
Concluso˜es e Trabalhos Futuros
O trabalho apresentado nesta dissertac¸a˜o teve como principal objetivo explorar
aplicac¸o˜es da teoria de filas de espera na a´rea dos servic¸os de sau´de.
Para atingir esse objetivo, o autor teve, em primeiro lugar, que adquirir co-
nhecimentos de processos estoca´sticos, com particular destaque para as cadeias de
Markov. Uma vez dominados esses conceitos, foi poss´ıvel fazer um estudo aprofun-
dado dos modelos de filas de espera mais conhecidos e mais utilizados na pra´tica,
com especial destaque para os modelos markovianos. No entanto, alguns modelos
na˜o-markovianos e/ou com disciplinas de atendimento priorita´rias tambe´m foram
ligeiramente abordados. Os modelos foram quase sempre estudados de modo a for-
necer respostas a questo˜es do tipo: quantos clientes aguardam em me´dia na fila
(e/ou no sistema), qual o tempo me´dio de espera de um cliente na fila (e/ou no
sistema), qual a probabilidade de um cliente ter que esperar para ser atendido, etc.,
quando o processo se encontra no estado estaciona´rio.
Depois de estudados os modelos de fila de espera mais importantes, foi feita uma
pesquisa exaustiva na literatura sobre as aplicac¸o˜es de tais modelos aos servic¸os de
sau´de, uma vez que estes sa˜o frequentemente confrontados com problemas graves
causados por atrasos nos atendimentos aos pacientes.
A partir desta pesquisa foi poss´ıvel concluir que sa˜o realmente inu´meras as si-
tuac¸o˜es em que se utiliza teoria das filas de espera para tentar dar resposta a pro-
blemas relacionados com o congestionamento de servic¸os de sau´de. Tambe´m foi
poss´ıvel observar a diversidade de investigadores (me´dicos, gestores, engenheiros,
etc.) que se dedicam a estudar este tipo de problemas o que, por vezes, dificultou
a compreensa˜o da notac¸a˜o, da linguagem e da exposic¸a˜o dos conteu´dos utilizada
nos diversos artigos que foram explorados neste trabalho. De destacar tambe´m a
grande diversidade dos modelos de filas de espera utilizados; desde o mais simples
e cla´ssico (M/M/1) : (FIFO/∞/∞), a modelos com va´rios servidores e/ou capa-
cidade finita e passando por modelos com disciplina de atendimento priorita´rias,
foi poss´ıvel encontrar aplicac¸o˜es muito interessantes de todos eles e com resultados
muito promissores.
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Para trabalho futuro, recomenda-se explorar aplicac¸o˜es da teoria de filas de es-
pera a outras a´reas, como por exemplo, a`s cieˆncias da computac¸a˜o, a` economia e a
telecomunicac¸o˜es. Do ponto de vista mais teo´rico, recomenda-se aprofundar o es-
tudo de modelos na˜o-markovianos, uma vez que va´rios autores teˆm obtido resultados
e aproximac¸o˜es para as principais caracter´ısticas de interesse destas filas.
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