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Abstract
In this paper, we consider an iterative method for evaluating the coe/cients of a monic factor of an analytic function
using complex circular arithmetic. In a previous paper, the authors presented a factoring method that %nds a cluster of
zeros as a polynomial factor. We analyze the convergence behavior of this method and discuss a technique for improving
convergence. Numerical examples illustrate the aspects of the improved method. c© 2002 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Many iterative methods for validating zeros of an analytic function require the uniqueness of a
zero within a small domain. Therefore, we cannot use such methods for dense clusters of zeros,
because separation of simple zeros from the cluster is computationally di/cult.
A factoring method that %nds a cluster of zeros as a polynomial factor does not need to separate
simple zeros. It provides a validation method for a polynomial factor that includes all zeros in the
cluster.
Bauer and Samelson [2] have proposed a method to %nd a zero of a polynomial f(z) by consid-
ering Newton’s method for f(z)=q(z) at an approximation z0, where q(z) is a polynomial of degree
less than degf. Jenkins and Traub [10] improved the order of convergence by modifying q(z) in
each iteration step. This method can be regarded as a combination of two iterations for approxima-
tions p(z)= z− z0 and q(z). Stewart [18,19] generalized these methods for the case that the degree
of p(z) is arbitrary. When p(z) is quadratic, it contains Bairstow’s method [1]. Sakurai et al. [14]
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derived a factoring method for a polynomial by using rational Hermite interpolation. Bini et al. [3]
derived a factoring method by reducing the problem for %nding a factor to the problem of solving
an in%nite system of linear equations with a block Toeplitz structure.
Grau’s method [7] %nds factors p1(z); : : : ; pL(z) of a polynomial simultaneously. This method
reduces to the Durand–Kerner method [6] when all the factors are linear. Carstensen and Sakurai [4]
extended the method in [14] to a simultaneous factoring method with a high order of convergence by
dividing f(z) by approximate factors. This method includes Grau’s method. Various simultaneous
methods can be derived by using a similar approach [16].
Quadrature methods [5,9] can be used for evaluating all the zeros of an analytic function f(z) in
a given domain. If f(z) has one or several clusters of zeros, then the problem of evaluating all the
zeros in a domain is ill-conditioned. Clustering methods [11,15,20] calculate the arithmetic mean of
zeros that form a cluster and the total number of zeros in this cluster, respectively. Hribernig and
Stetter [8] also derived a clustering method by considering the approximate GCD of f(z) and f′(z).
The results obtained by clustering methods can be used to estimate initial polynomials of factoring
methods.
Sakurai and Sugiura [17] proposed a factoring method with validation by considering a %xed point
iteration for a polynomial factor p∗(z) of an analytic function f(z). In this paper, we analyze the
convergence properties of the method. It is suggested that we can use information of distribution of
zeros in a certain domain to improve the convergence. We apply the factoring method to f(z)=Q(z)
instead of f(z), where Q(z) is a polynomial constructed from the approximations of the zeros of
f(z). Numerical examples using complex interval arithmetic are included.
2. Convergence properties of the factoring method
Let D be a domain that includes the unit disk on a complex plane, and let f(z)=
∑∞
j=0 cjz
j be
analytic on D. Let 1; : : : ; m be all the zeros of f in the unit disk. Let p∗(z) be a monic polynomial
of degree m with zeros 1; : : : ; m, and let q∗(z) be an analytic function such that
f(z)=p∗(z)q∗(z):
The factoring method given in [17] proceeds as follows. Let
r(z)=
m−1∑
j=0
cjzj;
q(z)=
∞∑
j=m
cjzj−m;
s∗(z)=p∗(z)− zm;
t∗(z)= q∗(z)− q(z);
then we obtain the equation
s∗(q+ t∗) + t∗zm= r:
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This leads the %xed point iteration formula for the polynomials s∗ of degree less than m and the
analytic function t∗ such that
s(k)(q+ t(k−1)) + t(k)zm= r; k =1; 2; : : : ; (1)
where s(k) is a polynomial of degree less than m and t(k) is an analytic function. In [17], t(0) ≡ 0
was taken for the initial function. The polynomials p(k) = zm + s(k), k =1; 2; : : : are considered as
approximate factors of p∗.
Now we discuss convergence properties of this factoring method. For this purpose, we represent
the method in a matrix form. For any analytic function u(z)=
∑∞
j=0 ujz
j, we denote uˆ as the vector
of its coe/cients:
uˆ=(u0; u1; : : :)T:
Especially, if u is a polynomial of degree n, then
uˆ=(u0; : : : ; un)T:
We consider the m×m matrix A(u) and the in%nite matrix B(u) de%ned by the coe/cients of u as
A(u)=


u0 0
u1 u0
...
...
. . .
um−1 um−2 : : : u0


and
B(u)=


um um−1 : : : u1
um+1 um : : : u2
um+2 um+1 : : : u3
...
...
...

 :
For an analytic function u, let a polynomial s(z) of degree at most m−1 and an analytic function
t(z) satisfy
s(q+ u) + tzm= r: (2)
The coe/cients of s and t are obtained by
sˆ=A(q+ u)−1rˆ (3)
and
tˆ=− B(q+ u)A(q+ u)−1rˆ: (4)
Since the diagonal elements of A(q+ u) is q(0) + u(0), we have the following lemma.
Lemma 2.1. If u is analytic on D and q(0) + u(0) =0; then Eq. (2) has unique solutions s and t.
And t is also analytic on D.
Iteration (1) requires q(0)= cm =0 at k =1 for the recursion formula with t(0) ≡ 0 to hold. We
shall assume that cm=1.
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We denote the solution t for u as
t=u:
Using the operator , iteration (1) can be written as the following %xed point iteration:
t(k) =t(k−1); k =1; 2; : : :
for the sequence {t(k)}:
We introduce the norm
||u(z)||= ||uˆ||=
∞∑
j=0
|uj|
on an analytic function u(z) and its coe/cients uˆ. We assume that the convergence radius of all
analytic functions in this paper is larger than one. Therefore this norm exists, and it satis%es
||u(z) · v(z)||6 ||u(z)|| · ||v(z)||
for analytic functions u(z) and v(z).
Lemma 2.2. Let q1(z)= q(z) − 1; and let ||q1||¡ 1. Let u(z) and u′(z) be analytic functions sat-
isfying ||u||; ||u′||¡d where 0¡d¡ 1− ||q1||. Then
||u− u′||6 ||r||
(1− ||q1|| − d)2 ||u− u
′||: (5)
Proof. Let t=u, and let t′=u′. From (4) we have
tˆ ′ − tˆ=−B(q+ u′)A(q+ u′)−1rˆ + B(q+ u)A(q+ u)−1rˆ
=−B(q+ u′)(A(q+ u′)−1 − A(q+ u)−1)rˆ − (B(q+ u′)− B(q+ u))A(q+ u)−1rˆ:
By simple calculation, we can verify that
A(q+ u′)−1 − A(q+ u)−1 =A(q+ u′)−1A(u− u′)A(q+ u)−1: (6)
From the de%nition of A(u) and B(u), we have
||A(q)||6 ||q||
and
||B(q)||6 ||q1||:
Since q(z)= 1 + q1(z), we have A(q)= I + A(q1). Hence, from the assumption that ||q1||¡ 1,
||A(q)−1||6 1
1− ||q1|| :
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It follows from these relations that
||tˆ ′ − tˆ||6 ||B(q+ u′)|| · ||A(q+ u′)−1|| · ||A(u− u′)|| · ||A(q+ u)−1|| · ||rˆ||
+||B(u′ − u)|| · ||A(q+ u)−1|| · ||rˆ||
6 (||q1||+ d) · 11− ||q1|| − d · ||u− u
′|| · 1
1− ||q1|| − d · ||rˆ||
+||u− u′|| · 1
1− ||q1|| − d · ||rˆ||
=
||u− u′|| · ||rˆ||
1− ||q1|| − d
( ||q1||+ d
1− ||q1|| − d + 1
)
=
||u− u′|| · ||rˆ||
1− ||q1|| − d
(
1
1− ||q1|| − d
)
:
Hence,
||t′ − t||= ||tˆ ′ − tˆ||6 ||r||
(1− ||q1|| − d)2 · ||u− u
′||:
Theorem 2.3. Let
K =
||r||
(1− ||q1|| − d)2 ;
where 0¡d¡ 1− ||q1||. If K ¡ 1 and
||q1|| · ||r||
1− ||q1||
1
1− K 6d;
then s(k) and t(k) converge to s∗ and t∗; respectively. Moreover;
||s∗||6 ||r||
1− ||q1|| − d and ||t
∗||6d:
Proof. From Lemma 2.2, K is the convergence rate of the factoring method. Since
||t(1) − t(0)||= ||t(1)||= ||tˆ (1)||= ||B(q)A(q)−1rˆ||6 ||q1|| · ||rˆ||
1− ||q1|| ;
from the fundamental consequence of the contraction mapping principle (Theorem 2 on p. 27 in
[12]), the sequence {t(k)} converges to the unique %xed point t∗ of the operator  on the closed
ball {||t||6d}. Hence ||t∗||6d, and
||s∗|| = ||sˆ∗||= ||A(q+ t∗)−1rˆ||
6 ||A(q+ t∗)−1|| · ||rˆ||6 ||rˆ||
1− ||q1|| − ||t∗||
6
||rˆ||
1− ||q1|| − d:
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Theorem 2.4. Under the same assumption as in Theorem 2:3; we have
||p(k) − p∗||6 K
k
1− K
||q1|| · ||r||
1− ||q1|| ; (k¿ 1):
Proof. Since p(k) = zm + s(k) and p∗= zm + s∗, we have that
p(k) − p∗= s(k) − s∗:
It follows from (6) that
sˆ (k) − sˆ∗= (A(q+ t(k−1))−1 − A(q+ t∗)−1)rˆ
= (A(q+ t(k−1))−1A(t(k−1) − t∗)A(q+ t∗)−1)rˆ:
Hence,
||sˆ (k) − sˆ∗||6
(
1
1− ||q1|| − d
)2
||tˆ (k−1) − tˆ ∗|| · ||rˆ||=K ||tˆ (k−1) − tˆ ∗||:
Since, for k¿ 1,
||tˆ (k−1) − tˆ ∗||6
∞∑
l=k−1
||tˆ (l) − tˆ (l+1)||
6
∞∑
l=k−1
Kl||tˆ (0) − tˆ (1)||= K
k−1
1− K ||tˆ
(0) − tˆ (1)||;
we have
||tˆ (k−1) − tˆ ∗||6 K
k−1
1− K
||q1|| · ||r||
1− ||q1|| :
This proves the theorem.
Theorem 2.5. If ||q1||6 15 and ||r||6 15 ; then the factoring method converges with convergence rate
K =
||r||
(1− ||q1|| − 3||q1|| · ||r||)2 :
Proof. By Theorem 2.3, the necessary and su/cient condition for the factoring method to converge
is that there exists d¿ 0 such that
d− ||q1|| · ||r||
1− ||q1|| ·
1
1− K ¿ 0 (7)
with
1− ||q1|| − d¿ 0 (8)
and
K =
||r||
(1− ||q1|| − d)2 ¡ 1: (9)
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We show that
d=3||q1|| · ||r|| (10)
satis%es this condition. Since
1− ||q1|| − d=1− ||q1|| − 3||q1|| · ||r||¿ 1− 15 − 3 ·
(
1
5
)2
=
17
25
¿ 0;
condition (8) is valid. From
K =
||r||
(1− ||q1|| − d)2 ¡
1=5
(17=25)2
=
125
289
¡ 1;
we can verify that condition (9) is also valid. By substituting (10) for the left-hand side of (7), it
follows that
||q1|| · ||r||
(
3− 1
(1− ||q1||)(1− K)
)
¿ ||q1|| · ||r||
(
3− 1
(1− 1=5)(1− 125=289)
)
=
523
656
||q1|| · ||r||¿ 0;
which proves the theorem.
3. Improvement of convergence
From Theorems 2.3 and 2.4, the convergence rate K is
K6
||q∗||
(1− ||q1|| − d) · ||s
∗||;
and the error of the approximate factor p(k) is
||p(k) − p∗||6 K
k
1− K
||p∗||||q∗||
1− ||q1|| · ||s
∗|| · ||q∗1 ||:
In this section, we consider some modi%cations to improve the convergence by reducing ||s∗|| and
||q∗1 ||.
Let m+1; m+2; : : : be zeros of q∗(z). Assume that all the zeros of q∗ are located outside the unit
circle. Let
Q∗(z)=
N∏
j=1
(
1− z
m+j
)
;
and let Q∗1 (z)=Q∗(z)− 1. Let V ∗(z) be an analytic function such that
q∗(z)=Q∗(z)V ∗(z)= (1 + Q∗1 (z))(1 + V
∗
1 (z)):
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Then
||q∗1 ||6 ||Q∗1 ||(1 + ||V ∗1 ||) + ||V ∗1 ||: (11)
We consider the case that ||Q∗1 || is dominant in (11).
Let !m+1; : : : ; !m+N be approximations to the zeros m+1; : : : ; m+N , and de%ne the polynomial
Q(z)=
N∏
j=1
(
1− z
!m+j
)
:
We assume that
|j − !j|¡"; m+ 16 j6m+ N
with su/ciently small "¿ 0 and |!j|¿ 1, m+ 16 j6m+ N .
Let
Q˜
∗
(z)=
Q∗(z)
Q(z)
=
N∏
j=1
(
1− (z=m+j)
1− (z=!m+j)
)
:
Since ∣∣∣∣
∣∣∣∣1− (z=m+j)1− (z=!m+j)
∣∣∣∣
∣∣∣∣=
∣∣∣∣
∣∣∣∣1 + m+j − !m+jm+j!m+j
z
1− (z=!m+j)
∣∣∣∣
∣∣∣∣6 1 + 1
"
!− 1 ;
where =min16j6N |m+j| and !=min16j6N |!m+j|, we obtain∣∣∣∣∣∣Q˜∗1
∣∣∣∣∣∣= ∣∣∣∣∣∣Q˜∗ − 1∣∣∣∣∣∣6
(
1 +
"
(!− 1)
)N
− 1
=O("):
Let q˜∗(z)= q∗(z)=Q(z) and q˜∗1(z)= q˜
∗(z)− 1. Then
||q˜∗1 ||= ||q˜∗ − 1||6 ||Q˜
∗
1 ||(1 + ||V ∗1 ||) + ||V ∗1 ||: (12)
Therefore, if " is su/ciently small and ||Q∗1 ||¿ ||V ∗1 ||, then ||q˜∗1 || is smaller than ||q∗1 ||. In this case,
the error of the approximate factor p(k) (k¿ 1) is reduced by applying the factoring method for
f=Q=p∗q˜∗ instead of f=p∗q∗.
Integral methods evaluate approximations for all zeros of f within a given domain. We can use
such approximations to construct Q. When some of m+1; : : : ; n+N form dense clusters, the problem
of %nding all zeros of f in a given domain is ill-conditioned. If each cluster is covered by a
small disk with the radius ", then we can use the center of the cluster that includes m+j as the
approximation !m+j.
Next, we consider a method to reduce ||s∗||. If all the zeros of p∗ are close to each other, and
|j|¡#, j=1; : : : ; m with su/ciently small j, then
s∗=p∗ − zm=
m∏
j=1
(z − j)− zm=−

 m∑
j=1
j

 zm−1 + O(#2):
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Therefore, if we shift the origin to the arithmetic mean of the zeros of p∗, then
m∑
j=1
j =0
and
||s∗||=O(#2):
Information obtained by clustering methods can be also used to %nd such an arithmetic mean of the
zeros of p∗.
4. Validation for an approximate factor
We denote a circular closed region z:={z| |z − c|6d} by z:={c;d} with center c=mid(z) and
radius d= rad(z). For a polynomial p(z)=
∑m
j=0 ajz
j, the notation mid(p) gives the polynomial∑m
j=0 mid(aj)z
j, and the notation rad(p) gives
∑m
j=0 rad(aj)z
j.
In general, we cannot treat the in%nite series that appear in (1) directly. Therefore, we apply the
factoring method for a truncated series. Let
q(z)=
m+n∑
j=m
cjzj−m;
and let
f(z)= r(z) + zmq(z) + zm+n+1h(z): (13)
Since r + zmq is a polynomial,
t(k) =t(k−1); k =1; 2; : : :
are also polynomials of degree n. Let q(k) = q+ t(k).
From (1) and (13), we have
(p(k) − p∗)q(k) + (q(k) − q∗)p∗= s(k)(t(k) − t(k−1))− zm+n+1h:
Let w be a polynomial of degree at most m − 1 such that zm+n+1h − w is divisible by p∗. Let
v=(zm+n+1h− w)=p∗. Then
(p(k) − p∗)q(k) + (q(k) − q∗ + v)p∗= s(k)(t(k) − t(k−1))− w:
Now let p(z) and w(z) be polynomials, the coe/cients of which are circular regions such that
p∗(z)∈ p(z) and w(z)∈w(z), respectively. If polynomials s(k)(z) and t(k)(z) satisfy
s(k)q(k) + t(k)p= s(k)(t(k) − t(k−1))− w;
then, by the inclusion property, we have
p∗ ∈ p(k):=p(k) − s(k):
A method to calculate w and s(k) using circular arithmetic is given in [17].
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5. Numerical examples
In this section, we numerically verify the observations in previous sections. The program was
implemented in Matlab using the INTLAB package [13], which enables us to use interval arithmetic.
The coe/cients cj, j=0; 1; : : : ; m+ n of f(z) and f(z)=Q(z) were evaluated by using the FFT of
size N =64 on the circle with center & and radius '.
We show the results of the methods with some modi%cations referred to as M1; : : : ; M4, that is,
M1: The factoring method applied for f with &=0;
M2: The factoring method applied for f=Q with &=0;
M3: The factoring method applied for f with &=(
∑m
j=1 j)=m;
M4: The factoring method applied for f=Q with &=(
∑m
j=1 j)=m;
Example 1. Let
p∗(z) = z4 + 0:015z3 + (0:015)2z2 + (0:015)3z + (0:015)4
= z4 + 1:5× 10−2z3 + 2:25× 10−4z2 + 3:375× 10−6z + 5:0625× 10−8
and
q∗(z)=
(
1− z
4:01
)(
1− z
6:01
) 5∏
j=1
(
1− z
2j + 2
)
:
We set '=1, p=(z − {0; 0:1})4 and
Q(z)=
(
1− z
4:005
)2 (
1− z
6:005
)2 (
1− z
8:01
)
:
From Table 1, we see that ||r|| was reduced using the geometric mean of the zeros of p∗ as the
center of the series expansion. And ||q1|| was also reduced by using f=Q instead of f. The errors
of approximate factors were improved by these modi%cations.
Table 1
Error of approximate factors (Example 1)
M1 M2 M3 M4
||r|| 1:0× 10−2 1:0× 10−2 7:1× 10−5 6:2× 10−5
||q1|| 1:1 1:8× 10−1 1:1 1:8× 10−1
||p(0) − p∗|| 1:0× 10−2 1:0× 10−2 6:3× 10−5 6:3× 10−5
||p(1) − p∗|| 1:2× 10−4 1:8× 10−5 2:1× 10−9 3:3× 10−11
||p(2) − p∗|| 7:7× 10−7 2:5× 10−8 6:7× 10−14 9:3× 10−17
||p(3) − p∗|| 3:9× 10−9 3:1× 10−11 7:9× 10−17
||p(4) − p∗|| 1:7× 10−11 3:6× 10−14
||p(5) − p∗|| 6:4× 10−14 5:8× 10−17
||p(6) − p∗|| 1:2× 10−15
||p(7) − p∗|| 1:8× 10−16
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Table 2
Error of approximate factors (Example 2)
M1 M2 M3 M4
||r|| 1:8× 10−1 2:0× 10−1 1:0× 10−2 1:0× 10−2
||q1|| 6:5× 10−1 4:7× 10−3 6:9× 10−1 4:7× 10−3
||p(0) − p∗|| 2:0× 10−1 2:0× 10−1 1:0× 10−2 1:0× 10−2
||p(1) − p∗|| 2:5× 10−2 1:9× 10−4 2:4× 10−5 5:5× 10−9
||p(2) − p∗|| 1:7× 10−3 8:9× 10−8 3:1× 10−8 2:3× 10−11
||p(3) − p∗|| 5:8× 10−5 7:8× 10−8 2:0× 10−11 4:3× 10−15
||p(4) − p∗|| 1:1× 10−6 6:7× 10−9 2:1× 10−14 4:1× 10−17
||p(5) − p∗|| 2:8× 10−7 2:8× 10−10 9:8× 10−17
||p(6) − p∗|| 2:0× 10−8 2:7× 10−12
||p(7) − p∗|| 6:7× 10−10 8:9× 10−13
||p(8) − p∗|| 6:5× 10−12 6:9× 10−14
The veri%ed approximation obtained by M4 at k =1 was
p(1)(z) = z4 + 〈0:01500000000000002; 1:9e-12〉z3 + 〈0:00022500000000059; 3:1e-13〉z2
+ 〈0:00000337500000003; 2:1e-14〉z + 〈0:00000005062500000; 5:4e-16〉:
Example 2. Let
p∗(z)= z(z − 0:001)
and
q∗(z)= ez
(
1− z
0:02
)(
1− z
0:021
)(
1− z
0:02i
)(
1− z
0:021i
)
:
We set '=0:005, p=(z − {0; '=2})2 and
Q(z)=
(
1− z
0:0205
)2 (
1− z
0:0205i
)2
:
The results are listed in Table 2. The method M4 which uses the Taylor coe/cients of f=Q at
the arithmetic mean of the zeros of p∗ shows a fast convergence.
Example 3. Let
f(z)= (z − 0:001)2(z − 0:5)2(e2z cos z + z3 − 1− sin z):
Note that f has a simple zero at the origin and a double zero at z=0:001.
We estimated the center of clusters by the clustering method proposed in [11]. The computed
approximations for the zeros of f in the unit circle were given by
0:00019; 0:00131; 0:500000; −0:460714 + 0:625428i; −0:460714− 0:625428i:
724 T. Sakurai, H. Sugiura / Journal of Computational and Applied Mathematics 140 (2002) 713–725
Table 3
Error of approximate factors (Example 3)
M1 M2 M3 M4
||r|| 2:0× 10−2 2:0× 10−2 1:0× 10−3 1:0× 10−3
||q1|| 2:5× 10−1 2:7× 10−3 2:5× 10−1 2:7× 10−3
||p(0) − p∗|| 2:0× 10−2 2:0× 10−2 1:0× 10−3 1:0× 10−3
||p(1) − p∗|| 9:9× 10−5 1:1× 10−6 2:5× 10−7 2:6× 10−9
||p(2) − p∗|| 5:4× 10−7 9:3× 10−9 6:7× 10−11 1:2× 10−12
||p(3) − p∗|| 2:9× 10−9 1:2× 10−11 1:8× 10−14 1:4× 10−16
||p(4) − p∗|| 1:4× 10−11 1:4× 10−14 5:5× 10−17
||p(5) − p∗|| 6:5× 10−14 1:7× 10−16
||p(6) − p∗|| 3:9× 10−16
The corresponding multiplicities were
1; 2; 2; 1; 1;
respectively. We tried to %nd three zeros around the origin. We have taken &=(0:0002+0:001×2)=3
as the approximation for the arithmetic mean of the zeros of p∗.
We set '=0:1, p=(z − {0; '=2})3 and
Q(z)=
(
1− z
0:5
)2(
1− z−0:4607 + 0:6254i
)(
1− z−0:4607− 0:6254i
)
:
The results are listed in Table 3. We see that the shift of the origin and the use of f=Q are also
e/cient.
The veri%ed approximations obtained by M4 at k =1 and 2 were
p(1)(z) = z3 − 〈0:02000000000116087; 2:0e− 9〉z2 + 〈0:00010000000005462; 1:0e− 9〉z
−〈0:00000000000000023; 1:7e− 10〉
and
p(2)(z) = z3 − 〈0:01999999999999961; 4:1e− 11〉z2 + 〈0:00009999999999996; 1:8e− 11〉z
−〈0:00000000000000002; 2:8e− 12〉:
6. Conclusions
In this paper, we analyzed the convergence behavior of the factoring method presented in [17].
Based on these results, we proposed a technique to improve the convergence of the method.
Information of distribution of zeros can be used to improve the convergence. Some quadrature
methods are used to evaluate initial factors of the method, and their results are also useful for
improving the convergence.
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