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ABSTRACT
Successful biological systems adapt to change. Humans, for example, are capa-
ble of continual self-improvement and gain new skills with experience. Similar
online learning characteristics would enable robotic systems to autonomously
improve their capabilities over time. In this thesis, we focus on the problem of
iteratively learning from multivariate time-series; the "raw material" that we use
to make inferences about the future.
We adopt a combined approach: gaining inspiration from biological systems,
in particular recurrent neural networks, and merging these ideas with recent
advances in statistical machine learning. The resulting algorithm — the online
echo-state Gaussian process (OESGP) — learns in an online manner, produces
predictive distributions and attains state-of-the-art results on a variety of bench-
mark problems. We further extend this method to networks of "infinite size"
through a recursive kernel with automatic relevance determination. This allows
for online optimisation of the hyper-parameters through stochastic natural gra-
dient descent, which improves adaptability and alleviates the problem of reser-
voir parameter specification.
Using this online infinite ESGP (OIESGP) as a building block, we address
two challenging problems in robotics: online tactile learning using the iCub hu-
manoid platform and smart mobility assistance on the ARTY smart wheelchair.
For the former, we develop online generative and discriminative classifiers that
learn new objects "on-the-fly" and refine older models with new sensory in-
put. For the latter, we adopt a novel approach by applying imitation learning
to derive assistive policies. We present an OIESGP-based probabilistic mixture
model for learning when and how to appropriately assist, and demonstrate its
effectiveness in simulation and real-world experiments with human subjects.
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INTRODUCT ION
One attribute of successful biological systems is the ability to adaptto changing physical and environmental conditions. This capac-ity can be exhibited by a short life-cycle with rapid mutations,or in the case of the human species, the continuous develop-
ment of skills and knowledge throughout life. To be successful, robotic systems
acting in similarly unconstrained environments will require such online, lifelong-
learning characteristics.
Online 
Learning 
Algorithm
Given Input 
Properties
Desired Output
 Properties
Computational 
Substrate Properties
▪ Finite Computation 
Capability
▪ Finite Storage
▪ Partially-observable
▪ Noisy 
▪ Temporal
▪ Multi-variate 
▪ Irrelevant Inputs
▪ Accurate/Low Errors
▪ Timely Predictions
▪ Timely Training
▪ Uncertainty 
Estimates
Figure 1.1: Robotics problems typically consist of noisy multi-variate data streams from
which we have to extract accurate predictions in a timely (often real-time)
manner. Moreover, we are restricted by limited computation and storage re-
sources, particularly on mobile robots. In this thesis, we aim to address these
issues through a novel combination of echo-state networks and Bayesian on-
line learning.
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1.1 the challenge of online learning for robotic systems
In the robotics domain, this ability to learn online — improve behaviour and ex-
tend capabilities with experience — is prized but at the same time, challenging
to actualise. As illustrated in Fig 1.1, robotic systems have to process inputs with
are not only noisy partial observations of the state, but also temporal and multi-
variate with irrelevant dimensions. From this "raw material", our learners are
expected to produce predictions that are accurate and timely, ideally with un-
certainty estimates to mitigate high-loss scenarios. All this has to be performed
on a computational substrate with finite processing and storage resources.
Our primary task in this thesis is to address these issues, which we under-
take via a combination of online statistical machine-learning and biologically-
inspired recurrent neural networks. As a result, we derive two novel supervised-
learning methods: the Online Finite and Infinite Echo-State Gaussian Processes.
Both methods operate on noisy multi-variate time-series data on a fixed maxi-
mum computational and storage budget to produce high accuracies relative to
state-of-the-art methods. Using our developed algorithm as a "building-block",
we engage in two modern robotics applications: learning objects by touch and
learning assistance by demonstration.
1.2 thesis contributions
The work in this thesis offers the following contributions:
• A combination of a recently-proposed class of RNNs, the echo-state net-
work, with Bayesian online learning. Our approach bridges a statistical
method developed by the machine-learning community and the concept
of reservoirs developed within the computational intelligence community.
This fusion yields the Online Echo-State Gaussian Process (OESGP) [Soh
and Demiris, 2012a], an accurate fixed-budget probabilistic algorithm that
is capable of handling noisy temporal sequences and producing predictive
uncertainties.
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• A recursive kernel with automatic relevance determination (ARD), in ef-
fect, extending the OESGP to reservoirs of infinite size. This obviates the
need to create and maintain an explicit reservoir, resulting in a simpler
and computationally more efficient method that is capable of feature selec-
tion: the Online Infinite Echo State Gaussian Process (OIESGP) [Soh et al.,
2012].
• Efficient, online hyperparameter optimisation (typically neglected in ex-
isting online learning methods) through stochastic natural gradient de-
scent (SNGD). We demonstrate that SNGDmakes the OIESGP more robust
against mis-specification, yielding higher accuracies. When combined with
the aforementioned recursive ARD kernel, it permits a better understand-
ing of the learned system via inspection of the resulting hyperparameters.
• An investigation of generative and discriminative tactile classification us-
ing OIESGP as a base model [Soh et al., 2012]. In contrast to existing work,
our online classifiers are capable of refining existing models of known ob-
jects and creating new models "on-the-fly". Experiments using tactile sen-
sors on the iCub anthropomorphic hand demonstrates that our methods
attain accuracies comparable to highly-optimised offline classifiers.
• A novel approach to the development of assistive policies using the learning-
by-demonstration framework. This work was borne out of our interactions
with children with special-needs and their occupational therapists at a lo-
cal rehabilitation centre. We develop an OIESGP-based mixture model that
addresses the difficult problems of "when" and "how" to assist by observ-
ing an assistant. This approach — Learning Assistance by Demonstration
(LAD) [Soh and Demiris, 2013] — is applied to the problem of helping
wheelchair users navigate their environment and we present experimental
results with human subjects using the ARTY smart wheelchair and paired
haptic controllers.
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Along with the scholarly aspects of this work, we have developed:
• The Online Temporal Learning (OTL) C++ andMatlab Library [Soh, 2012b];
an open-source implementation of OESGP, OIESGP and competing echo-
state methods for the online learning of spatio-temporal data.
• The iCub Grasp Dataset [Soh, 2012a] comprising twenty tactile samples
for nine different objects (and one baseline "none" class with no object)
grasped using the iCub hand: a total of 200 samples. In an effort to encour-
age the development of tactile learning methods, this dataset has been
made freely available on the web.
• The Assistive Robotic Transport for Youngsters (ARTY) [Soh and Demiris,
2012b]; a paediatric robotic wheelchair designed to help young children
safely navigate their environment. ARTY has been successfully tested with
two young children with special needs at the Tadworth Children’s Trust
Rehabilitation Center. ARTY was a national finalist for the 2012 James
Dyson Award.
1.3 roadmap : overview and organisation
This thesis is organised into four major parts comprised of seven chapters and
a final fifth part with supplementary details as appendices (Fig. 1.2):
• PART I: Preliminaries
– Chapter 2 gives background material related to online learning, fo-
cussing on problems in robotics. We review popular online learning
methods (such as Locally Weighted Process Regression and online
Gaussian Processes) and discuss the recent advances made in this
area, as well as current limitations. We then review echo-state net-
works, a recently proposed form of reservoir computing, for learning
temporal signals. These two pillars form the foundation for our meth-
ods, presented in the subsequent chapters.
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Figure 1.2: This roadmap illustrates the overall organisation of this thesis. The boxes in-
dicate the main chapters, linked with the concepts introduced and discussed.
• PART II: Online Spatio-Temporal Machine-Learning Methods
– Chapter 3 presents our first algorithmic contribution: the Online Echo-
State Gaussian Process (OESGP), a non-parametric Bayesian method
for iteratively learning spatio-temporal data. Experiments on a variety
of dynamical system benchmarks demonstrate that OESGP achieves
low errors relative to current online learning methods. We also de-
scribe how the OESGP can be used for real-time recognition of full-
body actions via a generative classifier.
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– Chapter 4 discusses two major extensions to the OESGP. First, we
present the concept of recursive kernels and propose a new recursive
kernel with automatic relevance determination (ARD). Second, we
describe how the hyperparameters of this kernel can be optimised
through SNGD. Extensive experiments on one-step prediction, sys-
tem identification and irrelevant dimension prediction tasks are pre-
sented, showing the OIESGP attains accuracies better than state-of-
the-art methods, particularly on problems with irrelevant dimension.
• PART III: Applications in Robotics
– Chapter 5 presents our first robotics application: learning to classify
objects by touch on the iCub humanoid platform. Compared to ex-
isting methods, our online generative and discriminative classifiers
work directly on the tactile sensor data and do not require the gener-
ation of an extensive feature vector. Experiments reveal our OIESGP
classifiers produce excellent results (achieving perfect accuracy on the
final 20% of our dataset).
– Chapter 6 describes Learning Assistance by Demonstration; a fresh
approach to the complex problem of developing assistive controllers.
We formally define the task of learning an assistive policy by observ-
ing a demonstrator and formulate an online mixture of experts (ME)
model as a solution. Experiments using both a simulated robot and
the ARTY smart wheelchair show that the proposed model learns
quickly to provide contextual assistance, improving driver performance
by 191% after only a single demonstration.
• PART IV: Closing
– Chapter 7 concludes this thesis by summarising our main contribu-
tions and findings, followed by a discussion of outstanding issues.
• PART V: Appendix
– Appendix A presents mathematical formulae used in our derivations.
1.4 mathematical notation 24
– Appendix B presents the derivation of the recursive ARD kernel.
– Appendix C specifies parameters used in our benchmark experiments.
– Appendix D contains supplementary empirical results for benchmark
problems (p-value tables and computational times).
– Appendix E collates confusion tables for the tactile classification.
– Appendix F presents a preliminary LAD experiment with the ARTY
wheelchair and joystick control.
– Appendix G contains supplementary results (raw survey tables) for
the LAD experiments with haptic control.
– Appendix H discusses smart mobility for young children and case-
studies using ARTY with eight able-bodied children and one child
with special-needs.
1.4 mathematical notation
We have attempted to use standard notation throughout the thesis. Unless ex-
plicitly stated, lowercase letters (e.g., x,y, z) represent scalars or random vari-
ables. Vectors are represented by bold letters, e.g., x and matrices by bolded
uppercase letters, X. Vectors are assumed to be column vectors and a super-
script > represents a transposed vector or matrix. As such, x> represents a row
vector. Gradients of a function f with respect to a variable x are denoted by rxf.
Angle brackets with a single argument are averages, e.g., hf(x)iq represents an
average taken with respect to the distribution q. Angle brackets with two argu-
ments hx, yiH represents the inner product between x and y in some space H.
The notation kxk denotes the norm of x.
Part I
PREL IM INAR IES
2
BACKGROUND : ONL INE MACHINE -LEARNING AND
ECHO-STATE NETWORKS
Learning — the extraction of patterns from data — plays an impor-tant role in robotics; it allows robots to develop capabilities andskills from observed input. For example, learning is employed todevelop inverse kinematic controllers when pure theoretical con-
structs fail to capture all necessary complexities (e.g., in [Vijayakumar et al.,
2005]). In robot programming by demonstration, learning algorithms are used
to extract task policies from teacher demonstrations [Argall et al., 2009]. The
field of machine learning has grown substantially over the years and we refer
readers to [Bishop, 2006] and [Murphy, 2012] for comprehensive modern treat-
ments.
This chapter presents an introduction to machine learning for robotics-related
problems, with an emphasis on onlinemethods that adapt models iteratively. As
a guide, we begin with the standard linear model and extend it to non-linear
regression, covering popular algorithms such as Locally Weighted Process Re-
gression (LWPR) [Vijayakumar et al., 2005] and approximated Gaussian process
models [Csató and Opper, 2002; Nguyen-Tuong et al., 2009]. Following this,
we give an overview of echo-state networks [Jaeger, 2001], a class of recurrent
neural networks, for learning temporal or time-series data. Finally, we explore
connections between the presented ideas, laying the groundwork for our contri-
butions presented in the subsequent chapters.
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2.1 online machine learning for robotics
Machine Learning involves the automation of data analysis to detect patterns
and create models, which can be then be used to make predictions and/or de-
cisions [Murphy, 2012]. In this thesis, we will be principally concerned with
supervised learning tasks where the objective is to learn a mapping from given in-
puts x to outputs y (also called "response variables" or "targets") given training
data D = {(xi,yi)}Ni=1. Depending on the nature of y, we can further categorise
our task; if it is real-valued, we are performing regression and if it is categorical,
classification. For example, learning the forward kinematics of a robot arm is a
regression problem — we extract a mapping from joint parameters to the carte-
sian coordinates of the end-effector. In contrast, deciding if an object is a box or
a cup is a classification problem.
For now, let us focus on regression. A straightforward approach — called the
Standard Linear Model — is to assume that the outputs are generated via a
linear combination of the inputs with some additive noise:
y = w>x+ ✏. (2.1)
where the noise is typically assumed Gaussian, ✏ ⇠ N(0, 2n). Here, the objective
is to learn the weightsw that represent the input-output relationship of the data.
This can be achieved by minimising a loss function L, which captures the "cost"
associated with a wrong answer. For example, a commonly used loss function
is the squared-error loss:
L(y, yˆ) = (y- yˆ)2 (2.2)
where yˆ is our predicted output. The ordinary least squares (OLS) solution to
this standard linear model has an analytical solution:
w = (X>X)-1X>y (2.3)
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where X and y are matrices of our inputs and outputs respectively. One draw-
back associated with this solution is the implicit assumption that the dataset D
is fully present to be worked on. In many robotics tasks, D may only be par-
tially accessible or may be too large for our computational or storage resources.
In addition, D may only consist of approximated data obtained via simulations,
which may be poor representatives of real samples [Hagras et al., 2001].
To update models iteratively as more information becomes available, we use
online or incremental methods. Online machine learning methods process data
incrementally, i.e., one sample at a time or in mini-batches. After processing,
the sample can be discarded, freeing up resources for other purposes. Using
our forward kinematics example, online methods enable our robot to learn as it
is actively exploring or "motor-babbling" in the space of joint coordinates. Using
our loss function (2.2), we can learn the weights w using an iterative optimisa-
tion algorithm such as stochastic gradient descent (SGD), which "follows" the
gradient of the cost function iteratively:
wt = wt-1 + ⌘rwL (2.4)
where ⌘ is the learning rate that controls the speed of convergence and rwL is
the gradient of the loss function with respect to w.
Although the Standard Linear Model suffices for simple problems, the as-
sumption of linearity imposed by (2.1) is too naïve for many robotics applica-
tions, resulting in poor model fits and high errors. We can consider two ways
of extending the Standard Linear Model to the non-linear regime: local-model
learning and projection via basis functions. These two approaches can be used
complementarily.
2.1.1 Local Model Learning
The fundamental idea underlying local model learning is simple: although the
function we are trying to model may be globally non-linear, local portions may
be approximately linear. With this notion in mind, we can build a collection of
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Figure 2.1: Local models are composed of a collection of piecewise local linear models
(black lines) to approximate a globally non-linear function (blue line) from
noisy observations (green circles).
piecewise linear models, each associated with a small subset of the space (Fig.
2.1).
Among the assortment of proposed local methods, one of the most widely
used in robotics is locally-weighted process regression (LWPR) [Vijayakumar
et al., 2005]. To make predictions at a test point x, LWPR fuses predictions fˆ =
[fˆk]
M
k=1 from M locally linear models via a weighted combination:
yˆ = w(x)>fˆ (2.5)
where w(x) is a vector of normalised weights representing how much each
model contributes to the final prediction:
w(x) =
"
wk(x)PM
i=1 wi(x)
#M
k=1
(2.6)
These weights play a significant role in LWPR and indicate the "region of valid-
ity" or "receptive field" of each model. Each weighting function is parameterised
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by a distance metric Dk and the model center ck using a Gaussian function (ker-
nel):
wk(x) = exp
✓
-
1
2
(x- ck)>Dk(x- ck)
◆
(2.7)
The individual predictions fˆk are computed using (locally-weighted) Partial
least squares (PLS) regression models. In brief, PLS is a latent (hidden) vari-
able regression method that performs regression along one dimensional orthog-
onal projections. In other words, it projects or maps the predicted and observed
variables onto new "inputs" z, which live in a lower-dimensional space. PLS
generalises Principal Components Analysis (PCA), which includes only infor-
mation from the inputs x, to include the relevancy of y. Each prediction is then
assumed to be a linear combination of these inputs:
fˆk =  
>
k z (2.8)
Learning with LWPR involves iterative estimation of the number of local models
M, the distance metricsDk and the local regression parameters  k. During train-
ing, updates to each local model is weighted by wk. If all the generated weights
are low, wk < wgen for k = 1, . . . ,M, a new model is created with the input
as its center. Learning the distance metric is performed via stochastic gradient
descent on a penalised leave-one-out cross-validation loss function:
L =
1PN
i=1 wi
NX
i=1
wi(yi - yˆi)
2
(1-wiz>i Pzzi)2
+
 
d
dX
i,j=1
D2i,j (2.9)
whereN is the number of training points, d is the dimension on the input and Pz
is the (diagonal) inverse covariance matrix of the projected inputs. In addition,
projection variables related to the PLS regressors are locally updated at each
step (see [Vijayakumar et al., 2005] for details).
In practice, LWPR’s appeal lies in its fast training and prediction times, allow-
ing for real-time inference in high-dimensional spaces, and it has been applied
to a variety of robotics problems, e.g., modelling the inverse dynamics of a 30
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degree-of-freedom (DoF) SARCOS humanoid robot [Vijayakumar et al., 2005]
and for teaching a Sony Aibo robot dog elements of robot soccer [Grollman and
Jenkins, 2008].
2.1.2 Basis Functions for Projections to Feature Spaces
The second method of extending (2.1) is through the use of basis functions
 (x) to project the inputs into a (higher-dimensional) feature space where linear
regression can be performed:
y = w> (x) + ✏. (2.10)
Depending on the application at hand, we are free to choose from a variety of
basis functions. For example, the widely-used polynomial regression is simply
a projection of a scalar x onto the space of powers  (x) = [1, x, x2, x3, . . . ] [Ras-
mussen and Williams, 2006]. Another popular choice is the radial basis function:
 c(x) = exp
✓
-
||x-mc||2
 2c
◆
(2.11)
where mc and  c are pre-set parameters for each basis function c. Though not
described as such, we can see that LWPR uses (adaptive) basis functions as PLS
projects its inputs onto a lower-dimensional space of latent variables.
The attractiveness of using basis functions in this manner is that it allows us
to search for latent function f(x) in a larger space of functions, yet the mechan-
ics of linear regression remain intact and we can follow the same techniques
given earlier in this section. The main difficulty lies in choosing appropriate ba-
sis functions; a problem that is elegantly solved by the Bayesian approach and
Gaussian Processes.
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2.1.3 A Bayesian Treatment
In Bayesian statistics, we assign prior distributions (what we initially believe) to
each parameter of the model. Using an appropriate likelihood function, we update
these priors via Bayes rule to yield a posterior distribution. In short, the likelihood
function conveys the information provided by the observed sample and the pos-
terior distribution finally summarises everything we know about the parameters
after evaluating the evidence.
Within the context of linear regression, let us place a Gaussian prior over
the weights w ⇠ N(0,⌃p); a zero mean normal with positive-definite covariance
matrix ⌃p. From the assumptions encoded in (2.10) and the noise model ✏ ⇠
N(0, 2n), the likelihood is given by:
p(y|X,w) =
NY
i=1
1p
2⇡ n
exp
✓
-
(yi -w> (xi))2
2 2n
◆
. (2.12)
Applying Bayes Theorem,
p(w|D) =
p(D|w)
p(D)
(2.13)
p(w|y,X) =
p(y|X,w)p(w)
p(y|X)
, (2.14)
we arrive at a posterior distribution:
p(w|y,X) ⇠ N
⇣
 -2n A
-1 y,A-1
⌘
(2.15)
where   is matrix of the basis functions evaluated at our N training inputs,
and A =  -2n  >  + ⌃-1p , i.e., a Gaussian distribution with mean  -2n A-1 y
and covariance A-1 [Rasmussen and Williams, 2006; Murphy, 2012]. Using this
posterior, we can make predictions at an unknown test point x⇤:
p(f⇤|x⇤,X, y) ⇠ N(µ⇤, 2⇤) (2.16)
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where
µ⇤ =  -2n  (x⇤)>A-1 y (2.17)
 2⇤ =  (x⇤)>A-1 (x⇤) (2.18)
As we can see from (2.16), the posterior predictive distribution is also Gaussian
with mean and variance given by (2.17) and (2.18) respectively. We can recognise
that (2.17) is a generalisation of the OLS solution (2.3) and we also obtain the
uncertainty or "error bars" around the predicted output. This form, however, is
rather unwieldy since it involves the inversion of a potentially large matrix A
which is of dimension D ⇥D  where D  is the dimension of the feature space.
To help us simplify, let us define the kernel function:
k(x, x 0) = (⌃
1
2
p (x))>(⌃
1
2
p (x 0)) (2.19)
=  (x) · (x 0) (2.20)
and after some algebraic manipulation (See Chapter 2 of [Rasmussen andWilliams,
2006]), we arrive at the alternative but equivalent equations:
µ⇤ = k>⇤ (K+  2nI)-1y (2.21)
 2⇤ = k(x, x⇤)- k>⇤ (K+  2nI)-1k⇤ (2.22)
where k⇤ = [k(x, x⇤)]Ni=1, a vector of kernel evaluations at our input and each
of the N training points, and K = [k(xi, xj)]Ni,j=1 is the Gram matrix of kernel
evaluations between each pair of training inputs.
This form has several features, the most notable being that the basis functions
 (X) have disappeared and been replaced by the kernel function k(x, x 0); this is
informally known as the "kernel trick" [Aizerman et al., 1964; Boser et al., 1992].
Since the basis functions are never explicitly computed, we are free to use basis
functions that project inputs into very large, even infinite, feature spaces, pro-
vided a corresponding kernel function exists. The choice of the kernel implicitly
defines the basis function. But how do we choose a proper kernel? Through the
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Gaussian Process framework, the kernel function has a specific interpretation
that helps guide our choice.
2.1.4 Gaussian Processes
The approach by which we arrived at the formulations above is known as the
"weight-space view". An alternative approach — the "function-space view" —
is to directly place a prior over the space of functions (instead of the weights).
In particular, we use a Gaussian Process (GP) prior: a set of random variables
where any finite subset is jointly Gaussian. A GP is fully specified by its mean
function,
m(x) = E[f(x)] (2.23)
and its kernel or covariance function,
k(x, x 0) = E[(f(x)-m(x))(f(x 0)-m(x 0))].
It is often assumed that m(x) = 0 and we write the GP as:
f(x) ⇠ N(0, k(x, x 0)). (2.24)
Here, we see that the kernel specifies the covariance between random vari-
ables indexed by the inputs, i.e., howmuch two random variables should change
together. In other words, it computes the "similarity" between inputs. For exam-
ple, the popular squared exponential (SE) kernel — also called the Radial Basis
Function (RBF) or Exponentiated Quadratic kernel — has the form:
kSE(x, x 0) = exp
✓
-
||x- x 0||2
2l2
◆
(2.25)
where l is the characteristic length scale (a hyperparameter of the model). As can
be seen from Fig 2.2, kSE is symmetric and smoothly decaying. It is also isotropic,
i.e., invariant to rigid motions (translations and rotations of the entire input
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Figure 2.2: The squared-exponential kernel with three different characteristic length-
scales, l = 1, 2 and 5. As the figure shows, kSE is symmetric and smoothly
decaying. The rate of decay becomes more gradual with increasing l.
space). If we expect our unknown function to have these properties, then kSE
makes for a good choice for our prior covariance function.
To perform inference with GPs, we use the introduced Bayesian machinery:
first, we place a joint GP prior over our latent function values and a single test
point, x⇤:
f, f⇤ ⇠ N
0B@0,
264K+  2nI k⇤
k>⇤ k(x, x⇤)
375
1CA (2.26)
where f = [f(xi)]Ni=1 is a vector of latent function values at the training inputs
and f⇤ is the function value at the test output. Then, we specify our likelihood
function:
p(y|f,X) = N(f, 2nI) (2.27)
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which follows from our assumption of Gaussian noise and captures how likely
the function values are given the observed outputs y. Finally, computing the
posterior and marginalising (integrating) out the latent function values f yields:
p(f⇤|y,X, x⇤) = N(k>⇤ (K+  2nI)-1y , k(x, x⇤)- k>⇤ (K+  2nI)-1k⇤). (2.28)
which is exactly the same as what we derived before, i.e., Equations (2.16), (2.21)
and (2.22). When GP priors are used in this fashion, we are said to be performing
Gaussian Process Regression (GPR). Note that changing the likelihood allows us
to address other learning problems such as classification, without changing the
overall scheme.
It is worth noting that GPs are closely related to another popular kernel learn-
ing method: the Support Vector Machine (SVM) [Cortes and Vapnik, 1995; Vap-
nik, 1995]. Indeed, both are special cases of spline smoothing models [Seeger,
1999], but were developed under different philosophies; the GP has a long his-
tory in probability theory and the SVM was formed under the framework of
statistical learning theory. In brief, the SVM combines the aforementioned ker-
nel trick and a loss function to promote sparsity. This results in a solution based
on a subset of the training data, called the support vectors. Although the SVM
was initially developed for classification, it has been extended to the regression
case by using the epsilon insensitive loss function [Vapnik et al., 1997]. A review
of the relationship between GPs and SVMs (and other machine learning meth-
ods) can be found in Chapter 6 of [Rasmussen and Williams, 2006] and Chapter
15 of [Murphy, 2012].
In contrast to SVMs, GPs provide predictive distributions instead of point
predictions. This feature, along with a solid theoretical foundation and good
empirical results, has spurred a great deal of interest in GPs over the past
decade. In the robotics domain, GPs have been used in a variety of research
work (e.g, for learning inverse dynamics [Chai et al., 2008] and learning-by-
demonstration [Schneider and Ertel, 2010]).
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2.1.5 Online Learning with GPs
In its original formulation, the GP is a poor choice for online learning. The main
problem lies in its unfavourable computational and storage costs; the kernel
matrix K grows quadratically with the number of training points and prediction
requires the inversion of K, which is O(n3). In short, GPs are expensive.
There are two main ways of adapting GPs for sequential learning. Although
in a different context, the first approach is one we have already seen: local mod-
elling. The second approach is through a combination of Bayesian online up-
dates [Opper, 1998; Csató, 2002] and sparsification [Quiñonero Candela and
Rasmussen, 2005]. Both techniques are approximations that make the GP more
amenable to iterative updates and predictions.
2.1.5.1 Local Gaussian Process Approximations
Similar to LWPR, the key idea behind local GPs is to cluster the training samples
into smaller partitions1. Indeed, the Local Gaussian Process (LGP) [Nguyen-
Tuong et al., 2009] bears resemblance to LWPR; if the Gaussian kernel is used,
then the same weighting function (2.7) is applied to combine predictions via
(2.5). Similarly, new models are spawned whenever all weights fail to reach a
predefined threshold wgen.
As we might expect, the major difference is that GPs are used as the local
models instead of PLS regression. Each local model maintains a model center
ck = N-1k
PNk
i=1 xi, the average of the training inputs assigned to this model, the
kernel matrix Kk = [k(xi, xj]
Nk
i,j and its inverse
2. With each incorporated training
point, K-1k can be updated iteratively using the Matrix Inversion Lemma (See
Appendix A.1). This procedure is O(N2k) per update.
The LGP was recently extended in [Schneider and Ertel, 2010] to incorporate
ideas from the Bayesian Committee Machine (BCM) [Tresp, 2000] to provide
1 Note that the primary motivation here is to reduce computational/storage costs and there is no
inherent assumption of local linearity.
2 Alternatively, the Cholesky decomposition of both K and K-1 can be used.
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theoretically-sound predictive distributions. Given M local models, the BCM
predictive distribution is:
E[f⇤] = V[f⇤]
MX
k=1
Vk[f⇤]-1Ek[f⇤] (2.29)
V[f⇤] =
"
-(M- 1)
⌃-1⇤
+
MX
k=1
Vk[f⇤]-1
#-1
(2.30)
where Ek[f⇤] andVk[f⇤] are the predictive means and variances of the individual
models. In words, model predictions are weighted by their associated uncertain-
ties.
In practice, the use of non-linear local models allows LGP to produce more
accurate predictions than LWPR but at a higher computational cost (e.g., for
real-time control of a Barrett WAM robot arm [Nguyen-Tuong et al., 2009]). The
computational complexity of the LGP is dominated by the kernel matrix updates
which areO(N2k). To keepNk from becoming too large, the oldest points or those
contributing the least information can be dropped.
One core difficulty with LGP is related to the parameter wgen, which controls
partitioning of the space. Selecting a proper initial value for wgen is crucial for
the algorithm’s performance. If wgen is too small, too many small, potentially
inaccurate models will be created. On the other hand, if wgen is too large, only a
small number of large models will be generated. Let us now consider the second
approach for reducing GP complexity which does not suffer from this particular
complication.
2.1.5.2 Sparse Online Gaussian Process
The Sparse Online Gaussian Process (SOGP) proposed by by Csató and Opper
[Csató, 2002; Csató and Opper, 2002] is an application of Bayesian Online Learn-
ing to GPs. Recall that in section 2.1.4, we updated the GP prior (2.26) with the
likelihood for a single test point (2.28) to yield a posterior. However, instead
of marginalising out the latent function values (when making a prediction), we
keep the (parameterised) posterior as the prior for the next successive update.
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In the case of regression with Gaussian noise, the posterior is also a GP and
the updates can be repeatedly applied. In the general case however, the posterior
is not update-friendly and we have to resort to "projecting" the posterior onto
the closest GP. Here, "closest" is measured via the Kullback-Leibler divergence,
KL(pˆt||q). In [Csató and Opper, 2002], it was shown that minimising the KL
divergence is equivalent to matching the first two moments of the true posterior
pˆ and GP approximation q. The updates involve the posterior coefficients, a
vector ↵ and a matrix C, which grow with each processed datum.
To control the model’s growth, the number of the data-points retained, termed
the basis vectors (BVs), denoted bi 2 B are limited. Each incoming point is scored
for "novelty" using a scoring function  (xt+1). If the score is below some thresh-
old, ✏ , then an approximate update is performed, which incorporates observa-
tions but does not increase the number of BVs. To limit the maximum size or
capacity of the BV set, it may be necessary to delete a BV. Again, we score each
bi 2 B and remove the lowest scoring BV using a reduced update; this "down-
date" also minimises the KL divergence between the GPs. The computational
costs associated with these updates are on the order of O(s2B) where sB is the
maximum pre-defined size of B. In effect, sB determines the trade-off between
accuracy and computational cost; larger basis vector sets allow the SOGP to
approach the accuracy of the full GP with higher cost per iteration.
2.2 echo state networks
In this section, we consider the special case of regression on time-series and tem-
porally correlated data, i.e., where the output depends not only on the current
observed state of the system, but also past observations. Time-series regression
is particularly relevant for robotics where sensory data is often temporal in na-
ture (e.g., laser scans, sonar readings and tactile feedback). Furthermore, when
the states are partially observable (e.g., in robot localisation or object tracking
with occlusions), optimal predictions and decisions are achieved through con-
sideration of a history of observations and actions.
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Figure 2.3: The Echo-State Network (ESN). In the typical setup, the inputs are fully con-
nected to a randomly-generated neuronal reservoir (obeying the echo-state
property) with a hyperbolic tangent activation function. The outputs are also
fully connected to the reservoir with weights learned via linear regression.
Within the computational intelligence community, recurrent neural networks
(RNNs) represent the standard approach for temporal learning3. Compared
to their cousins, the multi-layer perceptions, RNNs contain feedback connec-
tions that allow them to represent temporal signals. RNNs are universal approx-
imators and theoretically, can represent any open dynamical system [Schäfer
and Zimmermann, 2006]. Multiple RNN variants have emerged over the years;
from biologically-relevant continuous time RNNs (CTRNNs) [Funahashi and
Nakamura, 1993] to long-short-term-memory (LSTM) networks [Hochreiter and
Schmidhuber, 1997], which are well-suited for time-series with long time lags
between events.
Unfortunately, early RNNs were plagued by training difficulties which pre-
sented scaling issues and limited their wide-spread use [Kianifard and Swal-
low, 1996] — RNNs were typically trained by adapting all weights through gra-
dient descent methods such as backpropagation through time (BPTT) [Rumel-
hart et al., 1986; J. and Werbos, 1988] and real-time recurrent learning (RTRL)
[Williams and Zipser, 1989]. These methods were slow to converge (due to van-
ishing gradients), difficult to implement and/or subject to bifurcations.
In recent years, advances in reservoir computing [Jaeger, 2001; Maass et al.,
2002; Lukosevicius and Jaeger, 2009] has rekindled research into RNNs. One
3 Readers wanting a more comprehensive discussion of RNNs are referred to excellent re-
views [Jaeger, 2005; Grossberg, 2013].
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reservoir method, the Echo State Network (ESN) proposed by Jaeger [Jaeger,
2001] (Fig. 2.3), is a novel approach to RNN training and architecture that ad-
dresses all three aforementioned issues. The basic notion is to drive a randomly-
generated fixed RNN (called the reservoir) using the input signal and then derive
the output via some combination of the reservoir units (e.g., using standard lin-
ear regression). In other words, instead of adapting all network weights, only
the output weights are trained. More precisely, the state of the reservoir is updated
during training:
st+1 = (1-  )h(Wst +Wixt+1 +Wbyt) +  st (2.31)
where st is the state of the reservoir units at time t, xt is the input, h(·) is the
activation function, yt is the desired output,W is reservoir weight matrix,Wi is
the input weight matrix, Wb is the output feedback weight matrix, and   is the
leak (or retainment) rate. After training, the update equation becomes:
st+1 = (1-  )h(Wst +Wixt+1 +Wbyˆt) +  st (2.32)
and the predicted outputs yˆt+1 are obtained using:
yˆt+1 = Wo t+1 (2.33)
where Wo is the linear output weight matrix and
 t+1 , [st+1; xt+1] (2.34)
is the augmented reservoir state and input vector4. Surprisingly, this simple
procedure yields excellent results on a range of problems from chaotic time-
series prediction to system identification [Jaeger, 2003].
As one might expect, the structure of reservoirs has a substantial impact on
performance and this has resulted in an abundance of fresh research into opti-
4 This augmentation is not always necessary and it is sometimes sufficient to regress solely on the
reservoir state.
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mising reservoir topology (e.g, [Deng and Zhang, 2007; Rodan and Tino, 2011]).
Arguably, the most important reservoir property is the echo state property [Jaeger,
2001], which asserts that initial conditions will be asymptotically "washed out".
In other words, the impact of the current state and input will gradually diminish
over time. If this property is not present, signals may be amplified, leading to
chaotic behaviour. For hyperbolic tangent activation units, the echo-state prop-
erty is empirically observed to hold if the spectral radius (the largest eigenvalue
of W) is less than one, ⇢ < 1. In practice, this value is manually tuned to match
the given task and memory structure; the closer ⇢ is to 1, the longer temporal
correlations between reservoir states and hence, the memory of the system.
2.2.1 Online Training for ESNs
In the case of offline training, the augmented reservoir states,  , are gathered
and regressed against the desired outputs (e.g., using standard linear regres-
sion introduced in Section 2.1). For online training, this regression can be per-
formed as the reservoir evolves over time via stochastic gradient descent as
demonstrated in [Kountouriotis et al., 2005]; the output weights are updated
iteratively:
Wo,t+1 = Wo,t + ⌘(yt - yˆt)xt (2.35)
where ⌘ is the learning rate. The authors illustrated the SGD-ESN was sufficient
to perform multi-step tracking of a three-dimensional Lorenz system. That said,
convergence performance of the SGD approach is not only heavily dependent
on ⌘ but is also negatively impacted by the eigenvalue spread of the reservoir
cross-correlation matrix [Lukosevicius and Jaeger, 2009].
To enable better convergence, Jaeger proposed using the recursive least squares
(RLS) algorithm [Jaeger, 2003]. Briefly, RLS is an adaptive filter which finds the
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output weights that minimise the least squares error function. In its basic form,
RLS (applied to the ESN) consists of the following iterative updates:
#t+1 = yt+1 - 
>
t+1wo,t
gt+1 = Pt t+1( + >t+1Pt t+1)
-1
Pt+1 =  -1Pt - gt+1 >t+1 
-1Pt
wo,t+1 = wo,t + #tgt+1 (2.36)
where wo,t is a row of the output weights matrix at time t and   is the forgetting
factor. At t = 0, wo,0 = 0 and P0 =  -1I where   is user-defined. From the
equations, readers may recognise RLS as a special-case of the popular Kalman
filter. Using the RLS-ESN, Jaeger demonstrated online adaptation of the ESN for
a system identification task — a tenth-order Non-linear auto-regressive moving
average (NARMA) problem. In general, the RLS-ESN exhibits fast convergence
but is subject to numerical instability5 and is more computationally expensive
compared to SGD; each RLS update is on the order of O(N2 ) where N is
length of  .
In this thesis, we expand upon this body of work and contribute a novel on-
line training method for ESNs through Bayesian online learning, specifically
the SOGP. In fact, the SOGP is intimately connected with the Kernel Recur-
sive Least Squares (KRLS) and its more recent variants [Van Vaerenbergh et al.,
2012; Engel et al., 2004]. KRLS is a kernelised RLS filter with a sparse dictio-
nary (BV set) and is a popular method within the signal processing community.
Indeed, both KRLS and SOGP give identical mean predictions if parameterised
accordingly [Van Vaerenbergh et al., 2012]. However, the SOGP has an under-
lying probabilistic foundation and offers predictive distributions conveying un-
certainty. Let us now close off this chapter by summarising the ideas introduced
and examining connections that will pave the way towards our contributions.
5 As discussed in [Jaeger, 2003], numerical instability can be partially resolved using noise inser-
tion.
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2.3 summary, connections and moving ahead
In this chapter, we presented a review of machine-learning methods for regres-
sion in online settings, focussing in on three state-of-the-art methods: LWPR,
LGP and SOGP. We then gave an overview of echo-state networks, which have
emerged as surprisingly accurate and computationally efficient models for tem-
poral prediction tasks.
From our discussion above and taking up ideas in Section 2.1.2, the echo-state
network can be viewed as a basis function that operates on time-series instead
of single data points. From this perspective, we see that the ESN architecture
can be combined with any of the aforementioned online regressors to yield a
temporal learner that may be more accurate than RLS and more importantly,
capable of producing confidence estimates. The question then is which method
is likely to work well?
Comparisons between the LWPR, LGP and SOGP reveal that the GPs tend
to attain better accuracy but are slower [Grollman and Jenkins, 2008; Nguyen-
Tuong et al., 2009; Xiao and Eckert, 2013]. Of the three, SOGP is a fixed-budget
algorithm: it is possible to limit and ascertain the maximum computation time
and storage requirements through sB. In contrast, LWPR and LGP may grow
models indefinitely, causing slowdowns. For example, in a learning by demon-
stration experiment with LWPR, "as more data was generated by the user to
further teach the task, the increasing processing time per point became a prob-
lem" such that "interaction became impractical" [Grollman and Jenkins, 2008].
Empirically, it remains to be seen whether SOGP or LPR is the more accurate
model. Although it was reported in [Nguyen-Tuong et al., 2009] that LGP out-
performed the SOGP on three inverse dynamics tasks, a more recent study [Xiao
and Eckert, 2013] comparing the two methods (alongside other online algo-
rithms) showed that the SOGP obtained better scores across six large datasets
including the SARCOS robot-arm dataset. As is usually the case, algorithm ac-
curacy is likely task-dependent. On the one hand, LGP may better model local
details that may not be well captured by a small BV set. On the other hand,
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SOGP is a "global" model and is not susceptible to the problems associated with
partitioning the space.
As we are firmly within the robotics domain, bounded computational and
storage costs are a priority; trackers and controllers are often expected to operate
at a specified frequency. Also, intuitively, SOGP is the more elemental model —
one may naturally envisage a collection of local SOGP models, but the reverse
is not evident6. These aspects, along with the positive accuracy scores, made it
an appealing choice as a "base model" on which to build our contributions. In
Chapter 3, we will undertake a closer examination of the SOGP as we combine
it with the ESN to yield a novel online temporal learner.
6 Mixture models are further discussed in Chapter 6.
Part II
ONL INE SPAT IO -TEMPORAL
MACHINE -LEARNING METHODS
In the next two chapters, we present our online machine-learning
methods for learning temporal multi-variate data streams. In Chap-
ter 3, we apply Bayesian online-learning to the echo-state network
and develop the Online Echo-State Gaussian Process (OESGP). In
Chapter 4, we extend the reservoirs to infinite size and propose a
novel recursive kernel with feature relevance determination. When
combined with the online GP and stochastic natural gradient descent,
this approach yields an adaptive method we term the Online Infi-
nite Echo-State Gaussian Process (OIESGP). Both chapters present
extensive numerical results on benchmarks evaluating the proposed
algorithms against state-of-the-art methods.
3
ONL INE ECHO-STATE GAUSS IAN PROCESS
This chapter presents the Online Echo-State Gaussian Process (OESGP)[Soh and Demiris, 2012a], a non-parametric iterative temporal learner(illustrated in Fig. 3.1). Unlike current online ESNs trained usingRLS [Jaeger, 2003] and SGD [Kountouriotis et al., 2005], our Bayesian-
based formulation gives predictive distributions (confidence estimates) instead
of point-predictions. Uncertainty estimates are relevant in real-time decision
making to compute probable outcomes and also in active-learning [Kapoor et al.,
2007] where data is scarce or expensive to obtain. Moreover, the use of kernels
allows for non-linear mappings between reservoir states and desired outputs,
permitting greater flexibility in modelling and adapting to dynamical systems.
One can view the OESGP as an extension of the recently-proposed echo state
Gaussian process (ESGP) [Chatzis and Demiris, 2011] to online learning scenar-
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Figure 3.1: The Online Echo State Gaussian Process which learns online from temporal
sequences and produces predictive distributions.
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ios. The ESGP has high O(n3) computational complexity, making it too expen-
sive for real-time robotics applications. To reduce computational and storage
costs, OESGP stores only "informative" or "novel" neural states; non-novel states
are absorbed but do not increase model size. By using online sparse approxima-
tions for GPs [Csató and Opper, 2002], we enable fast iterative learning and pre-
diction given large amounts of sequential data. As we will show, OESGP’s com-
putational cost can be controlled by limiting the number of stored neural states.
Comparing the OESGP to existing online regression algorithms (e.g., LWPR [Vi-
jayakumar et al., 2005] and KRLS [Engel et al., 2004]), our ESN-based method
takes into account temporal dependencies via the constructed reservoir.
The remainder of this chapter are organised as follows. The next section
presents the ESGP as a starting point for our work. In Section 3.2, we describe
the OESGP, in particular the sparsification techniques employed. Experimental
results on benchmark datasets are given in Section 3.3. Section 3.4 discusses the
trade-off between computational cost and accuracy. We then present in Section
3.5 an application of the OESGP towards online generative classification of full-
body actions. Finally, we conclude this chapter in Section 3.6 with a summary
and outstanding issues as a prelude to the next chapter on the online infinite
echo state GP.
3.1 the echo state gaussian process
The ESGP proposed by Chatzis and Demiris [Chatzis and Demiris, 2011] is
a Bayesian formulation of the standard echo-state network. Recall from (2.33)
that each echo state output is produced by multiplying a row from the readout
matrix Wo and  (the augmented network-state and input vector). Using the
Bayesian formalism discussed in Chapter 2 and placing a Gaussian prior over
each row of weights, wj ⇠ N(0, I), we can derive that the distributions of the
ESN outputs yield a GP for each output:
[fj,t]
tT
t=t1
⇠ N(0,Kr) (3.1)
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where Kr = [kr( i, j)]
tT
i,j=t1 and kr( i, j) is the chosen reservoir kernel function.
Based on the above formulation, we observe that the ESGP uses a covariance
function which is a kernel function on the ESN state, thus capturing temporal
relationships between sequential observations [Chatzis and Demiris, 2011].
Intuitively, one can consider the ESGP as an echo state network where training
is performed with GPR instead of linear regression. In fact, the ESGP is a gener-
alisation of ESNs trained via linear and ridge regression; the mean-prediction of
the ESGP with a linear kernel is identical to the one produced by a ESN trained
using ridge-regression. Under the Bayesian framework, the ESGP provides a
predictive distribution instead of a point prediction. In [Chatzis and Demiris,
2011], the authors found the ESGP to be highly effective on a variety of bench-
mark and real-world tasks, achieving high accuracies with a reasonable increase
in training cost.
Turning our attention to online learning, one can consider a direct applica-
tion of the ESGP by "growing" the kernel matrix as new samples are processed.
However, two major issues make this approach infeasible in practice. First, the
ESGP incurs a high computational cost; recall that the matrix inversion needed
in the predictions are O(n3) for a n⇥ n kernel matrix. This is likely too slow
for real-time applications. Second, Kr, will grow quadratically and unbounded,
thereby straining both storage and computational resources.
3.2 the online echo state gaussian process
The online learning approach we use is based on the SOGP [Csató, 2002; Csató
and Opper, 2002] and we closely follow their treatment. Although other sparse
representations of GPs exist (see [Quiñonero Candela and Rasmussen, 2005]
for a comprehensive review), they generally require that the entire dataset is
available during training, making them inappropriate for online learning.
As a guide, we first discuss how to perform successive updates to the ESGP
as new data points arrive. Then, we address the unbounded storage problem by
keeping only "novel" reservoir states up to some maximum capacity. The latter
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is based on minimising the Kullback-Leibler (KL) divergence between exact up-
dates (the model grows) and sparse updates (the model size remains the same);
in short, we minimise the "distance" between the full and approximated GPs.
3.2.1 Bayesian Online Learning and the Projected Process Approximation
Taking the first problem, let us denote xt+1 as the input into the reservoir, yt+1
as the observed output signal, st+1 as the updated reservoir state and  t+1 ,
[st+1; xt+1]. Our goal is to incrementally update the ESGP given (xt+1,yt+1). Ap-
plying Bayesian online learning for regular GPs [Opper, 1998; Csató and Opper,
2002] to our specific case, our approach consists of two basic steps:
1. Update the ESN state using (2.31) to derive the new composite state  t+1.
2. Update the model posterior given ( t+1,yt+1) and project the posterior
onto the closest GP.
While step 1 is easily achieved, step 2 deserves more discussion. Let us assume
we have an ESGP at time t. We incorporate a new datapoint into the ESGP by
performing a Bayesian update to yield a posterior:
pˆ(f|yt+1) =
P(yt+1|f( t+1))pt(f)
hP(yt+1|f( t+1))pt(f)it
. (3.2)
where we have neglected conditioning on the inputs for notational simplicity. In
the case of GP regression, this update is exact. In the general case however, the
update cannot be applied repeatedly since it yields a posterior process that is
typically non-Gaussian with intractable integrals. One way to get around this is
to employ an approximation and project the process onto the closest GP where
"closest" is measured via the Kullback-Leibler divergence, KL(pˆt||q), and q is our
desired approximation. Minimising the KL divergence is equivalent to matching
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the first two moments of pˆ and q [Csató and Opper, 2002]. The update equations
in their "natural parameterisation" forms are given by1:
mt( ) = ↵
T
t kr( ) (3.3)
kt( , 0) = kr( , 0) + kr( )TCtkr( 0) (3.4)
where the vector ↵ and matrix C are updated using:
↵t+1 = ↵t + b1(Ctkr,t+1 + et+1) (3.5)
Ct+1 = Ct + b2(Ctkr,t+1 + et+1)(Ctkr,t+1 + et+1)T (3.6)
where kr,t+1 = [kr( 1, t+1), ...,kr( t, t+1)], et+1 is the t+ 1th unit vector and
the scalar coefficients b1 and b2 are given by:
b1 = @ft+1lnhP(yt+1|f( t+1))it (3.7)
b2 = @
2
ft+1
lnhP(yt+1|f( t+1))it (3.8)
In the case of regression with Gaussian noise, we have:
b1 = (yt+1 - µt+1)/ 
2
t+1 (3.9)
b2 = -1.0/ 2t+1 (3.10)
where µt+1 and  2t+1 are the predicted mean and variance at time t+ 1. Note
that b2 does not depend on the outputs yt+1 so, only a single matrix C needs
to be updated regardless of the output dimensionality (if the same basis vectors
are used for each output). However, using the same C in a multi-dimensional
setting has implications for BV deletion (discussed in the next section). Fur-
thermore, the computational cost savings should be weighed against potential
accuracy loss, particularly in situations where the input-output relationship for
each dimension is better modelled using a different BV set (e.g., the outputs
have different time-scales).
1 These follow naturally from the update equations given in [Csató and Opper, 2002].
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3.2.2 Maintaining Sparsity
Although the "full update" equations (3.3)-(3.4) allow us to update the ESGP
sequentially, ↵ and C increase with the number of processed samples. The core
concept in constraining model growth is to limit the number of the reservoir
states retained (called the basis vectors (BV), b 2 B) using a scoring function
that computes the "novelty" of the state  t+1. Two basic steps are involved in
maintaining the sparsity:
1. Compute the score of  t+1 and if the score is higher than some threshold,
perform an update using (3.3)-(3.4).
2. Maintain the size of B by removing the lowest scoring BV if |B| exceeds
some predefined capacity.
The scoring function proposed in [Csató, 2002; Csató and Opper, 2002] is the
reconstruction/projection error using the existing BV set:
 ( t+1) = kr( t+1, t+1)- kTB,t+1K
-1
B,tkB,t+1 (3.11)
where kB,t+1 = [kr(bi, t+1)]bi2B and K
-1
B,t = [kr(bi,bj)]bi,bj2B. If  ( t+1) is
below some constant threshold, ✏  (10-5 in our work), then we do not perform
the full update. Instead, we perform an approximate update using (3.5) and (3.6)
with the only change being that we use:
eˆt+1 = K-1B,tkr,t+1 (3.12)
instead of the unit vector et+1. This update does not increase the size B but
does absorb states which are not included. This operation may appear expen-
sive since it involves computing the inverse of KB. However, this inversion can
be performed iteratively using the Sherman-Morrison formula (Eq. A.4), i.e.,
K-1B,t+1 = K
-1
B,t +  
-1
t+1(eˆt+1 - et+1)(eˆt+1 - et+1)
T.
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Since we also limit the maximum size (capacity) of B, it may be necessary to
delete a basis vector. Assume that we have just added a new BV. We then score
each bi 2 B using the scoring function:
✏i =
|↵t+1(i)|
K-1B,t+1(i, i) +Ct+1(i, i)
(3.13)
and remove the lowest scoring BV using a reduced update of our model. Note
that this score is truncated loss (measured in KL-distance) between the approx-
imated and updated GPs. For multi-dimensional outputs, we may combine the
scores by computing the Euclidean norm or the maximum. In this work, we have
opted for the former and preliminary experiments did not reveal substantial dif-
ferences between the two techniques. Suppose we wish to remove the jth BV. Let
us define ↵ 0 as the vector ↵t+1 with the element ↵⇤ = ↵t+1(j) removed. We de-
fine C 0 as the matrix Ct+1 without the jth row and column and c⇤ = Ct+1(j, j).
The column vector c⇤ is the jth row without c⇤. Let Q = K-1B,t+1 and Q
0, q⇤, q⇤ be
similarly defined as for C. Then, our reduced update equations are given by:
↵ˆt+1 = ↵
0 -↵⇤
q⇤
q⇤
(3.14)
Cˆt+1 = C 0 + c⇤
q⇤q⇤>
q⇤2
-
1
q⇤
⇣
q⇤c⇤> + c⇤q⇤>
⌘
(3.15)
Qˆt+1 = Q 0 -
q⇤q⇤>
q⇤
(3.16)
This completes our discussion of the main aspects of the sparse approximation.
3.2.3 Training Summary and Making Predictions
To summarise, training the OESGP consists of four basic steps:
1. Update the ESN state using (2.31) to derive the new composite state  t+1.
2. Compute the score of  t+1 using (3.11).
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Problem Reservoir Spectral Connectivity SGD-ESN RLS-ESN OESGP
size radius ⌘ ( , ) (l2, )
Mackey-Glass 100 0.99 0.1 0.05 (10-8, 0.99999) (20, 0.005)
Henon 100 0.90 0.1 0.01 (10-9, 0.999) (10, 0.1)
Laser 100 0.90 0.1 0.05 (10-9, 0.999999) (20, 0.002)
Ikeda 200 0.90 0.1 0.001 (10-8, 0.999999) (10, 0.001)
Lorenz 100 0.99 0.2 0.05 (10-1, 0.999999) (10, 0.05)
NP1 50 0.90 0.1 0.01 (10-3, 0.999) (4, 0.0001)
NP2 100 0.90 0.1 0.01 (10-3, 0.99999) (2, 0.1)
Table 3.1: ESN and algorithm parameters for the problems considered in this study.
3. Perform a full update using (3.3)-(3.4) if the score is higher than a pre-
defined threshold ✏ . Otherwise, perform an approximate update by sub-
stituting et+1 with eˆt+1 (3.12).
4. Maintain the size of B by removing the lowest scoring BV using (3.14)-
(3.16) if |B| exceeds some predefined capacity.
Making predictions with the OESGP is straightforward with the mean of the
predictive distribution given by:
µ⇤ = kB,t( ⇤)>↵t (3.17)
and variance:
 2⇤ = kr( ⇤, ⇤) + kB,t( ⇤)>CtkB,t( ⇤) (3.18)
Conceptually, our method can be seen as an online, iterative version of the ESGP
using the sparse approximations developed by Csató and Opper [Csató and Op-
per, 2002; Csató, 2002]. Compared to ESGP, our variant has a lower computa-
tional complexity of O(s2B +N sB +N
2
 ) time where sB is the maximum BV
set size, typically chosen based on available computational resources. The first
two terms result from the GP update and the third term is due to the reservoir
update.
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Problem Equations Parameters
Mackey-Glass y(t+ 1) = y(t)+  
⇣
0.2 y(t-⌧ )
1+y(t-⌧)10
- 0.1y(t)
⌘
  = 0.1,⌧ = 17
Henon z(t+ 1) = 1-az(t)2+ z(t) a = 1.4,b = 0.3
y(t+ 1) = bz(t) z(0) = 0
Ikeda z(t+ 1) = a+ rz(t) exp
⇣
i( - p
(1+|z(t)|)2
)
⌘
a = 1, r = 0.9,  = 6
y(t+ 1) = [<z(t),=z(t)] z(0) = 0
Lorenz dxdt = - (x-y),
dy
dt = -⇢x-y-xz   = 10,⇢ = 28,  = 8/3
dz
dt = -xy- z x0 = 5,y0 = 5,
z0 = 20,dt = 0.1
NP1 d(t) = (0.8- 0.5 exp (-d(t- 1)2)d(t- 1)- ✏1 ⇠N(0,0.1)
(0.3+ 0.9 exp (-d(t- 1)2)d(t- 2)+ 0.1 sin(d(t- 1)⇡) d(0) = d(1) = 0.1
y(t) = d(t)+✏1
NP2 v(t) = 1.1 exp (-|v(t- 1)|)+u(t) u(t) ⇠N(0,0.25),
d(t) = v(t)2,y(t) = d(t)+✏2 ✏2 ⇠N(0,1.0)
v(0) = 0.5
Table 3.2: Governing equations and parameterisations for the benchmark problems
used in our experiments.
3.3 empirical results
In this section, we report on experiments designed to investigate the perfor-
mance of OESGP, relative to the other online ESNs (SGD-ESN and RLS-ESN)
and state-of-the-art online regression algorithms (e.g., LWPR).
3.3.1 Implementation and Setup
Our OESGP was implemented in MATLAB and in C++ using the Eigen li-
brary [Guennebaud et al., 2010] and is available online [Soh, 2012b]. The LWPR
results were obtained using the lwpr library with MATLAB bindings [Vijayaku-
mar et al., 2012]. Runs were conducted on a 2.8Ghz Intel Core i7 processor, with
each run repeated 30 times. All online ESNs were initialised so that the same
reservoir was used for a given sequence.
For RLS and SGD parameters, we used a grid search on a subset of the data
(5000 samples) and selected the parameters with the lowest RMSE (on the last
20% of the sequence averaged over 10 independent runs). LWPR parameters
were set to recommended defaults with adaptation enabled [Klanke and Vi-
jayakumar, 2008]. For OESGP, we used the squared-exponential kernel and var-
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Figure 3.2: NAE convergence profiles during training on the Henon dataset (averaged
across 30 runs and smoothed).
ied capacities, sB = 50, 100 and 500. Complete parameter listings for the under-
lying ESNs and algorithms for each problem are given in Table 3.1.
3.3.2 One-Step Prediction on Benchmark Problems
We begin by presenting empirical results for the classic one-step prediction task
on well-known benchmark problems, i.e., the Mackey-Glass, Henon, Lorenz and
Ikeda dynamical systems, along with the Sante-Fe Institute (SFI) laser compe-
tition dataset [Weigend, 1993]. Note that the Mackey-Glass, Ikeda, and Lorenz
datasets were treated with the tangent hyperbolic transform, as in [Chatzis and
Demiris, 2011]. In addition to these "clean" sequences, we include two systems
with noisy observations, NP1 and NP2 [Richard et al., 2009]. For NP1, the inputs
consisted of the pair (yt-1,yt) (consistent with [Richard et al., 2009] though not
strictly necessary for the ESNs). We used standard equations for the dynamical
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Figure 3.3: The first 800-steps (noise-free) for each benchmark dynamical system used in
the experiments. The Mackey-Glass, Henon, Laser, Ikeda, Lorenz and NP1
are one-step prediction problems. NP2 is a system identification problem
where the inputs and outputs are not from the same sequence.
systems (shown in Tbl. 3.2) and our scripts2 for generating the sequences are
available for download [Soh, 2012b]. Sample time-series (the first 800 steps) for
each benchmark problem are shown in Figure 3.3.
Each problem consisted of sequences of 105 samples where training was per-
formed for only half the sequence (predictions were still carried out during train-
ing), after which the algorithms were expected to produce predictions given
inputs but without any future training. Given the true noise-free output, dt,
2 Our scripts made use of code by Eric Wen [Wen, 2011].
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methods were compared using two error functions computed on the final 50%
of the sequence, i.e., the mean normalised absolute error,
MNAE = (sTe)-1
TsX
t=ts
q
(dt - yˆt)2 (3.19)
and the root-mean-square prediction error,
RMSE = T-1e
TsX
t=ts
q
(dt - yˆt)2 (3.20)
where yˆt is the predicted output at time t, ts = 5001, Ts = 10000, s2 is the
empirical variance of the desired target signal and Te is the length of the test-
ing sequence. Comparisons were made using the average scores. For multi-
dimensional outputs, we averaged the scores over all outputs. Statistical sig-
nificance between the error distributions generated by the online ESNs were
tested using the Wilcoxon signed-rank test.
A summary of our results are shown in Table 3.3. In general, we observed that
OESGP (with 100 or 500 BVs) performed remarkably well, achieving the lowest
MNAE scores for all the benchmark problems (results statistically significant
at p < 0.0001). Compared to RLS-ESN, OESGP500 attains MNAE and RMSE
scores that are up to 90% lower. In addition, the training error profiles showed
that the convergence rate for OESGP was fast relative to the other algorithms;
for example, on the Henon problem (see Fig. 3.2), a log-log fit gave a steeper
slope (rate) of -0.53 for OESGP and -0.39 for RLS-ESN. Among the online ESNs,
SGD-ESN obtained the worst error scores, evidently hampered by its inability
to converge to proper weights. LWPR did not fare much better for many of the
problems since it did not take into account temporal relationships.
Figure 3.4 summarises the mean iteration times where we observed a consis-
tent pattern where SGD-ESN was the fastest method followed by LWPR, then
RLS-ESN and finally OESGP. This was not surprising because training and pre-
dictions (at the pre-set reservoir size of 100 for most problems) are more ex-
pensive for OESGP compared to O(N2 ) for RLS-ESN and O(N ) for SGD-ESN.
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Problem LWPR SGD-ESN RLS-ESN OESGP50 OESGP100 OESGP500
Mackey- 0.1232 (0.0008) 0.1181 (0.0718) 0.0155 (0.0471) 0.0127 (0.0021) 0.0050 (0.0004) 0.0038 (0.0005)
Glass 0.0314 (0.0000) 0.0350 (0.0222) 0.0043 (0.0130) 0.0035 (0.0007) 0.0014 (0.0001) 0.0011 (0.0001)
Henon 0.2317 0.7306 (0.0380) 0.0145 (0.0035) 0.0144 (0.0014) 0.0049 (0.0004) 0.0033 (0.0001)
0.2046 0.6064 (0.0306) 0.0135 (0.0032) 0.0143 (0.0013) 0.0055 (0.0003) 0.0039 (0.0001)
Laser 0.6456 0.3953 (0.0307) 0.0541 (0.0020) 0.4538 (0.0761) 0.2024 (0.0455) 0.0392 (0.0045)
0.1458 0.1075 (0.0062) 0.0198 (0.0011) 0.1208 (0.0254) 0.0569 (0.0117) 0.0210 (0.0017)
Ikeda 0.1517 0.9311 (0.0358) 0.1951 (0.0083) 0.4463 (0.0598) 0.2051 (0.0508) 0.0233 (0.0040)
0.0832 0.5039 (0.0218) 0.1177 (0.0048) 0.3049 (0.0631) 0.1418 (0.0501) 0.0253 (0.0047)
Lorenz 0.3712 0.8230 (0.0301) 0.5997 (0.0820) 0.1066 (0.0414) 0.0581 (0.0062) 0.0582 (0.0067)
0.0494 0.1118 (0.0040) 0.0808 (0.0120) 0.0182 (0.0049) 0.0133 (0.0012) 0.0133 (0.0013)
NP1 0.0859 (0.0016) 0.2888 (0.0658) 0.0580 (0.0023) 0.1308 (0.0189) 0.0596 (0.0018) 0.0528 (0.0009)
0.0910 (0.0013) 0.2502 (0.0497) 0.0572 (0.0019) 0.1451 (0.0264) 0.0589 (0.0016) 0.0533 (0.0013)
NP2 0.4742 (0.0110) 0.9586 (0.3606) 0.8940 (0.4376) 0.1348 (0.0118) 0.1325 (0.0139) 0.1354 (0.0117)
0.2598 (0.0027) 0.4580 (0.1437) 0.3950 (0.1667) 0.0804 (0.0052) 0.0797 (0.0056) 0.0807 (0.0053)
Table 3.3: MNAE (top) and RMSE (bottom) scores for the one-step prediction task on
benchmark and noisy problems. Standard deviations are shown in brackets
and lowest error scores are in bold.
NORMA KNLMS SSP KRLS OESGP50 OESGP100 OESGP500
NP1 0.1051 0.0197 0.0184 0.0173 0.0408 (0.0150) 0.0065 (0.0004) 0.0053 (0.0003)
NP2 0.56 0.20 0.21 0.17 0.0233 (0.0112) 0.0229 (0.0110) 0.0236 (0.0114)
Table 3.4: NMSE scores for the one-step prediction task on noisy problems NP1 and
NP2. Lowest error scores are in bold.
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LWPR, being a local method, also has favourable computational costs. That said,
even when using only 50 BVs, OESGP achieves better scores compared to the
other algorithms for the Mackey-Glass, Henon, Lorenz and NP2 problems. At
this level of sparsity, each iteration remains reasonably fast at ⇡ 10-3 s while
achieving better accuracy and providing uncertainty values.
Focussing on the noisy problems NP1 and NP2, we observed that OESGP per-
forms marginally better than RLS-ESN on the NP1 problem and significantly
better than all other algorithms on the NP2 problem. To compare OESGP against
recently published results demonstrating the performance of state-of-the-art on-
line methods (KNLMS [Richard et al., 2009], KRLS [Engel et al., 2004], NORMA
[Kivinen et al., 2004] and sparse sequential projection (SSP) [Kadirkamanathan
and Niranjan, 1993] ), we computed the normalised mean-square prediction er-
ror,
NMSE =
TsX
t=ts
(dt - yˆt)
2/
TsX
t=ts
d2t (3.21)
over the testing portion (from sample 5001 onwards). Our error scores along
with results reproduced from [Richard et al., 2009] are shown in Table 3.4. We
observed that OESGP’s scores are an improvement of almost an order of magni-
tude over the published results.
3.4 discussion
Our experimental results demonstrate that the OESGP surpasses the other on-
line methods in terms of lower error scores on the test problems, but this was
generally achieved with a higher computational cost. This was not entirely sur-
prising since OESGP produces variances which require additional computation
time and is a global (sparse) method compared to LWPR, which uses smaller
local models. In this section, we discuss how OESGP’s computational cost can
be controlled by limiting the maximum size of the BV set and how this affects
the error through a comparison to the full ESGP and with large reservoirs.
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Figure 3.5: Compared to the full ESGP, our online method produces RMSE scores are
higher, but at a significantly lower computational cost. This allows our
method to be used in scenarios impossible for the full GP to address given
current processing capabilities.
3.4.1 Comparison to the Full ESGP
For this comparison, we focus on the Mackey-Glass series with increasing se-
quence lengths N = 1000, 5000, 10000, 20000 time-steps. Both the offline and
online algorithms were initialised with the same hyperparameters (l = 20,  n =
0.005) and used the same reservoir. We trained the methods with the first 50% of
the sequence and tested on the remaining half. As quantitative metrics, we com-
puted the RMSE scores (over the testing sequence) and the total computational
time (training and testing)3.
Results obtained over fifteen independent runs are shown in Fig. 3.5. For this
dataset, the additional error incurred by the online approach is relatively small:
a RMSE difference of ⇡ 0.5⇥ 10-3. The computational gains, on the other hand,
are significant for the long sequences. At 20,000 time-steps, the OESGP with (a
maximum of) 500 BVs took 25s; a quarter of the total time taken by the full
ESGP4. Since the growth is linear in the total number of time-steps (constant per
3 To ensure that computational times were comparable, both algorithms we implemented in MAT-
LAB. The full ESGP utilised the GPML toolbox [Rasmussen and Williams, 2006].
4 Even though the maximum BV set size was 500, the model only accumulated ⇡ 120 BVs. As
such, the difference in computational time between the 50 and 500 BV OESGP was small.
3.4 discussion 62
RLS-ESN
RLS-ESN
RMSE: 0.0052
Ite
ra
tio
n 
tim
e
(lo
g 
se
cs
)
10−4
10−3
10−2
RM
SE
(lo
g)
0.01
Basis Vector Set Size
10 100 1000
(a) Mackey-Glass (1D, 100 neurons)
RLS-ESN
RLS-ESN
RMSE: 0.0145
Ite
ra
tio
n 
tim
e
(lo
g 
se
cs
)
0.001
0.01
RM
SE
(lo
g)
0.01
0.02
0.05
Basis Vector Set Size
10 100 1000
(b) Lorenz (3D, 1000 neurons)
Figure 3.6: Computational cost of OESGP with varying basis vector set sizes.
iteration given sB), this difference will only grow as more samples are processed.
This matches up with our expectations; the ESGP has a computational time
of O(n3) for training, O(n) and O(n2) for predicting the mean and variance
respectively. The online approach requires only O(s2B) per iteration where sB ⌧
N.
3.4.2 Trading-off Computational Cost and Accuracy
As seen in the experiments, OESGP’s computational cost can be controlled
by limiting the size of the basis vector set. Up to this point, our experiments
used small reservoirs. Since the computational complexity for OESGP is O(s2B+
N sB) per iteration, we see that for large reservoir sizes and small sB, OESGP
may be cheaper than RLS-ESN, which takes O(N2 ). To illustrate this point, we
trained OESGP using various maximum sizes for the BV set, sB = 10, 20, 50,
100, 200, 500, 1000 on the Mackey-Glass and Lorenz problems (training and test-
ing conducted throughout). For comparison, we used reservoirs of 100 and 1000
neurons for the Mackey-Glass and Lorenz problems respectively.
The RMSEs and iteration times (averaged over 10 independent runs) are
shown in Fig. 3.6. As expected, we observed a positive relationship between
the sB and the average iteration time and an inverse relationship with the error.
For the Mackey-Glass problem, to achieve an error rate comparable to that of
RLS-ESN, sB = 50 where the computation time is ⇡ 10-3s per iteration com-
3.5 activity recognition with generative classification 63
pared to ⇡ 10-4 per iteration for RLS-ESN. On the Lorenz problem however,
we find that at the same BV set size, sB = 50, OESGP (taking 0.0028s per itera-
tion) not only obtained a lower mean error (0.0145) but was significantly faster
than RLS-ESN (0.022s per iteration). Therefore, for larger reservoir sizes (e.g,
the large hierarchical reservoirs of up to 20,000 neurons used in phoneme recog-
nition [Triefenbach et al., 2010]), OESGP may prove to be more efficient and
accurate than RLS-ESN, while simultaneously providing uncertainties.
3.5 activity recognition with generative classification
In this section, we venture into action learning and recognition using the MSRAc-
tion3D Skeleton (MSRAS) dataset [Li et al., 2010]. The MSRAS contains 20 ac-
tions performed by 10 different subjects repeating each action two to three times,
recorded using a Kinect-like device. For each action, the skeletal data consists of
a sequence of 3-dimensional coordinates and a confidence value (indicating how
well each point was tracked) for 20 joints (examples shown in Fig 3.8). During
our preliminary examination, several recordings were found to be missing sig-
nificant chunks of the action sequence, presumably when the tracked skeleton
was lost. As such, we removed recordings that had an average confidence below
55%5; of the initial 567 sequences, 544 (96%) were retained after this process.
For this problem, we used a generative modelling approach whereby each
action class ai 2 A was represented by a separate OESGP model, mi 2 M (Fig.
3.7). Each model was trained to predict the velocity of each joint coordinate
(20⇥ 3 outputs) given the current velocities (20⇥ 3 inputs). Inference was then
performed using a Bayes filter to iteratively update a probability distribution
over the model classes:
pt(ai|o,M) =
p(ot|mi)pt-1(ai)P
j p(ot|mj)pt-1(aj)
(3.22)
5 At 50%, only 490 sequences were left after the removal and at 60%, too many erroneous se-
quences remained.
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Figure 3.7: Schematic of our OESGP-based Generative Action Classifer. Each OESGP
regressor models a separate action and predicts the next-step velocities of
joint coordinates (of the tracked skeleton) given the current velocities. The
probability distribution over the action classes was then updated using the
actual observation and a Bayes filter.
where ai is the action class i at time t and o is the observation (the velocities of
the joints). We used a straightforward observational model where each coordi-
nate was treated separately:
p(ot|mi) =
60Y
k
N(ok,t|yi,k,t, i,k,t) (3.23)
where yi,k,t and  i,k,t are the kth predicted mean and standard deviations using
model mi. The initial prior was assumed to be uniformly distributed and the
most probable class at the end of the sequence was selected as the recognised
action. In addition to being conceptually straightforward, this approach gives a
probability distribution over the different actions during the entire course of the
observed sequence. In our experiments, all OESGPs were initialised using the
same parameters: l = 2.0,  n = 0.05 and capacity of 100 BVs with reservoirs of
100 neurons and 0.1 connectivity.
Following [Li et al., 2010], we used three subsets of eight actions (shown in
Fig. 3.8e) and conducted two separate experiments. For the "same-subject" ex-
periment, training was conducted for each participant on trial 1 and 2, and
tested on final trial. For the "cross-subject" experiment, training was conducted
on all trials for subjects one through five and tested on recordings from sub-
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Action OESGP
Graph
Same-Subject AS1 0.934 0.950 (0.007)
AS2 0.929 0.952 (0.012)
AS3 0.963 0.965 (0.007)
Overall 0.942 0.955 (0.068)
Cross-Subject AS1 0.729 0.806 (0.036)
AS2 0.719 0.749 (0.064)
AS3 0.792 0.871 (0.028)
Overall 0.747 0.809 (0.068)
Table 3.5: Accuracy scores for the MSRAction3D dataset.
jects six through ten. Of the two, the cross-subject task is more challenging since
different participants performed a given action in a dissimilar manner (Fig. 3.8).
Classification accuracies averaged over 10 runs are shown in Table 3.5. For
comparison, we have included the scores obtained using the action graph method
[Li et al., 2010] (care should be taken when comparing these results since [Li
et al., 2010] used the full depth map version of the dataset instead of the tracked
skeletons). The OESGP-based classifier achieved comparably high scores (above
95%) for the same-subject test, even without fine-tuning of parameters for in-
dividual action models. Moreover, we obtained substantially higher accuracies
for the cross-subject test across all three action subsets (overall score of 80.9%).
Since only a single pass was made through each sequence, training was rapid
(requiring an average of 0.0006s per iteration). Predictions were more costly at
0.0089s per iteration since updates had to be made across all action classes, but
well above the 30Hz required for real-time use. Therefore, models can be trained
and used in real-time (e.g., for interactive robot-learning-by-demonstration sce-
narios) given reasonable limits on the number of action classes.
3.6 conclusion
In this chapter, we presented the Online Echo-State Gaussian Process (OESGP),
a sparse Bayesian formulation of the echo-state network. In contrast to existing
methods, the OESGP has the capability to learn online, provide uncertainty esti-
mates and model temporal dynamics. Experiments on a range of problems demon-
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(e) Action Sets (AS) 1 to 3 [Li et al., 2010]
Figure 3.8: Four sequences from the MSRAction3D Skeletal dataset where examples
3.8a-3.8c were performed by subject one. In 3.8d, note how the same ac-
tion (hand clap) was performed in a different manner (without outstretched
arms) by subject 5. Table 3.8e shows the three action subsets used in the
study.
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strated OESGP’s effectiveness; it obtained significantly better error scores com-
pared to existing online ESNs trained using RLS and SGD as well as the popular
LWPR algorithm. As a case study, we used OESGP in a Bayes generative classi-
fier for online action recognition that achieves state-of-the-art performance.
One area that we have not addressed is that of hyper-parameter adaptation.
As we might expect, the performance of RLS-ESN, SGD-ESN and OESGP are de-
pendent on their parameters. For example, RLS-ESN relies on a proper choice
of   and  . Under suboptimal settings, convergence could be slow or yield sub-
optimal weights. Unlike LWPR, parameter adaptation is not currently a feature
of any of online ESN training algorithms.
In the case of OESGP, accuracy depends on the ESN parameters, the cho-
sen kernel and noise hyperparameters, as well as the maximum capacity of BV
set. As discussed in the previous section, the maximum capacity would be deter-
mined by the computational requirements of the application. In the next chapter,
we first simplify our method by eliminating the explicit construction of a reser-
voir and present an "infinite" echo-state network with a novel recursive kernel.
By doing so, the spectral radius becomes part of the kernel, which can then be
optimised along with other kernel parameters. Moreover, by incorporating au-
tomatic relevance determination (ARD) in the recursion, we show how relevant
features can be selected (which is difficult under the regular echo-state network
paradigm).
4
ONL INE INF IN ITE ECHO-STATE GAUSS IAN PROCESS
In the previous chapter, we observed that the combination of the echo-state network and the online GP achieved excellent performance a va-riety of benchmark problems. But there’s one caveat: the OESGP relieson a proper reservoir which, according to the typical ESN procedure, is
randomly constructed. Although there has been great strides in understanding
how the structure of reservoirs impacts performance [Jaeger, 2005; Lukoševicˇius,
2012; Lukoševicˇius and Jaeger, 2009], specification of the reservoir parameters
remains somewhat of a "black art"; creating the right reservoir often requires
not only skill but "numerous trials and even luck" [Rodan and Tino, 2011].
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Figure 4.1: This chapter describes two main changes to OESGP. The first is the introduc-
tion of a recursive kernel with automatic relevance determination (ARD) for
multivariate time-series where dimensions may have varying importance.
We then show how the hyperparameters of this new kernel can be opti-
mised in an online manner via stochastic natural gradient descent on the
generalised negative likelihood.
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In this chapter, we adopt a simplifying perspective: the reservoir is regarded
as spatio-temporal kernel where the features are constructed explicitly within
a finite neuronal substrate. Similar in spirit to how neural networks were ex-
tended to GPs, the construction of an explicit reservoir can be eliminated by
considering reservoirs with an infinite number of neurons. This approach has
resulted in an entire class of recursive kernels [Hermans and Schrauwen, 2011].
In this thesis, we derive and propose a novel recursive kernel with automatic rel-
evance determination (ARD); the ability to specify and/or distinguish the most
pertinent features. When combined with the online GP, this yields the Online
Infinite Echo State Gaussian Process (OIESGP).
Training the OIESGP consists of two interrelated parts. With the finite OESGP,
we were primarily concerned with the first part: updating the posterior mean
and covariance, and maintaining a set of novel states or basis vectors. In this
chapter, we address the second equally important portion: adapting the kernel
hyperparameters. While some hyperparameters can be easy to ascertain, oth-
ers such as the characteristic lengthscale may not be immediately obvious. We
propose learning the hyperparameters in an online manner by stochastic natural
gradient descent [Amari, 1998; Amari et al., 2000]. When used with the recursive
ARD kernel, the OIESGP learns the impact of not only the spatial features, but
also the relevancy of the past. This improves the method’s adaptability and al-
lows us to gain insights into the underlying system by inspecting the resulting
hyperparameters.
The remainder of this chapter is organised as follows: in the next section,
we review recursive kernels and present a new recursive kernel that can be
used in both offline and online kernel-based machine learning methods. Section
4.2 describes the online hyperparameter optimisation method with an illustra-
tive example. Numerical results on benchmarks are presented in Section 4.3,
demonstrating OIESGP’s effectiveness, particularly on problems with irrelevant
dimensions. Section 4.4 presents an analysis of our experimental results using
ideas from dynamical systems theory. Finally, 4.5 concludes this chapter with a
summary.
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4.1 the infinite echo state gaussian process
Recall from Chapter 2 that the covariance function or kernel plays a significant
role in GPs (and other kernel-based machine learning methods such as Sup-
port Vector Machines); intuitively, it defines the notion of closeness or similarity
between the data points x [Rasmussen and Williams, 2006]. From a different
perspective, the kernel defines the space of real functions (specifically, a Repro-
ducing Kernel Hilbert space or RKHS) in which we expect our "true" function
to live. The kernel projects our inputs to a higher dimensional space via an im-
plicit map   — any valid kernel is equivalent to a inner product between two
mapping functions,
k(x, x 0) = h (x), (x 0)iH. (4.1)
where H is our RKHS space. Since this inner product is effectively computed by
the kernel function, it allows us to work in a higher (possibly infinite) dimen-
sional space without having to pay a hefty computational price.
For time-series regression, if the input space is one-dimensional, one can
consider a direct application using a sliding-window approach where we con-
struct an "augmented" observational element xˆt = [xt, xt-1, . . . , xt-⌧] where xt
is the observation at time t. We can then use the aforementioned SE kernel (or
any applicable standard kernel). Although this method can be effective, things
become less straight-forward when each data point is multi-dimensional, i.e.
xˆt = [xt, xt-1, . . . , xt-⌧], which is typically the case when dealing with multiple
sensors or actuators. It then becomes necessary to vectorise the matrix xˆt and im-
portant structural information can be lost in the process. Ideally, we would like
the kernel to take into account the temporal nature of sequential observations.
Indeed, the ESN reservoir can be regarded as a spatio-temporal kernel which
acts upon time-series or histories rather than individual data-points. Unlike the
SE-kernel however, the projected features are explicitly computed and expressed
as the reservoir state via Eq. (2.32). For typical ESNs, this iterated projection is
computed by a random matrix. The use of a reservoir together with the SE-kernel
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(as in the OESGP) can be seen as a two-step kernel whereby the time series
is first randomly projected onto the neuronal state space (which is typically
of lower dimension compared to the complete history), followed by a second
implicit projection defined by kSE. Then, a natural follow-up question is whether
it would be possible to simplify this approach into a single "joint" kernel and
remove the random element. As it turns out, the answer is in the affirmative
and takes the form of recursive kernels, described in next section.
4.1.1 Recursive Kernels
Recursive kernels [Hermans and Schrauwen, 2011] are a class of kernels that
share an intimate relationship with recurrent neural networks (RNNs) and were
principally derived as a means to extend RNNs to infinite size. Consider a re-
current network with internal weights W, input weights V and internal state s.
Upon encountering input xt at time t, the RNN output is:
yˆt = h(Vxt +Wst) (4.2)
where h is a combination of an activation function (such as the hyperbolic tan-
gent) and a projection. The fundamental concept behind the recursive approach
is that (4.2) can be written as:
h(Wst +Vxt) = h
0B@[W|V]
264 st
xt
375
1CA (4.3)
i.e., a function of the concatenation of the input with the previous internal state.
Realising that the same reasoning could be applied to kernel functions, Hermans
and Schrauwen [Hermans and Schrauwen, 2011] showed that recursive variants
of kernels with the form k(x, x 0) = f(||x- x 0||2) and k(x, x 0) = f(x · x 0) could be
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derived in a similar manner. As an example, the recursive-SE kernel has the
form:
SEt (x, x
0) = exp
✓
-
||xt - x 0t ||2
2l2
◆
exp
 
SEt (x, x 0)- 1
 2⇢
!
(4.4)
Note that recursive kernels are denoted with the symbol  to differentiate them
from standard kernels. Although the recursive kernel can be theoretically ap-
plied to time-series of arbitrary length, in practical settings, it becomes necessary
to limit the recursion depth (specified by a parameter ⌧).
4.1.2 Recursive Kernel with Input Relevance
In this work, we propose a recursive kernel based on automatic relevance detec-
tion (ARD) [Neal, 1996], which has the form:
ARDt (x, x
0) = exp
✓
-
1
2
(xt - x 0t)TM(xt - x 0t)
◆
exp
 
ARDt-1 (x, x
0)- 1
 2⇢
!
(4.5)
whereM = diag(l)-2, a diagonal d⇥dmatrix where l = [li]di=1. To keep the flow
of the main text, the derivation of this kernel has been deferred to Appendix B.
Unlike the standard squared exponential, this ARD kernel is anisotropic: vary-
ing the li’s for different inputs allows us to control the impact that the inputs
have on the predictions. From (4.5), we can see that the kernel function’s re-
sponsiveness to input dimension k is inversely related to lk. In general,M need
not be diagonal; the parameterisation M = ⇤⇤> + diag(l)-2 is called the factor
analysis distance since ⇤ can be used to identify relevant directions among the
observed inputs dimensions [Rasmussen and Williams, 2006].
As can be seen from the RHS of (4.5), the parameter  ⇢ weights the previ-
ous recursion kernel value. Intuitively, we can view it as a temporal lengthscale
between the present inputs and the past; if  ⇢ is very large, the past recursive
kernel value will cease to be relevant. Interestingly, this parameter is also related
to the spectral radius ⇢ in ESNs and affects the stability of the kernel [Hermans
4.1 the infinite echo state gaussian process 73
and Schrauwen, 2011]. If the inverse lengthscale  -1⇢ < 1, the kernel is stable
and iteratively applications of the function will cause a convergence to a fixed
point. The closer  -1⇢ is to 1, the slower this rate of decay will be. The spectral
radius of the ESN performs the same role: the larger ⇢ is, the slower the network
states will decay (the rate of "memory fade" is slower). Note however, if  -1⇢ > 1,
this property no longer applies and instabilities may exist that cause orbits to
diverge.
From one perspective, ARDt is a generalisation of both the SE and recursive-
SE kernels; if all li’s are equal, ARDt reduces to the regular SE recursive kernel.
If recursion is not applied, it further reduces to the standard SE kernel. The prin-
cipal advantage of this generalisation is that it allows for feature weighting/se-
lection while maintaining the intuition that spatial-elements at a time t "belong
together". Such input weighting can be difficult to achieve in regular reservoir
approaches1. Moreover, the temporal lengthscale parameter introduces a single
parameter to control the relevancy of the past; if we were to apply the regular
ARD kernel on the time-series, there would be a lengthscale for each input at
each time-step. Although this "full ARD" kernel can be used to identify relevant
inputs at distinct time-steps, it requires the specification of Tw ⇥ d lengthscale
parameters where Tw is the length of the sliding window.
4.1.2.1 Recursive ARD Kernel Properties
Before proceeding, we isolate important kernel properties. In particular, we
show that the recursive ARD kernel is valid and anisotropic stationary (transla-
tion invariant). We also present (recursive) kernel derivatives, needed for gradient-
based optimisation of its hyperparameters.
validity ARD is a valid covariance function, i.e., it induces a covariance
matrix K that is symmetric and positive semidefinite and obeys Mercer’s Theo-
rem such that ARD(x, x 0) = h (x), (x 0)iH where  (·) is a map from the input
1 Typically, the inputs weights are set to 1 are not adapted. Even changing the input weights may
help only to a degree since the internal weights that propagate signals in the reservoir are not
adapted.
4.1 the infinite echo state gaussian process 74
space to the feature space H. This property is a requirement for use in a GP or
SVM.
Proof: The kernel is valid from the construction given in Appendix B. In ad-
dition, we offer an alternative induction proof that relies on the fact that sums,
products and exponents of kernels yield valid kernels [Genton, 2002]; Consider
the base case as the start of the time-series at t = 1 where ARD1 is regular, valid,
squared exponential ARD kernel. Our inductive hypothesis is that ARDk at some
time t = k is valid. The kernel ARDk+1 can be written as:
ARDk+1 (x, x
0) = exp
✓
-
1
2
(xk+1 - x 0k+1)
TM(xk+1 - x 0k+1)
◆
exp
 
ARDk (x, x
0)
 2⇢
!
exp
 
-
1
 2⇢
!
(4.6)
i.e., a multiplication of three exponentiated terms where the last term on the
RHS is simply a constant. The first two terms are valid kernels; the first is an
ARD kernel on the current input. The second term is a composition of a di-
vision by  2⇢ and an exponentiation, which yields a valid kernel [Rasmussen
and Williams, 2006; Genton, 2002]. Therefore, by induction, the recursive ARD
kernel is valid up to any finite time-step T .
anisotropic stationarity A kernel is said to be stationary if it is trans-
lation invariant, i.e., only a function of x- x 0. From (4.5), it is clear that this is the
case for ARD. The use of varying lengthscales for each dimension implies that
ARD is inherently anisotropic (directionally dependent). This is in contrast to
the standard isotropic kSE which is invariant to all rigid motions (note however
that the recursive SE is anisotropic with regard to the space of time-series since
there are separate spatial and temporal lengthscales).
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kernel derivatives Kernel gradients are necessary for optimising the
hyperparameters (discussed in the next section). The derivatives for ARDt are
recursive in nature:
@ARDt
@li
= ARDt
"
1
 2⇢
@ARDt-1
@li
+
 i
l3i
#
(4.7)
@ARDt
@ ⇢
= ARDt
"
-2(ARDt-1 - 1)
 3⇢
+
1
 2⇢
@ARDt-1
@ ⇢
#
(4.8)
where  i = (xt,i - x 0t,i)
2 with base cases:
@ARD1
@li
=
 i
l3i
ARD1 and
@ARD1
@ ⇢
= 0
4.2 online hyperparameter adaptation
Applying the recursive ARD kernel requires us to specify its hyperparameters
✓. The full Bayesian solution would be to place priors over the hyperparameters
and compute posterior probability distributions given the data. However, this
approach typically requires the evaluation of intractable integrals.
A common approximation is to maximise the marginal likelihood p(y|X,✓)
over the training set (referred to as type-II maximum likelihood estimation or
ML-II for short). The downside of ML-II is the risk of over-fitting the training
data. In our online GP, this problem is exacerbated since we have in storage only
the basis vectors, which make up a small representative sample.
What we are principally interested in is minimising the error over unseen test
samples, i.e., the generalisation error. In the online setting, we are continuously
being provided with samples that we have yet to incorporate into our training
set. As such, we use the alternative approach of optimising the hyperparame-
ters with regard to the likelihood of leave-one-out sample. In this section, we
give details on how we can perform this optimisation by following the natural
gradient of a cost function.
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4.2.1 Stochastic Natural Gradient Descent
Let us first define the cost function we want to minimise:
L(✓) = -
Z
logp(yt|xt,✓)p(xt,yt)dxtdyt (4.9)
where, for notational convenience, we have dropped the dependence on the
training data seen thus far. In words, we want the negative log likelihood of the
over the samples generated by the underlying dynamical system to be as small
as possible. In our case,
logp(yt|xt,✓) = logN(yt - µt, 2t) (4.10)
= -
1
2
log 2t -
(yt - µt)2
2 2t
-
1
2
log 2⇡ (4.11)
where µt and  2t are given by (3.17) and (3.18) respectively. If we had the entire
training data available2, ✓ could be optimised by following the gradient on the
training set:
r✓L˜ = @L˜(✓)@✓ =
1
T
TX
t=1
@ logp(yt|xt,✓)
@✓
(4.12)
where L˜ is an approximation to the true cost. Note that naïve optimisation via
the training gradient will lead to over-fitting the training set. In the online case,
we approximate the gradient from observed samples:
r✓L˜ = @L˜(✓)@✓ =
1
sg
k+sgX
t=k
@ logp(yt|xt,✓)
@✓
(4.13)
where sg is the sampling interval. With standard stochastic gradient descent, we
would update our current estimate ✓j using the following update
✓j+1 = ✓j + ⌘r✓L˜ (4.14)
2 Let us assume the training data consists of a very long sequence to keep things concise. If it was
several sample time-series, we would simply average over all the samples and time-steps.
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where ⌘ is the step size or learning rate.
In Euclidean space, the gradient points in the direction of steepest descent
(since we are minimising cost). However, when the parameter space is a non-
Euclidean manifold, the conventional gradient may mislead causing slow con-
vergence to the minimum [Amari, 1998]. Instead, the direction of steepest de-
scent is given by the natural gradient [Amari, 1998]:
G-1✓ r✓L (4.15)
where G-✓1 is the inverse Riemannian metric tensor (the covariance of the gradi-
ents). For the space of probability distributions represented by the hyperparam-
eters, G✓ is the Fisher Information matrix:
I✓ =

E

@ logp(yt|xt,✓)
@✓i
@ logp(yt|xt,✓)
@✓j
  |✓|
i,j=1
(4.16)
In this work, we approximate the natural gradient over sg iterations using an
averaging approach with the Sherman-Morrison formula (A.4):
I˜-1✓ =
✏t
1- ✏t
I˜-1✓ -
✏t
1- ✏t
(I˜-1✓ r✓L˜)>(r✓L˜>I˜-1✓ )
(1- ✏t) + ✏tr✓L˜>(I˜-1✓ r✓L˜)
(4.17)
where ✏t = 1/sg. A similar approach was used in [Amari et al., 2000] for multi-
layer perceptrons but here, we average over the sampling interval and update
the hyperparameters progressively:
✓j+1 = ✓j + ⌘I˜
-1
✓ r✓L˜ (4.18)
Once the hyperparameters are updated, the GP posterior is out-of-date, forcing
a re-computation of K, C and Q which we perform directly using the basis vec-
tor (BV) set B. This causes a loss of information since observations that were ab-
sorbed into C are not represented by B. In other words, the optimisation causes
the method to "forget" some of the training samples previously seen. Depending
on the application, this is a mixed blessing; the information loss typically leads
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Figure 4.2: Adaptation and performance sensitivity to recursive Gaussian kernel prior
hyperparameters. Fig. 4.2a The optimal hyperparameters (in terms of RMSE)
are in a valley with l ⇡ 0.2 and  -1⇢ ⇡ 0.5. In 4.2b, we observe that the on-
line gradient descent successfully minimised the error scores for the region
where  -1⇢ < 1, flattening the error hill.
to higher errors in the short-run, but forgetting may improve the adaptability
of the algorithm to non-stationary distributions. It may be possible to project
the older OIESGP onto one with new hyperparameters (e.g., by minimising the
KL divergence), while taking into the account the possibility of non-stationarity
through appropriate weighting, but this remains future work.
As an example, Figure 4.2 illustrates the results of a test where we varied
the characteristic and temporal lengthscales for the one-dimensional 105-step
Mackey-Glass sequence and computed the RMSE scores over the final 2000 ob-
servations. From the error landscapes, we observe the optimal hyperparameter
set sits in a valley with l ⇡ 0.2 and  -1⇢ ⇡ 0.5 and the RMSE increases with the
respective lengthscales. In particular, we note a high error ridge as the spatial
lengthscale is increased to 10, while the RMSE score was more robust against
changes to the temporal lengthscale. Fig.4.2b shows the results after applying
stochastic natural gradient descent starting from varying initial hyperparame-
ters: the SNGD-enabled OIESGP effectively flattens the error ridge across the
starting positions.
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4.2.1.1 Practical Issues
A reasonable starting position aids convergence to a good set of hyperparame-
ters. In our experience, a simple trial of spatial lengthscales in the set {1, 10, 100}
is sufficient to find a good initial location. As a rule of thumb, spatial length-
scales should be smaller for dimensions deemed more important and setting
the temporal lengthscale to 1.01 or 1.5 was adequate for our trials.
In our experiments, we found the optimisation process to be sensitive to the
gradient sampling intervals. In particular, too short sampling intervals (e.g.,
sg = 1) led to poor results because the approximated gradient was not represen-
tative of the true underlying gradient. On the other hand, too long a sampling
interval led to slow convergence. We found setting the sampling interval in the
range sg 2 [10, 50] sufficed for our tests. In addition, the BV set B was fixed
during the gradient sampling (similar to [Seeger et al., 2003; Csató, 2002]) to
prevent fluctuations in the cost function.
The learning rate ⌘ also plays an important role; too high a learning rate
causes a high variance in the hyperparameter estimates. But too low a learning
rate causes slow conference to the optimum. Here, we have opted for the sim-
ple (and surprisingly effective [Bottou, 2012]) setting of ⌘ = 1/j where j is the
current sampling interval (as in Eq. 4.18).
Another important parameter to tune is the convergence criteria, which deter-
mines when hyperparameter optimisation should be stopped. In this work, we
have used the squared norm of difference between updated and current hyper-
parameters, ||4✓j||2 where 4✓j = ✓j-✓j-1. In practice, we found stopping after
||4✓||2 < cg = 10-4 consistently over 50 iterations worked well.
Care should be taken to ensure that when the inverse matrices (C and Q)
are recomputed, numerical problems are avoided either by salting the matrix
diagonal with small amounts of noise ⇡ 10-6 or by using the Cholesky decom-
position. In this work, we have opted for the former because the latter proved
to be more computationally expensive in Matlab. Also, to prevent steps that are
too large, we restricted the maximum coordinate change to be 0.05.
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Figure 4.3: Online hyperparameter adaptation while learning to predict the NARMA-10
system with two irrelevant input dimensions. (4.3a) The first 100 time-steps
of the three inputs and output. The true output (solid blue line) is hidden
and only the noise corrupted outputs (circles) are observed. Only x1 is rel-
evant for generating y; the other two inputs are irrelevant. (4.3b) The blue
shaded region indicates whe hyper-parameter optimisation was performed;
it automatically stopped after the convergence criteria was met. The hyper-
parameters change to reflect the underlying characteristics of the generating
system. (4.3c) The online adaptation led to a 29% decrease in prediction error
and a 5-fold increase in the likelihood compared to the OIESGP with fixed
hyperparameters.
Finally, to simplify hyper-parameter optimisation, we unified our parameters
into a single function and modified (4.5) above to include the noise and signal
variance:
(x, x 0) =  2f
ARD
t (x, x
0) +  2n x,x 0 (4.19)
where  2f is the signal variance,  
2
n is the noise variance, and  x,x 0 is the Kro-
necker delta which is one iff x = x 0 and zero otherwise. With this in mind, let
us move on to an illustrative example of hyperparameter adaption.
4.2.2 An Illustrative Example
Consider a sample problem where the task is to provide an online model that
learns from a three-dimensional data stream to predict a one-dimensional out-
put. In fact, the unknown underlying generative process is the input-driven 10th
order non-linear auto regressive moving average (NARMA-10) system [Atiya
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and Parlos, 2000] with two irrelevant input dimensions and observations corrupted
by noise ✏ ⇠ N(0, 0.01). The NARMA-10 system consists of the following update
equation:
dt+1 = 0.3yt-1 + 0.05yt-1
9X
i=0
dt-i + 1.5ut-1ut-9 + 0.1 (4.20)
yt+1 = dt+1 + ✏ (4.21)
where the input signal ut ⇠ U(0, 0.5). The first 100 steps of this system are shown
in Fig. 4.3a; the top row illustrates the true and observed outputs, represented
by the solid blue line and circles respectively. The true output in this problem
is hidden. The next three rows are the inputs. The only relevant input is x1 =
ut (rescaled to [-1,1] for visualisation purposes) and both x2 and x3 are the
two randomly generated irrelevant inputs with samples drawn from a uniform
distribution U(-1, 1).
Our OIESGP’s initial hyperparameters were mis-specified with equal length-
scales l1 = l2 = l3 = 10 and prior noise  2n = V[y] = 0.0228. The signal variance
and temporal lengthscale were set at  2f = 1.0 and  ⇢ = 1.01 respectively. For
this example, the gradient sampling interval was set at 25 and the convergence
criteria was set at ||4✓||2 < 10-4.
Fig. 4.3b summarises the results after 105 time-steps. Since we were optimis-
ing the hyperparameters in an online manner, we observe variations in the log-
likelihood with an overall increasing trend. After meeting the convergence cri-
teria, the characteristic length-scales for x2 and x3 had increased to > 150 (re-
ducing their impact) and the lengthscale for the correct input converged to 11.2.
These results strongly (and correctly) suggest that x1 is relevant while x2 and x3
can be discarded. The temporal length-scale  ⇢ was approximately right; after
minor initial fluctuation, it settled on a value of 1.15, indicating the past was rel-
evant for making proper predictions. The noise variance parameter decreased
from the wrong value of 0.0228 until 0.009, very close to the true value of 0.01.
These changes not only gave us insight into the underlying system, but also
led to significantly lower prediction errors and higher likelihood scores com-
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Figure 4.4: Optimisation of the hyperparameters requires gradient computations which
results in an increased CPU load. Periodic kernel matrix inversions are also
needed leading to the observed spikes after each sampling interval of 25.
After convergence (at t ⇡ 5000), the required computational time decreased
to match the OIESGP with fixed hyperparameters.
pared to the OIESGP with fixed hyperparameters (Fig. 4.3c); the testing average
RMSE and log-likelihood scores over the last 20% of the sequence was 0.045
and 1.305 respectively compared to 0.064 and 0.213when hyperparameters were
fixed.
4.2.2.1 Computational Cost
Unfortunately, free lunches are hard to come by and Figure 4.4 shows that these
benefits come with additional computational cost. In particular, optimisation of
the hyperparameters requires gradient computations on the order of O(|✓|s2B)
and periodic kernel matrix inversions of order O(s3B), resulting in a pronounced
spike after each sampling interval.
This inversion can be avoided by having the OIESGP start "fresh", but leads
to slower adaptation and higher errors during the initial learning period. Alter-
natively, the inversion can be performed on a separate thread on multi-core sys-
tems and the out-dated OIESGP replaced thereafter. The kernel matrix deriva-
tive computations cannot be avoided but the gradient sampling can be amor-
tised over a set of iterations. For example, we can compute the likelihood gra-
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dient for a single parameter per iteration. In this case, we found it necessary
to randomise the order of the hyperparameter gradients to prevent unintended
correlations3.
Ultimately, the choice of implementation depends on the application at hand;
in situations where fast responses are required but slow adaptation is permissi-
ble (e.g., we already have a good sense of the hyperparameters or the underlying
system changes slowly), we can sample over longer intervals.
4.3 empirical results on benchmark problems
In this section, we present empirical results comparing OIESGP to the OESGP
and other state-of-the-art methods on three classes of benchmarks: one-step pre-
diction, system identification and prediction with irrelevant inputs. We re-use
the dynamical systems introduced in the previous chapter but here, we made
the benchmarks more difficult by corrupting the observations with additive zero
mean observation noise with sd. 0.05. Along with the NP2 system identification
problem, we also considered the NARMA-10 benchmark.
For comparison, we included in this study the SOGP, LWPR, Kernel Least
Mean Squares (KLMS) [Liu et al., 2008] and Naive Online Regularized Risk Min-
imization Algorithm (NORMA) [Kivinen et al., 2004]. In brief, both KLMS and
NORMA are kernel-based algorithms that employ stochastic gradient descent
(otherwise known as the least mean squares algorithm) to minimise an empirical
risk cost function (NORMA minimises the regularised risk). These methods were
trained online and use sliding-windows as "memory". For these experiments,
we used the lwpr library [Vijayakumar et al., 2012] and the KAFBox MATLAB
toolkit [Van Vaerenbergh, 2012].
For each of the above methods, we performed a grid-search over their respec-
tive parameters (given in Appendix C) to minimise the RMSE over the first 5000
time-steps (80% training, 20% testing). The kernel based methods used the stan-
dard SE kernel. For the SOGP, we also included the full ARD kernel (labelled
3 The Matlab OTL software toolbox produced with this thesis includes this functionality.
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as SOGPARD); this differs from the recursive kernel used by OIESGP since there
lengthscale parameter for each element in the sliding window. In addition, the
GP-based methods (OESGP, OIESGP and SOGP) used online hyper-parameter
optimisation as described in the previous section.
4.3.1 Performance Measurement
For each of the experiments conducted, we conducted 50 independent runs.
Each time-series consisted of 105 time-steps where 80% was used for training
and the remaining for testing. To compare the methods, we used three com-
monly employed performance metrics. The first two are the mean normalised
absolute error (MNAE), and the root-mean-square prediction error (RMSE), in-
troduced in Chapter 3. For the GPs and LWPR that were capable of producing
predictive variances, we also computed the negative log predictive density:
NLPD = T-1e
TsX
t=ts
logp(dt|yˆt,  ˆ2t). (4.22)
Since we assume Gaussian noise:
logp(dt|yˆt,  ˆ2t) =
1
2
log  ˆ2t +
(dt - yˆt)2
2 ˆ2t
+
1
2
log 2⇡. (4.23)
where ts = 5001, Ts = 10000 and Te is the length of the testing sequence. Unlike
the two aforementioned error scores, the NLPD also includes the predictive
variance and penalises methods which are overconfident.
4.3.2 Accuracy Results
Let us first consider the noisy prediction problems without any irrelevant inputs.
Table 4.1 summarises the three error scores obtains by each of the algorithms
and Figure 4.5 provides a visual illustration of the RMSE distributions. Overall,
the GP methods outperformed the other algorithms on the benchmarks except
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Figure 4.5: RMSE scores for the one-step prediction and system identification bench-
marks. As can be seen from the box-plots, the online GPs, particularly the
online finite and infinite echo-state GPs, obtain the best scores among the
algorithms considered across the problems considered (except the NP1 prob-
lem where LWPR obtained the best scores).
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Problem OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
Mackey- 0.0904 0.0802 0.0839 0.0925 0.0980 0.1109 0.3518
Glass (0.0027) (0.0052) (0.0035) (0.0248) (0.0038) (0.0293) (0.1593)
0.0247 0.0218 0.0228 0.0250 0.0268 0.0299 0.0931
(0.0008) (0.0014) (0.0010) (0.0068) (0.0013) (0.0069) (0.0405)
-1.9255 -1.9718 -1.9490 -1.9285 -0.4120 – –
(0.0307) (0.0573) (0.0231) (0.1201) (0.0193) – –
Henon 0.2513 0.2541 0.2715 0.2577 0.6372 0.3901 0.7147
(0.0138) (0.0092) (0.0149) (0.0140) (0.0276) (0.0276) (0.0151)
0.0725 0.0739 0.0781 0.0745 0.1689 0.1063 0.1913
(0.0041) (0.0027) (0.0036) (0.0041) (0.0077) (0.0084) (0.0042)
-1.1619 -1.1538 -1.0592 -1.1051 -0.0328 – –
(0.0928) (0.0539) (0.0660) (0.0752) (0.0322) – –
Laser 0.1962 0.1913 0.2407 0.2173 0.2140 0.2428 0.4820
(0.0125) (0.0233) (0.0063) (0.0316) (0.0079) (0.0542) (0.0345)
0.0508 0.0481 0.0695 0.0551 0.0639 0.0627 0.1284
(0.0035) (0.0046) (0.0021) (0.0065) (0.0018) (0.0065) (0.0035)
-1.5247 -1.5515 -1.1924 -1.4904 -0.3206 – –
(0.0657) (0.0634) (0.0774) (0.0899) (0.0148) – –
Ikeda 0.5075 0.3825 0.4079 0.4002 0.4675 0.4230 0.8099
(0.0362) (0.0308) (0.0791) (0.0330) (0.0134) (0.0081) (0.0043)
0.2950 0.2288 0.2563 0.2398 0.2701 0.2590 0.4664
(0.0157) (0.0162) (0.0403) (0.0110) (0.0061) (0.0036) (0.0039)
0.2183 0.0642 2.1283 0.0803 0.4160 – –
(0.0494) (0.0695) (2.7382) (0.5110) (0.0145) – –
Lorenz 0.1411 0.1379 0.1637 0.1635 0.2596 0.1757 1.0680
(0.0044) (0.0070) (0.0036) (0.0041) (0.0055) (0.0079) (0.0699)
0.0383 0.0375 0.0445 0.0445 0.0693 0.0505 0.2625
(0.0012) (0.0015) (0.0012) (0.0013) (0.0009) (0.0017) (0.0168)
-1.7517 -1.7577 -1.6525 -1.6471 -0.2792 – –
(0.0265) (0.0250) (0.0264) (0.0333) (0.0065) – –
NP1 0.0157 0.0159 0.0176 0.0198 0.0123 0.0202 0.1027
(0.0011) (0.0014) (0.0015) (0.0010) (0.0007) (0.0009) (0.0224)
0.0147 0.0147 0.0162 0.0189 0.0119 0.0191 0.0868
(0.0011) (0.0013) (0.0013) (0.0008) (0.0008) (0.0007) (0.0201)
-1.9897 -2.0139 -2.0196 -1.9306 -0.4538 – –
(0.0437) (0.0323) (0.0384) (0.0447) (0.0207) – –
NP2 0.1292 0.1454 0.1538 0.1525 0.2111 0.2760 0.7477
(0.0132) (0.0158) (0.0142) (0.0129) (0.0379) (0.0347) (0.3435)
0.0828 0.0866 0.0919 0.0915 0.1232 0.1610 0.4007
(0.0083) (0.0068) (0.0068) (0.0097) (0.0255) (0.0154) (0.1131)
0.9015 0.8984 0.8936 0.8714 0.8344 – –
(0.0229) (0.0366) (0.0235) (0.0389) (0.0363) – –
NARMA-10 0.1687 0.1792 0.2225 0.1784 0.3018 0.3716 0.9501
(0.0327) (0.0291) (0.0304) (0.0376) (0.0011) (0.1200) (0.1660)
0.0220 0.0235 0.0289 0.0232 0.0394 0.0461 0.1129
(0.0041) (0.0038) (0.0040) (0.0049) (0.0002) (0.0129) (0.0177)
-1.9167 -1.9463 -1.7946 -1.8476 -0.4208 – –
(0.0499) (0.1107) (0.0707) (0.0747) (0.0067) – –
Table 4.1: Median MNAE (top), RMSE (middle) and NLPD (bottom) scores for the next-
step prediction and system identification benchmarks. Interquartile ranges
are shown in brackets and lowest scores are in bold.
4.3 empirical results on benchmark problems 87
OESGP OIESGP SOGP SOGP−ARD LWPR KLMS NORMA
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
Mackey−Glass
OESGP OIESGP SOGP SOGP−ARD LWPR KLMS NORMA
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
Henon
OESGP OIESGP SOGP SOGP−ARD LWPR KLMS NORMA
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Laser
OESGP OIESGP SOGP SOGP−ARD LWPR KLMS NORMA
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Ikeda
OESGP OIESGP SOGP SOGP−ARD LWPR KLMS NORMA
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
Lorenz
OESGP OIESGP SOGP SOGP−ARD LWPR KLMS NORMA
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
NP1
OESGP OIESGP SOGP SOGP−ARD LWPR KLMS NORMA
0.1
0.2
0.3
0.4
0.5
0.6
0.7
NP2
OESGP OIESGP SOGP SOGP−ARD LWPR KLMS NORMA
0.05
0.1
0.15
0.2
0.25
0.3
0.35
NARMA10
Macke -Glass He on
La er Ikeda
Lorenz NP1
NP2 NARMA-10
OESGP OIESGP SOGP SOGPARD LWPR NORMAKLMS OESGP OIESGP SOGP SOGPARD LWPR NORMAKLMS
OESGP OIESGP SOGP SOGPARD LWPR NORMAKLMS OESGP OIESGP SOGP SOGPARD LWPR NORMAKLMS
OESGP OIESGP SOGP SOGPARD LWPR NORMAKLMS OESGP OIESGP SOGP SOGPARD LWPR NORMAKLMS
OESGP OIESGP SOGP SOGPARD LWPR NORMAKLMS OESGP OIESGP SOGP SOGPARD LWPR NORMAKLMS
RM
SE
RM
SE
RM
SE
RM
SE
RM
SE
RM
SE
RM
SE
RM
SE
RMSE Errors for the Irrelevant Dimension Prediction Benchmarks
Figure 4.6: RMSE scores for the benchmarks with an irrelevant dimension included with
the input. The OIESGP achieves the best scores among all the problems con-
sidered.
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Problem OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
Mackey 0.1544 0.1502 0.1692 0.1796 0.1994 0.2113 0.5799
Glass (0.0063) (0.0080) (0.0060) (0.0079) (0.0233) (0.0078) (0.0916)
0.0416 0.0404 0.0456 0.0484 0.0530 0.0567 0.1507
(0.0016) (0.0023) (0.0013) (0.0020) (0.0059) (0.0021) (0.0248)
-1.7027 -1.7200 -1.6461 -1.5439 -0.1243 – –
(0.0275) (0.0593) (0.0240) (0.0349) (0.0429) – –
Henon 0.4105 0.3354 0.7009 0.6355 0.7563 0.4843 0.8262
(0.0267) (0.0243) (0.0247) (0.0630) (0.0059) (0.0294) (0.0204)
0.1135 0.0921 0.1836 0.1763 0.1983 0.1332 0.2125
(0.0074) (0.0062) (0.0062) (0.0155) (0.0012) (0.0086) (0.0027)
-0.7256 -0.6513 -0.2345 4.9408 0.3826 – –
(0.1185) (0.1817) (0.0340) (1.8585) (0.1984) – –
Laser 0.3375 0.2170 0.3189 0.3898 0.3714 0.3718 0.7061
(0.0166) (0.0570) (0.0110) (0.0273) (0.0094) (0.0178) (0.0476)
0.0899 0.0603 0.0851 0.0979 0.0994 0.0957 0.1592
(0.0022) (0.0171) (0.0029) (0.0052) (0.0012) (0.0027) (0.0067)
-0.9387 -1.2749 -0.9717 -0.8811 0.0707 – –
(0.1767) (0.2470) (0.1047) (0.0482) (0.0324) – –
Ikeda 0.7059 0.3798 0.7834 0.6019 0.6042 0.5092 0.8646
(0.0262) (0.0501) (0.0156) (0.0319) (0.0318) (0.0189) (0.0066)
0.3974 0.2218 0.4341 0.3434 0.3434 0.3066 0.4942
(0.0136) (0.0269) (0.0089) (0.0132) (0.0163) (0.0094) (0.0053)
0.5561 0.1333 0.7198 0.3600 0.5631 – –
(0.0700) (0.3028) (0.0444) (0.0379) (0.0282) – –
Lorenz 0.2558 0.1955 0.2637 0.2590 0.3717 0.2435 0.7040
(0.0063) (0.0184) (0.0071) (0.0059) (0.0597) (0.0134) (0.0528)
0.0684 0.0527 0.0704 0.0689 0.0974 0.0660 0.1849
(0.0014) (0.0044) (0.0016) (0.0016) (0.0149) (0.0031) (0.0116)
-1.2591 -1.4993 -1.2198 -1.2418 0.0027 – –
(0.0267) (0.0800) (0.0678) (0.0238) (0.0626) – –
NP1 0.0359 0.0302 0.0384 0.0377 0.0459 0.0355 0.1814
(0.0019) (0.0060) (0.0016) (0.0017) (0.0019) (0.0050) (0.0269)
0.0326 0.0275 0.0353 0.0346 0.0408 0.0327 0.1470
(0.0018) (0.0054) (0.0014) (0.0015) (0.0014) (0.0042) (0.0236)
-1.7028 -1.7940 -1.7728 -1.7704 -0.4290 – –
(0.1119) (0.1287) (0.0317) (0.0423) (0.0316) – –
NP2 0.2425 0.1989 0.2684 0.2619 0.3529 0.4932 0.8066
(0.0140) (0.0638) (0.0097) (0.0126) (0.0553) (0.4403) (0.1222)
0.1389 0.1121 0.1565 0.1543 0.2030 0.2638 0.4746
(0.0075) (0.0301) (0.0109) (0.0104) (0.0290) (0.1762) (0.0808)
0.9142 0.8650 0.9230 0.9001 0.9245 – –
(0.0143) (0.0870) (0.0171) (0.0182) (0.0331) – –
NARMA-10 0.4631 0.3393 0.4112 0.3768 0.6647 0.5917 0.8807
(0.0272) (0.0326) (0.1633) (0.0329) (0.0236) (0.1586) (0.2052)
0.0633 0.0463 0.0561 0.0521 0.0910 0.0843 0.1194
(0.0051) (0.0062) (0.0252) (0.0058) (0.0097) (0.0206) (0.0325)
-1.3372 -1.6267 -1.3080 -1.5275 -0.0381 – –
(0.0857) (0.1175) (0.7161) (0.1322) (0.0339) – –
Table 4.2: Median MNAE (top), RMSE (middle) and NLPD (bottom) scores for bench-
marks with an irrelevant dimension. Interquartile ranges are shown in brack-
ets and lowest scores are in bold.
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for the NP1 problem where LWPR obtains the lowest MNAE and RMSE error
scores.
Among the online GPs, OIESGP obtained the best scores on a majority of
the benchmarks and never performed worse than the OESGP on all the error
scores. Interestingly, the simple SOGP with the isotropic Gaussian kernel also
performed well on the Mackey-Glass, Ikeda, NP2 and NARMA-10 benchmarks,
echoing recent results [Rodan and Tino, 2011; Strauss et al., 2012] that complex
reservoirs are not necessary for certain prediction tasks. We had expected the
SOGP with the full ARD kernel to realise lower errors than the isotropic kernel
because the additional lengthscale parameters would allow a better "fit" to the
given problems. However, this only occured for the Henon, Laser and Ikeda
benchmarks. This discrepancy may be due to the fact that the full ARD kernel
required an optimisation over a relatively large parameter space and would set-
tle into local minima (or not converge within the maximum number of iterations
set).
The full benefit of the OIESGP with the recursive ARD kernel is evidenced by
its performance on the problems with irrelevant inputs (Table 4.2 and Fig. 4.6);
the OIESGP outperforms all the other methods, including the OESGP, in terms
of the error scores on all the problems; results are statistically significant at the
Bonferroni-corrected ↵ = 0.05 level (see Appendix D for p-value tables).
4.3.3 Computational Costs
Comparing computational costs, LWPR remains the overall fastest algorithm
in terms of CPU time — average training and testing times are shown in Ap-
pendix D, Tables D.5 and D.6. Among the online GP methods, the isotropic
Gaussian was the most rapid kernel, as expected. Contrasting OIESGP with
OESGP, although training was more expensive on the benchmarks with irrele-
vant dimensions (due to the longer optimisation periods), the OIESGP produced
predictions 20% faster on all the benchmarks except NP1 and NARMA-10 with
irrelevant dimensions.
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4.4 discussion : a dynamical systems perspective
There are two notable findings obtained from our experiments. First, the isotropic
Gaussian produces results comparable to more complex methods on the one-
step prediction task with dynamical systems. Second, the OIESGP was decid-
edly more accurate than the other methods on the problems with irrelevant
dimensions. In this section, we try to understand the reasons for these observa-
tions from the perspective of dynamical systems theory.
A hallmark result in the field of non-linear dynamical systems is Taken’s Em-
bedding Theorem [Takens, 1981], which states that the delay vector constructed
from single observations is an embedding — a one-to-one mapping between
manifolds — whenever the length of the embedding is larger than twice the
intrinsic dimensionality of original space. Informally, a sufficiently long delay
vector (sliding-window) reconstructs the state-space such that topological prop-
erties are preserved. Although Taken’s original statement assumed infinite pre-
cision observations with no noise, this result has been extended to systems with
observation and dynamical noise [Casdagli et al., 1991; Stark et al., 2003].
As a concrete example, let us consider a simple linear dynamical system con-
sisting of a rotating two-dimensional state st by a fixed angle ✓ via iterative
application of T to an initial state vector s0.
st+1 = Tst (4.24)
yt = Ost + ✏y (4.25)
where
T =
264cos ✓ - sin ✓
sin ✓ cos ✓
375 O =
2641 0
0 0
375
and ✓ = 0.1, s0 = [0, 1]> , ✏y ⇠ N(0, 0.1). In Figure 4.7b, we see that standard
regression on the observations will fail to produce accurate predictions since
the distribution is generally bi-modal; as a partial observation, yt only contains
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Figure 4.7: Fig. 4.7a shows that the true states live on a unit circle. However, the probabil-
ity of the next observation conditioned upon the current one is bi-modal, vi-
olating assumptions made by typical regression methods (Fig. 4.7b). This bi-
modality occurs because of state aliasing caused by partial observations. In
4.7c, a coordinate delay embedding reconstructs the state space sufficiently
well that uni-modality is recovered and predictions can be performed accu-
rately.
limited information about the underlying state. As Fig. 4.7a shows, contami-
nated states lead to state aliasing; two distinct state sets A and B can generate
observations yt ⇡ 0 (illustrated by the plane). This phenomena undermines
predictability of the system.
However, a history of the observed time-series — the embedding — preserves
important properties such as the system dynamics. In this particular example, a
simple one-step delay embedding reconstructs the state space sufficiently well
such that uni-modality of conditional probability is recovered (See Fig. 4.7c).
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Figure 4.8: The mutual information between the next observation (to be predicted) and
the delay-embedding grows with the delay length approaching that of the
underlying state. As we would expect, embedding the underlying state does
not increase the mutual information. The reservoir shows a different initial
profile; a increase from 3 to 4 neurons results a sudden jump in informative-
ness.
Taken’s Theorem explains why, for the basic prediction problems, the isotropic
Gaussian with a sliding window works well. Using a sufficiently long window
permits the GP to operate in a space topologically similar to the original state
space. Indeed, a time-delay window is not the only reconstruction or repre-
sentation we have considered; the reservoirs used in echo-state networks and
the OESGP can be viewed as reconstructions. Computing the mutual informa-
tion (MI) between the next observation and the delay-coordinate and reservoir
embeddings (Fig. 4.8) allows us to quantitatively compare the informativeness
of the different representations. For our sample problem, the delay-embedding
and reservoirs have different MI profiles as the size of the representation is in-
creased. While the increase is more gradual for the delay vector, the reservoir
requires a minimum size — a "tipping point" — before sufficient information is
available.
4.4.1 The Problem of False Neighbours
As to the second question of why the introduction of an irrelevant dimension
hampered the algorithms except the OIESGP, we consider the issue of false neigh-
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bours [Kantz and Schreiber, 2003], used in state-space reconstruction to find the
optimal embedding dimension.
The idea itself is straightforward: as our simple rotating system demonstrates,
partial observations with noise project states from their true high-dimensional
spaces into neighbourhoods that they do not truly belong to. As such, these
projected points have neighbours that may be from other regions of the space
that are not truly similar. Irrelevant dimensions exacerbates the problem of false
neighbours because the "extra" dimensions factor into the kernel and distort
distances.
This has consequences for GPs (and other non-parametric methods) that rely
on the notion of similarity between the inputs as represented by the kernel func-
tion. Since the computed covariances are contaminated by the irrelevant dimen-
sions, prediction accuracies decrease. As such, we can interpret SNGD using
the recursive ARD kernel as a "moulding" of the similarities (via the hyperpa-
rameters) using the predictability of the system to approximate the topological
properties of the original space. Although the full ARD kernel with sufficiently
long window offers this feature, the parameter space employed is far larger. In a
practical sense, the OIESGP strikes a balance between having too many param-
eters (the full ARD and reservoir) and having too few (the isotropic Gaussian).
4.5 summary and conclusion
In this chapter, we investigated an extension of the OESGP in two important
ways: first, we obviated the need to create and maintain a reservoir by using
an "infinite" reservoir in the form of a recursive kernel with ARD. We then
showed how the hyperparameters of this kernel can be learned using SNGD on
the generalised error likelihood. Extensive experiments on benchmark problems
demonstrated the superiority of the OIESGP over using finite reservoirs, the
isotropic and full ARD kernels, as well as state-of-the-art methods. In the next
part of this thesis, we will explore how the OIESGP can be used as a base model
in two challenging learning problems in robotics.
Part III
APPL ICAT IONS IN ROBOT ICS
In the next two chapters, we use the OIESGP as a "building block" in
higher level structures applied to robotic learning problems. In Chap-
ter 5, we develop classifiers for learning objects by touch on the iCub
humanoid platform. Unlike existing methods, our classifiers learn
online: they iteratively refine existing models and create new models
when necessary. In Chapter 6, we propose a novel approach to build-
ing assistive controllers via learning by demonstration. Using the
OIESGP, we propose a probabilistic model for Learning Assistance
by Demonstration (LAD) and demonstrate its effectiveness with ex-
periments on the ARTY robotic smart wheelchair using paired haptic
controllers.
5
I TERAT IVELY LEARNING OB JECTS BY TOUCH
Our sense of touch is considered our most pervasive sense andis exquisitely sensitive; a large number of nerve receptors dis-tributed across our body allows us to finely examine our envi-ronment. Touch sensing allows us to detect, identify and manip-
ulate objects not within our field-of-view; we can easily feel to locate and grasp
a pen on a desk behind us while we are attending to another visual-based task
(e.g., reviewing a thesis). In addition, objects that have similar appearance (e.g.,
ripe and unripe fruits) are more easily distinguished using tactile feedback.
The development of "artificial skin" — tactile sensors created out of flexible
semiconducting materials — may provide future robots with similar (or height-
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Figure 5.1: Online Tactile Classification using OIESGP Online Learning Experts. Our
method works directly on temporal data (without the need for an exten-
sive feature vector) and is capable of creating new spatio-temporal experts
"on-the-fly" as new objects are encountered and refining models of famil-
iar objects. A probability distribution over object classes is maintained and
updated throughout the grasping action.
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ened) touch-sensing capabilities. An interesting and challenging area of research
is to learn to recognise objects through tactile feedback. For example, recent
studies have explored tactile classification using the C4.5 decision tree [Chitta
et al., 2010, 2011] and a bag-of-words model [Schneider et al., 2009]. Such classi-
fications can inform subsequent manipulations, for example, moving the fingers
to obtain a better grasp position.
In this chapter, we develop both generative and discriminative OIESGP-based
tactile classifiers on the iCub humanoid platform [Soh et al., 2012]. Similar to re-
cent work (e.g., [Schneider et al., 2009; Chitta et al., 2011]), we classified objects
using tactile feedback during a grasping or palpation motion (without lifting
the object). However, a primary difference is that our systems learn online, i.e.,
they continuously improve internal models of familiar things and create models
for novel objects "on-the-fly"; this approach is more applicable to robots operat-
ing in the real-world where both novel and familiar items would be frequently
encountered. Compared to existing tactile classifiers — such as C4.5 decision
trees [Chitta et al., 2010, 2011] and neural networks [Schöpfer et al., 2007] — our
models do not require the construction of an extensive feature vector (such as
the bag-of-features approach used in [Schneider et al., 2009] and [Pezzementi
et al., 2011]) and provide a probability distributions over object classes. Proba-
bility estimates allow systems to better decide when to halt the grasping/palpa-
tion motion (e.g., when a given threshold is breached) or to "pass" on uncertain
classifications.
The remainder of this chapter is organised as follows: in Section 5.1, we first
give an overview of related work. Section 5.2 presents our tactile classifiers; in
particular, generative and discriminative classifiers using OIESGP sub-models.
Section 5.3 describes our experimental setup, specifically, the tactile sensors and
grasp controller used in our experiments and the test objects used. The perfor-
mance of the classifiers are reported in Section 5.4 along with comparisons to
offline classifiers and human subjects. Finally, Section 5.5 concludes this chapter
with a summary and avenues for future research.
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5.1 related work on tactile-based classification
In this section, we give an overview of related work in object classification us-
ing data obtained from tactile sensors. The development of the tactile sensors
themselves constitutes a major research field and we refer interested readers to
recent reviews [Tegin and Wikander, 2005; Yousef et al., 2011]. Our focus here
is on the machine learning (classification) techniques applied along with the
features used to determine the identity of handled objects. To organise our dis-
cussion, we group the reviewed works into discriminative or generative methods.
5.1.1 Discriminative Tactile Classifiers
Given observation (or features) o 2 Rd, we can directly model the conditional
distribution p(ci|o) over object class ci 2 C, which yields a discriminative classi-
fier. For example, Schöpfer, Ritter and Heidemann [Schöpfer et al., 2007] used
a local linear map (LLM) neural network trained on features (dimensionally-
reduced using principal components analysis) obtained using a low-cost 16⇥ 16
tactile sensor array mounted on a Unimation 6-DOF PUMA 200 robot arm. More
recent work by Schöpfer [Schöpfer et al., 2009] used a C4.5 decision tree trained
on 51 tactile features (e.g., maximum taxel value), which achieved 92.5% accu-
racy score classifying 16 different objects.
The C4.5 tree was also used by Chitta et al. [Chitta et al., 2010, 2011] to estimate
the internal state of bottles with varying fullness grasped using the PR2 gripper
equipped with a capacitive sensor with 22 cells. Different from Schöpfer et al.,
the classifier used the frequency response of the manipulated objects, achieving
an accuracy score of 93.9% in recognising the different liquid containers.
Opting for a nearest neighbour approach, Drimus et al. [Drimus et al., 2011]
performed classification of 10 objects (both rigid and deformable objects) us-
ing the k-Nearest Neighbour (k-NN) algorithm. Each object was represented
by a variable length vector composed of the first two moments of each "tactile
frame". Distances between the two vectors were computed using Dynamic Time
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Warping (DTW) and the closest k neighbours voted on the object’s class. The
best accuracy obtained using this method on the 10 different objects (with 10
repeated grasps per object) was 92%.
5.1.2 Generative Tactile Classifiers
In contrast to the discriminative approach, the generative approach models the
joint p(o, ci) = p(o|ci)p(ci) and through application of Bayes rule, obtains the
class distribution p(ci|o) / p(o|ci)p(ci). In general, discriminative models tend
to have lower (asymptotic) errors, whilst generative models may more quickly
reach their lower bound [Ng and Jordan, 2001]. The primary task in generative
modelling is in creating the distribution p(x|ci) since p(ci) can usually be esti-
mated easily from the obtained data or assumed uniformly distributed. Work by
Meier et al. [Meier et al., 2011] demonstrated that compact 3-D representations
of unknown objects could be obtained by tactile sensors. In particular, Kalman
filters were used to build a probabilistic point cloud (stored as a k-dimensional-
tree). This representation can then be used to classify objects via Bayes rule
above.
Instead of operating directly on the raw tactile data, Schneider et al. [Schnei-
der et al., 2009] extracted a bag-of-features from low-resolution tactile intensity
images. A vocabulary of codewords was then obtained using unsupervised k-
means to cluster the obtained images. In this work, distances were measured
using a linear weighted combination of the pixel-by-pixel Euclidean distance
(with vertical shift correction) and the width of the fingers. For each object, a
histogram of the codewords was generated and classified using a Bayes classi-
fier. This method achieved a recognition rate of 84.6% with 10 test grasps on
each of the 16 objects tested.
Schneider’s work was recently extended by Pezzementi et al. [Pezzementi
et al., 2011] to incorporate descriptors from the image processing community
and to use Gaussian Mixture Models (GMM), instead of k-means, for codebook
creation. This improved method was capable of handling varying object poses
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and achieved higher accuracies exceeding 95%. Another bag-of-words model
was proposed by Gorges et al. [Gorges et al., 2010] which used an anthropomor-
phic robot hand. Classifications were performed using a combination of tactile
and finger configurations (so called haptic key features), which were dimension-
ally reduced using PCA. Instead of using k-means or GMM, the codebook was
obtained using the Self-Organising Map (SOM). The average accuracy of this ap-
proach was 75% (individual object accuracies varied greatly, ranging from 50%
to 100%).
Whether discriminative or generative, we see that machine-learning classifiers
generally achieved good performance on tactile feedback, reflecting the informa-
tiveness of the signals. However, one common attribute of the aforementioned
methods is that they are inherently offline; the grasp or palpation has to be com-
pleted before a classification can be performed. In contrast, humans are typically
able to determine the type or properties of handled objects during the manipu-
lation process. In the next section, we describe our online classifiers that are
similarly capable. Moreover, our models are iteratively trained — they can be
incrementally updated with each observed sample.
5.2 oiesgp generative and discriminative tactile classifiers
In this study, we developed both generative and discriminative classifiers com-
posed of OIESGP sub-models,mi 2M, representing each object class ci. At each
time-step t, the classifiers are provided with an observation ot and are expected
to provide a probability p(ci) for each class.
5.2.1 Discriminative Tactile Classifier
Recall that in the discriminative approach, we model the conditional distribution
p(ci|o) directly. Here, we have used one-versus-all classifier scheme whereby one
classifier is trained for each object.
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Unlike regression, the target values hi,t 2 {-1,+1} are positive for the correct
class and negative otherwise, rendering the Gaussian likelihood inappropriate.
As such, we applied the probit likelihood [Neal, 1997; Csató, 2002]. Each ob-
servation in a given sequence is associated with the appropriate target, which
yields the following likelihood function:
qt(ci|ot) =  
✓
hi,tµi,t
 i,t
◆
(5.1)
where
 (z) =
Z z
-1N(z|0, 1)dz (5.2)
is a cumulative density function of a standard normal distribution, µi,t and  i,t
are the predicted mean and standard deviations using model mi. A normalised
probability class distribution at a given time t can be obtained via:
pt(ci|ot) =
qt(ci|ot)P|M|
j qt(cj|ot)
. (5.3)
To train a given model mi with a positive (correct) sequence, we perform up-
dates to the GP as described in the previous section. However, negative sam-
ples present a problem when dealing with temporal sequences in a multi-class
setting; the same observation may be generated from different classes and the
number of classes imply a positive-negative imbalance. We experimented with
four different training schemes for dealing with negative samples: providing
negative samples to all models, none of the models (only positive training), and
the closest (as measured by probability) or wrongly selected model. Positive
training yielded the best scores and as such, we focus on the results obtained
via this scheme for the remainder of this paper.
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5.2.2 Generative Tactile Classifier
Recall that for generative classification, we model the joint probability distribu-
tion. Since our data is inherently temporal in nature, we model pt(ot|ci) and
pt(ci) where the latter represents the current belief over the classes. Our ap-
proach is very similar to the generative classifier presented in Chapter 3. Infer-
ence is performed using a Bayes filter to update a probability distribution over
the model classes as observations arrive:
pt(ci|o,M) =
pt(ot|mi)pt-1(ci)P
j p(ot|mj)pt-1(cj)
(5.4)
where we use a standard (independent) observational model:
p(ot|mi) =
Y
k
N(ok,t|µi,k,t, i,k,t). (5.5)
Each OIESGP sub-model (for each feature) is the familiar GP regressor we have
applied in the previous chapters and poses no difficulty; training the genera-
tive classifier simply corresponds to providing the correct model with example
sequences. To reduce computational and storage costs, we use the same basis
vector set for all sub-models for a given class. However, if the features are un-
correlated or have varying time-scales, using identical BV sets for each output
may yield low accuracies. As such, our implicit assumption in this setup is that
the observed tactile signals are correlated and have low intrinsic dimensionality.
When the grasping motion is initiated, the initial prior is set to be uniformly
distributed across the object classes and the class distribution is continuously
updated as sensory data is received. To compare accuracies with the other meth-
ods, the class with the highest probability (i.e., with the model that predicted
the sensory input best over time) at the end of the grasping action is selected as
the recognised object.
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5.3 experimental setup
The online-learning experiment was conducted in two phases: in the first phase,
a sample from each object class was presented to the classifier once. Strictly
speaking, this phase was not necessary since new models can be created as the
trials progressed but this simplified comparison with offline methods and the
human subjects who were informed of the objects were in-advance.
In the second phase, an object was chosen randomly (stratified sampling)
and presented for classification. After making a prediction, the algorithm was
trained with the actual class label; in other words, the algorithm iteratively
learned from observed samples. Training and testing was conducted for the
first 80% of the data, and only testing for the final 20%. In the following sub-
sections, we give specifics on the test objects, grasping procedure and classifier
initialisation parameters used in our experiment.
5.3.1 Test Objects
In this experiment, we used nine different everyday objects and one baseline
where the grasp was performed with no object, totalling ten classes (shown
in Fig. 5.2). These objects comprise plastic bottles with differing amounts of
liquid, two soft toys, soda-cans (also of varying fullness), a bottle of lotion and
a hardcover book. For each class, we created a dataset of twenty samples using
our grasp controller and recorded data for the pressing portion of the grasp,
yielding a total of 200 samples. As can be seen in Fig. 5.3, each grasped object
generates a distinctive spatio-temporal "signature". Our classifiers are based on
the notion that each of these signatures can be learned and represented by an
"expert model" (Fig. 5.1). To encourage reproducibility and development of the
field, we have made this dataset freely available online [Soh, 2012a].
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Figure 5.2: iCub with Objects: Plastic bottles (full, half-full, empty), Soda cans (empty,
half-full), Teddy-bear, Monkey soft-toy, Lotion bottle and Book.
5.3.2 Grasping with the iCub Hand
Previous work on tactile classification has focussed mainly on using grippers
(e.g., the two-fingered gripper on PR2 robot, [Chitta et al., 2010] ) and industrial-
style robotic arms [Schöpfer et al., 2007; Schneider et al., 2009]. For this study,
we used the iCub humanoid robotic platform (Fig. 5.2) which has two anthropo-
morphic dexterous hands with 5 fingers (20 joints with 9 degrees of freedom
as shown in Figure 5.4). Each fingertip is wrapped with 12 capacitive pres-
sure sensors under a layer of soft silicone foam. When pressure is applied to
the fingertips, the silicone foam is compressed, changing the capacitance. An
embedded-board samples all the sensors sequentially, generating output values
ranging from 0 to 255. In this work, the data capture rate was 10Hz.
We devised a grasp controller1 that executed a three-step action: first, it fixed
the hand position and orientation and then fully opened the hand digits, yield-
ing the pre-shape (as shown in Fig. 5.5a). After we placed an object in a gras-
1 The grasp controller was implemented by Yanyu Su.
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(a) Empty Plastic Bottle (b) Half-Full Plastic Bottle (c) Full Plastic Bottle
(d) Empty Soda Can (e) Half-Full Soda Can (f) Teddy-bear
(g) Monkey Soft-toy (h) Lotion (i) Hardcover Book
(j) None
Figure 5.3: Sample tactile sensor spatio-temporal blocks for the each of the 10 classes
where each object generates an individual "signature". Each vertical 5x5 slice
represents the 25 tactile features (mean, standard deviation, skewness, max-
imum and minimum for each finger). Note that these the features change
across time (horizontally-stacked slices) as the fingers press on each object.
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Figure 5.4: The iCub Hand is an anthropomorphic hand with 19 joints and 9 DoFs; this
induces a coupling between certain joints as indicated by the colour codes
and labelings. In our experiments, we used the tactile (capacitive) sensors
on each fingertip. Each fingertip incorporates a flexible printed circuit board
underneath a electrically conductive silicone and provides 12 pressure mea-
surements.
(a) Grasping Pre-shape (b) Grasping Motion
Figure 5.5: The Grasping controller used in this study would first initialise the iCub
hand into a "pre-shape" as shown in Fig. 5.5a. It would then close the fingers
onto the object via the motion depicted in Fig. 5.5b, pressing onto the object
to obtain tactile sensory input.
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pable position, the controller closed the digits with low velocity (20 deg/s for
each degree of freedom) along a pre-defined trajectory (illustrated in Fig. 5.5b)
until the tactile sensor readings breached a critical threshold (or the trajectory
completed). In our trials, we found it necessary to vary this threshold from
15-20 to compensate for sensor drift. Finally, the controller would press on the
object by moving each digit further along the same trajectory but with a higher
velocity (40 deg/s). This continued until the motion was blocked or the trajec-
tory motion was finished. Motion blocks were detected by checking that motor
encoder values remained unchanged for 0.5 seconds.
5.3.3 Classifier Set-up
Our classifiers process the encoder (measuring joint angles for each of the 9
DOFs) and tactile sensor data from each finger. Instead of using all twelve sen-
sors directly, the sensor data was reduced by computing the first three moments
(mean, standard deviation and skewness) as well as the maximum and mini-
mum reading for the twelve sensors on each finger; note that this data reduction
is "spatial" and not temporal as we do not compute statistics across the time-
steps. This resulted in an observation/feature vector ot 2 R34 (25 tactile features
and 9 encoder values) for each time step t. We also experimented with reduced
data streams with only the tactile or encoder features.
Both methods were initialised with single model after the first object was
encountered and a model class was created whenever a new object is taught to
the classifier. In other words, the system "grows" new OIESGP models as needed.
Each model was set to use 50 basis vectors with initial lengthscales l = [10.0]Di=1
for the generative model and l = [1.0]Di=1 for the discriminative model. The
remaining hyper-parameters initialised with  f = 1.0,  n = 0.1, ⌧ = 15 and
⇢ = 1.01 for both classifiers. Hyper-parameter adaptation was enabled with the
sampling interval sg set at 30 and stopping criteria ||4✓||2 < cg = 10-4 over 10
iterations.
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Figure 5.6: Classification Accuracy as Trials Progressed. Each trial set shown consists of
19 objects since we excluded Phase 1. Both the discriminative and generative
models improved classification performance as the trials progressed. The
best results were obtained when both tactile and encoder features were used;
by the fourth trial set, both methods achieved perfect accuracy. However, us-
ing only the tactile features also resulted in strong performance, particularly
with the generative classifier. The models trained only on the encoder fea-
tures attained comparatively poor performance.
5.4 empirical results
The results of our experiment (average score across 50 repeated tests with the
order of presented samples shuffled) are summarised in Tbl. 5.1 and Fig. 5.6.
As Fig. 5.6 shows, both online classifiers performed similarly, improving with
more samples seen, as indicated by the higher accuracies and smaller standard
deviations as learning progressed.
The best accuracies were obtained when both the tactile and joint angle fea-
tures were used— both discriminative and generative classifiers attained perfect
accuracy on the testing portion (final 20%) of the dataset. Of the two sets of at-
tributes, a significantly higher score was achieved when using only the tactile
rather than the encoder features, particularly for the discriminative model. This
result suggests that the tactile attributes are more informative of object identity
for this experiment. However, it should be noted that allowing the robot to per-
form grasps differently across the objects may yield better classifications using
only hand-configuration features.
Comparing the progression of the online methods, we observed that the dis-
criminative model achieved marginally better scores early on, but the generative
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Figure 5.7: The characteristic lengthscales for the discriminative classifier post-learning.
We observe that the lengthscales varied across the object classes. Overall, the
most relevant features (as measured by average smallest lengthscales) were
tactile features corresponding to the middle finger and thumb, as well as the
thumb metacarpophalangeal-interphalangeal coupling.
model tended to achieve higher accuracies as more samples are provided. This
phenomena is most clearly seen when using only the encoder values. That said,
when using all features, both methods achieved perfect accuracy by the third
trial set (after ⇡ 60 object samples).
Looking closer at the classification errors, both methods made similar mis-
takes (complete confusion matrices are available as supplementary results in
Appendix E). To summarise, the two most misclassified objects are the baseline
class (no object) and the Half-full Soda Can. The baseline class was most fre-
quently mistaken for the Monkey soft-toy and the Half-full Soda-can confused
with the Half-Full Plastic Bottle. These mistakes are not surprising given the soft
nature of the monkey toy (where the hand would sometimes close completely),
and the size and compression similarities between the half-full containers. When
using only the encoder values, the cans and plastic bottles were most frequently
confused, as well as the lotion bottle and hardcover bottle, as these objects had
similar widths and resulted in similar hand configurations.
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Methodology Algorithm All Features Tactile Features Encoder Features
Online Discriminative (All) 0.991 (0.026) 0.985 (0.025) 0.907 (0.066)
(OIESGP) Discriminative (Final 20%) 1.000 (0.000) 0.992 (0.012) 0.936 (0.029)
Generative (All) 0.991 (0.027) 0.989 (0.030) 0.921 (0.096)
Generative (Final 20%) 1.000 (0.000) 1.000 (0.000) 0.970 (0.024)
Offline C4.5 0.985 (0.012) — —
SVM 0.835 (0.068) — —
SVM (FS+Opt) 0.995 (0.001) — —
Table 5.1: Object classification scores show that our online methods perform well on the
obtained dataset, achieving high accuracy scores relative to state-of-the-art of-
fline methods. Accuracy scores for offline algorithms are the best 5-fold cross-
validation accuracies. We also observed that the tactile information plays a
crucial role in making a proper classification; using only the encoder features
(joint angles) results in significantly lower accuracies.
Feature Description
1-25 First three moments, max and min of the mean tactile data
26-50 First three moments, max and min of the sd. tactile data
51-75 First three moments, max and min of the skewness of the tactile data
76-165 Encoder readings during maximum and minimum tactile readings
Table 5.2: Features used for offline methods (computed for each finger separately).
Fig. 5.7 illustrates a sorted bar graph of the optimised lengthscales for the
discriminative model. Although more data is needed for further optimisation,
we observed the minimum lengthscales — indicative of importance — were dif-
ferent across the objects. By approximating feature relevance using the smallest
average lengthscale, we ascertained the three most relevant features to be the
mean tactile measurements of the middle finger and thumb, and the thumb
metacarpophalangeal-interphalangeal encoder reading. Interestingly, the C4.5
decision tree method (described in the next section) selected a similar set with
four features corresponding to the mean tactile reading for the thumb, middle
and ring fingers and the standard deviation of the tactile reading of the thumb.
5.4.1 Performance Comparison to Offline Classifiers
We compared our results against the C4.5 decision tree (which was used with
success in several research works on tactile classification [Chitta et al., 2010,
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2011]) and SVM using the RapidMiner platform2. Since the offline methods do
not directly work on temporal data, we created a feature vector similar to [Chitta
et al., 2011] by computing statistics across the temporal dimension (shown in
Tbl. 5.2). We optimised each algorithm using a grid-search to minimise the 5-
fold cross-validation error. Specifically, we optimised the penalty term C and
the RBF kernel width for the SVM. We optimised C4.5 parameters (i.e. leaf size,
split criteria, minimal gain) in a similar manner.
The best 5-fold cross-validation accuracies of the two methods are shown
in Tbl. 5.1. It is important to note that accuracy comparisons should be made
qualitatively since the accuracy scores are computed differently from the online
method. We observed that the decision tree performed well on this problem,
better than the SVM by a significant margin. That said, both methods did not
obtain the accuracy level attained by our methods on the normal dataset. We
hypothesised that the SVM was having difficulty due to the large feature vector
(165 features) and we performed an additional feature selection (FS) for the
SVM using a genetic algorithm3 (the objective function was the average 5-fold
cross-validation accuracy), followed by an additional optimisation of algorithm
parameters. Only after this computationally-heavy optimisation did the SVM
attain high scores similar to our OIESGP classifiers.
5.4.2 Early Classification
One additional benefit of our approach is the ability to predict object labels
before the grasping motion is complete. To, illustrate this point, Fig. 5.8 shows
the "early" classification accuracies on the test set (using both tactile and encoder
features) during the grasp. The scores are shown versus sequence proportion
since the actual temporal lengths varied from one grasp to the next. Even with
10% of the data, both classifiers achieved a high accuracy of ⇡ 98%. Indeed,
both models achieve perfect accuracy when using only 30% of each sequence,
2 More information at http://www.rapid-i.com.
3 We also attempted to use PCA for feature reduction but this yielded suboptimal results.
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Figure 5.8: Median classification accuracies at different stages of the pressing motion.
High accuracies are achievable even before the motion is complete — perfect
identifications are made using only the first 20% and 30% of the sequence
for the discriminative and generative classifiers respectively.
demonstrating that excellent object recognition is achievable without having to
complete the entire motion.
5.4.3 Computational Costs
Our computational test-bed was a Apple Macbook laptop with a 2.6Ghz Intel
Core-i7 processor and 16GB of RAM. For the discriminative classifier, each pre-
diction iteration (for each observation) required an average of 0.0093s. Training
was more expensive at 0.02s given the need to compute derivatives for hyper-
parameter optimisation. Prediction and training times were marginally higher
for the generative model at 0.0097s and 0.0265s respectively. Nevertheless, both
models were capable of updating their internal states in less time than required
to execute the grasping motion. In short, the training and predictions can be
made in real-time given reasonable limits on the number of classes.
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Figure 5.9: Human online classification experiment with the three plastic bottles (of
varying fullness). Participants were provided true-label feedback after each
sample, giving them the opportunity to learn from mistakes. (5.9b) Human
Classification Accuracy as trials progressed (with medians shown in the
boxes) show an improvement in accuracy between trials 1-10 and 11-20. Dif-
ferences between the first and second segments are statistically significant at
the 95% level with p = 0.033.
5.4.4 Performance Comparison to Human Subjects
In addition to comparisons with offline classifiers, we sought to understand
how human subjects would perform given the online-learning experimental
setup with true-label feedback after each attempt. From preliminary tests, we
discovered that humans easily achieved 100% accuracy when distinguishing the
(easily deformed) soda cans, the soft toys (through texture), the lotion bottle
and the hard-cover book. However, they appeared to have difficulty discrimi-
nating between the plastic bottles. Similar findings were reported by Chitta et
al. [Chitta et al., 2011], where human subjects achieved a classification accu-
racy score of 75.2% when asked to discriminate between full and empty (both
open and closed) plastic bottles — note however that in that study, the humans
trained before-hand (until they were confident about their abilities) and were
not offered the correct labels during the testing stage.
We invited 15 human subjects (ages 21-38 years, mean 28.5 years, 13 males) to
participate in an experiment similar to the classification task described in Section
5.3 but limited to the three plastic bottles (Fig. 5.9a). In the first phase, each
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Predicted
True Label Empty Half-Full Full
Empty 111 37 2
Half-Full 17 110 23
Full 0 9 141
Table 5.3: Confusion Matrix for Full, Half-Full and Empty Plastic Bottles (Human
Study)
participant was allowed to grasp each of the items once and told the object’s
class; they were not allowed to lift or otherwise move the bottles. In the second
phase, they were asked to classify a randomly selected bottle (30 trials with
stratified sampling) hidden in covered box. After each attempt, the participants
were provided feedback (the true-label), giving them the opportunity to learn
from mistakes.
The average human score was 80.4% (sd. 12.4%), lower than that achieved by
iCub with OIESGP classifiers (which achieved 100% accuracy across 20 repeated
tests with the order of test samples shuffled). From the confusion matrix (Tbl.
5.3 ), we observed that the full bottle was the easiest to classify. The empty and
half-full bottles were more difficult to tell apart; we observed our participants
frequently misclassified the empty bottle as half-full, particularly during earlier
trials. The one participant who achieved perfect accuracy revealed to us after the
experiment that he used a combination of temperature and bottle deformation
to help him with the task. Since our methods can easily accommodate other
sensor-streams, future work may fuse sensor data to better classify items.
To determine if the subjects improved as the trials progressed, we segmented
the data into three portions, i.e., the first ten, second ten and final ten trials.
As can be seen in Fig. 5.9b, the median accuracy scores rose from 70% to 90%
from the first to the second segments and remained relatively stable after. The
difference in the first and second segments were statistically significant at the
95% level (p = 0.033), in favour of the hypothesis that human beings learnt
continuously from feedback. We also noted that the human subjects repeated
their grasps in order to make a decision (especially when they were unsure). As
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future work, we plan to investigate using the model’s uncertainty estimates in
a similar "active-touch" strategy.
5.5 summary and conclusions
In this chapter, we have demonstrated how the OIESGP can be used in discrim-
inative and generative classification models, applied specifically to the task of
distinguishing objects by touch. Our experimental results using the iCub an-
thropomorphic hand and ten object classes show that our online methods are
capable of real-time classification and attained high accuracies comparable to
highly-optimised offline classifiers such as the C4.5 decision tree and the SVM
— when using both tactile and joint angle features, our methods achieve perfect
accuracy on the test portion of our dataset.
Despite the excellent performance, our object set remains relatively small
(with a substantial number of training samples) and our classifiers were forced
to make a choice between known objects. In contrast, humans are able to dis-
criminate between a very large number of familiar and novel items. Although
our classifiers outperformed human subjects on the plastic bottle experiment,
there may be inherent trade-offs between being able to positively perceive small
differences in tactile feedback and scaling up to meet the demands of real-world
object classification. Indeed, humans are able to vary palpations to better obtain
sensory input and can leverage on additional features (such as weight) to bet-
ter classify objects, relaxing the need to rely simply on tactile information ob-
tained through a grasp. These reasons may explain why the human subjects did
not achieve perfect accuracy in our experiment, but more importantly, suggest
means of extending our work.
First, we may incorporate additional sensory data (e.g., heaviness and tem-
perature) to better classify objects. The second, potentially more interesting, re-
search thread is to explore the use of active classification, i.e., gathering addi-
tional sensory data when confidences are low. In a similar vein, active learning
can be used to minimise the amount of samples required for training. These
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issues, as well as ideas for scaling up through hierarchical modelling, are dis-
cussed further in Chapter 7.
Moving on, in the next chapter, we will combine discriminative and genera-
tive elements into a single cohesive model for learning assistance by demonstra-
tion. We demonstrate that this model can be trained online to provide real-time
assistance to wheelchair users.
6
LEARNING ASS I STANCE BY DEMONSTRAT ION
Over the years, the robotics research community has propelledthe development of the intelligent robot assistant, making im-portant scientific and technological advances that have resultedin (among many other examples) smart wheelchairs that pre-
dict user intent [Carlson and Demiris, 2012] and robotic laparoscopic camera
assistants that help doctors perform complex surgery [Nezhat et al., 2009]. That
said, robotic assistants have yet to achieve widespread use and remain largely
confined to laboratory and other controlled environments.
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Figure 6.1: Learning-Assistance-by-Demonstration (LAD) System. Our model learns
both when and how to assist iteratively from an assistant (demonstrator) help-
ing a user accomplish a task.
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One reason for this lack of expansion into real-world settings is that proper
assistance (by human or robot) is challenging. By its nature, assistance is con-
textual, dependant not only on the current task, but also on the state of the user,
the environment and the assistant’s capabilities. Furthermore, competing goals
may demand for different degrees of assistance. In educational settings for ex-
ample, the primary goal is long-term user development rather than short-term
task completion [Earwaker, 1998]. Although it may be possible to derive assis-
tive policies from "first principles", it requires an inordinate amount of prior
knowledge to be integrated into a robotic system.
In this chapter, we adopt a novel perspective on the problem, approaching
it from a Learning-by-Demonstration (LbD) standpoint [Dillmann, 2004; Argall
et al., 2009]. As compared to developing policies by-hand, LbD methods derive
policies from teacher demonstrations. In a similar fashion, we aim to derive
assistive policies by observing an assistant; an approach we term as Learning
Assistance by Demonstration (LAD) [Soh and Demiris, 2013].
Framing assistive learning in this way allows us to retain many of the benefits
associated with LbD; for complex tasks, demonstration is often more intuitive
than hand-coding specific behaviours, allowing non-roboticists to participate in
policy development [Argall et al., 2009].
In addition, LAD augments LbD by focussing on the assistive element. Cur-
rent LbD systems are task-centred in that they focus on deriving a policy for
completing the demonstrated task with or without a human-in-the-loop. For
example, to teach a smart wheelchair to navigate, we would provide it with
driving demonstrations to derive a "how-to-drive" policy (e.g., [Chow and Xu,
June]). When the smart wheelchair is assisting a user, the robot faces the diffi-
cult decisions of not only how best to assist but also when it is appropriate to
intercede. One approach to solve this is by inferring the user’s intent from (po-
tentially noisy) observations [Carlson and Demiris, 2008; Demiris, 2007], using
the learned policies and failure models. In contrast, LAD is a direct approach.
Instead of deriving a policy for "how-to-drive", we extract a policy for "how-to-
help-a-user-drive".
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A natural follow-up question is how to learn assistive policies from demon-
strations? As a solution, we present a novel probabilistic mixture model using
our developed OIESGP regressor and classifier. Described in Section 6.2, this
model is trainable online during the demonstration process (which facilitates
interactive teaching) and more importantly, places emphasis on capturing both
when and how to appropriately assist.
To demonstrate the feasibility of the LAD approach and our associated model,
we focus on the problem of smart assisted mobility. We conducted experiments
using a simulated robot and on a real-world smart wheelchair. Section 6.3 de-
scribes our simulation experiment and presents model accuracy results. Sec-
tion 6.4 extends this discussion to a real-world experiment on the ARTY smart
wheelchair platform [Soh and Demiris, 2012b, 2011] with human participants
using haptic controllers. Finally, Section 6.5 concludes this chapter with a sum-
mary and ventures research questions arising from this work.
6.1 learning assistance by demonstration : problem statement
In this section, we formally introduce LAD and detail its elements and distin-
guishing features. To help guide this discussion, Fig. 6.1 illustrates an overview
of our system model.
Recall that we are principally interested in robots that learn how to assist
humans accomplish tasks through observation of an assistant. For simplicity, let
us consider a scenario where there is one assistant (UA) helping a primary user
(UP) complete a primary task (TP)1. In effect, UA is engaging in an assistive task
(TA) and our robot’s goal is to extract an assistive policy, i.e., a mapping from
states xt 2 X to assistive actions at 2 A, denoted ⇡A(xt) : X! A. This should be
contrasted against the typical LbD approach which is to model the primary task
and obtain a task policy ⇡P(xt) : X! U where U is the set of control actions.
To enable us to extract this policy, we have access to (partial and noisy) ob-
servations of the state xt = (xA,t, xU,t, xE,t) where xA,t, xU,t, xE,t are the state of
1 Our method can be extended to scenarios involving multiple assistants and primary users.
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the assistant, the user and the environment. Note that xA,t represents either the
assistant or the robot, depending on whether the robot is observing or executing
the policy. We also observe the actions performed by U and A, denoted as uˆt
and aˆt respectively. In addition, we assume a visible signal hˆt which indicates
when the assistance is given.
To make these concepts more concrete, let us consider a specific intelligent
wheelchair training scenario where an occupational therapist UA is teaching a
young boy UP with special needs to navigate his environment. In addition, she
wishes to train the smart wheelchair R to assist the child when she is not present.
To do so, whenever UP is unable to complete a particular sub-task or is having
difficulty, UA engages a "guidance-mode" where she takes control and guides
UP appropriately with actions aˆt. R is able to observe these actions as well as the
states xt when interventions occur, and aims to extract the policy ⇡A(xt) used
by UA.
An important element of our approach is the recognition that assistance may
not be needed (or desired) continuously but only at key points during the pro-
cess [Demiris, 2009a]. This is relevant in many real-world applications where
constant intervention may interfere with task completion or competing objec-
tives. Using our example, if UA does not provide sufficient assistance, the child
may become frustrated with the activity. On the other hand, if UA assists too
much, the child learns to rely on her assistance, which negatively impacts his
long-term development (a phenomena known as "learned helplessness" [Selig-
man, 1972]). As such, deciding when to assist is paramount. In the next section,
we discuss our probabilistic assistive model which formally captures these ele-
ments.
6.2 an online probabilistic model for lad
At a high-level, our model is a representation of an assistant making two choices
at each time-step; 1) whether she should help and if so, 2) what she should do.
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Let us begin by assuming that the assistive actions are continuous random
variables at 2 RD, which can represent motor commands to an actuator for
example. In addition, we define a "null" or zero action a0 , 0 (the assistant is
not helping in the task). Our Bayesian model considers that assistive actions
at are generated from an "assistance component" or a "do-nothing component"
(where the action probability is a Dirac delta centered at a0):
p(at|xt) = p(ht = 1|xt)N(at|f(xt),V[f(xt)]) + (1- p(ht = 1|xt)) 0(at). (6.1)
A critical part of our model is the probability of assistance (when-to-help) rep-
resented by a discrete/binary random variable ht 2 {-1, 1} conditioned on the
current state xt. In this work, ht and at are modelled using a Gaussian Process
classifier (GPC) and regressor (GP) respectively:
ht|xt ⇠ GPC (6.2)
f(xt) ⇠ GP (6.3)
Since standard GPs are computationally expensive and we prefer our robotic
assistants to learn iteratively from demonstrations, we make use of the OIESGP
developed in the previous chapters. To increase modelling power without hav-
ing to increase the BV set size (avoiding the additional expense associated with
the matrix inversions needed for hyperparameter optimisation), we re-introduce
the local modelling concepts discussed in Chapter 2. Here, the binary variable
ht is modelled with a mixture of OIESGP discriminative classifiers (using the
probit likelihood introduced in Chapter 5), and the assistive actions are mod-
elled using a mixture of OIESGP regressors.
6.2.1 Mixtures of OIESGP Experts
Recall from Chapter 2 that local models maintain a collection of smaller sub-
models that partition the space. Similarly, Mixture of Experts (ME) models [Jor-
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the projected space.
dan and Jacobs, 1994] consider the probability of the observed output comes
from a linear mixing of K base experts:
p(yt|xt,⇥) =
KX
i=1
⇡kpk(yt | xt,✓k) (6.4)
where ⇥ represent all the model parameters, ✓k are the parameters for the k-
th GP, and ⇡k are the mixing weights, ⇡k = p(zt = k | xt, ⇣) where ⇣ are the
gating function parameters and zt are the indicator variables assigning samples
to experts. For an offline LAD mixture model, we may apply the GP mixtures
proposed in [Tresp, 2001; Rasmussen and Ghahramani, 2002].
Here, we present an online approximation using OIESGP experts where we
apply online kernel k-means to partition the space. Our approach differs from
LWPR and LGP, which can produce pathological clusterings due to the use of
Euclidean cluster centers. Fig. 6.2 shows a concrete example of this where we
applied online clustering on data generated from a simple switching dynamical
system2. Here, kernel clustering using the centers in the projected space generated
a more accurate and intuitively appealing partitioning of the space (given the
underlying system).
2 The dynamical system employed was similar to the simple linear rotating system discussed in
4.4, but with two modes of different radii and switching between the modes every 50 time-steps.
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6.2.1.1 Kernel k-means Clustering
Unlike the supervised learning methods we have discussed up to this point,
k-means is an unsupervised learning method. In contrast to regression and clas-
sification, we are not given the "true" outputs. Instead, unsupervised methods
"discover" structure in data [Murphy, 2012]. For clustering tasks in particular, we
seek to partition the data into coherent parts, i.e., groups with similar samples.
The k-means algorithm is an iterative (offline) method that clusters samples
xi into K clusters to minimise the cost (loss) function:
L(M,Z) =
X
i
||xi -mzi ||
2 (6.5)
where M = {mk} for k = 1, . . . ,K is the set of the cluster centers and Z = {zi} is
the set of assignment variables indicating which cluster the sample xi belongs to.
The solution to this optimisation problem is achieved by iteration of two steps:
1. Assign the points to the closest cluster: zi = argmink ||xi -mk||
2
2. Re-compute the cluster centers: mk =
P
xi2Ck xi/|Ck| where Ck is the set of
samples assigned to cluster k.
For kernel k-means, the overall structure of the algorithm remains unchanged.
The difference is in the distance computation; instead of using the Euclidean
distance in input space, we find the distance to the cluster center in projected
space:
d(xi,m
 
k ) = || (xi)-m
 
k ||
2 (6.6)
where the cluster center is given by:
m k =
P
xi2Ck  (xi)
|Ck|
. (6.7)
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Using the property of Mercer kernels, we can apply kernel evaluations instead
of dot products:
d(xi,m
 
k ) = k(xi, xi)-
2
P
xj2Ck k(xi, xj)
|Ck|
+
P
xj,xl2Ck k(xj, xl)
|Ck|2
(6.8)
6.2.1.2 Online Clustering for OIESGP experts
When data arrives sequentially, we can approximate the full kernel k-means so-
lution in a greedy fashion to partition the space incrementally. Here, we process
samples xt one at a time to update a set of OIESGP experts.
Given the maximum number of experts Kmax, the model experts mk for k =
1, . . . ,Kt where Kt 6 Kmax and Kmax is user-defined. Each expert has a basis
vector set Bk. Similar to LWPR and LGP, we employ a cluster creation threshold
wgen to determine when a cluster should be spawned — however, the number
of experts is bounded by Kmax. Updating the model proceeds as follows:
1. Compute the distances, dk,t, to each of the k centers via Eq. (6.8) using Bk
in place of Ck.
2. If exp(-dk,t) < wgen for all k and Kt 6 Kmax, we create a new expert with
the sample xt, increment Kt and proceed to the next sample.
3. Otherwise, we assign xt to the closest expert, i.e., zt = argmink dk,t and
update the OIESGP mk with the sample.
Although the distance computation (6.8) appears to be on the order ofO(|Bk|2),
it is straightforward to maintain and update last term on the RHS for each
cluster (on the order of O(|Bk|) for each sample). Then, calculating the dis-
tance to each cluster takes, in the worst case, O(sB) for each expert3 and hence,
O(KmaxsB) in total. In summary, the total distance computation time grows lin-
early with total number of basis vectors stored across all experts and is bounded
by the total number of stored BVs.
Training can be performed online as the demonstration is being conducted.
For example, in our experiments, the when-to-help model is continuously trained
3 Recall that sB specifies the maximum BV set size.
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throughout the demonstration with both positive and negative observed sam-
ples (xt, hˆt). The how-to-help model is only trained when assistance is offered
(hˆt = 1) with the observed sample pairs (xt, aˆt).
6.2.2 Prediction and Control
Once both models are trained, we can apply them directly in an assistive policy
⇡A(xt). To make a prediction, we used a simple winner-takes-all scheme, i.e.,
predictions are made only with the "closest" expert:
µt =
X
k
 k,ztµk,t (6.9)
where µk,t is the predicted mean of expert k using input xt,  k,zt is the Kro-
necker delta and zt = argmink dk,t. Preliminary tests indicated that this ap-
proach worked effectively for both the how-to-help regressor and when-to-help
classifier. For assistive control, we applied a simple thresholdWh and assistance
(h˜t = 1) was offered whenever the probability of assistance p(ht|xt) > Wh. The
threshold Wh is a user-defined parameter that controls the minimum level of
confidence before offering assistance. The assistive control signals, a˜t, are taken
as the prediction of the OIESGP experts using Eq. (6.9) above. We note that more
complex policies can be derived to make use of the variance of the assistive ac-
tion distribution, and this will be explored in future work.
6.3 simulation experiment : assisted mobility
To illustrate how LAD and our probabilistic model can be applied, let us fo-
cus on the real-world problem of assisted mobility for individuals with special
needs. A recent survey article [Simpson et al., 2008] assessed that 61-91% of
all wheelchair users (1.4 to 2.1 million people in the US) could gain from an
assistive smart wheelchair. Research in this area has produced a multitude of
obstacle avoidance algorithms and real-world platforms that help wheelchair
6.3 simulation experiment : assisted mobility 125
users avoid collisions [Tsotsos et al., 1998; Yanco, 1998a; Gomi and Griffith, 1998;
Miller and Slack, 1995; Levine et al., 1999; Simpson et al., 2004; Carlson and
Demiris, 2008, 2010b]. For a more complete review of smart wheelchairs, we
refer readers to [Simpson, 2005]. Recent research work has applied LbD to driv-
ing wheelchairs in cluttered environments [Chow and Xu, June] but the focus
of this study was the transferability of human driving skills. In contrast, we are
interested in transferring assistive skills.
As a prelude to our real-world trials, we conducted a simulation study de-
signed to test if our model was capable of capturing when and how to help a
wheelchair user after a minimal set of demonstrations.
To simplify analysis, let us consider a first-cut scenario that assumes that the
user lacks a specific fine motor control skill which inhibits his ability to make
sharp right turns. This loss is permanent and thus, assistance should be offered
to prevent user frustration. Since the user is otherwise capable of controlling
the joystick, assistance should withheld during "soft" right turns (desired turn-
ing angle was less than 60 degrees), left turns or forward/backward movements
to encourage the development of wheelchair driving skills. The efficacy of our
approach was measured using the model accuracy (using the human demon-
strator signals as the "gold standard") and the time required to complete a lap
around a driving course.
6.3.1 Experimental Setup
Based on the real-world environment shown in Fig. 6.3, we created a simulated
world using the Stage simulator [Gerkey et al., 2003]. Our test subject was a au-
tonomous robot driver (RD) developed using the Robot Operating System (ROS)
[Quigley et al., 2009] navigation stack4. For this test, RD’s maximum forward
and rotational velocities were set at 0.7 m/s and 0.5 rad/s and local obstacle
avoidance was performed using Dynamic Window Approach (DWA) [Fox et al.,
1997].
4 More details on developing autonomous mobile robots can be found at http://www.ros.org/
wiki/navigation.
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R1
R2
S/F
6.2 m
Figure 6.3: Driving course used in our simulation and preliminary trials. Our simulated
robot tasked to drive from S to F, passing through and making four sharp
right turns at R1 and R2.
We tasked RD to drive from the start point (S), through R1 and R2 and back
to the finish point (F). Note that RD always made right turns at both R1 and R2.
Under normal operation, RD was able to complete a lap in an average of 44.0 s.
We induced the control limitation by scaling right turns to a maximum of 0.15
rad/s. This simple constraint had a drastic impact on RD’s lap performance,
increasing lap times to 61.6 s.
6.3.1.1 Assistance Demonstration
Assistance was provided in the form of a control takeover (in the spirit of "hand-
over-hand" control used by occupational therapists) during the right turns at R1
and R2. Assistance was not offered at other portions of the map. Demonstration
was performed using a wireless joystick controller which provided an observ-
able takeover signal, hˆt (1 whenever assistance was provided and -1 otherwise)
and the assistive command velocities, aˆt = (aˆx,t, aˆ✓,t). During takeover, the as-
sistive control signals replace those sent by RD (an alternative approach would
be to augment RD’s control velocities).
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Parameters When-To-Help How-To-Help
Capacity (C) 50 50
Recursion Depth (⌧) 10 10
Temporal scale ( 2⇢) 1.01 1.01
Lengthscale (lU) 1.0 0.1
Lengthscale (lA) 1.0 0.1
Lengthscale (lE) 2.0 2.0
Signal Variance ( 2f ) 0.1 0.05
Noise ( 2n) 0.1 0.01
Assistance Threshold (Wh) 0.5 —
Expert Creation Threshold (wgen) 0.4 0.3
Maximum Number of Experts (Kmax) 50 50
Table 6.1: Assistive Model Parameters. The same parameters were used for the simula-
tion and the real-world trails.
6.3.2 Model Setup and Parameters
In this experiment, the (partially-observable) state of the system was modelled
as xt = (xU, xA, xE) where the state of the robot was represented by its cur-
rent velocities xA = (vx,t, v✓,t) and the environmental state was captured by
forward laser scan readings (separated into M = 15 segments), xE = st =
(s1,t, s2,t, . . . , sM,t). Since we did not employ "user-specific" sensors, we used the
user’s desired translational and rotational velocities as a proxy for intent (an
internal state), i.e., uˆt = xU = (ux,t,u✓,t). More state complexity can be accom-
modated by our model but we found this representation to be sufficient for the
task. Note that, in the limited control state, the model is only able to observe
the scaled right turns (instead of the full commanded rotational velocity of 0.5
rad/s).
The parameters for our probabilistic assistive model are shown in Table 6.1.
In addition to the default Kmax = 50 setting, we experimented with Kmax = 1 to
investigate the differences when the LAD model consisted of only one OIESGP
regressor and classifier.
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Figure 6.4: Performance measures summarising LAD model accuracy. The When-To-
Help model achieved a high AUC score (0.97 – 0.99), which progressively
improved as more samples were provided. This was higher than the single-
expert model (0.95 – 0.98). In addition the How-To-Help model attained
relatively low (⇡ 0.07) errors for the turning command velocities.
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Figure 6.5: Lap times in seconds. Without assistance, the control limited robot (RD) com-
pleted a lap in 61.6 s. With human demonstrator assistance, RD was able
to complete a lap in approximately 46 s. With a single demonstration, our
learned model was able to improve lap times to 46.5s (a speedup improve-
ment of 133%), statistically similar to a human demonstrator.
6.3.3 Simulation Results
To better analyse the learning capability of our model, we used ten supervi-
sor demonstrations as a single dataset to train and test our model. The model
learned in an online fashion, i.e., trained/tested at each time step during nine
trials. The final tenth trial was used for testing (no training was applied). Fig.
6.4 summarises the performance of both the classifier and regressor averaged
over fifteen runs (with the ten supervisor demonstrations randomly permuted).
The AUC scores obtained by varying the assistance threshold Wh, are shown
in Fig. 6.4a. Our trained model achieved good scores (0.97 - 0.99), indicative of
high true positive to false positive ratios and strong classifier performance. The
median AUC scores were 0.990 by the ninth trial and 0.993 for the final test
trial, higher than that when using only a single model (0.985); the number of
experts grew to 10 experts5 for the classifier but remained constant at one for
the regressor.
Turning our attention to assistive control accuracy, we see from Figs. 6.4b and
6.4c that the OIESGP is able to generate assistive actions that are very similar to
those generated by the demonstrator. The rotational command velocities have
5 The number of experts varied from 9 to 11 depending on the trial.
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Figure 6.6: Post-Learning Lengthscales for LAD Simulation Experiment. The When-To-
Help component manifested more change in the lengthscale values, suggest-
ing that the most relevant features (with minimum lengthscales) were the
wheelchair velocities and the front laser-right reading.
higher RMSE as compared to the linear controls; this may be explained by the
fact that the help was principally rotational (and thus more varied) in nature. In-
terestingly, Fig. 6.4c shows that the model is able to "anticipate" when assistance
should be given — we see a rise in the model’s predicted p(ht) and a decrease
in the variance of p(at) well before the assistance is actually performed.
Fig. 6.5 illustrates the lap times attained by RD when assisted by a human
demonstrator and by our learned assistive model (over 10 independent trials).
After only a single demonstration, our model is able to improve RD’s lap time
to 46.5 s; a speedup of 133% over the control limited scenario and statistically
similar to that of the human demonstrator (Kolmogorov-Smirnov test with p =
0.67 and test statistic ks = 0.30).
6.3.3.1 Lengthscales
The lengthscales obtained after the training laps are shown in Fig. 6.6. The
When-To-Help component exhibited more change in the lengthscale values, and
the most relevant features (with smallest values) were the wheelchair velocities
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Figure 6.7: The Assistive Robotic Transport for Youngsters (ARTY) Smart Wheelchair
[Soh and Demiris, 2011, 2012b].
and the front-right laser reading. This was surprising since we expected the user
input to have the most relevance. We posit that since the classifier was only able
to observed the scaled command values, the wheelchair velocities (over time,
with the laser scan values) were found more informative of when to start and
stop assistance.
6.3.3.2 Computational Times
The How-to-Help component took an average of 0.021 s (sd. 0.0072 s) per iter-
ation, with a maximum of 0.0695 s when the GP was being rebuilt using new
hyperparameters. The When-To-Help classifier’s processing time was similar:
an average of 0.0128 s (sd. 0.0145) per iteration, with a peak 0.0730 s. As such,
our LADmodel was capable of operation at⇡ 10Hz. Note that using the mixture
of 10 experts (with a maximum of 50 BVs each) was computationally cheaper
than using a single model with 500 basis vectors. On a separate test, the single
model variant with sB = 500 required approximately 2.5 s per iteration (with
hyperparameter optimisation enabled).
6.4 real-world experiment with arty and haptic controllers 132
6.4 real-world experiment with arty and haptic controllers
Based on the positive simulation and preliminary results with the joystick con-
troller (detailed in Appendix F), we conducted an real-world experiment using
the ARTY smart wheelchair (Fig. 6.7) [Soh and Demiris, 2012b, 2011] with 15
human participants using paired haptic controllers. In this section, we describe
our experimental platform, set-up and obtained findings.
6.4.1 Robot Platform: ARTY Smart Wheelchair
Our experimental platform was the Assistive Robotic Transport for Youngsters
(ARTY), designed to enable more children to benefit from independent mobility.
ARTY was built "on-top" of the Skippi, an electronic powered indoor/outdoor
chair (EPIOC) designed specifically for children. We chose the Skippi as our
base unit because it fulfilled some of the requirements identified by Orpwood’s
study [Orpwood et al., 2005]; in addition to working both indoors and outdoors
(maximum speed of 6 km/h and a maximum range of 30 km), the Skippi is
colourful, easily transportable, has adjustable seats, is relatively lightweight, has
batteries that last for more than a day and was not prohibitively expensive.
An attractive feature was that Skippi uses a controller-area network (CAN)
based electronic system. CAN is a message-based protocol originally designed
for automotive systems but is now used in a variety of devices from powered
wheelchairs to the iCub humanoid robot [Metta et al., 2008]. All interacting
modules (e.g., joystick, motor system) on the wheelchair are identified as CAN
nodes and exchange information via messages. Our "smart" components inter-
face with the base-wheelchair via the CAN network.
6.4.1.1 Sensors and Computational Units
To sense its environment, ARTY is equipped with three Hokuyo URG-04LX
laser scanners and five bump sensors. These sensors are connected via USB to
a mini-PC powered by an Atom processor. This "lower-level" unit is responsible
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Figure 6.8: High-level schematic of ARTY’s Software Components (ROS Nodes). In ad-
dition to the sensor and wheelchair control nodes, the system accomodates
LAD via the demonstrator and user input nodes for alternative inputs such
as haptic devices.
for integrating sensory information. Higher-level path planning and obstacle
avoidance is performed by a Tablet PC connected via Ethernet. Splitting the
processing tasks allowed us to decrease response time (since the tablet PC had
higher computational capability) and to accommodate future expansion. The
tablet-PC also presents a more natural touch-interface for users to change the
wheelchair’s basic settings.
6.4.1.2 Software System
ARTY’s software system (high-level schematic shown in Fig. 6.8) was developed
using the Robot Operating System (ROS) [Quigley et al., 2009], an open-source,
thin, robotic platform that supports distributed processing.
In our system, each sensor is managed by its own ROS node running on the
mini-PC. Since ARTY has three lasers, it was necessary to synchronise them to
obtain a coherent obstacle map. Communication with the base wheelchair is
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the responsibility of two interface nodes: the motor access/control (MAC) node
and the joystick (default input) reader. Both nodes perform the necessary trans-
lations from CAN messages to desired commands velocities and vice-versa. In
addition, the MAC node provides odometry information for mapping/localisa-
tion. The user interface node on the Tablet PC provides a simple means of turn-
ing on/off the wheelchair and changing basic settings such as the maximum
translational and rotational velocities.
Finally, the central component of our system is the shared-control (SC) mod-
ule which changes the user’s control commands with the LAD signals and ob-
stacle avoidance to prevent collisions. As can be seen in Fig. 6.8, the SC module
takes in information from the sensor, user input and underlying wheelchair
components, and generates appropriate motor controls.
6.4.1.3 Safeguarding with DWA
To prevent damage to the wheelchair and potential injury to participants, safe-
guarding using a limited form of the Dynamic Window Approach (DWA) [Fox
et al., 1997] was employed to prevent hard collisions with obstacles. DWA is
widely-known in robot navigation and collaborative versions have been used
in smart wheelchairs such as Sharioto [Demeester et al., 2007] and the Bremen
Wheelchair Roland III [Rofer, 1998]. Here, we used DWA to slow the wheelchair
to prevent collisions by scaling the commanded velocities. To maintain the over-
all flow of this chapter, details on our obstacle avoidance methods and exper-
iments with eight able-bodied children and one child with special-needs have
been deferred to Appendix H.
6.4.1.4 Paired Haptic Controllers
The haptic controller used in this study was the low-cost6 Novint Falcon, a three-
DOF joystick with 400 dpi (⇡ 0.06mm) position resolution (Fig. 6.9). The Falcon
is capable of providing a maximum of approximately 9 N of force, via three
armed motors, updated at 1 kHz [Novint Technologies, 2013]. In comparison,
6 Recommended retail price of ⇡ GBP 160.00.
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Figure 6.9: Placement of the Novint Falcon Haptic Controller on the ARTY wheelchair.
The user provides an input by moving the ball grip, with standard axes
shown. For driving the wheelchair, only the x and y axes are relevant.
the professional-grade ForceDimension Delta 6 controller provides 20N of force
with < 0.01 mm resolution, but costs approximately GBP 23,000.
We used two Falcon controllers7, with the user unit (U) fixed on the smart
wheelchair as shown in Fig. 6.9 and demonstrator unit (D) placed on a table
marked by D in Fig. 6.10. Each controller was driven by a three-dimensional PD
controller8:
uft = Kpet +Kd
d
dt
et , (6.10)
where uft is the control signal applied to the Falcon, Kp and Kd are the 3⇥ 3
position and derivative diagonal gain matrices, et = bt - ct is the error at time
t, i.e., the difference between the desired (bt) and current (ct) positions. Hence,
each PD controller was parameterised by the set ✓f = {Kp,Kd}.
For LAD, the PD controllers operated in one of two modes: (S)tandard or
(A)ssistance takeover with a corresponding parameter set for each controller,
denoted ✓SU, ✓
A
U, ✓
S
D and ✓
A
D, where the subscript and superscript label the unit
and mode respectively. These parameters were manually tuned and are shown
in Table 6.2.
7 The two units used were donated by Novint Technologies.
8 We had initially used a PID controller but the integrative component would accumulate errors
as the ball grip was consistently held in place to control the wheelchair, which led to large forces
and instabilities.
6.4 real-world experiment with arty and haptic controllers 136
Controller Mode Kp (x,y, z) Kd (x,y, z)
User Standard (15, 5, 10) (0.1, 0.1, 0.1)
Assistance (50, 50, 50) (0.1, 0.1, 0.1)
Demonstrator Standard (30, 10, 20) (0.1, 0.1, 0.1)
Assistance (15, 5, 10) (0.1, 0.1, 0.1)
Table 6.2: PD parameters for controlling the user and demonstrator Falcon haptic de-
vices. Note that the gain variables are diagonal matrices and as such, only the
diagonal elements are shown.
During standard operation, the user drove the wheelchair without assistance;
the desired state of the user Falcon controller was the center state bUt = (0, 0, 0).
For the demonstrator controller, the desired state was the current state of the
user’s controller bDt = cUt . In other words, the demonstrator felt the user’s con-
trolling signals. During assistance, the signal flow was flipped and the user felt
the demonstrator’s control. More precisely, the demonstrator’s Falcon had de-
sired state bDt = (0, 0, 0) and the user’s Falcon had desired state bUt = cDt . In
preliminary tests, we experimented with bi-directional control during the assis-
tance phase but this resulted in a coarse feel to the controller. We posit this was
due to communication delays and future work would look into resolving this
issue. The operating mode was controlled by the demonstrating assistance us-
ing the when-to-help ht signal, toggled via a button press on the demonstrator
Falcon grip.
6.4.1.5 Limited Control with Haptic Feedback
To simulate the turning control loss, we limited both the turning capability of
the wheelchair as before and also set the user’s Falcon to provide a greater
counteracting force when the user attempted right turns. This was achieved by
setting the y-axis component of the positional gain to a larger value Kp,y =
100 when the ball grip position was negative. During assistance takeover, the
original gain value was restored.
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Figure 6.10: Driving course used in our haptic-control LAD experiment. Participants
were tasked to drive from S to F, passing through and making four sharp
right turns, labelled R1 through R4. The demonstrator was located at D.
6.4.2 Experimental Setup
Our experimental route was similar to the simulation setup but with four hard
right turns instead of two (labelled as R1 to R4 in Fig. 6.10). We invited 15
participants (six female) ages 23-38 (mean: 27.3, sd: 4.22) to drive the wheelchair
along the specified track (from S to F) a total of five times. Of the 15 participants,
only four had previous experience using the Falcon haptic controller. As such,
before beginning the trial, the participants drove around the experimental area
and along the route until they felt confident about their driving ability.
During the first timed lap, full control was conferred, allowing us to obtain
the baseline performance of an average user. The control limitation was applied
during the latter four laps. Human demonstrator assistance was offered during
the third lap, during which the model was simultaneously trained. For the last
two laps, each participant was provided with human or model assistance, the
ordering of which was randomised to account for driver improvement. Eight
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Survey Questions:
1. I found navigating the obstacle course with the wheelchair easy.
2. I found navigating the obstacle course frustrating.
3. I performed well on the task.
4. The task was difficult at times.
5. I found the driving assistance to be helpful.
6. The driving assistance interfered with my driving in a negative way.
7. The driving assistance enabled me to complete the task faster.
8. I found the driving assistance to be timely.
9. The driving assistance negatively impacted my driving ability.
10. I would have completed the task easily even without the driving assistance.
11. I liked having driving assistance for this task.
Figure 6.11: Survey questions for the LAD Experiment. Participants were asked to indi-
cate how much they agreed with the eleven statements on a 5-point Likert
scale. For the first two trials where assistance was not given, surveys con-
sisting of only questions 1-4 were given.
of the fifteen participants underwent the model assistance first. After each trial,
the participants were given a survey (shown in Fig. 6.11) to complete indicating
how much they agreed with eleven statements on a 5-point Likert scale.
6.4.3 Results: Lap Performance and Survey Results
The box-plot shown in Fig. 6.12 summarises the lap completion times under the
different conditions. Similar to the simulation experiment, we observed that the
control limitation hampered performance, doubling lap times to an average of
90.97 s. With demonstrator assistance, the participants were able to complete the
task with performance similar to the baseline (average lap times of 43.30 s and
43.43 s for the learning and test trial respectively). Most importantly, participants
using LAD-model assistance attained similar performance (average lap time of
47.49 s) to demonstrator assistance and the baseline, corresponding to a speedup
of 191% over the limited control condition.
Fig. 6.13 illustrates the empirical distributions of when assistance was offered.
We see that both human and model assistance distributions are highly similar;
the model only provided assistance at the sharp right turns, marked R1 to R4,
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Figure 6.12: Lap times in seconds for all fifteen participants categorised by mode. The
control limitation increased lap times from an average of 43.04 s (sd. 8.32 s)
to 90.97 s (sd. 26.13 s). Demonstrator assistance enabled drivers to complete
the task more quickly, reducing lap times back to the baseline, i.e., 43.30 s
(sd. 5.64) and 43.43 s (sd. 6.89) for the learning trial and test trial respec-
tively. The model assistance (only after a single demonstration) performed
similarly to the demonstrator assistance, with slightly higher average lap
times of 47.49 s (sd. 10.99).
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Figure 6.13: Driven paths and normalised smoothed density plots illustrating when as-
sistance was offered by the human demonstrator and LAD model. Both dis-
tributions are highly similar — assistance was only offered at the marked
sharp right turn points — indicating the learned model was able to cap-
ture when to appropriately assist. In particular, note the lack of assistance
during the right turns made between R3 and R4.
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despite the user attempting right turns at other portions of the course (e.g.,
as indicated by the path driven between R3 and R4). These results show that
the model provided contextual assistance, based not only on the user’s desired
movements, but also the environment (via the laser readings).
From the survey results for the first two laps (shown in Fig. 6.14), we observed
that more participants found navigating the course more difficult and more frus-
trating (Q1 and Q2) during limited control as compared to the other conditions.
Specifically, 33% of the participants disagreed (or strongly disagreed) with Q1
and 40% agreed that the task was frustrating under limited control. In addition,
the participants considered they performed better on the task for the baseline
(Q3) and felt the task was more difficult under limited control (Q4). To sum-
marise, the control limitation was sufficient to make the task more challenging
for our able-bodied participants. Notably, the response distributions for the as-
sistance laps were comparable to the baseline, suggesting that the help offered
alleviated the difficulty effected by the limited control.
Fig. 6.15 shows the responses for laps when assistance was offered. The re-
sponse distributions between the human and LAD model assistance laps are
similar, which suggests that to the participants, the model assistance performed
comparably to the human demonstrator — using a  2 goodness-of-fit test, we
were unable to reject the hypothesis that the distributions were the same for all
questions (at the Bonferroni-corrected ↵ = 0.05 level9). Full p-values are avail-
able as Table G.3 in the Appendix.
Focussing on the responses during the model assistance laps, we found par-
ticipants answered positively with regards to the assistance; 14 out of the 15
participants found the assistance to be helpful (Q5) and timely (Q8), enabling
them to complete the task faster (Q7); the remaining one participant was neutral
to both statements. All participants who drove with model assistance preferred
help for the task (Q11)10. These responses were also largely consistent, with only
9 We note that Bonferroni-correction is conservative and future experiments with additional par-
ticipants would provide firmer empirical evidence.
10 The one participant who disagreed with Q11 during the human assistance lap drove too close
to the wall during the return leg from R3 and R4 and was momentarily immobile due to the
obstacle avoidance method. Assistance was not offered since it was possible for the participant
to resolve the situation.
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Figure 6.14: Survey Responses comparing the different lap conditions (Q1 to Q4). Par-
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were similar to the baseline condition (without control limitation).
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Figure 6.15: Survey Responses from 15 participants for Experiment with Haptic Con-
trollers comparing the two laps with human assistance (both demonstra-
tion/learning and test laps) and the LAD model assistance. The distribu-
tions are similar indicating that participants felt they were appropriately
helped in all three laps (irrespective of whether it was human or model-
based assistance).
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a minority (2 participants11) agreeing that the assistance negatively affected in
their task (Q6 and Q9). In summary, participants not only performed better
quantitatively with assistance (with lower lap completion times), but also felt
that the human/model assistance helped them complete the task.
6.5 conclusions
This chapter proposed and discussed Learning Assistance by Demonstration
(LAD); a LbD approach to the problem of deriving assistance policies. In addi-
tion, we have contributed a novel probabilistic model which captures both when
and how to assist, and efficient OIESGP methods for online training.
Both simulation and real-world experiments demonstrate the efficacy of our
approach; our LAD-enabled smart wheelchair is able to learn rapidly to provide
contextual assistance where needed, speeding up lap times by almost double
(speed-up of 191% after only one demonstration). Survey responses by 15 hu-
man participants support the notion that the LAD-model performed similarly to
the human demonstrator and in general, participants appreciated the assistance
given, enabling them complete the task faster.
We believe LAD to be fertile ground for future research. From an experimen-
tal perspective, it is important to validate the model on more complex scenarios
with the intended target population. In addition, while fully capable of provid-
ing haptic feedback, we observed that the force capabilities of the Falcon were
not sufficient to overcome the forces issued by our able-bodied participants. As
such, future studies may look into using higher-grade haptic devices. Moreover,
it would also be interesting to apply our model to other robotic platforms such
as the humanoid iCub, which would enable assistance with object manipulation
tasks. Finally, we would like to highlight interesting research questions particu-
lar to the LAD approach:
11 The two participants who provided inconsistent responses were not native English speakers and
may have misunderstood the statement.
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• How can we train the model efficiently when the assistive signal is la-
tent? In this work, we have assumed that ht is visible. In certain scenarios,
ht is hidden or latent, complicating the training process.
• What if there are multiple assistants and multiple users? For simplicity,
we have limited our model description to a single user and single assistant.
However, this can be extended to teams of assistants and users.
• How am I (the robot) being helped? In this paper, we have assumed that
the robot is observing the demonstrator assisting another human. Can our
model be combined with a task-oriented LbD approach such that the robot
learns how-to-assist from observing how the demonstrator corrects the
mistakes it makes at a given task?
• How can the model adapt to improvements on the part of the assisted
user? The simplest, albeit less scalable, solution is simply for the demon-
strator to provide additional demonstrations. A potentially more interest-
ing solution may come from combining ideas from human-robot cross-
training for collaborative robots [Nikolaidis and Shah, 2013] with our ap-
proach.
• Can we extract more than control from the learnt assistive policies? In
this work, we have illustrated how LAD can be applied to derive assistive
control policies. However, the learnt policy can also be used for studying
how humans assist under various circumstances, which may supplement
recent studies [Dragan and Srinivasa, 2012].
In the final following chapter, we conclude this thesis with a summary of our
key contributions and explore potential solutions to several of these issues.
Part IV
CLOS ING
Over the course of the six preceding chapters, we presented the
OESGP and its infinite variant, the OIESGP, along with simulation
and real-world robotics experiments. In this final chapter, we review
the main contributions of this thesis and point out avenues for future
work.
7
SUMMARY, CONCLUS IONS AND FUTURE WORK
Our main goal in this thesis was to address online-learning with multivari-
ate temporal data-streams for robotics systems. To this end, we contributed
the OESGP and OIESGP; combinations of the sparse online Gaussian process
with reservoir-inspired kernels. Both are fixed-budget methods (with maximum
computational and storage costs limited by a user-defined parameter) and de-
liver probabilistic distributions conveying uncertainties (instead of point predic-
tions). Extensive experiments on benchmark dynamical systems and real-world
robotics problems demonstrate that they achieved high accuracies relative to
current state-of-the-art methods.
7.1 summary of contributions
We began with the OESGP, which used finite echo-state reservoirs coupled with
a sparse online GP. Although this method attained higher accuracy than its on-
line ESN counterparts, it required the creation and maintenance of the reservoir.
This in turn required tedious, manual-tuning of parameters such as the spectral-
radius and reservoir connectivity.
As a solution to this problem, we considered the use of recursive kernels
which were formulated by considering reservoirs of infinite size. Specifically,
we proposed a new recursive kernel with automatic relevance determination
that enables feature selection and weighting. Through stochastic natural gra-
dient descent, the kernel hyperparameters are learnt in an online manner as
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more data becomes available — this makes offline hyperparameter tuning un-
necessary as long as a reasonable starting position is given. Furthermore, we
demonstrated that inspection of the hyperparameters revealed aspects of the un-
derlying system such as the importance of features and the relevancy of the past.
Experimental results on a diverse set of benchmarks showed that the OIESGP
achieved better performance than competing state-of-the-art methods, particu-
larly on problems with irrelevant dimension.
We then turned our attention towards robotics applications. Our first OIESGP-
based contributions were online generative and discriminative tactile classifiers
capable of refining existing models of known objects and creating new models
as needed. A classification experiment involving nine everyday objects with the
iCub humanoid robot showed that our methods (with only a single pass through
the data) attained perfect accuracy on the test portion of the dataset. Moreover,
our methods surpassed the performance of human subjects tasked to determine
the fullness of plastic bottles. This work provides evidence that the OIESGP can
be readily applied to real-world signals and also that online-learning of objects
through tactile feedback can be performed efficiently.
Second, we developed the Learning Assistance by Demonstration (LAD) frame-
work — a novel approach for developing assistive controllers. Unlike current
robotic learning by demonstration, this paradigm places importance on the as-
sistive aspect of tasks by directly extracting an assistive policy. In practical terms,
this allows robots to learn by watching assistants (e.g., scrub nurses, occupa-
tional therapists) as they perform their daily activities. To learn these policies,
we contributed an OIESGP-based mixture model that addresses the difficult
problems of "when" and "how" to assist and demonstrated its efficacy with ex-
periments with human subjects using the ARTY smart wheelchair; we obtained
positive performance and survey responses indicating that model assistance was
comparable to human assistance on a mobility assistance task.
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7.2 towards the future
The work presented in this thesis is a step towards adaptive robots that learn
and act in noisy, unconstrained environments. In particular, we have developed
and empirically tested — using both simulation and real-world experiments
— temporal learners that can be integrated into higher level structures (such
as Bayes classifiers and mixture models). In this section, we discuss possible
extensions and unresolved issues.
7.2.1 Changing Distributions and Non-stationarity
An important issue not fully addressed in this work is that of non-stationarity
— where the underlying joint probability distribution changes over time. For
example, robot motors wear down with use and capacitive tactile sensors expe-
rience drift. This leads to changes in the underlying target function that we aim
to learn.
Although the OESGP/OIESGP can be applied to learning non-stationary time-
series (since SNGD with proper learning rates partially alleviates the problem),
using an out-dated basis vector set may restrain adaptation to change. One po-
tential solution is to incorporate an ageing component into the scoring function
for BV removal:
✏ai,t = (1-wa)✏i +wa⇣i,t (7.1)
where ✏i is the original scoring value (Eq. 3.13), wa is a weighting parameter
that controls the contribution from each score component and ⇣i,t computes the
"age" of the i-th BV at a given time t:
⇣i,t =
tX
j=ti
!j
k(bi, xj)
k(xj, xj)
. (7.2)
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Here, !j is a weighting parameter, ti was the time the i-th BV bi was inserted
into the BV set. As such, ⇣i,t is the weighted average of the normalised kernel
values over time. Preliminary experiments show promising results: with proper
weighting parameters, adaptability to changing distributions is improved (in
terms of error reduction speed). However, this comes at a cost of higher errors
on stationary distributions and future work is needed to examine trade-offs.
Another potential solution that can be easily assimilated into our methods
was proposed in [Van Vaerenbergh et al., 2012]; the principal idea is to use a
forgetting factor to force the posterior to lose information during updates. This
approach was shown to be effective on two non-stationary toy problems and a
real-world attitude control system. Hence, future work may involve comparing
or combining the two aforementioned techniques, possibly with "freely-moving"
basis vectors described in the next section.
7.2.2 Unconstrained Basis Vectors
In this work, we have worked solely with basis vectors centred upon actual ob-
servations. However, the BVs — also called inducing inputs [Quiñonero Candela
and Rasmussen, 2005] — can be considered as parameters to be freely optimised.
This approach was shown in [Snelson and Ghahramani, 2006] to produce high
accuracies (compared to observation-centered BVs) when using only a small
number of inducing inputs.
To learn the inducing inputs iteratively, we can apply an online optimisation
algorithm such as SNGD. However, the associated computational cost is O(ds3B)
per update where d is the input dimension and sB is the number of inducing
inputs. For large d (multi-dimensional with a long history), this method can be
prohibitively expensive. Instead, a way forward may lie in a very recent GP for
"big data" employing stochastic variational inference, which has demonstrated
promising results both in terms of accuracy and computational cost [Hensman
and Lawrence, 2012; Hensman et al., 2013]. Combining the variational method
7.2 towards the future 150
with our recursive ARD kernel may yield a faster, more adaptive online learning
method for spatio-temporal data streams.
7.2.3 Noisy Inputs, Iterated Predictions and Heteroscedasticity
Although our experiments show that our methods can perform well even when
inputs are noisy, GPs in their theoretical formulation assume noiseless inputs.
This has consequences for both learning and prediction. Learning with inputs
contaminated with Gaussian noise and a squared exponential kernel leads to
a "corrected" kernel with increased lengthscales [Girard, 2004]. Intuitively, the
same outcome should hold for our recursive ARD kernel but this has yet to be
rigorously proven.
In addition, one obtains underestimated predictive variances when perform-
ing iterated one-step predictions (using the previous predicted output as the
next input) because input noise is not taken into account. Batch GP models that
address this issue (for Gaussian noise) are described in [Girard et al., 2002] and
[McHutchon and Rasmussen, 2011], but finding efficient online variants remains
an open problem. One potential way forward is via a Monte-Carlo approach,
such as the well-known particle-filter algorithm, but this incurs additional com-
putational cost.
A related problem is that of heteroscedasticity, i.e., the output noise is local and
input-dependent. The GP models considered in this thesis assume uniform fi-
nite variance throughout the domain. A popular method of resolving this issue
is to use another GP to capture the variances [Goldberg et al., 1997; Titsias and
Lázaro-gredilla, 2011]. This strategy can be applied in an online setting by con-
structing a second OIESGP using an intermediate exponential function exp(f(x))
to estimate the noise. Training can be performed in-tandem with the primary
OIESGP. Our preliminary experiments with this heteroscedastic OIESGP have
thus far provided positive outcomes, but more experimental work is necessary
to fully evaluate the approach.
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7.2.4 Complex Hierarchical Architectures
In this thesis, we have shown how the OIESGP was an effective building block
in a Bayes classifier and a mixture of experts model. A fruitful line of enquiry
would be to investigate OIESGP as a base-model in more complex architectures.
In particular, using the OIESGP as a "computational unit" in the biologically-
inspired Hierarchical, Attentive, Multiple Models for Execution and Recogni-
tion (HAMMER) architecture [Demiris and Khadhouri, 2006] would result in an
adaptive model integrating attention for imitation and control of robots. Here,
each OIESGP would function in forward-inverse model pairings capable of both
action recognition and execution.
Another interesting avenue comes from the field of "deep" models [Bengio,
2009]. Potentially, one could extend the mixture model introduced in Chapter
6 to construct "layers" in a unsupervised fashion. The layers would correspond
to a hierarchy of concepts, whereby higher level notions are constructed from
lower level ones. If the layers can be linked in a suitably efficient manner, the
resulting Hierarchical Mixture of OIESGP models (HM-OIESGP) model would
be capable of capturing very long-term spatio-temporal correlations.
7.2.5 Large-scale Learning of Objects via Touch and Other Modalities
Chapter 5 presented an OIESGP-based classifier for recognising objects with tac-
tile feedback. Although effective, the model is composed of one expert model
per object. This implies a significant computational and storage overhead when
dealing in real-world situations with thousands, if not millions, of different ob-
jects. How we might scale up our model to such scenarios?
A prospective solution was introduced in the previous section, i.e., hierarchi-
cal modelling. Through a layered model, we may identify re-usable "tactile fea-
ture elements" — common multivariate time-series snippets — that can be used
in higher layers. Although this approach may not reduce the number of OIES-
GPs required, it could drastically reduce the complexity of each model, thus
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allowing for very small BV sets. Viewed in a different way, the HM-OIESGP
may better compress available information and in doing so, acquire processing
and storage savings. In addition, the HM-OIESGP may simplify the incorpo-
ration of other input modalities (e.g., vision and sound) with different time-
scales, such as sensory data arising from autonomous exploration and learn-
ing [D. Schiebener and Ude, 2013].
When scaling-up the model, it is important to keep the required number
of training samples manageable. As previously proposed in Chapter 5, active
learning [Settles, 2010] may be used to better choose objects to learn from. In
particular, the uncertainty estimates produced by our model may be used in an
active class selection scheme [Lomasky et al., 2007] to determine target objects
expected to cause maximal classifier improvement.
7.2.6 Learning Complex Assistive Policies
We believe the LAD approach discussed in Chapter 6 to be a rich and promising
area for future exploration. Our work is only the first step in this direction and
there remain many interesting, open questions.
Certainly, additional experiments are needed to resolve outstanding issues
such as model generalisability (for example, to test if policies learned in one
location extend to other environments). Moreover, the robot’s physical embodi-
ment and observations may be different to that of the human demonstrator. To
derive a proper policy, a correspondence mapping between the robot and demon-
strator needs to be identified [Argall et al., 2009]. These issues are common to
the larger class of LbDmethods and are actively investigated within the research
community.
Focussing on elements particular to LAD, here we have considered the (sim-
pler) assistance scenario where the training signal ht is visible throughout the
demonstration process. Training the model when ht is latent is decidedly more
complicated. One solution is to rely on proxy observables and estimate the
probability of assistance. Then, the How-to-Help model can be trained via a
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sampling process or by weighting the training instances with the (estimated)
probability that assistance is offered. However, how to perform these updates
efficiently remains an unanswered question.
A core issue with assistance is that the user and assistant are likely to change
and develop over time. For example, our wheelchair driver would hopefully
improve as he gains experience. Moreover, his occupational therapist may also
learn when and how to better help. These issues relate back to the subject of
non-stationarity discussed in Section 7.2.1 and the corresponding resolutions
may be applied. That said, more experimental work is needed to explore co-
development issues.
Finally, interactions with end-users — the special-needs population and their
care-givers — will help keep us on track towards developing assistive robots
that will help real people. It is essential to move this research beyond laboratory
conditions into real-world environments such as hospitals and rehabilitation
centres. LAD can be an essential piece of this endeavour: the learnt policy, used
for control in our experiments, can also be used for studying how humans assist
under various circumstances, which may lead to interesting findings applicable
to the general design of assistive robots.
Part V
APPENDIX
A
MATHEMAT ICAL FORMULAE
a.1 matrix inversion lemma
The Matrix Inversion Lemma — also known as Sherman-Morrison-Woodbury
formula or Woodbury Formula — relates a rank-k correction to a matrix to
a rank-k correction of the matrix’s inverse. The formulae presentation below
comes from Chapter 4 of [Murphy, 2012]. Suppose we have a partitioned matrix:
M =
0B@E F
G H
1CA (A.1)
where E and F are invertible. Then,
(E- FH-1G)-1 = E-1F(H-GE-1F)-1GE-1 (A.2)
(E- FH-1G)-1FH = E-1F(H-GE-1F)-1. (A.3)
For the special case of a rank-one update (e.g., in the sparse online GP approxi-
mations), we have the Sherman-Morrison formula:
(E+ uv>)-1 = E-1 -
E-1uv>E-1
1+ v>E-1u
(A.4)
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RECURS IVE ARD KERNEL DER IVAT ION
In this appendix, we present a derivation of the recursive ARD kernel intro-
duced in Chapter 4. Our approach generalises the derivation for the recursive
squared exponential derivation [Hermans and Schrauwen, 2011] to allow for
varying spatial lengthscales.
To begin, let u = [u1|u2] and v = [v1|v2] be concatenations of two vectors each.
Then for kernels of the form,
k(u, v) = f((u- v)M(u- v)) (B.1)
where M is a diagonal matrix, M = diag(l)-2 with l = [li]di=1, we can separate
out the kernel into two parts:
k(u, v) = f((u1 - v1)M1(u1 - v1) + (u2 - v2)M2(u2 - v2)) (B.2)
whereM1 = diag(l1)-2 with l1 = [li]
d1
i=1 andM2 = diag(l2)
-2 with l2 = [li]
d2
i=d1+1
.
Let ld+1 = ld+2 = · · · = ld =  ⇢/
p
2, i.e., the same lengthscale is used for all
elements of the second portion, and we specify f(z) = exp(-z/2). Then:
k(u, v) = exp
✓
-
1
2
(u1 - v1)M1(u1 - v1)
◆
exp
 
-
1
 2⇢
(u2 - v2)2
!
(B.3)
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Now, suppose that u1 and v1 correspond to the current inputs xt and x 0t re-
spectively, and u2 and v2 correspond to the recursive maps for each time series.
Then,
t(x, x 0) = exp
✓
-
1
2
(x- x 0)M1(x- x 0)
◆
exp
 
-
t-1(x, x) + t-1(x 0, x 0)- 2t-1(x, x 0)
 2⇢
!
(B.4)
where we have used the property of Mercer kernels that dot products between
feature maps are equivalent to a kernel function evaluation. Since t-1(x, x) = 1
for exp(-z/2), we can simplify the above to yield:
t(x, x 0) = exp
✓
-
1
2
(x- x 0)M1(x- x 0)
◆
exp
 
-
t-1(x, x 0)- 1
 2⇢
!
(B.5)
which is the form presented in Chapter 4. Note that this construction can be
easily extended to the case where M1 is the factor analysis distance: M1 =
⇤⇤> + diag(l)-2.
C
PARAMETERS AND GR ID - SEARCH BOUNDS FOR THE
EXPER IMENTAL STUDIES
This appendix chapter describes the parameter setup used for the benchmark
experiments used in Chapter 4. For each memory structure (delay-line or reser-
voir) and algorithm, we ran a grid-search over parameter combinations. For each
combination, the set with minimum RMSE error over 5 runs with sequences of
5000 time-steps (80% training, 20% testing) was selected as the best parameter
set and was used for subsequent tests.
c.1 delay-line and reservoir memory structures
We used standard delay lines of length 1, 5, 10 and 25. We used a standard
reservoir setup: 100 neurons with the hyperbolic tangent activation function.
The reservoir weights and connectivities were set at 0.1 and 0.1 respectively.
The input weights and spectral radius were varied using the parameter sets
{0.1, 0.5, 1.0} and {0.8, 0.9, 0.99} respectively. For the sign of the input weights, we
employed the deterministic technique described by [Rodan and Tino, 2011] to
ensure aperiodic patterns, which was shown empirically to yield better perfor-
mance. In particular, the input signs are determined by a decimal expansion of
⇡ where the individial decimal digits were thresholded at 4.5; if the decimal
digit dn > 5, then the input sign was positive (and negative otherwise).
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Algorithm Memory Structure Parameter Value Set
OIESGP Delay-line Capacity (C) 100
Recursion Depth (⌧) {5,10,25}
Spatial Lengthscale (l) {1,5,10}
Temporal lengthscale ( 2⇢) {1.01,1.5}
Signal Variance ( 2f ) 1.0
Novelty Threshold (✏) 10-5
OESGP Reservoir Capacity (C) 100
Lengthscale (l) {1,5,10}
Signal Variance ( 2f ) 1.0
Novelty Threshold (✏) 10-5
SOGP Delay-line Capacity (C) 100
Lengthscale (l) {1,5,10}
Signal Variance ( 2f ) 1.0
Novelty Threshold (✏) 10-5
LWPR Delay-line Kernel Gaussian
Distance metric (D) {0.5,5.0}
Distance metric learning rate (↵) {1,5}
Meta learning rate 250
Diagonal Distance Metric { True, False }
KLMS Delay-line Capacity (C) 100
Lengthscale (l) {1,5,10}
Learning Rate (⌘) ( 2f ) {0.01,0.2,0.5}
NORMA Delay-line Capacity (C) 100
Lengthscale (l) {1,5,10}
Learning Rate (⌘) ( 2f ) {0.01,0.2,0.5}
Regularisation (✏) {10-2,10-1}
Table C.1: Algorithm parameter sets for the benchmark experiments.
c.2 algorithm parameters
As discussed in Chapter 4, we included in our benchmark experiments five
different methods: OIESGP, OESGP, SOGP, LWPR, KLMS and NORMA. The
parameter sets searched over for each of the methods are shown in Table C.1.
For the kernel-based methods (OESGP, SOGP, KLMS and NORMA), we used the
squared exponential kernel. In addition, we included the ARD kernel for SOGP.
The kernel hyperparameters for the GPs were optimised via SNGD (Section
4.2, Chapter 4) with gradient sampling interval sg = 20 and stopping criteria
||4✓||2 < 10-4 over 50 iterations. The initial noise parameter set to the true noise
value of the benchmark problem.
D
SUPPLEMENTARY BENCHMARK RESULTS
This appendix collates supplementary results for the benchmark tests performed
in Chapter 4, in particular:
• Table D.1 Wilcoxon rank sum test p-values for the RMSE distributions on
the One-step Prediction tasks.
• Table D.2 Wilcoxon rank sum test p-values for the RMSE distributions on
the One-step Prediction tasks with Irrelevant Dimensions.
• Table D.3 Wilcoxon rank sum test p-values for the RMSE distributions on
the System Identification Tasks.
• Table D.4 Wilcoxon rank sum test p-values for the RMSE distributions on
the System Identification Tasks with Irrelevant Dimensions.
• Table D.5 Training and prediction CPU time measured in microseconds
for benchmarks.
• Table D.6 Training and prediction CPU time measured in microseconds
for the irrelevant dimension prediction task.
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Mackey-Glass OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 1.313 e-15 1.851 e-13 5.464 e-01 4.060 e-14 1.349 e-16 < 5 e-18
OIESGP - - 1.568 e-05 3.959 e-12 1.013 e-17 7.969 e-18 < 5 e-18
SOGP - - - 8.013 e-08 1.952 e-17 1.142 e-17 < 5 e-18
SOGPARD - - - - 4.095 e-02 2.293 e-06 < 5 e-18
LWPR - - - - - 3.692 e-07 < 5 e-18
KLMS - - - - - - 9.540 e-18
Henon OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 3.961 e-02 1.669 e-13 7.394 e-04 < 5 e-18 < 5 e-18 < 5 e-18
OIESGP - - 3.456 e-10 8.295 e-02 < 5 e-18 < 5 e-18 < 5 e-18
SOGP - - - 1.040 e-05 < 5 e-18 < 5 e-18 < 5 e-18
SOGPARD - - - - < 5 e-18 < 5 e-18 < 5 e-18
LWPR - - - - - < 5 e-18 < 5 e-18
KLMS - - - - - - < 5 e-18
Laser OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 1.299 e-05 < 5 e-18 5.897 e-07 < 5 e-18 < 5 e-18 < 5 e-18
OIESGP - - < 5 e-18 1.842 e-11 < 5 e-18 < 5 e-18 < 5 e-18
SOGP - - - < 5 e-18 2.071 e-17 6.398 e-10 < 5 e-18
SOGPARD - - - - 2.422 e-15 1.260 e-11 < 5 e-18
LWPR - - - - - 6.319 e-02 < 5 e-18
KLMS - - - - - - < 5 e-18
Ikeda OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 1.349 e-16 2.521 e-13 1.349 e-16 3.194 e-15 1.349 e-16 < 5 e-18
OIESGP - - 1.120 e-08 4.038 e-05 7.969 e-18 8.484 e-17 < 5 e-18
SOGP - - - 5.053 e-04 1.899 e-03 8.013 e-01 < 5 e-18
SOGPARD - - - - 1.142 e-17 4.207 e-15 < 5 e-18
LWPR - - - - - 2.691 e-16 < 5 e-18
KLMS - - - - - - < 5 e-18
Lorenz OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 1.020 e-03 < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18
OIESGP - - < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18
SOGP - - - 5.418 e-01 < 5 e-18 7.504 e-18 < 5 e-18
SOGPARD - - - - < 5 e-18 < 5 e-18 < 5 e-18
LWPR - - - - - < 5 e-18 < 5 e-18
KLMS - - - - - - < 5 e-18
NP1 OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 7.695 e-01 2.275 e-13 < 5 e-18 1.013 e-17 < 5 e-18 < 5 e-18
OIESGP - - 5.050 e-12 < 5 e-18 1.839 e-17 < 5 e-18 < 5 e-18
SOGP - - - 6.885 e-15 < 5 e-18 4.960 e-15 < 5 e-18
SOGPARD - - - - < 5 e-18 3.647 e-01 < 5 e-18
LWPR - - - - - < 5 e-18 < 5 e-18
KLMS - - - - - - < 5 e-18
Table D.1: Wilcoxon rank sum test p-values for the RMSE distributions on the One-step
Prediction tasks.
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Mackey-Glass OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 3.242 e-04 1.075 e-17 < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18
OIESGP - - 2.954 e-17 < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18
SOGP - - - 3.995 e-13 < 5 e-18 < 5 e-18 < 5 e-18
SOGPARD - - - - 9.919 e-16 < 5 e-18 < 5 e-18
LWPR - - - - - 1.358 e-04 < 5 e-18
KLMS - - - - - - < 5 e-18
Henon OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 1.075 e-17 < 5 e-18 < 5 e-18 < 5 e-18 3.966 e-17 < 5 e-18
OIESGP - - < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18
SOGP - - - 1.500 e-03 < 5 e-18 < 5 e-18 < 5 e-18
SOGPARD - - - - 3.566 e-15 1.287 e-17 8.985 e-18
LWPR - - - - - < 5 e-18 < 5 e-18
KLMS - - - - - - < 5 e-18
Laser OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 2.647 e-10 3.791 e-16 6.880 e-14 1.134 e-16 5.050 e-12 < 5 e-18
OIESGP - - 4.178 e-09 8.188 e-12 5.565 e-12 7.803 e-12 1.349 e-16
SOGP - - - < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18
SOGPARD - - - - 1.510 e-02 1.943 e-03 < 5 e-18
LWPR - - - - - 1.894 e-12 < 5 e-18
KLMS - - - - - - < 5 e-18
Ikeda OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - < 5 e-18 < 5 e-18 7.504 e-18 7.504 e-18 < 5 e-18 < 5 e-18
OIESGP - - < 5 e-18 < 5 e-18 < 5 e-18 1.633 e-17 < 5 e-18
SOGP - - - < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18
SOGPARD - - - - 8.985 e-01 9.540 e-18 < 5 e-18
LWPR - - - - - 1.539 e-17 < 5 e-18
KLMS - - - - - - < 5 e-18
Lorenz OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - < 5 e-18 2.676 e-12 1.691 e-02 < 5 e-18 4.540 e-09 < 5 e-18
OIESGP - - < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18 < 5 e-18
SOGP - - - 2.990 e-09 < 5 e-18 3.022 e-15 < 5 e-18
SOGPARD - - - - < 5 e-18 2.225 e-11 < 5 e-18
LWPR - - - - - < 5 e-18 < 5 e-18
KLMS - - - - - - < 5 e-18
NP1 OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 1.676 e-11 9.917 e-13 2.867 e-09 < 5 e-18 5.556 e-01 < 5 e-18
OIESGP - - 2.860 e-15 9.543 e-15 < 5 e-18 2.444 e-11 < 5 e-18
SOGP - - - 6.043 e-04 < 5 e-18 3.177 e-05 < 5 e-18
SOGPARD - - - - 1.700 e-16 4.216 e-04 < 5 e-18
LWPR - - - - - 1.161 e-13 < 5 e-18
KLMS - - - - - - < 5 e-18
Table D.2: Wilcoxon rank sum test p-values for the RMSE distributions on the One-step
Prediction tasks with Irrelevant Dimension.
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NP2 OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 1.500 e-03 2.398 e-08 3.252 e-09 < 5 e-18 < 5 e-18 < 5 e-18
OIESGP - - 2.054 e-04 1.743 e-04 7.504 e-18 < 5 e-18 < 5 e-18
SOGP - - - 8.767 e-01 1.366 e-17 < 5 e-18 < 5 e-18
SOGPARD - - - - 4.206 e-17 < 5 e-18 < 5 e-18
LWPR - - - - - 1.638 e-14 < 5 e-18
KLMS - - - - - - < 5 e-18
NARMA-10 OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 3.162 e-10 3.238 e-11 8.462 e-18 7.504 e-18 8.462 e-18 < 5 e-18
OIESGP - - 5.147 e-01 1.585 e-13 1.669 e-13 8.053 e-14 < 5 e-18
SOGP - - - 1.273 e-16 1.273 e-16 7.551 e-17 < 5 e-18
SOGPARD - - - - 5.510 e-01 2.059 e-01 < 5 e-18
LWPR - - - - - 8.419 e-02 < 5 e-18
KLMS - - - - - - < 5 e-18
Table D.3: Wilcoxon rank sum test p-values for the RMSE distributions on the System
Identification Tasks.
NP2 OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 2.921 e-08 1.313 e-15 1.288 e-13 < 5 e-18 < 5 e-18 < 5 e-18
OIESGP - - 2.051 e-15 2.260 e-14 < 5 e-18 < 5 e-18 < 5 e-18
SOGP - - - 5.065 e-02 1.013 e-17 1.075 e-17 < 5 e-18
SOGPARD - - - - 9.540 e-18 1.075 e-17 < 5 e-18
LWPR - - - - - 1.769 e-07 < 5 e-18
KLMS - - - - - - 4.487 e-11
NARMA-10 OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
OESGP - 4.730 e-17 1.691 e-02 3.113 e-14 < 5 e-18 1.733 e-17 < 5 e-18
OIESGP - - 8.171 e-11 1.427 e-08 < 5 e-18 < 5 e-18 < 5 e-18
SOGP - - - 1.332 e-03 1.879 e-09 1.546 e-08 9.530 e-17
SOGPARD - - - - < 5 e-18 7.969 e-18 < 5 e-18
LWPR - - - - - 7.711 e-03 9.540 e-18
KLMS - - - - - - 2.952 e-12
Table D.4: Wilcoxon rank sum test p-values for the RMSE distributions on the System
Identification Tasks with Irrelevant Dimensions.
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Problem OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
Mackey- 2.8998 1.4550 2.5536 20.1325 0.8014 3.1437 1.6689
Glass (0.3943) (1.4826) (0.4772) (18.3434) (0.1237) (1.8318) (0.1987)
0.8448 0.6955 0.6088 0.7119 0.3553 2.1368 0.6586
(0.1196) (0.1850) (0.1499) (0.1145) (0.0482) (0.2423) (0.0961)
Henon 2.7610 2.6521 2.6570 4.8350 15.3122 1.9464 1.5067
(0.5375) (1.1923) (1.9692) (3.2697) (6.1677) (0.5519) (0.3399)
0.8221 0.6763 0.5709 0.5464 4.2299 1.1501 0.6011
(0.1094) (0.1214) (0.1282) (0.1786) (1.6268) (0.1533) (0.1566)
Laser 2.1810 2.2189 0.8590 2.5686 4.1829 3.1430 1.4433
(0.3957) (0.4335) (0.2434) (5.9253) (1.2348) (1.8486) (0.4452)
0.6877 0.6352 0.4749 0.5846 1.2863 2.1665 0.5601
(0.1247) (0.1661) (0.1400) (0.1597) (0.3601) (0.3062) (0.2106)
Ikeda 2.8714 2.6669 2.0365 3.9376 1.1341 2.0122 1.5067
(0.2640) (0.3028) (0.5481) (0.6030) (0.2366) (0.5920) (0.2830)
0.6196 0.4675 0.4282 0.4314 0.4134 1.1976 0.5815
(0.0800) (0.0464) (0.0895) (0.0304) (0.0486) (0.1546) (0.1406)
Lorenz 1.8808 1.8072 0.7180 0.7481 0.2224 3.5072 1.6876
(0.2011) (0.2687) (0.1293) (0.1492) (0.0404) (2.0827) (0.4109)
0.5896 0.4835 0.4022 0.4346 0.1482 2.4063 0.6429
(0.0616) (0.0384) (0.0390) (0.0352) (0.0343) (0.3555) (0.1694)
NP1 1.3474 2.4017 0.9853 1.0103 2.0003 3.2094 1.8089
(0.3352) (0.5483) (1.1366) (6.3796) (0.4270) (1.6154) (0.2567)
0.8368 0.6675 0.4866 0.5418 0.7053 1.9576 0.6937
(0.1142) (0.1769) (0.1484) (0.1651) (0.1595) (0.5107) (0.1076)
NP2 3.0113 2.6129 2.0684 2.3414 1.1612 1.9813 1.6196
(0.5588) (0.5935) (0.4329) (0.5980) (1.3450) (0.6593) (0.1707)
0.8807 0.6301 0.4657 0.5082 0.5177 1.1624 0.6412
(0.1707) (0.2094) (0.1260) (0.1415) (0.4335) (0.2153) (0.0867)
NARMA-10 2.6316 2.5610 1.8376 16.2201 4.2921 3.2615 1.4518
(0.2790) (1.4616) (0.4006) (18.1534) (1.4488) (1.9033) (0.3727)
0.8207 0.7084 0.4400 0.6695 0.8597 2.2554 0.5772
(0.0908) (0.0895) (0.0810) (0.1999) (0.3538) (0.2715) (0.1732)
Table D.5: Training (top) and prediction (bottom) CPU time measured in microseconds
(ms) for benchmarks. Interquartile ranges are shown in brackets and lowest
scores are in bold.
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Problem OESGP OIESGP SOGP SOGPARD LWPR KLMS NORMA
Mackey- 2.6909 2.5778 2.3329 16.7932 0.1729 1.9926 1.1362
Glass (0.4580) (1.9928) (0.4269) (1.6590) (0.0864) (0.8660) (0.4265)
0.8090 0.7530 0.5602 0.6881 0.1199 1.2457 0.4288
(0.1064) (0.1724) (0.1581) (0.1291) (0.0565) (0.1874) (0.1781)
Henon 2.4072 3.7072 3.1749 15.1587 0.1751 2.2800 1.6036
(1.0122) (0.3540) (0.5330) (1.7594) (0.1638) (0.9700) (0.2719)
0.6651 0.5611 0.6031 0.6144 0.1250 1.4302 0.6126
(0.1339) (0.0543) (0.1252) (0.1346) (0.0876) (0.1636) (0.1282)
Laser 1.9730 2.9922 1.7103 6.2890 0.1447 2.4376 1.5741
(1.7989) (0.6310) (0.3626) (0.5663) (0.0088) (1.0670) (0.3020)
0.5715 0.4774 0.3986 0.4259 0.0976 1.5163 0.6057
(0.0637) (0.0366) (0.0370) (0.0328) (0.0133) (0.1965) (0.1416)
Ikeda 3.9925 2.7859 2.6993 7.8095 2.4411 2.3571 1.5915
(0.8327) (0.9596) (0.4703) (1.4388) (2.0879) (1.0353) (0.3173)
0.8225 0.4695 0.4777 0.5062 1.2229 1.4672 0.6127
(0.1744) (0.0558) (0.1418) (0.1814) (0.4635) (0.2044) (0.1524)
Lorenz 2.4580 3.7796 2.5075 2.8084 0.1382 2.4166 1.4209
(0.6490) (0.6282) (0.5365) (6.8110) (0.0032) (1.0606) (0.4213)
0.6752 0.5670 0.5677 0.6536 0.0930 1.5172 0.5654
(0.1521) (0.0694) (0.1516) (0.1758) (0.0022) (0.1958) (0.1859)
NP1 2.0405 3.7056 1.9970 2.1477 1.5624 5.0615 1.5367
(0.4449) (1.5197) (0.3936) (4.1680) (0.5325) (4.3274) (0.3601)
0.5534 0.7417 0.3953 0.4254 0.4581 4.5848 0.6083
(0.0445) (0.1152) (0.0250) (0.0276) (0.1174) (0.3573) (0.1616)
NP2 2.1650 1.9002 1.8975 1.9791 1.1332 2.7909 1.3944
(0.3514) (1.1982) (0.3189) (3.7634) (1.0986) (1.5284) (0.4697)
0.5637 0.4831 0.3926 0.4239 0.5804 1.8521 0.5429
(0.0510) (0.0450) (0.0246) (0.0258) (0.3988) (0.2336) (0.2023)
NARMA-10 2.1708 2.4389 2.3027 30.8567 0.1501 4.5237 1.1826
(0.5031) (0.9105) (0.4999) (2.4362) (0.0690) (3.7061) (0.4443)
0.5613 0.6174 0.4379 0.5571 0.0971 4.2440 0.4527
(0.0495) (0.1535) (0.0333) (0.0460) (0.0516) (0.3474) (0.1895)
Table D.6: Training (top) and prediction (bottom) CPU time measured in microseconds
(ms) for the irrelevant dimension prediction task. Interquartile ranges are
shown in brackets and lowest scores are in bold.
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SUPPLEMENTARY TACT ILE EXPER IMENT RESULTS
This appendix collates supplementary results for the tactile-based classification
experiment performed in Chapter 5. The object labels from one to ten are (1)
Empty Plastic Bottle, (2) Half-Full Plastic Bottle, (3) Full Plastic Bottle, (4) Empty
Soda Can, (5) Half-Full Soda Can, (6) Teddy-bear, (7) Monkey Soft-toy, (8) Book,
(9) Lotion Bottle and (10) None (no object).
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Figure E.1: Confusion matrices for the online tactile classification experiment across all
samples in Phase 2 using all available features.
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Figure E.2: Confusion matrices for the online tactile classification experiment across all
samples in Phase 2 using only tactile features.
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Figure E.3: Confusion matrices for the online tactile classification experiment across all
samples in Phase 2 using only encoder (joint angle) features.
F
PREL IM INARY LAD EXPER IMENT ( JOYST ICK CONTROL )
This appendix chapter details our preliminary LAD experiment using joystick
control (instead of haptic controllers). Our real-world experiment was set up
similar to the simulation experiment; the test environment was a lab office space
(Fig. 6.3) and we invited participants to drive the wheelchair along the specified
track (from S to F) a total of four times. Before beginning the trials, the par-
ticipants were allowed to familiarise themselves with the wheelchair by driving
around the experimental route until they felt comfortable with its operation. For
this experiment, hyperparameter optimisation was disabled and Kmax = 1, i.e.,
only single experts were used.
During the first trial, full control was conferred, allowing us to obtain the
baseline performance of an average user. The control limitation on right turns
was applied during the latter three trials; human demonstrator assistance was
offered during the third trial (during which the model was simultaneously
trained) and LAD model assistance was offered during the final lap1.
f.1 empirical results : lap performance
Twelve able-bodied participants (five female) ages 21-38 (mean: 27, sd: 4.91) par-
ticipated in our experiment. Fig. F.1 shows the lap-times achieved by our partic-
ipants under the four aforementioned conditions. Under the baseline condition
1 Although the trial ordering may introduce a bias towards lower lap times in the assistance
trial, it was only possible to offer the assistance after the model was suitably trained. This was
corrected in the experiments presented in Chapter 6 by adding an extra lap and randomising
the assistance mode.
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Figure F.1: Lap times in seconds for all twelve participants categorised by driving mode.
The learned model improved participant lap performance by 20.6s (speedup
of 137%) after only a single demonstration.
(where right turns were normal), participants were able to complete a lap in
⇡ 48.5s (sd: 20.0s). When right turns were constrained (limited control), lap
times increased by 62% to 76.7s (sd: 24.8s). Although the lap times during LAD
model assistance was higher than the demonstrator performance (mean: 44.55s,
sd: 8s), it is worth noting that the model was only trained using a single demon-
stration and still improved participants lap times by an average of 20.6s to 56.1s
(a speedup of 137% over the limited control setting).
Fig. F.2 shows the paths taken by our subjects and a normalised density plot of
when assistance was given. As can be seen, both distributions are similar — we
observed the primary difference was that the LAD model would occasionally
stop assistance at R2 earlier than the human demonstrator, resulting in wider
deviations. That said, the distribution similarity indicates that assistance was of-
fered by our learned model under the correct situations. In particular, assistance
was only offered at R1 and R2 and not during the softer right turns in between
the waypoints.
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Figure F.2: Driven paths and normalised smoothed density plots illustrating when assis-
tance was offered by the human demonstrator and LAD model during our
preliminary experiment. Both distributions are similar indicating that the
LAD model was able to provide appropriate assist at the sharp right turns;
in particular, note that assistance was not offered during the return leg from
R2 to the start position despite the moderate right turns.
G
SUPPLEMENTARY LAD EXPER IMENT RESULTS
This appendix contains survey results tables for the Learning Assistance by
Demonstration experiment with haptic controllers presented in Chapter 6:
• Table G.1: Survey Responses from 15 participants under the Baseline and
Limited control conditions.
• Table G.2: Survey Responses from 15 participants comparing the two laps
with human assistance and the LAD model.
• Table G.3: p-values for the aforementioned survey responses.
Strongly Disagree Neutral Agree Strongly
Disagree Agree
B L B L B L B L B L
Q1 0 2 0 3 6 5 5 5 4 0
Q2 6 0 6 3 3 6 0 4 0 2
Q3 0 0 0 6 5 5 8 4 2 0
Q4 3 0 7 3 3 4 1 4 1 4
Table G.1: Survey Responses from 15 participants. Numbers shown are response counts
for the (B)aseline and (L)imited control laps.
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Strongly Disagree Neutral Agree Strongly
Disagree Agree
H1 H2 M H1 H2 M H1 H2 M H1 H2 M H1 H2 M
Q1 0 0 0 1 0 0 2 1 1 10 9 9 2 5 5
Q2 4 7 6 9 4 3 2 3 5 0 1 1 0 0 0
Q3 0 0 0 0 1 0 1 0 3 12 9 8 2 5 4
Q4 2 5 2 8 4 4 3 4 4 1 1 4 1 1 1
Q5 0 0 0 0 0 0 0 2 1 7 6 6 8 7 8
Q6 11 8 8 2 4 3 1 2 2 0 0 1 1 1 1
Q7 0 0 0 0 1 0 0 0 1 4 7 4 11 7 10
Q8 0 0 0 0 0 0 0 2 2 10 9 7 5 4 6
Q9 8 10 7 4 2 5 1 2 1 2 0 1 0 1 1
Q10 5 4 5 6 9 8 4 0 2 0 2 0 0 0 0
Q11 0 0 0 0 1 0 0 0 0 4 5 6 11 9 9
Table G.2: Survey Responses from 15 participants comparing the two laps with human
assistance — H1 and H2 for the demonstration and test laps respectively —
and the LAD (M)odel. Numbers shown are response counts.
Q1 H1 1.000 0.100 0.100 Q2 H1 1.000 0.121 0.292
H2 0.197 1.000 1.000 H2 0.080 1.000 0.598
H3 0.197 1.000 1.000 H3 0.243 0.605 1.000
Q3 H1 1.000 0.100 0.243 Q4 H1 1.000 0.598 0.035
H2 0.023 1.000 0.559 H2 0.584 1.000 0.114
H3 0.129 0.584 1.000 H3 0.028 0.114 1.000
Q5 H1 1.000 0.605 1.000 Q6 H1 1.000 0.121 0.121
H2 0.605 1.000 0.605 H2 0.080 1.000 1.000
H3 1.000 0.605 1.000 H3 0.080 1.000 1.000
Q7 H1 1.000 0.038 0.584 Q8 H1 1.000 0.559 0.598
H2 0.020 1.000 0.100 H2 0.584 1.000 0.292
H3 0.559 0.121 1.000 H3 0.584 0.243 1.000
Q9 H1 1.000 0.273 0.605 Q10 H1 1.000 0.559 1.000
H2 0.301 1.000 0.121 H2 0.584 1.000 0.584
H3 0.605 0.100 1.000 H3 1.000 0.559 1.000
Q11 H1 1.000 0.292 0.292
H2 0.243 1.000 1.000
H3 0.243 1.000 1.000
Table G.3: Survey  2 p-Values comparing the two laps with human assistance —H1 and
H2 for the demonstration and test laps respectively — and the LAD (M)odel.
H
CASE STUDIES WITH THE ARTY SMART WHEELCHAIR
This appendix chapter details case studies involving our prototype intelligent
paediatric wheelchair: the Assistive Robot Transport for Youngsters (ARTY),
shown in Fig 6.7. ARTY promises to provide an independent lifestyle for dis-
abled children, a training implement for therapists and also an experimental
platform for scientists.
Nicholson and Bonsall’s 2002 survey of 193 wheelchair services [Nicholson
and Bonsall, 2002] showed that 51% of the respondents did not supply wheelchairs
to children under 5 years. The top two reasons cited were safety of the child
(36%) and safety of others (34%). Although safety is clearly an important factor,
for these children to lose independent mobility is a crucial set-back at a critical
age. Mobility loss spawns a vicious cycle: the lack of mobility inhibits cogni-
tive, emotional and social development, which in turn further limits personal
independence [Butler, 1991; Demiris, 2009b; Nisbet et al., 1996]. Ultimately, this
results in a severe long-term deterioration in a child’s quality of life.
In our research, we aim to break this cycle by providing a key-enabling tech-
nology: a safe, intelligent paediatric wheelchair. In contrast to traditional as-
sumptions, powered mobility can be made safe, for the child and others. Risks
can be mitigated through the use of robotic technology and shared control sys-
tems [Carlson and Demiris, 2012, 2010b,a, 2008; Simpson, 2005]. Safe powered
mobility can improve social, emotional and intellectual behaviour [Butler et al.,
1983] and has the potential to drastically change lives.
We describe a case-study involving able-bodied children comparing two dif-
ferent shared control mechanisms. We also present one case study involving a
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young 5-year boy with special needs, who was considered by healthcare profes-
sionals not yet appropriate for a regular powered wheelchair.
In the following section, we provide a review of powered mobility for children
and research on smart children’s wheelchairs. In Section 6.4 of Chapter 6, we
presented technical details on ARTY. Here, we supplement this discussion with
details on our hybridised shared-control algorithm, given in Section H.2. This is
followed by Sections H.3 and H.4 which details our experimental findings with
child participants. Finally, Section H.5 presents conclusions and discusses our
planned future work.
h.1 background
In this section, we review the current state of powered mobility for children and
recent research on smart paediatric wheelchairs.
h.1.1 Powered Wheelchairs for Young Children
In his 1987 paper, Hays [Hays, 1987] identified four categories of children who
could benefit from powered mobility: those who will never walk, those who
cannot efficiently move in a walker or manual wheelchair, those who lose their
mobility due to traumatic injury or neuromuscular disorder and those who re-
quire temporary assistance (such as after surgery). In the UK alone, there are
more than 50,000 disabled children who fall under this category and require
mobility assistance [Cox, 2003]. Despite the provision difficulties stated in the
introduction, powered mobility advocates consider mobility "an essential com-
ponent of a child’s early intervention program" [Jones et al., 2003; Tefft et al.,
1999].
A survey of 1200 members of the National Association of Paediatric Occu-
pational Therapists (NAPOT) [Orpwood et al., 2005] summarised the key fea-
tures that an ideal young children’s wheelchair should possess. For example,
the wheelchair should have a "fun" appearance (such that it appears to be a play-
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thing) and the ability to be a training aid in early stages. It should be adaptable
so that it could be used by children with different disabilities, i.e, accommodate
different seating systems and a wide variety of control options (e.g., joystick,
sip and puff). A subsequent survey carried out by the charity Whizz-Kidz con-
cluded that no commercial powered wheelchair met these specifications and
significant improvements were necessary before commercial systems meet the
needs of many disabled children and their caregivers.
h.1.2 Smart Paediatric Wheelchairs
Research on smart wheelchairs has grown over the past two decades, fuelled
in part by the recognition that standard powered wheelchairs are lacking in
many respects. A recent analysis by Simpson [Simpson et al., 2008] showed
that 61-91% of all wheelchair users would benefit from a smart wheelchair (ap-
proximately 1.4 to 2.1 million people). Early work in (adult) smart wheelchairs
[Yanco, 1998b] include MIT’s Wheelesley [Yanco, 1998a], the TAO wheelchairs
[Gomi and Griffith, 1998], Tin Man II [Miller and Slack, 1995] and NavChair
[Levine et al., 1999], with more recent prototypes developed by research teams
around the world [Simpson et al., 2004, 2002], including the Personal Robotics
Lab at Imperial College [Carlson and Demiris, 2008, 2010b]. For a more complete
review of adult smart wheelchairs, we refer readers to comprehensive surveys
in [Carlson, 2010; Simpson, 2005].
Of interest to us are smart paediatric wheelchairs, a subtype of intelligent
wheelchairs that have garnered far less attention. Early seminal work in the
area was performed by the Communication Aids for Language and Learning
(CALL) Centre at the University of Edinburgh [Nisbet et al., 1996]. They re-
ported that the introduction of twelve smart wheelchairs to three special schools
encouraged motivation and developmental improvements in ten disabled par-
ticipants [CALL Center, 1994]. In fact, most of the children experienced signifi-
cant improvements in mobility and psychosocial traits. There currently exist two
commercial systems based on the CALL Center Smart Wheelchair: the "Smart
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Wheelchair" and the "Smart Box" (both distributed by Smile Rehab Ltd.) [Simp-
son, 2005]. However, the Smart Wheelchair is expensive (USD 14,000) and is only
capable of rudimentary abilities (bump and stop/backup/turn, line following).
The cheaper Smart Box (USD 5,000) was designed to be fitted onto a standard
wheelchair to provide similar capabilities to the Smart Wheelchair.
The falling cost of sensors and computational power has resulted in the incor-
poration of more sophisticated sensing devices and algorithms than the CALL
Centre wheelchair (which was equipped with bump and sonar sensors). Recent
smart children’s wheelchairs use infra-red (IR) rangers, vision-based methods,
shared-control algorithms and obstacle-avoidance algorithms for semi or fully-
autonomous navigation [Marchal-Crespo et al., 2010; Ceres et al., 2005; Galloway
et al., 2008; Lynch, 2009]. Moreover, researchers have begun incorporating the
use of haptic devices to train children, with the goal of supplementing or possi-
bly replacing the hand-over-hand method currently employed in rehabilitation
centers. One noteworthy paper by Marchal-Crespo, Furumasu and Reinkens-
meyer [Marchal-Crespo et al., 2010] discussed the use of fading haptic guidance.
Their study concluded that their system, RO-bot-assisted Learning for Young
drivers (ROLY), improved the steering ability of twenty-two able-bodied chil-
dren and one disabled child with cerebral palsy.
Despite remarkable technological progress, we found a lack of structured clin-
ical trials with disabled users. A notable exception is the PALMA project where
Ceres et al. [Ceres et al., 2005] performed a small-scale clinical study of their
robotic wheelchair involving five children with severe mobility impairments
and reduced motor control. Experiments with end-users are challenging for
many reasons. For example, the CALL Center wheelchair was not a single en-
tity but multiple variants had to be designed (to accommodate different users)
[CALL Center, 1994]. That said, research needs to move beyond laboratory set-
tings with able-bodied children to real-world locations (such as rehabilitation
centers) with end-users to be relevant; this is one challenge that requires signif-
icant effort, without which, limits smart wheelchairs from gaining widespread
acceptance [Carlson and Demiris, 2010a].
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h.2 shared-control on the arty platform
For this work, we used a hybrid shared-control (HSC) method that combines
the merits of the Combined Vector Field (CVF) [Borenstein and Raschke, 1992]
(a variant of the Vector Field Histogram (VFH) [Borenstein et al., 1991] for non-
point robots) and the Dynamic Window Approach (DWA) [Fox et al., 1997]. In
initial versions of ARTY, we have used either VFH or DWA. Both presented
problems. VFH is computationally low-cost but unfortunately, difficult to tune
(particularly since our wheelchair is rectangular and non-holonomic). Further-
more, the relationship between VFH parameters and behaviour was not always
obvious, making it difficult to assure ourselves that the method would work in
non-tested situations.
On the other hand, DWA, which incorporates the wheelchair’s shape and
dynamics, was easier to tune and provided greater assurance, but required far
greater computation time; the projections and obstacle collision prevention for
non-circular robots requires many point-in-polygon checks.
To overcome these limitations, our hybrid approach (HSC) uses CVF to pro-
vide an approximate solution, which is refined using (limited) DWA. The idea
is straight-forward: we first project forwards in time using the robot’s dynamics
(using motion equations) and check for future collisions. If there are none, the
user’s command velocity is left unchanged. However, if a future collision is pre-
dicted, we use CVF to generate the principal steering direction, which is then
converted into a control velocity. Instead of sending this directly to the motors,
we further refine this control by considering scaled command velocities. In this
work, we generated 11 commands where the scale ↵ was varied from 0 to 1
(inclusive) with 0.1 step size. DWA was then used to search through this space
for the optimal solution (and provide assurance that command velocity did not
result in a collision). Note that if all the command velocities result in a collision,
the default command is zero.
There are three shared-control modes: basic, safeguarding and assisted. For
the assisted control mode, HSC is applied. For the safeguarding mode, CVF is
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not used; instead, the scaled command velocities are generated directly from
the user’s control velocities. Early tests showed us that HSC achieves a fast
response time (15Hz-20Hz) on our hardware while still providing a smooth
driving experience for the user.
h.2.1 Obstacle Map
One significant difference in our implementation is in the obstacle map (OM);
a representation of potential obstacles in the environment [Thrun et al., 2005].
Building an OM is equivalent to estimating the posterior probability over possi-
ble mapsm given the observations z and robot poses x thus far, i.e., p(m|z1:t, x1:t).
However, this is too computationally expensive to execute in real-time and
as such, the problem is usually simplified in three ways. First, the problem is
reduced from three-dimensions to two (so, we have a slice instead of a vol-
ume). Second, each cell of the map, mi, is considered independent and as such,
p(m|z1:t, x1:t) =
Q
p(mi|z1:t, x1:t). Finally, instead of using a true probabilistic
model of the sensor data, we resort to a simple binary model; p(mi|z1:t, x1:t) = 1
if the sensor reports a "hit" at mi and clear, p(mi|z1:t, x1:t) = 0, if no hit is re-
ported or the cell is in the sensor’s line of sight between the robot and a detected
obstacle.
In our work, instead of the standard cell grid representation, we used a KD-
tree which conferred quick rectangular range searches (on the order of O(
p
n+
m) where n is the number of obstacles in the tree and m is the number of
reported points). This also permitted us to store obstacle locations with greater
precision compared to the cell-grid (which requires a pre-set resolution).
h.3 case study with able-bodied participants
In this case-study, we sought to compare the safeguarding and assisted control
modes described in the previous section. Recall that the assisted mode is more
intrusive, modulating the user’s control to avoid obstacles, and not merely pre-
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Figure H.1: Obstacle Course for Forwards and Backwards Driving Task (with able-
bodied children).
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Figure H.2: Task-completion times for the forwards and backwards driving portion of
the task.
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Figure H.3: Summary of Post-trial Questionnaire Results. The bars indicate how many
of the respondents indicated higher agreement for each of the modes. Over-
all, responses for the assisted control was more positive compared to safe-
guarding.
vent collisions (which safeguarding accomplishes by reducing the scale of the
user’s command). Previous studies have performed similar comparisons with
adults but our experiment was conducted with child participants.
h.3.1 Experimental Setup
We set up the obstacle course shown in Fig. H.1 where the task was to drive
through the course as quickly as possible — straightforward but with one small
complication. Because early trials indicated that forwards driving is relatively
easy for able-bodied children, we instructed the participants to drive normally
from the start position (S) to the half-way point (A) but backwards from A to the
finish point (F).
Each child drove through the obstacle course twice, i.e., two runs (one for
each mode). The mode order was randomised and the participants were not told
which mode came first. After each run, they were given a questionnaire (under
supervision) asking them how much they agreed with each of the following
statements on a five point Likert scale (1 = strongly disagree, 5 = strongly agree):
1. The wheelchair was easy to manoeuvre.
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2. The wheelchair behaved as I expected.
3. I had to concentrate hard to drive the wheelchair.
4. It felt natural driving the wheelchair.
5. The obstacle course was easy.
Additionally, after completing both runs, they were asked which run they pre-
ferred overall.
h.3.2 Results and Discussion
Eight children (aged 11 years) participated in our experiment. As Fig. H.2 shows,
the children completed the first portion of the task (forwards from S to A) sig-
nificantly faster than the second portion (backwards from A to F). When using
safeguarding, they took an average of 4.3 times longer to complete the back-
wards segment compared to 2.1 times when using assisted control.
Assisted control did not have a measurable positive effect over safeguarding
on the simpler forwards driving portion, but it reduced the time needed to
complete the backwards driving segment by an average of 62.9 seconds. This
difference is statistically significant (p ⇡ 0.02). When asked, seven of the eight
children preferred assisted control. This choice is supported by the individual
questionnaire results (Fig. H.3); the five of the eight participants found ARTY
under assisted control to be easier to manoeuvre and behaved more as they
expected.
However, it should be noted that not all the participants appreciated the extra
assistance. Turning our attention to the one child who preferred safeguarding
over assisted control, we postulate that the assisted control caused him confu-
sion when the algorithm changed his control "too much". When the wheelchair
swerved to avoid an obstacle, he stopped completely or issued fast "corrective"
movements. One research topic of interest for us is detecting and providing the
appropriate level of assisted control to accommodate such users [Demiris, 2009b].
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Figure H.4: Experimental Area and C’s Driving Route.
Notwithstanding the fact that more confirmatory studies are needed, these
results suggest that assisted control is preferable to safeguarding for most chil-
dren. Based on this conclusion, we used assisted control in the following case
study involving a young child with special needs.
h.4 case study : c , a 5-year old boy with special needs
In this section, we report on a trial-run with C, a five-year old boy with both
physical and cognitive disabilities 1. Because of his age and condition (reduced
inhibition and increased impulsiveness), C was considered by his occupational
therapist (OT) to be not yet ready for a regular powered wheelchair. It was his
OT’s hope that ARTY would allow C to increase the amount of sensory feedback
he would gain with movement while remaining safe and calm.
The experiment took place at the rehabilitation center where C is currently a
patient (map shown in Fig. H.4). Before the start of the trial, C’s OT gave him a
short introduction to ARTY and told about how it worked.
1 Informed consent was obtained from C’s mother before the session.
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Figure H.5: Analysis of the data collected during C’s session.
Since this was his first try, the wheelchair was set to a relatively low maxi-
mum velocity (0.4m/s translational and 0.4rads/s rotational). Assisted control
was used throughout (except in special cases detailed below). Throughout the
session, C was allowed the opportunity to freely explore while his OTs pro-
vided directional cues and supervision. Data (including sensor readings, joy-
stick movements and assisted controls) was logged at 20Hz. After C’s session,
an expert driver drove the wheelchair along a similar route to provide a reference
dataset for comparison.
h.4.1 Results and Discussion
In general, we observed that C remained calm and interested while driving
ARTY. The driving portion of the session lasted 33.4 minutes and the route
taken consisted of both indoor and outdoor areas, as shown in Fig. H.4.
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Figure H.7: Joystick Profiles for C and the expert driver. The contours indicate log fre-
quencies of the joystick positions during the driving sessions. Best viewed
in colour.
H.4 case study : c , a 5-year old boy with special needs 185
To travel the same approximate route took the expert driver 7 minutes. This
difference is large but not surprising; the goal of this session was to explore
rather to race. Along the route, C interacted with objects and engaged with his
friends. Comparing the actual distance travelled (reported by ARTY’s odome-
try), C drove 213m; 44m (20%) more than the reference. In addition, his non-
active driving time (defined as any contiguous time segment with no joystick
input exceeding 5 seconds) was 20% of his total time (See Fig. H.5d), larger
than the expert’s 6% (25s)2. For the following analyses, the non-active segments
were removed to avoid non-informative zero-centred peaks in the obtained dis-
tributions.
During the session, we observed C had a right-side bias when operating the
joystick; this is clear when comparing C’s x-axis joystick distribution against the
reference (Fig. H.5b). Furthermore, a majority of the predicted (and avoided)
collisions were on the right-side of the wheelchair (Fig. H.6).
This right-side bias would also often lead C very close to walls and into sit-
uations where he would get stuck in a corner. In these cases, after giving C an
opportunity to manoeuvre his way out, his OT provided assistance. However,
because of the position C would get stuck in, we noted that it was difficult for
the OT to control the wheelchair (since she had to stand on the left side of the
wheelchair while the wall and joystick were on the right) and we had to disable
shared-control briefly using the tablet PC. To avoid similar difficulties in future
sessions, we plan to provide the OT with a simple hand-held remote control to
toggle shared-control.
Taking a closer look at C’s joystick use, we observed his joystick position
distribution (Fig. H.7), to be broader compared to the expert. A possible reason
was that C, being unfamiliar with driving wheelchairs, more actively explored
the joystick space. Another contributing factor was that whenever C got stuck,
he would engage in random joystick motions in an attempt to "get free". We also
noted that during 180 degree turns, he would always turn counter-clockwise,
leading to the higher frequency on the far-left side of the distribution (Fig. H.5b).
2 The expert driver had to stop and wait at times for passer-bys to cross.
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To better understand C’s control capabilities, we computed the average first
through fourth difference orders on the joystick movement data. This is akin
to the velocity, acceleration, jerk and snap of the motion (but without the di-
vision by time). As Fig. H.5c shows, movements were more rapid and jerky
compared to the expert; for adults, quick motions are an indication of inexperi-
ence with the joystick since rapid movements typically indicate quick corrective
movements [Carlson and Demiris, 2008].
Overall, his OTs considered C’s session with ARTY to be a success; C drove
safely around his environment (both indoors and outdoors). Moreover, C’s expe-
rience with ARTY was his first experience driving a powered wheelchair. Under
normal circumstances, he would not have been allowed to drive a wheelchair
until he was older. ARTY provided him with early access to the path towards
mobility independence and it is expected that C will participate in future ses-
sions.
h.5 conclusions and future work
In this chapter, we reviewed the current state of research on smart paediatric
wheelchairs and provided two case studies using ARTY; the first involving
eight able-bodied children who demonstrated the benefits of our shared-control
method. The second involved C, a five-year old boy with both physical and cog-
nitive disabilities. Although it was C’s first time in a powered wheelchair, he
drove ARTY for more than 30 minutes and engaged with objects and people
in his environment. As we begin to conduct more studies with children with
disabilities, we believe it is necessary to further develop smart wheelchair inter-
action/experimental methodologies as well as analytical tools. It is important to
develop metrics to provide occupational therapists with quantitative measures
of wheelchair driving performance. Finally, we consider our case-study with C
to be an important milestone: a proof-of-concept demonstrating the feasibility
of using smart wheelchairs in rehabilitation centres to provide young children
with early access to independent mobility.
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