Introduction
A challenging issue in physical sciences is the recovery of past ground surface temperature changes from temperature measurements taken in boreholes. Note that onedimensional heat conduction in a homogeneous medium can be represented in a discrete form as: d * = Gm + where, m is an N length vector of ground surface temperatures, m N +1 = v 0 is a time-invariant average-surface temperature and m N +2 = a is the geothermal gradient. The matrix G contains a sub-matrix H which are the data kernels from the discretization and columns of 1's and z i values that are appended and correspond to the N + 1, N + 2 locations in m. The vector d * contains the actual downhole temperature measurements at various locations z i , i = 1, M (see also Kennedy et al., 2000) . is a vector of random measurement error.
In a Bayesian framework if one assumes the observations have errors as described by a matrix C d (typically C d = σ 2 d I) and if the errors in the data and the prior information on the model parameters are adequately described by the Gaussian hypothesis (with covariance C m and mean s) then the posterior probability in the model space is also
Gaussian. The first two moments of this pdf are given by Tarantola (1987, eq. 1.93 )
where < m > and C q are the expected value and covariance of the posterior pdf, respectively. C m is often represented with an exponential autocovariance (see Beck et al., 1992) .
However, the actual statistical parameters embedded into the prior pdf, such as the mean s, the variance σ and may be difficult to estimate. The idea behind the empirical Bayes approach is that the prior is based on information contained in the input data (Ulrych et al., 2001 ).
The particular approach that is used is based on the work of Akaike (1980; see Matsuoka and Ulrych (1986) for a detailed discussion). The minimum AIC (Akaike's Information Criterion), AIC(k)| min , is the optimal compromise between errors in parameter estimation and errors in fitting of the model. For normally distributed errors
where s 2 k is the residual sum of squares and k is the number of free parameters. The AIC will be used to compare various reconstructions with the singular value decomposition (SVD). The ABIC (Akaike's Bayesian Information Criterion) is similar to the AIC in form and is computed in terms of the Bayesian likelihood (Ulrych et al., 2001 ). Both of these criteria are based on the Kullback-Leibler information measure (see Shibata, 2002 ).
The AIC is appropriate when there is no prior information on the model parameters and the ABIC is appropriate when prior information is considered in the form of a prior probability. In the empirical Bayes approach we seek a set of hyperparameters in which the ABIC is at a minimum. Using the relationships in Mitsuhata (2004) , and equations (2,3), it can be shown that the ABIC is:
Where C dp = GC m G T + C d and N h are the number of hyperparameters in the solution.
In (5), terms two and three both depend on σ 2. form C dp , factor it and compute its determinant.
and minimize the ABIC for σ Our procedure fully accounts for the uncertainty in σ 2 M in any one iteration by including its variablity in terms two and three in (5). Although a determinant of the matrix C dp is required, this is only of the order of the number of data points and for under-determined inverse problems is usually much smaller than the number of model parameters.
Verification: Synthetic Dataset
In a first set of simulations we compare the ABIC inversion to SVD on a synthetic data set. The "true" GST ( Figure 1 ) is a combination of proxy data from 0 years to 1976 (Moberg et al., 2005) and surface air temperature data from 1976 to 2002 (Jones and Moberg, 2003) . Present in the data are reflections of a "little ice age" and a "medieval warming period". Next we solve the forward thermal problem to produce a temperature signal at depth. In simulations we use a homogeneous value of thermal diffusivity of 31.5 To produce synthetic values of T (z, t) we then add on values of V (z) that correspond to a straight line with a surface temperature of 3.5 o C and a slope of 0.0122 o C/m, typical of eastern Canada (Beltrami and Mareschal, 1995) . This produces the final signal with depth and we then corrupt the record with Gaussian zero-mean uncorrelated noise of ±0.02 o C to reflect temperature measurement error.
There are three main difficulties in implementing the SVD and they are the choice of the SVD cutoff leading the effective rank q, the duration of the constant temperature partitions chosen for the GST, and finally the noise in the data represented by σ 31.5 m 2 /year is used in the analysis. Homogenous conditions are justified on the basis of many analyzes and in particular the work of Shen et al. (1995) . Beltrami and Mareschal (1992) noted that regional differences in GSTs exist in Canada and this was confirmed by the spatial analysis performed by Beltrami et al. (2003) . Our mean reconstruction is a simple arithmetic mean of all reconstructions and therefore may be slightly different from the true mean GST for Canada. However, it is useful as a basis for comparison with the reconstruction produced by Beltrami et al. (2003) and as an approximate comparison between GST and other reconstructions of past climate.
Results from ABIC Inversion
The borehole temperatures were then inverted using the full-Bayesian inversion technique with a constant prior of zero described in equations (2, Our ability to detect this issue is likely due to our choice of small time steps. It is possible that the inability to resolve recent events may also affect analyzes that use larger time steps and dampen the GST anomaly in the most recent time step. However, in studies that use large time steps, this problem will not be as pronounced because data will exist to describe changes in GST over most of the interval.
The mean GST shown in Figure 3 seems be supported by other evidence. We also show (Figure 3 ) data from the Northern Hemisphere average temperature from 1856 to 2005 (Jones and Moberg, 2003) . On the plot this data is offset by 0.384 K for comparison purposes. Our mean reconstruction is not likely to directly compare to surface-air temperature reconstruction of Jones and Moberg (2003) but the trend of the GST is clearly evident.
Discussions and Conclusions
A full-Bayesian inverse method has been developed in this paper, and this utilizes Akaike's Bayesian Information criterion (ABIC). With this technique, typical unknown statistical quantities, such as the variance of the noise, are determined through the analysis. The application of a fully-Bayesian approach to recovering GST is promising and provides an alternative to other inverse methods in geophysics.
The resolution of ground surface temperature reconstructions is somewhat problematic.
Note that Harris and Chapman (1998) 
