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Abstract
We prove a Lie-algebraic characterization of vector bundle for the
Lie algebraD(E,M), seen as C∞(M)−module, of all linear operators
acting on sections of a vector bundle E →M .
We obtain similar result for its Lie subalgebra D1(E,M) of all lin-
ear first-order differential operators.
Thanks to awell-chosen filtration,D(E,M) becomesP(E,M) and
we prove that P1(E,M) characterizes the vector bundle without the
hypothesis of being seen as C∞(M)−module.
1 Theoretical approach
LetD =
⋃
i≥0D
i be an associative filtered algebra with unit over a commu-
tative field K of characteristic 0. We put D0 = A and extend the filtration
on Z, by setting Di = {0}, for i < 0.
1. We say the Lie algebra D with its commutators bracket is a quasi
Poisson quantum algebra if
Di ⊂ Di+1,DiDj = Di+j, [Di,Dj] ⊂ Di+j.
In this case, A is an associative sub-algebra of D, and also a Lie sub-
algebra of D. The associative R−algebra A is then called the basis
algebra or simply the basis of the quasi quantum Poisson algebra D.
2. The algebra D is said non-singular if there exists a Lie sub-algebra
D1A of D
1 such that Z(A) = [D1A, Z(A)].
1
3. D is symplectic if Z(D), the center of D, is reduced to constants. The
space of constants being identified toK by k ∈ K 7→ k · 1 ∈ D,where
1 designates the unit of the R−algebra D.
4. The centralizer of ad(Z(A)) in HomK(D,D), denoted by C(D), is de-
fined by
Ψ ∈ C(D)⇔ Ψ([T, u]) = [Ψ(T ), u], ∀u ∈ Z(A), ∀T ∈ D
5. D is quasi-distinguishing if
[T, u] = 0, ∀u ∈ Z(A)⇒ T ∈ A
and if for any integer i,
{T ∈ D : [T, Z(A)] ⊂ Di} = Di+1.
Proposition 1.1 Let D be a quasi quantum Poisson algebra, non-singular and
quasi-distinguishing. Then any Ψ ∈ C(D) respects the filtration and it is such
that
Ψ(u) = Ψ(1)u
for all u ∈ Z(A).
Proof. Consider Ψ ∈ C(D). Then for all A ∈ D0 and all u ∈ Z(A), we have
[Ψ(A), u] = Ψ([A, u]) = 0
since [A, u] = 0. As D is quasi-distinguishing, it comes that Ψ(A) ∈ A.
Assume now that Ψ(Di) ⊂ Di. Then, for any T ∈ Di+1, u ∈ Z(A), we have
[Ψ(T ), u] = Ψ([T, u]) ∈ Ψ(Di) ⊂ Di.
Therefore, D being quasi-distinguishing, Ψ(T ) ∈ Di+1.
Note first that for T ∈ D1, the map A 7−→ T̂ (A) = [T,A] is not usually a
derivation of D0, but it verifies the relation
T̂ (AB) = T̂ (A)B + AT̂ (B) (1.1)
since in general, ad∆ is a derivation of the associative structure of the quasi
quantum Poisson algebra D, for any ∆ ∈ D.Hence, for any Ψ ∈ C(D), T ∈
D1, u ∈ Z(A), we have, on the one hand
Ψ([T, u2]) = Ψ(T̂ (u2))
= ψ(T̂ (u)u+ uT̂ (u))
= 2Ψ(uT̂ (u)).
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The last equality comes because T ∈ D1 induces T̂ (u) ∈ D0. On the other
hand, by using the fact that Ψ(T ) ∈ D1, we have
Ψ([T, u2]) = [Ψ(T ), u2] = 2uΨ(T̂ (u)).
Therefore,
Ψ(uT̂ (u)) = uΨ(T̂ (u)), (1.2)
for any T ∈ D1, u ∈ Z(A).
Next, observe that for any v ∈ Z(A), the restrictions of
̂̂
T (v)T and T̂ (v)T̂
on Z(A) coincide. Indeed, for any w ∈ Z(A),
̂̂
T (v)T (w) = [T̂ (v)T, w] = T̂ (v)Tw − wT̂ (v)T
= T̂ (v)Tw − T̂ (v)wT
= T̂ (v)T̂ (w).
In general, for any element A in D0, AT̂ does not verify the previous rela-
tion (1.1) but AT̂ and ÂT coincide on Z(A).
Therefore, by replacing T with AT,A ∈ D0 and u with u + w,w ∈ Z(A),
the relation (1.2) becomes
Ψ((u+ w)ÂT (u+ w)) = (u+ w)Ψ(ÂT (u+ w)).
This is equivalent to
Ψ(uAT̂ (w)) + Ψ(wAT̂ (u)) = uΨ(AT̂ (w)) + wΨ(AT̂ (u)).
For A = T̂ (w) the last equality becomes
Ψ(u(T̂ (w))2) + Ψ(wT̂ (w)T̂ (u)) = uΨ((T̂ (w))2) + wΨ(T̂ (w)T̂ (u))
This relation becomes for T ∈ D1A,
Ψ(u(T̂ (w))2) = uΨ((T̂ (w))2) (1.3)
Indeed, if T ∈ D1A then
Ψ(wT̂ (w)T̂ (u)) = Ψ(wT̂ (u)T̂ (w))
= Ψ(w
̂̂
T (u)T (w))
= wΨ(
̂̂
T (u)T (w)) = wΨ(T̂ (w)T̂ (u)),
the penultimate equality resulting from (1.2).
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Let us consider now the following set
J = {v ∈ Z(A) : Ψ(vu) = uΨ(v), ∀u ∈ Z(A)}.
The sub-vector space J is an ideal of Z(A). Indeed, for any u ∈ Z(A), v ∈
J we have uv ∈ J since for any w ∈ Z(A),
wΨ(uv) = (uw)Ψ(v) = Ψ((uw)v) = Ψ((uv)w).
The previous relation (1.3) shows that Rad(J ) ⊃ [D1A, Z(A)].
The algebra D being non-singular, we conclude that Rad(J ) = Z(A) and
thus J = Z(A). Hence the relation
Ψ(u) = uΨ(1),
for any Ψ ∈ C(D), u ∈ Z(D0). 
Proposition 1.2 LetD1 andD2 two quasi quantum Poisson algebras, non-singular
and quasi-distinguishing. Then, for any isomorphism Φ : D1 −→ D2 of Lie alge-
bras such that Φ(Z(A1)) = Z(A2) respects the filtration, its restriction to A1 is
an isomorphism of Lie algebras and its restriction to Z(A1) is of the form
Φ|Z(A1) = κΨ,
where Ψ : Z(A1)→ Z(A2) is an isomorphism of associative algebras.
Proof. Let us first observe that for allA ∈ A1, the endomorphisms of vector
space γA : T 7−→ AT and Φ ◦ γA ◦ Φ
−1, of D1 and D2 respectively, belong
to C(D1) and C(D2) as appropriate. Indeed, for any A ∈ A1, T ∈ D1 and
u ∈ Z(A1)
γA([T, u]) = ATu− AuT = [γA(T ), u];
and for any v ∈ Z(A2), since Φ
−1(v) ∈ Z(A1), we have for D ∈ D2,
Φ ◦ γA ◦ Φ
−1([D, u]) = [Φ ◦ γA ◦ Φ
−1(D), u].
Therefore, for any w ∈ Z(A2), in virtue of the previous Proposition 1.1, we
obtain
Φ ◦ γA ◦ Φ
−1(w) = Φ(AΦ−1(1))w ∈ A2 (1.4)
We deduce that for any A ∈ A1,
Φ(AΦ−1(1)) ∈ A2 (1.5)
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Setting v = Φ−1(w), A = u and λ = Φ−1(1) in the previous relation (1.4),
we obtain
Φ(uv) = Φ(uλ)Φ(v)
= Φ(λu)Φ(v) = Φ(λ2)Φ(u)Φ(v).
In particular, for u = 1 and v = λ, the last equality above shows that
the element Φ(λ2), which belongs to the center of D2, is invertible in A2.
Therefore, putting κ−1 = Φ(λ2), we have that Ψ : Z(A1) → Z(A2) : u 7→
κ−1Φ(u), is an isomorphism of associative algebras.
Observe that
Ψ(λΨ−1(κ)) = Ψ(λ)κ
= κ−1Φ(λ)κ = 1.
Thus λ = Φ−1(1) is invertible in A1 and we can thus deduce from the
relation (1.5) the inclusion Φ(A1) ⊂ A2.
Let us assume now that Φ(Di1) ⊂ D
i
2 for i ∈ N. Let T ∈ D
i+1
1 .
We have
[Φ(T ), Z(A2)] = Φ([T, Z(A1)]) ⊂ D
i
2
Hence Φ(T ) ∈ Di+12 and then Φ respects the filtration. 
2 Differential operators of a vector bundle
In the [13], we have studied Lie algebras made up of differential operators
acting on the functions belonging toC∞(E), for a given vector bundleE →
M. In the following lines, we are interested in differential operators acting
on the sections of a vector bundle.
Let E → M be a vector bundle and denote by Γ(E) the space of sections
of the bundle E. The space Γ(E) being a C∞(M)−module, let us set
γu : Γ(E)→ Γ(E) : s 7→ us, ∀u ∈ C
∞(M).
We have that γu is an endomorphism of the space Γ(E).
Let us then set
A(E,M) := D0(E,M) = {T ∈ End(Γ(E)) : [T, γu] = 0, ∀u ∈ C
∞(M)}
and for any integer k ≥ 1,
Dk(E,M) = {T ∈ End(Γ(E))|∀u ∈ C∞(M) : [T, γu] ∈ D
k−1(E,M)};
where [·, ·] is the commutators bracket of End(Γ(E)).
We can then state the following result.
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Proposition 2.1 The elements of theR−spaceDk(E,M), k ∈ N, are differential
operators of ≤ k-order on Γ(E).
Proof. The proof is done by induction on k and can be found in many
papers
The initial condition is well verified for k = 0 and suppose by induction
hypothesis that the result is true for the elements of Di(E,M), i ≤ k − 1.
Let T ∈ Dk(E,M) and a section s ∈ Γ(E) such that jlx(s) = 0. We then
have
T (s)(x) = 0,
using the fact that the section s can then be decomposed into
s =
∑
i≤r
fi1 · · · fik+1si, fij ∈ C
∞(M), si ∈ Γ(E),
where the functions fij vanish at x.
What completes the proof. 
We can now state the following result where we group together the first
properties of the spaces we have just defined. Let us specify before some
notations. In the following, the algebra of endomorphisms fields of E, is
denoted by gl(E).We thus have
Γ(Hom(E,E)) = gl(E).
The subalgebra of gl(E) of endomorphisms of E having a zero trace is
denoted by sl(E) and it is the derived ideal of the Lie algebra gl(E). We
know that the center of gl(E) is given by
Z(gl(E)) = C∞(M) id
Proposition 2.2 The following relations are verified
1. A(E,M) = D0(E,M) = gl(E)
2. Di(E,M) ⊂ Di+1(E,M), Di(E,M) · Dj(E,M) ⊂ Di+j(E,M)
3. [Di(E,M),Dj(E,M)] ⊂ Di+j(E,M).
Proof. The relation (1) comes from the definition of the space D0(E,M)
and from the preceding Proposition 2.1.
The two inclusions of (2) are proved by induction. For the first, we have
that the initial condition is direct for i = 0.
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Let us suppose by induction hypothesis that this inclusion is true for i =
k ∈ N and consider T ∈ Dk+1(E,M). We then have, for any function u ∈
C∞(M),
[T, γu] ∈ D
k+1(E,M),
by the induction hypothesis. This shows that T ∈ Dk+2(E,M) and the first
inclusion is well established.
For the second inclusion of (2), the induction is done on the sum k = i+ j.
Remember that we have equality
( [T ◦ T ′, T ′′] = T ◦ [T ′, T ′′] + [T, T ′′] ◦ T ′ (2.1)
for any T ∈ Dp(E,M), T ′ ∈ Dq(E,M) and T ′′ ∈ Dr(E,M) with p, q, r ∈ N.
Particularly, for T, T ′ ∈ D0(E,M) and T ′′ = γu, where u ∈ C
∞(M), the
relation (2.1) allows to obtain the initial condition for k = 0.
Assume by induction hypothesis that the inclusion is true for i+ j < k and
consider T ∈ Dp(E,M) and T ′ ∈ Dq(E,M) with p + q = k.We then have,
by applying the induction hypothesis, that
T ◦ [T ′, γu, ] , [T, γu] ◦ T
′ ∈ Dp+q−1(E,M),
for any u ∈ C∞(M).
Hence, by virtue of the previous (2.1) relation
T ◦ T ′ ∈ Dp+q(E,M).
The relation (3) is a consequence of the second inclusion of (2). 
Consider the Lie algebra defined by
D(E,M) =
⋃
k≥0
Dk(E,M).
It is therefore a quasi quantum Poisson algebra whose elements will be
called differential operators of the vector bundle E → M.
Note that the case of bundle of rank n = 1 does not interest us insofar as
the Lie algebra D(E,M) cannot characterize the vector bundle E → M, in
general, because we have the following identification
D(E,M) ∼= D(M).
This can be founded in [7]
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Proposition 2.3 Let E →M a vector bundle of rank n > 1. The quasi quantum
Poisson algebra D(E,M) is non-singular, quasi distinguishing and symplectic.
Proof. For the non-singularity, observe for a covariant derivation ∇ of the
vector bundle E and a vector field X onM, we have, for any u ∈ C∞(M),
[∇X , γu] = γX(u) = γ[X,u],
this last bracket being the one defined in D(M), the Lie algebra of the
differential operators of M. The non-singularity of D(E,M) then comes
from that of D(M), by setting
D1A(E,M) = {T ∈ D
1(E,M) : [T, Z(A(E,M))] ⊂ Z(A(E,M))}.
Indeed, thus defined, the spaceD1A(E,M) is a Lie subalgebra of clD
1(E,M)
by the Jacobi identity.
If in a domain of trivialization U ∈M , T ∈ Dk(E,M) is written
T =
∑
|β|<k
Bβ∂
β +
∑
|α|=k
Aα∂
α,
with Tα, Tβ ∈ C
∞(U, gl(n,R)), then the relation [T, γu] = 0 induces∑
|α|=k
[Aα∂
α, γu] = 0.
Consequently, by considering the terms of maximum order, we obtain for
any u ∈ C∞(M), ∑
|α|=k
Aα ◦ γ∂i(u)∂
αi = 0,
with for i ∈ [1, m], αi = α − ei. We deduce that Aα ◦ γ∂i(u) = 0, and then
Aα = 0. Hence the following implication
([T, γu] = 0, ∀u ∈ Z(A(E,M)))⇒ T ∈ A(E,M);
which allows to conclude that D(E,M) is quasi distinguishing.
We also have the following inclusion
Z(D(E,M)) ⊂ {T ∈ D(E,M) : [T, Z(A(E,M))] = 0}.
Therefore, D(E,M) being quasi-distinguishing, we have
Z(D(E,M)) ⊂ Z(A(E,M)).
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In addition, for u ∈ C∞(M), the following equality
[D1A(E,M), γu] = 0
implies that u is constant. 
We will now state results of Lie-algebraic characterization of vector bun-
dles. The following theorem is taken from [11].
Theorem 2.4 Let E 7→ M and F 7→ M be two vector bundles of respective
ranks n, n′ > 1 with H1(M,Z/2) = 0. The Lie algebras gl(E) and gl(F ) (resp.
sl(E) and sl(F )) are isomorphic if and only if the vector bundles E and F are
isomorphic.
Theorem 2.5 LetE 7→ M and F 7→M be two vector bundles of respective ranks
n, n′ > 1 with H1(M,Z/2) = 0. The Lie algebras D(E,M) and D(F,M), seen
as C∞(M)− modules, are isomorphic if and only if the vector bundles E and F
are isomorphic.
Proof. Let Φ : D(E,M) → D(F,N) be an isomorphism of Lie algebras
and of C∞(M)−modules. Since these quasi quantum Poisson algebras are
symplectic, we have
Φ(C∞(M)) = C∞(N),
by identifying u ∈ C∞(X) with γu for X = M or X = N. Indeed, for any
u ∈ C∞(M), we have
Φ(γu) = Φ(uγ1)
= uΦ(γ1).
The algebras in question here being non-singular and quasi-distinguishing,
we can therefore apply the previous Proposition 1.2 to obtain the following
equality
Φ(gl(E)) = gl(F ).
The previous Theorem 2.4 allows then to conclude. 
3 The quantum Poisson algebra P(E,M)
Let E → M be a vector bundle of rank n > 1. In this section, we propose
another filtration for the quasi quantum Poisson algebra D(E,M), so as to
make quantum Poisson algebra.
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We pose
P(E,M) =
⋃
k≥0
Pk(E,M),
with, by definition,
P0(E,M) = {γu : u ∈ C
∞(M)}
and
Pk+1(E,M) = {T ∈ End(Γ(E))|∀u ∈ C∞(M) : [T, γu] ∈ P
k(E,M)}.
In the following statement, we give some properties of the algebraP(E,M).
And we will see that, unlike D(E,M), the filtration of P(E,M) gives the
algebra of the differential operators of E a quantum Poisson algebra struc-
ture.
Proposition 3.1 For any integer j, k ∈ N, we have
1. Pk(E,M) ⊂ Pk+1(E,M) and Pj(E,M) · Pk(E,M) ⊂ Pj+k(E,M)
2. [Pj(E,M),Pk(E,M)] ⊂ Pj+k−1(E,M)
Proof. The relation (1) can be proved exactly as for D(E,M). We prove
the last inclusion. Let us begin with P i(E,M) = {0} for i < 0 and do a
recurrence on j + k. The result being true for j + k = 0, suppose the same
is true for j + k < p. Let thenD ∈ Pj(E,M), T ∈ Pk(E,M)with j + k = p.
We have for any u ∈ C∞(M),
[[D, γu], T ] + [D, [T, γu]] ∈ P
j+k−2(E,M),
by induction hypothesis, since [D, γu] ∈ P
j−1(E,M) and [T, γu] ∈ P
k−1(E,M),
by definition. Therefore, we have
[[D, T ], γu] ∈ P
j+k−2(E,M).
And this completes the proof of the proposition. 
The link between the Lie algebras D(E,M) and P(E,M) is given in the
following statement.
Proposition 3.2 Let E → M be a vector bundle of Rn type. We have, for any
k ∈ N,
1. Pk(E,M) ⊂ Dk(E,M) ⊂ Pk+1(E,M).
2. P(E,M) = D(E,M)
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Proof. Observe that the relation (2) is a corollary of the relation (1). We
thus prove (1), in the lines which follow and that is sufficient. The first
inclusion being obvious, let’s establish the second by induction. We have
for every A ∈ D0(E,M) and every function u ∈ C∞(M),
[A, γu] ∈ P
0(E,M);
and the inclusion is established for k = 0. Assume that it is also true for
k ∈ N. Let T ∈ Dk+1(E,M).We then have
[T, γu] ∈ D
k(E,M) ⊂ Pk+1(E,M)
for any u ∈ C∞(M), this last inclusion being true by induction hypothesis.
We deduce the following inclusion
Dk+1(E,M) ⊂ Pk+2(E,M).
And this concludes the proof of the proposition. 
Proposition 3.3 The quantum Poisson algebra P(E,M) is non-singular and
symplectic and is not quasi-distinguishing. We have the following results
[T, γu] = 0, ∀u ∈ C
∞(M)⇒ T ∈ gl(E) ⊂ P1(E,M) (3.1)
{T ∈ P(E,M)|[T,P0(E,M)] ⊂ P i(E,M)} = P i+1(E,M). (3.2)
Proof. The non-singularity of P(E,M) comes from that of D(E,M), since,
D1A(E,M) = P
1(E,M).
In addition, D(E,M) being quasi-distinguishing, the relations (3.1) and
(3.2) directly come since Pk(E,M) ⊂ Dk(E,M), for any k ∈ N.
The algebra P(E,M) is symplectic because P(E,M) = D(E,M). 
Proposition 3.4 Let E → M be a vector bundle of rank n > 1. Then for any
Ψ ∈ C(P(E,M)), we have
Ψ(P0(E,M)) ⊂ gl(E)and Ψ(γu) = Ψ(1)γu,
for any u ∈ C∞(M).
Proof. For any u, v ∈ C∞(M), we have
[Ψ(γu), γv] = 0.
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Then, in virtue of the relation 3.1 of the Proposition 3.3,Ψ(γu) ∈ gl(E). In
the same way as for the Proposition 1.1, we have for all u ∈ C∞(M),
Ψ(γu) = Ψ(1)γu,
because we can come back to a step where the fact that the quantum Pois-
son algebra P(E,M) is non-singular allows us to conclude. Indeed, we
have the relation
Ψ(γuT̂ (γu)) = γuΨ(T̂ (γu)),
for all T ∈ P1(E,M) and γu ∈ P
0(E,M), exactly as in the general case of
the Proposition 1.1, previously cited.
Replacing T by γvT and γu by γu + γw, the equality above induces
Ψ((γu + γw)γvT̂ (γu + γw)) = (γu + γw)Ψ(γvT̂ (γu + γw)).
Therefore, replacing γv with T̂ (γw), a development analogous to that of the
abstract case of Proposition 1.1 makes it possible to obtain
Ψ(γu(T̂ (γw))
2) = γuΨ((T̂ (γw))
2),
for any u, w ∈ C∞(M);which, P(E,M) being non-singular, gives the result
sought by applying the same reasoning as to the proposition cited above.

For the Lie subalgebra P1(M), which is nothing other than the subalgebra
of infinitesimal automorphisms of E, a result of Lie-algebraic characteriza-
tion of vector bundles exists.
We propose in the following lines a proof adapting themethods developed
by Grabowski and Poncin. It also based on a result of Lecomte by applying
the result of linear algebra according to which the linear envelope of the
nilpotent matrices is the whole algebra of the zero trace matrices.
Theorem 3.5 Let E → M,F → N two vector bundles of respective ranks
n, n′ > 1 with H1(M,Z/2) = 0. If Φ : P1(E,M) → P1(F,N) is an isomor-
phism of Lie algebras, then
Φ(P0(E,M)) = Φ(P0(F,N)).
Proof. The approach consists in proving that P0(E,M) is the Casimir of
the subset Nil(P1(E,M)) of P1(E,M). To achieve this, we show that any
element of this Casimir permuteswith sl(E) and therefore with gl(E)whole.
Let us first observe that
Nil(P1(E,M)) ⊂ gl(E)
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This comes from the fact that locally, T ∈ P1(E,M) is written T = A+γui∂i
and D(M) is distinguishing.
Indeed, this writing allows to see that for all T ∈ P1(E,M), relative to a
connection on E, there exists X ∈ V ect(M) such that
(adT )(γv) = LX(v)id = γX·v,
for any v ∈ C∞(M).We therefore deduce that
(adT )p(γv) = (LX)
p(v)id,
for any v ∈ C∞(M) and any p ∈ N.
The announced result follows since D(M) is distinguishing.
Let us now calculate the Casimir of Nil(P1(E,M)). Recall that we have,
by definition,
Cas(Nil(P1(E,M))) .
= {T ∈ Nil(P1(E,M))|∀D ∈ Nil(P1(E,M)) : [T,D] = 0}
And show that
Cas(Nil(P1(E,M))) = C∞(M)id.
It suffices to show that for all A ∈ Cas(Nil(P1(E,M))) and B ∈ sl(E), we
have
[Ax, Bx] = 0 ∀x ∈M.
Let x0 ∈M and (U, ψ) be a trivialization of the vector bundleHom(E,E)→
M, whose domain contains x0, associated with a trivialization (U, ϕ) of
E → M. Recall that for all x ∈ U, ϕx : Ex → R
n is a linear bijection and
that it is the same for
ψx : gl(Ex)→ gl(n,R) : A 7→ ϕx ◦ A ◦ ϕ
−1
x .
For β ∈ gl(Ex0), let B ∈ gl(E) such that
(∗)
{
Bx = 0 for x ∈M \ U
Bx = u(x)ψ
−1
x ◦ ψx0(β) for x ∈ U,
where u ∈ C∞(M) is a function with compact support in U and with value
1 at x0.We then have Bx0 = β.
Moreover, we observe that if there exists k ∈ N such that βk = 0, thenBk =
0, and we can therefore conclude in this case that B ∈ Nil(P1(E,M)).
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Indeed, this comes from the fact that for all A,B ∈ gl(E), we have that
(adB)k(A) decomposes into a sum whose terms are of the form
cα,βB
α ◦ A ◦Bβ, cα,β ∈ R, α + β = k.
Now let A ∈ Cas(Nil(P1(E,M))) and consider a nilpotent element β ∈
gl(Ex0). For an elementB ∈ gl(E)∩Nil(P
1(E,M)) obtained as in (∗) above,
we then have
0 = [Ax0 , Bx0] = [Ax0 , β].
Which means that Ax0 commutes with all the nilpotent matrices of gl(Ex0),
and therefore with their linear envelope which is sl(Ex0).
1
This being true for all x0 ∈M, we obtain the sought result. 
Contrary to what happens with the entire Lie algebra D(E,M), and this
even if we consider the filtration proposed previously and which makes it
a quantum Poisson algebra, it is possible, by virtue of the previous Proposi-
tion 3.5, to obtain by the methods of Grabowski and Poncin, for P1(E,M),
a Lie-algebraic characterization of vector bundles without considering the
structure of C∞(M)−module de P1(E,M).
Here is a statement which will allow us to apply the previous Theorem
2.4 to obtain a result of type Pursell and Shanks for vector bundles with
P1(E,M).
Theorem 3.6 Let E → M,F → N be two vector bundles of respective ranks
n, n′ > 1. Then any isomorphism Φ : P1(E,M) → P1(F,N) of Lie algebras is
such as its restriction to P0(E,M) is of the form
Φ|P0(E,M) = κΨ,
where Ψ : P0(E,M)→ P0(E,N) is an isomorphism of associative algebras. We
also has
Φ(gl(E)) = gl(F ).
Proof. In virtue of the previous Proposition 3.5, we have
Φ(P0(E,M)) = P0(F,N).
We also have, for any element A ∈ gl(E),
Φ ◦ γA ◦ Φ
−1 ∈ C(P1(F,N)).
1In fact, we know that sl(n,R) admits a basis whose elements are nilpotent.
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In the above relation, notations are those specified in the proof of the
Proposition 1.2. And then for any γw ∈ P
0(F,N), the following equality is
true
Φ ◦ γA ◦ Φ
−1(γw) = Φ(AΦ
−1(1))γw (3.3)
The previous Proposition 3.4 then gives
Φ(AΦ−1(1)) ∈ gl(F )
for any A ∈ gl(E). Therefore, P1(E,M) being symplectic, we deduce that
Φ(gl(E)) = gl(F ),
because then, the constant Φ−1(1) is not zero.
The rest of the proof is an adaptation of the reasoning developed for the
Proposition 1.2. Indeed, for A = γu, u ∈ C
∞(M) and λ := Φ−1(1), the
previous relation (3.3) gives in particular
Φ(γuΦ
−1(γw)) = Φ(λγu)γw·
Setting, Φ−1(γw) = γv, we obtain
Φ(γu · γv) = λΦ(γu)Φ(γv).
Therefore, the map
γu 7→ Φ
−1(1)Φ(γu)
is effectively an isomorphism of R−algebras of P0(E,M) to P0(F,N). 
We can now state the following result.
Theorem 3.7 Let E → M,F → M be two vector bundles of respective ranks
n, n′ > 1 with H1(M,Z/2) = 0. The Lie algebras P1(E,M) and P1(F,M) are
isomorphic if and only if the vector bundles E and F are.
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