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Magistrsko delo obravnava razvoj modelov za kratkoročno napovedovanje oddane moči 
obnovljivih virov energije. V nalogi je obrazložen razvoj modela za napoved oddane moči 
fotonapetostnih elektrarn in razvoj modela za napoved oddane moči malih hidroelektrarn. 
Temeljna stopnja celotnega procesa predstavlja izbor in analizo meteoroloških spremenljivk, 
ki vplivajo na napovedovanje. Za umetno zmanjšanje vpliva meteoroloških dejavnikov je pri 
obeh modelih večji delež napovedi izračunan z uvedbo dodatne spremenljivke. Sledi napoved 
deviacije do končne napovedi. Kot matematični pripomoček za napoved deviacije je 
uporabljena umetna nevronska mreža. Izpopolnjen model za kratkoročno napoved je 
preizkušen za dneve različnih vremenskih stanj v različnih sezonskih obdobjih. Izvedena je 
analiza rezultatov, njihova grafična ponazoritev ter ocena natančnosti s statističnim kazalcem. 
Končni rezultati kažejo dobro ujemanje med izmerjeno in napovedano časovno porazdelitvijo 
oddane moči.  
Ključne besede: fotonapetostna elektrarna, mala hidroelektrarna, kratkoročna napoved, 
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In this work, development of solar and micro hydro power short-term prediction model is 
described. The first stage of the process represents assortment and analysis of impact 
meteorological variables on prediction model. In the objective to reduce impact of 
meteorological variables the higher proportion of prediction is systematically calculated via 
additional variable, in both prediction models. Following that, the deviation to final result is 
predicted using artificial neural networks. Improved prediction model is tested on different 
weather conditions and in different seasonal periods. The analysis of prediction values are 
made, the results are graphically illustrated for representative days and estimated using the 
standard evaluation criteria. Satisfactory results are obtained by both prediction models. 
Key words: photovoltaic power generation, micro hydropower generation, short-term 
prediction, artificial neural networks, hydrological power potential, global horizontal 
















     3 




Z večanjem deleža obnovljivih virov energije v elektroenergetskem omrežju se je pri 
sistemskih operaterjih ter na trgu z električno energijo povečala pozornost problematiki 
kratkoročnega napovedovanja proizvodnje oddane moči. Ključni problemi pri obratovanju 
obnovljivih virov energije so variabilnost in negotovost proizvodnje. Variabilnost se izraža v 
intervalih od nekaj sekund do nekaj let, predvsem zaradi visoke odvisnosti proizvodnje od 
vremenskih vplivov. Za uspešno integracijo obnovljivih virov energije v elektroenergetski 
sistem je pomembna natančna napoved proizvodnje oddane moči. Napoved, ki je v veliki 
meri odvisna od napovedi meteoroloških spremenljivk, je ključna za stabilnost omrežja, torej 
za ravnotežje oddane in prejete moči v sistemu. Navsezadnje natančnost napovedi predstavlja 
pomemben faktor pri operaterjih trga z električno energijo. Kratkoročna napoved oddane 
moči je pomembna tudi iz vidika vzdrževanja ravnovesja med oddano in prejeto močjo v 
elektroenergetskem omrežju. Distribucijska podjetja kratkoročno napoved oddane moči 
obnovljivih virov koristijo za regulacijo napetosti v distribucijskem omrežju. Za 
napovedovanje oddane moči obnovljivih virov energije je znano, da je odklon pri rezultatu 
napovednega modela manjši pri napovedi oddane moči večjega števila strnjenih virov na 
izbranem geografskem oz. klimatskem področju. Z obema napovednima modeloma sem 
napovedoval oddano moč skupine proizvodnih virov določenega območja ter prikazal 
primerjavo z napovedjo posamezne elektrarne. 
Izkoriščanje sončne energije – Izvor sončne energije je Sonce, oddana moč fotonapetostne 
elektrarne (FE) je odvisna predvsem od moči sončnega sevanja in gibanja Zemlje. Na moč 
globalnega sončnega sevanja najbolj vpliva prepustnost atmosfere oz. oblačnost, od katere je 
posredno odvisna proizvodnja delovne moči fotonapetostne elektrarne. Pri večji instalaciji 
fotonapetostnih elektrarn v sistemu se spremenljiva oblačnost kaže v slabši stabilnosti 
elektroenergetskega omrežja. Korelacija med proizvodnjo delovne moči in sončnega sevanja, 
ki pade na površino proizvodnega vira, je skorajda linearna. Posledično se netočna napoved 
porazdeljene moči globalnega sončnega sevanja neposredno odraža v slabih napovedih 
proizvodnje delovne moči. Na globalno sončno sevanje posredno vplivajo tudi druge 
meteorološke spremenljivke, kot npr.: Temperatura okolice, relativna vlažnost zraka, relativna 
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oblačnost, hitrost in smer vetra. Poleg vremenskih dejavnikov na samo proizvodnjo vpliva 
tudi kontaminacija fotonapetostnih modulov, ki oslabi prepustnost sončne svetlobe. 
Posledično se oddana moč elektrarne zmanjša. Kontaminacijo fotonapetostnih panelov 
povzroča povečana relativna vlažnost zraka, višja temperatura okolice, veter ter megla. 
Izkoriščanje hidroenergije – Izkoriščanje hidroenergije je dovršena tehnologija, ki se 
uporablja po celem svetu. Hidroenergija koristi potencialno energijo vodnega toka pri 
naravnem kroženju vode, ki teče z višje do nižje geografske lege. Vodni tok poganja turbino, 
fizično povezano z generatorjem električne energije. Male hidroelektrarne (MHE) so 
večinoma umeščene v podeželskih predelih, kjer obstaja možnost izkoriščanja vodnih virov, 
npr. potokov ali manjših rek. Količina oddane moči malih pretočnih hidroelektrarn je 
neposredno odvisna od vodnega pretoka reke oz. potoka [1]. Zvišan pretok reke je posledica 
padavin v okolici struge ali morebitnih pritokov, zato je za natančno napoved oddane moči 
malih hidroelektrarn pomembna natančna napoved količine padavin. V cilju po čim 
manjšemu odklonu pri končni napovedi se v praksi oddana moč napoveduje za skupino 
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2 Napovedovanje – pregled literature in obstoječi pristopi 
Napovedovanje proizvodnje električne energije zahteva dobro poznavanje analiz časovnih 
vrst, statističnih metod in strojnega učenja. V nadaljevanju sledi opis matematičnih metod, ki 
se uporabljajo za napovedovanje. 
2.1 Časovne vrste 
Časovne vrste se uporabljajo pri procesiranju signalov, prepoznavanju vzorcev, napovedih 
potresov, napovedovanju vremena, napovedovanju cen blaga, itd.. Na časovne vrste lahko 
gledamo kot na zbirko podatkov, zaporedno porazdeljenih v določenem časovnem prostoru, 
npr. v točkah: 𝑦𝑦!,   𝑦𝑦!, …   𝑦𝑦!. Primer časovnih vrst predstavljajo urne vrednosti izmerjene 
temperature na lokaciji fotonapetostne elektrarne, izmerjene količine padavin na lokaciji male 
hidroelektrarne, itd.. Tovrstne podatke prikazujemo v časovnem prostoru, v različnih časovnih 
intervalih [2].  
Poznamo več tipov časovnih vrst. Časovne vrste delimo na zvezne in diskretne. Časovne vrste 
so diskretne v primeru opazovanja spremenljivk v specifičnem časovnem razponu, večinoma 
porazdeljenih po enakem časovnem koraku. Časovne vrste delimo tudi glede na vrsto 
vrednosti. Lahko so enodimenzionalne ali večdimenzionalne. Slednje imajo v časovni točki 
več parametrov. Parametri časovne vrste so lahko predstavljeni tudi z nenumeričnimi 
spremenljivkami. 
Časovne vrste delimo tudi na stohastične in deterministične. Pri determinističnih časovnih 
vrstah (glede na pretekle podatke) vrednost spremenljivk napovemo točno, medtem ko pri 
stohastičnih časovnih vrstah le delno. Glavna značilnost stohastičnih časovnih vrst je 
stacionarnost. Proces je stacionaren, če čas nima vpliva na vrednost spremenljivke. Časovna 
vrsta pa lahko vsebuje stohastičen trend, ki pomeni dolgoročno gibanje spremenljivke v 
odvisnosti od časa. Opazujemo ga lokalno ali globalno [3]. 
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V praksi so časovne vrste največkrat nestacionarne. Stacionarnost je v korelaciji z dolžino 
časovne vrste. V kratkem časovnem obdobju so nestacionarni procesi pogostejši kot v 





















Slika 2.3: Primer nestacionarnega procesa
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2.2 Stacionaren proces 
Pri uporabi časovne vrste upoštevamo, da imamo opravka s stacionarnim procesom. 
Največkrat so stacionarni stohastični procesi opisani s [3]: 
- Srednjo vrednostjo, 
- variacijo in 
- avtokorelacijsko funkcijo. 
Za strogo stacionaren proces se srednja vrednost in variacija ne spreminjata s funkcijo časa. 
Srednja vrednost stacionarnega procesa je vrednost, okoli katere niha celoten proces [3]. 
Proces opisuje enačba (2.1).  
 
𝜇𝜇 = 𝐸𝐸 𝑦𝑦! = 𝑦𝑦 · 𝑝𝑝 𝑦𝑦 𝑑𝑑𝑑𝑑                                         (2.1) 
Stacionarni proces niha okoli vrednosti, ki jo izračunamo z enačbo (2.2). 
 
𝜎𝜎! = 𝐸𝐸 (𝑦𝑦! − 𝜇𝜇)! = (𝑦𝑦! − 𝜇𝜇)! · 𝑝𝑝 𝑦𝑦 𝑑𝑑𝑑𝑑                               (2.2) 
Verjetnostna porazdelitev je enaka v vsaki časovni točki. Srednjo vrednost in nihanje lahko 
torej določimo iz naključnega vzorca opazovane spremenljivke [3]. 
2.3 Trend in sezonski vpliv  
Trend in sezonski vpliv sta lastnosti nestacionarnih časovnih vrst. Upoštevata se pri 
statističnemu modeliranju in strojnemu učenju. 
2.3.1 Trend 
Pri analizi časovnih vrst si postavimo dva glavna cilja: Določiti naravo opazovanega 
fenomena v opazovani časovni sekvenci in določiti vrednosti v prihodnosti. Oba cilja lahko 
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dosežemo z več ali manj formalno identifikacijo vzorca opazovanega sistema. Ko imamo 
vzorec določen, ga lahko interpretiramo in integriramo z ostalimi podatki ter ga uporabimo za 
napovedovanje prihodnosti. Večino časovnih vzorcev lahko opišemo v obliki dveh bazičnih 
komponent: trenda in sezonske komponente. Tako lahko predstavimo pojav časovne vrste kot 
nelinearno komponento trenda in časovno ponavljajočo sezonsko komponento. Ni avtomatske 
tehnike za ugotavljanje trenda komponent v časovni vrsti, vendar, dokler je trend monoton, ta 
del analize podatkov običajno ni zelo težek. Če podatki časovne vrste vsebujejo veliko šuma, 
je prvi korak v procesu identifikacije trenda glajenje [4]. 
Trend pomeni dolgoročno zvišanje oz. znižanje vrednosti spremenljivke. Vselej pa ni tako, da 
se viša ali niža; lahko se spremeni tudi smer trenda. Funkcija trenda ni vedno linearna. Lahko 
je potenčna, logaritmična, itd.. Tako trend kot sezonski vpliv morata biti identificirana in 
odstranjena iz časovnih vrst. 
2.3.2 Sezonski vpliv 
Sezonska odvisnost (sezona) je še en splošni del analize vzorcev časovne vrste. Ta je 
formalno opredeljena kot korelacijska odvisnost »k« med vsakim »i« elementom serije in »i-
k« elementom. Izmerjena je s pomočjo avtokorelacije (tj. povezava med elementoma). »k« je 
navadno imenovan »lag«. Če napaka meritve ni prevelika, je sezono mogoče vizualno 
ugotoviti v zaporedju kot vzorec, ki se ponavlja vsakih »k« elementov [4]. 
Sezonska komponenta narašča s sistematičnimi in koledarskimi vplivi. Sezonsko komponento 
predstavlja ponovljivo oz. napovedano nihanje (npr. oddane moči hidroelektrarne) skozi 
določeno časovno obdobje. Na primer, v sušnih obdobjih je proizvodnja hidroelektrarn 
manjša kot v deževnih obdobjih itd.. 
2.4 Aditivni model časovne vrste 
Pri aditivnem modelu časovne vrste 𝑦𝑦! ,   𝑦𝑦! , …   𝑦𝑦! , predpostavimo, da so vse vrednosti 
sestavljene iz štirih komponent; trenda, dolgoročnega sezonskega vpliva, kratkoročnega 
sezonskega vpliva in deviacije oz. odklona [5]. 
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𝑌𝑌! = 𝑇𝑇! + 𝑍𝑍! + 𝑆𝑆! + 𝑅𝑅!                               (2.4) 
kjer 𝑡𝑡 pomeni časovno zaporedje 𝑡𝑡 = 1,2,… ,𝑛𝑛. 
𝑇𝑇! je trend, ki predstavlja monotono funkcijo. 𝑍𝑍! in 𝑆𝑆! predstavljata dolgoročni in kratkoročni 
sezonski vpliv. 𝑅𝑅!  je naključna spremenljivka, ki pomeni vsoto vseh deviacij. Omenjene 
spremenljivke so po navadi razlog za nestacionarno komponento časovne vrste [5].  
2.5 Napovedovanje časovnih vrst 
Pri analizi časovnih vrst je znano, da določeno znanje, ki je pridobljeno iz časovne vrste, 
opisuje njene lastnosti. Posledično lahko razvijemo model za praktične namene, npr. za 
napovedovanje obnašanja časovne vrste v prihodnosti.  
Funkcija 𝑦𝑦(𝑡𝑡) predstavlja časovno vrsto. Cilj je določiti funkcijo 𝑦𝑦 𝑡𝑡 , ki opisuje časovno 
vrsto, hkrati pa želimo, da bo razlika 𝑦𝑦 𝑡𝑡 − 𝑦𝑦 𝑡𝑡  čim manjša. Na primer, v časovni vrsti 𝑦𝑦 𝑡𝑡  
napovedujemo vrednost spremenljivke 𝑦𝑦! v določeni časovni točki 𝑡𝑡, ki se nahaja nekje v 
prihodnosti. Manjša kot je razlika med napovedano in dejansko spremenljivko 𝑦𝑦! − 𝑦𝑦! , 
natančnejši je napovedni model [3]. 
2.6 ARIMA modeli 
2.6.1 Avtoregresijski model 
Večina časovnih vrst je sestavljena iz medsebojno odvisnih elementov, katere opišemo s 
serijo specifičnih elementov iz preteklosti. To imenujemo avtoregresijski proces [4]. 
Avtoregresijski model (angl. autoregressive model - AR) upošteva vrednosti prejšnjih deviacij 
iste časovne vrste ter naključne napake (angl. random error) 𝑎𝑎!. 
Spremenljivke 𝑦𝑦!  , 𝑦𝑦!!! , … predstavljajo deviacije (nihanja) okoli srednje vrednosti 
avtoregresijskega procesa. Avtoregresijski model opišemo z naslednjo enačbo [3]; 
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𝑦𝑦! = Φ! · 𝑦𝑦!!! +Φ! · 𝑦𝑦!!! +⋯Φ! · 𝑦𝑦!!! + 𝑎𝑎!                               (2.5) 
kjer 𝑝𝑝 predstavlja stopnjo avtoregresijskega procesa. 𝑎𝑎! pomeni naključni odklon v času 𝑡𝑡. 
Model je podoben regresijskemu, le da avtoregresijski model bazira na preteklih vrednosti 
samega sebe. Proces opisuje odvisnost od neodvisnih vrednosti in sešteje napako 𝑎𝑎. Enačba 
(2.6) ponazarja avtoregresijski operator [3]: 
 
Φ B = 1 − Φ! · 𝐵𝐵−Φ! · 𝐵𝐵
2 −⋯−Φ! · 𝐵𝐵
𝑝𝑝                               (2.6) 
 
𝑎𝑎! = Φ B · 𝑦𝑦!                               (2.7) 
Avtoregresijski model ima 𝑝𝑝 + 2  parametrov: 𝜇𝜇  , Φ𝟏𝟏  , … Φ𝒑𝒑  in 𝜎𝜎!! , ki predstavlja 
komponento belega šuma. 
2.6.2 Model drsečega povprečja 
Z modelom drsečega povprečja (angl. moving average - MA) izračunamo trenutno vrednost 
spremenljivke 𝑦𝑦!. Drseče povprečje je linearno odvisno od spremenljivke 𝑎𝑎 iz enačbe (2.5) in 
od stopnje 𝑞𝑞 iz enačbe (2.8) [3]. 
 
𝑦𝑦! = θ! · 𝑎𝑎!!! + θ! · 𝑎𝑎!!! +⋯ θ! · 𝑎𝑎!!!                               (2.8) 
Enačba (2.8) opisuje proces drsečega povprečje, stopnje 𝑞𝑞. Enako, kot pri avtoregresijskem 
modelu, operator drsečega povprečja izračunamo z naslednjo enačbo (2.9): 
 
𝜃𝜃 𝐵𝐵 = 1− 𝜃𝜃! · 𝐵𝐵 − 𝜃𝜃! · 𝐵𝐵! −⋯− 𝜃𝜃! · 𝐵𝐵!                               (2.9) 
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𝑦𝑦! = 𝜃𝜃 𝐵𝐵 · 𝑎𝑎!                             (2.10) 
Model drsečega povprečja vsebuje  𝑞𝑞 + 2 parametrov: 𝜇𝜇 , θ! , … θ! in 𝜎𝜎!! [3]. 
2.6.3 Model avtoregresijskega drsečega povprečja 
Avtoregresijski model drsečega povprečja (angl. Autoregressive moving average - ARMA) je 
sestavljen iz avtoregresijskega modela in modela drsečega povprečja. Model opisuje enačba 
(2.11). 
𝑦𝑦! = Φ! · 𝑎𝑎!!! +Φ! · 𝑎𝑎!!! +Φ! · 𝑦𝑦!!! + 𝑎𝑎! + θ! · 𝑎𝑎!!! − θ! · 𝑎𝑎!!! −⋯ θ! · 𝑎𝑎!!!   (2.11)          
Kar pomeni: 
 
Φ B · 𝑦𝑦! = θ B · 𝑎𝑎!                           (2.12) 
Model avtoregresijskega drsečega povprečja vsebuje 𝑝𝑝 +   𝑞𝑞 + 2 neznanih parametrov: 𝜇𝜇 , 𝛷𝛷!, 
… Φ𝒑𝒑 , θ𝟏𝟏 , … θ𝒑𝒑 in 𝜎𝜎!!. Stacionarne časovne vrste so po navadi opisane z modelom, pri 
katerem sta parametra 𝑝𝑝 in 𝑞𝑞 manjša od števila 2 [3]. 
2.6.4 Model ARIMA 
Veliko časovnih vrst se po navadi izkaže za nestacionarne, torej ne nihajo okoli 
nespremenljive srednje vrednosti. V takšnih primerih se uporablja model ARIMA (p, d, q), ki 
predstavlja posplošitev modela ARMA (p, q) s številom transformacij (d) nad vhodnimi 
podatki, da ti ustrezajo začetnim predpostavkam za modeliranje (angl. assumption testing) [3].  
  
Φ B · z! = φ B · (1− 𝐵𝐵)! · z! = θ(B) · a!  
 
                 (2.13) 
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𝛷𝛷 𝐵𝐵  v enačbi (2.12) predstavlja avtoregresijski operator. 𝜑𝜑 𝐵𝐵  predstavlja stacionarni 
operator in 𝑑𝑑 razliko do stacionarnosti. Če gre za homogeno nestacionarno obnašanje procesa, 
bo »d-ta« diferenca procesa stacionarna. z! predstavlja diferencialni operator. V praksi je 𝑑𝑑 
enak vrednosti 0, 1 ali 2. Model ARIMA se uporablja pri časovnih vrstah z izrazitim 
sezonskim vzorcem [3].  
2.7 Umetne nevronske mreže 
Umetne nevronske mreže spadajo med umetne inteligence. V splošnem jih sestavljajo tri vrste 
nivojev; to so vhodni nivo, skriti nivo in izhodni nivo. Prednosti nevronskih mrež je hitrost, 
enostavnost in zmožnost učenja preteklih podatkov, ki predstavlja pogoj za natančno 
napoved. Umetne nevronske mreže se uporabljajo v najrazličnejših aplikacijah. Uporabljajo 
se za optimizacijo, regresijo in tako kot v primeru te naloge, za napovedovanje. Značilnost 
nevronskih mrež je, da upoštevajo nakopičeno znanje, pridobljeno v fazi učenja ter da 
odgovarjajo na vhodne dogodke na način, ki je najbližji glede na izkušnje v učilni dobi. To 
pomeni, da je za procesiranje nevronske mreže značilno posploševanje in tolerantnost napak 
na vhodu, kar je vsekakor lastnost, zaradi katere jih uvrščamo med inteligentne procesorske 
sisteme [6].  
Algoritmi nevronskih mrež skušajo oponašati biološke nevronske mreže tako, da nevron 
abstrahirajo na preprost element, ki zna seštevati utežene vhodne signale in rezultat 
normalizirati s pragovno funkcijo. Take preproste umetne mreže potem lahko povezujemo v 
poljubno kompleksne umetne nevronske mreže [7].  
Za klasifikacijo se najpogosteje uporabljajo usmerjene večnivojske umetne nevronske mreže, 
ki kaskadno povezujejo več nivojev nevronov: vhodni nevroni, eden ali več nivojev skritih 
nevronov in izhodni nevroni. Naloga učnega algoritma je nastaviti uteži na povezavah med 
nevroni (iz katerih vsak nevron izračunava uteženo vsoto) tako, da bo klasifikacijska napaka 
čim manjša. Med klasifikacijo novega primera, nevronska mreža na vhodu dobi vrednosti 
atributov (vrednosti vhodnih nevronov) za dani novi primer. Zatem vsak nevron na 
naslednjem nivoju izračuna svoj izhod kot uteženo vsoto svojih vhodnih signalov [7]. 
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2.7.1 Topologija nevronske mreže 
Osnovne značilnosti vsake nevronske mreže so v njeni topologiji, v funkciji nevrona, v 
učilnem algoritmu ter v načinu procesiranja. Topologija usmerjene nevronske mreže je 
prikazana na sliki 2.4. Nevronsko mrežo sestavlja: Vhodni nivo, ki predstavlja vhodne 
podatke k nevronski mreži, izhodni nivo, namenjen produkciji primernega odziva do 
dodanega vhoda ter eden ali več skritih nivojev. Vsak nevron v nivoju je direktno povezan z 
nevroni v nadaljnjih nivojih. Lastnost umetne nevronske mreže je zmožnost procesiranja 
vhodnih podatkov skozi fazo učenja, kar pomeni prilagajanje uteži, vse dokler mreža ni 








Slika 2.4: Primer strukture nevronske mreže 
Nevronska mreža se sestavi z njenim učenjem. Prva stopnja učenja predstavlja vnos vhodnih 
podatkov z znanimi izhodnimi vrednostmi. Posamezne uteži, ki so del nevronske mreže se 
prilagajajo povezavam med posameznimi nevroni, dokler nevronska mreža ne poda pravega 
izhodnega podatka. Postopek se tako nadaljuje do zadovoljivega rezultata [8]. Delovanje 
nevronske mreže je odvisno od sestave nevronske mreže in njenih vhodnih parametrov. 
Elementi mreže oz. nevroni so na sliki 2.4 predstavljeni s krogi. Izhod iz nevrona predstavlja 
izhodna funkcija nad notranjim produktom med vhodnim vektorjem in vektorjem uteži. Poleg 
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plasti nevronske mreže so sestavljene iz primitivnih enot, npr. perceptronov, linearnih enot ali 
sigmoidnih enot. Perceptroni izračunajo linearno kombinacijo vhodnih spremenljivk. Če je 
rezultat večji, kot določen prag, bo izhod perceptrona enak 1, če pa je manjši, bo izhod enak -
1. Linearne in sigmoidne enote ne vsebujejo nobenega praga. Učenje preceptrona je proces 
najti vrednost uteži. Ena od opcij je začetek računanja z naključnimi utežmi, ki se nadaljuje s 
procesom prilagajanja uteži vse do čim manjših možnih odklonov [6].  
2.7.2 Usmerjena nevronska mreža 
Med različnimi vrstami umetnih nevronskih mrež sem v kratkoročnih napovednih modelih 
uporabil usmerjeno nevronsko mrežo.  
Večnivojska usmerjena nevronska mreža je nadaljevanje enoplastne strukture povezav 
nevronskih elementov. Do nje pridemo s kaskadnim dodajanjem plasti nevronov, pri čemer 
velja pravilo usmerjenosti, ki določa, da mora izhodni signal enega nivoja vstopati kot vhodni 
signal v naslednji nivo elementov [6]. Usmerjena nevronska mreža je definirana kot 
enostavnejši tip nevronskih mrež, kjer informacija poteka le v eno smer. Usmerjena 
nevronska mreža ne vsebuje povratne zanke. Nevroni so porazdeljeni po skritih nivojih. 
Usmerjena nevronska mreža mora biti sestavljena iz vsaj enega skritega nivoja in dovolj 
nevronov v skritih plasteh, kar predstavlja pogoj za določitev relacije med vhodom in 
izhodom [9]. 
Največkrat uporabljene so večnivojske usmerjene nevronske mreže z učenjem vzvratnega 
razširjanja napak. Izhodne vrednosti se skozi čas učenja primerjajo z dejanskimi vrednostmi. 
Izbrani algoritem nevronske mreže prilagaja uteži posamezne povezave glede na odklon. 
Cikel se ponavlja, dokler odklon ne doseže minimalne možne vrednosti. Po fazi učenja 
dobimo naučeno nevronsko mrežo, ki jo lahko uporabimo npr. za kratkoročno napoved 
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Slika 2.5: Nevron v usmerjeni nevronski mreži 
Slika 2.5 prikazuje tipičen nevron v usmerjeni nevronski mreži. Vhod 𝑋𝑋! se procesira skozi 
povezavo, kjer se multiplicira z utežjo 𝑤𝑤!,!, tako da dobimo produkt 𝑥𝑥! · 𝑤𝑤!,!. Produkt je 
argument prenosne funkcije 𝑓𝑓. Rezultat predstavlja izhod 𝑦𝑦! , opisan z enačbo (2.14), ki 
predstavlja fazo učenja [9]. 
 




                                                                   
(2.14) 
𝑖𝑖  je indeks nevrona v skritem nivoju, medtem ko indeks 𝑗𝑗 predstavlja indeks vhodnega 
podatka k nevronski mreži. 
Za fazo učenja je potreben algoritem, ki neposredno pripomore k učenju nevronske mreže. 
Eden od algoritmov učenja v nevronski mreži je vzvratno razširjanje napak. Ta algoritem 
minimizira srednjo kvadratno napako med izhodom nevronske mreže in preteklim oz. želenim 
izhodom [9].  













𝑥𝑥! = 𝑛𝑛 
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(2.15) 
𝑝𝑝 je indeks vzorca, 𝑘𝑘 je indeks elementov v izhodnem vektorju, 𝑑𝑑!"  je »k-ti« element v 
vektorju znanega izhoda v »p-tem« učnem vzorcu, 𝑜𝑜!" je »k-ti« element v vektorju izhoda 
nevronske mreže. 𝑃𝑃 predstavlja skupno število učnih vzorcev [9]. 
Za razvoj umetne nevronske mreže so pomembni trije koraki. Prvi korak je izbira preteklih 
vhodnih podatkov in njihovih znanih izhodnih podatkov. Drugi korak je učenje umetne 
nevronske mreže in analiza učenja, zadnji korak pa predstavlja testiranje mreže z novimi 
vhodnimi spremenljivkami, ki niso bile uporabljene v fazi učenja.  
2.8 Načini podajanja napake napovedi 
Ključni izziv pri napovedovanju je izbira optimalnega napovednega modela. Rezultate 
napovednih modelov, npr. časovno porazdeljene oddane moči, se ocenjuje numerično. 
Natančnost napovedovanja se ponazarja z različnimi uveljavljenimi, standardnimi metodami. 
Operaterji trga z elektriko reflektirajo odklon napovedi v finančno izgubo, medtem ko 
inženirji odklone napovedi uporabljamo kot indikacijo natančnosti raznovrstnih napovednih 
modelov. Ocenjevanje obeh napovednih modelov v magistrskem delu je temeljilo na izbranih 
podatkih, ki niso bili uporabljeni pri testiranju ali v naknadnem izboljševanju. 
2.8.1 Absolutna odstotna srednja napaka napovedi 
Enačba (2.16) pojasni izračun statističnega kazalca 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, ki pomeni absolutno odstotno 
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𝑦𝑦 𝑖𝑖  predstavlja napoved oddane moči, 𝑦𝑦 𝑖𝑖 , dejansko oddano moč ter 𝑁𝑁 število vseh meritev 
oz. napovedi. Statistični kazalec 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  je manj uporaben pri ocenjevanju spremenljivk, 
katerih vrednost je blizu ali enaka 0. V tem primeru bi znašal odklon neskončne ali pa 
nedefinirane vrednosti in posledično bi bil rezultat ocene napovedi neuporaben. 
2.8.2 Srednja absolutna napaka in srednja absolutna kvadratna napaka 
Srednja absolutna napaka (angl. Mean Absolute Error - MAE) pomeni povprečje absolutnih 















                                               
(2.17) 
 
 𝑒𝑒! = 𝑦𝑦 𝑖𝑖 − 𝑦𝑦 𝑖𝑖  
 











                                              
(2.19) 
Statistični kazalec  𝑀𝑀𝑀𝑀𝑀𝑀 je najbolj razširjen kazalec pri ocenjevanju rezultatov napovednih 
modelov, ki temeljijo na metodah časovnih vrst. 𝑀𝑀𝑀𝑀𝑀𝑀 izračunamo po enačbi (2.19). Statistični 
kazalec predstavlja povprečje kvadratnih vrednosti odklonov napovedi. Razmerje med 
odklonom napovedi in statističnim kazalcem je kvadratna funkcija. 
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2.8.3 Koren povprečne kvadratne napake in odstotna srednja napaka 
Indikator oz. kazalec 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  (angl. Root Mean Square Error - RMSE) pomeni koren 
povprečne kvadratne napake, ki upošteva razliko med napovedano in dejansko oddano močjo. 
Kazalec poudari večjo napako, tako kot kazalec 𝑀𝑀𝑀𝑀𝑀𝑀.  Izračun prikazuje enačba (2.20).  
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑀𝑀𝑀𝑀𝑀𝑀 =   
1
𝑁𝑁




       
     (2.20)                 
Kazalec za odstotno oceno napovedi 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 izračunamo z uporabo enačbe (2.21). 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 v 
praksi odraža stroške oz. finančno izgubo operaterja trga z električno energijo.  
 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =   




  (2.21) 
Odstotno absolutno napako izračunamo s kazalcem RAE (angl. Relative Absolute Error - 













  (2.22) 
kjer velja: 𝑦𝑦 = 1
𝑁𝑁
𝑦𝑦 𝑖𝑖𝑁𝑁𝑁𝑁=1 . Kazalec 𝑅𝑅𝑅𝑅𝑅𝑅 pove, kakšna bo napaka, če bo vrednost napovedi 
enaka povprečju opazovanih dejanskih vrednosti. Srednja absolutna napaka je nenegativno 
število, manjše od 1. 
Pri vseh omenjenih kazalcih za ocenjevanje napovedi velja, da je napovedni model 
natančnejši, če so kazalci manjših vrednosti. Če ima kazalec vrednost 0, imamo opravka z 
idealnim napovednim modelom. Za ocenjevanje uspešnosti napovednih modelov, izvedenih v 
tej nalogi, sta bila uporabljena kazalca 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 in 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅. Za primerjavo med dejansko in 
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napovedano spremenljivko je oceno napovedi smotrno izračunati s statističnim kazalcem, ki 
nam rezultat pokaže v odstotkih. Kazalca 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 in 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 podata odstotno vrednost napake,  
s katero potem med seboj lažje primerjamo sorodne napovedne modele. 
2.9 Obstoječi načini napovedi oddane moči iz obnovljivih virov  
Za dolgoročne in kratkoročne napovedi oddane moči iz obnovljivih virov se v splošnem 
uporablja večina od zgoraj naštetih matematičnih metod. Katere vplivne spremenljivke je bolj 
smiselno vključiti v napovedni model kot vhodne podatke, je odvisno predvsem od dolžine 
časovnega intervala do napovedane prihodnosti in od razpoložljivosti vplivnih podatkov. 
Kratkoročna napoved je izvedena za nekaj ur do sedem dni, za dolgoročne pa štejemo 
napovedi, ki so izvedene za mesece in leta v prihodnost. 
2.9.1 Dolgoročna napoved oddane moči male pretočne hidroelektrarne 
Za dolgoročno napoved oddane moči malih hidroelektrarn so večinoma v uporabi statistične 
metode, napovedi pa so izvedene za nekaj mesecev do nekaj let v prihodnost. Oddana moč  
male pretočne hidroelektrarne je neposredno odvisna od rečnega pretoka v bližini proizvodnih 
virov. Dolgoročna ocena hidroenergije je izvedena s korelacijskimi funkcijami med 
preteklimi podatki o pretoku reke in naštetimi vplivnimi podatki; izračunani sezonski faktor, 
ki pokaže vpliv sušnega oz. deževnega obdobja, trend klimatskih sprememb ter povprečna 
temperaturna vrednost časovnega obdobja napovedi [10]. Daljše, kot je časovno obdobje 
preteklih izmerjenih spremenljivk, bolj relevantna bo končna napoved. Končno napoved 
oddane moči male pretočne hidroelektrarne se izračuna z ustreznim matematičnim modelom, 
kateri upošteva korelacijo med oddano močjo hidroelektrarne in pretokom reke. 
2.9.2 Kratkoročna napoved oddane moči male pretočne hidroelektrarne 
Za kratkoročno napoved se uporabljajo statistične metode, metode strojnega učenja in njihove 
najrazličnejše kombinacije. Pri kratkoročni napovedi oddane moči malih pretočnih 
hidroelektrarn se upoštevajo predvsem numerične modelne napovedi vremena (angl. 
Numerical Weather Predictions - NWP). To so na primer; napovedane vrednosti najvišje, 
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najnižje temperature v dnevu, urne vrednosti temperature in napovedane količine padavin. Pri 
napovedi se upoštevajo tudi padavine, ki so zapadle v prejšnjih dneh in morebitno taljenje 
snega.  
Matematična metoda, ki sem jo uporabil za kratkoročno napoved skupine malih 
hidroelektrarn, zajema uporabo vremenske napovedi. Za dobo učenja in dobo napovedi je kot 
vhodni podatek k modelu dodana izmerjena in napovedana količina zapadlih padavin v 
določenem geografskem področju proizvodnih virov. Napovedni model, opisan v 
nadaljevanju, temelji na korelaciji med količinami padavin in oddano delovno močjo 
hidroelektrarne. Kratkoročne napovedi so izvedene za do tri dni v prihodnost. 
2.9.3 Dolgoročna napoved oddane moči fotonapetostne elektrarne 
Dolgoročna napoved oddane moči fotonapetostnih elektrarn obsega napovedi za jasne dneve, 
torej dneve brez oblačnosti, saj le-te ni mogoče napovedati za daljši čas v prihodnost. 
Pomemben vhodni podatek je porazdelitev sončnega obsevanja na lokaciji proizvodnih virov. 
Za dolgoročno napoved globalnega sončnega sevanja (angl. global horizontal irradiance - 
GHI) se uporabljajo večdesetletne baze podatkov o meritvah globalnega sevanja na različnih 
lokacijah Zemlje. Za določene lokacije fotonapetostnih elektrarn, o katerih nimamo tovrstnih 
meritev, je izvedena aproksimacija globalnega sončnega sevanja, z upoštevanjem podatkov o 
zemljepisni dolžini, zemljepisni širini in nadmorski višini.  
Globalno sončno sevanje za jasne dneve se lahko oceni tudi z astronomskim modelom. 
Podatki, ki jih potrebujemo so naslednji: Solarna konstanta 𝐺𝐺!", izražena v 𝑊𝑊 𝑚𝑚!, orbitalni 
faktor ekscentričnosti, ki pomeni, koliko se spremeni razdalja med Zemljo in Soncem za 
posamezni dan v letu, in vpadni kot sončnih žarkov oz. elevacija 𝛼𝛼!. S pomočjo naštetih 
podatkov se izračuna porazdelitev sončnega sevanja zunaj zemeljskega ozračja. Z izvedbo 
aproksimacije in upoštevanjem dolžine poti sončnih žarkov skozi atmosfero, ki znaša od 50 
do 80 km, ocenimo globalno sončno sevanje na lokaciji proizvodnega vira. Končni rezultat 
dobimo z uporabo ustreznega matematičnega modela fotonapetostne elektrarne, s katerim 
določimo odvisnost globalnega sevanja od oddane delovne moči. 
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2.9.4 Kratkoročna napoved oddane moči fotonapetostne elektrarne 
Opis kratkoročne napovedi oddane moči sem razdelil na napoved za nekaj ur v prihodnost in 
na napoved za nekaj dni v prihodnost. 
Napoved za nekaj ur v prihodnost (angl. nowcasting) – Napovedi so izvedene za nekaj 
minut do nekaj ur v prihodnost. Pri tem se v večini primerov napoveduje moč globalnega 
sončnega sevanja, ki neposredno vpliva na oddano delovno moč fotonapetostne elektrarne. 
Globalno sončno sevanje se napoveduje na podlagi slikovnih posnetkov neba nad lokacijo 
proizvodnih virov. S teh posnetkov je mogoče razbrati veliko število informacij, predvsem o 
velikosti, strukturi, vzorcih in gibanju oblakov ter oddaljenosti oblakov od proizvodnih virov. 
Težave pri omenjeni tehnologiji lahko nastopijo ob pojavu večplastnih oblakov, različnih 
karakterističnih vektorjev gibanja. Zato je potrebno daljše opazovanje neba in morebitna 
kombinacija metode z uporabo numerične modelne napovedi vremena. Pridobljene 
informacije s posnetkov neba pripomorejo h kratkoročni napovedi globalnega sončnega 
sevanja, preko katerega se z uporabo ustrezne matematične metode izračuna končna oddana 
moč elektrarne [11]. 
Napoved za nekaj dni v prihodnost – Pri kratkoročni napovedi oddane moči fotonapetostnih 
elektrarn se upoštevajo predvsem numerične modelne napovedi vremena in podatki, izmerjeni 
na meteoroloških merilnih postajah. Vplivne spremenljivke, katerih različna kombinacija je 
kot vhodni podatek dodana k napovednemu modelu, so med drugim: Globalno sončno 
sevanje, temperatura zraka, oblačnost, smer in hitrost vetra ter relativna vlažnost zraka. Bolj 
kot so izmerjeni oz. napovedani vhodni podatki o vplivnih spremenljivkah točni, večja je 
verjetnost, da bo napoved manj odstopala od dejanskih vrednosti.  
Napovedni model, ki sem ga v magistrskem delu uporabil za kratkoročno napoved skupine 
fotonapetostnih elektrarn, zajema uporabo numerične modelne napovedi vremena. Za dobo 
učenja in dobo napovedi so kot vhodni podatek k napovednemu modelu dodane napovedane 
ter izmerjene spremenljivke v meteorološki postaji, pozicionirane v bližini lokacije 
proizvodnih virov. Napovedni model, opisan v nadaljevanju, temelji na predpostavki; za 
koliko se zmanjša oddana moč fotonapetostne elektrarne na potencialno jasen dan - glede na 
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3 Predlog metode napovedovanja 
V tem poglavju je opisan razvoj modelov za napovedovanje oddane moči fotonapetostnih 
elektrarn in malih hidroelektrarn. 
3.1 Napovedni model fotonapetostnih elektrarn 
Praktični del naloge obravnava razvoj modela za kratkoročno napoved časovne porazdelitve 
oddane moči posameznega proizvodnega vira in skupine fotonapetostnih elektrarn. 
Napovedni model za skupino elektrarn je prilagojen napovedovanju oddane moči petindvajset 
proizvodnih virov na območju Gorenjske. Kratkoročne napovedi so izvedene za 24 ur v 
prihodnost, s časovnim razkorakom 1 ure. Razvoj modela predstavljajo trije poglavitni sklopi: 
- Razvrstitev in izbor vhodnih podatkov, 
- izračun časovne porazdelitve moči za potencialno jasen dan in 
- napoved deviacije do končnega rezultata. 
Pri napovedi so upoštevani vplivi določenih meteoroloških spremenljivk. Kot matematični 
pripomoček za kratkoročno napoved urnih vrednosti deviacije, torej odklona do končne 
napovedi, je uporabljena umetna nevronska mreža, katere parametre je bilo potrebno ustrezno 
prednastaviti. 
Končno napoved časovne porazdelitve oddane moči 𝑃𝑃! opisuje enačba (3.1). 
 
𝑃𝑃! = 𝑃𝑃!" − 𝐷𝐷!                                         (3.1) 
𝑃𝑃!" je spremenljivka, ki pomeni časovno porazdelitev oddane moči za potencialno jasen dan, 
torej dan brez oblačnosti. Za določitev 𝑃𝑃!"  lahko meteorološke podatke zanemarimo, 
izračunana spremenljivka pa služi zgolj kot referenčna (časovno porazdeljena) oddana moč, ki 
jo uporabimo pri končni napovedi.  
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𝐷𝐷! je deviacija za posamezno uro, ki jo napovemo z uporabo umetne nevronske mreže. 
Deviacija predstavlja razliko med porazdeljeno oddano močjo za jasen dan in dejansko 
porazdeljeno oddano močjo v uri ℎ. Odvisna je od meteoroloških spremenljivk, ki jih kot 
vhodne podatke vnesemo v usmerjeno nevronsko mrežo. Razlika podanih urnih spremenljivk 
v enačbi (3.1) predstavlja končno napoved proizvodnje delovne moči za določeno uro. Vse tri 
spremenljivke so izražene v  𝑘𝑘𝑘𝑘. 
3.1.1 Priprava vhodnih podatkov 
V model za kratkoročno napoved realizacije skupne oddane moči fotonapetostnih elektrarn 
sem vključil spremenljivke iz baze preteklih podatkov izbranega območja. Poleg podatkov, ki 
predstavljajo urne vrednosti napovedanih meteoroloških spremenljivk, je v model vključena 
tudi vsota urnih vrednosti proizvodnje petindvajsetih fotonapetostnih elektrarn na območju 
Gorenjske. Za fazo učenja napovednega modela so uporabljene tudi dejanske meteorološke 
spremenljivke. Podatki so pridobljeni iz meteorološke postaje, pozicionirane v omenjeni regiji 
[12]. 
Sledi stopnja, kjer sem z ustrezno analizo določil korelacijo med razpoložljivimi 
meteorološkimi spremenljivkami in proizvodnjo oddane moči. Z rezultatom analize se je 
pokazalo, s katerimi podatki je smiselno operirati v samem napovednemu modelu.  
Regresija je statistična metoda, s katero se določi vpliv ene ali več neodvisnih spremenljivk 
na odvisno spremenljivko. Z regresijsko analizo je ocenjen vpliv dejanskih meteoroloških 
spremenljivk na realizacijo proizvodnje oddane moči fotonapetostnih elektrarn. V analizi so 
uporabljene dejanske urne vrednosti meteoroloških spremenljivk. Regresijska analiza je 
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vlažnost     
zraka 









faktor 0,9602 0,3655 0,1221 0,2998 0,07707 0,01132 
Tabela 3.1: Rezultati regresijske analize 
Regresijska analiza pojasni, katere podatke je smiselno vključiti v nadaljnji proces pri modelu 
za kratkoročno napoved oddane moči fotonapetostne elektrarne. Po pričakovanju se je 
izkazalo, da globalno sevanje najbolj vpliva na oddano moč, medtem ko lahko vpliv zapadle 
količine padavin na oddano moč enostavno zanemarimo. Slika 3.1 prikazuje regresijsko 
analizo med časovno porazdelitvijo moči globalnega sevanja in skupno oddano močjo 
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Slika 3.2: Regresijska analiza med proizvodnjo oddane moči in temperaturo zraka 
Na sliki 3.2 je prikazana regresijska analiza med urnimi vrednostmi temperature zraka in 
skupne oddane moči fotonapetostnih elektrarn v določenem geografskem območju, v 
časovnem obdobju enega leta. 
3.1.2 Določitev porazdeljene moči za potencialen jasen dan 
V tem poglavju sta predstavljeni dve metodi za določitev porazdeljene oddane moči za 
potencialno jasen dan. Prva metoda se izvede z aproksimacijo oddane moči ob jasnem nebu, v 
časovnem prostoru. Druga metoda je izvedena z aproksimacijo v prostoru pozicije Sonca, ki 
jo definirata podatka elevacije in azimuta. Za določitev 𝑃𝑃!"  so kot vhodni podatek k 
aproksimaciji upoštevani podatki o dejanski pretekli časovni porazdelitvi oddane moči v 
jasnih dneh, torej v dneh brez oblačnosti. 
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Slika 3.3: Dejanska časovna porazdelitev oddane moči FE v jasnih dneh 
Izbrani dnevi so določeni na podlagi podatkov o oblačnosti. Slika 3.1 prikazuje dneve s 
procentualno oblačnostjo 0 %. Na podlagi podatkov o časovni porazdelitvi dejanske oddane 
moči v jasnih dneh sem z aproksimacijo določil časovno porazdeljeno oddano moč za 
potencialne jasne dneve 𝑃𝑃!" . Na sliki 3.4 je prikazan tridimenzionalni prostor 𝑥𝑥,𝑦𝑦,𝑍𝑍 . 
Koordinati 𝑥𝑥,𝑦𝑦 predstavljata časovni prostor, kjer je 𝑥𝑥 dan v letu, medtem ko koordinata 𝑦𝑦 
predstavlja uro v dnevu. Kooridinata 𝑍𝑍 je stohastična spremenljivka, ki predstavlja dejansko, 
izmerjeno vrednost 𝑃𝑃!" . Metoda je izvedena z uporabo aplikacije »Curve fitting tool« v 
programskem paketu Matlab. Z izvedbo kubične interpolacije sem določil časovno 
porazdeljeno oddano moč za jasno nebo 𝑃𝑃!". Slika 3.4 prikazuje rezultat kubične interpolacije  
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Slika 3.4: Izračunana časovna porazdelitev oddane moči FE za jasne dni 
Metoda se je izkazala za precej uspešno. Rezultat je viden na sliki 3.5, ki prikazuje razmerje 
med časovno porazdelitvijo dejanske oddane moči in izračunanim parametrom 𝑃𝑃!" sedmih 
zaporednih dni.	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Na podlagi podatkov o položaju Sonca, ki ga ocenimo s parametri elevacije in azimuta, sem z 
aproksimacijo določil porazdeljeno oddano moč za potencialne jasne dneve 𝑃𝑃!" v letu. Na 
sliki 3.6 je prikazan tridimenzionalni prostor 𝑥𝑥,𝑦𝑦,𝑍𝑍 . Koordinati 𝑥𝑥,𝑦𝑦 predstavljata položaj 
Sonca, kjer je 𝑥𝑥 elevacija Sonca, medtem ko koordinata 𝑦𝑦 pomeni azimut lokacije Sonca. 
Kooridinata 𝑍𝑍  je stohastična spremenljivka, ki predstavlja dejansko, izmerjeno vrednost 
porazdeljene moči 𝑃𝑃!" . Metoda je izvedena z uporabo aplikacije »Curve fitting tool« 
programskega paketa Matlab. Z izvedbo kubične interpolacije sem določil časovno 
porazdeljeno oddano moč za jasne dneve 𝑃𝑃!" skozi obdobje enega leta. Rezultat interpolacije 





Slika 3.6: Izračunana porazdelitev oddane moči FE za jasne dni - v prostoru pozicije Sonca 
Metoda se je v praksi izkazala za nekoliko slabšo v primerjavi z interpolacijo oddane moči v 
časovnem prostoru - rezultati so namreč bolj odstopali od želenih vrednosti. V splošnem bi 
bili rezultati natančnejši, če bi razpoložljivi zgodovinski podatki zajemali daljše obdobje 
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za potencialno jasne dneve 𝑃𝑃!", uporabljene v napovednem modelu, sem izkoristil metodo z 
izvedbo kubične interpolacije v časovnem prostoru. 
3.1.3 Napoved deviacije z uporabo umetnih nevronskih mrež 
Po izračunu urnih vrednosti oddane moči za jasen dan 𝑃𝑃!" sledi napoved urnih vrednosti 
deviacije 𝐷𝐷!, s tem pa preidemo do zadnje faze v razvoju napovednega modela. Napoved 
deviacije 𝐷𝐷! je izvedena za 24 ur v prihodnost. Kot matematično orodje za napoved deviacije 
je uporabljena usmerjena nevronska mreža, katere lastnosti so podrobneje opisane v prejšnjem 
poglavju. Kot vhodni podatki k nevronski mreži so poleg časovne porazdelitve oddane moči 
jasnega dne 𝑃𝑃!" dodane tudi naslednje vplivne spremenljivke: 
- Izmerjene in napovedane vrednosti  globalnega sončnega sevanja 𝐺𝐺, 
- napovedana odstotna oblačnost 𝐶𝐶, 
- izmerjene in napovedane vrednosti relativne vlažnosti 𝐻𝐻 in 
- vrednosti oddane moči za jasen dan 𝑃𝑃!". 
 
Slika 3.7: Prikaz časovnega intervala učenja nevronske mreže in napovedi deviacije 
Učenje usmerjene nevronske mreže je izvedeno za preteklih trideset dni, z zadnjo uro učenja 
ob 23. uri zvečer - tj. ura pred začetkom dneva napovedi.  
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
Časovno obdobje [dan] 
Časovno obdobje napovedi Časovno obdobje učenja 
 
 
   





     31 
   
 
 
3.1.4 Parametri nevronske mreže in programska koda 
Za izračun numeričnih uteži, ki jih dobimo kot izhod umetne nevronske mreže, je uporabljen 
programski paket Matlab. Nastavitve nevronske mreže oz. njeni parametri, so navedeni v 
tabeli 3.2. 
Vrsta nevronske mreže Usmerjena nevronska mreža (angl. feed forward) 
Znani pretekli izhodni parameter Deviacija za obdobje učenja 𝐷𝐷! 
Tip algoritma učenja Bayesov algoritem 
Število skritih ravnin 2 
Število nevronov 16 
Prenosna funkcija Sigmoidna funkcija (TANSIG) 
Tabela 3.2: Nastavitve nevronske mreže v aplikaciji »Neural network tool« 
S sledečim algoritmom v programskem paketu Matlab sestavimo nevronsko mrežo. 
Algoritem vsebuje ukaz za nastavitve nevronske mreže, podane v tabeli 3.2. 
Z naslednjo kodo je opisana sestava usmerjene nevronske mreže (“newff”) s 
pripadajočimi podatki: 
net = newff(Input, Target, st_nevronov,{'tansig','tansig'});  
Kjer je Input matrika z vhodnimi spremenljivkami, Target predstavlja pretekli znani izhod, 
st_nevronov pomeni število nevronov v nevronski mreži, tansig medtem predstavlja ukaz 
za uporabo sigmoidne prenosne funkcije v nevronski mreži. Tip standardne deviacije pri 
učenju nevronske mreže je določen z naslednjim ukazom: 
net.performFcn = 'rmse'; 
Izbira tipa algoritma za učenje nevronske mreže (Bayesov algoritem): 
net.trainFcn = 'trainbr' 
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 Ukaz za učenje nevronske mreže: 
 
net = train(net, Input, Target); 
 Izračun napovedanih vrednosti deviacije: 
NNnapovedano = sim(net, Sample);   
Sample predstavlja matriko vplivnih spremenljivk v prihodnosti, za katero napovedujemo 
oddano moč. 
3.2 Napovedni model malih hidroelektrarn 
Drugi del naloge obravnava razvoj modela za kratkoročno napoved časovne porazdelitve 
oddane moči posamezne elektrarne in oddane moči skupine malih hidroelektrarn, ležečih na 
istem geografskem območju. Napovedni model je prilagojen šestim proizvodnim virom na 
območju Severne Primorske. Kratkoročne napovedi so izvršene za do tri dni v prihodnost, s 
časovnim razkorakom 1 ure. Razvoj modela predstavljajo trije poglavitni sklopi: 
- Izbor vhodnih podatkov, 
- izračun drsečega povprečja mesečne srednje vrednosti oddane moči 𝑃𝑃!′ in 
- napoved odklona oz. deviacije do končne napovedi oddane moči.  
Vse tri faze napovednega modela so obširneje predstavljene v nadaljevanju. 
Cilj napovednega modela je napovedati oddano moč 𝑃𝑃! malih hidroelektrarn na območju 
Severne Primorske. Napovedni model temelji na napovedih urnih količin padavin 𝑅𝑅!. Končno 
napoved urne porazdelitve oddane moči 𝑃𝑃! opišemo z enačbo (3.2). 
 𝑃𝑃! = 𝑃𝑃!′+ 𝐷𝐷!                                             (3.2) 
Spremenljivka 𝑃𝑃!!  predstavlja mesečno povprečje oddane moči malih hidroelektrarn v 
določeni uri ℎ. Primer: mesečno povprečje oddane moči v uri ℎ pomeni srednjo vrednost urne 
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oddane moči med urami ℎ − 720 in ℎ − 1. Mesečna povprečna oddana moč 𝑃𝑃!′   je posredno 
odvisna od količine padavin 𝑅𝑅! . Postopek izračuna mesečne povprečne oddane moči je 
podrobneje predstavljen v nadaljevanju. 
𝐷𝐷! je deviacija oz. odklon realizacije oddane moči za posamezno uro. Matematično orodje, s 
katerim napovemo deviacijo, je usmerjena nevronska mreža. Temeljni vhodni podatek k 
nevronski mreži je mesečno povprečje oddane moči malih hidroelektrarn v določeni uri ℎ. 
Seštevek omenjenih urnih vrednosti spremenljivk v enačbi (3.2) predstavlja končno napoved 
urnih vrednosti oddane moči. Vse tri spremenljivke so izražene v 𝑘𝑘𝑘𝑘. 
3.2.1 Priprava vhodnih podatkov 
V napovedni model so vključene vsote urne proizvodnje delovne moči vseh šestih malih 
hidroelektrarn ter napovedi urna količina padavin. Za fazo učenja modela je upoštevana tudi 
dejanska urna količina padavin iz merilne postaje Bilje, pozicionirane v bližini malih 
hidroelektrarn [12]. 
Oddana moč malih hidroelektrarn je napovedana na podlagi numeričnih modelnih napovedi 
vremena (urne količine padavin iz baze podatkov območja Nove Gorice) in neodvisnih 
spremenljivk, katerih izračun je obrazložen v nadaljevanju. V splošnem na oddano moč malih 
pretočnih hidroelektrarn najbolj vpliva količina padavin 𝑅𝑅! v bližini elektrarne. Posledično se 
s količino zapadlih padavin spreminja pretok reke, ki predstavlja neposreden vpliv na oddano 
moč malih pretočnih hidroelektrarn. Na sliki 3.8 opazimo, da je količina zapadlih padavin na 
podanem geografskem območju časovno precej neenakomerno porazdeljena, posledica pa se 
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Slika 3.8: Urne vrednosti realizacije proizvodnje in urne napovedi padavin skozi leto 
Na sliki 3.8 je prikazan časoven potek oddane moči male hidroelektrarne v odvisnosti od 
urnih napovedi količine padavin v letu 2012. Opazimo, da v obdobju, kjer je količina padavin 
razmeroma manjša, realizacija proizvodnje upada in narobe, kjer je količina padavin večja, 
oddana moč male hidroelektrarne narašča. 
3.2.2 Določitev povprečja mesečne proizvodnje moči malih hidroelektrarn 
Kot je bilo že enkrat omenjeno, je med oddano močjo malih hidroelektrarn in med količinami 
padavin težko vzpostaviti neposredno matematično regresijo. V obdobju, kjer je količina 
padavin razmeroma manjša, oddana moč proizvodnega vira upada in narobe, kjer je količina 
padavin večja, oddana moč narašča. Za uspešno analizo akumulacije padavin skozi določeno 
časovno obdobje uvedemo spremenljivko 𝐻𝐻!, ki predstavlja hidroenergetski potencial za uro 
ℎ. 








































Urne vrednosti proizvodnje [kW] Urne vrednosti napovedi padavin [mm] 
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𝑅𝑅! predstavlja urne napovedi količine padavin, podanih v 𝑚𝑚𝑚𝑚. 𝐻𝐻!!! pomeni hidroenergetski 
potencial za uro ℎ − 1. Utež 𝐴𝐴 je parameter, izražen v   𝑘𝑘𝑘𝑘 𝑚𝑚𝑚𝑚. Ta utež predstavlja stopnjo 
višanja hidroenergetskega potenciala glede na količine padavin 𝑅𝑅!. Večje kot so vrednosti 
uteži 𝐴𝐴, večji je naklon pri naraščanju oddane moči v času padavin. Utež 𝐵𝐵 je parameter, ki 
pomeni stopnjo nižanja hidroenergetskega potenciala glede na časovno obdobje brez padavin. 
𝐵𝐵 je pozitivno število in je manjše od vrednosti 1. Bolj kot se vrednost parametra 𝐵𝐵 približuje 
številu 1, manjši je naklon upadanja oddane moči v časovnem obdobju brez padavin. Oba 
parametra sta bila določena s preizkušanjem in sta uporabna le v primeru omenjene skupine 
hidroelektrarn, podanega geografskega področja. Optimalna vrednost parametrov znaša: 
𝐴𝐴 = 8,2  in 𝐵𝐵 = 0,999 . Hidroenergetski potencial 𝐻𝐻!  lahko posledično izračunamo za 
katerokoli uro, pri kateri so na voljo podatki o napovedani oz. dejanski količini padavin. 
 
Slika 3.9: Hidroenergetski potencial in dejansko urno povprečje mesečne proizvodnje  
Slika 3.9 prikazuje korelacijo med hidroenergetskim potencialom 𝐻𝐻!  in dejanskim 
povprečjem mesečne proizvodnje 𝑃𝑃! v uri ℎ za leto 2012. V nekaterih mesecih v letu opazimo 
večja odstopanja med krivuljama. To so sušna obdobja v letu, v katerem določena količina 
padavin nima enakega učinka kot v manj sušnem obdobju. Enačba, ki sem jo uporabil, tega ne 
















































Hidrološki energetski potencial [kW] 
Dejanska mesečna proizvodnja [kW] 
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krivulj oz. določimo korelacijo med urnimi vrednostmi hidroenergetskega potenciala in 









Slika 3.10: Korelacijski diagram spremenljivk 𝑃𝑃! in 𝐻𝐻! 
Izračun urnih vrednosti povprečja mesečne oddane moči 𝑃𝑃!′ za čas učenja in čas napovedi 
izračunamo s sigmoidno funkcijo. Izračun opisuje enačba (3.4). 
 
𝑃𝑃!′ = 𝑃𝑃!"# +
𝑃𝑃!"# − 𝑃𝑃!"#
(1+ 𝑒𝑒!)
                                       (3.4)                                 
𝑘𝑘 = −8 ·
𝐻𝐻! + ℎ!
ℎ!
 ℎ! = ℎ!"# + ℎ!"#       ℎ! =
ℎ!"# + ℎ!"#
2
         (3.5)                                    
𝑃𝑃!"# in 𝑃𝑃!"# predstavljata najmanjšo in največjo oddano moč v obdobju. ℎ!"# in ℎ!"# sta 
najnižji in najvišji vrednosti hidroenergetskega potenciala. ℎ! in ℎ! predstavljata parametra, ki 
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3.2.3 Deviacija do napovedane oddane moči 
Po izračunu urnih vrednosti mesečnega povprečja oddane moči 𝑃𝑃!′, razvoj modela preide na 
napoved deviacije 𝐷𝐷! do napovedane oddane moči. Deviacija je izražena v 𝑘𝑘𝑘𝑘. Za končen 
rezultat napovedi, deviacijo 𝐷𝐷! seštejemo z izračunanim povprečjem mesečne proizvodnje - z 
uporabo enačbe (3.2). 
Napoved je izvedena za 66 ur v prihodnost. Napovedujemo urne vrednosti proizvodnje 
oddane moči od prve ure napovedi ℎ do ure ℎ + 66. Učenje nevronske mreže je izvedeno za 
30 preteklih dni z zadnjo uro učenja ob 5. uri zjutraj - na dan napovedi. Glede na to, da učenje 
traja 30 dni, so odkloni zaradi sezonskih meteoroloških variacij zanemarljivi. 
 
Slika 3.11: Prikaz časovnega intervala učenja nevronske mreže in napovedi deviacije 
Spremenljivka 𝑃𝑃!′ je za pretekle opazovane dni in časovno obdobje napovedi proizvodnje 
izračunana po enačbah (3.4) in (3.5). Po enačbi (3.2) se izračuna deviacija urne oddane moči 
𝐷𝐷! za pretekle dni, le-ta spremenljivka pa je uporabljena kot znani izhod pri učenju nevronske 
mreže. 
3.2.4 Parametri nevronske mreže 
Kot vhodni podatek k umetni nevronski mreži so uporabljene urne vrednosti spremenljivke 
mesečnega povprečja oddane moči 𝑃𝑃!! . Za izračun numeričnih uteži, ki jih dobimo kot izhod 
nevronskih mrež, sem uporabil programski paket Matlab. Nastavitve in parametri umetne 
nevronske mreže so podani v tabeli 3.3.  
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 30 31 33 
Časovno obdobje [dan] 
Časovno obdobje učenja Časovno obdobje napovedi 
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Vrsta nevronske mreže Usmerjena nevronska mreža (»feed forward«) 
Vhodni podatek Mesečno povprečje oddane moči 𝑃𝑃!
!  
Znani pretekli izhodni podatek Deviacija za obdobje učenja 𝐷𝐷! 
Tip algoritma učenja Bayesov algoritem 
Število skritih ravnin 2 
Število nevronov 12 
Prenosna funkcija Sigmoidna funkcija (TANSIG) 
Tabela 3.3: Nastavitve nevronske mreže v aplikaciji »Neural network tool« 
Programska koda za sestavo nevronske mreže je enaka kot v primeru napovedovanja deviacije 
na primeru fotonapetostnih elektrarn. 
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4 Rezultati kratkoročnih napovedi za posamezne primere 
Po zadnji fazi razvoja napovednega modela preidemo na rezultate kratkoročne napovedi, 
katerih natančnost je ocenjena s statističnima kazalcema 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 in 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅. Kot matematični 
pripomoček za napoved deviacije do končne napovedi je uporabljena usmerjena umetna 
nevronska mreža, h kateri so kot vhodni podatki upoštevane numerične modelne napovedi 
meteoroloških spremenljivk. 
4.1 Rezultati in analiza kratkoročne napovedi fotonapetostnih elektrarn 
Poglavje opisuje prikaz rezultatov napovednega modela, preizkušenega v raznolikih 
vremenskih pogojih. Navedeni rezultati napovednega modela so podkrepljeni z oceno 
natančnosti. 
4.1.1 Rezultati in analiza kratkoročne napovedi za posamezno proizvodno enoto 
Sledijo rezultati napovedi proizvedene moči fotonapetostne elektrarne. Za čim boljšo 
reprezentativnost napovednega modela so napovedi izvedene za primer pretežno jasnega in 
pretežno oblačnega dne. Na sliki 4.1 je prikazan rezultat napovedane časovno porazdeljene 
delovne moči za jasen dan, 2. 8. 2013. 
 

















Dejanska porazdelitev oddane moči Napovedana porazdelitev oddane moči 
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Dan Povprečna oblačnost [%] RMSPE MAPE
2. 8. 2013 1,6 5,7 9,5
Tabela 4.1: Ocena natančnosti napovedi za pretežno jasen dan 
Pri napovedi oddane delovne moči v pretežno jasnih dneh je razlika med dejansko in 
napovedano proizvodnjo moči precej majhna. Na sliki 4.2 je prikazan rezultat napovedane 
proizvedene moči za pretežno oblačen dan, 2. 6. 2013. 
 
Slika 4.2: Primerjava dejanske oddane moči z napovedano - za pretežno oblačen dan 
 







































   





     41 
   
 
 
Datum Povprečna oblačnost [%] RMSPE  MAPE 
2. 6. 2013 79,5 25,0 24,0 
Tabela 4.2: Ocena natančnosti napovedi za pretežno oblačen dan 
Napoved proizvedene moči posamezne fotonapetostne elektrarne je bila manj točna v 
pretežno oblačnih dneh. Za boljšo predstavo o učinkovitosti napovednega modela je na sliki 
4.4 prikazano časovno zaporedje napovedi oddane moči fotonapetostne elektrarne. Napovedi 
so bile izvedene za en dan v prihodnost. 
 
Slika 4.4: Primerjava dejanske oddane moči z napovedano – prikaz daljšega obdobja 
Rezultati napovednega modela so precej bolj predvidljivi za jasne dneve v primerjavi z 
napovedmi za dneve s povečano oblačnostjo. 
4.1.2 Rezultati in analiza kratkoročne napovedi za skupino proizvodnih enot 
Za napovedovanje oddane moči proizvodnih virov je znano, da je odklon pri rezultatu 
napovednega modela manjši pri napovedi oddane moči večjega števila strnjenih virov na 
izbranem geografskem oz. klimatskem področju. Na sliki 4.5 je prikazan rezultat 
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Slika 4.5: Primerjava dejanske oddane moči z napovedano - za pretežno jasen dan 
Glede na to, da so bili med procesom razvoja napovednega modela že precej natančno 
izračunani dnevi za potencialne jasne dneve, je bilo pri rezultatih napovedi za pretežno jasne 
dneve pričakovati zanemarljive odklone. 
Dan Povprečna oblačnost [%] RMSPE  MAPE 
2. 8. 2013 1,6 4,5 2,1 
Tabela 4.3: Ocena natančnosti napovedi za pretežno jasen dan 
Napovedni model je bil preizkušen tudi za oblačne dneve. Slika 4.6 prikazuje napoved za dan 






















Dejanska porazdelitev oddane moči Napoved porazdelitve oddane moči 
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Slika 4.6: Primerjava izmerjene oddane moči z napovedano za pretežno oblačen dan 
Datum Povprečna oblačnost [%] RMSPE  MAPE 
2. 6. 2013 79,5 25,6 20,1 
Tabela 4.4: Ocena natančnosti napovedi za pretežno oblačen dan 
Opazimo, da so odkloni preslikava variabilnosti napovedanih meteoroloških spremenljivk 
glede na dejanske. Iz grafične ponazoritve lahko sklepamo, da bi bila napoved natančnejša na 
podlagi vhodnih spremenljivk v časovno krajših intervalih. Kljub temu opazimo, da se 
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Slika 4.8: Korelacijski diagram prikazuje natančnost napovedanih vrednosti oddane moči za 
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Na slikah 4.7 in 4.8 je ponazorjena primerjava med dejansko in napovedano porazdelitvijo 
oddane moči v dnevih s spremenljivo oblačnostjo, v različnih obdobjih v letu. V tabeli 4.5 so 
prikazane ocene natančnosti napovedovanja v dnevih različne povprečne oblačnosti - za 
izbrano elektrarno in skupino fotonapetostnih elektrarn. Ocena natančnosti je podana s 
statističnim kazalcem 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅. 
























3,2 10,1 12,8 23,5 12,9 17,8 26,7 55,9 
Tabela 4.5: Ocene natančnosti napovedi za dneve z raznoliko povprečno oblačnostjo 
Iz tabele 4.5 je razvidno, da so napake manjše pri napovedovanju skupine večjega števila 
proizvodnih enot. Opazimo tudi, da je odklon manjši v dnevih z manjšo povprečno 
oblačnostjo in obratno.  
Za boljšo predstavo o učinkovitosti napovednega modela je na sliki 4.9 predstavljena 
primerjava med časovno porazdelitvijo urnih vrednosti dejanske in napovedane oddane moči 
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Slika 4.9: Primerjava dejanske oddane moči z napovedano – prikaz daljšega obdobja 
Po pričakovanju so se napovedi izkazale za natančnejše v primerjavi z napovedmi 
posameznega proizvodnega vira. 
4.2 Rezultati in analiza kratkoročne napovedi malih hidroelektrarn 
Podpoglavje opisuje prikaz učinkovitosti napovednega modela v reprezentativnih dneh.  
Podani rezultati so grafično ponazorjeni in ocenjeni s statističnim kazalcem. 
4.2.1 Rezultati in analiza kratkoročne napovedi za posamezno proizvodno enoto 
Sledijo rezultati napovedi proizvedene moči za posamezno malo hidroelektrarno. Za čim 
boljšo reprezentativnost napovednega modela so napovedi izvedene za obdobje s padavinami 
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Slika 4.10: Napovedana in dejanska oddana moč male hidroelektrarne v obdobju brez padavin 
Datum RMSPE  MAPE 
14. 12. – 16. 12. 2013 9,4 8,8 
Tabela 4.6: Ocena natančnosti napovedi za dan brez padavin 
Tabela 4.6 prikazuje oceno natančnosti napovednega modela v podanem časovnem obdobju. 
Pri napovedi proizvodnje delovne moči v dnevih brez padavin je razlika med dejansko in 
napovedano proizvodnjo moči precej majhna.  
Napovedni model je preizkušen tudi za dneve v deževnem obdobju. Na sliki 4.11 je prikazana 
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Slika 4.11: Napovedana in dejanska skupna oddana moč MHE, v obdobju padavin 
Datum RMSPE  MAPE 
14. 10. – 16. 10. 2013 21,0 25,4 
Tabela 4.7: Ocena natančnosti napovedi za dneve s padavinami 
Na sliki 4.11 je razvidno, da proizvodnja delovne moči male pretočne hidroelektrarne v 
deževnem obdobju precej niha glede na njeno nazivno moč. Za boljšo predstavitev 
napovednega modela so na sliki 4.12 ponazorjeni rezultati napovedi za več zaporednih dni. 
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Slika 4.12: Napovedana in dejanska skupna oddana moč MHE – prikaz daljšega obdobja 
Iz slike 4.12 je razvidno, da napovedi sledijo dejanski oz. izmerjeni oddani moči male 
pretočne hidroelektrarne. Opazimo, da oddana moč male hidroelektrarne v določenih dnevih 
precej niha, zaradi česar so odkloni pri napovedih večji. 
4.2.2 Rezultati in analiza kratkoročne napovedi za skupino proizvodnih enot 
V nadaljevanju so podani primeri kratkoročne napovedi za skupino proizvodnih enot, kjer je 
pričakovati natančnejše rezultate. Sliki 4.13 in 4.14 prikazujeta primerjavo med napovedano 
in dejansko realizacijo oddane moči šestih malih hidroelektrarn, za tri zaporedne dni brez 
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Datum RMSPE  MAPE 
14. 12. – 16. 12. 2012 5,6 4,8 
Tabela 4.8: Ocena natančnosti napovedi za dneve brez padavin 
Na sliki 4.15 je prikazana časovna razporeditev napovedane in dejanske skupne oddane moči 
malih hidroelektrarn za tri zaporedne dni v deževnem obdobju. 
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Slika 4.16: Napovedana urna količina padavin v napovednih dneh 
Datum RMSPE  MAPE 
16. 6. – 18. 6. 2014 11,7 10,4 
Tabela 4.9: Ocena natančnosti napovedi v obdobju padavin 
Slika 4.16 prikazuje časovno porazdeljeno količino padavin v napovednem obdobju. Model se 
je izkazal za učinkovitega v vseh sezonskih obdobjih. V tabeli 4.10 je ponazorjena ocena 
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9,4 4,0 3,3 3,0 3,7 4,3 9,2 2,6 
Tabela 4.10: Ocena natančnosti napovedi za naključne dneve 
Opazimo, da je oddano moč smiselno napovedovati za skupino elektrarn skupnega območja, 
saj se v tem primeru rezultati precej izboljšajo. Za boljšo predstavitev napovednega modela je 
na sliki 4.17 ponazorjena oddana moč skupine malih pretočnih hidroelektrarn za več 
zaporednih napovedanih dni. Napovedi so bile izvedene za en dan v prihodnost. 
 
Slika 4.17: Prikaz dejanske in napovedane oddane moči skupine MHE 
Po pričakovanju se je izkazalo, da so napovedi oddane moči skupine proizvodnih virov 
natančnejši. Z grafično ponazoritvijo rezultatov in oceno natančnosti je predstavitev razvoja 
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naravo napovednega modela je njegovo uporabnost moč predvideti tudi pri dolgoročnejšemu 
napovedovanju, npr. napovedovanju za več dni v prihodnost. V sušnih obdobjih, kjer podatek 
o napovedih količine padavin zanemarimo, je model uporaben tudi za napovedi do nekaj 
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V magistrskem delu sem se osredotočil na kratkoročno napovedovanje oddane moči 
fotonapetostnih elektrarn in malih hidroelektrarn. Cilj magistrskega dela je bil razvoj 
napovednih modelov, ki temeljita na numerični modelni napovedi vremena. Do obeh 
primerov sem pristopil sistematično in analitično, skozi različne faze pa sem oba napovedna 
modela gradil do dosega zadovoljivih rezultatov. 
Na začetku sem iz obširne baze podatkov razvrstil urne vrednosti izmerjenih in napovedanih 
meteoroloških spremenljivk in pretekle urne vrednosti oddane moči proizvodnih virov. Z 
regresijsko analizo sem preveril vpliv spremenljivk na oddano moč in s tem pridobil uporaben 
nabor podatkov. Da bi vpliv meteoroloških spremenljivk umetno zmanjšal, sem v 
posameznem primeru napovednega modela večji del napovedi izračunal statistično. Deviacijo 
do končnega rezultata sem napovedal z uporabo ustrezno nastavljene usmerjene umetne 
nevronske mreže. 
Napovedni model za kratkoročno napoved oddane moči fotonapetostnih elektrarn in model za 
kratkoročno napoved oddane moči malih hidroelektrarn sta se izkazala za precej robustna, kar 
pomeni, da so bili napovedni rezultati precej skladni z dejanskimi v vseh sezonskih obdobjih 
ter v različnih vremenskih pogojih. Odkloni napovednega modela fotonapetostnih elektrarn so 
manjši za napovedne dni pretežno jasnega vremena, z večanjem oblačnosti v času napovedi 
pa se napaka napovedi poveča. Podobno se je obnašal model za kratkoročno napovedovanje 
oddane moči malih hidroelektrarn. Večja, kot je bila količina padavin v časovnem obdobju 
napovedi, večji je bil odklon rezultata – predvsem zaradi odstopanja napovedane količine 
padavin od dejanske. V pričakovanju po boljših rezultatih sem napovedna modela testiral za 
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t=1:24;     % Ure napovedi v dnevu 
LSCsp=19:41;     % Proizvodni viri 
 
%% VHODNI PODATKI: 




DDs=2;           % Dan napovedi 
MMs=6;          % Mesec napovedi 
LLs=2013;        % Leto napovedi 
 
x=30;      % Število dni učenja modela 
 









%VHODNI PODATKI PODATKI 
Ui=lok(Input_lok,1); 
Ti=lok(Input_lok,5);       % Temperatura 
Ri=lok(Input_lok,6);       % Dež 
Gi=lok(Input_lok,19);      % Sevanje 
Hi=lok(Input_lok,17);      % Vlaga    
WSi=lok(Input_lok,9);       % Hitrost vetra 
WDi=lok(Input_lok,10);     % Smer vetra 
Ci=lok(Input_lok,11);       % Oblačnost 
Ei=lok(Input_lok,12);        % Elevacija 
GZi=lok(Input_lok,14);        % Zunajzemeljsko sevanje 
PCSi=lok(Input_lok,15);          % Oddana moč za potencialen jasen dan 
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Ts=lok(Sample_lok,5);          % Temperatura 
Rs=lok(Sample_lok,6);          % Dež 
Gs=lok(Sample_lok,7);           % Sevanje 
Hs=lok(Sample_lok,8);       % Vlaga    
WSs=lok(Sample_lok,9);      % Hitrost vetra 
WDs=lok(Sample_lok,10);      % Smer vetra 
Cs=lok(Sample_lok,11);        % Oblačnost 
Es=lok(Sample_lok,12);         % Elevacija 



















st_nevronov = 24;     % Število nevronov 
net = newff(Input, Target, st_nevronov,{'tansig','tansig'});  
 
% “newff”  pomeni usmerjeno nevronsko mrežo 
% 'tansig' sigmoidna funkcija 
 
net.performFcn = 'mse'; 
net.trainFcn = 'trainbr'    % Bayesov algoritem 
net = train(net, Input, Target); 
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load NGh;                       
load dez; 
 
%% OBDELAVA PODATKOV: 
 
t=1:24;     % Ure napovedi v dnevu 
NGhp=12:17;      % Proizvodni viri 
 
%% VHODNI PODATKI: 
lok=NGh;         % Lokacija vremenskih podatkov 
      
 
DDs=14;          % Vhodni pretekli podatki - dan 
MMs=12;          % Vhodni pretekli podatki - mesec 
LLs=2012;        % Vhodni pretekli podatki - leto 
 
x=30;            % Število dni učenja nevronske mreže 
 









%% IZRAČUN MESEČNEGA POVPREČJA ODDANE MOČI: 
 
A=8.2;                              % Izbrani koeficient A 
B=0.9991;     % Izbrani koeficient B 
PR=dez(Input_lok,1);                 % Pretekla količina padavin 
PRs=dez(Sample_lok,2);               % Padavine sample 
P=sum(lok(:,NGhp),2);                % Skupna oddana moč virov 
Pi=P(Input_lok,1);                   % Pretekla oddana moč virov 
ia=length(Input_lok);  




 H(i,1)=B*(H([i-1],1)+A*PR(i-1,1));   % Izračun hidroenergetskega potenciala 
end   
   
Po=min(Pi);     % Minimalna oddana moč 
Pm=max(Pi);     % Maksimalna oddana moč 
Ho=min(H);     % Minimalni hidroenergetski potencial  
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Ph=Po+((Pm-Po)./(1+exp(k)));     % Preteklo mesečno povprečje proizvodnje 
Dh=Pi-Ph;      % Pretekla vrednost deviacije 
ib=length(Sample_lok); 
Hs(1,1)=P(Sample_lok(1,1)-1);         % Hidroenergetski potencial 
for i=2:ib; 




Phs=Po+((Pm-Po)./(1+exp(ks)));      % Mesečno povprečje moči za čas napovedi 
 










%% NAPOVED Z NEVRONSKO MREŽO: 
 
st_nevronov = 24;     % Število nevronov 
 
net = newff(Input, Target, st_nevronov,{'tansig','tansig'});   
 
// “newff” pomeni usmerjeno nevronsko mrežo, tansig pomeni sigmoidno funkcijo 
 
net.performFcn = 'mse';               % Srednja kvadratna napaka 
net.trainFcn = 'trainbr'              % Tip algoritma učenja - Bayesov  
net = train(net, Input, Target);      % Učenje nevronske mreže 
NNdeviacija = sim(net, Sample);   % Izvršitev napovedi 
 
NNdeviacija=NNdeviacija'; 
Napoved=Phs+NNdeviacija;        % Vsota napovedane deviacije in povprečja moči 
Napoved(Napoved<0)=0; 
 
figure(1)     % Primerjava med napovedano in dejansko močjo 
n=1:length(Sample_lok); 
plot(n,Ps,n,Napoved); 
hold on      
 
%% OCENA NAPOVEDANE ODDANE MOČI: 
 
n=72; 
M=sum(abs((Ps-Napoved)./Ps)); 
M(isnan(M))=0; 
M(M==Inf)=0; 
MAPE=(100/n).*M 
R=sqrt(sum((Ps-Napoved).^2)./n); 
RMSE=(R*100*n)/sum(Ps) 
