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Abstract. For a distributive lattice L, we consider the problem of inter-
polating functions f : D → L defined on a finite set D ⊆ Ln, by means
of lattice polynomial functions of L. Two instances of this problem have
already been solved.
In the case when L is a distributive lattice with least and greatest ele-
ments 0 and 1, Goodstein proved that a function f : {0, 1}n → L can be
interpolated by a lattice polynomial function p : Ln → L if and only if f
is monotone; in this case, the interpolating polynomial p was shown to
be unique.
The interpolation problem was also considered in the more general set-
ting where L is a distributive lattice, not necessarily bounded, and where
D ⊆ Ln is allowed to range over cuboids D = {a1, b1} × · · · × {an, bn}
with ai, bi ∈ L and ai < bi. In this case, the class of such partial functions
that can be interpolated by lattice polynomial functions was completely
described.
In this paper, we extend these results by completely characterizing the
class of lattice functions that can be interpolated by polynomial functions
on arbitrary finite subsets D ⊆ Ln. As in the latter setting, interpolating
polynomials are not necessarily unique. We provide explicit descriptions
of all possible lattice polynomial functions that interpolate these lattice
functions, when such an interpolation is available.
1 Introduction and Motivation
The importance of aggregation functions is made apparent by their wide use, not
only in pure mathematics (e.g., in the theory of functional equations, measure
and integration theory), but also in several applied fields such as operations
research, computer and information sciences, economics and social sciences, as
well as in other experimental areas of physics and natural sciences. In particular,
the use of aggregation functions has attracted much attention in decision theory
for it provides an elegant and powerful formalism to model preference [1, 6] (for
general background on aggregation functions, see [7]).
In the qualitative approach to decision making, Sugeno integral [14, 15] re-
mains one of the most noteworthy aggregation functions, and this is partially due
to the fact that it provides a meaningful way to fuse or merge criteria within
universes where essentially no structure, other than order, is assumed (unlike
other classical aggregation functions, such as weighted arithmetic means, which
require a rich arithmetical structure).
Even though primarily defined over real intervals, Sugeno integrals can be
extended to wider domains (not only to arbitrary linearly ordered sets or chains,
but also to bounded distributive lattices with bottom and top elements 0 and 1,
respectively) via the notion of lattice polynomial function. Essentially, a lattice
polynomial function is a combination of variables and constants using the lattice
operations ∧ and ∨. As it turned out (see e.g. [2, 9]), Sugeno integrals coincide
exactly with those lattice polynomial functions that are idempotent (that is,
which preserve constant tuples); in fact, it can be shown that the preservation
of 0 and 1 suffices.
Apart from their theoretical interest, the consideration of Sugeno integrals on
distributive lattices (rather than simply on scales or linearly ordered sets) or on
finite Boolean algebras [10] is both useful and natural since scores for different
criteria may be incomparable (for instance, when “ignorance” and “indifference”
are possible scores).
Now in many real-life situations, we are faced with the problem of finding an
aggregation operation based on scarce data that are not sufficient to determine
a unique function. This fact gives rise to an interesting problem that appears in
complete analogy with the classical theory of real polynomial functions, namely,
that of interpolation. In this paper we are interested on aggregation functions
defined over lattices and thus we consider the problem of interpolating lattice
functions f : Ln → L on finite sets D ⊆ Ln by means of Sugeno integrals or,
more generally, by lattice polynomial functions.
The interpolation problem also has a learning flavor. The problem of covering
a set of data by a set of Sugeno integrals, has been considered in the linearly
ordered case [11, 13]. More precisely, the condition of existence of a Sugeno in-
tegral interpolating a set of data has been laid bare, and the set of solutions
(when non-empty) has been characterized as being upper and lower bounded
by particular Sugeno integrals (easy to build from data). This process has been
shown to be closely related to the version space approach in learning [12]. The
theorems presented in this paper generalize these results to the more general
case of partially ordered scales, and also open the possibility of the elicitation
of families of generalized Sugeno integrals from, e.g., pieces of data where local
and global evaluations may be imprecisely known.
The paper is organized as follows. In Section 2 we recall basic notions and
terminology, provide the preliminary results needed throughout the paper, and
address the interpolation problem we shall be dealing with. As it will become
clear, a solution to this problem (when it exists) is not necessarily unique. Thus
we present in Section 3 necessary and sufficient conditions for the existence of
such a solution and, as a by-product, describe all possible solutions. Moreover, by
confining ourselves to linearly ordered sets, we derive previous results obtained
in this restricted setting. In Section 4 we address problems left open, and in
Section 5 we discuss possible applications of our results.
2 Preliminaries
Throughout this paper let L be a distributive lattice. Recall that a polynomial
function over L is a mapping p : Ln → L that can be expressed as a combination
of the lattice operations ∧ and ∨, projections and constants.
In the case when L is bounded, i.e., with a least and a greatest element
(which we denote by 0 and 1, respectively), Goodstein [5] showed that polynomial
functions p : Ln → L coincide exactly with those lattice functions that can be










, where x = (x1, . . . , xn) ∈ Ln. 5 (1)
Furthermore, by taking c∗I :=
∨











and thus we can assume that the coefficients cI are monotone in the sense that
cI ≤ cJ whenever I ⊆ J . Under this monotonicity assumption we can recover
the coefficients of the DNF from certain values of the polynomial function p. To
this extent, for each I ⊆ [n], let 1I be the tuple in Ln whose i-th component is
1 if i ∈ I and 0 if i /∈ I. In this way, p (1I) = cI .
These facts are reassembled in the following theorem, which asserts in par-
ticular that polynomial functions are uniquely determined by their restrictions
to the hypercube {0, 1}n.
Theorem 1 (Goodstein [5]). Let L be a bounded distributive lattice, and let
f be a function f : {0, 1}n → L. There exists a polynomial function p over L
such that p|{0,1}n = f if and only if f is monotone. In this case p is uniquely











Goodstein’s theorem can be seen as a solution to an instance of the Interpola-
tion Problem (see below), namely, interpolation on the hypercube D = {0, 1}n: a
function f : {0, 1}n → L can be interpolated by a polynomial function p : Ln →
L if and only if f is monotone, and in this case p is unique.
This result was generalized in [3] by allowing L to be an arbitrary (possibly
unbounded) distributive lattice and by considering functions f : D → L, where
5 As usual, the empty meet has value 1 and, dually, the empty join has value 0.
D = {a1, b1} × · · · × {an, bn} with ai, bi ∈ L and ai < bi, for each i ∈ [n]. Let
êI be the “characteristic vector” of I ⊆ [n] (i.e., the tuple êI ∈ Ln whose i-th
component is bi if i ∈ I and ai if i /∈ I). The task of finding a polynomial function
(or rather all polynomial functions) that takes prescribed values on the tuples
êI can be regarded as yet another instance of the Interpolation Problem.
Restricted Interpolation Problem Given D :=
{
eDI : I ⊆ [n]
}
and a func-
tion f : D → L, find all polynomial functions p : Ln → L such that p|D = f .
In [3], necessary and sufficient conditions were established for the existence
of an interpolating polynomial function. Moreover, it was shown that in this
more general setting, uniqueness is not guaranteed, and all possible interpolating
polynomial functions were provided, thus settling the Restricted Interpolation
Problem.
In this paper we extend these results by solving the following general inter-
polation problem.
Interpolation Problem Let L be a distributive lattice. Given an arbitrary finite
set D ⊆ Ln and f : D → L, find all polynomial functions p : Ln → L such that
p|D = f .
3 Main results
Let D ⊆ Ln be a finite set, and consider a partial function f : D → L. In this sec-
tion we provide necessary and sufficient conditions that guarantee the existence
of a polynomial function p : Ln → L that interpolates f , that is, p|D = f . As
a by-product, we will determine all possible interpolating polynomial functions
over a natural extension of the distributive lattice L which we now describe.
By the Birkhoff-Priestley representation theorem, we can embed L into a
Boolean algebra B; see, e.g., [4]. For the sake of canonicity, we assume that L
generates B; under this assumption B is uniquely determined up to isomorphism.
The boundary elements of B will be denoted by 0 and 1. This notation will not
lead to ambiguity since if L has a least (resp. greatest) element, then it must
coincide with 0 (resp. 1). The complement of an element a ∈ B is denoted by
a′: a ∨ a′ = 1 and a ∧ a′ = 0.
Given a function f : D → L, we define the following two elements in B for


























J . Let p
− and p+ be the




















As it will become clear, p− and p+ are the least and greatest polynomial
functions over B whose restriction to D coincides with f (whenever such a
polynomial function exists). First, we need to establish a few auxiliary results.
Given I ⊆ [n] and a = (a1, . . . , an),x = (x1, . . . , xn) ∈ Bn, let xaI be the
n-tuple whose i-th component is ai if i ∈ I, and xi otherwise. If I = {i}, then
we write xaii instead of x
a
I .
Lemma 1. Let p : Bn → B be a polynomial function over B. For I ⊆ [n] and
x ∈ Bn, the polynomial functions q−I and q
+
I given by














Proof. Since monotonicity is defined componentwise, to show that q−I is nonin-
creasing it suffices to consider the case when I is a singleton.
So let I = {i} and a ∈ Bn. In this case, p(xaI ) can be regarded as a unary
polynomial function and thus, by (1), it is of the form s∨ (ai∧ t), for some s ≤ t.
Hence, q−I can be expressed as
q−I (a) =
(
s ∨ (ai ∧ t)
)
∧ a′i.
By distributivity, we get q−I (a) = s ∧ a′i, which shows that the first claim holds.
The second claim follows dually, and the proof of the lemma is complete. ⊓⊔
Corollary 1. Let p : Bn → B be a polynomial function over B. For every I ⊆
[n] and a ∈ Bn,
p(1I) ≤ p(a) ∨
∨
i∈I




Proof. Let b = a0[n]\I ; clearly, a,1I ≥ b. Since p is nondecreasing, we have
p(1I) ≥ p(b), and since b′i = 1 for every i ∈ [n]\ I, it follows from Lemma 1 that
p(1I) ≥ p(b) ∧
∧
i 6∈I




This shows that the second claim holds; the first follows similarly. ⊓⊔
Using Corollary 1, we can now provide necessary conditions on the coefficients
of interpolating polynomials.
Lemma 2. Let f : D → L be a function defined on a finite set D ⊆ Ln, and
let p : Bn → B be a polynomial function over B given by (1). If p|D = f , then
c−I ≤ cI ≤ c
+
I .


























and hence c−I ≤ cI ≤ c
+
I as desired. ⊓⊔
To show that this condition is also sufficient, we make use of the following
lemma.
Lemma 3. Let f : D → L be a function defined on a finite set D ⊆ Ln. Then
p−(b) ≥ f(b) ≥ p+(b), for every b ∈ D.

























































and thus p−(b) ≥ f(b). Dually, we can also verify that f(b) ≥ p+(b), which
completes the proof. ⊓⊔
We can now characterize the class of functions over a distributive lattice L
that can be interpolated on finite domains by polynomial functions over the
Boolean algebra generated by L. In fact, the following theorem explicitly deter-
mines all possible interpolating polynomial functions, whenever such polynomial
functions exist.
Theorem 2. Let f : D → L be a function defined on a finite set D ⊆ Ln, and
let p : Bn → B be a polynomial function over B given by (1). Then the following
conditions are equivalent:
1. p interpolates f , i.e., p|D = f ;
2. c−I ≤ cI ≤ c
+
I ;
3. p− ≤ p ≤ p+.
Proof. Clearly, (2)⇐⇒(3). By Lemma 2, (1) =⇒ (2). Moreover, if (3) holds, then
using Lemma 3 we conclude that for every b ∈ D,
f(b) ≤ p−(b) ≤ p(b) ≤ p+(b) ≤ f(b).
Hence, p|D = f . ⊓⊔
From Theorem 2 it follows that a necessary and sufficient condition for the
existence of a polynomial function p : Bn → B such that p|D = f is c−I ≤ c
+
I ,
for every I ⊆ [n].
Moreover, if for every I ⊆ [n], there is cI ∈ L such that c−I ≤ cI ≤ c
+
I , then
and only then there is a polynomial function p : Ln → L such that p|D = f .
The latter condition leads us to considering the case when L is a complete
lattice (i.e., for which arbitrary joins and meets exist), and to defining two op-








It is not difficult to see that for any b1, b2 ∈ B, we have
cl (b1 ∨ b2) = cl (b1) ∨ cl (b2) and int (b1 ∧ b2) = int (b1) ∧ int (b2) .
Using this fact, the necessary and sufficient condition given above for the exis-
tence of an interpolating polynomial function over L can be translated into the
following system of inequalities.
Corollary 2. If L is complete, then there is a polynomial function p : Ln → L
such that p|D = f if and only if for every I ⊆ [n] there is cI ∈ L such that
























for every I ⊆ [n].
Remark 1. Corollary 2 generalizes Theorem 10 in [3] which established neces-
sary and sufficient conditions for the existence of a solution of the Restricted
Interpolation Problem.
In the case when L is a finite chain, a solution to the Interpolation Problem
was given in [11] and where, rather than polynomial functions, the interpolat-
ing functions were assumed to be Sugeno integrals, i.e., idempotent polynomial
functions; see [8, 9].
Now if L is a finite chain, then
cl(c−I ) =
∨
{f(a) : a ∈ D, ∀i /∈ I, ai < f(a)}, and
int(c+I ) =
∧
{f(a) : a ∈ D, ∀i ∈ I, ai > f(a)}.
Hence, cl(c−I ) ≤ int(c
+
I ) if and only if for every a,b ∈ D,
f (a) > f (b) ⇒ ∃i /∈ I : ai ≥ f (a) or ∃i ∈ I : bi ≤ f (b) . (2)
It is not difficult to see that condition (2) holds for every I ⊆ [n] if and only
if condition (3) (see theorem below) also holds. The following result basically
reformulates Theorem 3 of [11] in the language of lattice theory.
Theorem 3 ([11]). Let L be a finite chain, and let f : D → L be a function
defined on a finite subset D ⊆ Ln. Then there exists a polynomial function
p : Ln → L such that p|D = f if and only if
∀a,b ∈ D : f (a) > f (b) ⇒ ∃i ∈ [n] : bi ≤ f (b) < f (a) ≤ ai. (3)
4 Further work
When we consider a function f : D → L, a polynomial function can be indentified
if and only if for every I ⊆ [n] there exists cI ∈ L such that c−I ≤ cI ≤ c
+
I . In
some practical cases this condition would be not satisfied, i.e., the data would
be inconsistent with respect to a polynomial function. In such a case one issue
can be to build a family of polynomial functions as it is done in the totally
ordered context in [13]. More precisely, a partition of the dataset can be built
in which each set of the partition is compatible with a family of polynomial
functions. In general, many partitions are possible since their definition without
other conditions depends on the order in which the data are considered. We can
add a condition to choose one partition. For example, we can decide to look for
the smallest partition in terms of number of subsets.
The complexity to check the conditions c−I ≤ c
+
I for all I ⊆ [n] is at least 2n, so
these conditions become costly when n increases. In the totally ordered context
presented in [11] the complexity can be reduced since the check only needs p2
comparisons of compatibility where p is the cardinality of D. This raises the
question of finding a similar result in our context.
5 Applications and concluding remarks
To replace missing data is a common problem for the statistical treatment of
data. There are many methods to give a value to the missing data. On the
other hand, Sugeno integral is classically used in decision theory to represent the
behavior of a decision-maker. Since polynomials functions are a generalization
of Sugeno integrals, it seems natural to make use of these polynomial functions
to replace the missing data.
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