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Abstract—The detection and tracking of human landmarks in video streams has gained in reliability partly due to the availability of
affordable RGB-D sensors. The analysis of such time-varying geometric data is playing an important role in the automatic human
behavior understanding. However, suitable shape representations as well as their temporal evolution, termed trajectories, often lie to
nonlinear manifolds. This puts an additional constraint (i.e., nonlinearity) in using conventional Machine Learning techniques. As a
solution, this paper accommodates the well-known Sparse Coding and Dictionary Learning approach to study time-varying shapes on
the Kendall shape spaces of 2D and 3D landmarks. We illustrate effective coding of 3D skeletal sequences for action recognition and
2D facial landmark sequences for macro- and micro-expression recognition. To overcome the inherent nonlinearity of the shape
spaces, intrinsic and extrinsic solutions were explored. As main results, shape trajectories give rise to more discriminative time-series
with suitable computational properties, including sparsity and vector space structure. Extensive experiments conducted on
commonly-used datasets demonstrate the competitiveness of the proposed approaches with respect to state-of-the-art.
Index Terms—Kendall’s shape space, Shape trajectories, Sparse Coding and Dictionary Learning, Action recognition, Facial
expression recognition.
F
1 INTRODUCTION
THE availability of real-time skeletal data estimationsolutions [8], [61] and reliable facial landmarks detec-
tors [2], [3], [74] has pushed researchers to study shapes of
landmark configurations as well as their temporal evolution.
For instance, 3D skeletons have been widely used to recog-
nize human actions due to their ability in summarizing the
human motion. Another example is given by the 2D facial
landmarks and their tremendous use in facial expression
analysis. However, human actions and facial expressions
observed from visual sensors are often subject to view
variations which makes their analysis complex. Considering
this non-trivial problem, an efficient way to analyze these
data takes into account view-invariance properties, giving
rise to shape representations often lying to nonlinear shape
spaces [4], [7], [39]. David G. Kendall [39] defines the shape
as the geometric information that remains when location,
scale, and rotational effects are filtered out from an object.
Accordingly, one can represent 2D landmark faces and 3D
skeletons as points in the 2D and 3D Kendall’s spaces,
respectively. Further, when considering the dynamics of
these points, the corresponding representations become tra-
jectories in these spaces [4]. However, inferencing such a
representation remains challenging due to the nonlinearity of
the underlying manifolds. In the literature, two alternatives
have been proposed to overcome this problem for different
Riemannian manifolds – they are either Extrinsic (kernel-
based) [25], [28], [34], [43] or Intrinsic [9], [10], [29], [31].
On one hand, extrinsic solutions are based on embeddings
to higher dimensional Reproducing Kernel Hilbert Spaces
(RKHS), which are vector spaces where Euclidean geom-
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etry applies. These methods bring the advantage that, as
evidenced by kernel methods on Rn, embedding a lower di-
mensional space in a higher dimensional one gives a richer
representation of the data and helps capturing complex
patterns. Nevertheless, to define a valid RKHS, the kernel
function must be positive definite according to Mercer’s
theorem [56]. Several works in the literature have stud-
ied kernels on the 2D Kendall’s space. For instance, the
Procrustes Gaussian kernel is proposed in [34] as positive
definite. In contrast, to our knowledge, such a kernel has
not been explored for the 3D Kendall’s space. On the other
hand, intrinsic solutions tend to project the manifold-valued
data to a common tangent space attached to the manifold at
a reference point [1], [4], [66]. While it solves the problem of
nonlinearity of the manifold of interest, this solution could
introduce distortions, especially when the projected points
are far from the reference point. In this work, we propose
an extrinsic solution to represent 2D facial trajectories in
RKHS and an intrinsic solution to model 3D actions. The
latter brings a solution to the problem of distortions caused
by tangent space approximations. In addition, we propose a
comparative study of intrinsic and extrinsic solutions in the
2D and 3D Kendall’s spaces.
Motivated by the success of sparse representations in
several recognition tasks [12], [25], [29], we propose to
code shape trajectories using Riemannian sparse coding
and dictionary learning (SCDL). Specifically, 2D facial tra-
jectories are coded in RKHS while sparse coding of 3D
skeletal trajectories is performed in an intrinsic manner.
As a main result, these coding techniques give rise to
sparse times-series lying in vector spaces. In the contexts
of facial expression recognition and action recognition, this
brings two main advantages: (1) Sparse coding of shapes is
performed with respect to a Riemannian dictionary. Hence,
the resulting sparse times-series are expected to be more
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2Fig. 1. Overview of the proposed approaches. Sequences of 2D/3D landmark configurations are first represented as trajectories in the Kendall’s
shape space. A Riemannian dictionary is learned from training samples before it is used to code trajectories. This yields Euclidean sparse time-
series that are temporally modeled and classified in vector space. 2D facial expression trajectories are coded using extrinsic SCDL while 3D action
trajectories are coded with intrinsic SCDL.
discriminative than the data themselves. In addition, they
are robust to noise, knowing that SCDL is a powerful
denoising tool; (2) Using sparse time-series as discriminative
features allows us to perform both temporal modeling and
classification in vector space, avoiding the more difficult
task of classification on the manifold. An overview of the
proposed approaches is given in Figure 1.
A preliminary version of this work appeared in [5] with
an application of intrinsic SCDL in the 3D Kendall’s space
to model and recognize human actions. In this paper, we
generalize the latter work to model and classify 2D facial
expressions (micro and macro) in the 2D Kendall’s space.
Moreover, we will provide a comparative study between the
intrinsic and extrinsic approaches in the underlying shape
spaces. This will be supported by extensive experiments
and discussions. In summary, the main contributions of this
work are,
• A novel human action and facial expression modeling
based on SCDL in Kendall shape spaces. This allows to
represent shape trajectories as time-series with suitable
computational properties including sparsity and vector
space structure.
• A comparative study of intrinsic and extrinsic SCDL solu-
tions in the 2D and 3D Kendall’s spaces. To the best of our
knowledge, this work is the first to apply both approaches
to dynamic 2D and 3D shape related data.
• Application of our framework to 3D action recogni-
tion, 2D micro- and 2D macro- facial expression recog-
nition. Extensive experiments are conducted on seven
commonly-used datasets to show the competitiveness of
the proposed approach to state-of-the-art.
The rest of the paper is organized as follows. In section 2,
we briefly review existing solutions of SCDL in nonlinear
manifolds, geometric approaches in 3D action recognition,
and some existing methods for 2D macro and micro facial
expression recognition. Section 3 presents the geometry of
the Kendall’s spaces, in addition to an embedding to RKHS
that will be used to define the extrinsic SCDL solution. In
section 4, we present the intrinsic and extrinsic frameworks
of Riemannian SCDL. In section 5, we describe the adopted
temporal modeling and classification pipelines. Experimen-
tal results and discussions are reported in section 6, and
section 7 concludes the paper and draws some perspectives.
2 PRIOR WORK
In this section, we first focus our review on the extension of
SCDL to nonlinear Riemannian manifolds. Then, we review
geometric methods of 3D action recognition and 2D facial
expression recognition.
2.1 SCDL on Riemannian manifolds
Sparse representations have proved to be successful in var-
ious computer vision tasks which explains the significant
interest in the last decade [12], [25], [29]. Based on a learned
dictionary, each data point can be represented as a linear
combination of a few dictionary elements (atoms), so that
a squared Euclidean loss is minimized. This assumes that
the data points as well as the dictionary atoms are defined
in vector space (to allow speaking on linear combination).
However, most suitable image features often lie to non-
linear manifolds [52]. Thus, to sparsely code these data
while exploiting the Riemannian geometry of manifolds,
the classical problem of SCDL needs to be extended to
its nonlinear counterpart. Previous works addressed this
problem [12], [24], [25], [26], [29], [43], [86]. For instance,
a straightforward solution was proposed in [24], [77] by
embedding the manifolds of interest into Euclidean space
via a fixed tangent space at a reference point. However,
this solution could generate distortions since on a tangent
space, only distances to the reference point are equal to true
3geodesic distances. To overcome this problem, Ho et al. [29]
proposed a general framework for SCDL in Riemannian
manifolds by working on the tangent bundle. Here, each
point is coded on its attached tangent space where the atoms
are mapped. By doing so, only distances to the tangent point
are needed. Their proposed dictionary learning method
includes an iterative update of the atoms using a gradient
descent approach along geodesics. This general solution
essentially relies on mappings to tangent spaces using the
logarithm map operator. Although it is well defined for sev-
eral manifolds, analytic formulation of the logarithm map
is not available or difficult to compute for others. Therefore,
some studies [25], [26], [28], [43] proposed to embed the
Riemannian manifold into RKHS which depends on the
existence of positive definite kernels, according to Mercer’s
theorem [56]. For some Riemannian manifolds, such kernels
are not available in the literature which disables the exten-
sion of sparse coding to Hilbert spaces. Recently, Harandi
et al. [25] proposed to map the Grassmann manifold into
the space of symmetric matrices to allow the extension of
sparse coding to Grassmann manifolds. They also proposed
kernelized versions of the latter approach to handle the
nonlinearity of the data, similarly proposed in [27] for
Symmetric Positive Definite matrices. In [26], the authors
generalized sparse coding to nonlinear manifolds based on
positive definite kernels. Their method was applied on three
different Riemannian manifolds: the Grassmann manifold,
the SPD manifold, and the 2D Kendall’s shape space. In
particular, kernel SCDL was applied in the latter manifold
for the task of shape classification. This method will be
further studied in our work in the context of 2D dynamic
facial expression recognition.
2.2 2D Facial Expression Recognition
The problem of facial expression recognition has attracted a
particular attention in the last decades due to its potential
in a wide spectrum of areas. The task here is to recog-
nize the basic emotions (e.g., anger, disgust, surprise, etc.)
from facial videos. Early works tackled this problem by
extracting hand-crafted features that combine motion and
appearance from image sequences such as LBP-TOP [82]
and 3D SIFT [48], [57]. More recent approaches exploited
deep neural networks such as 3D CNNs [47] and RNNs [18].
In [35], two neural network architectures were proposed for
image videos (DTAN) and 2D facial landmark sequences
(DTGN) which are combined (forming DTAGN) to predict
final emotions. In particular, DTGN showed to be efficient
by using only 2D landmark sequences, when applied seper-
ately. Another geometric approach was proposed in [72]
which introduced a unified probabilistic framework based
on an interval temporal Bayesian network (ITBN) built from
the movements of landmark points. Aware of the small
variations along a facial expression, the authors in [33] pro-
posed a method to capture the subtle motions within facial
expressions using a variant of Conditional Random Fields
(CRFs) called Latent-Dynamic CRFs (LDCRFs) on geometric
features. Taking another direction, a method in [63] was
proposed to represent 2D facial sequences as parametrized
trajectories on the Grassmann manifold of 2-dimensional
subspaces in Rn (n is the number of landmarks) which
is an affine-invariant shape representation. To capture the
facial deformations, they used geodesic velocities between
facial shapes and finally, classification was performed by
applying LDA then SVM. In another work [37], 2D facial
landmark sequences were first represented as trajectories
of Gram matrices in the manifold of positive semidefinite
matrices of rank 2. A similarity measure is then provided by
temporally aligning trajectories while taking into account
the geometry of the manifold. This measure is finally used
to train a pairwise proximity function SVM. Although the
macro facial expression recognition problem has seen con-
siderable advances, micro-expression recognition is still a
relatively challenging task [54]. Micro-expressions are brief
facial movements characterized by short duration, invol-
untariness and subtle intensity. In the literature, previous
methods opted for extracting hand-crafted features from
texture videos such as LBP-TOP and HOOF [83]. More
recently, deep learning methods were proposed to tackle
the problem by applying CNNs [6], [40] and RNNs [40]. To
our knowledge, only the method of [13] is entirely based
on analyzing 2D facial landmark sequences. Their work
is based on computing the point-wise distances between
adjacent landmark configurations along a sequence which
is stacked in a matrix. The latter was seen as an input image
to a CNN-LSTM-based classifier. However, their approach
was only evaluated on a synthesized dataset produced from
a macro-expression dataset. In our work, we will show
that we achieve state-of-the-art results on a commonly-used
micro-expression dataset using only 2D landmark data.
2.3 Human Action Recognition from 3D skeletal data
Several approaches in the literature proposed spatio-
temporal models to classify 3D action sequences. Early
works extracted hand-crafted descriptors from 3D skeletal
data. Popular examples include Key-Pose based descrip-
tors [53], [73] and dynamics-based descriptors [11], [78].
More recently, deep learning was applied to recognize
3D actions. Both feed-forward neural networks such as
CNNs [38], [41], [75] and several variants of recurrent neural
networks such as LSTM [46], [79], [85] were proposed. The
above-mentioned approaches did not make any manifold
assumptions on the data representation. However, several
shape representations and their dynamics often lie to non-
linear manifolds. As a consequence, many approaches ex-
ploited the Riemannian geometry of nonlinear manifolds
to analyze skeletal sequences. For instance, in [66], the
authors proposed to represent skeletal motion as trajecto-
ries in the Special Euclidean (Lie) group SE(3)n (respec-
tively SO(3)n). These representations are then mapped into
the correspondent Lie algebra se(3)n (respectively so(3)n)
which is a vector space, the tangent space attached to the Lie
group at the identity, where they are processed and classi-
fied. Exploiting the same representation on Lie Groups, the
authors in [1] used the framework of Transported Square-
Root Velocity Fields (TSRVF) [62] to encode trajectories lying
on Lie groups. They extended existing coding methods
such as PCA, KSVD, and Label Consistent KSVD to these
Riemannian trajectories. Another approach [4] proposed a
different solution by extending the Kendall’s shape theory
to trajectories. Accordingly, translation, rotation, and global
4scaling are first filtered out from each skeleton to quan-
tify the shape. Then, based on the TSRVF, they defined
an elastic metric to jointly align and compare trajectories.
Here, trajectories are transported to a reference tangent
space attached to the Kendall’s shape space at a reference
point. A common major drawback of these approaches is
mapping trajectories to a reference tangent space which
may introduce distortions. Conscious of this limitation, the
authors in [67] proposed a mapping of trajectories on Lie
groups combining the usual logarithm map with a rolling
map that guarantees a better flattening of trajectories on
Lie groups. In our work, we represent skeletal sequences
as trajectories in the Kendall’s shape space and to overcome
its nonlinearity, we propose to code them with an intrinsic
formulation of SCDL that avoids distortions caused by
tangent space approximations.
3 PRELIMINARIES
In the following, we review the geometry of the Kendall’s
space in the case of 2D planar shapes and 3D skeletal data.
Then, we describe the embedding of 2D shapes to RKHS.
3.1 Geometry of the Kendall’s shape space
Let us consider a set of n landmarks in Rm (m = 2, 3).
To represent its shape, Kendall [39] proposed to establish
equivalences with respect to shape-preserving transforma-
tions that are translations, rotations, and global scaling.
Let Z ∈ Rn×m represent a configuration of landmarks.
To remove the translation variability, we follow [15] and
introduce the notion of Helmert sub-matrix, a (n − 1) × n
sub-matrix of a commonly used Helmert matrix, to per-
form centering of configurations. For any Z ∈ Rn×m,
the product HZ ∈ R(n−1)×m represents the Euclidean
coordinates of the centered configuration. Let C0 be the
set of all such centered configurations of n landmarks in
Rm, i.e., C0 = {HZ ∈ R(n−1)×m|Z ∈ Rn×m}. C0 is a
m(n − 1) dimensional vector space and can be identified
with Rm(n−1). To remove the scale variability, we define
the pre-shape space to be: C = {Z ∈ C0|‖Z‖F= 1}; C
is a unit sphere in Rm(n−1) and, thus, is m(n − 1) − 1
dimensional. The tangent space at any pre-shape Z is given
by: TZ(C) = {V ∈ C0|trace(V TZ) = 0}. To remove the
rotation variability, for any Z ∈ C, we define an equivalence
class: Z¯ = {ZO|O ∈ SO(m)} that represents all rotations of
a configuration Z . The set of all such equivalence classes,
S = {Z¯|Z ∈ C} = C/SO(m) is called the shape space
of configurations. The tangent space at any shape Z¯ is
TZ¯(S) = {V ∈ C0|trace(V TZ) = 0, trace(V TZU) = 0} ,
where U is any m × m skew-symmetric matrix. The first
condition makes V tangent to C and the second makes V
perpendicular to the rotation orbit. Together, they force V
to be tangent to the shape space S . Assuming standard
Riemannian metric on S , the geodesic between two points
Z¯1, Z¯2 ∈ S is defined as:
α(t) =
1
sin(θ)
(sin((1− t)θ)Z1 + sin(tθ)Z2O∗), (1)
where θ = cos−1(〈Z1, Z2O∗〉), 〈., .〉 is the inner product
on S , and O∗ is the optimal rotation that aligns Z2 with
Z1: O∗ = argminO∈SO(m)‖Z1 − Z2O‖2F . This θ is also the
geodesic distance between Z¯1 and Z¯2 in the shape space S ,
representing the optimal deformation to connect Z¯1 to Z¯2 in
S . For t = 0, α(0) = Z¯1 and for t = 1 we have α(1) = Z¯2.
The mapping of a point Z¯2 ∈ S to the tangent space attached
at Z¯1 ∈ S is done by the logarithm map operator:
logZ¯1(Z¯2) =
θ
sin(θ)
(Z2O
∗ − cos(θ)Z1). (2)
The inverse operation, e.g., exponential map, applies the
shooting vector to a source shape and provides the de-
formed (target) shape. It is defined, for any V ∈ TZ¯(S),
by,
expZ¯(V ) =
[
cos(θ)Z +
sin(θ)
θ
V
]
. (3)
Note that Kendall’s shape space is a complete Riemannian
manifold such that the logarithm map logZ¯ is defined for
all Z¯ ∈ S . As a consequence, the geodesic distance be-
tween two configurations Z¯1 and Z¯2 can be computed as
dS(Z¯1, Z¯2) = ‖logZ¯1(Z¯2)‖Z¯1 , where ‖.‖Z¯1 denotes the norm
induced by the Riemannian metric at TZ¯1(S).
The case of planar shapes – For m = 2, a 2D landmark
configuration can be initially represented as a n-dimensional
complex vector whose real and imaginary parts respectively
encode the x and y coordinates of the landmarks. In this
case, the pre-shape space is defined, after removing the
translation and scale effects, as: C = {z ∈ Cn−1|‖z‖= 1};
C is a complex unit sphere of dimension 2(n − 1) − 1. The
rotation removal consists of defining, for any z ∈ Cn−1, an
equivalence class z¯ = {zO|O ∈ SO(2)} that represents all
rotations of a configuration z. The final shape space S is
the set of all such equivalence classes S = {z¯|z ∈ C} =
C/SO(2). To measure the distance between two shapes z¯1
and z¯2, we define the most popular distance on the 2D
Kendall’s shape space, named the full Procrustes Distance
[39], as
dFP (z¯1, z¯2) = (1− |〈z1, z2〉|2)1/2, (4)
where 〈·, ·〉 and |.| denote the inner product in S and the
absolute value of a complex number, respectively.
3.2 Embedding of 2D shapes into RKHS
A Hilbert space H is a high (often infinite) dimensional
vector space that possesses the structure of an inner product
allowing to measure angles and distances. To define an inner
product inH, we will use a kernel function f : (S ×S)→ R
which makes the resulting space a RKHS. The embedding
of Kendall’s space to RKHS brings the main advantage of
transforming the nonlinear manifold into a vector space
where one can directly apply algorithms designed for lin-
ear data. In addition, it gives a richer representation of
the original data in a higher-dimensional space. This is
beneficial for the specific task of SCDL which essentially
relies on measures of similarities, i.e., on an inner product.
However, to define a valid RKHS, the kernel function must
be positive definite, according to Mercer’s theorem [56]. For
the Kendall’s space of 2D shapes, the authors of [34] have
proved the positive definiteness of the Procrustes Gaussian
kernel kP : (S × S)→ R which is defined as
kP (z¯1, z¯2) := exp(−dFP 2(z¯1, z¯2)/2σ2), (5)
5where dFP is the full Procrustes Distance defined in Eq.(4).
This kernel is positive definite for all σ ∈ R. In the following
section, it will be used to extend SCDL to RKHS.
4 RIEMANNIAN CODING OF SHAPES
Before presenting the two Riemannian SCDL solutions,
i.e., intrinsic and extrinsic, we start by recalling the clas-
sic formulation of SCDL in Euclidean space. Let D =
{d1, d2, ..., dN} be a set of vectors in Rk denoting a dic-
tionary of N atoms, and x ∈ Rk a query data point.
The problem of sparse coding x with respect to D can be
expressed as
lE(x,D) = min
w
‖x−
N∑
i=1
[w]i di‖22+λf(w), (6)
where w ∈ RN denotes the vector of codes comprised of
{[w]i}Ni=1, f : RN → R is the sparsity inducing function
defined as the `1 norm, and λ is the sparsity regularization
parameter. Eq. 6 seeks to optimally approximate x (by xˆ) as
a linear combination of atoms, i.e., xˆ =
∑N
i=1 [w]i di, while
tacking into account a particular sparsity constraint on the
codes, f(w) = ‖w‖1. This sparsity function has the role of
forcing x to be represented as only a small number of atoms.
Given a finite set of t training observations {x1, x2, ..., xt} in
Rk, learning a Euclidean dictionary is defined as to jointly
minimize the coding cost over all choices of atoms and codes
according to:
lE(D) = minD,w
t∑
i=1
∥∥∥∥∥∥xi −
N∑
j=1
[wi]jdj
∥∥∥∥∥∥
2
2
+ λf(wi). (7)
To solve this non-convex problem, a common approach
alternates between the two sets of variables, D and w, such
that: (1) Minimizing over w while D is fixed is a convex
problem (i.e., sparse coding). (2) Minimizing Eq. 7 over D
while w is fixed is similarly a convex problem.
4.1 Extrinsic approach
The SCDL algorithms depend on the notion of inner prod-
uct. In the following, we will discuss how it can be easily
extended to RKHS.
4.1.1 Extrinsic Sparse Coding
A closed-form solution of extrinsic sparse coding is pro-
posed in [25]. To derive it, let us first define φ : S → H
a mapping to RKHS induced by the kernel k(z¯1, z¯2) =
φ(z¯1)
Tφ(z¯2), where z¯1, z¯2 ∈ S . For a query shape z¯ ∈ S ,
extending Eq. 6 to RKHS yields
lH(z¯,D) = min
w
‖φ(z¯)−
N∑
i=1
[w]i φ(d¯i)‖22+λf(w), (8)
with
∑N
i=1 [w]i = 1. In Eq. 8, since the sparsity term
depends entirely on w, only the reconstruction term needs
to be kernelized. Expanding the latter gives
‖φ(z¯)−
N∑
i=1
[w]i φ(d¯i)‖22= φ(z¯)Tφ(z¯)
= −2
N∑
i=1
[w]i φ(d¯i)
T
φ(z¯) +
N∑
i,j=1
[w]i [w]j φ(d¯i)
T
φ(d¯j)
= k(z¯, z¯)− 2wT k(z¯, D) + wTK(D,D)w, (9)
where k(z¯,D) is the N -dimensional kernel vector com-
puted between the query z¯ and the dictionary atoms, and
K(D,D) is the N ×N kernel matrix computed between the
atoms. An efficient solution of kernel sparse coding can be
obtained by considering UΣUT as the SVD of the symmetric
positive definite kernel K(D,D), and k(z¯, z¯) as a constant
term (independent on w). Thus, Eq. 9 can be written as
the least-squares problem in RN : minw‖z˜ − D˜w‖22, where
D˜ = Σ1/2UT and z˜ = Σ−1/2UT k(z¯, D) (we refer to [25]
for the proof). In this work, this approach is applied in
the Kendall’s shape space by using the kernel defined in
subsection 3.2.
4.1.2 Extrinsic Dictionary learning
Similarly to Euclidean dictionary learning, the extrinsic
Riemannian formulation is based on an alternating opti-
mization strategy to update weights and atoms. While the
first step is obtained with extrinsic sparse coding presented
above, the second is presented in what follows. Given the
codes from the first step, the problem of dictionary learning
can be viewed as optimizing Eq. 8 over D. The main
idea here is to represent D as a linear combination of the
training samples Y in RKHS, according to the Representer
theorem [55]. The resulting weights for the M training
samples are stacked in a M × N matrix V , which gives
φ(D) = φ(Y )V . Since only the first term in Eq. 8 depends
on D, the problem of dictionary update can be written as
U(V ) = ‖φ(Y )−φ(Y )VW‖22, where W is the N×M matrix
of sparse codes obtained from the first step. The latter can
be expanded to
U(V ) = Tr(φ(Y )(IM − VW )(IM − V A)Tφ(Y )T )
= Tr(K(Y, Y )(IM − VW −WTV T + VWWTV T )).
To obtain the updated dictionary that is now defined by
V , the gradient of U(V ) is zeroed out w.r.t V . This gives
V = (WWT )−1W = W †, where † is the pseudo-inverse
operator.
4.2 Intrinsic approach
To deal with the nonlinearity of Kendall’s space, a com-
mon approach opted for projecting manifold-valued data
to a tangent space at a reference point (e.g., the mean
shape). However, such a projection only results in first-
order approximation of the data. The latter can be distorted,
especially if points are far from the tangent point. In what
follows, we will show how this problem can be avoided in
the intrinsic formulation of SCDL.
4.2.1 Intrinsic Sparse Coding
Let D = {d¯1, d¯2, ..., d¯N} be a dictionary on S , and similarly
the query Z¯ is a point on S . Accordingly, the problem of
sparse coding involves the geodesic distance defined on S
and, thus, becomes
lS(Z¯,D) = min
w
(dS(Z¯, F (D, w))2 + λf(w)). (10)
6Here, F : SN × RN → S denotes an encoding function
that generates the approximated point ˆ¯Z on S by combining
atoms with codes. Note that in the special case of Euclidean
space, F (D, w) would be a linear combination of atoms.
However, in the Riemannian manifold S , we have forsaken
the structure of vector space which makes the linear combi-
nation of atoms lying on S no longer applicable, since the
approximated ˆ¯Z may lie out of the manifold. An interesting
alternative is the intrinsic formulation of Eq. 10, when
considering that S is a complete Riemannian manifold, thus,
the geodesic distance dS(Z¯, d¯) = ‖logZ¯(d¯)‖Z¯ (as explained
in section 3.1). As a consequence, the cost function in 10 can
be written as
lS(Z¯,D) = min
w
‖
N∑
i=1
[w]i logZ¯(d¯i)‖2Z¯+λf(w), (11)
where logZ¯ denotes the logarithm map operator that maps
each atom d¯ ∈ S to the tangent space TZ¯(S) at the point
Z¯ being coded, and ‖.‖Z¯ is the norm induced by the
Riemannian metric at TZ¯(S). Mathematically, this allows to
partially compensate the lack of vector space structure on S ,
as illustrated in Figure 2. To avoid the solution w = 0, we
imposed in Eq. 11 an important additional affine constraint
defined as
∑N
i=1 [w]i = 1. By this formulation of sparse
coding, we only compute distances to the tangent point,
hence we avoid the commonly induced distortions when
working in a reference tangent space. By substituting the
logarithm map by its explicit formulation in Eq. 11, we have
lS(Z¯,D) = min
w
‖
N∑
i=1
[w]i
θ
sin(θ)
(diO
∗−cos(θ)Z)‖2Z¯+λf(w).
(12)
In practice, Eq. 12 is computed by first finding the optimal
rotation O∗ between Z and each atom di via the Procrustes
algorithm [39]. Then, we solve for w using the state-of-the-
art CVXPY optimizer [14].
Fig. 2. Illustration of intrinsic sparse coding in the Kendall’s shape space.
Given a dictionary D = {di}Ni=1, a skeletal trajectory is coded as a
smoothly-varying sparse time-series. UsingD, the original trajectory can
be reconstructed with the weighted Karcher mean algorithm.
4.2.2 Intrinsic Dictionary Learning
Learning a discriminative dictionary D typically yields ac-
curate reconstruction of training samples and produces dis-
criminative sparse codes. We propose a dictionary learning
algorithm based on the sparse coding framework described
above. Let D = {d¯1, d¯2, ..., d¯N} be a dictionary on S , and
similarly {Z¯1, Z¯2, ..., Z¯t} is a set of t training samples on
S . Similarly to the sparse coding problem, we introduce
in Eq. 7 the geodesic distance defined on S computed as
dS(Z¯, d¯) = ‖logZ¯(d¯)‖Z¯ . As a consequence, the problem of
dictionary learning on Kendall’s shape space is written as
min
D,w
t∑
i=1
∥∥∥∥∥∥
N∑
j=1
[wi]j logZ¯i d¯j
∥∥∥∥∥∥
2
Z¯i
+ λf(wi), (13)
with the important affine constraint
∑N
j=1 [w]j = 1. Similar
to the Euclidean case, the optimization problem can be
solved by iteratively performing sparse coding while fixing
D, and optimizing D while fixing the sparse codes.
Fig. 3. Illustration of the proposed clustering approach. 2D facial shapes
(respectively 3D skeletons) are mapped from the 2D (respectively 3D)
Kendall’s space to RKHS by computing the inner product matrix from
the data. Bayesian clustering is then applied on this matrix to construct
the final clusters whose number is automatically inferred.
4.3 Kernel clustering of shapes for dictionary learning
The performance of SCDL depends on the number of the
dictionary elements N , and an empiric choice of N can be
time consuming, especially when it comes to large datasets.
As a solution, we propose an initialization step that enables
an automatic inference on N and accelerates the conver-
gence of the dictionary learning algorithm. To this end,
we propose to cluster the training shapes by adapting the
Bayesian clustering of shapes of curves method proposed
in [81]. In Figure 3, we show the main steps of the pro-
posed clustering approach. First, an inner product matrix
is computed from the training data based on the kernel
function defined in subsection 3.2. Note that in the 3D case,
this kernel is positive definite for only certain values of
the kernel parameter σ. Thus, its empiric choice is required
to seek positive definiteness. The inner product matrix is
then modeled using a Wishart distribution. To allow for
7an automatic inference on the number of clusters, prior
distributions are carefully assigned to the parameters of
the Wishart distribution. Then, posterior is sampled using a
Markov chain Monte Carlo procedure based on the Chinese
restaurant process for final clustering. We refer the reader to
[81] for further details.
Dictionary initialization – Given a set of training samples
on S , the idea is to select N representatives to initialize the
dictionary. This is done in two main steps: (1) Clustering
of shapes as described above; (2) Generating atoms from
each cluster such that they well describe the intra-cluster
variability. In the second step, for each cluster, we propose
to perform principal geodesic analysis (PGA), first proposed
by [20], to obtain the best representatives of the cluster.
Specifically, we map all cluster elements to the tangent
space of the mean shape Tµ¯(S). Then, we perform principal
component analysis (PCA) in this vector space. Finally, the
resulting vectors from all the clusters are mapped to S to
represent the initial atoms of D. Note that an advantage
of performing PGA in each cluster rather than in the whole
training set is to avoid the problematic case of having points
in the manifold that are far from the tangent point.
5 TEMPORAL MODELING AND CLASSIFICATION
Let {Z¯1, Z¯2, ..., Z¯L} be a sequence of landmark configura-
tion representing a trajectory on S . As described in section 4,
we code each skeleton Z¯i into a sparse vector of codes
wi ∈ RN with respect to a dictionary D (D is given a
particular structure described later on in this section). As a
consequence, each trajectory is mapped to a N -dimensional
function of sparse codes and the problem of classifying
trajectories on S is turned to classifying N -dimensional
sparse codes functions in Euclidean space, where any tra-
ditional operation on Euclidean time-series (e.g., standard
machine learning techniques) could be directly applied.
Several methods in the literature tend to process and classify
time series [1], [4], [66], [67]. In our work, we adopt two
different classification schemes to perform action and facial
expression classification: (1) A pipeline of Dynamic Time
Warping (DTW), Fourier Temporal Pyramid (FTP), and one-
vs-all linear SVM. Thus, we handle rate variability, tem-
poral misalignment and noise, and classify final features,
respectively; (2) Bidirectional Long short-term memory (Bi-
LSTM) which is an extension of the traditional LSTM that
represents each sequence backwards and forwards to two
separate recurrent networks, providing context from both
the future and past [22].
Dictionary structure – In the context of classification, one
may exploit the important information of data labels to con-
struct more discriminative feature vectors. To this end, we
propose to build class-specific dictionaries, similarly to [23].
Formally, let S be a set of labeled trajectories on S belonging
to q different classes {c1, c2, ..., cq}, we aim to build q class-
specific dictionaries {D1, D2, ..., Dq} in S such that each Dj
is learned using skeletons belonging to training sequences
from the corresponding class cj . In this scenario, coding a
query skeletal shape Z¯ ∈ S is done with respect to each
Dj,1≤j≤q , independently. As a result, q vectors of codes are
obtained. These vectors are finally concatenated to form a
global feature vector W .
6 EXPERIMENTS
To evaluate the proposed modeling approaches, we con-
ducted extensive experiments on three applications: 2D
macro facial expression recognition, 2D micro-expression
recognition, and 3D action recognition. We further provide
a comparative evaluation on the two SCDL frameworks that
we used in the context of these applications.
Experimental Settings and Parameters – In all experiments,
the values of the kernel parameter σ and the sparsity
regularization parameter λ were chosen empirically. We
classified the final time-series based on the two classification
schemes presented in section 5. In the first scheme, i.e.,
DTW-FTP-SVM, we used a six-level FTP and fixed the value
of SVM parameter C to 1. In the second scheme, we train
the network with one Bi-LSTM layer, with the exeption
of NTU-RGB+D dataset where two layers were used. The
minimization is performed using Adam optimizer and the
applied probability of dropout is 0.3. The value of neuron
size was chosen empirically for each dataset.
6.1 2D Facial Expression Recognition
In this application, we extract 49 facial landmarks from
human faces in 2D and with high accuracy using a state-of-
the-art facial landmark detector [2]. We first represent the se-
quences of landmarks as trajectories in the Kendall’s shape
space. Extrinsic SCDL is then applied to produce sparse
time-series that are finally classified in vector space. We
evaluate this approach on two different 2D facial expression
recognition problems: the macro and micro.
6.1.1 Macro-Expression Recognition
The task here is to recognize the basic macro emotions, e.g.,
fear, surprise, happiness, etc. To this end, we applied our ap-
proach on two commonly-used datasets namely the Cohn-
Kanade Extended dataset and the Oulu-CASIA dataset. Our
obtained results are then discussed with respect to state-of-
the-art approaches as well as to intrinsic SCDL. For both
datasets, we followed the commonly-used experimental
setting in [19], [35], [49], [84] consisting on a 10-fold cross
validation.
• Cohn-Kanade Extended (CK+) dataset [51] consists of
327 image sequences performed by 118 subjects with
seven emotion labels: anger, contempt, disgust, fear, hap-
piness, sadness, and surprise. Each sequence contains the
two first temporal phases of the expression, i.e., neutral
and onset (with apex frames).
• Oulu-CASIA dataset [64] includes 480 image sequences
performed by 80 subjects. They are labeled with one
of the six basic emotions (those in CK+, except the
contempt). Each sequence begins with a neutral facial
expression and ends with the expression apex.
Results and discussions – Table 1 gives an overview of
the obtained results on both datasets. Overall, our approach
achieved competitive results compared to the literature. For
instance, our best result on CK+ (obtained with Bi-LSTM) is
8by 1.52% lower than the best state-of-the-art result obtained
by the method of [35]. The latter is based on two neural
network architectures trained on image videos and facial
landmark sequences. However, when using only the land-
mark architecture (DTGN), our approach obtained a higher
accuracy. Similarly, on Oulu-CASIA, our best result is lower
than DTAGN and higher than DTGN. On the other hand,
the method of [37] achieved a better performance on both
datasets compared to our method. Comparing the confusion
matrices, the same method seems to better recognize the
sadness expression while our method is clearly more efficient
in recognizing the contempt expression. This will be further
discussed later on. From Fig. 4 and the confusion matrix in
Table 2, we can observe that the two expressions: happiness
and surprise are well recognized in the two datasets while
the main confusions happened in the two expressions: fear
and sadness, conforming to state-of-the-art results [35], [37].
Besides, we highlight the superiority of extrinsic SCDL
compared to intrinsic SCDL. The first is performed in
RKHS which is a higher dimensional vector space. This
helps capturing complex patterns in facial expressions and
identifying subtle differences between similar expressions.
For instance, an interesting observation could be seen for
the contempt expression. As stated in [51], the latter is quite
subtle and it gets easily confused with other, strong emo-
tions. For this expression, the recognition accuracy obtained
with intrinsic SCDL is 55%, compared to 90% obtained with
extrinsic SCDL, as shown in Figure 4. We argue that this
remarkable improvement comes from the mapping to RKHS
for the same reasons mentioned above. This observation
has pushed us to further evaluate the performance of our
approach in the task of micro-expression recognition.
TABLE 1
Comparison with state-of-the-art on CK+ and Oulu-CASIA datasets.
(A): Appearance-based approaches; (G): Geometric approaches;
(R): Riemannian approaches; Last row: our approach.
Method CK+ Oulu-CASIA
(A) CSPL [84] 89.89 –
(A) ST-RBM [19] 95.66 –
(A) STM-ExpLet [49] 94.19 74.59
(G) ITBN [72] 86.30 –
(G) DTGN [35] 92.35 74.17
(A+G) DTAGN [35] 97.25 81.46
(R)Shape velocity on Grassmannian [63] 82.80 –
(R)Shape traj. on Grassmannian [37] 94.25 80.0
(R)Gram matrix trajectories [37] 96.87 83.13
(R)Intrinsic SCDL (SVM) 91.26 70.37
(R)Intrinsic SCDL (Bi-LSTM) 89.43 70.24
(R)Extrinsic SCDL (SVM) 95.62 77.06
(R)Extrinsic SCDL (Bi-LSTM) 95.73 73.09
6.1.2 Micro-Expression Recognition
Micro expressions are brief facial movements characterized
by short duration, involuntariness and subtle intensity.
We argue that to recognize them, in contrast to macro-
expressions, we are more interested in detecting subtle
shape changes along a sequence. To this end, we applied
the extrinsic SCDL framework as in macro-expression recog-
nition, and to further detect the subtle deformations, we
computed displacement vectors as the difference between
Fig. 4. Recognition accuracy achieved for each emotion class in the CK+
(left) and the CASIA (rigth) datasets, and comparison between extrinsic
and intrinsic SCDL approaches.
TABLE 2
Confusion matrix on the Oulu-Casia dataset.
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Angry 72.33 12.33 2.11 1 12.22 0
Disgust 14.22 68.56 6.22 3.0 8.0 0
Fear 5.22 2.0 72.33 5.11 9.33 6.0
Happy 4.0 0 9.33 85.67 1.0 0
Sadness 15.22 4.11 6.11 2.0 72.56 0
Surprise 0 2.1 5.0 0 2.0 90.89
successive sparse codes of L-dimensional time-series. Then,
the resulting sequences of length L − 1 are finally used
for classification. We evaluate our approach on the most
commonly-used dataset, namely CASME II.
• CASME II dataset [76] contains 246 spontaneous
micro-expression video clips recorded from 26 subjects
and regrouped into five classes: happiness, surprise,
disgust, repression and others. We performed classifi-
cation based on the commonly used Leave-one-subject-
out protocol.
Recall that previous methods that tackled the problem of
micro-expression recognition are appearance-based (i.e., us-
ing texture images) and to our knowledge, only [13] has
studied the problem using 2D facial landmarks. However,
their approach was only evaluated on a synthesized dataset
produced from CK+ (macro) videos, by selecting the three
first frames of an expression, then interpolating between
them. For this reason, we compare our results with respect
to appearance-based methods, as shown in Table 3.
We point out the recognition accuracy of 64.62% achieved
by our method outperforming state-of-the-art approaches,
with the exception of [30]. This shows the effectiveness of
the adopted extrinsic SCDL in detecting subtle deformations
from 2D landmarks, without any apperance-based informa-
tion as other approaches in the literature.
Compared to the intrinsic approach, it is clear from Table 3
that the extrinsic SCDL method is better in recognizing
micro-expressions. Recall that the use of extrinsic SCDL
to tackle the problem of micro-expression recognition was
driven by its good performance in recognizing the contempt
emotion, in the CK+ dataset which is characterized by
subtle changes along the expression. The obtained results
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Recognition accuracy on CASME II dataset and comparison with
state-of-the-art methods. In the first column: (A): Appearance-based
approaches. (R): Riemannian approaches. Last row: our approach.
Method Accuracy (%)
(A) STCLQP [30] 58.39
(A) CNN [6] 59.47
(A) CNN (LSTM) [40] 60.98
(A) LBP-TOP, HOOF [83] 63.25
(A) Optical Strain [45] 63.41
(A) DiSTLBP-IIP [30] 64.78
(R)Intrinsic SCDL (SVM) 43.65
(R)Extrinsic SCDL (SVM) 64.62
on CASME II hence supports our previous claims.
6.2 3D Human Action Recognition
We evaluate the proposed 3D skeletal representation based
on intrinsic SCDL using four benchmark datasets present-
ing different challenges: Florence3D-Action [58], UTKinect-
Action [73], MSR-Action 3D [44], and the large scale NTU-
RGB+D [60]. The obtained recognition accuracies are dis-
cussed in section 6.2.2 with respect to Riemannian ap-
proaches and other recent approaches that used 3D skeletal
data. In addition, we will compare it to the extrinsic SCDL
approach presented in section 4 that we adapted here to the
3D case.
• Florence3D-Action dataset [58] consists of 9 actions
performed by 10 subjects. Each subject performed every
action two or three times for a total of 215 action
sequences. The 3D locations of 15 joints collected using
the Kinect sensor are provided. The challenges of this
dataset consist of the similarity between some actions
and also the high intra-class variations as same action
can be performed using left or right hand.
• UTKinect-Action dataset [73] consists of 10 actions per-
formed twice by 10 different subjects for a total of 199
action sequences. The 3D locations of 20 different joints
captured with a stationary Kinect sensor are provided.
The main challenge of this dataset is the variations in
the view point.
• MSR-Action 3D dataset [44] consists of 20 actions per-
formed by 10 different subjects. Each subject performed
every action two or three times for a total of 557 se-
quences. The 3D locations of 20 different joints captured
with a depth sensor similar to Kinect are provided with
the dataset. This is a challenging dataset because of the
high similarity between many actions (e.g., hammer and
hand catch).
• NTU-RGB+D [60] is one of the largest 3D human
action recognition datasets. It consists of 56, 000 action
clips of 60 classes. 40 participants have been asked to
perform these actions in a constrained lab environment,
with three camera views recorded simultaneously. Each
Kinect sensor estimates and records 25 joints coordi-
nates reported in the 3D camera’s coordinate system.
6.2.1 Experimental Settings
For the first three datasets, we followed the cross-subject
test setting of [69], in which half of the subjects was used
for training and the remaining half was used for testing.
Reported results were averaged over ten different combi-
nations of training and test data. For Florence3D-Action
and UTKinect-Action datasets, we followed an additional
setting for each: Leave-one-actor-out (LOAO) [58], [68] and
Leave-one-sequence-out (LOSO) [73], respectively. For MSR-
Action3D dataset, we also followed [44] and divided the
dataset into three subsets AS1, AS2, and AS3, each consist-
ing of 8 actions, and performed recognition on each subset
separately, following the cross-subject test setting of [69].
The subsets AS1 and AS2 were intended to group actions
with similar movements, while AS3 was intended to group
complex actions together. In all experiments, we performed
recognition based on the two classification schemes pre-
sented in section 5.
For NTU-RGB+D, the authors of this dataset recom-
mended two experimental settings that we follow: 1) Cross-
subject (X-Sub) benchmark with 39,889 clips from 20 subjects
for training and 16,390 from the remaining subjects for
testing; 2) Cross-view (X-View) benchmark with 37,462 and
18,817 clips for training and testing. Training clips in this
setting come from the camera views 2 and 3 while the testing
clips are all from the camera view 1. For this dataset, we
construct dictionaries using the kernel clustering approach
presented in section 4.3. Regarding sparse coding of actions
that present interactions, we perform sparse coding of each
skeleton separately. Further, we compute displacement vec-
tors, as described in section 6.1.2 for micro-expressions, and
fuse them with SCDL features. Finally, we perform temporal
modeling and classification using Bi-LSTM.
6.2.2 Results and discussions
Comparison to existing Riemannian representations on
MSR-Action, Florence3D and UTKinect datasets – The
first row of methods in Table 4 reports the recognition
results of different Riemannian approaches. Since in [4]
human actions are also represented as trajectories in the
Kendall’s shape space, we report additional results of [4]
on Florence3D and UTKinect datasets to give more insights
about the strength of our coding approach compared to
the method of [4]. In Table 4, it can be seen that we
obtain better results than all Riemannian approaches on
the three datasets. We recall that one common drawback
of these methods is to map trajectories on manifolds to
a reference tangent space, where they compute distances
between different points (other than the tangent point).
This may introduce distortions, especially when points are
not close to the reference point. However, our method
avoids such a non-trivial problem as coding of each shape
is performed on its attached tangent space and the only
measures that we compute are with respect to the tangent
point. Now, we discuss our results obtained with the first
classification scheme, i.e., DTW-FTP-SVM, similarly used in
[1], [66], [67]. In the three datasets, it is clearly seen that our
approach outperforms existing approaches when using the
same classification pipeline, which shows the effectiveness
of our skeletal representation. For instance, we highlight
an improvement of 1.73% on MSR-Action 3D (following
protocol [44]) and 1.45% on Florence3D-Action.
Now, we discuss the results we obtained using Bi-LSTM.
Note that although we do not perform any preprocessing
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TABLE 4
Overall recognition accuracy (%) on MSR-Action 3D, Florence Action 3D, and UTKinect 3D datasets. In the first column: (R): Riemannian
approaches; (N): other recent approaches; Last row: our approach.
Dataset MSR-Action 3D Florence 3D UTKinect 3D
Protocol Half-Half 3 Subsets Half-Half LOAO Half-Half LOSO
(R) T-SRVF on Lie group [1] 85.16 – 89.67 – 94.87 –
(R) T-SRVF on S [4] 89.9 – – – – –
(R) Lie Group [66] 89.48 92.46 90.8 – 97.08 –
(R) Rolling rotations [67] – – 91.4 – – –
(R) Gram matrix [36] – – – 88.85 – 98.49
(N) Graph-based [71] – – – 91.63 97.44 –
(N) ST-LSTM [46] – – – – 95.0 97.0
(N) JLd+RNN [80] – – – – 95.96 –
(N) SCK+DCK [42] 91.45 93.96 95.23 – 98.2 –
(N) Transition-Forest [21] – 94.57 – 94.16 – –
(R) Extrinsic SCDL (SVM) 82.52 88.53 85.76 89.03 93.97 94.97
(R) Intrinsic SCDL (SVM) 90.01 94.19 92.85 92.27 97.39 97.50
(R) Intrinsic SCDL (Bi-LSTM) 86.18 86.18 93.04 94.48 96.89 98.49
TABLE 5
Confusion matrix on the Florence Action 3D dataset.
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A1 100 0 0 0 0 0 0 0 0
A2 2 90 7 0 0 0 0 0 0
A3 0 12 80 0 0 0 0 8 0
A4 0 0 0 87 0 0 0 13 0
A5 0 0 0 0 93 0 0 3 3
A6 0 0 0 0 0 99 0 1 0
A7 0 0 0 0 0 0 100 0 0
A8 1 7 5 2 0 0 0 85 0
A9 0 0 0 0 0 0 0 0 100
on the sequences of codes before applying Bi-LSTM, our ap-
proach still outperforms existing approaches on Florence3D,
with 1.64% higher accuracy. However, it performs less well
on UTKinect yielding an average accuracy of 96.89% against
97.08% obtained in [66]. In MSR-Action 3D, our approach
performs better than the method of [1] using the first
protocol. Note that in [1], results were averaged over all
242 possible combinations. However, our average accuracy
is lower than other approaches following both protocols
on this dataset (around 3.5% in the first and 0.62% in the
second). Here, it is important to mention that data provided
in MSR-Action 3D are noisy [50]. As a consequence, using
Bi-LSTM without any additional processing step to handle
the noise (e.g., FTP) could not achieve state-of-the-art results
on this dataset.
Comparison to State-of-the-art – We discuss our results
with respect to recent non Riemannian approaches. In all
datasets, our approach achieved competitive results.
Florence3D-Action – On this dataset, our method outper-
forms other methods using Bi-LSTM in the case of LOAO
protocol, as shown in Table 4. However, using the second
protocol, it is 2.19% lower than [42]. The authors of [42]
combine two kernel representations: sequence compatibility
kernel (SCK) and dynamics compatibility kernel (DCK)
which separately achieved 92.98% and 92.77%, respectively.
The proposed approach achieves good performance for
most of the actions. However, the main confusions concern
very similar actions, e.g., Drink from a bottle and answer phone,
as shown in the confusion matrix in Table 5.
UTKinect – Following the LOSO setting, our approach
achieves the best recognition rate, yielding an improvement
of 2.49% compared to the method of [46], which is based on
an extended version of LSTM. For the second protocol, our
best result is competitive to the accuracy of 98.2% obtained
in [42]. Considering the main challenge of this dataset, i.e.,
variations in the view point, our approach confirms the
importance of the invariance properties gained by adopting
the Kendall’s representation of shape, hence the relevance
of the resulting functions of codes generated using the
geometry of the manifold.
MSR-Action 3D – For the experimental setting of [44], our
best result is competitive to recent approaches. In particular,
on AS3, we report the highest accuracy of 100%. This
result shows the efficiency of our approach in recognizing
complex actions, as AS3 was intended to group complex
actions together. On AS1, we achieved one of the highest
accuracies (95.87%). However, our result on AS2 is about
8.9% lower than state-of-the-art best result. This shows
that our approach performs less well when recognizing
similar actions, as AS2 was intended to group similar actions
together. Although our best result is slightly higher than
[42], it is lower than the same method when following the
experimental setting of [70]. This shows that our approach
performs better in recognition problems with less classes.
NTU-RGB+D – We report the obtained results for this
dataset in Table. 6. For both benchmarks, X-view and X-
sub, our approach remarkably outperforms other Rieman-
nian representations. For instance, it outperforms the Lie
group representation by 23% and 30% on X-sub and X-
view protocols. It also surpasses the deep learning on Lie
groups method by 12% and 16%. This could demonstrate the
ability of our approach to deal with large scale datasets com-
pared to conventional Riemannian approaches. Besides, our
method outperforms RNN-based models, HB-RNN-L, Deep
LSTM, PA LSTM and ST-LSTM+TG, with the exception
of [79]. Knowing that we also used an RNN-based model
(Bi-LSTM) for temporal modeling and classification, this
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TABLE 6
Overall recognition accuracy (%) on NTU-RGB+D following the X-sub
and X-view protocols. In the first column: (R): Riemannian approaches;
(RN): RNN-based approaches; (CN): CNN-based approaches.
Protocol X-sub X-view
(R) Lie Group [65] 50.1 52.8
HB-RNN-L [17] 59.1 64.0
(R) Deep learing on SO(3)n [32] 61.3 66.9
(RN)Deep LSTM [59] 60.7 67.3
(RN)Part aware-LSTM [59] 62.9 70.3
(RN)ST-LSTM+Trust Gate [46] 69.2 77.7
(RN)View Adaptive LSTM [79] 79.4 87.6
(CN)Temporal Conv [41] 74.3 83.1
(CN)C-CNN+MTLN [38] 79.6 84.8
(CN)ST-GCN [75] 81.5 88.3
(R) Intrinsic SCDL 73.89 82.95
shows the efficiency of our action modeling. In fact, sparse
features obtained after SCDL in Kendall’s shape space are
remarkably more discriminative than the original data. In
order to have a better insight into their corresponding data
distributions, we used the t-distributed stochastic neighbor
embedding (t-SNE)1 to visualize original data and SCDL
features. From Fig. 5, we can observe that the SCDL features
are better clustered than the original data in terms of class
labels (colors in the figure). Besides, it is worth noting that
SCDL is an efficient denoising tool, which is an important
advantage when dealing with the often-noisy skeletons
extracted with the Kinect sensor.
Fig. 5. Visualization of 2-dimensional features of the NTU-RGB+D
dataset. Left: original data. Right: the corresponding SCDL features.
Each class is represented by a different color. This figure is better seen
in colors.
Comparison to extrinsic SCDL – To further evaluate the
strength of the proposed intrinsic approach in the context
of 3D action recognition, we compare it to the extrinsic
SCDL method presented in section 4 that we adapted here
to the 3D Kendall’s space. As explained in section 3, for
2D shapes, the authors in [34] proved the positive definite-
ness of the Procrustes Gaussian kernel which is based on
the full Procrustes distance. For 3D shapes, we adapted
the extrinsic SCDL formulation (presented in section 4)
by applying the Procrustes Gaussian kernel, in which we
also adapted the full Procrustes distance to 3D shapes as
dFP (Z¯1, Z¯2) = sin(θ) (see section 4.2.1 of [16]) (θ is the
geodesic distance defined in section 3.1). Experimentally,
we checked the positive definiteness of the adapted kernel
and found out that it is only positive definite for some
1. t-SNE is a nonlinear dimensionality reduction technique that al-
lows for embedding high-dimensional data into two or three dimen-
sional space, which can then be visualized in a scatter plot.
values of σ. We empirically chose 0.1 for Florence3D, 0.2
for UTKinect, and 0.5 for MSR-Action 3D, as to have valid
positive definite kernels. Results reported in Table 4 show
superiority of the proposed intrinsic method. Note that the
accuracy obtained for UTKinect was updated compared to
[5] by testing further values of σ.
6.3 Ablation study
We examine the effectiveness of the proposed Kendall SCDL
schemes by performing different baseline experiments on
the action datasets. In addition, we evaluate the perfor-
mance of our approach in the task of facial expression recog-
nition when using two different facial landmark detectors.
A. Kendall’s shape representation – We evaluate the ne-
cessity of the Kendall’s shape projection. To this end, we
perform temporal modeling and classification on raw data,
after a scale and translation normalization, against their
application on Kendall SCDL features. On NTU-RGB+D,
we applied Bi-LSTM while on Florence 3D, MSR Action
3D and UTKinect, we applied the pipeline DTW-FTP-SVM.
Performances are reported in the second and fourth rows
of Table 7. In all datasets, improvements are remarkably
gained with the Kendall’s space projection. This is clearly
seen in particular on the large scale NTU-RBD+D dataset
which presents different view-variations and where the
improvement is more than 26%.
TABLE 7
Evaluation of the Kendall’s shape space representation.
Approach NTU-RGB+D Florence MSR 3D UTKinect
Raw data 56.5 84.29 87.36 92.67
Linear SCDL 79.20 87.94 89.23 93.58
Kendall SCDL 82.95 92.85 90.01 97.5
B. Nonlinear SCDL – In this experiment, we evaluate the
importance of the nonlinear formulation of SCDL that we
applied on Kendall’s space. For that, we compare it to the
use of linear SCDL, i.e., by solving for Eq.6. Obtained results
on the four action recognition datasets, reported in the third
row of Table 7, clearly show the interest of accounting for
the nonlinearity of the manifold when applying SCDL.
TABLE 8
Classification performances when using different landmark detectors.
Landmark detector Oulu-CASIA dataset CK+ dataset
Chehra [2] - 49 landmarks 76.41 93.68
Openface [3] - 49 landmarks 70.85 83.73
Openface [3] - 68 landmarks 71.26 82.92
C. Facial landmark detectors – The task of facial expression
recognition from landmark data relies essentially on the
accuracy of the landmark detector. In this experiment, we
evaluate the performance of the landmark detector that we
used in our experiments (i.e., Chehra [2]) by comparing
it to the newly-released Openface2.0 [3], which gives the
option of extracting either 49 or 68 landmarks. In Table 8,
we report the classification accuracy obtained by applying
the pipeline DTW+FTP+SVM on raw landmark data (af-
ter a simple scale and translation normalization). Results
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obtained on CK+ and Oulu-CASIA datasets clearly show
a better performance using landmarks extracted with the
Chehra detector.
6.4 Discussion
The Kendall’s shape representation has proven the efficiency
of adopting a view-invariant analysis of the given data.
Because of the nonlinearity of the Kendall’s manifold, intrin-
sic and extrinsic solutions of SCDL were comprehensively
studied and compared. Regarding the extrinsic solution,
the advantage of embedding data from the Kendall’s shape
space to RKHS is twofold. First, the latter is vector space,
thus it enables the extension of the well established linear
SCDL on the nonlinear Kendall’s space. Second, embedding
a lower dimensional space in a higher dimensional one
gives a richer representation of the data and helps extracting
complex patterns. However, to define a valid RKHS, the
kernel function must be positive definite according to Mer-
cer’s theorem. On one hand, for the 2D Kendall’s space, we
have used the Procrustes Gaussian Kernel which is positive
definite and shown that for the task of 2D macro facial
expression recognition, extrinsic SCDL performs better than
intrinsic SCDL. We argue that this is due to the kernel em-
bedding. For instance, we highlight the clear improvement
in recognizing the contempt emotion in the CK+ dataset. The
latter is characterized with subtle deformations that are well
captured using the extrinsic approach. This has drove us to
evaluate it on the task of 2D micro-expression recognition
where the shape deformation along expressions are know
to be subtle as well. As expected, the performance of ex-
trinsic SCDL was promising. On the other hand, for the 3D
Kendall’s space, a positive definite kernel function has not
been proposed in the literature. Nevertheless, adapting the
PGk to 3D shapes prevented us from exploring the whole
space of σ as in this case, this kernel is positive definite
for only certain value of this parameter. As a consequence,
the performance of extrinsic SCDL in the 3D Kendall’s
space can be hindered since the quality of the produced
codes depends on the value of σ. We argue that this is the
main reason behind the better performance obtained using
intrinsic SCDL for the task of 3D action recognition. Besides,
intrinsic sparse coding of a shape is performed on its at-
tached tangent space, by mapping atoms into it. Compared
to Riemannian approaches of the literature, this avoids the
common drawback of mapping points to a common tangent
space at a reference point which may introduce distortions.
7 CONCLUSION
In this paper, we proposed novel representations of hu-
man actions and facial expressions based on Riemannian
SCDL in Kendall’s shape spaces. We represented sequences
of landmark configurations as trajectories in the Kendall’s
space to seek for a view-invariant analysis. To deal with
the nonlinearity of this manifold, a Riemannian dictionary
is learned from the data and used to efficiently code static
shapes. This yield discriminative sparse time-series that
are processed and classified in vector space. Intrinsic and
extrinsic solutions of SCDL were explored. We showed that
while intrinsic SCDL is more suitable in coding 3D skeletal
trajectories, extrinsic SCDL is more effective in coding 2D
facial expressions. Extensive experiments were conducted
for the tasks of 2D macro- and micro- facial expression
recognition and 3D action recognition. The obtained results
are competitive to state-of-the-art solutions showing the
relevance of our proposed representations for the given
tasks. Furthermore, a comprehensive study comparing the
two proposed SCDL solutions was presented in this paper.
For future works, given the dictionary of shapes, SCDL
features can be efficiently reconstructed to obtain a good
approximation of original data. This property could be very
useful in different tasks where a mapping to the original
data space is needed. Examples are the prediction of hu-
man motion or the generation of novel actions or facial
expressions. In these tasks, one could train a generative or a
predictive model with SCDL features. Then the generated
(respectively predicted) features will be reconstructed to
give rise to data in the original space of human skeletons
or landmark faces.
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