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Abstract 
The hydrological processes of a large-scale prairie watershed pose a number of challenges for 
a modeller, and are difficult to parameterize in a hydrological model. Prairie land surface 
heterogeneity includes wetland hydrology along with dynamic surface storage capacity and 
cascading arrangements of depressional surface storages or ponds, which eventually lead to a 
fill-spill type runoff propagation. Fill-spill runoff is movement of excess rainfall or snowmelt 
from pond to pond, which is different from traditional runoff propagation methods. For this 
reason, a special parameterization of fill-spill type runoff propagation as well as land surface 
heterogeneity is required for model development for a prairie watershed. The probability 
distribution model (PDM) concept has been tested for the prairies in the past and appears to be 
suitable to parameterize the runoff propagation. Besides the challenging prairie topography, 
large watersheds may contain lakes and reservoirs that are used for various purposes like water 
supply, agriculture, and recreation. Water resources management practices at interconnected, 
controlled and uncontrolled lake systems also pose challenges to the modellers. The effect of 
lakes may be insignificant for a prairie watershed located in a headwater area, however, the 
effects of interconnected lake system are significant and require appropriate parameterization 
to model. The main objectives of this thesis are to investigate the hydrological connectivity in 
the context of runoff processes and to assess the effect of water resources management practices 
in the prairie region of Canada. The Qu’Appelle River basin (QRB), located in the Canadian 
Prairie region, contains a network of multiple controlled and uncontrolled lakes, and hence is 
a suitable large-scale watershed for this study. 
The prairie hydrological processes in association with the interactions of multiple lakes create 
a cascading hydrological system in the QRB and a hybrid modelling approach looks to be a 
promising methodology to develop a systems model for this watershed. Instead of using a 
iii 
single modelling tool to address this system, two modelling tools are used in this study. MESH 
(Modelisation Environmentale Communautaire (MEC)—Surface and Hydrology) is a widely 
used hydrological modelling tool in Canada and contains runoff generation algorithms suited 
for different types of land surface schemes. For the prairies, an existing runoff generation 
algorithm was developed using the PDM concept (known as PDMROF). The PDM concept 
assumes that runoff is a function of dynamic storage capacity, which is represented using a 
probability distribution function of surface storage capacities. In the direction of simulating 
prairie runoff processes, there is a scope to improve the parameterization of PDMROF by 
addressing its limitation of not being able to simulate interflow. An interflow component was 
added in the parameterization of PDMROF using an approximate solution of Richards’ 
equation that was found in another existing runoff generation algorithm within MESH named 
‘WATROF’. The algorithm developed in this study is known as ‘LATFLOW’, which was 
compared with the existing runoff generation algorithms used in MESH across three different 
prairie and non-prairie watersheds with areas ranging from 600 to 2500 km2. Comparison 
results suggest that LATFLOW performed better than the PDMROF algorithm for simulating 
streamflow in prairie watersheds and performed also reasonably well in a non-prairie 
watershed. Owing to the better performance of LATFLOW, it was used in developing a 
hydrological model for the QRB, which has an area of ~50,000 km2. Due to the presence of 
multiple lakes within the QRB, a lake system model was developed using the system dynamics 
(SD) approach to simulate operations and interactions of the lake system of the QRB. This 
model was developed using measured outflow from the tributaries and lake water levels. The 
calibrated SD model was able to simulate streamflow and lake levels to a high degree of 
accuracy, indicating that the lake system of the QRB is suitable for the task under consideration. 
In order to combine both MESH and the SD model to simulate streamflow in the QRB, two 
approaches were implemented, which are named as ‘top-down’ and ‘bottom-up’ approaches. 
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In the top-down approach, simulated outflow from MESH models for the headwater tributaries 
of the QRB were input to the lake SD model to estimate streamflow at the outlet of the QRB 
near Welby, which is located near the Saskatchewan and Manitoba border. In the bottom-up 
approach, naturalized streamflow was generated at the outlet of the QRB by using the lake SD 
model, and the MESH parameters for the QRB were estimated considering the naturalized 
hydrological system of the QRB. Results indicate that simulated streamflow is underestimated 
for some tributaries, but the timing of peak flows is captured. The hybridization of the 
hydrological model and lake SD model is considered as a viable option when handling 
watersheds such as QRB where interactions between lakes play an important role in association 
with complex prairie hydrological processes. Investigations were also carried out to identify 
the effect of the choice of the calibration period on the model performance, and the results 
indicate that the QRB exhibits different streamflow patterns at a decadal scale and efficient 
modelling requires further knowledge about incorporating these patterns within the modelling 
framework.   
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 Chapter 1: Introduction 
The components of the hydrological cycle, i.e. precipitation, evapotranspiration, runoff, 
storage, act differently based on the hydrological features of a region. It is often observed that 
runoff response of a watershed is proportional to rainfall (Chow et al., 1988) and a number of 
mathematical models (for example TOPMODEL, HYMOD, HBV) were developed using this 
relationship. However, hydrological responses are dependent on the physiographic properties 
of a watershed (Hewlett and Hibbert, 1967), which are mostly different across the world. For 
example, a forest dominated watershed would generate greater evapotranspiration compared to 
a non-vegetative watershed, a cold region watershed exhibits high dependencies on snow 
related hydrological processes, and a prairie watershed exhibits a variable drainage properties 
due to increased storage capacity. In this thesis, the hydrological responses of a large-scale 
prairie watershed are going to be discussed along with suitable modelling approaches. 
In a Canadian context, where the country is divided into 15 distinct ecozones (Stelfox et al., 
1991), topographic features of the prairie ecozone are mostly different from those of the other 
ecozones. The provinces of Alberta, Saskatchewan, and Manitoba of Canada contain the prairie 
region. This region contains millions of small depressions of glacial origin called prairie 
potholes that provide important wildlife habitats (Johnson et al., 2004; Valk, 1989). These 
depressions form wetlands, which are hydrologically important due to their surface storage 
capacity and variable drainage contribution (Van der Kamp and Hayashi, 2009). Many of these 
wetlands often drain internally and form a temporary storage, which affects the transformation 
of runoff into streamflow (Hayashi et al., 2003; Shook et al., 2015). Under normal condition 
internally drained closed basins do not contribute to nearby streams (Pomeroy et al., 2010) and 
form non-contributing areas (NCAs), defined as a portion of the watershed that does not 
contribute runoff to the watershed outlet up to 2-year return period events (Prairie Farm 
2 
Rehabilitation Administration, 2008). The NCAs are dynamic in nature and vary with the 
amount of water stored in depressions (Pomeroy et al., 2010; Shaw et al., 2012). 
Diverse physiography and unique hydrological features across watersheds, along with the 
representation of land surface heterogeneity and human interventions, pose challenges to model 
hydrological processes in such watersheds. The pattern and extent of these challenges change 
depending on the physiographic properties of a watershed. Because of NCAs, development of 
a hydrological model for a prairie watershed is complex. Complexity of prairie hydrological 
modelling is not only limited to variable drainage contribution due to natural topography, but 
also depends on the modelling of a number of controlled and uncontrolled water bodies that 
might exist. For similar hydrometeorological conditions, runoff response in a prairie watershed 
can change from year to year depending on the antecedent soil moisture condition (Stichling 
and Blackwell, 1957). During wet conditions, a temporary channel is formed by connecting 
depressional wetlands to one another and runoff from headwater can reach the nearest stream 
through a ‘fill-spill’ mechanism (Shaw et al., 2013, 2012). Parameterizing ‘fill-spill’ type of 
runoff propagation poses a challenging feature for the development of a hydrological model 
for prairie watersheds. Moreover, the presence of lakes with complicated operating rules based 
on downstream demand, natural interactions, and flat topography forms a complex system, 
which is difficult to formulate and represent in a hydrological model as well. The scale is also 
an important aspect for a prairie watershed modelling. The scale of a model governs spatial 
heterogeneity and non-linearity in a watershed for which entities, patterns, and processes is 
characterized. A large-scale watershed consists of multiple sub-watersheds and the 
hydrological characteristic of the sub-watersheds often vary from one another. The degree of 
variation depends on human interventions, and spatial and physiographic properties of the 
large-scale watershed. For a prairie watershed, the degree of variation is high as prairie 
physiography presents a high level of heterogeneity and a significant effect of human 
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intervention may arise due to lake operations. Developing a systems model for a large-scale 
prairie watershed is done using a hybrid modelling approach by distributing different modelling 
challenges to different modelling tools and generate a combined simulation considering all the 
sub-ordinate models. Using a hydrological model (Mekonnen et al., 2015) that has the ability 
to address fill-spill type runoff propagation with a systems model for lakes that can address the 
operations and interactions could be one of the suitable approaches to develop a hydrological 
model of a large-scale prairie watershed. 
1.1 Problem Definition 
Developing a model for a large-scale prairie watershed is a challenging task because of 
complex features of prairie topography and anthropogenic activities. One such important large-
scale watershed is the Qu’Appelle River basin (QRB), which is located in the southern part of 
Saskatchewan, encompassed entirely within the prairie ecozone. This is a critical basin of 
interest for different organizations (such as the Saskatchewan Water Security Agency) as this 
basin is a home for a large number of people, and is of agricultural, industrial, socio-economic 
and ecological importance (Lindenschmidt et al., 2012; Saskatchewan Bureau of Statistics, 
2012; Water Security Agency, 2014). The main challenge of hydrological modelling for QRB 
is to address hydrological processes as well as water resources management practices. The 
hydrological processes of such a prairie watershed are heavily dependent on the appropriate 
representation of surface storage connectivity (Shaw et al., 2012). Surface storage connectivity 
is the arrangement of depression storages, which play an important role in draining water from 
headwater areas to the nearest stream using the ‘fill-spill’ mechanism of runoff propagation. 
The effect of storage capacity and connectivity of depression wetland is important as it 
determines the pattern of hydrological response. Previously researchers used different 
approaches to address the prairie surface storage connectivity using approaches such as remote 
sensing based (Shook et al., 2013) and conceptual (Mekonnen et al., 2016, 2014). Both of these 
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approaches have merits and demerits. The former approach models the actual arrangement of 
potholes (ponds) and simulates runoff considering actual pothole connectivity, however, this 
has a limitation that it might not be applicable for a large watershed because of high 
computational expense. On the other hand, the latter approach attempts to represent the 
connectivity of a watershed conceptually and simulates runoff. This approach is simpler, 
requires less data, and is applied over larger watersheds. However, it also suffers from the 
choice of the conceptualization and the loss of physical information when introduced into 
hydrological models. There is a necessity to improve the runoff generation parameterization 
by addressing the limitations of already established approaches or methods to represent surface 
storage connectivity and improve the modelling capability. 
Modelling water resources management practice is an additional challenge in developing a 
hydrological model for a prairie watershed. The existence of a number of controlled and 
uncontrolled lakes creates complex and interconnected interactions. Commonly used 
hydrological modelling tools can simulate simple lake operations, however, in the case of a 
complex and interconnected lake arrangement, a specialized tool is required to simulate them. 
It is highly probable that a large-scale prairie watershed contains such a complex and 
interconnected lake system and developing a hydrological model for such large-scale 
watershed needs to simulate the lake system with a specialized tool and approach. It is possible 
to address the challenges (i.e. hydrological processes and water resources management 
practice) efficiently for a large-scale prairie watershed separately. Developing a hybrid 
modelling approach to address hydrological processes as well as lake system operations and 
interactions has a potential to be used as a modelling approach for a large-scale prairie 
watershed. Such approaches have to account for hydrological processes as well as human 
interventions simultaneously, and are vulnerable to accumulation of errors during 
hybridization. 
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1.2 Objectives 
The overall goal of this research is to develop a hydrological model for the prairies with an 
improved representation of the hydrologic connectivity as well as accurate representation of 
water management practices for streamflow simulation. The specific objectives are- 
1. To investigate runoff processes in the prairie region considering the dynamics in hydrologic 
connectivity; 
2. To assess the effects of water management practices in the context of lake operation in the 
prairie region; and 
3. To conceptualize a modelling approach for prairie watersheds that combines hydrological 
modelling and water resources management for efficient streamflow prediction. 
1.3 Scope of the Research 
The scope of this research includes differentiating various components of runoff processes 
occurring in prairie watersheds, development of a new runoff generation algorithm by 
addressing the shortcomings of existing algorithms, development of a lake system model, 
assessment of the naturalized conditions and comparing the effects of lake operations with no 
operation, and development of integrated hybrid model that has the ability to address 
challenges in prairie hydrology as well as water resources management practices. 
1.4 Layout of Thesis 
In Chapter-2, relevant literature is reviewed and discussed. This includes hydrological process 
modelling in the prairies, lake systems modelling, and hybrid modelling approaches for 
systems modelling. In Chapter-3, the methodology and processes as well as a brief description 
of the modelling data are discussed. In Chapter-4, a detailed comparative assessment of existing 
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and proposed runoff generation algorithms is discussed. The comparison primarily considers 
model performance across three prairie and non-prairie watersheds and the ability to predict 
the hydrological response as well as other processes. In Chapter-5, development of a system 
dynamics model for the lake system operation and the development of the hybrid model using 
a combination of a hydrological modelling tool and a lake system modelling tool is discussed 
along with subsequent analysis of results. Finally, an overall summary, conclusion, limitations, 
and future scope of research are discussed in Chapter-6.  
7 
Chapter 2: Literature Review 
This research focuses on the development of a systems model for a large-scale prairie 
watershed by addressing various challenges regarding the hydrology and lake management. 
The term ‘system’ holds a variety of classification, however, in this research ‘system’ refers to 
‘hydrological system’ that has components of the natural hydrological cycle as well as human 
intervention in a specific river basin. The modelling approach of a system is the development 
of strategies to represent the dynamics of that system, which could be used to answer questions 
via analysis and simulation. Before the methodology is presented, some key concepts related 
to prairie hydrological processes and the subsequent modelling approach are discussed. The 
literature review covers an introduction of the prairie hydrological processes, an overview of 
different approaches of hydrological model development, lake systems modelling approach, 
and a hybrid modelling approach. 
2.1 Prairie Hydrological Processes 
The hydrology of the Canadian Prairie region is featured by (i) internal drainage occurring in 
large areas that do not contribute to the major river systems, (ii) long periods of winter with 
occasional mid-winter melts and blowing snow redistribution, (iii) high surface runoff from the 
major spring snowmelt event, (iv) high water-holding capacity and high unfrozen infiltration 
rates of soil mass, (v) extreme precipitation events occurring in spring and early summer from 
large frontal and convective storms over small areas, and (vi) low levels of soil moisture, plant 
growth, evaporation and runoff from mid-summer to fall due to low rainfall (Elliott and Efetha, 
1999; Fang et al., 2007; Granger and Gray, 1989; Gray, 1973; Gray et al., 1985; Pomeroy et 
al., 2010). The main hydrological processes in the prairies is divided into winter and summer 
hydrological processes (Figure 2.1). Lateral hydrological processes that include runoff 
processes, more specifically overland flow, interflow, and baseflow, play an important role in 
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the prairie hydrological cycle. Overland flow is explained as a term of infiltration excess 
(Horton, 1933) or saturation excess (Dunne and Black, 1970). Various definitions of interflow 
exist in literature such as subsurface stormflow (Weiler et al., 2005), lateral flow, subsurface 
runoff, transient groundwater, soil water flow, through-flow, unsaturated Darcian flow in the 
soil matrix or pipe flow in macropores (Dingman, 2002 pp-419). For the present study, 
interflow is considered as the lateral flow of water between the soil surface and above the water 
table, where interflow increases with increase in horizontal hydraulic conductivity (Ward et al., 
2004). The interpretation of baseflow depends on groundwater dynamics, and different models 
use simplified concepts to represent baseflow (Clark et al., 2015). This study represents 
baseflow as the accumulation of infiltrated water, which percolates vertically through the soil 
column into the groundwater system and drains horizontally as baseflow in the stream. Runoff 
due to spring melt of the winter snowpack is the major contributor to the streamflow in the 
prairies (Gray and Landine, 1988). The formation of winter snowpack is the accumulation of 
snow, which is redistributed by wind and ablated by sublimation and mid-winter melts 
(Pomeroy and Li, 2000). High surface runoff from the major spring snowmelt event is a result 
of the frozen state of soils at the time and the relatively rapid release of water from snowpack 
(Gray et al., 1985). Increased infiltrability and high water storage potential along with 
inadequate rainfall generates low runoff, which is also prone to increased evapotranspiration 
rates, in the prairie during summer and fall (Elliott and Efetha, 1999; Granger and Gray, 1989). 
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(a) Winter Hydrological Process (b) Summer Hydrological Process 
Snow Accumulation
Snowfall
Evaporation
Blowing 
Snow
Frozen Soil Infiltration
Groundwater Flow
Sublimation
Snowmelt
Blowing
Snow
 
 
Rainfall
Evapotranspiration
Soil Water Movement
Groundwater Flow
Infultration
Percolation
Runoff
 
Figure 2.1: Prairie hydrological cycle for (a) winter and (b) summer hydrological processes 
 
The topography of the Canadian Prairie region holds great importance in the prairie 
hydrological cycle, which is characterized as flat, with glaciated depressions in the forms of 
moraines, flutings, drumlins, outwash plains, glacial outburst valleys, sand dunes and glacially 
dammed lake beds (Christiansen, 1979). A large area in the prairies is internally drained to 
wetlands, which often consists of millions of depressions or ‘potholes’. Wetlands have high 
water holding capacity and intercept runoff transformation into streamflow. Wetlands is 
defined as an area of hydric soil, hydrophytic vegetation and enhanced biological activities due 
to the level of ground water table, which normally stays near or above surface for a 
considerably long amount of time (Tarnocai, 1980). In the prairies, a large amount of snowmelt 
runoff contributes to the watershed and a major share of it infiltrates and drains thorough near 
surface routes. For St. Denis National Wildlife area near Saskatoon in Saskatchewan, Hayashi 
et al. (1998) found that  about 30-60% of winter precipitation transfers from the upland into 
the wetland, and about 75% of snowmelt water and summer precipitation infiltrates from the 
wetland, which leaves remaining water for evapotranspiration (Hayashi et al., 1998). In 
wetlands, soil water generally percolates to groundwater very slowly due to low permeability 
subsurface glacial till (Van der Kamp and Hayashi, 1998). Wetlands also influence the runoff 
response and timing by storing and delaying arrival of runoff at the basin outlet (Spence, 2000). 
Surface runoff flows from the upstream area to the wetlands and/or numerous ponds, lakes and 
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potholes during snowmelt or a heavy rainfall event. Water remains trapped in these areas until 
seepage, evaporation, and/or spillage takes place. Spillage of excess water after satisfying the 
water holding capacity of a particular ponds often fills up the neighbouring ponds. The filling 
up process increases the surface area of individual ponds, and smaller ponds are combined to 
form larger ponds. When enough ponds are connected, they form a temporary path to the 
nearest stream and is considered as a fully connected pond network. Additional precipitation 
or snowmelt water in this interconnected pond network drains to the nearest stream. This is a 
common phenomenon in the wetlands, which is referred as a fill-and-spill runoff system 
(Spence and Woo, 2003). This process of runoff propagation is mainly dependent on the 
location and size of available surface storage in a basin, and it is influenced by other 
hydrological processes within the landscape in the basin and by inputs from upstream landscape 
units (Spence and Woo, 2006). Spence (2006) found that the contributing area of a basin varies 
as a function of connectivity and capacity of depressions or ponds, which also exhibits a 
hysteretic behavior with regard to drainage contribution. Hysteresis in this context is noted as 
a looped non-linear response of depressional storage to the connectivity (dynamics of 
contributing area) during the wetting and drying cycles in the watershed. Shook and Pomeroy 
(2011) further suggested that the hysteresis and nonlinearity in the relationship between the 
contributing area and the storage prevent the use of a simple relationship to relate the 
contributing area to the depressional storage, and also impacts the use of hydrological models, 
which assume a constant contributing area. 
Snow accumulation and snow melt are also important hydrological processes in the prairies, 
and approximately one third of annual precipitation occurs as snowfall, which produces 80% 
or more of annual local surface runoff (Gray and Landine, 1988). Blowing snow transport is 
also a distinct hydrological process of the Canadian prairies. The windblown snow provides an 
important source of runoff and controls streamflow peak and duration (Pomeroy et al., 2007). 
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Blowing snow redistribution has an important effect on river flow pattern and surface runoff 
(Fang & Pomeroy, 2009; MacDonald et al., 2009). This hydrological process uses wind to 
transport snow and ice from large open areas to vegetative areas or sheltered areas of leeward 
hill slope during winter (Vionnet et al., 2014). The blowing snow redistribution feature has its 
effect at sub-grid scale of a distributed hydrological model. From the modelling perspective, 
blowing snow is a composite process relating sublimation, wind speed, vegetation properties, 
and downwind landuse, which pose challenges for the modelers (Pomeroy et al., 1993). In 
addition to these challenges, a significant amount of uncertainty over complex topography and 
vegetation is also present when parameterizing the blowing snow redistribution process. 
The snowmelt process contributes to recharging the soil moisture and groundwater storage 
through infiltration. Snowmelt also replenishes reservoirs, lakes, and rivers through surface 
runoff. The amount of water from snowmelt is controlled by energy exchange at the snow 
surface, and meltwater is produced when the snowpack is isothermal at a temperature of 0○C 
(Male and Gray, 1981). Rainfall events in the prairies are intermittent and mainly occur in the 
period from May to early July. Because of increased evapotranspiration rates during summer, 
most of the rainfall is lost, which often leads to insignificant surface runoff during the summer 
period (Pomeroy et al., 2010). Infiltration processes in the prairies is divided into winter and 
summer infiltration processes. Winter infiltration is heavily controlled by an impeding soil 
layer in the form of an ice lens, which restricts infiltration, leaving a frozen surface mass of ice 
or snow. Gray et al. (1985) suggested classifying the infiltration capacity of frozen prairie soils 
into three groups, which are restricted, limited, and unlimited. Zhao and Gray (1999) derived 
parametric infiltration equations, which are commonly used to parameterize infiltration process 
through frozen soil. Summer infiltration is often enhanced by the spring thaw condition of the 
soil, resulting in low surface runoff, which is due to occasional and brief rainfall. The 
evapotranspiration process is limited during winter and some sublimation occurs from the 
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accumulated snowpack as well as from the blowing snow content. Evapotranspiration 
consumes most rainfall on the prairies during summer, including evaporation from water 
bodies, rainfall intercepted on vegetation, and wet soil surfaces (Granger and Gray, 1989).  
2.2 Hydrological Modelling in the Prairies 
The purpose of hydrological modelling is to simulate the movement and redistribution of water 
within a watershed, and researchers in the past have used different approaches to represent the 
hydrological processes in a hydrological model, which include physically-based (Abbott et al., 
1986; Beven, 1989; Freeze, 1972) and conceptual approaches (Crawford and Linsley, 1966; 
Dawdy and O’Donnell, 1965; Dooge, 1973). Some of the conceptual approaches are tank based 
(Efstratiadis et al., 2008; Li and Simonovic, 2002; Xu et al., 2001), probabilistic (Mekonnen et 
al., 2016, Shook et al., 2013, Mekonnen et al., 2014), and hybrid (Díaz-Robles et al., 2008; 
Mekonnen et al., 2015; Tiwari and Chatterjee, 2010). The modelling input varies with the 
approach of model development (lumped and distributed). Simpler water balance based models 
often require temperature and precipitation as input and complex models require a wide variety 
of input data to parameterize evapotranspiration, snowmelt, and other physically based 
processes. Typically, when more processes are modeled, more data are required for model 
calibration and validation (Maclean, 2009). Hydrological modelling is used for many 
engineering applications such as landuse planning (Lørup et al., 1998), flood forecasting 
(Papathanasiou et al., 2015; Rao et al., 2011; Refsgaard et al., 1988), and water quality 
(Abbaspour et al., 2007; Hesse et al., 2008).  
Development of hydrological models for the prairies is difficult, because the model needs to 
address unique prairie features like fill-spill type runoff propagation, surface storage 
connectivity, and dynamic contributing area. Commonly used modelling tools cannot be 
applied for a prairie watershed unless these tools have the ability to parameterize the unique 
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prairie processes. A number of hydrological models have been developed or adapted for 
Canadian conditions using one or more of the above-mentioned approaches. Li and Simonovic 
(2002) used a tank based approach in a system dynamics model to predict floods during spring 
season in the Assiniboine River prairie watershed. Mekonnen et al. (2015) used the Soil and 
Water Assessment Tool (SWAT) in association with an artificial neural network (ANN) 
modelling technique to develop a model for the Moose Jaw River watershed in Saskatchewan. 
The Cold Region Hydrological Model (CRHM) (Pomeroy et al., 2007; Shook et al., 2013) and 
MEC-surface and Hydrology (MESH) (Davison et al., 2016; Haghnegahdar et al., 2014; 
Pietroniro et al., 2007) are examples of physically-based models that are widely used the prairie 
model development. Pomeroy et al. (2007) developed a specialized hydrological model for the 
Bad Lake in Saskatchewan using CRHM. This model has the capability to address fill-spill 
runoff propagation, blowing snow redistribution, and other unique prairie features. MESH was 
evolved from WATCLASS (Soulis et al., 2000) and is being used across Canada. Being a 
community-based tool, MESH has a comprehensive parameterization approach suitable for 
large scale model development. 
The main challenges for a prairie model development are to simulate the runoff generation 
process and to parameterize the dynamic drainage contribution by addressing prairie spatial 
heterogeneity. These challenges are discussed in the following sections. 
2.2.1 Runoff Process Simulation Methods 
The main challenges for runoff process simulation in the prairies are to simulate the movement 
of rainfall excess and snowmelt in a watershed under spatial heterogeneity, hydrological 
connectivity, and topographical complexity. These processes are major integral part of 
hydrological and land surface models and their applicability varies with respect to different 
physiographic properties in watersheds. Development of a runoff generation algorithm within 
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a hydrological model commonly encounters a few complexities and challenges, which include 
representation of unique lateral hydrological processes and spatial heterogeneity. Overall 
estimates of runoff include overland flow, interflow, and baseflow. In overland flow, the 
variable drainage contribution is represented as variable spatial pattern of contributing area, 
which depends on spatial pattern of storage capacity (Zehe et al., 2005). Interflow is induced 
by sub-surface saturation increase with the accumulation of infiltrated water, depending on the 
horizontal hydraulic conductivity (Ward et al., 2004). Accumulated infiltrated water, which 
percolates vertically through soil column, eventually reaches to the top of impermeable layer 
and drains horizontally as baseflow. Traditionally runoff is conceptualized as a function of 
change in storage (Dooge, 1959; Nash, 1957; Wooding, 1966). However, Spence (2010) 
proposed a paradigm shift concept wherein runoff is a function of threshold-mediated and 
connectivity-controlled hysteretic process, and storage connectivity is defined by storage 
heterogeneity in soil, hillslope, and catchments. 
To parameterize runoff processes, researchers in the past have used different approaches, which 
include physically based approaches (Liang et al., 1994; Liu & Todini, 2002; Neitsch et al., 
2011) and conceptual approaches (Burnash et al., 1973; Chiew & McMahon, 2002; O’Connell 
et al., 1970; Post & Jakeman, 1999). The physically based approach uses physical laws, usually 
represented as differential equations to determine hydrological responses. The 
parameterization of a physically based hydrological model is reasonably complex and is 
generally associated with large number of parameters to describe the processes. On the other 
hand, the conceptual approach uses different techniques and well established hydraulic and 
statistical concepts to estimate runoff in a watershed. Some of the conceptual approaches are 
tank based (Li and Simonovic, 2002), remote sensing based (Shook and Pomeroy, 2011), 
probabilistic (Mekonnen et al., 2016; Mekonnen et al., 2014; Shook & Pomeroy, 2011), and 
hybrid approach (Mekonnen et al., 2015). The tank based approach is a simplest hydrological 
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representation where runoff is estimated using interactions of surface storage with other 
storages (groundwater, canopy, snow, and subsurface storage) using conceptual tanks or 
buckets assigned for each storage (Li and Simonovic, 2002). The remote sensing based 
approach for runoff estimation addresses accurate representation of surface storage 
connectivity. In this technique the actual location of surface storages is identified using a high 
resolution map and the amount and direction of flow is estimated, which exhibits actual 
connectivity of surface storages (Shook et al., 2013). However, it is restricted by limited 
practical application because of great computational expense and limited availability of high 
resolution data. The statistically based probabilistic approach addresses surface storage 
connectivity using probability distributions to represent surface storages under varying 
capacities. This approach is advantageous as it simplifies the surface storage representation and 
is not computationally expensive. Among various approaches, a physically based runoff 
generation approach is considered as more accurate and acceptable method for runoff 
generation (Du et al., 2007; Liu & Todini, 2002; Pomeroy et al., 2007) and probabilistic runoff 
generation approaches are considered as a better conceptualization of land surface 
heterogeneity (Mekonnen et al., 2014; Shook & Pomeroy, 2011). 
2.2.2 Spatial Heterogeneity 
The representation of spatial heterogeneity in a hydrological model is a challenging task. 
Spatial heterogeneity is classified in different forms of heterogeneity, i.e. variable atmospheric 
forcing, vegetation type, elevation, slope, and soil moisture (Ghan et al., 1997; Guo et al., 
2015). It has considerable effects on fluxes of energy, mass and momentum across the 
landscape and atmosphere and a range of spatial scales (Ke et al., 2013). The approaches to 
address spatial heterogeneity in a distributed, semi-distributed, and lumped models are usually 
different (e.g. Jajarmizad et al., 2012; Karvonen et al., 1999). Mathematical modelling of land 
surface processes becomes more challenging because of the spatial heterogeneity, and the need 
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for appropriate assumptions and simplifications by the modeler to represent spatial 
heterogeneity of the study watershed considering the level of accuracy of input information.  
The challenges of representing spatial heterogeneity in a prairie watershed are even more than 
those in non-prairie watersheds because the prairie land surface consists of millions of 
depression, which differ in their location and capacity showing unique surface storage 
connectivity. Because of the variable storage connectivity, model development for a prairie 
watershed becomes complex and often simple representation of spatial heterogeneity does not 
work (Mekonnen et al., 2016, 2014). A suitable approach for handling depression storage 
heterogeneity was proposed by Ullah and Dickinson (1979), which showed that the storage 
capacity of depressions in the Canadian prairie region followed a probability distribution. It 
was realised that the probability distribution-based models used to describe heterogeneity in 
soil moisture storage (e.g. Bell et al., 2009, 2007, Moore, 2007, 1985; Moore and Bell, 2002; 
Moore and Clarke, 1981) could be used to represent prairie spatial heterogeneity for depression 
storage (Abedini, 1998). Recently, similar probability distribution based approaches were 
implemented for the prairie by Mekonnen et al. (2014) using MESH and Mekonnen et al. 
(2016) using SWAT. The probability distribution model is a conceptual rainfall-runoff model 
wherein, runoff generation at any point in the watershed is considered as a function of different 
processes (e.g. canopy interception, surface detention and soil water storage), which is 
conceptualized as a store with a specific storage capacity. If different points in the watershed 
have different storage capacities, and is described by a probability distribution, a runoff 
production model is formulated such that it integrates the point runoffs to produce direct runoff. 
(Moore, 2007, 1985; Moore and Bell, 2002).  
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2.3 Lake System Modelling  
‘System’ is defined by a regularly interacting or interdependent group of entities connected in 
a structure. Lake system consists of one or many controlled and uncontrolled water bodies with 
corresponding hydrological system, which determines the behavior and purpose of the lake 
system. Controlled lakes (or reservoirs) is the most important element of complex water 
resource systems, which represent the intervention of human into a hydrological system. The 
lake system affects the hydrological system by regulating the flows and lowering and delaying 
peak flows. A lake system often withstands the adverse effect of flood and replenishes 
downstream area during dry seasons. Developing a model for a lake system is simplified using 
a hydrological modelling tool, however, it is possible to develop a specialized lake system 
model (for example water quality, irrigation, water allocation, and decision support) using 
different conceptual approaches.  
System Dynamics (SD) is a widely used approach to model reservoir operation and their 
decision support system (DSS), which has been applied in many places (Elshorbagy et al., 
2007, 2005; Gonda, 2015; Hassanzadeh et al., 2014; Kotir et al., 2016; Thompson and Bank, 
2010; Torretta and Vincenzo, 2014; Turner et al., 2016; Wei et al., 2012). SD is a well known 
approach of systems thinking, pioneered by Jay Forrester, which was initially used as a tool to 
understand industrial systems (Forrester, 1961). The application of the SD approach has been 
a major focus of research in water resources engineering as early as the 1980s with applications 
to small-scale hydropower analyses (Turner et al. (2016) and references therin). The SD 
approach for modelling reservoir operations is efficient and simple to use compared with 
traditional systems analysis techniques and does not require complex mathematical description 
of the system. This approach is highly applicable to water resources modelling as it is integrated 
into many user-friendly tools with capabilities to analyze complex system interactions (Mirchi 
et al., 2012). Owing to the integrative abilities of the SD method to connect physical and social 
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system components, and visual attractiveness, SD has been an effective approach for water 
resources management (Fletcher, 1998; Kotir et al., 2016; Simonovic et al., 1997), river basin 
planning (Palmer, 1994, 1995; Palmer et al., 1993), drought monitoring (Keyes and Palmer, 
1993), sea-level rise (Fletcher, 1998), environmental flow analysis (Wei et al., 2012), and 
policy analysis (Simonovic et al., 1997; Simonovic and Rajasekaram, 2004). SD also provides 
a strong environment for stakeholder participation (Mirchi et al., 2012; Stave, 2002; Winz et 
al., 2009) and system validation (Barlas, 1996; Peterson and Eberlein, 1994). Apart from water 
resources studies, SD also shows its versatility in socio-economic studies, for example, 
Gastélum et al. (2010) used a SD approach to estimate benefits of agricultural productivity 
under different water transfer schemes between Mexico and US, and Qin et al. (2011) estimated 
economic growth in Shenzhen province of China using SD approach. 
In the context of the Canadian prairies, SD has been used in the modelling of hydrological 
processes (Li and Simonovic, 2002) and water resources management (Hassanzadeh et al., 
2016, 2015, 2014; Simonovic and Rajasekaram, 2004). SD is one of the initial attempts to 
develop a hydrological model for the prairies. Li and Simonovic (2002) formulated a bucket 
model using suitable equations for different prairie hydrological processes. Although the 
application of SD showed a significant promise in modelling a prairie watershed, no studies 
focussed on using SD for hydrological modelling in the prairies, and researchers moved to 
more physically based approaches (Pietroniro et al., 2007; Pomeroy et al., 2007).   
Due to the importance of the Qu’Appelle River Basin (QRB), researchers and agencies have 
worked on developing models for its water resources management over the years. The history 
of the study on the lake systems of QRB starts from 1970’s, when Hammer (1971) conducted 
a limnological study on the lake drainage systems. Saskatchewan Department of Environment 
(1975) conducted a detailed conveyance study on the lakes of QRB and recorded area, capacity, 
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elevation, control structure detailing, rating curves, and area-elevation curves. Based on this 
document and current water use information, the Saskatchewan Watershed Authority (2012) 
developed a monthly time scale model, which is one of the DSS tools for QRB used by the 
Water Security Agency (WSA) to operate the QRB lake system. 
2.4 Hybrid Modelling Approach 
Hybrid modelling is an integrated modelling structure that may include multiple models based 
on different modelling paradigms (Mekonnen et al., 2015). Hybrid modelling is suitable for a 
hybrid system, which is defined as a dynamic system that involves the interaction of different 
types of dynamics (Lygeros et al., 2008). A dynamic system is classified as a continuous system 
or discrete system or a combination of both. A hydrological system is considered as a 
combination of continuous and discrete systems, where soil moisture and atmospheric forcing 
is considered as continuous system, whereas landcover and soil properties is considered as 
discrete systems. In this context, a limited number of hybrid hydrological models are found in 
the literature. These models have included the coupling of ANN with a rainfall-runoff model 
(Chen and Adams, 2006), the combination of semi distributed process-based and data-driven 
models (Corzo et al., 2009), the combination of ANN and the kinematic wave approach (Chua 
and Wong, 2010). The basic motivation behind the hybridization is to improve the capability 
of a model by addressing its limitations and using another modelling approach to overcome 
them. For example, Mekonnen et al. (2015) applied a hybrid modelling approach for a prairie 
watershed by joining ANNs into the SWAT hydrological model, where SWAT represented 
hydrological processes of the watershed and the ANN component simulates the effect of non-
contributing area. Corzo et al. (2009) applied hybrid modelling approach by joining ANN into 
HBV-M model to improve the representation of flow routing from the sub-basins of a 
watershed, White et al. (2010) combined SWAT with CE-Qual-W2 model, where SWAT 
estimates the water and nutrient and CE-Qual-W2 uses this information to asses the water 
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quality. Combination of different data driven approaches and hydrological models (such as, 
SWAT-ANN, wavelet–bootstrap–ANN, and ARIMA-ANN) is common for hydrological 
processes representation (Chen and Adams, 2006; Jain and Srinivasulu, 2006), water quality 
analysis (Hamilton and Schladow, 1997; Moore et al., 2004), and flood forecasting (Díaz-
Robles et al., 2008; Tiwari and Chatterjee, 2010). However, a hybrid hydrological and 
hydraulic lake model is not very common in the literature. Xu et al. (2007) hybridized a model 
using a complex link between a runoff model (HSPF) and a lake model (CE-Qual-W2) to 
develop a hybrid model. The intention was to develop a new approach for calibration and 
validation of a hybrid model, which consists of two different models, as a whole. Most of the 
hydrological modelling tools are able to simulate the effect of simple lake operations. However, 
complex lake management and operations are less likely to be represented by any known 
hydrological modelling tool, hence a hybridization of a hydrological modelling tool with a 
suitable lake systems tool being able to simulate complex lake management and operations is 
proven useful. 
Development of a systems model for a prairie hydrological system requires representation of 
not only prairie hydrological processes, but also the lake system operations which are often 
specific to events (e.g. diverting high flows into lateral lakes as natural flood dampening) that 
is difficult to address. A number of studies were found explaining prairie hydrological 
processes, but very few considered human intervention in the hydrological system of a prairie 
watershed (Dumanski et al., 2015; Ehsanzadeh et al., 2016; Shook and Pomeroy, 2011). Due 
to increasing water demands in the prairie provinces of Canada, the need of a hydrological 
systems model that has the ability to address prairie hydrological processes as well as lake 
operation and interventions for the prairies is high.  
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Chapter 3: Materials and Methods 
This chapter provides a description of the study area and hydro-meteorological data used for 
model development. This chapter also provides brief description of the hydrological modelling 
tool along with emphasis on important hydrological processes, system dynamics (SD) approach 
for lake systems Modelling, and the proposed hybrid modelling method.  
3.1 Study Areas and Data Products 
To address objective 1 of this thesis and conduct a comparative study of runoff generation 
algorithms, three watersheds were selected, namely the White Gull Creek, Brightwater Creek, 
and Kronau Marsh watersheds (Figure 3.1). The three watersheds are located in the province 
of Saskatchewan, which contains three ecozones namely prairie, boreal plains, and boreal 
shield, of which prairie and boreal plain occupy 65% of the province. The White Gull Creek 
watershed is located in the boreal plain ecozone and the other two watersheds are within the 
prairie ecozone.  
 
Figure 3.1: Location of the Qu’Appelle River Basin (QRB), White Gull Creek, Kronau Marsh, and Brightwater 
Creek watersheds in Boreal plain and Prairie ecozone of Canada. Here, Kronau Marsh is a sub-basin of QRB, 
however, Brightwater Creek is not a sub-basin of QRB. 
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The White Gull Creek watershed (Figure 3.2a) is located 60 km North East of Prince Albert, 
Saskatchewan, at the southern end of the Canadian Boreal plain between Latitudes 53.99o N 
and 54.13 o N and Longitudes 104.62o W and 105.08o W. The White Gull Creek watershed has 
a gross area of 595 km2 and the entire watershed contributes to streamflow. The landuse in the 
watershed is mostly forest (71% of the area), followed by grass (6%) and wetland (23%) 
(Natural Resources Canada, 2015). Climate normals for Waskesiu Lake (a community 75 km 
from the site) obtained from Environment and Climate Change Canada (ECCC) indicate that 
the average yearly precipitation is 467 mm, 30% of which fall as snow; and annual, January, 
and July mean air temperatures is 0.4oC, −17.9oC and 16.2oC, respectively. The Kronau Marsh 
watershed (Figure 3.2b) is located in the upstream of Wascana Lake, about 13 km south-east 
from Regina, Saskatchewan, at the center of the Canadian prairies between Latitudes 49.5o N 
and 50.3o N and Longitudes 103.3o W and 104.3o W. According to ECCC, the Kronau Marsh 
watershed has a gross area of 2,421 km2 and contains 59% non-contributing wetlands within 
it, which is about 994 km2 area effectively contributes runoff to the outlet. Crops are the 
dominant landuse type (Kulshreshtha et al., 2012). The average yearly precipitation is around 
390 mm, 26% of which falls as snow; and the mean annual, January, and July air temperatures 
are 3.1oC, −14.7oC and 18.9oC, respectively (climate normals from Regina Int’l Airport, a 
community 50 km from the site; source: ECCC). The Brightwater Creek watershed (Figure 
3.2c) is located 80 km south of Saskatoon, Saskatchewan, at the north central part of the 
Canadian prairies between Latitudes 51.2o N and 51.6o N and Longitudes 106.1o W and 106.7o 
W. According to ECCC, the Brightwater Creek watershed has a gross area of 860 km2 and 
contains about 77% non-contributing wetlands within it, which is about 196 km2 area 
effectively contributes runoff to the outlet. The fraction of grass and shrub covers almost 54% 
and 46% of the watershed, respectively (Peterson et al., 2015). The average yearly precipitation 
is 298 mm, 26% of which falls as snow; and the mean annual, January, and July air 
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temperatures are 2.2oC, −15.3oC and 15.1oC, respectively (climate normals from Davidson, a 
community 32 km from the site; source: ECCC). 
 
Figure 3.2: Landuse distribution of the (a) White Gull Creek, (b) Kronau Marsh, and (c) Brightwater Creek 
watershed. NCA is Non-Contributing Area. Black dot is the outlet of the watershed. 
 
To address the second objective of the thesis regarding the effect of reservoir/lake operation on 
the hydrology of the region, a hydrological model was developed for a large river basin that 
contains a series of operated lakes. The Qu’Appelle River basin (QRB; Figure 3.1), located in 
southern side of Saskatchewan within the Prairie ecozone, was selected for this purpose. The 
QRB is also a basin of interest for the Water Security Agency and the NSERC strategic network 
on floods (www.nsercfloodnet.ca). The basin is an optimal representation of large prairie 
watersheds that have all challenging features of prairie hydrology. The Qu’Appelle River 
extends east from the Qu’Appelle Valley Dam on Lake Diefenbaker to the Manitoba border, 
and it joins the Assiniboine River near St. Lazare, Manitoba. The Moose Jaw River and 
Wascana Creek are the major tributaries of the Qu’Appelle River. The basin occupies 50,092 
km2 area, and its landuse map (Figure 3.3) suggests that over 85% of the area is agricultural 
land. According to ECCC, the average yearly precipitation is 432 mm (Figure 3.4a), and the 
mean annual, January, and July air temperatures are 3.7oC, −12.5oC and 19.8oC, respectively 
(Figure 3.4b). 
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Figure 3.3: Landuse distribution of the Qu’Appelle River basin 
 
  
Figure 3.4: (a) Average annual precipitation and (b) monthly temperature distribution of the Qu'Appelle River 
basin estimated using data from ECCC.  
 
This basin contains eight interconnected lakes (Figure 3.5), which provides a unique situation 
of lake interactions and dynamics in the form of backwater effects from the river towards 
upstream lakes. The river system starts at the southern end of Lake Diefenbaker at the 
Qu’Appelle Dam and Elbow diversion canal and flows eastward. The Moose Jaw River, Last 
Mountain Lake, Wascana, Loon, Jumping Deer, Indian Head, Pheasant, Kaposver, Ekapo, 
Cutarm Creeks are the important tributaries for the Qu`Appelle River. Besides these creeks and 
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lakes, there are a few smaller lakes that have insignificant surface area and have insignificant 
hydrological effect over the QRB. Water is diverted for agricultural, industrial, and domestic 
uses from the lakes. According to the 2011 census, the population of the QRB is about 588,000, 
which is 57% of total Saskatchewan population of the QRB’s water is mainly allocated for 
agricultural purposes. Moreover, industrial demand in potash mines and municipal demand for 
cities (e.g. Regina, Moose Jaw) require a significant amount of water diverted from the lakes.  
 
Figure 3.5: Spatial location of different Rivers, Creeks and Lakes in QRB 
 
Hydro-meteorological and physiographic data were collected from different sources. The land 
cover data for the study areas were derived from the LCC2000-V database of Geobase 
(http://www.geobase.ca). The topographic data for the study areas were collected from the 
GeoBase website. Geobase provides the Canadian Digital Elevation Data (CDED), which were 
extracted from the National Topographic Data Base (NTDB). For this study, the CDED data 
with a resolution of about 20m were considered as this was the finest resolution available. The 
Green-Kenue Software (Canadian Hydraulics Center, 2010), which is compatible to generate 
a database for the MESH hydrological model, was used for drainage database preparation. The 
same software was used for delineating watershed boundaries using the DEM-based automatic 
delineation method. The Prairie Farm Rehabilitation Administration (PFRA) developed a 
Canada wide map to locate the non-contributing area, which was used in this research for 
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delineation of NCA (Martin, 2001). Soil texture data were extracted from ecological 
framework attribute data produced by Agriculture and Agri-food Canada (AAFC) 
(http://sis.agr.gc.ca/cansis/nsdb/index.html). 
Hydro-meteorological data for each watershed were sourced from various agencies. Forcing 
data, namely, incoming shortwave and longwave radiation (Wm-2), air temperature (K), wind 
speed (ms-1), barometric pressure (Pa), specific humidity (kg kg-1), and precipitation (kg m-2 s-
1 or mm s-1) for all the watersheds were collected from the Global Environmental Multiscale 
(GEM) model of ECCC and the Canadian precipitation analysis (CaPA) model. GEM is an 
integrated atmospheric environmental forecasting and simulation system developed by ECCC. 
The meteorological forcing data were available at an hourly scale from 2002 onward. 
Precipitation data were collected from the Canadian precipitation analysis (CaPA) model 
(Mahfouf et al., 2007), which were available at six hourly time-scale. Daily streamflow data at 
the outlet of all four watersheds were obtained from ECCC (http://wateroffice.ec.gc.ca).  
3.2 Methodology 
According to the objectives and scope, this research is divided into three major components, 
which are to (i) investigate runoff generation processes in the prairies, (ii) develop a lake 
systems model, and (iii) hybridize appropriate hydrological processes model with lake systems 
model in order to deliver a complete tool that has the ability to simulate a large-scale prairie 
watershed. The three components are directly related to the three objectives of the study. Figure 
3.6 shows the schematics of the methodology adopted to achieve the research objectives. Initial 
steps of the methodology include selection of appropriate study area and modelling tool. The 
Qu’Appelle river basin was selected as study area because it is situated in the prairies and it 
contains an interconnected lake system. MESH was selected as the hydrological model 
development tool, because of its capability of handling large-scale modelling as well as prairie 
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hydrological processes. The following step includes investigation of existing runoff generation 
algorithms and identify to the need for improving the existing ones. A comparative study was 
conducted to investigate the value of newly proposed runoff generation algorithm over the 
existing ones. Later, a MESH model for the hydrological processes of the QRB, ignoring the 
lake system, was developed and combined with another system dynamics model for the lake 
system to form the hybrid structure to predict the streamflow at the outlet of the QRB (Welby). 
 
Figure 3.6: Schematics for the complete methodology adopted in this thesis. 
 
A brief description of the hydrological modelling tool is provided in Section 3.3. . A brief 
description of the lake system modelling approach is provided in Section 3.4.1. These two 
components are not mutually related; however, the third component connects these two 
components, which is directly related to the overall goal of this research i.e., the systems 
modelling approach for a Canadian prairie watershed. This component consists of the 
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development of a hybrid systems model, structured from a hydrological model and a lake 
systems model. 
3.3 Prairie Runoff Processes Modelling  
A well-known hydrological modelling tool, named MESH was selected to model hydrological 
processes in the watersheds selected for this study. MESH (Modelisation Environmentale 
Communautaire - Surface and Hydrology) (Pietroniro et al., 2007) is a grid-based stand-alone 
land surface hydrology modelling tool developed by Environment and Climate Change Canada 
(ECCC). It is a combination of the Canadian Land Surface Scheme (CLASS) (Verseghy, 1991; 
Verseghy et al., 1993) and WATFLOOD (a semi-distributed hydrological model, Kouwen et 
al., 1993). CLASS is a physically based model that utilizes a finite difference solution of 
Richards’ equation to represent the average moisture content in a given soil layer and the 
movement between soil layers to simulate the energy and water balances of vegetation, snow, 
and soil. MESH uses the routing component of WATFLOOD, which is known as WATROUTE 
and the continuity equation together with the Manning’s equation to route water from grid-to-
grid once it is in the channel. To estimate the generated water within a grid cell and move the 
water from the land surface to the channel, MESH uses the concept of Grouped Response Units 
(GRU) from WATFLOOD (Kouwen et al., 1993). Each grid cell can contain a number of 
GRUs, with each GRU being homogeneous with respect to landuse, soil properties, or other 
hydrologically relevant properties. A single GRU parameterization is present in multiple grid 
cells. MESH allows CLASS to run independently on each of the GRUs within each grid-cell. 
The overall fluxes and prognostic variables of a grid cell involved in the simulation are 
calculated using the weighted area of each GRU. A GRU is further divided into ‘tiles’ within 
which landuse divisions (e.g. needleleaf tree, broad leaf tree, grass, crop, urban) are classified. 
In the recent past, MESH has been implemented for several Canadian river basins to model 
various components of water balance (Davison et al., 2016; Haghnegahdar et al., 2015, 2014; 
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Maclean, 2009; Maclean et al., 2010; Mekonnen et al., 2014; Mengistu and Spence, 2016; Pohl 
et al., 2004; Yassin et al., 2017). 
The MESH modelling system represents three components of hydrological processes: (i) a 
vertical exchange of water between the soil, plant, and atmosphere; (ii) surface and sub-surface 
runoff generation; and (iii) routing of lateral fluxes along the stream network. MESH addresses 
the first component using the one-dimensional Richards’ equation (Richards, 1931) to simulate 
the storage and transmission of water through soils, as shown in Equation 3.1. 
𝛿𝜃
𝛿𝑡
=  −
𝛿𝑞
𝛿𝑧
+  𝑆𝑒𝑡 + 𝑆𝑙𝑓 (3.1) 
where θ is the volumetric liquid water content, q is the vertical flux of liquid water (ms−1), Set 
is the sink term for evapotranspiration (root water uptake) (s-1) and Slf is the source-sink term 
for the lateral flux of liquid water (s−1). The vertical flux of water q leads to the moisture-based 
form of Richards’ equation (Richards, 1931) (Equation 3.2). 
𝑞(𝑧) =  −𝐾 
𝑑𝜓
𝑑𝜃
𝛿𝜃
𝛿𝑧
+ 𝐾 (3.2) 
Where, K=f(θ) is the hydraulic conductivity (ms−1) and ψ=f(θ) is the liquid water matric 
potential (m). A detailed explanation of the physical processes involved in determining water 
balance components for various land surface schemes is found in Clark et al. (2015) and for 
MESH in Davison et al. (2016).  
Within MESH, CLASS simulates soil moisture storage and transport processes using equations 
(3.1) and (3.2) but is unable to include the upper boundary conditions as represented by the 
partitioning of surface runoff as well as the lateral flux term (Slf) (Davison et al., 2016). To 
overcome this limitation, Soulis et al. (2000) introduced the idea of a sloping soil layer with a 
horizontal hydraulic conductivity. In this interpretation of the runoff generation algorithm, 
excess surface water drains through a micro-drainage system as overland flow, interflow drains 
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through the soil matrix and the macro-pore structure to leave the soil column through a seepage 
face, and base flow drains  the accumulated water that occurs at the bottom of the soil column 
into groundwater system to the stream (Soulis et al., 2011, 2000). This algorithm is known as 
‘WATROF’, wherein overland flow is represented by the Manning’s equation and interflow 
by an approximate solution of the Richards’ equation. WATROF manages the upper boundary 
conditions as represented by the partitioning of surface runoff into overland flow and 
infiltration, as well as the lateral flux term (Slf) in equation 3.1. The drawback associated with 
the physically based WATROF algorithm is that it is found to be ineffective in the prairie 
watersheds where complex terrain and peak runoff due to snowmelt is dominant (Mekonnen et 
al., 2014).  
To improve the performance of MESH in the prairies, Mekonnen et al. (2014) adopted the 
Probability Distribution Model (PDM) concept (Moore, 2007; Moore and Bell, 2002) within 
MESH, to better represent the variable nature of contributing area dynamics, which is common 
in many Canadian landscapes, and developed ‘PDMROF’. The basic assumption of this 
concept considers that storage capacities at different points within a computational unit is 
represented by a probability distribution. PDMROF uses a ‘tile’ as a computational unit, which 
simulates sub-grid scale heterogeneity. The standard form of PDM employs a truncated Pareto 
distribution of storage capacities with probability density function f(c) and cumulative 
distribution function F(c) given by 
𝑓(𝑐) =  
𝑑𝐹(𝑐)
𝑑𝑐
=
𝑏
𝑐𝑚𝑎𝑥
[1 −  
𝑐
𝑐𝑚𝑎𝑥
]𝑏−1 0 ≤ 𝑐 ≤  𝑐𝑚𝑎𝑥  (3.3) 
𝐹(𝑐) = 1 − [1 − 
𝑐
𝑐𝑚𝑎𝑥
]𝑏 0 ≤ 𝑐 ≤  𝑐𝑚𝑎𝑥  (3.4) 
Where c is the generic terminology of surface storage capacity of an individual pond, 𝑐𝑚𝑎𝑥 is 
the maximum storage capacity among all the ponds located in a tile, and b is the shape factor 
parameter that controls the degree of variability of storage capacity. A non-zero value of shape 
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factor (𝑏 > 0) represents different pothole connectivity configurations, which is explained in 
Shaw et al. (2012). Low values of 𝑏 represent a highly disconnected pothole distribution 
whereas high values of b represent a well-connected pothole distribution. Both probability 
density and cumulative distribution functions are plotted for a range of values of b in Figure 
3.7. 
b = 0.5
b = 1
c       (mm)c     (mm)
 
Figure 3.7: Probability density and cumulative distribution functions are plotted for a range of values of b. 
 
At any time 𝑡, the depressional storage 𝑆(𝑡) in the tile is estimated as the area above the curve 
upto time 𝑡 and bounded by the hatched area in Figure 3.8, which is given by Equation 3.5. 
𝑆(𝑡) =  ∫ (1 − 𝐹(𝑐))𝑑𝑐
𝐶∗(𝑡)
0
 (3.5) 
Where 𝐹(𝑐) represents the proportion of runoff contribution towards outlet. For a given value 
of storage, 𝑆(𝑡), the critical storage capacity, 𝐶∗(𝑡), is computed as- 
𝐶∗(𝑡) =  𝑐𝑚𝑎𝑥[1 − (1 −
𝑆(𝑡)
𝑆𝑚𝑎𝑥
)
1
𝑏+1] (3.6) 
𝐶∗(𝑡) is a certain storage capacity below which all storages are saturated at time 𝑡 and 
generating runoff (Moore, 2007). Total available storage, 𝑆𝑚𝑎𝑥, of a tile is computed as- 
𝑆𝑚𝑎𝑥 =  ∫ (1 − 𝐹(𝑐))𝑑𝑐 =  
𝑐𝑚𝑎𝑥
𝑏+1
𝑐𝑚𝑎𝑥
0
 (3.7) 
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Total available storage (𝑆𝑚𝑎𝑥) is 
visualized as the accumulated storage 
held within all the ponds in a tile when 
𝐶∗(𝑡) becomes 𝑐𝑚𝑎𝑥. At a given time t, 
effective contributing area of a tile, 𝐴𝑐 
is calculated as- 
Ac = F(C*(t)). A (3.8) 
Where A is the total area of a tile and 𝐶∗ 
is critical storage capacity. Over the 𝑖th 
time interval (𝑡, 𝑡 + ∆𝑡) with net 
rainfall 𝜋𝑖, the volume of direct runoff 𝑉 over the interval (𝑡 + ∆𝑡), per unit area generated 
from the distribution of storages is- 
𝑉(𝑡 + ∆𝑡) = 𝜋𝑖∆𝑡 − (𝑆(𝑡 + ∆𝑡) − 𝑆(𝑡)) (3.9) 
Equation 3.9 is visualized using Figure 3.8. This approach allows the surface storage 
(commonly known as ‘pothole’ in the prairies) connectivity dynamics to be represented in a 
simplified manner that permits the model to mimic the pothole connectivity and the associated 
fill-spill mechanism of runoff propagation (Mekonnen et al., 2014; Moore, 2007). The optimal 
values of PDMROF parameters (surface storage capacity (𝐶) and pothole connectivity (𝑏)) are 
determined by calibration.  
After the inception of MESH, a number of improvements of the parameterizations was 
proposed and tested in different physiographic conditions. There are several other 
improvements proposed for MESH, which are suitable for cold region hydrological processes 
parameterization, such as prairie blowing snow model (PBSM) and algorithm for snowmelt 
infiltration into frozen soil (Mekonnen, 2011). Cold region hydrology is generally seen in a 
Figure 3.8: Estimation of depressional storage, critical capacity, 
and direct runoff using storage capacity distribution function. 
Here, shape factor 𝑏<1.0 
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location where ice and snow play an important role in the local hydrology. MESH contains 
special parameterization for some of these processes, which is generally developed using 
special approaches and adopted during the model development for a cold region watershed. 
Two such special modules were used in this research, which are PBSM and frozen soil 
infiltration model as the case studies are mainly cold region watersheds. It was observed that 
inclusion of these modules in MESH improved the model performance, but the degree of 
improvement is insignificant compared to the improvement in the runoff generation processes. 
A separate analysis was conducted to understand the effects of PBSM and frozen soil 
infiltration module and the corresponding results is found in Appendix A. 
3.3.1 Development of an Improved Runoff Generation Algorithm 
The basic idea for a new runoff generation algorithm evolves from the benefits and limitations 
of existing algorithms (WATROF and PDMROF). PDMROF assumes no subsurface lateral 
flow and hence, excludes calculation of interflow from the runoff generation process. Prairie 
potholes are internally drained by overland and subsurface flows to wetlands. The hydraulic 
conductivity of the clay- rich glacial till deposits in the prairies increases exponentially in the 
near surface due to fracturing and macropores caused by weathering (Van der Kamp and 
Hayashi, 2009). Because of this reason, water in potholes as well as wetlands percolates to 
groundwater very slowly and a small amount of lateral flow is initiated through seepage, which 
shows weak sub-surface connections across the prairies (Hayashi et al., 2016; Van der Kamp 
and Hayashi, 2009, 1998). Brannen et al. (2015) found that shallow groundwater flows from 
beneath the hillslopes to the wetlands can contribute significantly to surface storage, and plays 
a role in sustaining surface connections between ponds and generating streamflow. The 
subsurface runoff is a small component of the water budget of prairie wetlands in dry condition, 
but it is a large component compared to other fluxes under wet conditions (Brannen et al., 
2015). After a rainfall or snowmelt event, the potholes and wetland of prairies are prone to 
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create a scenario of wet shallow subsurface and high near surface water tables, which have a 
great potential to trigger lateral subsurface flow. It is probable that excluding subsurface 
connection and subsurface runoff or interflow from runoff estimation may deteriorate the 
prediction performance of recession flow and summer runoff in a prairie hydrological model. 
Therefore, there is a need to investigate the effect of including interflow component on the 
modelling skill of prairie hydrological models.  
To incorporate interflow into the previously developed PDMROF, a blend of WATROF and 
PDMROF is proposed in this study to develop an improved algorithm. PDMROF’s ability to 
capture prairie surface runoff estimation considering the fill-spill mechanism of prairie 
potholes and WATROF’s ability to estimate interflow and groundwater flow are combined in 
the improved algorithm. This improvement is proposed to account for the existence of sub-
surface connections between neighboring potholes by lateral seepage of water in the prairies. 
To improve the representation of overland flow in MESH, the default ponding depth in CLASS 
(used in WATROF) is replaced by that estimated using PDMROF. It uses the PDM concept to 
estimate excess available water for runoff, with Manning’s equation used to obtain overland 
flow on the land surface to a micro-drainage network within each model grid. This allows for 
variable contributing area and provides a better representation of surface connectivity in the 
prairies. To include interflow, an approximate solution of Richards’ equation (Richards, 1931), 
used to calculate interflow in WATROF is utilized. The runoff generation approach developed 
in this study is henceforth referred to as LATFLOW due to its ability to simulate lateral sub-
surface flow. The difference between LATFLOW and WATROF is the threshold in surface 
water holding capacity. WATROF has a constant threshold capacity across the topography of 
the watershed, while LATFLOW uses a variable threshold capacity as in PDMROF. The 
calibration parameters of LATFLOW are the combination of the parameters of WATROF and 
PDMROF. LATFLOW is included in MESH as a switch to replace the existing overland and 
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subsurface lateral flow algorithms. Schematics of the proposed runoff generation scheme along 
with existing schemes considered in this study are shown in Figure 3.9. It clearly represents 
the distinctions between the three runoff generation algorithms considered in this study along 
with information on required hydrometeorological data. Hydrometeorological and 
topographical data (DEM and land-cover information) are passed to CLASS subroutines to 
calculate different components of the water balance (except runoff). Either WATROF, 
PDMROF, or LATFLOW is used within each grid cell to estimate runoff and route across grid 
cells using continuity and Manning’s equation, which eventually estimates streamflow.  
The parameterization of MESH consists of a number of governing equations for different 
hydrological processes. A detailed description of all the parameters is found in CLASS 
documentation (Verseghy, 2011) and https://wiki.usask.ca/display/MESH. The parameters 
used in MESH is divided into different categories as shown in Table 3.1. Within MESH, 
vegetation parameters control evapotranspiration and interception; drainage and soil 
parameters control runoff, soil moisture storage, and ponding of water; snow parameters 
control snow accumulation, redistribution, storage, and snowmelt; routing parameter is used 
for routing of streamflow; and initial condition parameters are used to initiate the model run. 
Some of the parameters (river channel roughness factor, porosity, saturation during snowmelt, 
and opportunity time of infiltration) are not affected by the variation of landuse type (GRU 
independent). 
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Figure 3.9: Detailed schematic of MESH Modelling system, a linked representation of atmospheric-hydrologic-
land surface model. Acronym ‘Z’ is depth, ‘q’ is runoff, ‘θ’ is soil moisture content, ‘dp’ is ponding depth, and 
‘Λ’ is slope 
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Table 3.1: All parameters used in MESH 
Vegetation 
Parameters 
Drainage 
Parameters 
Soil 
Parameter 
Snow 
Parameter 
Routing 
Parameter 
Initial 
Condition 
o Vegetation 
type 
o Leaf area 
index 
o Roughness 
length 
o Visible and 
near-infrared 
albedo 
o Biomass 
density 
o Rooting 
depth 
o Stomatal 
resistance 
o Drainage 
index to 
control 
seepage from 
the bottom of 
the soil 
column 
o Permeable 
depth 
o Drainage 
density 
o Overland 
slope 
o Saturated 
surface soil 
conductivity 
o Manning’s n 
o Average 
slope 
o Surface 
Storage 
connectivity 
(shape factor) 
o Surface 
Storage 
capacity 
o % sand, clay 
and silt 
o % organic 
matter 
o Porosity 
o Limiting 
snow depth 
o Depth in 
snow-
covered 
areas 
o Depth in 
snow-free 
areas 
o Saturation 
during melt 
o Opportunity 
time of 
infiltration 
o Fetch 
o Vegetation 
height and 
density 
o Snow 
distribution 
factor 
o River 
channel 
roughness 
factor 
o Temperature 
of soil, 
canopy, and 
ponded water 
o Volumetric 
liquid and 
frozen water 
content 
o Depth of 
ponded water 
ponded 
o Intercepted 
liquid and 
frozen water 
 
3.3.2 Model Run Configurations for Runoff Generation Algorithm Comparison 
Regarding the comparative study of the runoff generation algorithms (Objective-1), three 
different model configurations using existing algorithms, i.e. WATROF and PDMROF, and 
the proposed LATFLOW, were examined to analyze the influence of runoff distribution 
between overland flow and interflow in different watersheds, and to assess the limitations of 
runoff generation algorithms used in MESH. The idea was to compare three model 
configurations with different runoff generation algorithms, with all other model components 
unchanged. Initial conditions assigned to the model before calibration were an important 
attribute, as they fix the value of state variables (variables that determine the current state of 
the model) prior to a calibration run. Theoretically, it was possible to achieve the amount of 
water stored in watershed by spinning up the model for a few years. Previous studies (Davison 
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et al., 2016; Mengistu and Spence, 2016) suggest that the selection of two years as spin up 
period in MESH would achieve a stable state, close to the actual state of the watershed, and 
provide reasonable initial conditions for a calibration run. For each watershed, the first two 
years were considered as spin-up period, the final two years were considered as a validation 
period, and the number of years in between were considered as the period for calibration. The 
state variables (volumetric soil moisture of different layers of soil) of each watershed were 
assigned high values at the beginning of spin-up indicating near saturated conditions. This soil 
condition allows the model to drain during the spin up period to acquire acceptable initial 
conditions for calibration as MESH simulates draining water process more quickly compared 
to filling up process. The models for White Gull Creek, Kronau Marsh, and Brightwater Creek 
watersheds were run from October 1st, 2002 to October 1st, 2010. The modelling time step was 
based on the available temporal resolution of meteorological data for individual watersheds 
(hourly time step). Output information was stored at a daily time step in order to match the 
temporal resolution of the observed streamflow data. All the configurations of MESH were 
setup using grids of 0.1o × 0.1o (approximately 10 km × 10 km) as shown in Figure 3.10. For 
the White Gull Creek watershed 16 grid cells were divided into three GRUs, for the Kronau 
Marsh watershed 45 grid cells into three GRUs, and for the Brightwater Creek watershed 19 
grid cells into three GRUs. The number of GRUs were fixed based on the types of landcover 
and fraction of non-contributing areas within each watershed. The existence of millions of 
depressions in the non-contributing area redefines the soil properties despite the area may be 
defined as cropland or grassland in the ECCC maps. So, considering non-contributing area as 
an individual GRU provides the flexibility to estimate the parameters more accurately for 
separate GRUs. Detailed delineation of the three watersheds are presented in Figure 3.10. Three 
soil layers were defined in the model: from 0 to10 cm, 10 to 60 cm, and 60 to 410 cm below 
ground level to adequately reproduce the soil thermal regime, based on Verseghy (1991). Here 
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the first shallow surface layer stores diurnal temperature changes, the second layer resolves the 
temperatures in the middle vegetation rooting zone, and the third layer stores annual variations 
of temperature change. 
Wetland hydrological processes have great impact over the hydrology of prairie watersheds. 
The proportion of wetland is high in the prairies and during the wet season, a significant portion 
of watershed appears as bog, which holds the water until evaporation takes place (Van der 
Kamp and Hayashi, 2009). A synthetic bog condition was created in the model configurations 
of the prairie study watersheds (Brightwater Creek and Kronau Marsh) by considering no 
baseflow from the soil column. The soils of the prairie region are underlain by glacial tills, 
which exhibit very low hydraulic conductivities. This phenomenon is responsible for very low 
groundwater recharge rates, which occur generally below the wetlands (Hayashi et al., 2016; 
Van der Kamp and Hayashi, 1998). As a result, baseflow is generally non- existent in small 
streams and lateral movement of water is only possible as overland flow and interflow. In case 
of high water table conditions, interflow may have a contribution from near-surface 
groundwater flow (Hayashi et al., 2016), however, MESH considers this combined flow as 
interflow. No flow is observed during dry seasons in the prairie watersheds, which also verifies 
no baseflow contribution under normal conditions. 
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(a) White Gull Creek 
 
(b) Kronau Marsh 
 
(c) Brightwater Creek 
 
Figure 3.10: Delineated GRU using landuse information for (a) White Gull Creek, (b) Kronau Marsh, and (c) 
Brightwater Creek watersheds 
 
To represent the spatial distribution of soil information, a probable fraction of soil texture was 
estimated by averaging the detailed and spatially distributed soil information. Averaging of 
detailed soil composition information poses a potential uncertainty that could affect the soil 
heterogeneity. Hence, soil composition was considered as a calibration parameter to account 
for the uncertainty associated with soil composition. Soil composition was perturbed within a 
user-defined range (~15%) of the base average value, which is determined by analyzing the 
range of different soil types located within a watershed. 
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3.3.3 Calibration and Validation 
A split sample approach for calibration and validation was considered in the present study. This 
approach is often employed to obtain unbiased estimates of future performance of a model 
(Klemeš, 1986). A multi-objective optimization technique was adopted here to calibrate the 
model using streamflow at the outlets of respective watersheds. For a multi-objective 
calibration technique, maximization of both 𝑁𝑆𝐸 and 𝐿𝑜𝑔(𝑁𝑆𝐸) was used as objective 
functions. 𝑁𝑆𝐸 and 𝐿𝑜𝑔(𝑁𝑆𝐸) is formulated below- 
𝑁𝑆𝐸 = 1 −  
∑(𝑄𝑜𝑏𝑠−𝑄𝑠𝑖𝑚)
2
∑(𝑄𝑜𝑏𝑠−𝑄𝑜𝑏𝑠)2
 (3.10) 
𝐿𝑜𝑔(𝑁𝑆𝐸) = 1 −  
∑[log(𝑄𝑜𝑏𝑠)−log(𝑄𝑠𝑖𝑚)]
2
∑[log(𝑄𝑜𝑏𝑠)−log(𝑄𝑜𝑏𝑠)]
2 (3.11) 
where 𝑄𝑜𝑏𝑠 is observed flow, 𝑄𝑠𝑖𝑚 is simulated flow, and 𝑄𝑜𝑏𝑠 is mean of observed flows. Both 
NSE and 𝐿𝑜𝑔(𝑁𝑆𝐸) are unitless and ranges from −∞ to 1, where 1 is the highest efficacy. 
Based on the formulation of 𝑁𝑆𝐸 and 𝐿𝑜𝑔(𝑁𝑆𝐸), 𝑁𝑆𝐸 is an efficient error indicator for high 
flow conditions and 𝐿𝑜𝑔(𝑁𝑆𝐸) is efficient for low flow conditions. A multi-objective approach 
using both 𝑁𝑆𝐸 and 𝐿𝑜𝑔(𝑁𝑆𝐸) is likely to address both high and low flow conditions 
simultaneously. For multi objective optimization, the Pareto Archived Dynamically 
Dimensioned Search (PADDS) (Asadzadeh and Tolson, 2012) algorithm was used. This 
algorithm evolved from the Dynamically Dimensioned Search (DDS) algorithm (Tolson and 
Shoemaker, 2007) and designed to be applied in a multi-objective optimization process. 
PADDS inherits the simplicity and parsimonious characteristics of DDS. PADDS initiates the 
search with a robust initial value and it does not show any oscillating behavior during 
convergence. The DDS is a stochastic global search algorithm designed for optimization 
problems with multiple parameters. It is a single-solution based heuristic search algorithm and 
finds a good global solution within a limited number of evaluations. The approach does not 
intend to optimize all parameters within a fixed neighbourhood, as is the case of most heuristic 
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optimization approaches. Instead, it automatically sets the size of search region according to 
the current iteration count and user-specified maximum number of model evaluations (Chu et 
al., 2015). DDS starts searching for a solution globally and transitions to a local search as it 
approaches a user-specified maximum number of objective function evaluations. The transition 
from global to local search is achieved by dynamically and probabilistically reducing the 
number of dimensions in the search neighbourhood (i.e., the set of decision variables modified 
from their best value). The probability of choosing each decision variable (model calibration 
parameters) to search based on a function of iteration count in the DDS algorithm is calculated 
as: 
𝑃(𝑖, 𝑗) = 1 −
𝑙𝑛(𝑗)
𝑙𝑛 (𝑁)
 (3.12) 
where 𝑃(𝑖, 𝑗) is the probability of choosing decision variable 𝑥𝑖 to search on iteration, and 𝑁 is 
the total number of iterations. DDS has grown popular because of its simplicity and high 
applicability. A number of studies (Dornes et al., 2008; Haghnegahdar et al., 2014; 
Haghnegahdar et al., 2015) have shown the ability of DDS in finding good solutions in complex 
models when limited calibration budget is available. PADDS algorithm uses the basic 
mechanism of DDS as a search engine and archives all non-dominated solutions during the 
search. This search algorithm provides additional benefit of low computational budget with an 
efficient way of generating non-dominant solutions in comparison with other multi-objective 
search algorithms (such as SPEA2, NSGAII) (Asadzadeh and Tolson, 2012). 
The purpose of multi objective optimization (MOO) is to minimize or maximize two or more 
objective functions subject to a set of constraints. Multi-objective optimization techniques are 
widely applied in hydrology and water resources management, where optimal decisions need 
to be taken in the presence of tradeoffs between multiple conflicting objectives. In the model 
response space, often non-dominated objective function solutions create a line or surface, 
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which is known as ‘pareto front’. Modern evolutionary algorithms (such as PADDS) operates 
in such a way that it creates a pareto front initially and as it progresses it tries to converge 
towards the perfect solution. The convergence process of PADDS includes (i) creation of a 
preliminary non-dominant solution set, (ii) picking up a non-dominated solution and updating 
the solution by perturbing parameter values. In case an updated solution is found, the solution 
set gets updated and it converges towards the desired values of the objective functions. The 
level of convergence of the Pareto front depends on the model parameterization, choice of 
search algorithm, number of optimization runs, and starting condition of optimization. 
To compare the existing and proposed runoff generation algorithms, only drainage, snow, and 
routing parameters (Table 3.1) of MESH are were perturbed during optimization process. The 
values of other parameters, i.e. vegetation parameters, soil properties and initial conditions 
were kept fixed. The idea is to observe the change in drainage conditions due to the change in 
drainage and storage related parameters (which are part of runoff generation algorithms). If 
other parameters are also perturbed, the result will be affected by all types of parameters used 
in MESH, which makes it difficult to understand the actual change in the drainage conditions 
due to differences of runoff generation algorithms. The following drainage parameters are 
perturbed during optimization runs in different runoff generation algorithms. 
1. River roughness factor 
2. Surface storage capacity 
3. Surface storages connectivity coefficient or shape factor 
4. Limiting snow depth below which coverage is less than 100% 
5. Water ponding depth for snow covered areas 
6. Water ponding depth for snow free areas 
7. Manning's n for overland flow 
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8. Drainage index to impede baseflow 
9. Permeable depth of the soil column 
10. -Hydraulic conductivity at saturation at the surface  
11. Drainage density 
12. Fraction of the saturated lateral surface soil conductivity 
Surface storage capacity (𝑐) and surface storages connectivity coefficient or shape factor (𝑏) 
were explained previously. River roughness factor is a combined representation of channel 
roughness and width, which is explained using Manning formula. It is a function of roughness, 
drainage density, and shape of elementary cross section of drainage channel. River roughness 
factor ranges from 1.0 for impervious surfaces in urban areas to approximately 100 for forested 
areas. These values serve only to show the relative effects of surface roughness and drainage 
density. Because of its nature, river roughness factor can only be evaluated through calibration. 
Drainage index is used where it is desired to suppress drainage from the bottom of the soil 
profile (e.g. in bogs, or in deep soils with a high-water table). The value of drainage index 
ranges from 0 to 1, where ‘0’ is complete suppression of water from the bottom of soil column 
and ‘1’ is no suppression. The soil permeable depth is the existence of impermeable soil layer 
or bedrock within soil column. The depth to bedrock may be less than the modelled thermal 
depth of the soil profile, which provides a range from zero to the total depth of soil column. 
Drainage density is the density of channel with respect to surface area. It is defined as- 
𝐷𝐷 =  ∑
𝐿
𝐵
   (km/km2) (3.13) 
Where, L is the length of stream segment and B is the area. Theoretically this can range from 
0 to ∞. However, for this study a logical range from 50 to 120 km/km2 was used. Limiting 
snow depth is the minimum snow depth when it is considered that soil surface is completely 
covered with snow. This is a storage parameter and indicates the storage capacity in ice form. 
A higher value indicates high snow water equivalent (SWE) capacity of soil. In this case more 
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water is stored in ice form and exhibits delayed response to the temperature rise. As soon as 
ice starts melting, sharper and steeper rise in the hydrograph is observed compared to the lower 
limiting snow depth value. Theoretically, it can range from 0 to ∞, however, for this study a 
reasonable range of 5 cm to 30 cm was used. During the snow melting period, two additional 
types of storage are also observed within the snow surface (Figure 3.11). When ground ice and 
snow starts melting, open patches are observed in different places of ground. This is primarily 
happening because of different intake rates of energy in solar radiation form. Water is ponded 
over the snow-covered area as well as snow free patches. These two storages are parameterized 
using 𝑧𝑝𝑙𝑔 (maximum water ponding depth for snow covered areas) and 𝑧𝑝𝑙𝑠 (maximum water 
ponding depth for snow free areas). The main difference is the energy intake based on surface 
albedo, where open patches tend to receive more energy and snow-covered area receives less 
energy.  
Manning’s 𝑛 for overland flow was used for runoff routing. It was used for runoff water to 
travel to the nearest channel. It can range from 
0.02 to 0.05 sm-1. Soulis et al. (2000) 
introduced a sloped soil column concept 
instead of the flat soil column concept 
previously used in CLASS and used the 
Manning formula to estimate overland runoff 
in association with a mild soil slope. This 
parameter is an integral part of overland 
drainage properties. Information on selected parameters and the range for each configuration 
(MESH-WATROF, MESH-PDMROF, and MESH-LATFLOW) is presented in Table 3.2. 
Initial parameter values and calibration ranges (Table 3.2) were decided based on CLASS 
technical documentation (Verseghy, 2011), literature (Dingman, 2002, Davison et al., 2016, 
Figure 3.11: Water content of snow covered and snow 
free areas 
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2006, Haghnegahdar et al., 2015, 2014; Mekonnen et al., 2014) and expert opinion in case of 
unavailability of information from literature. 
Table 3.2: Calibration parameters, along with their descriptions and ranges 
Description GRU 
Lower 
limit 
Upper 
limit 
Model 
Configuration 
River roughness factor [m0.5s-1] - 0.3 2 
WATROF, 
PDMROF, 
LATFLOW 
Surface storages connectivity coefficient or  
crop/ grass/ forest 0 30 
WATROF, 
PDMROF,  
shape factor NCW 0 5 LATFLOW 
Maximum surface storage capacity [m] 
crop/ grass/ forest 0 5 
WATROF, 
PDMROF,  
 NCW 0 10 LATFLOW 
Limiting snow depth below which coverage is  crop/ grass/ forest 0.05 0.3 
WATROF, 
PDMROF,  
less than 100% [m] NCW 0.05 0.3 LATFLOW 
Maximum water ponding depth for snow covered  
crop/ grass/ forest 0.05 0.25 
WATROF, 
PDMROF,  
areas [m] NCW 0.05 0.25 LATFLOW 
Maximum water ponding depth for snow free  
crop/ grass/ forest 0.05 0.25 
WATROF, 
PDMROF,  
areas [m] NCW 0.05 0.25 LATFLOW 
Manning's n for overland flow [ms-1/3] crop/ grass/ forest 0.01 0.05 WATROF,  
 NCW 0.01 0.05 LATFLOW 
Drainage index to impede baseflow 
crop/ grass/ forest 0 1 
WATROF, 
PDMROF,  
 NCW 0 0.1 LATFLOW 
Permeable depth of the soil column [m] 
crop/ grass/ forest 0 total soil  
WATROF, 
PDMROF,  
 NCW 0 depth LATFLOW 
Saturated surface horizontal soil conductivity  crop/ grass/ forest 0.0001 0.01 WATROF,  
[ms-1] NCW 0.0001 0.01 LATFLOW 
Drainage density[km/km2] crop/ grass/ forest 50 120 WATROF,  
 NCW 50 120 LATFLOW 
Fraction of the saturated lateral surface soil  crop/ grass/ forest 0 0.8 WATROF,  
conductivity NCW 0 0.1 LATFLOW 
*NCW- Non-contributing Wetlands 
3.3.4 Model Performance Evaluation 
Performance evaluation of the model during the validation periods for streamflow simulation 
was carried out using guidelines developed by Moriasi et al. (2007) who recommended the use 
of Nash-Sutcliffe efficiency (𝑁𝑆𝐸) (Equation 3.10) and percent bias (𝑃𝐵𝐼𝐴𝑆) (Equation 3.14) 
for this purpose. Percent bias (𝑃𝐵𝐼𝐴𝑆) is expressed as, 
𝑃𝐵𝐼𝐴𝑆(%) =  
∑(𝑄𝑜𝑏𝑠−𝑄𝑠𝑖𝑚)
∑ 𝑄𝑜𝑏𝑠
× 100 (3.14) 
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Where 𝑄𝑜𝑏𝑠 is observed flow, 𝑄𝑠𝑖𝑚 is simulated flow. PBIAS ranges from -100% to +100% 
with these extremes indicating over estimation and under estimation of the flow volumes, 
respectively. Because Objective-1 of this study is to evaluate and compare runoff generation 
algorithms in different watersheds for streamflow simulation, the performance indices were 
also estimated and analyzed for streamflow only. However, MESH also calculates intermediate 
water balance components such as evapotranspiration, overland and subsurface storage, and 
snow water equivalent (SWE) in arriving at streamflow. A better understanding of the bias or 
discrepancies in estimates of these intermediate processes would aid in locating variables for 
which physically unrealistic values were assigned during calibration. In this direction, it was 
understood that drainage and storage related parameters are primarily responsible for runoff 
process and there is no point perturbing other types of parameters (such as evapotranspiration, 
soil property, snow accumulation, and initial condition related) because these parameters are 
modeled by CLASS, which is common in each model configuration (i.e. WATROF, PDMROF, 
and LATFLOW model configurations). High bias would indicate inaccurate representation of 
the runoff process in MESH when a particular runoff generation algorithm is used. For this 
purpose, comparison between measured and simulated values of one or more water balance 
components was carried out over watersheds where measured data were available. 
It is possible that the model outcome is influenced by the number of parameters used in the 
optimization process. To investigate the influence of number of parameters, Akaike 
information criterion (𝐴𝐼𝐶) (Akaike, 1974) was chosen as a performance measure. 𝐴𝐼𝐶 deals 
with the trade-off between the goodness of fit of the model and the increase in the number of 
parameters, and it includes a penalty, which is a function of the number of estimated parameters 
(Remesan and Mathew, 2015). 𝐴𝐼𝐶 is expressed as, 
𝐴𝐼𝐶 = 𝑛 𝑙𝑛 (
∑(𝑄𝑜𝑏𝑠−𝑄𝑠𝑖𝑚)
2
𝑛
) + 2𝑚 (3.15) 
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where, 𝑚 is the total number of parameters used in the model, and 𝑛 is the sample size. 𝐴𝐼𝐶 is 
the relative measure that compares performance across models. Low values of AIC indicate 
better performance across the compared models. In the present study, AIC was used to compare 
different runoff generation algorithms in an individual watershed to assess the effect of 
increased number of parameters. 
3.4 Lake System Modelling of the Qu’Appelle River Basin 
The lake system of the QRB consists of eight lakes (i.e. Buffalo Pound, Last Mountain, Pasqua, 
Echo, Mission, Katepwa, Crooked, and Round Lake) connected in a series and parallel 
arrangement. Out of eight, six lakes have a stop-log control structure in their downstream end. 
The overall goal of the QRB lake operation is to dampen the spring peak flow and replenish 
the lake storage to maintain socio-economic activities around the lakes. The Buffalo Pound 
Lake (BPL) lies at the beginning of the QRB lake system and it is the most important lake in 
terms of municipal, agricultural, and commercial water supply in the basin. At the beginning 
of the spring peak runoff season, BPL water level is dropped to the lower limit of its operating 
range, either through increased outflows from the lake or reduced diversions from Lake 
Diefenbaker (or a combination of the two). During peak flow events, the gates at the Buffalo 
Pound Dam remain closed to limit the amount of water backing up into the Lake from the 
Moose Jaw River, which joins the Qu’Appelle River a short distance below the lake. Once the 
tailwater conditions at the dam equalize or drop below the lake level, the gates are then opened 
fully to allow flood waters to flow out of the reservoir. Once the Ridge Creek, a tributary of 
BPL, starts contributing runoff to the lake, diversions from the Qu’Appelle Dam on Lake 
Diefenbaker are terminated. These diversions are only reinitiated when required to support 
environmental flows of the river or when required to meet downstream demands (irrigation or 
to maintain BPL water levels). The Last Mountain Lake (LML) is the biggest lake in the 
system, and it acts as a natural flood dampener. This lake lies in parallel to the QRB lake system 
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and there is a control structure just downstream from the confluence of the Qu’Appelle River 
and LML to divert most of the spring runoff towards the Last Mountain Lake by raising and 
lowering the control structure level. In the months leading up to a flood event, the water level 
of LML is lowered to free up flood storage. During peak flow events, the control structure is 
opened fully, to allow a natural flow of the Qu`Appelle River to split. Initially some of the flow 
will divert naturally into LML. When the levels in Qu’Appelle River lowers, water in LML 
flows out into the river. The Echo Lake, Crooked Lake, and Round Lake structures are left 
wide open until lakes return to their normal operating ranges following the peak flow event. 
The operating rules of the QRB lakes are summarized in the Table 3.3, and Figure 3.12 shows 
a simple schematic of the lakes arrangements in the QRB system. 
Table 3.3: Operating rules of the lakes in the QRB (Source: Water Security Agency). 
Name Winter Spring Summer Fall 
Buffalo Pound 
Control 
Structure 
Maintains a small 
release, typically 
between 0.2 and 
0.5 m3/s to meet 
the downstream 
needs. 
Operated to help maintain the water 
levels in the lake within the desirable 
operating range. The releases are 
adjusted to maintain the lake level. 
During high flow events, overflow 
from the Moose Jaw River backs into 
the lake, filling the lake well above 
desired levels. 
Releases 
adjusted as 
required to 
maintain 
desired lake 
levels. 
Releases 
reduced to 
0.2 - 0.5 
m3/s. 
Valepoint (or 
Last Mountain 
lake) Control 
Structure 
(located in the 
downstream end 
of LML) 
Structure 
typically wide 
open. 
During expected average or high runoff 
events the structure is totally opened, 
during low runoff events the structure 
is closed to create an artificial 
backflow. 
Structure is 
typically 
open. 
Structure is 
typically 
opened. 
Echo Lake 
Control 
Structure 
Structure 
typically wide 
open. 
During expected average or high runoff 
events the structure remains totally 
open. During very low runoff years, the 
structure is closed during or even prior 
to the spring runoff event. 
Structure is 
partially 
open, passing 
some 
downstream 
flows. 
Structure is 
typically 
opened. 
Katepwa 
Control 
Structure 
Structure is 
closed. 
Structure is generally closed. During 
high runoff events, the structure may 
be opened to help pass the inflows into 
the lake. 
Structure is 
closed. 
Structure is 
closed. 
50 
Buffalo Pound
Lake System
Upper QAR 
System
Last Mountain 
Lake System 
& Craven CS
Lower QAR 
System
M
o
o
s
e
 J
a
w
 R
iv
e
r
W
a
s
c
a
n
a
 C
re
e
k
Buffalo Pound
Lake
L
a
st M
o
u
n
ta
in
L
a
ke
Pasqua
Lake
Crooked
Lake
Round
Lake
T
o
 A
s
s
in
ib
o
in
e
 R
iv
e
r
L
a
k
e
 D
ie
fe
n
b
a
k
e
r
Echo
Lake
Mission
Lake
Katepwa
Lake
Uncontrolled Lake
River
Controlled Lake
 
Figure 3.12: Simple schematics of the QRB lake system arrangement. 
 
The entire QRB lake system is divided into four sub-systems, i.e. Buffalo Pound Lake system, 
upper Qu’Appelle River system, Last Mountain Lake system, and lower Qu’Appelle River 
system. The total upstream watershed area of BPL is 3,344 km2. Besides inflow from Elbow, 
BPL also receives streamflow through tributaries and from upstream watershed. Among the 
tributaries, outflow from Iskwao and Ridge Creek are gauged, which covers 821 km2 (25%) of 
the watershed. The remaining 75% of the watershed is ungauged. Upper Qu’Appelle River 
system mainly consists of BPL release and outflows from the Moose Jaw River (corresponding 
watershed area is 9,230 km2) and the Wascana Creek (3,850 km2). The total upstream 
watershed area of LML is 14,732 km2. The lake receives water from the northern watershed as 
well as from the Qu’Appelle River. A number of tributaries feed the lake, among them Lanigan 
Creek (2,283 km2), Lewis Creek (572 km2), and Saline Creek (950 km2) are important and 
measured outflow is available, however, over 70% of the upstream watershed is ungauged. The 
lower Qu’Appelle River system consists of six connected lakes. This system primarily receives 
outflows from Loon Creek, Jumping Deer Creek, Pheasant Creek, Ekapo Creek, and Cutarm 
Creek (Figure 3.5). 
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Figure 3.13: Causal Loop Diagram (CLD) of a Lake 
 
3.4.1 System Dynamics for Lake Modelling 
System Dynamics (SD) is selected as the platform for the lake systems model. A simple 
example is used here to illustrate how SD functions. Figure 3.13 shows a causal loop diagram 
(CLD) for a single lake. A CLD is a simple way to show connections and feedbacks within a 
system. An arrow ending with ‘+’ sign represents a positive relationship (increase in one 
variable leads to an increase in another, or decrease in one leads to a decrease in another) and 
a ‘-’ sign represents a negative relationship (as one variable increases, the other decreases). For 
example, as inflow increases the amount of lake storage increases (positive), and as release 
increases lake storage decreases (negative). Feedbacks are represented as loops. The looped 
‘+’ represents a positive feedback, e.g. lake storage increases with the lake area and rainfall 
volume.  The opposite occurs for negative feedbacks, as seen for evaporation and release.  
Lake systems model development includes (i) identification of modelling schematic, (ii) 
collection of background information and operating rules, (iii) identification of the interactions 
of the lakes, and (iv) formulation of the interactions in the SD environment. Modelling 
schematic is the collection of system elements representing all important structures and 
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components essential for operation. Streamflow in the QRB is heavily controlled using stop-
log structures at the downstream of Buffalo pound, Echo, Katepwa, Crooked, and Round 
Lakes. The following information was collected and used to identify and formulate the 
interactions between the lakes: (i) tributary inflows, (ii) precipitation rate, (iii) storage 
characteristics, (iv) desired operating level, and (v) release criteria. A lake model was 
developed by Saskatchewan Watershed Authority (2012) at a monthly scale to simulate the 
water yield and within the QRB and to allocate water based on target levels and demands. This 
model was used as the guide for the development of the lake SD model at a daily scale as the 
monthly scale model would not be useful for the present study. Existing operating rules for 
diversions and lake releases are important as they affect the historical flows, and impact the 
overall reliability of water supply. The rules is defined as seasonal target levels. Releases are 
driven by both the downstream demands and the target levels, but limited by the capacity of 
outlet structures. 
The SD model of a reservoir or a lake is constructed graphically on the screen by an SD 
simulation environment, e.g. STELLA 10.1 software (ISEE Systems Inc., 2013). STELLA 
facilitates the use of the fundamentals of systems dynamics concept and allows users to run 
models created as graphical representations of a system using four fundamental building blocks 
(stocks, flows, converters, and connectors) (Elshorbagy et al., 2005; Forrester, 1961). 
Population, soil moisture storage, and reservoir can all be considered as stocks as they increase 
or decrease over time. In the reservoir model, the storage is represented as a stock. Varying 
inflows and outflows cause changes in storage volume over time. Flows are specified as a rate 
of increment or reduction of stocks, for example birth rate, death rate, runoff, reservoir release, 
and water withdrawal. To ensure the consistency of flows and make a compatible structure of 
model, modifications are required, such as converting reservoir storage to area, or by setting 
conditions for the stocks and flows, which is known as converters. Converters can also store 
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data and logical/mathematical functions to operate the system. Reservoir operating rules are 
also implemented through converters. Converters are linked to stocks and flows through 
connectors, displayed as arrows, and show how variables are connected.  
The simulation model uses differential equations to describe the complex dynamic systems. 
These equations are solved numerically using Euler’s method. Due to the modular nature of 
the simulation tool, the reservoir model is developed in sectors (Figure 3.12). Flow from all 
tributaries directly contributing to the reservoir is considered as inflow to the system. Inflow 
data are provided to the model as input. Total reservoir outflows consist of reservoir releases 
and lake evaporation. Every lake in the QRB system has its own characteristics, which are 
available in terms of stage-storage-release relationship (Figure 3.14) and these information is 
provided in the model to develop individual lakes. Lake releases are controlled by a monthly 
operating rule, which is available in terms of monthly elevation.  
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Figure 3.14: Stage-Storage-Release relationship of different lakes in QRB 
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Figure 3.15: Schematics of multiple lake systems used in the SD model 
56 
3.4.2 Parameterization of Lake SD model 
Water balance components of the lakes of QRB were parameterized in order to develop the 
lake system SD model. It is important to identify the significant and insignificant water balance 
components and required detailing of the hydrological processes. Moreover, reasonable 
assumptions and provisions to account for uncertain and unknown components (e.g. drainage 
contribution from ungauged watersheds, weir dimensions, temperature threshold for rainfall 
and snowfall segregation) are also important. Water balance of BPL system (Figure 3.15a) is 
formulated as- 
𝑅𝑎𝑖𝑛𝑓𝑎𝑙𝑙𝑙𝑎𝑘𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 +  𝑆𝑛𝑜𝑤𝑚𝑒𝑙𝑡𝑙𝑎𝑘𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 +  𝐼𝑛𝑓𝑙𝑜𝑤𝐿𝑎𝑘𝑒 𝐷𝑖𝑒𝑓𝑒𝑛𝑏𝑎𝑘𝑒𝑟 +
 𝐼𝑛𝑓𝑙𝑜𝑤𝐼𝑠𝑘𝑤𝑎𝑜 𝐶𝑟𝑒𝑒𝑘 +  𝐼𝑛𝑓𝑙𝑜𝑤𝑅𝑖𝑑𝑔𝑒 𝐶𝑟𝑒𝑒𝑘 +  𝐼𝑛𝑓𝑙𝑜𝑤𝑢𝑛𝑔𝑎𝑢𝑔𝑒𝑑 𝑏𝑎𝑠𝑖𝑛 +
 𝐵𝑎𝑐𝑘𝑤𝑎𝑡𝑒𝑟 𝑓𝑙𝑜𝑤𝑀𝑜𝑜𝑠𝑒 𝐽𝑎𝑤 𝑅𝑖𝑣𝑒𝑟 – 𝐸𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛𝑙𝑎𝑘𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 –  𝑊𝑖𝑡ℎ𝑑𝑟𝑎𝑤𝑎𝑙 =  ∆𝑠𝑡𝑜𝑟𝑎𝑔𝑒
 (3.16) 
Available precipitation data consist of rainfall and snowfall as snow water equivalent (SWE). 
A temperature threshold is used to separate rainfall and SWE. A small range of temperature 
threshold is used from -3oC to 0oC. BPL lake evaporation (EL, mm/day) was estimated using 
Meyer’s formula (Meyer, 1915). This equation is formulated as: 
𝐸𝐿 = 𝐾𝑀(𝑒𝑤 − 𝑒𝑎)[1 +
𝑢9
16
] (3.17) 
where, 𝑢9 is the monthly mean wind velocity in km/h at about 9 m above ground and 𝐾𝑀 is 
coefficient accounting for various other factors with a value of 0.36 for large deep and 0.50 for 
small shallow waters, 𝑒𝑤 and 𝑒𝑎 is saturated and actual vapor pressure (mb). Snow 
accumulation was modeled using a separate storage. If air temperature falls below the 
temperature threshold, then it was considered as snowfall and stored as SWE. Physically, snow 
accumulation storage resides on top of the lake surface and once melted, it contributes to the 
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lake volume. Degree-day method was adopted to estimate snowmelt runoff from the snow 
accumulation storage. Snowmelt (M, mm/day) is formulated as- 
𝑀 =  𝐶𝑀(𝑇𝑎 − 𝑇𝑏) (3.18) 
where, 𝐶𝑀 is the degree-day coefficient in mm/day/
oC, 
𝑇𝑎 is mean daily air temperature °C, and 𝑇𝑏 is base 
temperature °C. The value of 𝐶𝑀 varies from 4 to 8 
mm/day/oC (Dingman, 2002). Information of BPL 
abstraction was collected from Saskatchewan Watershed 
Authority (2012).  
BPL lake release uses the weir equation of rectangular sharp crested weir, which is- 
𝑄 = 𝐶𝐵ℎ
3
2⁄  (3.19) 
where, 𝑄 is discharge in m3/s, 𝐵 is top width of weir (entire channel width is considered as 𝐵 
and estimated using GIS), ℎ is the height difference between the weir and the top of the lake 
surface (desired operating level is considered as weir height), and 𝐶 is a coefficient of 
discharge, which considers the effects of surface tension, contraction of the flow over the weir, 
energy losses, and the velocity head of the approach flow (Figure 3.16). An experimental value 
of 𝐶 was determined as 1.837 when other parameters are in SI unit (Horton, 1907). However, 
fixed 𝐶 value appeared to be unsuitable for BPL system because (i) ideal conditions for the 
sharp crested weir are not available here, (ii) BPL weir has an energy dissipation mechanism, 
which was not considered in the equation, and (iii) unavailability of weir measurements (width 
calculated using Google Earth, and depth was assumed). For this model, calibrating 𝐶 was 
considered as suitable approach. 
Figure 3.16: Schematics of weir operation 
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A vast 2,523 km2 of upstream watershed area is ungauged and a significant amount of its runoff 
contributes to BPL (Figure 3.5). A simple linear assumption was considered to estimate the 
ungauged contribution (𝑈𝐶) for BPL, which is – 
𝑈𝐶 =  𝐴𝐵𝑃𝐿  ×  (𝐼𝑛𝑓𝑙𝑜𝑤𝐼𝑠𝑘𝑤𝑎𝑜 𝐶𝑟𝑒𝑒𝑘 +  𝐼𝑛𝑓𝑙𝑜𝑤𝑅𝑖𝑑𝑔𝑒 𝐶𝑟𝑒𝑒𝑘 ) (3.20) 
The coefficient ‘𝐴𝐵𝑃𝐿’ represents the proportion of ungauged area to gauged area. The basic 
idea is to estimate the amount of runoff from ungauged areas. For example, gauged outflow in 
the BPL catchment is from 821 km2 whereas ungauged outflow is from 2,523 km2 upstream 
watershed. Under the assumption that the drainage properties of BPL headwater area are 
distributed evenly over the entire watershed, the drainage response from 2,523 km2 of 
ungauged watershed is considered to be proportional to the 821 km2 of gauged watershed, 
which suggests that ungauged watershed is going to contribute about (
2,523
821
= 3.07 ) ≈ 3 times 
more water than gauged watershed. However, this estimation does not account for non-
contributing area, which may reduce the ungauged-gauged proportion of watershed. For this 
reason, ‘𝐴’ was considered as a calibration parameter within a range from zero to proportion 
of ungauged and gauged watershed contribution (for BPL, which is 3.0). 
Measured water level and storage-area-elevation relationship are available for BPL system; 
however, measured lake release is not available. Release was estimated using continuity of 
measured streamflow at Lumsden subtracted from Moose Jaw River flow and Wascana Creek 
flow. The outlet of this system lies in the Lumsden flow station, where measured flow data are 
available. Inflow from Moose Jaw River and Wascana Creek were added to the simulated 
outflow from the lake and the combined flow was compared with the measured flow near 
Lumsden. In case of water flowing back towards the lake during high flow seasons, a fraction 
of water coming from Moose Jaw River diverts to the lake and the remaining water flows 
towards Lumsden. The amount of backwater flow was estimated using a tailwater rating curve 
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provided by the Water Security Agency with 
the incoming water from Moose Jaw River 
(Figure 3.17). An IF-ELSE switch is 
developed to initiate any backwater flow in 
the BPL based on the comparison between 
tailwater elevation and lake elevation. If 
tailwater rises over the lake elevation at the 
outlet then backwater flow is allowed into 
the lake, otherwise BPL outlet is releasing 
water. The water balance of the Upper Qu’Appelle River System primarily consists of three 
rivers, i.e. the Qu’Appelle River, Moose Jaw River, and Wascana Creek. Moose Jaw River and 
Wascana Creek are tributaries that flow into the Qu’Appelle River. During a flood year, a 
portion of water from Moose Jaw is diverted towards the BPL, which is considered as 
backwater flow. The water balance of this system is shown as- 
𝐹𝑙𝑜𝑤𝐿𝑢𝑚𝑠𝑑𝑒𝑛 =  𝐼𝑛𝑓𝑙𝑜𝑤𝑊𝑎𝑠𝑐𝑎𝑛𝑎 𝐶𝑟𝑒𝑒𝑘 +  𝐼𝑛𝑓𝑙𝑜𝑤𝑀𝑜𝑜𝑠𝑒 𝐽𝑎𝑤 𝑅𝑖𝑣𝑒𝑟 +
 𝑅𝑒𝑙𝑒𝑎𝑠𝑒𝐵𝑃𝐿 – 𝐵𝑎𝑐𝑘𝑓𝑙𝑜𝑤𝑀𝑜𝑜𝑠𝑒 𝐽𝑎𝑤 𝑡𝑜 𝐵𝑃𝐿 (3.21) 
The Last Mountain Lake (LML) flows southbound and joins the Qu’Appelle River near 
Craven. Basic water balance for LML system (Figure 3.15b) is- 
𝑅𝑎𝑖𝑛𝑓𝑎𝑙𝑙𝑙𝑎𝑘𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 +  𝑆𝑛𝑜𝑤𝑚𝑒𝑙𝑡𝑙𝑎𝑘𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 +  𝐼𝑛𝑓𝑙𝑜𝑤𝐿𝑎𝑛𝑖𝑔𝑎𝑛 𝐶𝑟𝑒𝑒𝑘  +
𝐼𝑛𝑓𝑙𝑜𝑤𝑆𝑎𝑙𝑖𝑛𝑒 𝐶𝑟𝑒𝑒𝑘 +  𝐼𝑛𝑓𝑙𝑜𝑤𝐿𝑒𝑤𝑖𝑠 𝐶𝑟𝑒𝑒𝑘 + 𝐼𝑛𝑓𝑙𝑜𝑤𝑢𝑛𝑔𝑎𝑢𝑔𝑒𝑑  +
 𝐼𝑛𝑓𝑙𝑜𝑤𝑄𝑢’𝐴𝑝𝑝𝑒𝑙𝑙𝑒 𝑅𝑖𝑣𝑒𝑟  – 𝐸𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛𝑙𝑎𝑘𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒  –  𝑅𝑒𝑙𝑒𝑎𝑠𝑒 =  ∆ 𝑠𝑡𝑜𝑟𝑎𝑔𝑒  (3.22) 
Figure 3.17: Tailwater rating curve 
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A vast area of 10,927 km2 upstream of LML is ungauged and contributes a significant amount 
of water to LML. A simple assumption was considered to estimate the ungauged contribution 
(𝑈𝐶) for LML, which is – 
𝑈𝐶 =  𝐴𝐿𝑀𝐿  ×  (𝐼𝑛𝑓𝑙𝑜𝑤𝐿𝑎𝑛𝑖𝑔𝑎𝑛 𝐶𝑟𝑒𝑒𝑘 +  𝐼𝑛𝑓𝑙𝑜𝑤𝐿𝑒𝑤𝑖𝑠 𝐶𝑟𝑒𝑒𝑘 +  𝐼𝑛𝑓𝑙𝑜𝑤𝑆𝑎𝑙𝑖𝑛𝑒 𝐶𝑟𝑒𝑒𝑘) (3.23) 
Here, 𝐴𝐿𝑀𝐿 was estimated using similar method of BPL and used as a calibration parameter. 
The Qu’Appelle River flow near Craven has a complicated two-way relationship with LML, 
because LML both drains and receives water from the river. A multiple regression analysis was 
conducted using the information of the Qu’Appelle River and LML considering that the 
Qu’Appelle River flow near Craven (𝐹𝑙𝑜𝑤𝐶𝑟𝑎𝑣𝑒𝑛, m
3/day) is a linear function of lake elevation 
(𝐿𝑎𝑘𝑒𝐸𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛, m), inflow from tributaries towards the lake (InflowGauged , m
3/day), and 
inflow from Lumsden (𝐼𝑛𝑓𝑙𝑜𝑤𝐿𝑢𝑚𝑠𝑑𝑒𝑛, m
3/day). As the characteristics of the interaction 
between the lake and the river changes during open water and ice seasons, two separate 
regression models were developed. The developed equations are: 
For the winter season (November to March): 
𝐹𝑙𝑜𝑤𝐶𝑟𝑎𝑣𝑒𝑛 = max(0, 0.488 × 𝐼𝑛𝑓𝑙𝑜𝑤𝐺𝑎𝑢𝑔𝑒𝑑 +  2.744 × 𝐼𝑛𝑓𝑙𝑜𝑤𝐿𝑢𝑚𝑠𝑑𝑒𝑛–  8.8 × 10
4)   
[ 𝑓𝑜𝑟 𝐿𝑎𝑘𝑒𝐸𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛 > 489.87 𝑚 ] (3.24) 
For the spring and summer seasons (March to November) 
𝐹𝑙𝑜𝑤𝐶𝑟𝑎𝑣𝑒𝑛 = max (0, 1.2 × 10
6  ×  𝐿𝑎𝑘𝑒𝐸𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛 +  0.092 × InflowGauged +  0.369 ×
 InflowLumsden –  9.3 × 10
8)   (3.25) 
Figure 3.18 shows the outcome of LML water level simulation using the aforementioned 
approach. Water level simulation was able to maintain a linear relationship between observed 
and simulated water levels without large bias, however, simulation during ice season are 
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underestimating water levels while water levels during summer season are generally 
overestimated by a small margin. 
The lower Qu’Appelle River system (Figure 3.15c, Figure 3.15d, Figure 3.15e, and Figure 
3.15f) consists of Pasqua, Echo, Mission, Katepwa, 
Crooked, and Round Lake. Pasqua and Mission 
Lake do not have any stop-log control structure at 
their downstream end and the lake SD model 
considers Pasqua and Echo Lake as one lake. 
Similarly, there is no control structure in the 
Mission lake, and this lake was integrated with 
Katepwa Lake into one lake. The basic water balance 
of the lower Qu’Appelle River system is similar to the water balance of BPL, except that there 
is no water withdrawal from any of the lake system. The parameterization of the lower 
Qu’Appelle River system is also similar to BPL, therefore, the only difference between the 
BPL and the lower Qu’Appelle River system is the source of inflow. In addition to inflow into 
the lakes from the Qu’Appelle River, gauged inflow from Loon Creek, Pheasant Creek, and 
Ekapo Creek was considered as additional lateral inflow for Echo lake; Crooked lake; and 
Round lake respectively. The Katepwa lake does not have any gauged tributary. The Cutarm 
Creek joins the Qu’Appelle River in the downstream of Round lake and the contribution of this 
Creek is significant. This channel was considered as a tributary of the Qu’Appelle River and 
contributes outflow just upstream of the outlet of the QRB. 
3.4.3 Model Architecture, Setup, Calibration and Validation 
The development of a model that has the ability to deal with reservoir operation was conducted 
using the SD approach. The lake SD model was developed for the daily timescale, where inflow 
Figure 3.18: LML water level simulation 
scatter plot. R2 = 0.82 
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and forcing data were provided for each day from 2002 to 2015. The modelling process started 
from October 2002, and the first year was used as spin up. A split sample approach for 
calibration and validation was considered in the study. The model was calibrated from October 
2003 to September 2008 and validated from October 2008 to September 2014. Calibrated 
parameters and corresponding ranges are shown in Table 3.4. A single-objective optimization 
technique was adopted using the measured and simulated streamflow at Welby. For the 
calibration, maximizing 𝑁𝑆𝐸 (Equation 3.10) for the streamflow at the outlet near Welby was 
used as the objective function. The Dynamically Dimensioned Search (DDS) (Tolson and 
Shoemaker, 2007) was used as the automatic search algorithm for calibration. The model was 
evaluated using simulation of streamflow on the main channel of the Qu’Appelle River at three 
stations. The first station is located near Lumsden, just downstream of the confluence of the 
Qu’Appelle and Wascana Creek (Figure 3.5) and accounts for inflow from the BPL system, 
Moose Jaw River, and Wascana Creek. The second station is located near Craven, just 
downstream of the confluence of the Qu’Appelle River (Figure 3.5) and Last Mountain Lake 
and accounts for inflow from the Qu’Appelle River from Lumsden and LML system. The final 
station is located near Welby (Figure 3.5), which is the outlet of the QRB system, near the 
Saskatchewan-Manitoba border. Performance evaluation of the model during the validation 
period for streamflow simulation was carried out using guidelines developed by Moriasi et al. 
(2007) who recommended the use of 𝑁𝑆𝐸 (Equation 3.10) and percent bias (𝑃𝐵𝐼𝐴𝑆) (Equation 
3.13). Besides streamflow, the model was further evaluated for the simulated lake elevations 
and 𝑁𝑆𝐸 was used as the performance measure for this purpose. 𝑃𝐵𝐼𝐴𝑆 was not considered 
for lake water level simulation as it fluctuates over a small range, and PBIAS does not show 
anything meaningful in the direction of water level simulation. 
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Table 3.4: Parameter name, description, and ranges used in the lake systems model 
Name Parameter Lower limit Upper limit unit Source 
𝑇𝑇 
Temperature Threshold to 
separate rainfall and snowfall 
-3 1 
o
C 
User defined 
𝐶 Weir release coefficient 1.8 6 sm
1/2
 
User defined
 
𝐶𝑚 Degree-day coefficient 4 8 mm/day/
o
C 
Dingman 
(2002) 
𝐾𝑚 Lake evaporation coefficient 0.36 0.60   
𝐴𝐵𝑃𝐿 
Ungauged contribution from 
the watershed where measured 
streamflow is unavailable 
0 3.00  
GIS defined 
𝐴𝐿𝑀𝐿 0 2.85  
𝐴𝐸𝐿 0 0.30  
𝐴𝐶𝐿 0 3.00  
𝐴𝑊𝑒𝑙𝑏𝑦 0 4.20  
 
3.5 Hybridization of MESH and SD Modelling Tool 
In a large-scale prairie watershed, handling the surface storage connectivity and water 
resources management of lakes together pose different challenges to the modellers. In the 
process of SD model development for the lakes, prediction of incoming water from the 
headwater areas is a challenging task. The hydrological model is aimed to simulate the 
streamflow prediction from the headwater regions addressing the prairie hydrological 
processes, while the effect of lake management and operation is simulated by the lake SD 
model. Specialized hydrological modelling tool, like MESH, has the capability to address 
prairie surface connectivity. However, in the case of large-scale prairie watershed, a 
hydrological modelling tool has to deal with a number of interconnected lake system, which is 
often not well simulated by a model like MESH. For example, the reservoir module of MESH 
is based on a simple storage-discharge relationship of a single reservoir. This module is not 
fully developed yet to simulate a complex interconnected lake network. The coupling of MESH 
and the lake SD model appears to be a necessity in order to develop a prairie systems model 
with the ability to address the prairie runoff process as well as lake interactions. Figure 3.19 
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provides a framework and different potential approaches to address the challenge of modelling 
a large-scale prairie watershed. The basic concept is a two-fold approach. The initial step is to 
identify the challenges (i.e. to estimate runoff from the headwater region of the prairie 
watershed and operation of interconnected lakes) and to distribute different challenges to 
specialized tools, and the second step is to combine the outcome of the models to predict the 
streamflow near the outlet. In this study, the hydrological model MESH) was used to estimate 
the water outflow from the headwater tributaries, and lake SD model was used to route the 
outflows from the tributaries toward the outlet of the whole QRB. 
 
Figure 3.19: Hybrid modelling framework and approaches 
 
Two potential approaches are shown in Figure 3.19, which are ‘Top-down’ approach and 
‘Bottom-up’ approach. These two approaches are discussed in the following two sections. 
3.5.1 ‘Top-down’ Approach 
The ‘Top-down’ approach is estimating outflows from the tributaries of the Qu’Appelle River, 
feeding the estimated outflow to the lake SD model, and finally route the water using the lake 
SD model to predict the streamflow at the outlet. Estimation of outflow from the tributaries 
was simulated by MESH as it was developed in this study to estimate runoff in prairie 
watersheds and the lake operation was simulated by the SD model. The challenging part was 
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to transfer information between two models (MESH to the SD model) in different platforms, 
and this was simulated by developing R and BASH scripts for this specific purpose. The runoff 
generation algorithm LATFLOW, that was identified as a suitable algorithm to model prairie 
runoff generation processes (explained in Chapter-4) was selected to be used in MESH for the 
hybrid model. The ‘top-down approach required developing the MESH model in sub-basin 
scale in order to estimate outflow from the tributaries (headwaters). In this study, two possible 
options were implemented- 
I. Setting up a model for the QRB and optimize for multiple sub-basins based on multi-
site calibration; 
II. Setting up individual models for each sub-basin and optimize them separately. 
Option-I assumes that the hydrological properties and land surface heterogeneity are identical 
across all the watersheds of QRB. However, if this underlying assumption appears to be invalid, 
a more detailed approach is required, which is Option-II. The latter approach is complex and 
considers different patterns of hydrological properties and land surface heterogeneity across 
different sub-basins of the QRB. The final step of the top-down approach is to feed the 
estimated outflow to the lake SD model and predict the outflow at the outlet.  
Model Setup, Calibration and Validation 
The first step of the MESH model development was to delineate the basin and sub-basins and 
define the drainage properties using DEM and landuse information. The gross drainage area of 
the QRB system is about 50,900 km2 and four distinct landuse types were identified in this 
system, which are crop, grass, forest, and non-contributing wetland. The last one is not a 
generic landuse type used in a hydrological model, however, non-contributing wetland is a 
unique surface type in the prairies, which is primarily wetlands and do not act as an active 
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contributor to the nearest stream until a temporary connection evolves. Non-contributing 
wetland was used as a separate landuse in this study, because this area exhibits different 
hydrological properties compared to conventional landuse types (such as, crop and grass) and 
it adds further meaningful detailing in the drainage definition for a prairie watershed. Figure 
3.20 shows the delineated landuse types used in the QRB. The purpose was to estimate outflows 
from each sub-basin of the QRB by a multi-site calibration approach.  
The modelling approach for Option-II is different. Here 10 individual sub-basins were selected 
based on the availability of measured streamflow at the respective outlet. These sub-basins 
were simulated separately and 10 separate MESH models were developed for these individual 
watersheds (Figure 3.21) using similar process to that adopted for the Kronau Marsh watershed. 
As the Kronau Marsh watershed is a sub-basin and a developed MESH model was already 
available (discussed in chapter - 4), the remaining nine sub-basins were considered for model 
development. The area of the selected sub-basins is given in Table 3.5. Among all the sub-
basins the Moose Jaw River watershed is the largest and has a significant impact over the entire 
QRB. 
For MESH, all the models (QRB for Option-I and 10 sub-basins for Option-II) were run from 
October 2002 to October 2014. The first two years (October 2002 – October 2004) were used 
as spin-up period, October 2004 to October 2008 was selected as a calibration period, and the 
remaining time period was used as validation period (October 2008 - October 2014). The 
modelling time step was based on the available temporal resolution of meteorological data 
(hourly time step). Output information was stored at a daily time step in order to match the 
temporal resolution of the observed streamflow data. All the models were setup using grids of 
0.1o × 0.1o (approximately 10 km × 10 km) as shown in Figure 3.20. 
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Figure 3.20: GRU discretization using landuse type 
 
 
Figure 3.21: The locations of ten selected sub-basins of QRB 
 
Table 3.5: Selected gauged sub-basins for MESH modelling and corresponding area 
Name Drainage area (km2) Name Drainage area (km2) 
Moose Jaw River 9,230 Lewis Creek 593 
Kronau Marsh 2,340 Ridge Creek 541 
Ekapo Creek 1,138 Pheasant Creek 1,116 
Cutarm Creek 845 Jumping Deer Creek 1,675 
Saline Creek 813 Lanigan Creek 4,620 
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Figure 3.22: The lake SD model used for the hybrid model. The flows with red color indicate predicted inflows 
using MESH. The accounted area for the tributaries, Moose Jaw River, and Wascana Creek is illustrated in Figure 
3.23 
 
The lake SD model for the hybrid structure (Figure 3.19) is the SD model discussed in section 
3.4.2 modified to consider flows in the tributaries that were extracted at specific ‘pick up’ 
points (Figure 3.23) using MESH model. The ‘pick up’ points were fixed at the outlet of each 
sub-system of QRB (i.e., BPL, LML, EL, KL, CL, and RL). Here ‘pick up’ points indicate the 
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outlet of individual tributaries of the QRB, where the outflow from the tributaries are fed into 
the lake SD model as inflow. This lake SD model was suitable for the Option-I of ‘Top-down’ 
approach mentioned above. Schematics to illustrate the input of flows estimated using MESH 
into the lake SD model is presented in Figure 3.22 and the accounted area for individual 
tributaries is shown in Figure 3.23. For Option-II, the measured streamflow of each sub-basin 
that was used in the lake SD model (Figure 3.15) was replaced with the simulated streamflow 
generated using MESH model for individual sub-basins.  
 
Figure 3.23: Sub-basins of QRB used in this study. Red triangles indicate the ‘pick up’ points for individual 
systems. ‘Pick up’ points are the location of outlet of individual sub-basins of QRB, which are selected as input 
for the lake SD model. 
 
Calibration of the hybrid model required a two-fold optimization technique (Figure 3.24). First, 
MESH model was optimized using a multi-objective optimization technique. For Option-I of 
‘Top-down’ approach, the following objective functions were used- 
𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒, 𝑍1 = ∑ 𝑁𝑆𝐸𝑖
𝑛=10
𝑖=1 ,                            𝑤ℎ𝑒𝑟𝑒 ∞ < 𝑍1 < 10 (3.26) 
𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒, 𝑍2 = ∑ Log(NSE𝑖)
𝑛=10
𝑖=1 ,                 𝑤ℎ𝑒𝑟𝑒 0 < 𝑍2 < 10  (3.27) 
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Here 10 sites were selected for model calibration (where 
measured streamflow was available). This multi objective 
optimization was carried out using the Pareto Archived 
Dynamically Dimensioned Search (𝑃𝐴𝐷𝐷𝑆) (Asadzadeh 
and Tolson, 2009) algorithm. Next, the second optimization 
process was conducted for the lake SD model. Similar to the 
optimization technique used for the SD model discussed in 
section 3.3.3, a single objective optimization technique 
(DDS automatic search algorithm) was used to maximize 
𝑁𝑆𝐸 (equation 3.10). It was understood from a number of 
preliminary model runs that the simulation of low flows 
were mostly satisfactory all the time and emphasising on 
simulation of high flows was a priority, which is why a 
single objective optimization technique was used. The 
model validation was similar to that used in section 3.3.4. 
Initial parameter values and calibration ranges, used in the MESH modelling part of the hybrid 
model (Table 3.6), were decided based on CLASS technical documentation (Verseghy, 2011), 
literature (Dingman, 2002, Davison et al., 2016, 2006, Haghnegahdar et al., 2015, 2014; 
Mekonnen et al., 2014) and expert opinion in case of unavailability of information from 
literature, which was similar approach discussed in section 3.3.3. 
Table 3.6: Calibration parameter range used in ‘Top-down’ and ‘Bottom-up’ approach of hybrid model  
Description Units GRU 
Lower 
limit 
Upper 
limit 
Source 
River roughness factor that incorporates a channel 
shape and width to depth ratio as well as 
Manning's n 
[m0.5s-1] - 0.3 2 User defined 
Surface storages connectivity coefficient or shape 
factor 
[] 
forest 0.01 30 
Mekonnen 
(2014) 
NCW 0.01 5 
crop 0.01 30 
grass 0.01 30 
Maximum surface storage capacity [m] forest 0.01 5 
Figure 3.24: Hybrid optimization 
process involving MESH and 
STELLA. 
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Description Units GRU 
Lower 
limit 
Upper 
limit 
Source 
NCW 0.01 10 
Mekonnen 
(2014) 
crop 0.01 5 
grass 0.01 5 
Maximum leaf area index [] 
forest 2 10 
Verseghy (2011) 
NCW 4 6.5 
crop 2 4 
grass 2 4 
Minimum leaf area index [] 
forest 1.6 10 
Verseghy (2011) grass 2 4 
NCW 2 4 
Annual maximum canopy mass [kg/m2] 
forest 15 50 
Verseghy (2011) 
crop 2 5 
grass 1.5 3 
NCW 1.5 3 
Annual maximum rooting depth [m] 
forest 1 5 
Verseghy (2011) 
crop 1.2 5 
grass 0.2 5 
NCW 0.2 5 
Natural log of roughness length [] 
forest -0.22 0.4 
Verseghy (2011) 
crop -2.53 -1 
grass -1.66 -1 
NCW -1.66 -1 
Average visible albedo when fully-leafed or of the 
land cover  
[] 
forest 0.02 0.04 
Verseghy (2011) 
crop 0.04 0.08 
grass 0.04 0.08 
NCW 0.04 0.08 
Average near-infrared albedo when fully-leafed or 
of the land cover 
[] 
forest 0.13 0.33 
Verseghy (2011) 
crop 0.26 0.46 
grass 0.26 0.46 
NCW 0.26 0.46 
Limiting snow depth below which coverage is less 
than 100% 
[m] 
forest 0.05 0.3 
User defined 
NCW 0.05 0.3 
crop 0.05 0.3 
grass 0.05 0.3 
Maximum water ponding depth for snow covered 
areas 
[m] 
forest 0.05 0.25 
User defined 
NCW 0.05 0.25 
crop 0.05 0.25 
grass 0.05 0.25 
Maximum water ponding depth for snow free 
areas 
[m] 
forest 0.05 0.25 
User defined 
NCW 0.05 0.25 
crop 0.05 0.25 
grass 0.05 0.25 
Manning's n for overland flow [ms-1/3] 
forest 0.01 0.05 
Dingman (2002) 
crop 0.01 0.05 
grass 0.01 0.05 
NCW 0.01 0.05 
Permeable depth of the soil column [m] 
forest 0.01 4.1 
User defined 
crop 0.01 4.1 
grass 0.01 4.1 
NCW 0.01 4.1 
Saturated surface horizontal soil conductivity [ms-1] 
forest 0.0001 0.01 
User defined 
crop 0.0001 0.01 
grass 0.0001 0.01 
NCW 0.0001 0.01 
Drainage density, equal to the length of the stream 
divided by area drained by the stream 
[km/km2] 
forest 50 120 
User defined 
crop 50 120 
grass 50 120 
NCW 50 120 
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Description Units GRU 
Lower 
limit 
Upper 
limit 
Source 
Fraction of the saturated surface soil conductivity 
moving in the horizontal direction 
[] 
forest 0 0.8 
User defined 
crop 0 0.8 
grass 0 0.8 
NCW 0 0.1 
Soil drainage index. Index 1 allows the soil 
physics to determine drainage and index 0 
completely impede drainage 
[] 
forest 0 1 
User defined 
crop 0 1 
grass 0 1 
NCW 0 0.1 
Percent content of sand in Layer-1 
forest 
5.8 77.8 
User defined 
Percent content of sand in Layer-2 6.9 72.1 
Percent content of sand in Layer-3 7.5 76 
Percent content of clay in Layer-1  6.4 78.4 
Percent content of clay in Layer-2  10.8 75.6 
Percent content of clay in Layer-3  12.2 73.8 
Percent content of sand in Layer-1 
NCW 
2 75 
User defined 
Percent content of sand in Layer-2 2 75 
Percent content of sand in Layer-3 2 75 
Percent content of clay in Layer-1  20 80 
Percent content of clay in Layer-2  20 80 
Percent content of clay in Layer-3  20 80 
Percent content of sand in Layer-1 
crop 
5.8 77.8 
User defined 
Percent content of sand in Layer-2 6.9 72.1 
Percent content of sand in Layer-3 7.5 76 
Percent content of clay in Layer-1  6.4 78.4 
Percent content of clay in Layer-2  10.8 75.6 
Percent content of clay in Layer-3  12.2 73.8 
Percent content of sand in Layer-1 
grass 
5.8 77.8 
User defined 
Percent content of sand in Layer-2 16.9 72.1 
Percent content of sand in Layer-3 7.5 76 
Percent content of clay in Layer-1  6.4 78.4 
Percent content of clay in Layer-2  10.8 75.6 
Percent content of clay in Layer-3  12.2 73.8 
Height of vegetation [m] 
crop 0.05 0.3 
PBSM 
Documentation 
grass 0.2 0.8 
NCW 1 2 
forest 2 20 
 
3.5.2 ‘Bottom-up’ Approach 
The ‘bottom-up’ approach is development of a single hydrological model for the QRB using 
the naturalized flow at Welby instead of the measured flow. Naturalized flows are adjusted 
historical streamflow data by removing the effects of water resources management (Kim and 
Wurbs, 2011). It is formulated as- 
𝑁𝑎𝑡𝑢𝑟𝑎𝑙𝑖𝑧𝑒𝑑 𝑓𝑙𝑜𝑤 =  𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑓𝑙𝑜𝑤 +  𝐹𝑙𝑜𝑤 𝑎𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 (3.28) 
𝐹𝑙𝑜𝑤 𝑎𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 is computed by subtracting regulated flows from naturalized flows and 
adding storage shortages and diversion shortages associated with reservoirs. In this study, the 
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lake SD model was used to generate naturalized flow for the Qu’Appelle River. The process 
included (i) using the measured historical streamflow from the tributaries in the lake SD model, 
(ii) removing the hydraulic structures or weirs used in the lake SD model as control structure 
to ensure that streamflow is not obstructed by any human intervention, and (iii) estimating the 
streamflow at the outlet, which is assumed as naturalized streamflow. The removal of the weir 
was achieved by lowering the weir level to the bed level and there was no diversion from any 
of the lakes of the QRB (water withdrawal from municipal and agricultural use was already 
considered in the lake SD model). Using the naturalized flow in a hydrological model suggests 
that the river is not interrupted by any control or diversion structure and the amount of water 
generated from the headwater, is reaching the outlet with a natural time lag. The bottom-up 
scenario is not natural and depends on the processes of generating naturalized flow.  
The naturalized flow at Welby enables the possibility to estimate the parameters for MESH 
model of the QRB without the effect of these reservoirs. Estimation of parameters using this 
approach can exhibit a different picture for the tributaries, because the approach prioritizes the 
streamflow prediction performance of Welby, which may lead to different estimated outflows 
from the tributaries leading to an inaccurate hydrological scenario of the tributaries. In simple 
words, the accuracy of the simulated streamflow at Welby comes at a cost of accuracy tradeoff 
with the headwater tributaries. The Bottom-up approach creates a natural condition for QRB, 
not actual condition, and for this reason the estimated parameter values are suitable for a 
hypothetical natural condition. In order to achieve the actual flow from naturalized flow, a 
relationship between actual flow and naturalized flow is required, which is easily formulated 
using the lake SD model. Generation of naturalized flow using this approach carried forward 
the errors and uncertainties associated with the lake SD model. Naturalized flow of the 
Qu’Appelle River from any other source was unavailable, and for this reason the performance 
and accuracy of naturalized flow cannot be tested. 
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Model Setup, Calibration and Validation 
The model setup for the bottom-up approach was similar to the top-down approach, however, 
instead of considering sub-basins, the entire QRB system was considered for calibration of 
MESH. Before calibration of MESH, the measured streamflow at Welby was replaced with the 
generated naturalized flow. During the peak flow season, a certain portion of water diverts into 
the Last Mountain Lake (LML) system from the Qu’Appelle River. This is a natural 
phenomenon and the arrangement of the lakes allows this diversion. As water is not withdrawn 
from the LML system, this diversion is considered as temporary flood dampening. Figure 3.25 
shows the generated naturalized flow for the QRB at Welby. Distinct peaks is observed 
occurring just before measured peak flow. For the flood of year 2011, it is observed that the 
combined lake effect lowers the peak flow from 400 m3/s to 250 m3/s (Figure 3.25c). Similar 
pattern is observed for the peak flow of year 2006 and 2014 flood. 
 
 
Figure 3.25: (a) Observed, simulated and generated naturalized flow. Flow simulation accounts for combined lake 
effects and naturalized flow was generated by removing all the obstruction in the river. Figures (b), (c), and (d) 
magnify all types of flow at year 2006, 2011, and 2014, respectively. 
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Meteorological data, watershed delineation, and number of calibration parameters for the 
bottom-up approach was maintained as the same for the top-down approach. The multi-
objective optimization technique Pareto Archived Dynamically Dimensioned Search (𝑃𝐴𝐷𝐷𝑆) 
was used to maximize objective functions 𝑁𝑆𝐸 and 𝐿𝑜𝑔(𝑁𝑆𝐸).  
3.6 Parameter Identifiability and Sensitivity 
Parameter identifiability is a way to determine how well the system is parameterized by the 
model, which is implicitly assessed by the performance of the model (Remesan and Mathew, 
2015). It enables the modeller to identify a range for the parameters within which, the model 
is expected to generate a behavioral response. For a physical system, determining appropriate 
parameterization for the right model equations is difficult and also accounts for different types 
of uncertainties. Poor parameter identifiability indicates that the solution contains considerable 
uncertainty in the model outputs and it might be inappropriate to relate the optimized parameter 
values with the observable characteristics of the basin (Vrugt et al., 2005). The method used 
for parameter identifiability in this research is straightforward. Behavioral sets of parameters 
were identified using a threshold that was fixed based on different guidelines and literature. 
The actual values of the parameters then undergo a normalization process to visualize their 
comparative band of behavioral value. Box plots were used in this research to visualize the 
median, first quadrant, third quadrant, and the outliers. A narrow band of first and third 
quadrant of the box plot of a particular parameter is a more identifiable nature while a wider 
band is unidentifiable nature of a parameter. 
The definition of sensitivity is ambiguous and performing sensitivity analysis is often a 
challenging task to achieve with a limited computational budget, therefore, the objective and 
intended definition of sensitivity changes in different context of research (Razavi and Gupta, 
2015). In a simple term, sensitivity of a parameter is referred to as the pattern of model response 
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with respect to the change of parameter value. The question regarding the importance and 
justification of a particular parameter is showed using a comprehensive sensitivity analysis. It 
is possible to analyse a set of parameters considering their local and global effect using different 
techniques of sensitivity analysis, which are referred to as local sensitivity and global 
sensitivity. Global sensitivity techniques are often preferred over local ones, because they 
illustrate an integrated view of the model response due to the change of the value of a parameter 
and the associated effect of other parameters. To assess parameter sensitivity, a simple 
technique was employed here, which is known as ‘Elementary Effect Test (EET)’ or 
alternatively ‘Morris Method’ of SA (Morris, 1991). This is a derivative-based global SA 
approach, meaning that the search for a parameter sensitivity is conducted using the derivatives 
of the output with respect to the parameter, which is dependent on the step size (or the distance 
between two subsequent parameter values) in the parameter space. The SAFE (Sensitivity 
Analysis For Everybody) toolbox (Pianosi et al., 2015), a MATLAB-based toolbox for SA, 
was used in this study. The term ‘Elemental Effect’ refers to an average of derivatives over the 
space of parameter (Saltelli et al., 2008). If a model consists of 𝑘 independent parameters 
𝑋𝑖, 𝑖 = 1,2, … , 𝑘, which vary across 𝑝 levels. The parameter space is a discretized 𝑝-level grid 
𝛺. For a given value of 𝑿, the elementary effect of the 𝑖th parameter is defined as  
 𝐸𝐸𝑖 =
[𝑌(𝑋1,𝑋2,…,𝑋𝑖−1,𝑋𝑖+∆,…,𝑋𝑘)−𝑌(𝑋1,𝑋2,…, 𝑋𝑘)]
∆
 (3.29) 
Here, 𝑌 is the response variable (streamflow) and 𝛥 (or step size) is a value in {
1
(𝑝−1)
, … , 1 −
1
(𝑝−1)
} where 𝑝 is the number of levels and a convenient choice for 𝑝 is an even number (often 
ranges from 4 to 8) and ∆ =  𝑝 2(𝑝 − 1)⁄ . Fixing ∆ using this technique has an advantage to 
maintain a certain symmetric treatment of parameters although the design sampling strategy 
does not guarantee equally probable sample (Campolongo et al., 2007; Morris, 1991). EET is 
a One-At-a-Time (OAT) based SA and the distribution of elementary effects associated with 
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the input parameters are obtained by Latin-hypercube OAT sampling technique (Saltelli et al., 
2008). EET uses two separate sensitivity measures to identify sensitivity, namely 𝜇𝑖
∗ and 𝜎𝑖. 
The 𝜇𝑖
∗ is formulated as- 
𝜇𝑖
∗ =  
1
𝑟
∑ |𝐸𝐸𝑖|
𝑟
𝑖=1  (3.30) 
where, 𝐸𝐸𝑖 is individual elementary effect of the 𝑖th parameter, and 𝑟 is total number of 
elementary effects. The sensitivity measure 𝜎 is the standard deviation of 𝐸𝐸. To estimate 
𝜇𝑖
∗and 𝜎𝑖 , sampling of 𝑟 elementary effects via an efficient construction of 𝑟 trajectories of 
(𝑘 + 1) points in the parameter space are suggested (Campolongo et al., 2007; Morris, 1991), 
and thus total cost of the experiment is 𝑟(𝑘 + 1). The range of 𝜇𝑖
∗and 𝜎𝑖 are zero to infinity 
with zero indicating no elemental effect and large values indicating significant effect. The 
sensitivity of a particular parameter is determined by looking at the value of 𝜇𝑖
∗. A high value 
of 𝜇𝑖
∗ indicates high sensitivity and vice versa. The value of 𝜎𝑖 estimates the ensemble of the 
elementary effects of a parameter due to interactions with other parameters. A low value of 𝜎𝑖 
indicates that the elementary effect of a parameter is almost independent of the values taken by 
the other parameters, because the value of an elementary effect is strongly affected by the 
choice of the other parameters (Saltelli et al., 2008).  
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Chapter 4: Simulation of Prairie Runoff Processes 
Prairie runoff processes are complex in nature because of the existence of non-contributing 
drainage area and dynamically connected millions of depressions, which create a complicated 
surface storage connectivity scenario in the prairie land surface. In this chapter, a comparative 
study of the performance of existing and newly proposed runoff generation algorithms was 
conducted. 
4.1 Model Simulation Results 
MESH Model simulation results are analyzed using the time series and scatter plot of the model 
outputs. Figure 4.1 shows the outcome of the optimization process of the three watersheds in 
the form of Pareto front of non-dominated solutions. Multi-objective optimization uses error 
indicators of 𝑁𝑆𝐸 and 𝐿𝑜𝑔(𝑁𝑆𝐸), which show the predictive capability of the model in both 
high flow and low flow conditions. To find behavioral solutions, a threshold for the behavioral 
pattern was set to be > +0.50 (Moriasi et al. 2007). For low flow estimation, no guidelines were 
found in the literature, which leads to an assumption of a reasonable 𝐿𝑜𝑔(𝑁𝑆𝐸) threshold of 
+0.30. According to the behavioral criteria optimization results satisfying 𝑁𝑆𝐸 > +0.50 and 
𝐿𝑜𝑔(𝑁𝑆𝐸) > +0.30 were considered as behavioral solutions and considered for further 
analysis. Figure 4.1a shows the Pareto front of multi-objective optimization using different 
runoff generation algorithms in the White Gull Creek watershed. Non-dominated 𝑁𝑆𝐸 values 
exhibit a narrow band compared to 𝐿𝑜𝑔(𝑁𝑆𝐸), suggesting similar capability of high flow 
estimation of all the runoff generation algorithms, however, LATFLOW exhibits slightly 
improved NSE compared to the others. All the runoff generation algorithms show a wide band 
of 𝐿𝑜𝑔(𝑁𝑆𝐸) optimized solutions, suggesting the absence of tradeoff between improving high 
and low flows. Based on the results shown, it was understood that WATROF is suitable to 
predict streamflow in White Gull Creek watershed. The proposed algorithm LATFLOW 
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provides good results, indicating that it could be considered as an alternative runoff generation 
algorithm even in non-prairie watersheds. 
(a) White Gull Creek (b) Kronau Marsh 
  
(c) Brightwater Creek  
 
Figure 4.1: Pareto front of non-dominated solutions 
for the (a) White Gull Creek, (b) Kronau Marsh, and 
(c) Brightwater Creek watersheds. 
Figure 4.1b and Figure 4.1c shows the Pareto front of multi-objective optimization using 
different runoff generation algorithms in the Kronau Marsh and Brightwater Creek watersheds, 
which are prairie watersheds.  LATFLOW shows better convergence towards the perfect 
solution and WATROF fails to exhibit behavioral pattern. In the context of PDMROF and 
LATFLOW distinction, a clear improvement is observed for the Kronau Marsh watershed, 
however, both PDMROF and LATFLOW exhibit similar convergence for the optimization of 
the Brightwater Creek watershed, although LATFLOW converges better than PDMROF. 
WATROF, being a traditional rainfall-runoff algorithm, is unable to simulate fill-spill type 
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runoff propagation and it is inefficient for addressing the surface storage connectivity as it 
assumes complete connectivity within a grid cell. For this reason, WATROF is not considered 
in the comparison of runoff generation algorithms for the prairie watersheds (i.e. Kronau Marsh 
and Brightwater Creek watersheds). A detailed comparison between WATROF and PDMROF 
for prairie watersheds is found in Mekonnen et al. (2014). Detailed discussions on the best 
performing models and results related to individual modelling components are presented in the 
following subsections. Estimated parameter values for individual watersheds along with lower 
and higher limits of parameter values considered for calibration is found in Appendix B. 
4.1.1 Streamflow 
In the comparison study of runoff generation algorithms, high flow estimation capability is 
prioritized over low flow estimation capability, which leads to the selection of the behaving 
optimization solutions with maximum high flow estimation capability. This is a specific 
optimized solution is selected, which has highest 𝑁𝑆𝐸 value with 𝐿𝑜𝑔(𝑁𝑆𝐸) ≥ +0.30. The 
simulated and observed streamflow for the Boreal Plain White Gull Creek watershed for each 
configuration are presented in Figure 4.2. The values of performance measures are also 
provided in the figure. For the calibration period, all three MESH configurations show 𝑁𝑆𝐸 > 
+0.80, which is well calibrated models. Validation 𝑁𝑆𝐸 varies in different model 
configurations and it appears that WATROF shows the highest validation 𝑁𝑆𝐸 (= +0.675) 
compared to LATFLOW (𝑁𝑆𝐸 = +0.569) and PDMROF (𝑁𝑆𝐸 = +0.365). Validation of 
PDMROF appears to be unsatisfactory (𝑁𝑆𝐸 < +0.50). According to the guidelines of Moriasi 
et al. (2007), 𝑃𝐵𝐼𝐴𝑆 of all the configurations are satisfactory (< 25%). However, Figure 4.2a 
suggests that WATROF is able to model high flow accurately and both PDMROF and 
LATFLOW exhibit low accuracy in estimating high flow during validation. The results indicate 
that the underlying concept of WATROF is suitable to predict streamflow in the White Gull 
Creek watershed.  
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Figure 4.2: Observed and simulated hydrographs for White Gull Creek watershed using (a) WATROF, (b) 
PDMROF, and (c) LATFLOW configuration. 
 
Figure 4.3 shows the simulated and observed streamflow for PDMROF and LATFLOW 
configurations in the Kronau Marsh prairie watershed. For the Kronau Marsh watershed, 
LATFLOW configuration shows the highest 𝑁𝑆𝐸 values (+0.849 and +0.668) in calibration 
and validation followed by PDMROF (+0.704 and +0.179). The timing of spring peak flow is 
well captured in both LATFLOW and PDMROF configurations in both calibration and 
validation periods. 𝑃𝐵𝐼𝐴𝑆 in the validation period appears to be unsatisfactory (> 25%) for 
both the configurations (according to Moriasi et al. (2007), satisfactory PBIAS threshold is 
±25%). Figure 4.3b suggests that LATFLOW can successfully simulate flows > 2 m3/s and 
PDMROF shows a consistent bias simulating such flows. If flows less than 2m3/s are discarded 
from the time series, 𝑃𝐵𝐼𝐴𝑆 for LATFLOW becomes -17.7%, which is considered as 
satisfactory. However, 𝑃𝐵𝐼𝐴𝑆 for PDMROF also improves (-36.4%) after discarding the low 
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flows from the time series, but it is still unsatisfactory suggesting that using PDMROF results 
in a consistent underestimation of streamflow in the validation period. The underlying concept 
of LATFLOW is found to be suitable to predict streamflow for the Kronau Marsh watershed. 
 
Figure 4.3: Observed and simulated hydrographs for Kronau Marsh watershed using (a) PDMROF, and (b) 
LATFLOW configuration. 
 
Figure 4.4 shows the simulated and observed streamflow for PDMROF and LATFLOW 
configurations in the Brightwater Creek prairie watershed. For the Brightwater Creek, 
LATFLOW configuration shows the highest 𝑁𝑆𝐸 value (+0.848 and +0.573) in calibration and 
validation, respectively, followed by PDMROF (+0.829and +0.549). The timing of spring peak 
flow is well captured using both LATFLOW and PDMROF. 𝑃𝐵𝐼𝐴𝑆 in the validation period 
appears to be unsatisfactory (> 25%) for both the configurations (Figure 4.4c). However, the 
magnitude of streamflow during validation period is very low and most of the time there is no 
flow in the stream. Both PDMROF and LATFLOW are showing similar performance in 
streamflow simulation of the Brightwater Creek watershed. Based on the results for both prairie 
watersheds, the underlying concept and parameterization of LATFLOW is likely to be suitable 
to predict streamflow in the Kronau Marsh and Brightwater Creek watersheds efficiently. 
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Figure 4.4: Observed and simulated hydrographs for Brightwater Creek watershed using (a) PDMROF and (b) 
LATFLOW configuration. 
 
To understand how the design of PDMROF and LATFLOW affect the runoff transformation 
into streamflow, generation of surface runoff and interflow need to be analyzed. Figure 4.5 
shows the differences between PDMROF and LATFLOW in runoff generation processes in 
the prairie watersheds (Kronau Marsh watershed) for a chosen hydrograph during the snowmelt 
period. It is observed that PDMROF and LATFOW are able to simulate the snowmelt event 
efficiently. The snowmelt event is slightly underestimated by both PDMROF and LATFLOW 
(Figure 4.5). Underestimation of the peak flow by both algorithms could be attributed to the 
underestimation of soil moisture prior to the preceding winter by MESH during simulation. 
LATFLOW is able to represent the recession limb of the peak hydrograph more accurately as 
there is a significant contribution of sub-surface flow. The hydrograph obtained using 
PDMROF appears to be narrower than that obtained using LATFLOW, which is the result of 
the assumed no contribution of subsurface flow. In most of the measured streamflow 
hydrographs during snowmelt, a smaller peak or ‘spike’ is seen in the recession limb (Figure 
4.5) that may be induced by interflow due to snowmelt infiltration. The efficiency of simulating 
the peak flow by PDMROF and LATFLOW is comparable and depends on the estimation of 
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drainage and snow related parameters of MESH. However, the second ‘spike’ is often not 
simulated by PDMROF because of the absence of interflow parameterization. LATFLOW is 
able to improve the representation of the recession limb of the peak flow hydrograph. Although 
the efficiency of simulating streamflow by either PDMROF or LATFLOW depends on the 
parameter estimation process, the physical representation of runoff processes appears to be 
more reasonable in LATFLOW 
when compared to PDMROF.  
4.1.2 Storage 
Storage includes liquid water 
and snow water equivalent 
(SWE) content in the form of 
soil moisture and ice within soil 
column, ponded water, snow on 
the ground, and intercepted 
water and snow content in 
vegetation. The amount of 
intercepted water and snow in 
vegetation is insignificant compared to other storage components, therefore, their contribution 
to the total storage is ignored. Generated runoff varies in magnitude and frequency using the 
optimized models of different configurations (i.e. WATROF, PDMROF, and LATFLOW). 
Other components of water balance (i.e., evapotranspiration, snow accumulation, soil moisture, 
and snowmelt) are also affected during the model calibration. Figure 4.6 shows soil moisture 
content and ponding depth for the White Gull Creek, Kronau Marsh, and Brightwater Creek 
watersheds. LATFLOW tends to store more water (5% and 2% more than WATROF and 
PDMROF) for the White Gull Creek (Figure 4.6a). Excess water is primarily stored as soil 
Figure 4.5: Differences among physical processes of PDMROF and 
LATFLOW for a streamflow event in the Kronau Marsh watershed 
during snowmelt and summer rainfall events. Here abbreviation ‘OF’ 
indicates overland flow and ‘SF’ indicates ‘sub-surface flow’. 
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moisture, and not much ponded water is available for LATFLOW. The Amount of accumulated 
SWE is not very different from each other as runoff generation algorithms do not have any 
direct effect over it. Both Kronau Marsh and Brightwater Creek watersheds exhibit similar 
storage pattern (Figure 4.6b and Figure 4.6c). For both the cases, LATFLOW shows sub-
surface storage that is 3.0-3.5 times more compared to PDMROF as PDMROF allows more 
water to be stored overland due to the lack of interflow as drainage mechanism. It was observed 
that PDMROF tends to store more water overland as ponded water rather than within soil 
column. Similar to White Gull Creek watershed, the amount of accumulated SWE is not 
significantly different across various model configurations for the Kronau Marsh and 
Brightwater Creek watershed. Also, total storage shows a constant pattern suggesting a regular 
draining and replenishment of storage. WATROF, PDMROF, and LATFLOW algorithms use 
different approaches to estimate overland and sub-surface flow, which is the prime reason for 
the difference in estimation of water balance components. PDMROF does not have any 
interflow component resulting in high overland drainage, and ponding depth, whereas these 
processes in WATROF and LATFLOW are well simulated due to overland and sub-surface 
connectivity. This observation shows that incorporation of sub-surface drainage along with the 
PDM parameterization of overland runoff is physically plausible for the prairies, and this 
makes LATFLOW a more suitable runoff generation algorithm for the prairies.   
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(a) White Gull Creek 
 
 
 
(b) Kronau Marsh 
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(c) Brightwater Creek 
 
 
Figure 4.6: Simulated soil moisture content and ponding depth for White Gull Creek watershed using different 
runoff generation algorithms from 2005 to 2011. 
 
Table 4.1: 𝐴𝐼𝐶 values for the White Gull Creek, Kronau Marsh, and Brightwater Creek watershed in calibration 
and validation period 
Watershed 
Calibration period Validation period 
WATROF PDMROF LATFLOW WATROF PDMROF LATFLOW 
White Gull Creek 1061.9 1225.6 864.8 -152.8 298.2 57.7 
Kronau Marsh - 484.2 -397.9 - -506.1 -1115.5 
Brightwater Creek - -1849.0 -1996.7 - -2036.1 -2050.8 
 
The number of calibration parameters used in LATFLOW configuration is high (34) compared 
to WATROF (28) and PDMROF (22), which raises the question that LATFLOW might 
perform better just because it uses a higher number of parameters, not because of the 
incorporation of an additional process (interflow) in it. To investigate the influence of the 
increased number of parameters on the model performance, 𝐴𝐼𝐶 was calculated for each 
calibration and validation across different watersheds (Table 4.1). It appears that for the White 
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Gull Creek watershed, 𝐴𝐼𝐶 value for LATFLOW is the lowest compared to WATROF and 
PDMROF, showing that LATFLOW is a suitable runoff generation algorithm that achieve 
better calibration. However, WATROF appears to be the best algorithm during the validation 
period as the AIC value is the lowest during the validation period compared to PDMROF and 
LATFLOW. For Kronau Marsh watershed, LATFLOW shows lower 𝐴𝐼𝐶 value compared to 
PDMROF during both calibration and validation, which suggests that LATFLOW is the 
appropriate runoff generation algorithm for the watershed. Incorporation of an interflow 
mechanism realistically represents the drainage mechanism in the Kronau Marsh watershed, 
and the increased number of parameter does not seem to be the major role for better prediction 
capability. A similar behavior is observed for the Brightwater Creek watershed, where 𝐴𝐼𝐶 
values for LATFLOW exhibit better performance compared to PDMROF during both 
calibration and validation periods, suggesting that LATFLOW is the appropriate algorithm. 
Therefore, the incorporation of interflow component of LATFLOW has the advantage of 
suitable physical representation of drainage mechanism for the selected prairie watersheds. 
4.2 Effect of Differences in Runoff Generation Algorithms 
In section 4.1, the MESH model was calibrated individually using the three runoff generation 
algorithms. These algorithms have a few parameters that are common but vary in their final 
calibrated values. To assess the effect of runoff generation algorithms on hydrological 
processes other than streamflow, they should be compared using a parameter set that is 
common across the algorithms. MESH model calibrated using LATFLOW as the runoff 
generation algorithm contains all the parameters that are present in WATROF as well as 
PDMROF. For this reason, the calibrated values for MESH-LATFLOW were taken as the base 
values to run the MESH model using WATROF and PDMROF. This enables us to have a direct 
comparison of differences in runoff generation algorithms and their effect on components such 
as overland runoff, interflow, baseflow, soil moisture, ice-content and ponding depth.  
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Figure 4.7a shows the overland flow, interflow and baseflow components of total runoff using 
different runoff generation algorithms for the White Gull Creek watershed. It is observed that 
WATROF and LATFLOW primarily allow water to be infiltrated and using sub-surface route 
to drain water as interflow and/ or baseflow. The White Gull Creek watershed being a forest 
dominated area, contains increased infiltration capability due to high sand content in this 
watershed. The sand content in the first soil layers of the White Gull Creek is relatively high 
(about 60%), which allows increased infiltration capability. So, during a high rainfall event (as 
seen for years 2005 and 2006), all of the algorithms allows more water in the soil column. 
WATROF is draining water from the side of the soil column as interflow and due to lack of 
this mechanism in PDMROF, it drains water as overland flow. Figure 4.7a also shows the soil 
moisture, ice content in the soil column, and ponding water depth for different runoff 
generation algorithms, which is relate with corresponding runoff generation processes. It is 
observed that in the first layer (0-10 cm), soil moisture content in not very different for the 
algorithms. However, some fluctuation is observed in the second (10-60 cm) and bottom (60-
410 cm) layer of soil. A 15 mm drop in moisture content is observed in WATROF for year 
2007, which happens because of a rainfall event in the late summer of year 2007 (Figure 4.7a). 
In response to the specific rainfall event, WATROF drains 15 mm of additional water as 
interflow from the soil column compared to PDMROF and LATFLOW, which drains from the 
second layer of soil. This phenomenon leaves less amount of water in the soil column to be 
developed as ice content for the next winter season, which can also be observed in Figure 4.7a. 
Two types of ponding is observed, i) ponding is due to snowmelt during spring, and ii) ponding 
is due to intense rainfall event. Both types of ponding is observed in the White Gull Creek. For 
year 2005 and 2006, intense summer rainfall events are observed, which create increased 
amount of ponding depth as well as runoff. High ponding depth also replenish soil moisture, 
which is observed in Figure 4.7a. 
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Figure 4.7b shows overland runoff, interflow and baseflow components of total runoff using 
different runoff generation algorithms for the Kronau Marsh watershed. This is a prairie 
watershed dominated by ‘non-contributing wetlands’. Only interflow is allowed as subsurface 
lateral drainage to represent realistic soil structure, because of insignificant baseflow in the 
prairies. WATROF is unable to estimate overland runoff during spring snowmelt, allowing 
infiltration and drainage as interflow, which is because of its inability to simulate dynamic 
storage capacity. Moreover, WATROF responds to the summer rainfall events sharply (year 
2005 and 2009) and generats overland runoff. However, this is inaccurate representation of 
prairie runoff generation process, because summer or late summer rainfall event often do not 
satisfy critical ponding depths and reach the nearest stream, but remains on the ground and 
either evaporates or increase antecedent soil moisture for following spring melt. Due to lack of 
interflow mechanism, PDMROF primarily drains water as overland runoff. LATFLOW 
generats interflow, which complements the peak flow hydrograph in recession period. Figure 
4.7b also shows the soil moisture, ice content in the soil column and ponding water depth for 
different runoff generation algorithms, which is related with corresponding runoff generation 
processes. It is observed that first and second layer soil moisture content is not very different 
for the algorithms. However, some fluctuations is observed in the bottom layer of soil (year 
2006 and 2007). During the spring runoff, WATROF generates increased amount of interflow 
just after spring snowmelt and drains as overland runoff. Results indicate that WATROF drains 
water laterally from the bottom layer of soil. Lack of mechanism to simulate the prairie surface 
connectivity results in WATROF ponding more water overland and drain as interflow. 
LATFLOW inherits this capacity of WATROF, and allows a small amount of water to drain 
as interflow during recession period. For LATFLOW, it provides a flexibility to adjust total 
runoff and represent prairie runoff processes accurately. 
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Figure 4.7c shows overland runoff, interflow and baseflow components of total runoff using 
different runoff generation algorithms for the Brightwater Creek watershed. Being another 
prairie watershed, it exhibits similar runoff generation behavior of the Kronau Marsh 
watershed. Similar ineffectiveness of WATROF is observed here as it inaccurately responds to 
high summer rainfall events. Both PDMROF and LATFLOW estimat similar overland runoff. 
However, a small amount of interflow is observed during year 2008 and 2009. Figure 4.4 shows 
that streamflow simulation of PDMROF and LATFLOW is good (based on calibration and 
validation performance), which verifies that overland runoff is the principal contributor of 
streamflow in the Brightwater Creek watershed. Figure 4.7c shows the soil moisture, ice 
content in the soil column and ponding water depth for different runoff generation algorithms, 
which is relate with corresponding runoff generation processes. For this watershed moisture 
and ice content at every layer is indifferent. Ponding of water using PDMROF and LATFLOW 
occurr at the same time. A delayed ponding is observed for WATROF, which is responsible to 
drain inaccurately as interflow. These results could not be validated with actual observations 
due to lack of data related to these components in the study areas considered. Hence the 
discussion mainly focusses on model outputs and the physical processes is verified if such data 
were available.   
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(a) White Gull Creek 
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(b) Kronau Marsh 
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(c) Brightwater Creek 
 
 
 
 
 
Figure 4.7: Runoff generation processes, soil moisture and ice content in soil layer as well as ponding depth across 
different runoff generation algorithms in the (a) White Gull Creek (b) Kronau marsh, and (c) Brightwater Creek 
watershed. Blue lines in the top chart is precipitation.  
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Figure 4.8: Location of (a) OBS and OJP in the White Gull Creek and (b) Main pasture in the Brightwater Creek 
watershed. 
 
To validate the model configuration for evapotranspiration (ET) during the calibration and 
validation periods in the White Gull Creek watershed, cumulative plots are considered as 
visualization indicators. Measured ET was available for White Gull Creek watershed, where 
latent heat and observed temperature at the flux tower sites (OBS and OJP sites for the White 
Gull Creek watershed) (Figure 4.8a) were used to compute evapotranspiration, in conjunction 
with the latent heat of vaporization. Measured ET was also available for the Brightwater Creek 
watershed at Main Pasture (MP) flux tower (Figure 4.8b), however, data are available from 
year 2009 onward. A detail methodology for the ET calculation is found in Davison et al. 
(2016), which was adopted for this study. Figure 4.9 shows a plot of cumulative daily 
evapotranspiration values for the OBS and OJP stations and three model configurations for 
basin average value from 2005 to 2010. ET simulation for individual model configuration (i.e. 
WATROF, PDMROF, and LATFLOW) appears to be inseparable. ET is primarily simulated 
by the vegetation parameters used in MESH and runoff generation algorithms do not have any 
explicate effect over ET estimation. It is also observed (Figure 4.9a) that ET closely aligns with 
the measurements for the OBS station compared to OJP station. OJP station is located in the 
White Gull plains, which exhibits dry nature of watershed compared to the upstream zone. 
Wetland processes dominate the upstream zone, where OBS station is located. ET estimation 
at OBS station appears to have good match with observed measurements, which suggests that 
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MESH is able to simulate ET process well in this location. Due to the dry nature of the OJP 
site, it is possible that the model results are influenced by the lack of moisture available for ET. 
Figure 4.9b shows cumulative plots of the daily evapotranspiration values for the Main Pasture 
station located in the Brightwater Creek watershed (figure 4.7b) from October 2009 to October 
2010. In all model runs (Figure 4.9), the cumulative ET estimated from the model is greater 
than the observations. This could be attributed to the erroneous value for vegetation parameters, 
which overestimates ET and leaves less amount of soil moisture content. 
(a) ET for White Gull Creek from 2005 to 2010 
 
(b) ET for Brightwater Creek from October 2009 to October 2010 
 
Figure 4.9: Measured and simulated evapotranspiration (ET) for the (a) White Gull Creek and (b) Brightwater 
Creek watersheds. 
 
The results regarding the simulation of streamflow, storage, and other important hydrological 
processes indicate that the proposed LATFLOW algorithm performs well in prairie watersheds 
(Kronau Marsh and Brightwater Creek) and WATROF is suitable for the non-prairie watershed 
(White Gull Creek). It was also observed that the LATFLOW algorithm was able to simulate 
streamflow reasonably well in a non-prairie watershed, indicating that the approach could be 
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applied outside of the prairies as well. The reason behind the effectiveness lies in the basic 
differences between the runoff generation algorithms (WATROF, PDMROF, and 
LATFLOW), which are the use of limiting ponding depth, routing of surface runoff, and 
interflow or near surface runoff. WATROF is considered as a conventional runoff generation 
algorithm, which was proved to be applicable for most of the small to large scale watersheds 
in Canada. PDMROF assumes that the surface storage connectivity follows a probability 
distribution function over time and space. Although few studies (Mekonnen et al., 2014; 
Mengistu and Spence, 2016; Yassin et al., 2017) showed successful model development using 
PDMROF, there are scopes to improve the runoff estimation process by addressing its 
limitations, some of which was implemented in LATFLOW. 
4.3 Parameter Identifiability 
A complete set of behavioral solutions (𝑁𝑆𝐸>+0.5 and 𝐿𝑜𝑔(𝑁𝑆𝐸)>+0.3) was identified (based 
on Figure 4.1) for all the watersheds in separate analysis and runoff generation algorithms. 
Corresponding parameter values for each algorithm were normalized and represented in the 
following box plots (Figure 4.10, Figure 4.11, and Figure 4.12). As the number of calibration 
parameters used in different runoff generation algorithms are not same and individual runoff 
generation algorithms use different parameterization of physical processes, the total number of 
parameters are not the same in those figures. However, by design, LATFLOW is parameterized 
in such a way that it represents all the processes used in WATROF and PDMROF, therefore, 
LATFLOW contains all the parameters used in both WATROF and PDMROF. 
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Figure 4.10: Parameter identifiability for the pareto optimal solutions of the White Gull Creek watershed using 
(a) WATROF, (b) PDMROF, and (c) LATFLOW configuration. The text before ‘_’ is parameter type and after 
‘_’ is the GRU type. 
 
According to Figure 4.10, permeable soil depth (𝑠𝑑𝑒𝑝) for all types of GRU (forest, grass, and 
wetlands) appears to be identifiable for all the runoff generation algorithms in the White Gull 
Creek watershed. More number of parameters appear to be identifiable in LATFLOW (59% of 
total drainage parameters) compared to WATROF (46%) and PDMROF (23%), which suggests 
that the model is less uncertain in LATFLOW compared to other algorithms. It is not just the 
number of identifiable or unidentifiable parameters that governs uncertainty, but the pattern 
and the degree of identifiability also indicates the level of uncertainty. In PDMROF, except 
permeable soil depth and drainage index in forest and wetland, the rest of the parameters appear 
to be unidentifiable. It was also observed in Figure 4.2 that PDMROF performs poorly in the 
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White Gull Creek watershed. Both WATROF and LATFLOW exhibit some common 
identifiable (such as limiting snow depth (𝑧𝑠𝑛𝑙), permeable soil depth (𝑠𝑑𝑒𝑝), saturated 
hydraulic conductivity (𝑘𝑠) and unidentifiable parameters (such as, 𝑧𝑝𝑙𝑠, 𝑧𝑝𝑙𝑔, 𝑅𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠). 
The PDM parameters, 𝐶𝑚𝑎𝑥 and 𝑏 (except 𝐶𝑚𝑎𝑥 for forest), in LATFLOW appear to be 
identifiable, suggesting appropriate use of PDM parameters in the White Gull Creek. 
Moreover, being a forest dominated watershed, subsurface drainage is the primary driver of the 
runoff process, which is observed in the identifiable nature of soil drainage properties (mainly 
permeable soil depth and saturated hydraulic conductivity). It is probable that, lack of efficient 
subsurface drainage mechanism (absence of interflow algorithm) makes PDMROF perform 
poorly in this watershed. 
 
Figure 4.11: Parameter identifiability for the pareto optimal solutions of the Kronau Marsh watershed using (a) 
PDMROF and (b) LATFLOW configuration. The text before ‘_’ is parameter type and after ‘_’ is the GRU type. 
 
Figure 4.1b and Figure 4.1c already showed the non-behavioral pattern of WATROF, for which 
it was discarded from the identifiability analysis for both the prairie watersheds. According to 
Figure 4.11, permeable soil depth (𝑠𝑑𝑒𝑝) for all types of GRU (crop, grass, and non-
contributing wetlands) and limiting snow depth (𝑧𝑠𝑛𝑙) appear to be identifiable for both the 
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runoff generation algorithms in the Kronau Marsh watershed. More parameters appear to be 
identifiable in LATFLOW (59%) compared to PDMROF (36%). PDM parameters are mostly 
identifiable in both PDMROF and LATFLOW (except for GRU-Crop in LATFLOW). 
Drainage parameters (manning’s n, saturated hydraulic conductivity, drainage density, and 
permeable soil depth) appear to be identifiable, which justifies the addition of interflow 
component in LATFLOW algorithm as identifiable parameter with less uncertainty. Snow 
parameters 𝑧𝑝𝑙𝑠, 𝑧𝑝𝑙𝑔 appear to be mostly unidentifiable in both algorithms, raising doubts 
regarding the use of these parameters, which means that these parameters (𝑧𝑝𝑙𝑠 and 𝑧𝑝𝑙𝑔) is 
excluded from the calibration process by assuming a constant reasonable value or these 
parameters needed to be reassessed before using in the model. 
 
Figure 4.12: Parameter identifiability for the pareto optimal solutions of the Brightwater Creek watershed using 
(a) PDMROF and (b) LATFLOW configuration. The text before ‘_’ is parameter type and after ‘_’ is the GRU 
type. 
 
It was observed in Figure 4.4 that the performance of both PDMROF and LATFLOW for 
streamflow simulation of the Brightwater Creek watershed is similar. According to Figure 4.12, 
more parameters appear to be identifiable in PDMROF (40%) compared to LATFLOW (34%). 
Less identifiable nature of parameters in LATFLOW suggests that the addition of interflow 
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does not add any benefit for this watershed. Both Figure 4.11 and Figure 4.12 indicate that the 
application of LATFLOW might be useful over PDMROF, depending on the type of the prairie 
watershed based on the pattern and distribution of non-contributing wetlands, land cover, and 
dominating drainage properties (which are the differences between the Kronau Marsh and 
Brightwater Creek watersheds). PDM parameters, permeable soil depth (𝑠𝑑𝑒𝑝), and limiting 
snow depth (𝑧𝑠𝑛𝑙) for GRU-Crop appear to be identifiable. The parameters for grass and non-
contributing wetlands appear to be mostly unidentifiable for both the algorithms, indicating 
that the GRU delineation is likely to be inefficient. This leads to an argument whether an 
unidentifiable parameter should or should not be considered in the model discretization process 
(GRU definition). From the modelling point of view, a well distributed model is always 
preferable. If the computing facility, availability of physiographic information, and 
parameterization scheme (the equations used) of model allows, it is preferable to include every 
available detail into model discretization process, which is done in this study. Even though a 
few parameters are unidentifiable according to the analysis, they cannot be excluded from the 
parametrization process as they are integral to the MESH modelling framework. However, this 
analysis could lead us to reduce the number of parameters required to be calibrated.  
The underlying concept of parameter identifiability is to show the context, appropriateness, and 
uncertainties of parameters used in a model (Vrugt et al., 2005). It was observed that soil 
permeable depth (𝑠𝑑𝑒𝑝) is the most identifiable parameter across all the model configurations 
used in all the watersheds, suggesting that the parameter is well devised to estimate sub-surface 
runoff (in WATROF and LATFLOW) as well as soil moisture storage (in all three algorithms). 
Parameter identifiability results for the White Gull Creek watershed suggest that the PDM 
parameters (𝐶𝑚𝑎𝑥 and 𝑏) are unidentifiable, indicating that the PDM concept does not represent 
runoff processes of a boreal forest watershed well. Water ponding depth in snow covered and 
snow free areas (𝑧𝑝𝑙𝑔, 𝑧𝑝𝑙𝑠) are unidentifiable in all models across different watersheds, which 
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is that the use of these parameters in these watersheds are likely to be unsuitable. The 
identifiability nature of the parameters is used to adjust the parameterization processes for 
future model development in these watersheds. 
4.4 Parameter Sensitivity 
Parameter sensitivity analysis (SA) examines the output variation of a model, which is 
attributed to variations of its input parameters. The purpose of SA includes uncertainty 
assessment, diagnostic evaluation, dominant control analysis and robust decision making 
(Pianosi et al., 2014). Some of the outcomes from parameter identifiability and sensitivity are 
the same, i.e. both the procedures can identify unimportant as well as uncertain parameters 
from the modelling point of view. Besides the screening of unimportant parameters, sensitivity 
analysis is able to rank the parameter set according to their influence on the model. In this 
section, SA for each of the model configurations is conducted separately. 𝑁𝑆𝐸 was used as the 
model response metric and SA was conducted from 2005 to 2008 (during the calibration 
period) for each model.  
Two different plots were used here for SA, a pie chart using 𝜇∗ for each parameter, indicating 
the rank and importance of a certain sensitive parameter, and a scatter plot using 𝜇∗ and 𝜎 value 
of a particular parameter, indicating the overall influence over the model response as well as 
the effect due to the interaction with other parameters, respectively. According to Figure 4.13, 
permeable soil depth (𝑠𝑑𝑒𝑝) for GRU-Forest is one of the most sensitive parameter across all 
the runoff generation algorithms in the White Gull Creek watershed, which was an identifiable 
parameter (Figure 4.10). Some of the parameters exhibit high sensitivity in all the algorithms, 
such as permeable soil depth (𝑠𝑑𝑒𝑝) and limiting snow depth (𝑧𝑠𝑛𝑙), which is similar to the 
outcome with parameter identifiability in this watershed. Most of the identifiable parameters 
show high sensitivity. However, PDM parameters show high sensitivity for PDMROF, 
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although they were not identifiable parameters (Figure 4.10). This outcome may be misleading 
because PDMROF does not perform well in the White Gull Creek watershed (Figure 4.2b). 
According to Figure 4.14, permeable soil depth (𝑠𝑑𝑒𝑝) for GRU-Crop is the most sensitive 
parameter across all the runoff generation algorithms in the Kronau Marsh watershed, which 
was an identifiable parameter (Figure 4.10). Similar to the outcome of the White Gull Creek 
watershed, identifiable parameters show high sensitivity in this watershed as well. It is also 
observed that 𝐶𝑚𝑎𝑥 for GRU-Crop shows comparatively high sensitivity in PDMROF, which 
might be attributed to the high dependency on overland drainage in the absence of interflow 
mechanism. 
For the Brightwater Creek watershed, a different rank of sensitive parameters is observed, 
although the model performance using PDMROF and LATFLOW is considered similar (Figure 
4.4). Permeable soil depth (𝑠𝑑𝑒𝑝) for GRU-Crop and GRU-NCW is considered as sensitive 
parameters. The sensitivity of parameters for the Brightwater Creek watershed is similar to that 
of the Kronau Marsh watershed. The remaining outcome of SA is similar to the other 
watersheds, i.e. identifiable parameters show high sensitivity. From the outcome of parameter 
identifiability and sensitivity analysis, it is understood that both methods complement each 
other and they show the robustness of the parameter estimation procedures. 
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Figure 4.13: Parameter sensitivity of the White Gull Creek watershed using (a) WATROF, (b) PDMROF, and (c) 
LATFLOW. The acronym ‘for’ and ‘wetl.’stands for ‘forest’ and ‘wetlands’ 
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Figure 4.14: Parameter sensitivity of the Kronau Marsh watershed using (a) PDMROF and (b) LATFLOW. 
 
 
Figure 4.15: Parameter sensitivity of the Brightwater Creek watershed using (a) PDMROF and (b) LATFLOW. 
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Chapter 5: Hybrid MESH-SD Modelling 
Developing an integrated model by joining a hydrological model and a system dynamics model 
(SD) in order to estimate the streamflow at the outlet of a large-scale watershed is referred to 
as hybrid modelling in this study. Located in the Canadian prairie ecozone, the Qu’Appelle 
River basin (QRB) exhibits all the challenging features of prairie watershed Modelling, such 
as land surface heterogeneity, dynamic drainage contribution, hydrological connectivity, high 
streamflow flow variability, lack of precise hydro-meteorological information, and effects of 
human intervention. It is difficult to address all the hydrological features in a single tool, and 
efficient hybridization of multiple modelling tool is essential to address most of the challenges. 
To show that such a hybrid approach is possible, there was a need to set up a model to simulate 
the lake system within the QRB. Once, such a calibrated model was setup, it was coupled with 
a hydrological model to estimate the streamflow at the outlet of the QRB. This chapter provides 
results of the SD model and the subsequent hybridization that was carried out to model the 
QRB.  
5.1 Lake SD Model Simulation Results 
The Lake SD model simulation was analyzed using time series plots of model runs. Streamflow 
simulation was analyzed on the main channel of the Qu’Appelle River at Lumsden, Craven, 
and Welby. Besides streamflow, water levels at individual lakes were also analyzed. Six 
controlled lakes (Buffalo Pound, Last Mountain, Echo, Katepwa, Crooked, and Round lakes) 
were considered for this analysis. 
5.1.1 Streamflow Simulation 
The lake SD model is considered as well calibrated at every station based on Figure 5.1. All 
the calibration 𝑁𝑆𝐸 values are well over the satisfaction level (> +0.50) and is considered as 
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‘very good’. The model validation performance was also considered as ‘very good’ based on 
both 𝑁𝑆𝐸 and 𝑃𝐵𝐼𝐴𝑆 as 𝑁𝑆𝐸 and PBIAS at all the stations were >+0.65 and < 25%, 
respectively. The lake SD model, showing good results for both calibration and validation 
period, runs using measured historical flows from the tributaries. In the direction of hybrid 
model development, a high performing lake SD model is needed because this model is required 
to represent the lake interactions and operations correctly so that the errors and uncertainties 
regarding lake operation during the development of the hybrid model is minimized. Errors and 
uncertainties are expected to be carried forward from the MESH model during the estimation 
of the tributaries flows in the hybrid model, and the lake SD model is expected to cause 
additional error while predicting streamflow at the QRB’s outlet near Welby.  
 
Figure 5.1: Observed and simulated daily hydrographs using the lake SD model at (a) Lumsden, (b) Craven, and 
(c) Welby. 
 
5.1.2 Lake Water Level 
The lake SD model provides the simulated lake elevation for individual lakes in the QRB 
system. Daily simulated and measured lake water levels from January 2003 to December 2014 
was compared and checked for the model’s ability to simulate lake water level (Figure 5.2). 
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𝑁𝑆𝐸 was used as a performance measure indicator here. Although the guideline of Moriasi et 
al. (2007) was mainly developed for watershed response, researchers often use the same 
guideline for lake model simulation (Muvundja et al., 2014) and the same guideline was used 
here to evaluate mean monthly lake water level simulation. 
 
 
Figure 5.2: Measured and simulated water levels using lake SD model at all the lakes of QRB system. 
 
According to Figure 5.2, it is noticed that the water levels in the lake were not simulated as 
accurately as the streamflow. Except for the Last Mountain Lake, the model was not able to 
achieve high 𝑁𝑆𝐸 values. This reduction of accuracy could be attributed to unavailability of 
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lake release information, which could have been useful in calibrating the model for lake levels, 
and human interventions were incorporated as operating rules in the development of the model 
on monthly basis. However, operating rules is modified anytime within the month based on 
situational demand and this information could not be accounted in the model. The main purpose 
of the lake SD model is to simulate the streamflow at Welby efficiently, accounting for all 
possible lake related processes and operating rules. From this point of view, the model serves 
its purpose. In order to simulate lake water level efficiently, the parameterization of the lake 
SD model needs to account for the unaccounted features as well as include the water level 
simulation into the calibration process. 
 
Figure 5.3: Parameter identifiability of the lake SD model. Here ‘BPL’, ‘LML’, ‘EL’, ‘CL’, and ‘RL’ indicate lake 
systems, ‘TT’ is temperature threshold, ‘C’ is weir release coefficient, ‘M’ is degree-day coefficient, ‘K’ is lake 
evaporation coefficient, and ‘A’ is co-efficient for ungauged contribution 
 
Figure 5.3 shows the parameter identifiability pattern, constructed using the top 200 
simulations. According to this figure, degree-day coefficient (𝑀) and lake evaporation 
coefficient (𝐾) for Katepwa Lake is unidentifiable, suggesting that the representation of 
snowmelt and evaporation processes in this lake needs to be improved. Beside these 
parameters, lake evaporation coefficient (𝐾) for Crooked Lake also appears to be 
unidentifiable. The rest of the parameters is considered as identifiable parameters, justifying 
the selection of appropriate equations to represent different processes on the lakes of QRB. 
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Parameter sensitivity is shown in Figure 5.4 and it shows that ungauged contribution multiplier 
‘A’ for the LML system to be the most sensitive parameter. Although the QRB system contains 
a number of lakes, apart from BPL and LML, most of them do not have significant surface area 
to produce a significant amount of snowmelt or evaporation and for this reason snowmelt and 
lake evaporation parameters appear to be insensitive in this model. It is also observed that the 
ungauged contribution multipliers for most of the lakes are highly sensitive because the amount 
of ungauged watersheds for each lake system is considerably high compared to gauged areas. 
This finding establishes a strong dependency of the model on the water estimation from 
ungauged area of the QRB. A well calibrated and validated MESH model is required to estimate 
water coming from gauged and ungauged areas of QRB for good hybrid model and feed it to 
the lake model. 
 
Figure 5.4: Parameter sensitivity of the lake SD model using multiple lake systems model. 
 
The main purpose of the Lake SD model is to model the operations and interaction of multiple 
lakes of QRB. The model appears to be performing well in the context of streamflow simulation 
at outlet as well as intermediate locations. Based on the outcome, it is said that this particular 
lake SD model is able to simulate the operations and interaction of the complex lake 
arrangement of QRB. 
5.2 Hybrid MESH-SD Model Simulation Results 
In this study, large-scale modelling of the QRB was simulated by joining a MESH model and 
a lake SD model in a hybrid structure. The efficiency of the QRB hybrid model depends on the 
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performance of both MESH model lake SD models individually as well as in a coupled 
framework. Different approaches of hybridization are possible; however, two approaches were 
tested for this study named ‘top-down’ and ‘bottom-up’ approach. The naming of these 
approaches evolves from the style of addressing the hybrid modelling of QRB. 
5.2.1 Model Simulation of Top-down Approach 
In this case, two possible options were implemented- 
I. Setting up a MESH model for natural processes of the QRB and calibrate for multiple 
sub-basins using a multi-site calibration/optimization technique. 
II. Setting up individual models for the sub-basins and calibrate/optimize them separately. 
Simulation results for the hybrid model was 
analyzed in two steps. In the first step, model 
simulations of the MESH models for both 
options (option- I and option – II) for the 
tributaries were analyzed, and in the second 
step, model simulations of the lake SD model 
were analyzed using time series plots. Model 
evaluation criteria were similar to the criteria 
used in the comparison study (using 𝑁𝑆𝐸 and 𝑃𝐵𝐼𝐴𝑆 for the validation run). Figure 5.5 shows 
the Pareto front of non-dominated solutions of the QRB using Option-I of the top-down 
approach. A reasonable optimization solution was selected from the Pareto front, which 
exhibits comparatively high 𝑁𝑆𝐸 along with high 𝐿𝑜𝑔(𝑁𝑆𝐸) (𝑁𝑆𝐸 = +5.703 and 𝐿𝑜𝑔(𝑁𝑆𝐸) 
= +2.104). The uncommon values of the 𝑁𝑆𝐸 and 𝐿𝑜𝑔(𝑁𝑆𝐸) are a result of summing up the 
values of the 10 sub-basins. Figure 5.6 shows the calibration and validation results of the 
selected sub-basins using Option-I of the top-down approach. The calibration for all the sub-
Figure 5.5: Pareto front of non-dominant solution of 
QRB using Option-I of 'Top-down' approach 
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basins appears to be satisfactory (𝑁𝑆𝐸>+0.50) except Ridge Creek and Ekapo Creek. The 
reason for Ridge and Ekapo Creek calibrating poorly may be related to the optimized values of 
parameters for each GRU. As the QRB contains four GRUs, the sub-basins of QRB may 
contain four or less than four GRUs. Also, the same optimized values for each GRU was used 
in each sub-basin. For example, Lewis Creek and Ekapo Creek both contain ‘crop’ GRU, and 
the simulation of both these sub-basins use the same optimized values for ‘crop’ GRU. This 
was the underlying assumption of Option-I, where the land surface heterogeneity was similar 
across the QRB. Based on the observation of calibrated 𝑁𝑆𝐸 of Ridge and Ekapo Creek, it was 
understood that the land surface heterogeneity of these watersheds was not well represented 
using Option-I of the top-down approach, which resulted in unsatisfactory calibration. 
However, in the context of 𝑁𝑆𝐸 and 𝑃𝐵𝐼𝐴𝑆, none of the sub-basins shows satisfactory 
performance during validation. The probable reasons are (i) the underlying assumption of 
Option-I of the top-down approach is invalid, (ii) calibration of the sub-basins suffered from 
over fitting, and (iii) hydro-meteorological data were problematic. During the validation, year 
2011 and 2013 showed distinct peak flows for all the sub-basins, and it is observed that the 
magnitude of the peak flow of year 2011 is relatively greater or equal to the magnitude of peak 
flow of year 2013. However, the validation of model simulations exhibits opposite pattern 
where the magnitude of peak flow of year 2013 is often greater than the peak of year 2011. 
This is inaccurate estimation of parameters for QRB sub-basins using Option I. Moreover, 
simulation of the peak flow of year 2010 and 2014 were mostly poor. 
  
  
Figure 5.6: Streamflow simulation using Option-I of 'Top-down' approach. 
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The model performance of MESH for the tributaries are not satisfactory (NS values between -
0.557 and +0.449), which affects the performance of the hybrid model. Figure 5.7 shows the 
calibration and validation of the hybrid model at the outlet of the QRB near Welby, and it 
appears that the hybrid model was unsatisfactory, which was developed using Option-I of the 
top-down approach. The simulation of flood peaks during the calibration period contains both 
magnitude and timing error, which leads to a poor 𝑁𝑆𝐸. The performance of the model in the 
validation period is similar to the performance of MESH models of the tributaries. 
 
Figure 5.7: Observed and simulated hydrographs for the QRB near Welby using Option-I of the top-down 
approach. 
 
Option-II allows for assuming non-uniformity of land surface heterogeneity across the sub-
basins of the QRB. Figure 5.7 shows the Pareto front of non-dominated solutions of the QRB 
using Option-II of the top-down approach. Here the objective functions were to maximize 𝑁𝑆𝐸 
and 𝐿𝑜𝑔(𝑁𝑆𝐸) of the 10 selected sub-basins separately. Similar to the approach adopted in the 
comparison study (discussed in Chapter-4), a behavioral threshold was set as 𝑁𝑆𝐸>+0.50 and 
𝐿𝑜𝑔(𝑁𝑆𝐸)>+0.30. It is observed that the optimization of all the sub-basins achieved behavioral 
solutions except Ridge Creek. The low flow simulations for Ridge Creek is poor (𝐿𝑜𝑔(𝑁𝑆𝐸) 
< 0.0), however, high flow simulation is considered as satisfactory (Maximum 𝑁𝑆𝐸 = +0.50 
was achieved). Reasonable optimized solutions for each watershed was selected from 
respective pareto fronts, giving priority for high 𝑁𝑆𝐸 with reasonably high 𝐿𝑜𝑔(𝑁𝑆𝐸). 
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Moose Jaw Saline Kronau Marsh 
   
Ridge Jumping Deer Pheasant 
   
Lewis Ekapo Cutarm 
   
Lanigan 
Figure 5.8: Pareto front for individual watersheds 
 
Figure 5.9 shows the calibration and validation results of the selected sub-basins using Option-
II. The calibration for all the sub-basins appears to be satisfactory (𝑁𝑆𝐸>+0.50) except Ridge 
Creek. All the tributaries show 8% to 160% improvement in calibration, suggesting that the 
assumption of detailed definition of land surface heterogeneity is able to improve the 
performance of the optimization. Both Ridge Creek and Ekapo Creek did not achieve a 
satisfactory calibration in Option-I, but these watersheds show significant improvement (160% 
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and 107%, respectively) in Option-II, which suggests that the land surface heterogeneity is 
different in these watersheds compared to other sub-basins. However, the validation of the 
tributaries do not show any improvement over the validation of Option-I. Similar patterns and 
errors are observed for Option-II, which might be related to the over fitted calibration. Figure 
5.10 shows the calibration and validation of the hybrid model at the outlet of the QRB near 
Welby, and it appears that hybrid model was still unsatisfactory, which was similar to Option-
I of the top-down approach. Calibration 𝑁𝑆𝐸 of the hybrid model using Option-II improves 
compared to Option-I, which is mainly because of improved calibration 𝑁𝑆𝐸 of the tributaries. 
However, validation of the hybrid model using Option-II did not show any improvement over 
the validation of Option-I. Only the peak flow of year 2013 shows good prediction, but all other 
years are show underestimated peak flows. It is apparent that none of the options of the top-
down approach leads to a satisfactory hybrid model and the main reason is the underperforming 
MESH models of the tributaries. The lake SD model was shown to be able to simulate the lake 
interactions and operating rules and predicted streamflow at the outlet of the QRB near Welby 
with high efficiency. Therefore, developing better MESH models for the tributaries is the 
primary challenge. It was shown in this analysis that this approach of hybridization allows for 
connecting two different modelling platforms to simulate hydrological processes and lake 
operations separately and simulate streamflow at the outlet of a large-scale watershed. 
Estimated parameter values for the selected optimal solution using Option-I and Option-II is 
presented in Appendix C. 
   
  
  
  
  
Figure 5.9: Simulated streamflow for individual sub-basins of the QRB. 
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Figure 5.10: Observed and simulated hydrographs for the QRB near Welby using Option-II of the top-down 
approach. 
 
5.2.2 Model Simulation using Bottom-up Approach 
Figure 5.11 shows the Pareto front of non-
dominated solutions of the QRB using the bottom-
up approach. Here all non-dominated solutions 
exhibit behavioral solution (𝑁𝑆𝐸 > +0.50 and 
𝐿𝑜𝑔(𝑁𝑆𝐸) > +0.30). A reasonable optimization 
solution was selected from the Pareto front, which 
exhibits comparatively high 𝑁𝑆𝐸 along with high 
𝐿𝑜𝑔(𝑁𝑆𝐸) (𝑁𝑆𝐸 = +0.84 and 𝐿𝑜𝑔(𝑁𝑆𝐸) = +0.93). 
Figure 5.12 shows the calibration and validation 
results of QRB at Welby using the bottom-up approach. The calibration is considered as 
satisfactory (𝑁𝑆𝐸 > +0.50), however, validation performance is unsatisfactory with NSE and 
PBIAS values of 0.21 and 68.5%, respectively.  
 
Figure 5.12: Measured and simulated hydrograph of the QRB system near Welby using 'Bottom-up' approach. 
 
 
Figure 5.11: Pareto front of non-dominated 
solutions of QRB using bottom-up approach. 
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Figure 5.13 shows the model performance at different tributaries and it is clear that streamflow 
simulated at the QRB’s tributaries are unsatisfactory (𝑁𝑆𝐸 < 0.5) during both calibration and 
validation periods. Although high 𝑁𝑆𝐸 (= +0.84) was achieved during the calibration of the 
model at Welby, the performance of the tributaries is not satisfactory, which is the model 
optimization process adjusted the outflows from tributaries to improve the model performance 
at the outlet of the QRB. The bottom-up approach of hybridization is suitable for streamflow 
simulation at the outlet of the QRB, but it does not simulate sub-basins efficiently. If the 
generated naturalized flow is validated and adjusted to lower the amount of errors and 
uncertainties then the bottom-up approach is used for streamflow simulation at the outlet, 
ignoring the model efficiency at sub-basins level. 
It appears that the model performance using the bottom-up approach produced similar 
outcomes compared to the top-down approach. The simulated streamflow during validation 
shows a different pattern compared to the top-down approach. The simulated peak flow for 
year 2011 is estimated greater than that of year 2013, which was opposite for the case of the 
top-down approach. Validation 𝑁𝑆𝐸 (=+0.21) in the bottom-up approach is also greater than 
that of the top-down approach, although not satisfactory. However, the peak flow of year 2010 
and 2014 were not captured in this approach either. It is possible that the reasons for 
unsuccessful validation of the bottom-up approach is similar to those of the top-down approach. 
Estimated parameter values for the selected optimal solution using ‘Bottom-up’ approach and 
‘Top-down’ (Option-I) is presented in Appendix D.  
  
 
  
Figure 5.13: Streamflow simulation in the tributaries of the QRB using the hybrid model in the bottom-up approach. 
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Large-scale hydrological modelling in a prairie watershed is challenging. Developing a hybrid 
modelling approach for a large-scale prairie watershed is an attempt to simulate the challenges 
separately and create a common ground so that individual tools can communicate with each 
other. All the approaches discussed above present different styles of creating a common 
ground, although the model performance for each case appears unsatisfactory. It is inferred that 
each tributary sub-basin in a large-scale prairie watershed presents different challenges and 
addressing them in a similar way may not work. In the Option-II of ‘Top-down’ approach, 
separate models were developed for individual tributary sub-basins, which was unable to show 
a satisfactory validation as well, suggesting that different tributaries need to address differently.  
5.2.3 Why is the MESH Model Unsuccessful? 
The reason of unsuccessful model validation is possibly related to the hydrological response 
pattern alteration in the prairies. In a recent work, Savenije and Hrachowitz (2017) provided 
an opinion that watersheds behave like a meta-organism and they evolve or change their 
response over a certain period of time. Savenije and Hrachowitz (2017) critically emphasize 
that the knowledge of hydrology primarily concentrates on correct representation of physics 
and ignores the representation of ecology, which often plays an important role to change the 
behavior of a watershed in a long run. Dumanski et al. (2015) conducted a statistical analysis 
to determine hydrological regime change in the Smith Creek prairie watershed and found that 
there is a significant increment in rainfall transformation into streamflow, suggesting increased 
amount of drainage in the prairies. According to Dumanski et al. (2015), year 2010 plays an 
important role to exhibit an altered hydrological response pattern in the prairies. Figure 5.14 
shows the long-term precipitation and streamflow time series (from 1981-2015) near a station 
close to the outlet of the Moose Jaw River. It is observed that the 90th percentile of daily 
precipitation varies between 3.42-3.81 mm/d, when averaged over a decadal period shown in 
the Figure (1981-1991, 1992-2001, 2002-2011, and 2012-2016), suggesting a uniform long 
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term pattern of extreme precipitation (10% exceedance). However, the 90th percentile of 
streamflow does not show similar behaviour, and it is observed that the pattern changes over a 
time period of about 10 years. Streamflow from 1981-1991 and from 2002-2011 show lower 
values of 90th percentile, indicating low flow periods although few years show flooding in the 
river (year 1982, 1983, and 2005). However, streamflow from 1992-2001 and from 2012 
onward show greater values of 90th percentile flows, indicating high flow periods with few 
years showing low flows. Now the question is – “why is the streamflow response changing 
without any significant change of pattern in the precipitation volume?” It is understood that a 
prairie watershed does not show a conventional rainfall-runoff relation because of complex 
hydrological features like non-contributing area and surface storage connectivity, which can 
also be observed in Figure 5.14 as individual peak precipitation does not yield peak streamflow. 
There are a few possible reasons that a watershed can change the response pattern, such as 
temperature pattern during the snowmelt season, antecedent soil moisture conditions, mid-
winter freeze and thaw, surface drainage connectivity, ecological properties, and human 
influence. It is possible that the hydrological response is changing because of these reasons 
acting separately or combined. A comprehensive study is required to identify the most probable 
reasons for hydrological response change and how they might affect the modelling process. 
Two major reasons that could cause such a change in hydrological responses are either 
meteorological or anthropological. Patterns in temperature during snowmelt season and 
antecedent soil moisture conditions could vastly influence the streamflow and these patterns 
should be analysed in future studies to identify any changes over a particular time period. It is 
also known that farmers often dig canals and drain water from neighbouring ponds, which often 
disrupts natural surface storage connectivity and creates further uncertainties for the model 
parameterization (Pomeroy et al., 2014; Shook and Pomeroy, 2011). Also, construction of 
roads and human installations affects prairie drainage. It is a reasonable assumption that the 
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effect of internally drained ponds and construction is observed after a certain number of years 
in the means of altered drainage pattern and the effect amplifies over the scale of the basin. 
 
Figure 5.14: Precipitation and streamflow time series near the Moose jaw watershed. 
 
It is possible that the validation of the hybrid model is inefficient because of the altered drainage 
pattern observed in the prairies. It is unlikely that MESH model can perform well by calibrating 
from 2004 to 2008 and then validating from 2008 onward because the time periods exhibits 
different hydrological response patterns. Mekonnen et al. (2016, 2015, 2014) showed a well 
calibrated hydrological model for the prairies (Moose Jaw and Assiniboine River watershed), 
however, the modelling period was within 1992-2000 (Mekonnen et al., 2016, 2015) and 2005-
2009 (Mekonnen et al., 2014) which shows a uniform drainage pattern according to Figure 
5.14. It is possible that these particular models are efficient because of the stationary drainage 
pattern. Based on these works and Figure 5.14, it is hypothesized that a prairie hydrological 
model should perform well if - (i) calibrated for more than 20 years to represent the wide range 
of drainage pattern, or (ii) determining the break point for streamflow alteration and conduct 
calibration and validation within a period of similar hydrological regime. Here option (i) cannot 
be tested, because of the unavailability of meteorological data at the time scale required to run 
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MESH (Hourly gridded data such as CaPA-GEM are available from 2002 onward). However, 
option (ii) is tested and for this purpose the Moose Jaw watershed was selected. The model 
setup was similar to the model that was used for Option-II of the top-down approach. The 
model was calibrated from October 2010 to October 2013 and validated from October 2013 to 
October 2015. According to Figure 5.15, the model calibrated well with a high 𝑁𝑆𝐸 (= +0.918). 
It was also observed that the model performed well during the validation period and a 
satisfactory 𝑁𝑆𝐸 (= +0.576) was achieved. The results provide initial verification of the 
hypothesis of different drainage patterns in different periods. Using this concept and Option-II 
of the top-down approach, it is possible that a complete hybrid model for the QRB might 
perform well however, the complete hybrid model was not developed using this hypothesis due 
to time constraint. 
 
Figure 5.15: Observed and simulated hydrographs for Moose Jaw watershed. 
 
It was understood that streamflow data showed an altered pattern of drainage connectivity from 
year 2010 onward. Now the question is- ‘how the drainage response alteration is explained 
from a modelling point of view?’ To address this, let us look at two separate model results for 
the Moose Jaw River watershed- (i) model of the Moose Jaw river watershed calibrated from 
2004 to 2008 and validated from 2009 to 2014. , which did not show satisfactory validation 
(from 2009 to 2014) despite acceptable calibration performance (calibration 𝑁𝑆𝐸: +0.832, 
validation 𝑁𝑆𝐸: +0.399) (Figure 5.9), and (ii) model of the Moose Jaw river watershed 
calibrated from 2010 to 2013, which exhibits satisfactory calibration and validation 
performance from 2014 to 2015 (calibration 𝑁𝑆𝐸: +0.918, validation 𝑁𝑆𝐸: +0.576) (Figure 
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5.15). Figure 5.16 shows the comparison of the estimated normalized values of drainage 
parameters from the two models calibrated based on two different periods (2004-2008 and 
2010-2013). The parameter sets for high performing models (𝑁𝑆𝐸 > +0.80) were selected for 
analysis. As the results suggest, the identifiable nature and values change for some of the 
drainage parameters. For example, the shape factor (𝑏) for GRU-crop and GRU-grass exhibit 
interchanging identifiability i.e. identifiable in one model and unidentifiable in another model. 
Surface storage capacity for the non-contributing area (𝐶𝑚𝑎𝑥_𝑛𝑐𝑎) shows increased storage 
capacity in the first model, whereas in the second model, it shows lower surface storage 
capacity and is more identifiable. This variation suggests that the non-contributing area holds 
less amount of water in the latter model, and responds more quickly. However, surface storage 
capacity for the GRU-crop (𝐶𝑚𝑎𝑥_𝑐𝑟𝑜𝑝) is mostly similar and that for GRU-grass 
(𝐶𝑚𝑎𝑥_𝑔𝑟𝑎𝑠𝑠) is slightly higher in the second model. The estimated parameters of non-
contributing area carry high importance because the proportion for non-contributing area (57%) 
is comparatively greater than crop (39%) and grass (4%). Similar to 𝐶𝑚𝑎𝑥, limiting snow depth 
(𝑧𝑠𝑛𝑙) also exhibits lower identifiable value from 2010 onwards, suggesting a prompt runoff 
response during snow melting season. Comparison for the remaining parameters suggest that 
the model calibrated from 2010 to 2013 shows a lower water holding capacity and faster runoff 
response whereas the model calibrated from 2004 to 2008 shows a contrasting scenario. 
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Figure 5.16: Comparison of drainage parameters for the model of the Moose Jaw river watershed was calibrated 
from 2004 to 2008 and from 2010 to 2013. 
 
The results suggest that the hydrological model parameters are calibrated such that it reduces 
surface water holding capacity and increases streamflow response during snowmelt period. The 
change in parameter ranges and subsequent effects on the model performance could be due to 
changes in drainage patterns within the watershed. However, this cannot be ascertained for the 
Moose Jaw watershed due to unavailability of information regarding landuse change. 
Dumanski et al. (2015) observed similar changes in the Smith Creek prairie watershed, where 
they were able to attribute change in streamflow to reduction in ponded area by 58% and 
increase in drainage channel length by 780% over last 50 years. Similar observation was 
reported by Ehsanzadeh et al. (2016, 2012) for multiple watersheds in the prairies. Similar trend 
is assumed for the Moose Jaw watershed cautiously. A thorough investigation on the isolated 
and combined effect of meteorological and anthropogenic change could provide conclusive 
evidence of streamflow pattern change.  
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Chapter 6: Summary and Conclusion 
Developing a hydrological systems model for a large-scale prairie watershed poses a number 
of challenges, which are mainly fill and spill runoff propagation, dynamic behavior of drainage 
contribution area, water management and regulation, and uncertainty and unavailability of 
meteorological data at fine temporal scale. There is a necessity to address some of these 
challenges and develop a suitable integrated modelling approach for large-scale prairie 
watersheds. MESH is a well-known hydrological modelling tool in Canada and it has the 
mechanism to address some of the above-mentioned challenges using different approaches, 
such as, remote sensing, probabilistic, and data driven approaches. Each approach exhibits its 
merits and demerits, and there is a scope to improve existing modelling methods for the 
prairies. The Qu’Appelle River basin (QRB) was selected for this research because it is located 
in the prairies and contains a complex network of multiple interconnected lakes. Moreover, the 
QRB represents a classic case of the challenging prairie topography, combined with the cold 
region hydrological processes. Because the representation of the interconnected controlled and 
uncontrolled lakes is often difficult to using a hydrological modelling tool, such as MESH, a 
systems modelling approach for lake operations was developed using system dynamics (SD). 
Consequently, the SD model was combined with the MESH model that simulates the natural 
hydrological processes in one hybrid modelling framework. .  
6.1 Runoff Generation Algorithms 
Runoff generation varies for different ecozones of Canada, and the prime reason is the varying 
topography, which directly affects the runoff generation and its propagation to the nearest 
streams. Canadian prairie topography, in particular, is very challenging to be represented in 
any land surface model to simulate hydrological processes because of the presence of variable 
contributing area (non-contributing area). In this study, we proposed blending the merits of two 
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existing runoff generation algorithms (WATROF and PDMROF) to develop LATFLOW, 
which could be suitable for applications over prairie and non-prairie watersheds. LATFLOW 
utilizes probabilistic distribution of surface storages with variable capacity to estimate surface 
runoff and the approximate solution of Richards’ equation to estimate interflow. LATFLOW 
was compared with WATROF and PDMROF through MESH to simulate streamflow in three 
different watersheds located in two distinct ecozones. This comparison analysis also helped in 
identifying suitable runoff generation algorithms for prairie and non-prairie watersheds. 
Results indicated that the physically based runoff generation algorithm (WATROF) performed 
well for non-prairie watersheds (White Gull Creek) and the probabilistic runoff generation 
algorithms (PDMROF and LATFLOW) performed better in prairie watersheds (Brightwater 
Creek and Kronau Marsh). Probabilistic runoff generation algorithms also performed 
reasonably well in non-prairie watersheds, indicating their ability to represent various types of 
topography. The LATFLOW algorithm performed better than the PDMROF algorithm at 
simulating streamflow in prairie watersheds (Brightwater Creek and Kronau Marsh). 
LATFLOW has the flexibility to use near surface routing during snowmelt season or any rain 
event, which was achieved by incorporating interflow mechanism. LATFLOW is considered 
as in-between WATROF and PDMROF as it utilizes the parameterization of PDMROF for 
overland runoff estimation and the interflow parameterization of WATROF. 
6.2 Development of the Lake System Model  
In this part of the research, focus was on developing a numerical model for the complex lake 
system of QRB. There are eight major lakes located in QRB and all of them are connected with 
each other, creating complex dynamics of lake response. The lake model was intended to 
simulate the lake operations and interactions by addressing storage area-release relationship. A 
System Dynamics (SD) approach was used for the lake system model development using a 
STELLA 10.1 software (cite a reference here for the software developer). The model was 
129 
developed using measured inflow from the tributaries, because the primary focus was to model 
the lake operations and interactions correctly. The model was calibrated and validated using 
the simulated and measured streamflow at the outlet of the QRB near Welby. The model was 
evaluated using streamflow at three locations (i.e. Lumsden, Craven, and Welby) for discharge, 
and at every lake for water level. It was observed that the developed lake SD model was able 
to simulate streamflow with high accuracy. Prediction of the water level for all the lakes were 
also good except the Buffalo Pound Lake, where the simulated water level correlated poorly 
with the measured water level. All the parameters also exhibited identifiability except the 
evaporation and snowmelt parameters of the Katepwa Lake. Parameter sensitivity analysis 
showed that the drainage contribution from the ungauged portion of a watershed important for 
all the lakes, indicating the necessity of estimating these flows using a well-calibrated 
hydrological model. 
6.3 Hybrid MESH-SD Modelling 
Following the development of the SD model, a hybrid model was developed to include the lake 
management information (e.g., lake operations, interaction between multiple lakes) into the 
hydrological model (MESH). Developing a hybrid model by combining two or more models 
has a potential to address complex hydrological problems. The MESH models for natural 
watersheds like the Kronau Marsh and the Brightwater Creek watersheds were efficient at 
handling the prairie hydrological features. However, it was likely that the complex water 
resources management would not be addressed appropriately using MESH alone for a large-
scale prairie watershed. In the hybrid model, MESH (used for the prairie hydrological 
Modelling) was coupled with the lake system dynamics (SD) model (used to represent lake 
operations and interactions). Different approaches of hybridization process were tested, i.e., 
‘top-down’ and ‘bottom-up’. In the ‘top-down’ approach, the modelling process initiates from 
the headwater regions, estimating the outflows from the tributaries (both gauged and ungauged) 
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using MESH, feeding the estimated outflow to the lake SD model and using of the lake SD 
model to estimate streamflow at the outlet near Welby. In the ‘bottom-up’ approach, the 
modelling process initiates from the outlet by generating a naturalized flow for streamflow near 
Welby using the lake model, and estimating parameters for the QRB model considering the 
naturalized flow conditions. Both the approaches were tested and the results indicated that such 
an approach improves the representation of lakes in the QRB, but does not provide significantly 
improved performance of the flow prediction at QRB outlet. The performance of the lake SD 
model shows that it is able to simulate the lake operations and interactions successfully and it 
can simulate streamflow with high efficiency, however, the problem lies with the simulation 
of MESH model in the headwater areas. During the validation of MESH model, year 2011 and 
2013 were showing distinct peak flows for all the sub-basins of QRB considered in this study, 
and it was observed that none of these peaks was efficiently estimated using any of the 
hybridization approaches. It was shown in this study that these approaches of hybridization 
were able to connect two different modelling platforms to simulate hydrological processes and 
lake operations simultaneously and simulate streamflow at the outlet of a large-scale watershed. 
However, they require considerable improvements in the form of better model discretization in 
MESH to increase their efficiency in simulating natural streamflow.  
 It appears that the selected time period of the model calibration and validation also posed 
another challenge due to high variability in the drainage response. The streamflow response 
appears to be different from year 2010 onward, which made the model validation inefficient, 
when calibrated using pre- 2010 data. An alternative approach was also tested by calibrating 
MESH model for the Moose Jaw River watershed (a sub-basin of the QRB) based on 2011 to 
2013-time window. This model showed satisfactory validation for 2014-2015, suggests that the 
developed MESH model can estimate outflow from the tributaries efficiently if calibrated and 
validated over a stationary time period. The alteration in drainage pattern is observed in the 
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estimated parameter values of the Moose Jaw river watershed, where higher and prompt runoff 
response is reflected by the parameters governing surface storage when calibrated from 2010 
to 2013. Drainage pattern of the Moose Jaw River watershed is likely to have been altered due 
to anthropogenic activities. The effects of such activities are reflected in terms of lower surface 
storage capacity, and prompt response during snowmelt and precipitation events. Similar 
phenomena were observed over other parts of the prairies by many researchers, however, the 
quantification of such an effect requires further studies.  
6.4 Limitations and Future Work 
The limitations of this research are related to the modelling assumptions and data preparation 
processes. Some of the important limitations of this work are listed below. 
(i) It was assumed that collected data from ECCC, WSA and relevant websites are already 
quality controlled. No additional in-depth data checks or bias correction was conducted here. 
(ii) The development of LATFLOW only addresses one of the limitations of PDMROF, 
which is PDMROF’s inability to estimate interflow, however, remaining important limitations 
of PDMROF such as the absence of pond to pond spill path sequence, actual runoff pathway 
representation, and hysteretic storage-discharge relationship pass into LATFLOW. 
(iii) During the development of the lake SD model, it was realized that the operating levels 
of weirs provided by WSA do not allow for proper simulation of lake elevations, which suggest 
that either WSA follows different weir guideline information or collected weir elevations are 
outdated. A trial and error method was used to assume suitable weir elevation that allows for 
simulating the lake water level efficiently for a longer time period. 
(iv) There was a scope to develop the hybrid model using meteorological data from sources 
other than CaPA-GEM (e.g. ANUSPLIN, hydro-meteorological, and AHCCD data by ECCC). 
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This was not attempted in this research, because the data preparation processes for MESH and 
the SD model are fairly complex and time consuming. 
The future scope of research in this area could be towards addressing the limitations of the 
research presented in this thesis as well as towards providing improvements to the hybrid 
model. The development of LATFLOW is considered as the next development phase in the 
direction of accurate runoff generation algorithm for the prairies. A hybrid approach was 
presented in this research; however, the hybrid model could benefit from multiple 
improvements and these are not tried as part of this research due to time constraints. After 
developing MESH model for the tributaries using the hydro-meteorological data from 2011 
onward, a complete and satisfactory hybrid model is developed, which is an important 
component of the FloodNet Project 4-3 that motivated the work presented in this thesis.  
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Appendix A: Modelling of Cold Region Processes  
Cold region hydrology consists few special physical processes (e.g. blowing of snow, 
infiltration in frozen soil condition), which is generally seen in a location where ice and snow 
play an important role in the local hydrology. MESH contains special parameterization for 
some of these processes, which is generally developed using special approaches and adopted 
during the model development of a cold region watershed. Two such special module was used 
in this study, which are Prairie Blowing Snow Model (PBSM) and frozen soil infiltration model 
as the case studies are mainly cold region watersheds. In this section, attempts were made to 
understand the importance of these modules in MESH. 
Prairie Blowing Snow Model 
Blowing snow redistribution in the prairie is an important process, where a certain amount of 
snow gets redistributed by wind force and alters the following spring runoff pattern. MESH 
implements this model using a subroutine and this component is activated using a flag in MESH 
environment. This module considers snowfall as input in vertical flux and redistributes using 
wind force as well as a probability distribution function as horizontal flux. In this study, no 
measured snow accumulation information was available to validate the simulated snow 
accumulation. For this reason, simulation of snow accumulation was compared with two 
separate model runs using PBSM module and not using PBSM module. The intension is to 
observe any considerable change of snow accumulation because of PBSM module. 
Parameterization 
The process of blowing snow redistribution was initially parameterized by Pomeroy et al. 
(1993) and later implemented in the Cold Region Hydrological Model (CHRM) (Pomeroy et 
al., 2007). Same concept was implemented in MESH with identical parameterization, which is 
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known as the Prairie Blowing Snow Model (PBSM). This model estimates blowing snow 
transport and sublimation quantities at the GRU-levels within grid squares. The physical 
processes assume that wind erode snow from a GRU and sublimates or transported and 
deposited into downwind GRUs in the same grid square. For an efficient PBSM application, 
GRUs need to be arranged according to aerodynamic roughness or drifting order. For example, 
if GRU 1 is bare ground, GRU 2 is shrub, GRU 3 is forest, and snow is transported from bare 
ground and deposited downwind to shrub & forest. Snow can also be eroded from shrub and 
deposited in forest. PBSM requires five GRU-dependent parameters, which are fetch, height 
of vegetation, vegetation density, vegetation diameter, and snow distribution factor. Fetch 
(distance in meters) is the distance of unobstructed wind flow. The minimum value is 300 m 
and the maximum value should be at most half the grid square dimension. The height of 
vegetation (in meters) can vary based on the type of vegetation available in a locality and 
smaller values will allow more erosion. Vegetation density (number/m2) can vary from 1 to 
500. Vegetation diameter area (in meters) can vary from 0.0 to 2.0 m. Snow distribution factor 
(distrib) controls the inter-GRU snow redistribution within grid squares. Snow can enter GRU 
1 from a hypothetical “outside the grid square”. The parameter distrib is a coefficient that 
describes the fraction of transported snow deposited into a GRU. For example, if we have three 
GRUs names A, B & C. Deposition into GRUs will be:  
𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝐴)  =  0 , if distrib(A) = 0 (A.1) 
𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝐵)  =
𝑑𝑖𝑠𝑡𝑟𝑖𝑏(𝐵)
𝑑𝑖𝑠𝑡𝑟𝑖𝑏(𝐵)+𝑑𝑖𝑠𝑡𝑟𝑖𝑏(𝐶)
 (A.2) 
𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝐶)  =  
𝑑𝑖𝑠𝑡𝑟𝑖𝑏(𝐶)  
𝑑𝑖𝑠𝑡𝑟𝑖𝑏(𝐵)+𝑑𝑖𝑠𝑡𝑟𝑖𝑏(𝐶)  
 (A.3) 
There are very few applications of PBSM module within MESH model. The values of the 
parameters are taken from the model results developed in the Cold Region Hydrological Model 
(CRHM). Though CRHM and MESH are different modelling tools, PBSM module for both 
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models is based on same principle and the parameterization is also same. Following values for 
each parameter is fixed- 
Table I: Blowing snow parameter values 
GRU Fetch (m) 
Vegetation 
height (m) 
Stalk density 
(#/m2) 
Stalk 
diameter (m) 
Distribution 
factor 
Crop 1000 0.12 320 0.5 0.5 
Grass 500 0.4 320 1 1 
Wetland 300 1.5 100 1 1 
Forest 300 6 100 3 3 
According to the PBSM documentation (MacDonald, 2014), PBSM rates are very sensitive to 
vegetation height. For this reason, vegetation height is considered as a calibration factor here. 
Calibration range were fixed as: crop 0.05-0.30 m, grass 0.20-0.80 m, wetland 1-2 m, and forest 
2-20 m. Other parameters are not recommended for calibration in literature (PBSM 
documentation). 
 
Figure A.1: Location of grid cell where snow accumulation is compared (Highlighted in Red) 
Simulation Results 
The Qu’Appelle River basin (QRB) MESH model contains 740 grid cell and grid cells are 
discretized into four different GRUs based on landuse type (Figure A.1). Each grid cell consists 
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of four landuse type. Crop is dominant landuse type in all grids. The GRUs of QRB are 
arranged aerodynamically to ensure that blowing snow drifts toward the downwind from crop 
to grass, grass to wetland, and wetland to forest. 
Following Figure illustrates the model outcome at Welby without PBSM and using PBSM 
module. Apparently, none of the outcome is satisfactory as for both cases model is unable to 
predict peak flows and low flows efficiently. Calibration NS drops from +0.63 to +0.57 using 
PBSM module. PBSM module is affecting snowpack development and loses some water via 
sublimation loss and lowers the simulated peak flow (observed in year 2005, 2006, 2010, and 
2014). Also, PBSM is redistributing accumulated snow towards the downwind GRU causing 
longer recession period of the hydrographs of year 2005, 2006, 2007, and 2013. Validation NS 
is <0.0, because model is unable simulate year 2014 using PBSM, where model can generate 
some amount flow in year 2014 without PBSM module. 
(a) Streamflow simulation at Welby without PBSM module 
 
(b) Streamflow simulation at Welby using PBSM module 
 
Figure A.2: Streamflow simulation (a) without PBSM and (b) using PBSM module 
Similar performance is observed for the prediction of the tributaries (Table-II). Inclusion of 
PBSM did not add any significant improvements of any of the tributaries and in some cases 
performance get lowered. 
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Table II: Model performance at the tributaries 
Tributaries 
Calibration NS Validation NS 
PBSM off PBSM on PBSM off PBSM on 
Moose Jaw 0.53 0.43 0.39 0.80 
Kronau Marsh 0.29 0.20 -2.40 -1.80 
Ridge 0.25 0.19 -0.21 -0.25 
Lewis -1.10 -0.44 -0.36 -0.29 
Lanigan -1.70 -2.70 -0.93 -2.00 
Saline -2.30 -2.10 -7.00 -3.50 
Jumping Deer -28.00 -44.00 -16.00 -26.00 
Pheasant -0.49 -0.37 0.35 -0.17 
Ekapo 0.58 0.38 0.15 -0.01 
Cutarm 0.24 0.12 0.21 -0.02 
Figure A.3 shows the snow accumulation in form of snow water equivalent (SWE) in GRUs 
of different grid cells. MESH accounts for snowpack, ice in soil mass, intercepted snow in 
vegetation, and stored overland water in ice and snow form in calculation of SWE. In case of 
blowing snow (using PBSM module), MESH accounts for blowing snow as well. It is observed 
that up to 20 mm of SWE is drifted from crop land towards grass, wetland, and forest during 
snow accumulation in each year. Crop, being in the upwind GRU, loses maximum amount of 
SWE, because it receives SWE only from snowfall. On the other hand, grass receives SWE 
from upwind GRU and loses SWE to the downwind as well as sublimation, having a small 
effect due to PBSM module. The most downwind GRU only receives SWE after accounting 
the sublimation loss by all the GRUs. For this reason, downwind GRU do not receive all the 
SWE lost by the upwind GRUs. For grid 606, 35, and 21, it appears that wetland accumulates 
considerably increased amount of SWE though the proportion of wetland appears low 
compared to crop. This is because wetland stores a significant amount of water overland, which 
MESH accounts for SWE calculation besides snow depth and stored water in the soil mass. For 
grid 597 and 733, no wetland exists within the grid cell and a proportionate SWE is appeared 
to be deposited within each GRU. It appears that crop land is storing a major portion of the 
SWE compared to downwind GRUs, i.e., grass and forest. because the reason for this is that 
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crop land occupies a major portion of the area in that particular GRU. The proportion of landuse 
occupying a specific grid cell is presented in Figure A.3 (values in the parenthesis in legend). 
It is also observed that blowing snow primarily drifts from crop GRU to other GRUs. The 
amount of drifted snow is insignificant in other GRUs as there is no distinct difference in the 
dotted line and solid line in Figure A.3. 
 
 
 
 
153 
 
Figure A.3: Snow accumulation for GRUs in different grid cells. Values in parenthesis is proportion of landuse 
type within that particular grid cell. 
PBSM modules redistributes snow within GRUs in a grid cell. It does not have the capability 
to redistribute snow across grid cells and this limitation is justifiable. When the size of a grid 
cell is considerably large (for example, this study uses grid cell size of 10km × 10km), it is 
very unlikely that snow will drift 10 km downwind distance. PBSM also introduces sublimation 
loss of blowing snow, which affects the snowpack size and spring runoff. It is understood that 
the effect of PBSM module over a large-scale model with an area of about 50,900 km2 is 
insignificant. However, it is possible that model performance can improve with high detailing 
of model structure with a complex arrangement of GRUs.  
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Snowmelt Infiltration in Frozen Soil 
Infiltration process in the frozen soil is an important hydrological phenomenon in a cold region 
watershed. MESH has an algorithm which can simulate snowmelt infiltration process through 
frozen soil (Zhao and Gray, 1999). This algorithm is a general parametric expression for the 
estimating snowmelt infiltration into different textured frozen soil from measurable physical 
parameters. According to this algorithm, the infiltration potential of frozen soils is categorized 
into three groups depending on the surface entry conditions. These groups are- (i) restricted, 
(ii) limited, and (iii) unlimited (Gray et al., 1985). Restricted group do not allow any water to 
infiltrate and water entry is impeded by surface conditions such as ice lens formation and the 
melt water become direct runoff. Limited group allows predominant capillary flow and 
infiltration is influenced by soil physical property. And unlimited group uses predominant 
gravity flow and allows most of the melt water to infiltrate. Apparently, limited infiltration 
potential for frozen soil is the realistic soil condition, however, infiltration potential can vary 
based on the soil texture. MESH in association with frozen soil infiltration algorithm mimic 
limited infiltration potential, which is one of the dominant cold region hydrological processes. 
In this study, no measured infiltration information was available to validation the simulated 
infiltration. For this reason, simulation of runoff was compared with two separate model runs 
using the frozen soil infiltration module and not using the frozen soil infiltration module. The 
intension is to observe any considerable change of runoff because of frozen soil infiltration 
module. 
Parameterization 
A parametric equation is required for the limited soils to partition the snowmelt into direct 
runoff and infiltrated water. According to Gray et al. (1985), cumulative infiltration over time 
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is estimated by the parametric equation that describes cumulative infiltration into frozen 
unsaturated soils of limited infiltrability as: 
𝐼𝑁𝐹 = 𝐶 × 𝑆𝑜
2.92 × (1 − 𝑆𝐼)
1.64 × (
273.15−𝑇𝐼
273.15
)−0.45 × 𝑡𝑜
0.44             TI < 273.15 (A.4) 
Where 𝐼𝑁𝐹 is the potential infiltration capacity (mm), 𝑆𝑜 is soil surface saturation, 𝑆𝐼is the 
average soil saturation (water and ice) of 0 – 40 cm soil layer at the start of infiltration, 𝑇𝐼 is 
initial soil temperature (K), 𝑡𝑜  is infiltration opportunity time (hr), and C is the parametric 
equation constant and is found to be 2.10 and 1.14 for the prairie soils and forest soils 
respectively (Gray et al., 2001). 𝑆𝐼 =
𝜃𝑖
𝜑
, where 𝜃𝑖 is the average volumetric soil moisture (water 
and ice) at the start of infiltration (mm3/mm3) 𝜑 is soil porosity (mm3/mm3). The infiltration 
opportunity time is estimated or accumulated from preliminary model runs such as analyzing 
the CLASS outputs. It can also be estimated from the snow water equivalent (SWE) using the 
following empirical correlation (Zhao and Gray, 1999). 
𝑡𝑜 = 0.65 × 𝑆𝑊𝐸 − 5 (A.5) 
Where 𝑡𝑜 is in hours and SWE in mm of water. The frozen soil algorithm constraints total 
infiltration into limited soils by the available water storage capacity. In this study, a fixed 
porosity of 0.40 was used and complete saturation of soil column was assumed during 
snowmelt.  
Simulation Results 
The Kronau Marsh watershed was selected for this study and MESH model simulate the 
streamflow event of year 2005. Figure A.4 shows the streamflow simulation of MESH with 
and without frozen soil infiltration algorithm. It is observed that streamflow shows high runoff 
volume due to the limited infiltrability soil, although the change of streamflow is not 
significant. Figure A.5 shows the change in amount of overland runoff and interflow using 
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frozen soil infiltration algorithm. It is observed that overland runoff initiates early because of 
limited infiltrability (Figure A.5a). As snowmelt cannot infiltrate, most of the water is mainly 
drains overland. Amount of interflow do not show any change; however, the amount of 
interflow appears to be increased by an insignificant margin during the recession period of peak 
flow event. It is probable that the fact of ice lens disappearing from soil column exhibits 
increased infiltrability compared to traditional infiltration, which do not consider limited 
infiltration due to frozen soil. 
 
Figure A.4: Streamflow simulation using frozen soil infiltration algorithm in the Kronau Marsh watershed. 
 
 
Figure A.5: (a) Overland runoff and (b) interflow simulation using frozen soil infiltration algorithm in the Kronau 
Marsh watershed. 
 
The main effect of frozen soil infiltration is the limited infiltrability during snowmelt period 
and early response of runoff as snowmelt can infiltrate into soil. However, this effect may not 
be visible for a prairie watershed, because there is no guaranty that generated overland runoff 
may reach to the nearest stream, which is observed in Figure A.4 and Figure A.5a. Although 
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not a significant change of streamflow simulation is observed for the Kronau Marsh due to the 
application of frozen soil infiltration algorithm, this type of infiltration process is a signature 
hydrological process in the cold-region, which need to be addressed in hydrological modelling 
carefully.  
158 
Appendix B: Comparison of Runoff Generation Algorithms 
Table B.1: Optimized value of calibration parameters used in the model of the White Gull Creek watershed 
Description Units GRU 
Lower 
limit 
Upper 
limit WATROF PDMROF LATFLOW Source 
River roughness factor that incorporates a 
channel shape and width to depth ratio as 
well as Manning's n 
[m0.5s-1] - 0.3 2 1.611 1.621 1.860 
User 
defined 
Surface storages connectivity coefficient or 
shape factor - 
forest 0 30 
 
6.914 4.213 Mekonnen 
(2014) grass 0 30 
 
20.180 13.432 
wetland 0 5 
 
2.512 0.010 
Maximum surface storage capacity 
[m] 
forest 0 5 
 
1.719 4.459 Mekonnen 
(2014) grass 0 5 
 
1.698 1.946 
wetland 0 10 
 
6.463 0.010 
Limiting snow depth below which coverage 
is less than 100% [m] 
forest 0.05 0.3 0.269 0.118 1.000 User 
defined grass 0.05 0.3 0.258 0.373 0.698 
wetland 0.05 0.3 0.162 0.147 0.395 
Maximum water ponding depth for snow 
covered areas [m] 
forest 0.05 0.25 0.368 0.334 0.235 User 
defined grass 0.05 0.25 0.500 0.283 0.254 
wetland 0.05 0.25 0.311 0.500 0.166 
Maximum water ponding depth for snow 
free areas [m] 
forest 0.05 0.25 0.090 0.107 0.050 User 
defined grass 0.05 0.25 0.050 0.113 0.190 
wetland 0.05 0.25 0.050 0.470 0.308 
Manning's n for overland flow 
[ms-1/3] 
forest 0.01 0.05 0.036   0.032 Dingman 
(2002) grass 0.01 0.05 0.022   0.029 
wetland 0.01 0.05 0.030   0.035 
Soil drainage index. Index 1 allows the soil 
physics to determine drainage and index 0 
completely impede drainage 
[] 
forest 0 1 0.532 0.367 1.000 User 
defined grass 0 1 0.237 1.000 0.988 
wetland 0 0.1 0.000 0.380 0.103 
Permeable depth of the soil column 
[m] 
forest 0 4.1 4.075 3.976 4.100 User 
defined grass 0 4.1 0.010 0.010 0.818 
wetland 0 4.1 1.250 0.925 1.044 
Saturated surface horizontal soil 
conductivity [ms-1] 
forest 0.0001 0.01 0.00011 
 
0.00311 User 
defined grass 0.0001 0.01 0.00001 
 
0.00112 
wetland 0.0001 0.01 0.00067 
 
0.08712 
Drainage density, equal to the length of the 
stream divided by area drained by the 
stream 
[km/km2] 
forest 50 120 120.000 
 
111.102 User 
defined grass 50 120 91.405 
 
50.000 
wetland 50 120 104.961 
 
81.895 
Fraction of the saturated surface soil 
conductivity moving in the horizontal 
direction 
[] 
forest 0 0.8 0.024 
 
0.358 User 
defined grass 0 0.8 0.489 
 
0.106 
wetland 0 0.1 0.747 
 
0.710 
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Table B.2: Optimized value of calibration parameters used in the model of the Kronau Marsh watershed 
Description Units GRU 
Lower 
limit 
Upper 
limit PDMROF LATFLOW Source 
River roughness factor that incorporates a 
channel shape and width to depth ratio as well as 
Manning's n 
[m0.5s-1] 
- 0.3 2 2.000 0.651 User 
defined 
Surface storages connectivity coefficient or 
shape factor - 
crop 0 30 18.505 22.536 Mekonnen 
(2014) grass 0 30 18.064 20.161 
NCW 0 5 1.083 0.010 
Maximum surface storage capacity 
[m] 
crop 0 5 0.273 0.687 Mekonnen 
(2014) grass 0 5 0.010 4.636 
NCW 0 10 4.946 3.191 
Limiting snow depth below which coverage is 
less than 100% [m] 
crop 0.05 0.3 0.195 0.227 User 
defined grass 0.05 0.3 0.127 0.237 
NCW 0.05 0.3 0.267 0.292 
Maximum water ponding depth for snow covered 
areas [m] 
crop 0.05 0.25 0.153 0.207 User 
defined grass 0.05 0.25 0.085 0.055 
NCW 0.05 0.25 0.237 0.148 
Maximum water ponding depth for snow free 
areas [m] 
crop 0.05 0.25 0.105 0.097 User 
defined grass 0.05 0.25 0.196 0.092 
NCW 0.05 0.25 0.206 0.238 
Manning's n for overland flow 
[ms-1/3] 
crop 0.01 0.05 
 
0.022 Dingman 
(2002) grass 0.01 0.05 
 
0.042 
NCW 0.01 0.05 
 
0.018 
Soil drainage index. Index 1 allows the soil 
physics to determine drainage and index 0 
completely impede drainage 
[] 
forest 0 1 0.223 0.796 User 
defined grass 0 1 0.747 0.000 
NCW 0 0.1 0.054 0.059 
Permeable depth of the soil column 
[m] 
crop 0 4.1 0.531 1.601 User 
defined grass 0 4.1 1.925 0.373 
NCW 0 4.1 0.349 0.010 
Saturated surface horizontal soil conductivity 
[ms-1] 
crop 0.0001 0.01 
 
0.00585 User 
defined grass 0.0001 0.01 
 
0.01000 
NCW 0.0001 0.01 
 
0.00052 
Drainage density, equal to the length of the 
stream divided by area drained by the stream [km/km2] 
crop 50 120 
 
53.016 User 
defined grass 50 120 
 
103.026 
NCW 50 120 
 
103.698 
Fraction of the saturated surface soil conductivity 
moving in the horizontal direction [] 
crop 0 0.8 
 
0.376 User 
defined grass 0 0.8 
 
0.039 
NCW 0 0.1 
 
0.040 
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Table B.3: Optimized value of calibration parameters used in the model of the Brightwater Creek watershed 
Description Units GRU 
Lower 
limit 
Upper 
limit PDMROF LATFLOW Source 
River roughness factor that incorporates a channel 
shape and width to depth ratio as well as 
Manning's n 
[m0.5s-1] - 0.3 2 0.845 0.830 User 
defined 
Surface storages connectivity coefficient or shape 
factor 
- crop 0 30 24.794 10.617 Mekonnen 
(2014) grass 0 30 2.897 13.199 
NCW 0 5 0.010 4.221 
Maximum surface storage capacity [m] crop 0 5 0.274 0.117 Mekonnen 
(2014) grass 0 5 2.507 0.599 
NCW 0 10 1.673 9.753 
Limiting snow depth below which coverage is less 
than 100% 
[m] crop 0.05 0.3 0.261 0.260 User 
defined grass 0.05 0.3 0.214 0.148 
NCW 0.05 0.3 0.300 0.297 
Maximum water ponding depth for snow covered 
areas 
[m] crop 0.05 0.25 0.080 0.165 User 
defined grass 0.05 0.25 0.242 0.148 
NCW 0.05 0.25 0.126 0.143 
Maximum water ponding depth for snow free 
areas 
[m] crop 0.05 0.25 0.173 0.174 User 
defined grass 0.05 0.25 0.098 0.135 
NCW 0.05 0.25 0.133 0.194 
Manning's n for overland flow [ms-1/3] crop 0.01 0.05 
 
0.047 Dingman 
(2002) grass 0.01 0.05 
 
0.015 
NCW 0.01 0.05 
 
0.048 
Soil drainage index. Index 1 allows the soil 
physics to determine drainage and index 0 
completely impede drainage 
[] forest 0 1 0.381 0.745 User 
defined grass 0 1 0.377 0.894 
NCW 0 0.1 0.058 0.032 
Permeable depth of the soil column [m] crop 0 4.1 1.419 1.401 User 
defined grass 0 4.1 1.658 0.045 
NCW 0 4.1 0.100 2.063 
Saturated surface horizontal soil conductivity [ms-1] crop 0.0001 0.01 
 
0.00708 User 
defined grass 0.0001 0.01 
 
0.00010 
NCW 0.0001 0.01 
 
0.00010 
Drainage density, equal to the length of the stream 
divided by area drained by the stream 
[km/km2] crop 50 120 
 
86.112 User 
defined grass 50 120 
 
90.408 
NCW 50 120 
 
97.756 
Fraction of the saturated surface soil conductivity 
moving in the horizontal direction 
[] crop 0 0.8 
 
0.077 User 
defined grass 0 0.8 
 
0.709 
NCW 0 0.1 
 
0.070 
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Appendix C: Calibration of QRB using Top-down (Option-I) 
and Bottom-up approach 
Table C.1: Calibration parameter value using ‘Top-down’ (Option-I) and ‘Bottom-up’ approach of hybrid model 
along with their respective range used in QRB  
Description Units GRU 
Lower 
limit 
Upper 
limit 
Top-
down 
(op-I) 
Bottom-
up Source 
River roughness factor that incorporates a channel shape 
and width to depth ratio as well as Manning's n 
[m0.5s-1] - 0.3 2 2.00 0.38 User defined 
Surface storages connectivity coefficient or shape factor [] 
forest 0.01 30 28.49 25.53 
Mekonnen 
(2014) 
NCW 0.01 5 4.37 1.70 
crop 0.01 30 17.54 18.99 
grass 0.01 30 8.90 0.01 
Maximum surface storage capacity [m] 
forest 0.01 5 0.09 4.95 
Mekonnen 
(2014) 
NCW 0.01 10 4.56 0.32 
crop 0.01 5 0.74 2.25 
grass 0.01 5 0.42 3.96 
Maximum leaf area index [] 
forest 2 10 5.88 4.93 
Verseghy 
(2011) 
NCW 4 6.5 4.07 5.48 
crop 2 4 2.83 2.90 
grass 2 4 2.00 2.97 
Minimum leaf area index [] 
forest 1.6 10 5.34 2.32 
Verseghy 
(2011) 
grass 2 4 3.95 2.15 
NCW 2 4 2.63 3.75 
Annual maximum canopy mass [kg/m2] 
forest 15 50 26.53 19.39 
Verseghy 
(2011) 
crop 2 5 4.14 3.53 
grass 1.5 3 1.69 2.76 
NCW 1.5 3 2.84 1.63 
Annual maximum rooting depth [m] 
forest 1 5 4.18 2.16 
Verseghy 
(2011) 
crop 1.2 5 1.20 2.90 
grass 0.2 5 0.20 0.28 
NCW 0.2 5 3.07 2.81 
Natural log of roughness length [] 
forest -0.22 0.4 0.26 -0.03 
Verseghy 
(2011) 
crop -2.53 -1 -2.29 -1.58 
grass -1.66 -1 -1.54 -1.49 
NCW -1.66 -1 -1.17 -1.66 
Average visible albedo when fully-leafed or of the land 
cover  
[] 
forest 0.02 0.04 0.04 0.02 
Verseghy 
(2011) 
crop 0.04 0.08 0.08 0.07 
grass 0.04 0.08 0.05 0.04 
NCW 0.04 0.08 0.04 0.05 
Average near-infrared albedo when fully-leafed or of the 
land cover 
[] 
forest 0.13 0.33 0.17 0.14 
Verseghy 
(2011) 
crop 0.26 0.46 0.26 0.28 
grass 0.26 0.46 0.32 0.28 
NCW 0.26 0.46 0.27 0.46 
Limiting snow depth below which coverage is less than 
100% 
[m] 
forest 0.05 0.3 0.05 0.25 
User defined 
NCW 0.05 0.3 0.19 0.05 
crop 0.05 0.3 0.22 0.29 
grass 0.05 0.3 0.30 0.05 
Maximum water ponding depth for snow covered areas [m] 
forest 0.05 0.25 0.16 0.16 
User defined 
NCW 0.05 0.25 0.22 0.13 
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Description Units GRU 
Lower 
limit 
Upper 
limit 
Top-
down 
(op-I) 
Bottom-
up Source 
crop 0.05 0.25 0.05 0.09 
grass 0.05 0.25 0.11 0.09 
Maximum water ponding depth for snow free areas [m] 
forest 0.05 0.25 0.25 0.06 
User defined 
NCW 0.05 0.25 0.05 0.25 
crop 0.05 0.25 0.07 0.15 
grass 0.05 0.25 0.19 0.16 
Manning's n for overland flow [ms-1/3] 
forest 0.01 0.05 0.04 0.05 
Dingman 
(2002) 
crop 0.01 0.05 0.05 0.03 
grass 0.01 0.05 0.05 0.04 
NCW 0.01 0.05 0.02 0.02 
Permeable depth of the soil column [m] 
forest 0.01 4.1 2.50 3.78 
User defined 
crop 0.01 4.1 1.11 3.95 
grass 0.01 4.1 3.29 2.74 
NCW 0.01 4.1 4.10 1.47 
Saturated surface horizontal soil conductivity [ms-1] 
forest 0.0001 0.01 0.00 0.00 
User defined 
crop 0.0001 0.01 0.00 0.00 
grass 0.0001 0.01 0.00 0.00 
NCW 0.0001 0.01 0.00 0.00 
Drainage density, equal to the length of the stream 
divided by area drained by the stream 
[km/km2] 
forest 50 120 61.87 69.48 
User defined 
crop 50 120 99.05 52.38 
grass 50 120 100.95 91.42 
NCW 50 120 89.10 120.00 
Fraction of the saturated surface soil conductivity 
moving in the horizontal direction 
[] 
forest 0 0.8 0.67 0.58 
User defined 
crop 0 0.8 0.80 0.48 
grass 0 0.8 0.37 0.72 
NCW 0 0.1 0.00 0.06 
Soil drainage index. Index 1 allows the soil physics to 
determine drainage and index 0 completely impede 
drainage 
[] 
forest 0 1 0.77 0.00 
User defined 
crop 0 1 0.00 0.00 
grass 0 1 0.49 0.98 
NCW 0 0.1 0.09 0.04 
Percent content of sand in Layer-1 
forest 
5.8 77.8 32.03 64.09 
User defined 
Percent content of sand in Layer-2 6.9 72.1 72.10 46.56 
Percent content of sand in Layer-3 7.5 76 44.54 11.61 
Percent content of clay in Layer-1 6.4 78.4 12.79 59.17 
Percent content of clay in Layer-2 10.8 75.6 54.93 30.40 
Percent content of clay in Layer-3 12.2 73.8 31.25 58.85 
Percent content of sand in Layer-1 
NCW 
2 75 3.99 2.43 
User defined 
Percent content of sand in Layer-2 2 75 2.00 13.19 
Percent content of sand in Layer-3 2 75 44.44 55.75 
Percent content of clay in Layer-1 20 80 67.78 79.02 
Percent content of clay in Layer-2 20 80 63.33 24.17 
Percent content of clay in Layer-3 20 80 80.00 34.57 
Percent content of sand in Layer-1 
crop 
5.8 77.8 17.66 59.91 
User defined 
Percent content of sand in Layer-2 6.9 72.1 54.02 7.33 
Percent content of sand in Layer-3 7.5 76 71.51 9.29 
Percent content of clay in Layer-1 6.4 78.4 68.10 57.72 
Percent content of clay in Layer-2 10.8 75.6 75.60 65.86 
Percent content of clay in Layer-3 12.2 73.8 33.94 30.04 
Percent content of sand in Layer-1 
grass 
5.8 77.8 72.71 5.80 
User defined 
Percent content of sand in Layer-2 16.9 72.1 72.10 16.90 
Percent content of sand in Layer-3 7.5 76 46.89 23.88 
Percent content of clay in Layer-1 6.4 78.4 72.58 68.93 
Percent content of clay in Layer-2 10.8 75.6 60.86 75.60 
Percent content of clay in Layer-3 12.2 73.8 36.29 21.43 
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Description Units GRU 
Lower 
limit 
Upper 
limit 
Top-
down 
(op-I) 
Bottom-
up Source 
Height of vegetation [m] 
crop 0.05 0.3 0.13 0.06 
PBSM 
Documentation 
grass 0.2 0.8 0.77 0.71 
NCW 1 2 1.17 1.04 
forest 2 20 6.83 19.56 
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Appendix D: Calibration of QRB (Option-I) and selected 
watersheds (Option-II) using Top-down approach 
Table D.1: Calibration parameter values of the MESH models for QRB (Option-I) and its sub-basins (separately 
calibrated in Option-II) using ‘Top-down’ approach of hybridization 
Option-I Option-II 
Description Units GRU Q
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River roughness factor that 
incorporates a channel shape and 
width to depth ratio as well as 
Manning's n 
[m0.5s-1] - 2.00 2.00 1.97 2.00 2.00 0.65 1.99 1.63 0.77 2.00 1.78 
Surface storages connectivity 
coefficient or shape factor 
[] 
forest 28.49 15.54 5.10 20.02 17.40       
NCW 4.37 2.49 1.54 3.50 3.76 0.01 0.80 4.76 3.38 3.15 0.01 
crop 17.54 9.19 8.09 22.00 4.41 22.54 11.18 28.39 25.51 9.65 29.34 
grass 8.90 29.04 17.77 13.40 16.40 20.16 20.55 24.22 26.87 26.23 15.91 
Maximum surface storage 
capacity 
[m] 
forest 0.09 0.20 2.90 2.33 2.33       
NCW 4.56 0.21 5.58 1.49 10.00 3.19 2.48 7.15 0.60 0.12 4.65 
crop 0.74 2.82 2.94 0.78 0.45 0.69 3.59 2.80 1.30 1.09 0.90 
grass 0.42 3.72 0.01 4.59 3.53 4.64 4.08 4.57 0.26 2.42 3.85 
Maximum leaf area index [] 
forest 5.88 5.52 7.96 8.54 5.86       
NCW 4.07 5.45 6.46 5.13 6.19 2.00 4.89 5.05 4.28 4.00 4.08 
crop 2.83 2.38 2.00 3.27 3.46 5.97 2.67 2.40 3.04 3.90 2.21 
grass 2.00 2.21 2.89 2.71 2.00 2.00 2.17 3.98 2.44 2.82 2.65 
Minimum leaf area index [] 
forest 5.34 8.87 10.00 1.63 10.00       
grass 3.95 2.06 3.97 2.92 3.96 2.80 3.49 2.42 3.17 3.85 4.00 
NCW 2.63 3.32 2.37 2.12 2.35 2.80 2.95 3.91 2.05 2.68 3.66 
Annual maximum canopy mass [kg/m2] 
forest 26.53 17.41 23.67 32.71 24.54       
crop 4.14 3.38 2.42 2.00 4.89 4.56 2.13 3.56 2.52 2.79 2.12 
grass 1.69 1.54 2.05 1.98 1.50 2.44 2.37 2.54 2.90 2.87 2.69 
NCW 2.84 2.75 2.12 2.13 2.94 2.44 2.00 2.93 1.84 2.81 1.50 
Annual maximum rooting depth [m] 
forest 4.18 1.53 2.80 2.90 4.01       
crop 1.20 3.00 3.79 4.19 2.83 2.03 4.61 3.68 1.85 1.37 1.20 
grass 0.20 0.20 0.24 1.31 2.15 2.68 2.09 3.29 5.00 4.62 3.47 
NCW 3.07 4.02 0.83 2.30 0.47 2.68 4.01 2.05 0.40 3.66 0.56 
Natural log of roughness length [] 
forest 0.26 -0.09 -0.09 -0.22 0.40       
crop -2.29 -1.76 -1.60 -1.48 -2.53 -1.01 -1.36 -1.38 -2.16 -1.75 -2.18 
grass -1.54 -1.66 -1.65 -1.16 -1.56 -1.13 -1.40 -1.05 -1.56 -1.00 -1.59 
NCW -1.17 -1.00 -1.39 -1.32 -1.17 -1.13 -1.21 -1.63 -1.00 -1.42 -1.00 
Average visible albedo when 
fully-leafed or of the land cover  
[] 
forest 0.04 0.04 0.04 0.03 0.03       
crop 0.08 0.04 0.05 0.08 0.04 0.06 0.08 0.04 0.06 0.08 0.07 
grass 0.05 0.04 0.07 0.04 0.04 0.05 0.05 0.04 0.07 0.05 0.06 
NCW 0.04 0.07 0.08 0.07 0.05 0.03 0.06 0.05 0.05 0.06 0.04 
[] forest 0.17 0.30 0.21 0.21 0.19       
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Average near-infrared albedo 
when fully-leafed or of the land 
cover 
crop 0.26 0.35 0.31 0.39 0.39 0.38 0.38 0.31 0.40 0.26 0.29 
grass 0.32 0.37 0.43 0.41 0.29 0.37 0.46 0.43 0.46 0.31 0.36 
NCW 0.27 0.31 0.26 0.37 0.30 0.25 0.45 0.41 0.45 0.44 0.26 
Limiting snow depth below 
which coverage is less than 
100% 
[m] 
forest 0.05 0.19 0.27 0.12 0.27       
NCW 0.19 0.06 0.30 0.05 0.18 0.29 0.30 0.10 0.20 0.10 0.27 
crop 0.22 0.15 0.06 0.25 0.18 0.23 0.25 0.20 0.25 0.12 0.23 
grass 0.30 0.21 0.05 0.05 0.22 0.24 0.08 0.10 0.08 0.29 0.05 
Maximum water ponding depth 
for snow covered areas 
[m] 
forest 0.16 0.08 0.25 0.18 0.16       
NCW 0.22 0.10 0.22 0.16 0.13 0.15 0.07 0.24 0.13 0.15 0.25 
crop 0.05 0.08 0.09 0.07 0.23 0.21 0.22 0.13 0.05 0.11 0.21 
grass 0.11 0.10 0.19 0.25 0.07 0.05 0.07 0.08 0.23 0.13 0.05 
Maximum water ponding depth 
for snow free areas 
[m] 
forest 0.25 0.17 0.05 0.16 0.07       
NCW 0.05 0.24 0.12 0.05 0.23 0.24 0.24 0.23 0.16 0.10 0.14 
crop 0.07 0.19 0.09 0.20 0.24 0.10 0.17 0.09 0.18 0.09 0.17 
grass 0.19 0.15 0.08 0.06 0.25 0.09 0.10 0.23 0.22 0.19 0.13 
Manning's n for overland flow [ms-1/3] 
forest 0.04 0.03 0.04 0.03 0.02       
crop 0.05 0.05 0.05 0.02 0.02 0.02 0.04 0.03 0.03 0.04 0.01 
grass 0.05 0.02 0.04 0.02 0.04 0.04 0.02 0.01 0.02 0.04 0.03 
NCW 0.02 0.04 0.03 0.04 0.04 0.02 0.04 0.02 0.05 0.03 0.04 
Permeable depth of the soil 
column 
[m] 
forest 2.50 0.10 3.82 2.15 3.48       
crop 1.11 4.10 2.40 3.65 2.27 1.60 3.30 2.78 3.13 2.37 0.95 
grass 3.29 2.13 3.87 0.31 2.17 0.37 3.80 0.40 0.87 1.57 1.68 
NCW 4.10 1.75 1.13 3.91 2.51 0.01 3.13 2.08 2.66 0.63 0.02 
Saturated surface horizontal soil 
conductivity 
[ms-1] 
forest 0.0048 0.0083 0.0075 0.0001 0.0033 
      
crop 0.0050 0.0005 0.0001 0.0011 0.0036 0.0059 0.0045 0.0063 0.0025 0.0044 0.0001 
grass 0.0041 0.0013 0.0036 0.0017 0.0046 0.0100 0.0014 0.0062 0.0013 0.0055 0.0029 
NCW 0.0018 0.0030 0.0021 0.0045 0.0031 0.0005 0.0086 0.0021 0.0049 0.0032 0.0076 
Drainage density, equal to the 
length of the stream divided by 
area drained by the stream 
[km/km2] 
forest 61.87 65.26 120.0 119.3 115.9       
crop 99.05 80.23 54.17 54.72 110.8 53.02 58.19 90.89 51.76 80.06 59.44 
grass 100.9 50.00 120.0 84.36 118.8 103.0 75.15 68.76 88.22 86.11 107.2 
NCW 89.10 93.07 73.47 96.43 52.49 103.7 95.04 108.9 102.8 100.5 65.59 
Fraction of the saturated surface 
soil conductivity moving in the 
horizontal direction 
[] 
forest 0.67 0.03 0.42 0.10 0.11       
crop 0.80 0.41 0.26 0.76 0.46 0.38 0.31 0.78 0.37 0.70 0.50 
grass 0.37 0.03 0.71 0.25 0.66 0.04 0.52 0.02 0.30 0.78 0.43 
NCW 0.00 0.03 0.03 0.09 0.02 0.04 0.02 0.08 0.01 0.01 0.03 
Soil drainage index. Index 1 
allows the soil physics to 
determine drainage and index 0 
completely impede drainage 
[] 
forest 0.77 0.76 0.26 0.15 0.21       
crop 0.00 0.70 0.42 0.52 0.75 0.80 1.00 0.02 0.00 0.54 0.92 
grass 0.49 0.10 1.00 0.79 0.82 0.00 0.96 0.12 0.00 0.72 0.00 
NCW 0.09 0.03 0.00 0.08 0.03 0.06 0.00 0.09 0.02 0.00 0.02 
Percent content of sand in Layer-1 
forest 
32.03 5.80 75.51 8.49 24.43       
Percent content of sand in Layer-2 72.10 37.51 40.23 48.97 68.20       
Percent content of sand in Layer-3 44.54 11.89 68.49 19.91 43.45       
Percent content of clay in Layer-1 12.79 78.40 36.42 75.97 22.61       
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Percent content of clay in Layer-2 54.93 43.06 16.82 60.92 10.80       
Percent content of clay in Layer-3 31.25 12.20 15.47 70.01 25.34       
Percent content of sand in Layer-1 
NCW 
3.99 15.83 17.58 23.16 11.30 5.72 39.06 18.33 5.27 2.00 2.00 
Percent content of sand in Layer-2 2.00 47.34 23.84 2.00 2.92 6.69 22.15 29.43 2.00 43.71 70.96 
Percent content of sand in Layer-3 44.44 50.98 8.97 62.61 2.00 10.47 44.94 51.80 74.60 53.89 2.16 
Percent content of clay in Layer-1 67.78 20.05 38.80 75.68 79.26 38.97 65.83 78.36 35.83 47.70 24.30 
Percent content of clay in Layer-2 63.33 22.24 78.34 43.13 78.06 77.81 79.16 54.18 20.00 27.88 75.45 
Percent content of clay in Layer-3 80.00 63.92 25.93 73.15 74.22 71.77 59.92 37.04 47.93 46.32 63.25 
Percent content of sand in Layer-1 
crop 
17.66 71.13 10.78 32.72 10.90 15.55 19.46 18.93 45.06 64.73 5.80 
Percent content of sand in Layer-2 54.02 17.51 37.04 41.58 20.88 64.00 20.45 42.26 28.74 11.71 26.88 
Percent content of sand in Layer-3 71.51 37.94 39.81 28.31 46.33 57.90 75.32 53.29 65.02 33.12 65.40 
Percent content of clay in Layer-1 68.10 52.92 29.51 6.40 49.68 13.20 26.56 31.10 50.54 31.27 35.81 
Percent content of clay in Layer-2 75.60 36.39 30.71 21.63 39.04 12.44 19.89 40.69 11.42 63.07 29.27 
Percent content of clay in Layer-3 33.94 12.86 21.46 49.43 12.20 12.83 23.91 65.20 68.39 25.19 13.92 
Percent content of sand in Layer-1 
grass 
72.71 73.91 11.83 72.29 70.83 8.20 75.89 21.54 30.44 43.40 33.81 
Percent content of sand in Layer-2 72.10 20.73 66.40 50.36 25.38 51.05 47.77 68.79 51.21 37.94 72.10 
Percent content of sand in Layer-3 46.89 54.16 60.73 53.22 42.21 15.90 43.66 73.67 47.85 25.50 41.50 
Percent content of clay in Layer-1 72.58 25.34 65.58 51.66 66.98 32.96 50.98 43.51 18.61 6.40 57.14 
Percent content of clay in Layer-2 60.86 72.94 59.13 48.71 75.60 22.02 49.31 50.79 57.96 34.96 45.52 
Percent content of clay in Layer-3 36.29 31.76 34.80 16.77 57.32 24.98 70.75 16.01 12.20 71.53 34.42 
Height of vegetation [m] 
crop 0.13 0.21 0.30 0.14 0.08 0.24 0.20 0.06 0.26 0.22 0.29 
grass 0.77 0.74 0.44 0.23 0.76 0.21 0.60 0.35 0.70 0.67 0.33 
NCW 1.17 1.79 1.55 1.96 1.48 0.62 1.87 1.68 1.07 1.47 1.64 
forest 6.83 2.20 2.00 8.86 9.58       
 
