Recent progress in domain analysis, which has been attained by the notable advancement of transmission electron microscopy (TEM), is reviewed by selecting certain topics related to displacive and magnetic phase transformations. Energy-filtered TEM, which separates the elastic scattering from the unwanted inelastic one, enabled us to explore the complex phenomena in the precursor state of martensitic transformations. In particular, the discovery of the peculiar nano-scaled domains in the parent phase has offered a novel picture on the lattice distortion in the precursor state and the subsequent nucleation process of a martensite. With respect to the analysis of magnetic domains, the authors have devised a technique that precisely evaluates the magnetization distribution based on electron holography. The method was applied to the complicated magnetic microstructure as observed near the Curie temperature and/or Néel temperature in hole-doped manganites. In addition to these topics, similarities of crystallographic domains between martensites and charge-ordered manganites, correlations between crystallographic microstructures (e.g., antiphase boundaries) and magnetic domains, and future challenging issues regarding domain analysis will also be mentioned.
Introduction
Domain analysis has multiple importance in materials science and engineering. In the development of smart materials, for example, domain analysis has revealed the extraordinary behaviors of thermoelastic alloys such as the shape memory effect 1) and giant magnetostriction, 2) which are achieved by the rearrangement of crystallographic domains (twins) under stress and magnetic fields, respectively. From the viewpoint of physical metallurgy and/or solid-state physics, a detailed domain analysis provides essential information on the complex mechanism of phase transformations-note that the domain structure is a product of a phase transformation and/or its premonitory fluctuation. A related topic is the precursor phenomenon of martensitic transformations 3) and other first-order transformations (e.g., charge ordering in manganites 4) ). As described later in detail, recent electron microscopy studies have discovered nanoscaled domains in the vicinity of the martensitic transformation temperature and the observations have renewed the interests in this issue. In the exploration of novel functional materials (e.g., perovskite-type manganites exhibiting colossal magnetoresistance, 5) ferroelectrics with engineered domains providing large piezoelectricity 6) etc.) as well, the domain analysis plays a crucial role in revealing the underlying mechanisms.
Meanwhile, both the techniques and instruments of transmission electron microscopy (TEM), which is one of the most powerful tools of the domain analysis, have been greatly improved in the last decade. In addition to the accomplishment of the resolution limit of 0.1 nm in lattice imaging, energy-filtered TEM enabled us to intensively study the weak diffuse scattering, which offers essential information on both the structure and the formation mechanism of extremely small domains. 3, 7) The development of new recording media (e.g., imaging plate 8) ) has also significantly contributed to the quantification of domain analysis. There has also been considerable progress in the field of magnetic imaging. It is now possible to visualize the distribution of magnetic flux in a spatial resolution of nanometers by electron holography, which is performed using a field emission gun and optimized lens conditions to realize high coherency of electron waves. 9) These improvements have promoted the understanding of complex domain structures as shown later in detail.
This overview describes the recent progress in domain analysis achieved by advanced TEM (particularly the techniques developed by the authors), introducing several topics about crystallographic domains, magnetic domains, and their correlations in martensites and perovskite-type manganites, both of which have renewed the interest in the field of materials science.
Domain Structures in Martensitic Transformations

Crystallographic domains in the martensitic phase
Martensitic transformations are accompanied by a large strain that originates from changes in the lattice parameters, e.g., 1% or larger. 1) Reduction in this strain energy can be achieved by two hierarchical processes. The first process is to generate a ''habit plane'' that is neither distorted nor rotated in a macroscopic scale. [10] [11] [12] [13] The second process is a further reduction in the strain energy by pairing of specific martensite variants, i.e., crystallographic domains that are twin-related to each other. [14] [15] [16] This pairing is referred to as ''self-accommodation'' of martensite variants. Presumably, the concept of self-accommodation is valid not only to martensites in alloys but also for ceramics undergoing displacive phase transformations. For instance, a chargeordered phase in manganites shows a surface relief and scientists indicate a similarity to the martensites. 17, 18) Thus the mechanism of self-accommodation is explained somewhat in detail in this section.
The self-accommodation mechanism can be revealed by analyzing the domain structure. Among the previous works, Saburi and Nenno 16) have studied self-accommodation most intensively. One of their important conclusions is that four variants, the habit plane normals of which gather around a {110} pole in the parent phase, constitute one self-accommodating group. The four variants around a {110} pole (A, B, C and D as shown in Fig. 1(a) ) are twin-related to each other. While the grouping of the four variants was observed in several alloys to date, the basic morphology was believed to be the diamond-like pattern as shown in Fig. 1(b) , which consists of ''type-I twinning'' 19) as characterized by a mirror plane (A-C and D-B pairs) and ''compound twinning'' producing both a mirror plane and a 180 -rotation axis (A-D and C-B pairs). Meanwhile, Murakami et al. 20) observed a self-accommodating group of a 14M (7R) martensite in Ni 63 Al 37 by scanning electron microscopy as shown in Fig. 1(d) . They identified the variants as a result of the trace analysis for this self-accommodating group, as shown in Fig. 1 (e)-they are confirmed as the four variants around a {110} pole. A noteworthy point is that wide twinning planes of type-I (A-C, B-D) and type-II (A-B, C-D), the latter of which is characterized by a 180 -rotation axis, 19) are frequently observed, while the fraction of compound twinning (A-D, C-B) is small. On the basis of this analysis, they have proposed a basic morphology of ''parallelogram pattern'' as shown in Fig. 1(c) , which consists of type-I and type-II twinning. A small portion of the compound twinning, as observed in Fig. 1(e) , appears to have been introduced as a result of the impingement of type-I and type-II twinning pairs formed in distinct portions. The ''parallelogram pattern'' appears to be more efficient in the reduction of the local strain energy as compared with the ''diamond pattern'', as justified by the phenomenological theoretical calculations. 20) In the phenomenological crystallographic theory, the deformation associated with the generation of a martensite variant is represented by a shape strain matrix P 1 . For example, when variant A is solely formed in the parent phase, the deformation is given by, 
Since P 1 is a matrix as an operator, no deformation exists when it corresponds to the identity matrix, whereas P 1 (A) is considerably different from the identity matrix, i.e., singlevariant formation is accompanied by considerable strain. However, when variant A is paired with variant C (A-C pair of type-I twinning), the averaged shape strain matrix is, It is clear that the averaged matrix becomes close to the identity matrix, i.e., pairing of type-I twinning is efficient in the reduction of the total strain energy. The calculation also indicates that the pairing of type-II twinning is as efficient as that of type-I twinning. On the contrary, a large strain (a few %) remains in the diagonal elements in the averaged matrix of compound twinning. For example, in the A-D pair, the averaged matrix is, 
Apparently, compound twining is not as effective as type-I and type-II twinning. Thus, the ''parallelogram pattern'', in which type-I and type-II twinning pairs are dominant in volume, is found to be an ideal morphology in minimizing the local strain energy.
2.2
Microdomains in the precursor state of martensitic transformations Since martensitic transformations belong to the first-order phase transformation, a prominent change in the averaged structure occurs when the temperature reaches the transformation point. Nevertheless, many researchers have reported faint lattice modulation (precursor phenomenon) above the transformation point. Among the several alloys undergoing the precursor phenomenon, Ti 50 Ni 50Àx Fe x is one of the most intensively studied alloys by both experimentalists and theoreticians.
A Ti 50 Ni 50Àx Fe x alloy exhibits two successive martensitic transformations upon cooling: cubic (parent phase)!trigonal (R-phase)!monoclinic (B19 0 phase). [21] [22] [23] [24] The term ''Rphase'' derives from the rhombohedral lattice that was once widely accepted but the correct structure was later determined to be trigonal. 25) It is noteworthy that the R-phase transformation is characterized by a sharp increase in the resistivity 22) and a small temperature hysteresis 26) as shown in Fig. 2 . With respect to the precursor phenomenon of the Rphase transformation, the most intensive studies were conducted by Salamon and his coworkers, who reported the softening of the TA 2 phonon, 27) anomalies of specific heat, the magnetic susceptibility, 28) and so on. A more intuitive result is the appearance of weak diffuse scattering near the 1/3 positions between the fundamental reflections as shown in the right inset of Fig. 2 . Since the R-phase provides sharp superlattice reflections at similar positions in the reciprocal space (left inset in Fig. 2 ), the diffuse scattering appears to be related to the R-phase transformation. Taking the incommensurability of the diffuse spots and its temperature dependence into consideration, Salamon et al. ascribed the R-phase transformation to the formation of charge density wave (CDW) and its lock-in by cooling. 28) However, the observation of single-crystal X-ray diffraction by Shapiro et al. 29) revealed a contradiction-they reported that the incommensurate displacement was neither periodic nor regular in the reciprocal space-and the features were not consistent with those of simple CDW. Thus, the origin of the diffuse scattering and its role on the R-phase transformation are still controversial and further studies on this essential issue are likely to be required. In particular, the microstructure in the real space is yet unclear in the precursor state although the presence of a domain-like structure 28) and a peculiar type of point defects referred to as ''dressed embryos '' 30) were predicted in the past. In the electron microscopy studies on this issue, the most serious problem is the presence of a strong background due to the inelastic electron scattering such as plasmon excitations. This strong background has hampered a detailed analysis of the weak diffuse scattering. 31) In order to solve this problem, the authors introduced an omega-type energy filter, which is capable of separating the elastic scattering from the inelastic scattering. The energy filter produces an electron energy-loss spectrum at the bottom of the fourth sector-type magnet as shown in Fig. 3 . When a diffraction pattern or image is obtained by using the elastically scattered electrons only, which is achieved by putting a slit in the energy-loss spectrum, the unwanted background can be eliminated. The effect of energy filtering is demonstrated in the right inset of Fig. 2 . Although it is difficult to obtain diffuse scattering in conventional electron diffraction (unfiltered), the weak diffuse scattering is very clear in the reduced background (filtered).
The energy-filtered electron diffraction distinguishes the ''incommensurate'' diffuse scattering (parent phase) from the ''commensurate'' superlattice reflections (R-phase) as described in detail in our previous report.
3) A noteworthy point is that the diffuse scattering is originally absent in q hh0 vectors crossing the origin in the reciprocal space (however, it can be virtually observed by multiple reflections in the case of a low-index zone axis as shown in the upper panel of Fig. 4(a) ). On the other hand, the reflections in the R-phase do not show a systematic absence. The observation reveals that the diffuse scattering originates from transverse dis- placement waves, the propagation and displacement vectors of which are h110i and h1 1 10i, respectively. This mode of displacement waves is closely related to the formation of the R-phase as the complex structure of the R-phase is created by a condensation of three h110ih1 1 10i-type displacement waves with distinct propagation vectors. 25, 29) Nevertheless, the observed lattice distortion is close to a simple transverse displacement rather than the complex structure of the Rphase. Thus, we anticipate that the structure of the R-phase is yet incomplete in the precursor state.
The central question is ''what is observed in the real space in the precursor state''. In order to tackle this problem, the authors performed dark-field image observations using a diffuse spot. A striking point is that the parent phase shows a peculiar domain-like structure as shown in the upper panel of Fig. 4(a) . The size of the bright dots is approximately 5 nm, which is consistent with the prediction from the full-width at half maximum of the diffuse scattering. In the precursor state, the transverse displacement waves are localized in these small dots, which are referred to as ''microdomains''. It is noteworthy that the microdomains in Fig. 4 (a) are due to the wave vector q 011 . The selection of another diffuse spot belonging to a distinct wave vector (e.g., q 110 ) produces a similar dark-field image but the positions of the bright dots are different. 3) In this manner, we can conclude that the microdomains are classified into several groups (variants) depending on their propagation vectors of displacement waves-this feature is schematically shown in the lower panel of Fig. 4(a) , in which three kinds of microdomains (blue, green, and red) are depicted together with corresponding diffraction patterns (The diffraction pattern in the upper panel of Fig. 4 (a) can be explained as the superposition of the unit patterns as shown in the lower panel.) With regard to the temperature dependence of the microdomains, an essential feature is derived from Fig. 5 . While the domain size does not vary appreciably by cooling (the domain size does not exceed 5 nm even near the transformation point R S ), the number of microdomains increases with an approach to R S . 32) The observation is consistent with a well-known effect that the diffuse scattering is intensified by cooling-(refer to the lower panels in Fig. 5 ). We tentatively interpret that the restriction of the domain growth is due to the strain energy, which will be accumulated near the interface between the microdomains and the undistorted matrix region (or the neighborhood microdomain). On the basis of the in situ TEM observation in the brightfield mode, Fukuda et al. 31) have claimed that the nucleation of the R-phase occurs near lattice defects such as dislocations. This trend was observed in the authors' experiments as well. However, our recent dark-field image observation suggests that the R-phase can be created at portions near which a definite contrast of dislocations is absent.
33) The authors believe that the microdomains play an important role on the nucleation of the R-phase, i.e., the preformed lattice distortion will assist the formation of the R-phase, while the nucleation from a perfect crystalline region is much more difficult. Based on the above idea, it is also possible to explain the peculiar antiphase boundary-like contrast in the R-phase as shown in the upper panel of Fig. 4(b) . This contrast was once believed to be the discommensuration associated with CDW, 24, 34) but the R-phase is now established as the commensurate superstructure. 25, 35) Assuming that three nuclei ''N'' are formed as shown in the lower panel of Fig. 4(b) , they can grow upon cooling, and then impinge against the neighboring ones (subvariants) forming the boundaries (dotted lines). Since the structure of the R-phase can be regarded as a stacking of the basal planes arising from (111) B2 planes (AB 0 CA 0 BC 0 A. . .), 25) the phase of stacking may be shifted at the boundaries even if both the structure and the direction of stacking are identical among the subvariants.
Magnetic domains in martensites and correlation
with crystallographic microstructures As is well known, thermoelastic shape memory alloys (SMAs: Cu-Al-Ni, AuCd, TiNi etc.) provide a large recoverable strain, which is achieved by a rearrangement of martensite variants (twin plates) under an applied stress. 1) In ferromagnetic SMAs (Ni 2 MnGa, [36] [37] [38] Fe-Pd, 2, 39, 40) Fe 3 Pt, 41) Co-Ni-Al, 42, 43) Ni-Ga-Fe, 44) etc.) the shape deformation can be achieved by an applied magnetic field as well as stress. Since the magnetic-field driven deformation has advantages over the conventional method, e.g., quick response to the field and operation without touching, the ferromagnetic SMAs have captured considerable attentions of researchers.
As first proposed by Ullakko and his coworkers, 36) a key point in explaining the magnetic-field driven shape deformation will be the high magnetocrystalline anisotropy of martensites, which is typically in the order of 10 5 J/m 3 . Their picture is based on the one-to-one correspondence between magnetic domains and martensite variants (crystallographic domains), i.e., the magnetization vector corresponds to the easy magnetization axis in each martensite variant. A uniaxial magnetic field applied to a multi-variant state causes a difference in the magnetic anisotropy energy among the martensite variants. This energy difference can be a driving force to increase the energetically favored variants at the expense of the unfavorable ones. The substantial role of magnetocrystalline anisotropy on this issue have been also suggested by Pan and James, 45) and Kakeshita-Fukuda et al. 2, 40) From the viewpoint of microstructural investigations, an important step is the direct observation of the magnetic and crystallographic domains in the martensites. In fact the observations of magnetic domains in martensites were carried out by Lorentz microscopy, 46, 47) optical microscopy (as observations of crystallographic domains), 2, 40) magnetic force microscopy, 45) and other such techniques. Despite these accumulated studies, which appear to focus on the behavior of magnetic domains under applied magnetic fields and/or during martensitic transformations, the relation between magnetic and crystallographic domains remains controversial. Probably, an efficient approach to this problem is the combination of Lorentz microscopy and electron holography, the latter of which clearly images the magnetization distribution. Using this combined technique, we have explored the following subjects: (1) correspondence between the crystallographic domains (martensite variants) and the magnetic domains; (2) comparison of magnetic domains between the parent phase and the martensite; (3) effect of antiphase domains (a type of crystallographic microstructure) on magnetic domains.
In this case, we explain the principles of magnetic domain observations. There are two famous methods to observe magnetic domains by TEM. One method is the Lorentz microscopy, 8, 48) which easily visualizes magnetic domain walls as bright or dark lines in defocused conditions-refer to an example in Fig. 7(a) . This imaging technique is due to the deflection of electron beams by the Lorentz force of a magnetic specimen. The other method is electron holography 8, 49) that visualizes distribution of magnetic flux. Let us imagine two types of electron waves, i.e., an object wave passing through the specimen and a reference wave in the vacuum (Fig. 6(a) ). The phase of the object wave is modified relative to the reference wave because of the magnetic (or electric) field of the specimen. This phase information is stored in a hologram, which is the interference fringe between the object and reference waves, generated using a biprism. It is possible to extract the phase information by the Fourier transform of digitized holograms (Figs. 6(b) and (c) ). This process causes a ''reconstructed phase image'' as shown in Fig. 6(d) , in which the contour lines can be regarded as the distribution of an in-plane component of the magnetic flux. These experiments were carried out using a JEM-3000F electron microscope, to which a magnetically shielded objective lens was installed.
9) The residual magnetic field at the specimen position is 0.2 mT. Figure 7 (a) shows a Lorentz microscope image of a stoichiometric Ni 2 MnGa alloy in the martensitic state. 50) Plate-like martensite variants (twin plates) are extended horizontally. Some of the martensite plate boundaries (twin boundaries) are traced by the white solid lines. Magnetic domain walls are visualized as bright and dark lines-refer to the white dotted lines. Two essential features are derived from Fig. 7 . The first feature is that the martensite plate boundaries themselves have a character as magnetic domain walls. This result is verified by the abrupt change in the lines of magnetic flux (gray lines) at the martensite plate boundaries as shown in Fig. 7(b) . A more important feature is the magnetic domains inside the martensite variants. Each martensite variant is divided into small magnetic domainsobserve the presence of zig-zag domain walls crossing the martensite-plate boundaries in Fig. 7(a) . These zig-zag magnetic domain walls are 180 walls as proved by Fig. 7(c) . A crystallographic trace analysis for this thin-foiled specimen, in which the foil normal is close to the [100] axis in the parent phase, has shown that the magnetization vectors (i.e., the directions of the magnetic flux) are basically parallel to the c-axis (easy magnetization axis) of the tetragonal martensite. The solid lines, dotted lines, and arrows (direction of magnetic flux) in Fig. 7(a) summarizes our observationsone notices the one-to-one correspondence between the martensite variants and magnetic domains. A similar result was also reported by Tsuchiya et al.. 47, 51) These observations are consistent with the picture that stresses the role of the magnetocrystalline anisotropy on the magnetic-field driven shape deformation.
We presently discuss the other two subjects: (1) comparison of magnetic domains between the parent phase and martensite; (2) correlation of magnetic domains with crystallographic microstructures (antiphase domains). Figure 8 (a) supplies a Lorentz micrograph in the parent phase of a Ni 51 Fe 22 Ga 27 alloy heat-treated at 1473 K. 52) As shown in Fig. 8(a) , in general the parent phase exhibits large magnetic domains exceeding 1 mm. The shape of the magnetic domains is likely to be dominated by the shape anisotropy rather than the magnetocrystalline anisotropy-in fact the anisotropy constant in the parent phase is two orders of magnitude lower than that in the martensite. An extraordinary observation in Ni 51 Fe 22 Ga 27 is that the magnetic domains in the parent phase are subdivided into considerably smaller domains (100-200 nm) as demonstrated in Figs. 8(b)-(d) . A cubic(L2 1 )-to-monoclinic(14M) martensitic transformation occurs near 162 K as shown in Fig. 8(e) , in which the parent phase (upper region) is separated from the martensite (lower region) by a habit plane (HP)-it is noteworthy that a large martensite variant with many stacking faults is observed in the lower region of Fig. 8(e) . It should be emphasized that the martensite shows distinct plate-like magnetic domains due to the enhanced magnetocrystalline anisotropy. In other words, the magnetocrystalline anisotropy appears to dominate the magnetic domain structure in the martensite (Fig. 8(f) ).
The subdivision of magnetic domains in the parent phase, which is pronounced on cooling, is closely related to the antiphase boundaries (APBs) in the L2 1 -ordered parent phase. Figure 9 positions of the APBs. Presumably, a local atomic disorder near APBs depresses the ferromagnetism so that the domain wall energy (E w ), which is generally expressed by E w ¼ a ffiffiffiffiffiffiffiffiffiffiffiffi A Á K u p , can be minimized at the positions of the APBs. [53] [54] [55] (A, K u , and a represent the exchange stiffness, the anisotropy constant, and a constant, respectively.) The increase in the population of domain walls upon cooling can be explained to be a result of demagnetization. In other words, chemical disorder near the APBs causes spatial inhomogeneity of magnetization, resulting in magnetic charges near them. Due to these magnetic charges and the increase of the magnetic moment with cooling, the magnetostatic energy (demagnetization energy) in the parent phase should be substantially raised. A possible way of reducing the magnetostatic energy is to eliminate the magnetic charges, which can be achieved by producing magnetic domain walls at the positions of the APBs. 50, 52) Thus the behavior of the magnetic domains are reasonably explained by considering the interaction with the APBs.
Domain Structures in CMR Manganites
Charge-ordered domains in manganites
Manganese oxides with the perovskite-type structure R 1Àx A x MnO 3 -R and A represent trivalent rare-earth and divalent alkaline-earth ions-have captured considerable attention of researchers because of the colossal magnetoresistance (CMR), 5, 56) which is an abnormal decrease in the resistivity by an applied magnetic field. In addition to the occurrence of the CMR effect, this series of manganites exhibits intriguing phenomena associated with the structural and/or magnetic phase transformations. An aspect of great interests is ''charge ordering'' of manganese ions that is observed in several specimens such as has an e g electron in the 3d orbital, while Mn 4þ does not have the e g electron. The e g electrons are itinerant near room temperature and hence, Mn 3þ and Mn 4þ are randomly distributed in a specimen. However, below a critical temperature T CO , the e g electrons are localized due to the minimization of the Coulomb energy. As a result, Mn 3þ and Mn 4þ are regularly sited below T CO -this phenomenon is referred to as charge ordering. Note that, in the chargeordered state, the lattice (oxygen octahedron) is notably distorted around Mn 3þ due to the Jahn-Teller effect, 61) while -in fact they exhibit temperature hysteresis, 62) changes in the lattice parameters, 59) etc. The appearance of a crystallographic microstructure, which occurs at T CO , is another consequence of the nature of first order phase transformations. Figure 10 shows a change in the bright-field image associated with the charge ordering in Bi 0:2 Ca 0:8 MnO 3 (T CO % 160 K). 60, 63) There exists no notable microstructure in the parent phase (P bnm orthrhombic structure) at 293 K with the exception of the small-tilt grain boundaries as marked by arrowheads. However, many striations are observed below T CO as shown in Fig. 10(b) . The striations are parallel to either [100] or [010] directions in the parent phase-the lattice in the parent phase (a; b; c) can be approximated as a % ffiffi ffi 2 p a c , b % ffiffi ffi 2 p a c , c % 2a c due to the small orthorhombicity (a c is the lattice constant of the simple perovskite cell), whereas the orthorhombicity is enhanced below T CO . 63, 64) As described later in detail, these striations arise from lattice distortion associated with the charge ordering, and the regions of vertical (A) and horizontal (B) striations represent ''charge-ordered domains'' (variants). In fact, the domain A provides superlattice reflections along q 100 , while the domain B along q 010 : 60) note that the chargeordered phase in Fig. 10(b) has a complex long-period structure (32-fold periodicity to the unit lattice distance 60) ) but the morphological features are similar to those of other structures (x-fold, x ¼ 2; 3; 4; 5) that are more frequently observed. The interfaces of the charge-ordered domains correspond to low-indices planes such as (100), (010), and (110) in the parent phase. Taking these observations into consideration, it can be concluded that the microstructure is formed to accommodate the transformation strain associated with charge ordering. In fact our electron diffraction studies have detected considerable lattice distortion by the charge ordering. 60, 64) The pairing of variants is widely observed in the charge-ordered manganites such as La 0:5 Ca 0:5 MnO 3 .
57)
This pairing is similar to that of self-accommodation in martensites as described in section 2.1.
We mention the temperature dependence of electron diffraction since it is a topic related to charge ordering. Figure 11 (a) presents the resistivity curve of La 0:2 Ca 0:8 -MnO 3 .
4) The resistivity varies only slightly in the temperature range between 300 K and T CO (%195 K), whereas it dramatically increases when the charge ordering occurs in a lowered temperature. The charge ordering can be ascertained by the appearance of superlattice reflections as mentioned earlier-see the electron diffraction patterns in Figs. 11(b) and (c) obtained at 163 and 183 K, respectively. (The spots in Fig. 11(b) are more intensified because of the volume increase of the charge-ordered phase.) An intriguing point is that weak diffuse scattering has already appeared in the state of Fig. 11(d) , which was observed at a temperature above T CO (203 K). This diffuse scattering emanates from the fundamental reflections toward the q 100 and/or q 010 directions, along which the superlattice reflections are formed, and intensifies with an approach to T CO . This diffuse scattering reminds us of a precursor effect observed in martensitic transformations. In reality, the charge-ordered fluctuation has been observed even under a substantially high temperature above T CO . 65) A detailed TEM observation above T CO will be a challenging subject in the future.
3.2 Magnetic domains in the mixed-phase states in manganites As mentioned in the previous section, the CMR effect in manganites is a matter of deep interest. The phenomenon of the CMR effect is qualitatively explained by the framework of double exchange (DE) interaction, 66, 67) e.g., it explains the enhancement of the electron hopping in the spin-ordered state. However, the DE model alone is insufficient to explain the presence of a paramagnetic (PM) insulator phase and/or antiferromagnetic (AFM) phase, 61, 68, 69) which are observed in some specimens exhibiting a prominent magnetoresistance. Millis and his coworkers have mentioned that the DE model does not quantitatively explain the extraordinary drop in resistivity and they stated that the effect of lattice distortion (e.g., dynamic Jahn-Teller effect) should be incorporated. 61, 70) It is currently believed that ''phase separation'', in which magnetic and nonmagnetic phases coexist, plays an essential role in the CMR effect, 69, [71] [72] [73] This is a model highlighting the magnetic microstructure. For example, assuming that ferromagnetic (FM) islands with metallic properties, which are formed in the nonmagnetic insulator matrix, are percolatively connected by applied magnetic fields, this connection gives rise to a large conduction path for the e g electrons, thereby reducing the resistivity dramatically. The formation of the chained FM islands is supported by recent Monte Carlo simulations by Moreo et al. 74, 75) Moreover, the phase separation in manganites has been observed by TEM, 72, [76] [77] [78] neutron scattering, 79) scanning tunneling microscopy, 71) magnetic force microscopy, 73) etc.
Despite the number of studies to date, neither the magnetization distribution nor the magnetic correlation among the FM domains has been clearly observed, even in the fundamental condition of no applied magnetic fields. In order to explore the complex domain structure in the mixed-phase state, the authors have developed a method of electron holography, which accurately visualizes the magnetization distribution. 78, 80) Strictly speaking, the phase shift in holograms arises not only from magnetic fields but also from electric fields (effect of the mean inner potential) of the specimen. The contribution of the electric field is notably prominent in specimens with non-uniform thickness. For example, in Fig. 12(b) , which was observed at a temperature slightly above the Néel temperature in La 0:44 Sr 0:56 MnO 3 , 78) the phase information is largely due to the electric field. In the presence of the strong contribution from the electric field, we cannot easily obtain a small magnetic domain, which is formed near the arrowhead. The authors removed the unwanted electric information by subtracting the phase image in Fig. 12(a) , which was obtained in a completely nonmagnetic (AFM) phase so that only the electric information is stored, from the phase image in Fig. 12(b) . The resultant phase image (Fig. 14(c) ) subsequently provides only the magnetic information. The newly formed small domain is successfully visualized.
The devised method has revealed the features of magnetic phase separation between the FM and AFM phases as shown in Figs Subsequently, the question of ''how delicate the magnetic microstructure in the mixed-phase state is'' arises. Lorentz microscopy observations have provided essential information with respect to this question. Figure 13(a) shows a mixedphase state between the AFM and FM phases in La 0:44 Sr 0:56 MnO 3 . There are two FM regions enclosed by the dotted lines. When the electron beam current increases causing beam heating, the FM regions combine into a larger one ( Fig. 13(b) ). It must be noted that this temperature fluctuation by the beam heating is so minute that it cannot be detected by the thermocouple placed near the specimen. In contrast, when the specimen is in the single-phase (FM) state, the increase of the beam current does not modify the magnetic microstructure, e.g., the domain walls (arrows) do not move. 78) This experiment demonstrates that the magnetic microstructure in the mixed-phase state, in which thermodynamically equilibrium phases coexist, is very sensitive to perturbations such as thermal fluctuation. The result is consistent with the observation that the CMR effect is pronounced near the phase transformation temperatures, 5) and our observations indicate that the magnetic microstructure is an essential factor on the CMR effect.
The authors have investigated the effect of an applied magnetic field on the magnetic microstructure near the phase transformation temperature. 81) In order to tackle this problem, they have developed a magnetizing stage, by which a weak magnetic field can be applied to the film plane inside an electron microscope. The observed specimen is La 0:81 -Sr 0:19 MnO 3 , which provides inhomogeneous magnetic microstructure near the Curie temperature of 302 K. Accordingly, in this specimen, coexistence of the FM regions (hatched portions in Fig. 14(a) ) and PM-like regions (white portions with no observable magnetization) can be seen at room temperature. There are two FM regions (FM1 and FM2) in Fig. 14(a) , to which a magnetic field has not yet been applied. The magnetic flux is closed inside the FM regions as similar to the case of the phase separation between the FM and AFM phases, i.e., the magnetic interaction between FM1 and FM2 is absent. However, the applied magnetic field (approximately 41 mT) produces leakage of magnetic flux in the PM-like region (refer to the channel of magnetic flux as marked by the arrowhead), which connects FM1 and FM2 as shown in Fig. 14(b) . In this small magnetic field, the volume of the FM regions does not vary appreciably, i.e., the result in Fig. 14(b) represents an early stage of the connection of FM domains. Nevertheless, this is the first observation that discloses the connection of separated FM domains by the channel of magnetic flux.
Challenging Issues in Other Materials
Besides the shape memory alloys and the CMR manganites discussed here, a detailed domain analysis is required for other functional materials as well. A typical case is that of ferroelectrics, which are widely accepted in the current technologies of electronics. The domain structure of ferroelectrics has renewed the interests of researchers since the discovery of the dramatic improvement of the piezoelectric properties in a controlled morphology referred to as ''engineered domains''. 6, 82, 83) More recently, Ren 84) achieved a giant electric-field induced recoverable strain in BaTiO 3 by regulating the domain structure using the low-temperature aging effect. Furthermore, in the field of condensed matter physics, exotic perovskite-type oxides showing both the ferroelectricity and the ferromagnetism have been discovered, and they are expected to introduce novel functional materials, [85] [86] [87] in which either ''magnetic control of ferroelectric domains'' or ''electric control of magnetic domains'' is possible.
Since ferroelectric domains are accompanied by a significant lattice distortion, these domains can be observed even by optical microscopy. More precisely, the ferroelectric domains can be examined by TEM, [88] [89] [90] scanning electron microscopy, 91) scanning nonlinear dielectric microscopy, 92) etc. In this case, we discuss the possibility of electron holography, which may be capable of mapping on the polarization vectors in ferroelectrics (as in the case of magnetization vectors in ferromagnets), reviewing some representative works. Following the measurement of the domain wall thickness by Zhang et al., 93) who detected a phase shift across the domain walls, electron holography is believed to be a promising tool to explore the polarization. Spence et al. 94) expressed a relationship between the polarization vectors and the resultant phase shift stored in holograms, considering the effect of the electric potential due to the polarization-only the in-plane component of the polarization contributes to the phase shift. In fact, this was ascertained by recent observations of BaTiO 3 by Lichte and his coworkers. 95, 96) Lichte's group has also provided a clear guideline stating that a map of polarization vectors is obtained by taking the gradient of the observed phase shift. However, as mentioned by the same authors, the obtained vector maps are yet likely to be noisy as compared with the results of magnetization distribution in ferromagnets. Presumably, in addition to the weak contribution of the polarization itself, difficulties are caused by charged point defects, interfaces, and surfaces of specimens, which may generate complex electric fields. Despite these drawbacks, imaging of the polarization and/or electric potential is an attractive subject of study in the research and development of ferroelectrics as well as carrier-doped semiconductors. A further improvement of the precision in holographic experiments will substantially promote the domain analysis.
Concluding Remarks
With the development of energy-filtered transmission electron microscopy, the weak diffuse scattering (however, it is extremely important in exploration of displacive phase transformations) can be now thoroughly studied. In fact, this technique has progressed the understanding of the precursor phenomena of martensitic transformations: the discovery of the nano-scaled domains in the parent phase has offered a renewed interest on the precursor effect and the subsequent nucleation process of martensitic transformations. With the aid of magnetic imaging by the quantitative electron holography, complex magnetic domain structures near the Curie temperature and/or Néel temperature in hole-doped manganites were well characterized-the magnetization distribution, the temperature dependence, and the effect of weak magnetic fields were revealed. The observations shed further light on the understanding of the abnormal transport properties in the manganites. As substantiated by these experiments and others as described in the text, considerable progress in domain analysis has been achieved by the advanced transmission electron microscopy.
Taking into consideration the trend of recent materials science, in which new amazing properties and/or phenomena are realized by combinations of distinct nano-scaled phases, the importance of domain analysis (or analysis of superstructures) will be enhanced in the future. However, in order to explore these complex and nano-scaled structures with a high precision, improvements on the microscopic methods should be sustained. For instance, in the magnetic imaging by electron holography, efforts are currently underway to observe weak ferromagnetism as observed in nanoparticles and/or magnetic semiconductors. Another fascinating task is to combine the measurements of physical properties (conductivity, elasticity, etc.) with the domain analysis as performed here, which may have already begun. This type of simultaneous measurements will be necessary for further understanding of the magnetic and/or elastic interactions between small domains.
