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1. INTRODUCTION
This paper deals with Kneser solutions of the nonlinear differential
equation
y ′′′ + qty ′ + rtf y = 0 (1)
where q r ∈ C0R+ R+ = 0∞ f ∈ C0R. Throughout the paper
r > 0 on R+ f x > 0 for x > 0 f 0 = 0 H1
will be supposed.
Sometimes, the more restrictive assumption
r > 0 on R+ f xx > 0 for x 	= 0 H2
will be assumed.
A solution y 
 R+ → R is called nonoscillatory if yt 	= 0 in a neighbour-
hood of∞. It is called the Kneser solution of (1) if there exists ty ∈ R+ such
that
yty ′t < 0 yty ′′t > 0 on Jy = ty∞ (2)
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The existence and the asymptotic behaviour of Kneser solutions have
been investigated by many authors (see, e.g., [1], the monographies [9, 13],
and the references therein) if either q ≤ 0 or in the linear case f x ≡ x.
It is known (see, e.g., 1 13 14 for the nonlinear case and 10 11 for
the linear case) that Eq. (1) with q ≤ 0 has a solution y such that y0 > 0,
yt ≥ 0 y ′t ≤ 0 y ′′t ≥ 0 (3)
From this a Kneser solution of Eq. (1) exists if
there exist ε > 0 and a continuous, nondecreasing function
g 
 0 ε → R+ such that
f x ≤ gx for x ∈ 0 ε and ∫ ε0 dugu = ∞

 (H3)
More precisely the following holds:
Theorem A. Let (H1), (H3), and qt ≤ 0 for large t. Then there exists
a Kneser solution of Eq. (1).
Proof. See [13, Theorems. 13.1 and 11.5].
Note that if (H3) is not valid, the solution y, guaranteed by Theorem A,
may be trivial in a neighbourhood of ∞ as the following example shows.
Example [13, Corollary 11.1]. Let λ ∈ 0 1. Then every solution y of
y ′′′ − y ′ + yλ sgn y = 0
satisfying (3), is trivial in some neighbourhood of ∞ and thus there exist
no Kneser solutions.
Thus, the problem of existence of Kneser solutions is deeply studied in
case q ≤ 0. In the opposite case, i.e., if either q ≥ 0 or q changes the sign,
the situation is different.
Investigations are easier when the second order linear equation
h′′ + qth = 0 (4)
is nonoscillatory. If h is a positive solution of Eq. (4) on T∞ T ≥ 0,
then Eq. (1) can be expressed in the disconjugate form (see, e.g., [2, 7])
(
h2t
(
1
hty
′
)′)′
+ rtht f y = 0 (5)
The properties of solutions of (5) have been studied by many authors (see,
e.g., 1 2 4 7 8 and references therein). Some of them will be employed
to investigate the existence of Kneser solutions for Eq. (1) (see, e.g.,
Theorem 1).
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Kneser solutions have an interesting property when Eq. (4) is non-
oscillatory: under very weak assumptions on q r, and f every nonoscillatory
solution y of Eq. (1) is a Kneser solution tending to zero for t →∞, i.e.,
lim
t→∞ yt = 0 (6)
This problem is solved under the name Property A of Eq. (1) or Property A
of Eq. (5) (see 4 5 8 15 and references therein). The problem where
for every Kneser solution (6) is valid is interesting by itself and has been
studied by many authors; see, e.g., [2] q ≤ 0; 4 9 in the linear case;
10 12 if (4) is oscillatory.
If Eq. (4) is oscillatory, Eq. (1) cannot be expressed in the disconjugate
form (5), and the above quoted properties cannot be applied. Our goal in
the present paper is to study Eq. (1) when Eq. (4) is oscillatory. In particular
we will investigate the problem of existence of Kneser solutions as well as
conditions assuring that these solutions tend to zero as t →+∞.
We close the introduction with a notation: denote
q+t = maxqt 0 q−t = minqt 0 t ∈ R+
2. EXISTENCE OF KNESER SOLUTIONS
When Eq. (4) is nonoscillatory an existence result can be obtained easily
from known results.
The following holds:
Theorem 1. Assume (H1) and (H3). Then there exists at least one Kneser
solution of (1) if q ∈ C1R+ q ≥ 0, (4) is nonoscillatory, and there exists a
positive constant α such that
f u ≥ αu for u ∈ R q3/2t ≤ αrt q′t < 2αrt eventually.
Proof. (i) Because (4) is nonoscillatory, (1) can be expressed in the
form (5) where h is a positive solution of Eq. (4) on T∞). Then, accord-
ing to [1], there exists a solution x of (1) such that xt > 0, x′t < 0 for
t large. In order to complete the proof, it is sufﬁcient to apply Theorems 1
and 6 in [3].
Remark. Theorem 1 requires that the function r be positive. Note that
if q ≡ r ≡ 0, then Eq. (1) has no Kneser solutions.
We extend the result of Theorem 1 to the case where Eq. (4) is
oscillatory.
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More precisely we will be succesful to prove the existence of Kneser
solutions in case f is quasilinear near the origin; i.e., there exist α1 α2 and
ε ∈ R such that
ε > 0 0 < α1 ≤ α2 <∞ α1x ≤ f x ≤ α2x for x ∈ 0 ε H4
For this, it is very useful to use a linearization device which was proved
in [6]. At ﬁrst, we prove the existence of solutions of the form (3) for the
linear equation
y ′′′ + qty ′ + r¯ty = 0 r¯ ∈ LlocR+ lim
s→t+
r¯s exists for t ∈ R+ (7)
and then the existence of Kneser solutions of Eq. (1) will be proved applying
the following lemma.
Lemma 1. Consider the boundary value problem
y ′′′ + qty ′ + rtf y = 0 y ∈ S (8)
where S is a nonempty subset of the Fre´chet space C0R+ of the continuous
functions on R+. Assume that there exists a function H 
 R+ × R2 → R such
that Ht c c = rtf c for all c ∈ R. Then the problem (8) admits at least
one solution provided that the following conditions are satisﬁed:
(i) There exists a nonempty closed convex subset  of C2R+ such
that
(i1) for any u ∈ Ht ut x is Carathe´odory function on R+ × R,
(i2) for any u ∈  there exists a nonempty convex set of solutions T u
of the problem
x′′′ + qtx′ +Ht ut x = 0 t ∈ R+ (9)
x ∈ S ∩ (10)
(ii) there exists a positive continuous function m on R+ such that
xt ≤ mt for all t ∈ R+ and any x ∈ T 
(iii) there exists a locally integrable function α on R+ such that
qt ≤ αt Ht ut xt ≤ αt for t ∈ R+ and
∀ u x ∈ × C2R+
satisfying (9) and (10);
(iv) if, for some u ∈ x is a solution of (8) which lies in the C2 closure
of T , then x ∈ S.
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Proof. The statement of the lemma is proved in [6, Theorem 2.1] if
H 
 R+ × R2 fulﬁlls the local Carathe´odory conditions. In our case, if
Ht ut x is the Carathe´odory function on R+ × R for every u ∈ ,
the proof is similar.
Lemma 2 [13, Lemma 10.2]. Let k ∈ N , and let uk be a solution of
Eq. (7) deﬁned on 0 k. Let  
 R+ → R+ be a nondecreasing function
such that
2∑
i=0
uik t ≤  t for t ∈ 0 k k = 1 2    
Then there exists a subsequence ukj∞j=1 such that u
i
kj
∞j=1 i = 0 1 2, con-
verges uniformly on every ﬁnite interval of R+
uit = lim
t→∞u
i
kj
t t ∈ R+ i = 0 1 2
Moreover u is a solution of Eq. (7).
Lemma 3. Let u be a solution of Eq. (7) such that
ut ≤M1 for t ∈ I, I bounded interval of R+
Then there exists a constant M2 (depending only on q r¯, M1, and I) such that
u′t ≤M2 u′′t ≤M2 on I
Proof. Let I = a b νi = max
t∈I
uit i = 0 1 2, and ν3 ≥ u′′′t for
almost all t ∈ I. As ν0 ≤M1, then according to [13, Lemma 5.2]
ν1 ≤ C1 + C2ν1/33 ≤ C1 + C3ν1 + ν01/3 ≤ C1 + C3ν1 +M11/3
where C1 = 81M1b − a−1, C2 = 24M2/31 , C3 = C2maxt∈Iqt +
rt1/3.
From this ν1 ≤ C4 and by integrating (7) we easily obtain ν2 ≤ C5 where
C4 and C5 are suitable constants that do not depend on the solution u. By
choosing M2 = maxC4 C5 we get the assertion.
Lemma 4. Let r¯ ∈ LlocR+ be nonnegative and r¯+t = lims→t+ r¯s exist
on R+. Then for every y0 > 0 there exists a solution y of Eq. (7) fulﬁlling
y0 = y0 −1jyjt ≥ 0 t ∈ R+  j = 0 1 2 (11)
if one of the following assumptions holds:
(i) K ∈ R+ qt ≤ K, and r¯+t > K3/2 on R+;
(ii) q ∈ C1R+ q′ ≤ 2r¯+t, and q+t3/2 < r¯+t for t ∈ R+.
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Proof. (i) It is enough to prove the result for y0 = 1. Let k ∈
1 2    and let yk 
 0 k → R be the solution of the Cauchy problem
ykk = y ′kk = 0 y ′′kk = 1
associated to Eq. (7). Then a left neighbourhood Jk of t = k exists such
that
ykt > 0 y ′kt < 0 y ′′kt > 0 on Jk (12)
Now we will prove that (12) is valid not only on Jk, but on 0 k, too.
Suppose, contrarily, that there exists τ ∈ 0 k such that y ′′kτ = 0 and
y ′′kt > 0 for t ∈ τ k. Then (12) yields
ykt > 0 y ′kt < 0 y ′′kt > 0 on τ k y ′′kτ = 0 (13)
Assume
qτy ′kt + r¯+τykτ > 0
Then qty ′kt + r¯tykt > 0 a.e. in a suitable right neighbourhood Iτ of
τ Iτ ⊂ 0 k. Hence y ′′′k t < 0 a.e. on Iτ and
y ′′kt1 =
∫ t1
τ
y ′′′k sds < 0 t1 ∈ Iτ
which is a contradiction. Then
qτy ′kτ + r¯+τykτ ≤ 0 (14)
If qτ < 0, then (14) contradicts (13) because r¯+τ ≥ 0. Thus suppose
qτ ≥ 0. Deﬁne
Ft = −2ykty ′′kt + y ′kt2 −Kykt2 t ∈ τ k (15)
Using (13) and (7) we have
F ′t = 2r¯ty2kt + 2ykty ′ktqt −K ≥ 0 a.e. on τ k
From this, as Fk = 0 and F is increasing on τ k, we obtain
y ′kτ ≤
√
Kykτ (16)
Then (14) and (16) yield
0 ≤ −qτy ′kτ − r¯+τykτ ≤
(
qτ
√
K − r¯+τ
)
ykτ
that, in view of assumption (i), contradicts (13).
Thus (12) is valid on 0 k too, that is,
ykt > 0 y ′kt < 0 y ′′kt > 0 on 0 k (17)
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Because (7) is linear, a solution y¯k of (7) exists such that
y¯k0 = 1 y¯kt > 0 y¯ ′kt < 0 y¯ ′′kt > 0 on 0 k (18)
If we put s ∈ 1 2    I = s − 1 sM1 = 1M = maxt∈Iqt + r¯t,
denoting by Ns the constant M2 guaranteed by Lemma 3, from Lemma 3
and (18) we obtain
y¯kt ≤ 1 y¯jk t ≤ Ns t ∈ s − 1 s j = 1 2
s ∈ 1 2    k ∈ 1 2    (19)
Let  t, t ∈ R+ be an arbitrary nondecreasing continuous function such
that
 t ≥ 1+ 2Ns t ∈ s − 1 s  s = 1 2    
Then (19) yields
2∑
i=0
y¯ik t ≤  t for t ∈ 0 k k = 1 2    
and, according to Lemma 2 and (18), there exists a solution y of (7) such
that (11) with y0 = 1 holds.
(ii) The proof is similar; we have to use Ft = −2ykty ′′kt +
y ′kt2 − qtyk2 instead of (15). The details are left to the reader.
Theorem 2. Assume conditions (H1) and (H4). If any of the following
assumptions holds:
(i) there exist K, α ∈ R+ such that
qt ≤ K αrt > K3/2 on R+ 
(ii) q ∈ C1R+ and there exist α ∈ R+ such that
q′t ≤ 2αrt q+t3/2 < αrt on R+
then for an arbitrary y0 ∈ 0 ε there exists a Kneser solution y of Eq. (1) such
that
y0 = y0 −1jyjt > 0 t ∈ R+ j = 0 1 2
Proof. We apply Lemma 1 with
 = S = {y ∈ C2R+ 
 y0 = y0 yt ≥ 0 y ′t ≤ 0 y ′′t ≥ 0
Ht u x =
{
rt f u
u
x for u 	= 0
αrtx for u = 0,
mt ≡ y0 and αt = α1y0rt for t ∈ R+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Let u ∈ . Put r¯t = rt f ut
ut for ut 	= 0 and r¯t = αrt for ut = 0.
Because
t0 ∈ 0∞ ut0 = 0⇒ ut = 0 on t0∞
r¯ ∈ LlocR+ r¯ ≥ 0, and lims→t+ r¯s exists for t ∈ R+. Thus the assump-
tions of Lemma 4 are fulﬁlled. Moreover H fulﬁlls all assumptions given
in Lemma 1 and, according to Lemma 4, for any u ∈  there exists
a nonempty set T u ⊂ C2R+ of solutions of (9)–(10) that is convex
(Eq. (9) is linear). Hence, by Lemma 1, Eq. (1) has at least one solution
satisfying (11).
As y0 > 0 it follows from (H4) that y 	≡ 0 in any neighbourhood of ∞
(see [13, Theorem 11.5]). From this, using (1) and positiveness of r we
obtain
y0 = y0 yt > 0 y ′t < 0 y ′′t ≥ 0 on R+ (20)
Now we will prove that y ′′ 	= 0.
(i) Let, contrarily, τ ∈ 0∞ y ′′τ = 0. Then (20) yields y ′′′τ = 0,
i.e.,
0 = −qτy ′τ − rτf yτ ≤ −qτy ′τ − rτyτ (21)
Deﬁne
Et = −2yty ′′t + y ′2t −Kyt2 t ∈ R+ (22)
Using (20) we have
E′t = 2ytrtf yt − 2yty ′tK − qt ≥ 0
Because limt→∞ y ′t = 0, we can conclude that limt→∞ Et ≤ 0 and thus
Et ≤ 0 on R+. Especially,
Eτ = y ′2τ −Kyτ2 ≤ 0 (23)
If qτ ≤ 0, then, by virtue of positiveness of r, (21) contradicts (20). If
qτ > 0, then (21) and (23) yield
√
Kqτ ≥ αrτ
that contradicts assumption (i).
The statement is proved.
(ii) The proof is similar; we have to use the functions E1t =
−2yty ′′t + y ′2t − qty2t and F1t = −2ykty ′′kt + y ′kt2 −
qtykt2 instead of (15) and (22), respectively.
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3. KNESER SOLUTIONS VANISHING AT INFINITY
This section is devoted to asymptotic behaviour of Kneser solutions in
the case when no conditions, different from (H2), are assumed on the non-
linearity. First, we begin with a known result.
Theorem B. Assume (H2), q ≤ 0 on R+
∫∞
0 t
2rtdt = ∞, and
lim inf u→∞ f u > 0. Then limt→∞ yt = 0 for every Kneser solution y
of (1).
Proof. See [13, Theorem 13.2] with gt s = rt infs≤x f x.
Theorem 3. Assume (H2). If any of the following conditions holds:
(i)
∫∞
0 tq−tdt = −K > −∞, the equation w′′ + e−2Kq+tw = 0 is
nonoscillatory, and
∫∞
0 rtdt = ∞;
(ii)
∫∞
0 tqtdt <∞ and
∫∞
0 t
2rtdt = ∞;
(iii) qt ≤ 0 and the linear equation
z′′′ + qtz′ + λrtz = 0 (24)
is oscillatory for every λ > 0;
(iv) qt ≤ 0 and ∫∞0 t2rtdt = ∞,
then every Kneser solution of Eq. (1) tends to zero as t →∞.
Proof. (i) According to [7] there exists a positive solution h of Eq. (4)
with a nonzero limit as t → ∞ and Eq. (1) can be transformed into the
disconjugate form (5); the assertion follows from [4, Corollary 4].
(ii) From [11] there exists a solution h of Eq. (4) such that
limt→∞ ht = h0 > 0. Hence, the argument is the same as in (i).
(iii) Assume there exists a Kneser solution y of Eq. (1) such that
limt→∞ yt > 0. Consider, for t large, the linearized equation
q′′′ + qtw′ + rtf yt
yt w = 0 (25)
Because y is its solution, from Theorem 1 in [5] we get that (25) is nonoscil-
latory. Taking into account that there exists a positive constant k such that,
for t large,
k ≤ f yt
yt 
from a known comparison theorem (see, e.g., [9, Theorem 7.1]) we obtain
a contradiction.
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(iv) Let y be a Kneser solution of (1). Then there exists a constant
M > 0 such that
yt ≤M t ∈ R+ (26)
Consider an auxiliary equation
Y ′′′ + qtY ′ + rtFY  = 0 (27)
where
Fx = f x if x ≤M
= f M if x > M
= f −M if x < −M
From this and from (26), y is the Kneser solution of Eq. (27), too. Moreover
as f x 	= 0 for x 	= 0 we have Fx 	= 0 for x 	= 0, limx→±∞ Fx =M > 0,
and according to Theorem B, applied to Eq. (27), we can conclude that
limt→∞ yt = 0.
The following theorem studies mainly the case that Eq. (4) is oscillatory
and enlarges the results of Theorem 3(i).
Theorem 4. Assume (H2). If any of the following conditions holds:
(i)
∫∞
0 rtdt = ∞ on R+ and there exist M > 0 such that qt ≤ M
on R+;
(ii) q ∈ C1R+, qt > 0, and q′t ≥ 0 on R+;
∫∞
0
rt
qtdt = ∞
(iii) r ∈ C1R+, r ′t ≥ 0 on R+ and there exists M > 0 such that
qt
rt ≤M on R+,
then every Kneser solution of (1) tends to zero for t →∞.
Proof. Let y be a Kneser solution of (1) and suppose that
yt > 0 y ′t < 0 y ′′t > 0 on ty∞ lim
t→∞ yt = N > 0 (28)
Denote M1 = minN≤s≤yty sf s. Hence M1 > 0.
(i) Put
Ft = −2y ′′tyt −My2t t ≥ ty 
Using (28) we have
F ′t = −2y ′′ty ′t + 2rtytf yt − 2yty ′tM − qt ≥ 0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Thus F is nondecreasing and because Ft ≤ 0 for t ≥ ty , we have
∞ > F∞ − Fty =
∫ ∞
ty
F ′tdt ≥ 2
∫ ∞
ty
rtytf ytdt
≥ 2M1
∫ ∞
ty
rtdt = ∞
Such a contradiction proves the statement.
(ii) Let Ft = −2y ′′tyt/qt − y2t t ≥ ty . Then (28) yields
Ft < 0, t ∈ ty∞ and
F ′t = −2y
′′ty ′t
qt +
2rt
qt f ytyt +
2q′t
q2t y
′′tyt
≥ 0 t ∈ ty∞ (29)
Thus F is nondecreasing and limt→∞ Ft = F0 ∈ −∞ 0. From this and
from (29)
∞ > F∞ − Fty =
∫ ∞
ty
F ′tdt ≥ 2
∫ ∞
ty
rt
qtf ytytdt
≥ 2M1
∫ ∞
ty
rt
qt dt = ∞
Such a contradiction proves the statement.
(iii) The argument is similar to that given in (ii) by choosing F1t =
−2y ′′tyt/rt −My2t instead of F .
Remark. (i) Assumptions of Theorems 3–4 involve functions q r and
not the growth of the nonlinearity or its asymptotic behavior as x → ∞.
(ii) In [12] the asymptotic behavior of nonoscillatory solutions is stud-
ied in the case q ≡ 1. The results, concerning Kneser solutions, are proved
in Theorem 4(ii) under weaker assumptions.
(iii) Gregusˇ proved the statement of Theorem 4 under different
assumptions, both in the nonlinear case [10] and in the linear case
[9, Theorems 3.1 and 3.6].
4. CONCLUDING REMARKS
In view of Theorem A, open problems arise. If (H1), (H3) hold and
q ≤ 0, then Eq. (1) has Kneser solutions.
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Problem 1. Is it valid also when q ≥ 0 or q changes sign?
Problem 2. When (H2) holds do Eqs. (1) exist without Kneser
solutions?
Problem 3. When (H2) holds, do Eqs. (1) exist without nonoscillatory
solutions?
Sansone (see [9]) constructed a function Q ∈ C2R+ such that Qt > 0
on R+ and all solutions of
y ′′′ +Qty ′ +Q′ty = 0
have inﬁnitely many zeros. But it is difﬁcult to verify condition Q′ ≥ 0.
Moreover a result in this direction is given by the following
Theorem C [9, Theorems 1.13 and 1.15]. Let q ∈ C1R+ f x ≡
x rt > 0, and either q′t/2 − rt ≥ 0 or rt − q′t/2 ≥ 0 and
r − q/2 	≡ 0 in any subinterval of R+. Then (1) has a nonoscillatory solution.
Thus Problem 3 is solved for the linear equation only partially. It is not
known if the conclusion of Theorem C holds if either q does not belong to
C1 or q′/2 − r oscillates.
REFERENCES
1. M. Bartusˇek and Z. Dosˇla´, Remark on Kneser problem, Appl. Anal. 56 (1995), 327–333.
2. M. Bartusˇek and Z. Dosˇla´, Oscillatory criteria for nonlinear third order differential equa-
tions with quasiderivatives, Dynam. Equations Dynam. Systems 3 (1995), 251–268.
3. M. Bartusˇek, M. Cecchi, Z. Dosˇla´, and M. Marini, On nonoscillatory solutions of third
order nonlinear differential equation, Dynam. Systems Appl., in press.
4. M. Cecchi, Z. Dosˇla´, and M. Marini, An equivalence theorem on properties A, B for third
order differential equations, Ann. Mat. Pura Appl. (4) 173 (1997), 373–389.
5. M. Cecchi, Z. Dosˇla´ and M. Marini, On third order differential equations with property
A and B, J. Math. Anal. Appl. 231 (1999), 509–525.
6. M. Cecchi, M. Furi, and M. Marini, About the solvability of ordinary differential equations
with asymptotic boundary conditons, Boll. Un. Mat. Ital. C Anal. Funz. Appl. (6) 4 (1985),
329–345.
7. M. Cecchi and M. Marini, Oscillation results for Emden–Fowler type differential equa-
tions J. Math. Anal. Appl. 205 (1997), 406–422.
8. T. Chanturia, On monotony and oscillatory solutions of ordinary differential equations of
higher order, Ann. Pol. Math. 37 (1980), 93–111. [in Russian]
9. M. Gregusˇ, “Third Order Linear Differential Equation,” Reidel, Dordrecht, 1987.
10. M. Gregusˇ, On the oscillatory behaviour of certain third order nonlinear differential
equation, Arch. Math. (Brno) 28 (1992), 221–228.
11. P. Hartman, “Ordinary Differential Equations,” Wiley, New York, 1964.
12. I. Kiguradze, An oscillatory criterion for a class of ordinary differential equations,
Differentsial’nye Uravneniya 28 (1992), 207–219.
84 bartusˇek, cecchi, and marini
13. I. Kiguradze and T. Chanturia, “Asymptotic Properties of Solutions of Nonautonomous
Ordinary Differential Equations,” Kluwer Academic, Dordrecht/Boston/London, 1993.
14. E. Rovderova´, Existence of a monotone solution of a nonlinear differential equation,
J. Math. Anal. Appl. 192 (1995), 1–15.
15. A. Sˇkerl´ık, Criteria of property A for third order sublinear differential equations, Math.
Slovaca 43 (1993), 171–183.
