We study the matrix completion problem when the observation pattern is deterministic and possibly non-uniform. We propose a simple and efficient debiased projection scheme for recovery from noisy observations and analyze the error under a suitable weighted metric. We introduce a simple function of the weight matrix and the sampling pattern that governs the accuracy of the recovered matrix. We derive theoretical guarantees that upper bound the recovery error and nearly matching lower bounds that showcase optimality in several regimes. Our numerical experiments demonstrate the computational efficiency and accuracy of our approach, and show that debiasing is essential when using non-uniform sampling patterns.
Introduction
The matrix completion problem is to determine a complete d 1 × d 2 matrix from a subset Ω ⊂ [d 1 ] × [d 2 ] of its entries. A typical assumption that makes such a problem well-posed is that the underlying matrix from which the entries are observed is low-rank (or approximately low-rank). Matrix completion has many applications, including collaborative filtering [26] , system identification [44] , sensor localization [9, 55, 56] , rank aggregation [25] , scene recovery in imaging [17, 61] , multi-class learning [1, 2, 3] , and more. This is now a well-studied problem, and there are several main approaches to its solution, such as low-rank projection [32, 33] and convex optimization [58, 13] , which have rigorous provable recovery guarantees (see e.g. [28, 14, 15, 32, 33, 46, 40, 13, 51, 52, 36, 24, 35, 39] ).
Besides a low-rank assumption on the underlying matrix, one also clearly needs to assume something on the sampling pattern Ω. Theoretical guarantees for matrix completion typically enforce that the sampling pattern is obtained from (most often uniform) random sampling [45, 59, 38, 8, 20, 21] . However, for many applications, the sampling pattern may not be uniformly random, and indeed may not be reasonably modeled as random at all.
In this paper, we study the problem of matrix completion with deterministic sampling. This version of the problem has been studied before [41, 30, 7, 42, 22] , although much less extensively than the case with random sampling. Our goal in this paper is to address the following question: Question 1. Given a deterministic sampling pattern Ω and corresponding (possibly noisy) observations from the matrix, what type of recovery error can we expect, in what metric, and how may we efficiently implement this recovery?
We formalize the question above and propose an appropriate weighted error metric for matrix recovery that will take the form H•(M−M) F , where M is the true underlying low-rank matrix,M the recovered matrix, and H an appropriate weighting matrix. Most prior work that assumes uniform sampling of matrix entries considers an unweighted error metric. This corresponds with taking H i,j = 1, thus H is a rank-1 matrix. We show that matrix completion theory can be extended to many non-uniform, nonrandom cases by allowing H to be an (almost) arbitrary rank-1 matrix appropriately approximating the sampling pattern. When H satisfies certain conditions with respect to the sampling pattern Ω, which can be easily verified, we show that a simple "debiased projection" algorithm performs well. Moreover, this algorithm is extremely efficient. We also establish lower bounds that show that our debiased projection algorithm is nearly optimal in several situations. Finally, we include numerical results that demonstrate the efficacy and advantages of our approach.
Background and motivation
Given a sampling pattern Ω, we write 1 Ω to denote the matrix whose entries are 1 on Ω and zero elsewhere, so that the entries of M Ω = 1 Ω • M are equal to those of M on Ω, and are equal to 0 on Ω c . Above, • denotes the (entrywise) Hadamard product.
Existing work [30, 7, 42] shows that when 1 Ω ∈ {0, 1} d1×d2 is "close" to an appropriately scaled version of the all-ones matrix (more precisely, when 1 Ω is the adjacency matrix of an expander graph) and the matrix M is sufficiently incoherent, it is possible to efficiently recover an estimateM so that M − M F is small.
Of course, there are some sampling patterns so that we cannot hope to recoverM with small error M − M F : as a simple (and extreme) example consider sampling the entire left half of a matrix. We can exactly recover the left half of M, but we learn nothing about the right half of M.
Thus, our goal will be to find a weight matrix H so that we can recoverM so that H • (M − M) F is small. In the first example where 1 Ω is close to the all-ones matrix, we would choose H to be the all-ones matrix; in the second example, we would choose H to be the matrix with ones on the left half and zeros on the right half. More precisely, we begin with the following question, which refines Question 1. to H 2 F is precisely the mean squared error per entry. The notion of using weights in measuring error in this context is not new. For example, in [30] the authors use graph sparsifiers to show that given some weight matrix H, a sampling pattern Ω can be efficiently found such that H • (M − M) F is small relative to H F . In [41] , the authors give a method for identifying the best weight matrix for this guarantee by observing a real matrix that is close to a given probability distribution on the observed entries. However, while these results are extremely general, they have a few drawbacks. First, these approaches do not tolerate noise in the observed entries. Second, the algorithms presented in these works may not be efficient: the guarantees are given for the solutions to optimization problems (of the form "minimize some matrix quantity subject to agreeing with the observed entries") which may not be easy to solve. Finally, these works do not prove any lower bounds to show that their guarantees are optimal. (We discuss these and other related works in more detail in Section 4) .
In this work, we sacrifice some of the generality of the results discussed above, but we are able to overcome these drawbacks. More precisely, we will see that if we add the additional restriction that the weight matrix H is rank-1, we can answer Question 2 (in the presence of noise, with efficient algorithms, and with lower bounds that are nearly tight in some cases). Thus, the question that we address in this work is the following: Question 3. Given a sampling pattern Ω, and noisy observations M Ω + Z Ω , for what rank-one weight matrices H can we efficiently find a matrixM so that H • (M − M) F is small compared to H F ? And how can we efficiently find such weight matrices H, or certify that a fixed H has this property?
Our results
The goal of this paper is to answer Question 3. Our method is a simple weighted (which we refer to as "debiased") projection algorithm that performs well precisely when the quantity λ = H − H (−1) • 1 Ω is small; here H (−1) denotes the Hadamard (entry-wise) inverse. We note that this parameter λ is efficient to compute. In addition, we derive lower bounds that show that our algorithm is nearly optimal in several situations.
To illustrate our upper and lower bounds, we consider two extreme cases, depending on the magnitude of λ:
• First, we consider settings where λ is small; as an example, let (i, j) ∈ Ω with probability 1 H 2 ij . In this case, we show that when the error matrix Z has standard deviation σ of roughly the same order of magnitude as the entries of M, then the guarantees of our algorithm are nearly tight.
As an application of this setting, we show how our results can also be used to recover results that are qualitatively similar to the results of [18] , which show how to do matrix completion for incoherent matrices by sampling proportional to leverage scores. Unlike that work, our results hold more generally for approximately-low-rank matrices, although as discussed more below the two works are incomparable.
• Second, we consider settings where λ is large; we focus on symmetric sampling patterns Ω for which 1 Ω has a large gap between the largest and second-largest eigenvalues. While we are not able to get the "correct" dependence on our parameter λ in general, we are able to show that the error must necessarily increase as λ increases, which suggest that our approach is qualitatively correct.
Finally, we present empirical results using both real and synthetic sampling patterns that show that debiasing is essential when the sampling pattern is non-uniform. We showcase reduction in recovery errors compared with standard (non debiased) approaches as we vary the sampling pattern constructed via regular graphs.
Organization
The rest of the paper is organized as follows. In Section 2 we instantiate notation, formalize the problem setup, and record several useful results that our theory will utilize. We establish our main results in Section 3 and relate our work to existing work in Section 4. Sections 5 and 6 give generalized upper and lower bounds, respectively, which are specialized to important settings in Sections 7 and 8. We display numerical results in Section 9.
Set-up and Preliminaries
In this section we set notation and our formal problem statement.
Notation
We begin by setting notation. For an integer d, we use [d] to mean the set {1, . . . , d}. Throughout the paper, bold capital letters (X) represent matrices, and bold lowercase letters (x) represent vectors. Entries of a matrix X or a vector x are denoted by X i,j or x i respectively. For a set Ω ⊆
and a matrix X ∈ R d1×d2 , we use X Ω to denote the matrix which is equal to X on entries in Ω and 0 otherwise.
We use X ∞ = max i,j |X i,j | to denote the entry-wise ∞ norm for matrices, and X F = i,j X 2 i,j to denote the Frobenius norm. We define the max-norm by
Letting B max be the max-norm unit ball, B max := {X ∈ R d1×d2 : X max ≤ 1}, Grothendieck's inequality [31, Chapter 10] shows that B max is close to a polytope with vertices of flat rank-1 matrices. Concretely, letting F be the set of flat, rank-1, matrices: [50, Corollary 2.2] ). In this sense, the max norm serves as a proxy for the rank of a flat matrix that is robust to small perturbations.
We use K r to denote the cone of rank-r matrices. We use B ∞ , B max , B F respectively to denote the unit balls for the corresponding norm.
Formal set-up
We now describe our formal set-up. Suppose that M ∈ R d1×d2 is a unknown matrix. In this paper, we will assume either that M is in K r ∩ βB ∞ -that is, M is flat and has low rank-or that M is in
and a rank-1 matrix W. 2 Our goal will be to design an algorithm that gives provable guarantees for a worst-case M, even if it is adapted to Ω. Our algorithm will observe M Ω + Z Ω , where Z i,j ∼ N (0, σ 2 ) are i.i.d. Gaussian random variables. From these observations, the goal is to learn something about M. Notice that, depending on Ω, it might not be possible to estimate M well in a standard metric (like the Frobenius norm). Instead, in this paper, we are interested in learning M with small error in a weighted Frobenius norm; that is, we'd like to develop efficient algorithms to find a matrixM so that
On the other hand, we will also prove lower bounds that demonstrate for which (Ω, W) combinations certain error bounds Re not possible.
When measuring weighted error, it is important to normalize appropriately in order to understand what the bounds mean. In our setting, we will always report error normalized by W (1/2) F : that is the goal is that
is small. Written out this way, it is clear that this gives a weighted average of the per-entry squared error. In light of the discussion above, we formally define our problem below.
Problem: Weighted Universal Matrix Completion
Parameters:
• Parameters σ, β, r > 0
• A set K (which for us will either be K r ∩ βB ∞ or β √ rB max )
Goal: Design an efficient algorithm A with the following guarantees:
• A runs in polynomial time
• With high probability over the choice of Z, A returns an estimateM of M so that
for all M ∈ K, where δ is some function of the problem parameters.
Ideally, the error function δ will tend to zero as |Ω| grows.
Remark 4 (Universality). We emphasize that the requirement in the problem above is a universal one. That is, for a fixed sampling pattern, the algorithm A must work simultaneously for all relevant matrices M.
Remark 5 (Strictly positive W). Notice that the requirement that W ij be strictly greater than zero (rather than possibly equal to zero) is without loss of generality. Indeed, if W ij = 0 for some (i, j), then either the i'th row or the j'th column of W are zero, and we can reduce the problem to a smaller one by ignoring that row or column.
Useful theorems
In this section we record a few theorems that we will use in our analysis. We will use the Matrix-Bernstein Inequality (Theorem 1.4 in [62] ). Theorem 6. Let X i ∈ R d×d for i = 1, . . . , n be independent, random, symmetric matrices, so that
Then for all t ≥ 0,
We will also use the following bound about sums of random matrices with Gaussian coefficients (Theorem 1.5 in [62]) Theorem 7. Let X i ∈ R d1×d2 for i = 1, . . . , n be any fixed matrices, and let g 1 , . . . , g n be independent standard normal random variables. Define
Then for all t > 0,
We will also need the Hanson-Wright Inequality (see, e.g., [53] ).
Theorem 8 (Hanson-Wright inequality).
There is some constant c > 0 so that the following holds. Let ξ ∈ {0, ±1} d be a vector with mean-zero, independent entries, and let F be any matrix which has zero diagonal. Then
Results
In this section, we state informal versions of our results. We assume that d 1 = d 2 = d to make the results easier to parse, although most of our results extend to rectangular matrices. 3 We present more detailed statements of our results later in the paper.
General Results
Our main upper bounds give two algorithms for weighted universal matrix completion. These are formally stated in Theorems 16 and 17, and we give an informal version below. Our bounds will depend on two parameters of the sampling pattern Ω and the weight matrix W. For a fixed W and Ω, define
The parameter λ is a measure of how "close" 1 Ω is to the matrix W. Indeed, if 1 Ω happens to be rank 1 and 1 Ω = W, then λ = 0.
The parameter µ measures how "close" 1 Ω is to W, as well as capturing how "lopsided" they are. If 1 Ω = W then µ 2 is just the max column or row weight of Ω. However, if W is very different from 1 Ω , for example, by putting not very much weight on a row that is heavily sampled by Ω, then µ will be larger.
We study two algorithms. The first, which applies when M is exactly rank k, is a simple debiased projection-based method. More precisely, we will estimate a rank-r matrix M from the observations
In Theorem 16, we will show the following. Theorem 9 (General upper bound for rank-k matrices, informal). Let W ∈ R d×d be a rank-one matrix with strictly positive entries, and fix Ω ⊆ [d] × [d] . Suppose that M ∈ R d×d has rank r and M ∞ ≤ β, and let Y = M + Z where the entries of Z are i.i.d. N (0, σ 2 ). Then with probability at least 1 − 1/d over the choice of Z,
The second algorithm applies when M ∈ β √ rB max is approximately low-rank. Let
Theorem 10 (General upper bound for approximately rank-r matrices, informal). Let W ∈ R d×d be a rank-one matrix with strictly positive entries, and fix
. Then with probability at least 1 − 1/d over the choice of Z,
Notice that the only difference between the two guarantees is that the average weighted per-entry error bound for approximately low-rank matrices is the square root of the error bound for exactly rank-r matrices. As we will see below, this translates into the following fact: if we want the average weighted per-entry error to be at most ε, then the number of samples required for the exactly rank-r case will scale like 1/ε, while the number of samples required for the approximately rank-r case will scale like 1/ε 2 . This quantitative behavior has been observed before (eg, in [19] ), and we will also show that this dependence on ε is necessary.
Remark 11 (Computable Parameters). We note that both λ and µ are quite easy to compute. This is valuable because it means that, given a sampling pattern Ω and a desired weight matrix W (1/2) , one can quickly compute the guarantees given by Theorems 9 and 10. In contrast, common deterministic conditions which guarantee accurate recovery under random samples (for example the restricted eigenvalue condition [46] ) are not in general computationally easy to verify.
The bounds above are a bit difficult to parse: how should we think of λ and µ? As we will see below, it depends on the setting, and in particular on whether or not 1 Ω is "close" to W. In order to understand the bounds below, we specialize them to two cases. In the first, we consider Ω which by construction are "close" to W, so that λ is small. In the second, we consider sampling patterns Ω that are "far" from W.
Case study: When λ is small
First, we study the case when λ is small (that is, when W is close to 1 Ω ). Suppose that W has entries in (0, 1]. We'd like to consider a "typical" Ω that is close to W, so we study a random sampling pattern Ω so that (i, j) ∈ Ω with probability W ij , independently for each (i, j). Below, we will use the shorthand "Ω ∼ W" to describe Ω that is sampled in this way.
We emphasize that even though Ω is drawn at random in this thought experiment, the goal is to understand our bounds for deterministic sampling matrices Ω. That is, the upper bounds are still uniform (they hold simultaneously for all appropriate matrices M), and this model is just a way to generate matrices Ω so that λ is small, on which to test our uniform bounds. We will show that for most Ω that are close to W (in the above sense), the upper bound above is nearly tight. In this random setting, an essential difference between our results and much of the prior work is computability of parameters. A key sufficient condition for good matrix completion is the restricted eigenvalue condition [46] , which holds with high probability in the random setting. However, we believe there are no known polynomial time methods to compute the parameters involved in the restricted eigenvalue condition, and so in general it cannot be verified under model uncertainties. In contrast, the parameters proposed in this paper are easily computable.
In order to make sure that an Ω drawn from this ensemble is actually close to W, we also need to assume that the entries of W are not too small; in particular, that they are not smaller than 1/d; otherwise, it is not hard to see that the parameters λ and µ can become large. In this model, this means we are assuming that there are at least √ d observations in Ω per row or column.
Remark 12 (Other places this case is interesting). Even though the goal of this randomized thought experiment is to analyze deterministic bounds, the upper bounds may be interesting for randomized applications as well. For example, it is not unreasonable to suppose that in some situations, the entries of Ω may be drawn independently at random from a distribution that is not uniform. If this distribution is given by a rank-1 matrix, then our results apply. Such may be the case in many applications, for example in survey design where an important batch of questions need to be asked more often than others, or in natural recommender systems where a group of users rate more often than others (or some products are reviewed more than others).
As an example of how our results for the Ω ∼ W case may be interesting in other situations, in Section 7.4 we show how to use our results to recover results similar to those in [18] about sampling proportional to leverage scores.
Our results in this setting show that, under these assumptions, our upper bounds above are nearly tight in the setting when β ≈ σ (that is, when the noise is on the same order as the entries of M). The formal results are given in Theorems 26 and 27 (upper bounds for rank k and approximately rank k respectively) and in Theorems 29 and 30 (lower bounds). We summarize these informally below.
We begin with our results for exactly rank-r matrices.
Theorem 13 (Results for rank-r matrices when Ω ∼ W, Informal). Let W ∈ R d×d be a rank-1 matrix so that for all i, j,
Choose Ω ∼ W as described above.
Upper bound: With probability at least 1 − O(1/d) over the choice of Ω, the following holds. There is an algorithm A so that for any rank-r matrix M with M ∞ ≤ β, A returnsM = A(M Ω + Z Ω ) so that with probability at least 1 − 1/d over the choice of Z,
Lower bound: On the other hand, with probability at least 1 − e −O( W (1/2) 2 F ) over the choice of Ω, for any algorithm that only sees the values M Ω + Z Ω and returnsM, there is some rank r matrix M with M ∞ ≤ β so that with probability at least 1/2 over the choice of Z,
.
If additionally we assume that W is "flat" in the sense that the largest entry is no larger than a constant times the smallest entry, then we may conclude the stronger result that
In particular, is σ is on the order of β, the upper and lower bounds are approximately the same (up to logarithmic factors and factors of r).
Next, we state our results for approximately rank-r matrices.
Theorem 14 (Results for approxmately rank-r matrices when Ω ∼ W, Informal). Let W ∈ R d×d be a rank-1 matrix so that for all i, j,
Upper bound: With probability at least 1 − O(1/d) over the choice of Ω, the following holds. There is an algorithm A so that for any
Lower bound: On the other hand, suppose additionally that W is "flat," in the sense that the sense that the largest entry is no larger than a constant times the smallest entry. Then with probability at
) over the choice of Ω, for any algorithm that only sees the values M Ω + Z Ω and returnsM , there is some M ∈ β √ rB max so that with probability at least 1/2 over the choice of Z,
Again, this lower bound is tight up to logarithmic factors and factors of r in the case that σ ≈ β and W is reasonably "flat."
Case study: When λ is large
Next we focus on the case when λ is large. We assume the sampling pattern is symmetric so we may consider real eigenvalues. In order to prove lower bounds here, we make a few assumptions, in particular that the top two eigenvectors of 1 Ω are "flat," in the sense that the largest element is no larger than a constant times the smallest. Example 1. Our running example is the following extreme sampling pattern:
1 1 1 0 · · · 0 0 1 1 1 1 1 1 · · · 0 0 0 1 1 1 1 1 · · · 0 0 0 0 0 1 1 1 · · · 0 0 0 0 0 0 1 1 · · · 0 0 0 0 . . . . . . . . . 0 0 0 0 · · · 1 1 0 0 0 0 0 0 · · · 1 1 1 0 0 0 0 0 · · · 1 1 1 1 1 0 0 0 · · · 1 1 1 1
where there are t ones per row and t is odd. That is, 1 Ωt is the symmetric circulant matrix whose first row is
, 0, 0, . . . , 0, 0, 1, 1, . . . , 1
).
It is well-known that the eigenvectors of 1 Ωt are given by the rows of the discrete cosine transform (in particular, they satisfy the flatness condition above) and that the eigenvalues are given by the elements of Fz where F is the discrete Fourier transform. In particular, the largest eigenvalue of 1 Ωt is t, and the second largest is
where ω = e −2πi/d is a primitive d'th root of unity. Now, we may compute
which is at least
for some constant c (using the Taylor expansion for cosine to bound both terms). In particular, it is quite close to λ 1 = t. This means that even if we choose W to be the rank-1 matrix that is as close as possible to 1 Ωt (which in this case would be W = t d 11 T ), we still have
Thus, λ is quite large.
Now, returning the the general case (provided that the top eigenvectors of 1 Ω are flat), suppose that we do choose W to be the best rank-1 approximation to 1 Ω . This is a reasonable choice because it is an easy-to-compute matrix which intuitively makes λ small. Under these assumptions, it is not hard to work out what happens to the upper bound, which we do in Theorem 33. We are also able to prove a lower bound in Theorem 34. We informally record these results below.
Theorem 15 (Bounds for rank-k matrices so that 1 Ω is balanced and has a big spectral gap, informal).
Suppose that W is the best rank-1 approximation to 1 Ω and suppose that W is flat in the sense that the largest entry is no larger than a constant times the smallest entry. Suppose also that the second eigenvector of 1 Ω is flat in the same sense. Suppose that the entries of Z are i.i.d. N (0, σ 2 ).
Suppose that M ∈ R d×d has rank r and M ∞ ≤ β, and let Y = M + Z where the entries of Z are i.i.d. N (0, σ 2 ).
Upper bound: There is an algorithm A so that for any rank-r matrix M with M ∞ ≤ β, A returnŝ M = A(M Ω + Z Ω ) so that with probability at least 1 − 1/d over the choice of Z,
Lower bound: On the other hand, for any such algorithm A that only sees the values M Ω + Z Ω and returnsM, there is some rank r matrix M with M ∞ ≤ β so that with probability at least 1/2 over the choice of Z,
We note that the lower bound and the upper bound do not match. However, the lower bound does capture some dependence on the gap between λ 1 and λ 2 , and in particular the bounds match when this gap is very small. In particular, if λ 2 = λ 1 − O(1) and σ ≈ β then the upper bound essentially reads
which is trivial given that estimatingM = 0 will result in a weighted per-entry error bound of at most β. However, the lower bound shows that in this case a non-trivial guarantee is impossible: it essentially reads
Thus, in this extreme case, the upper and lower bounds match up to polynomial factors in r and log(d).
Example 2. Returning to our example of Ω t above, we see that
for some constant t. This is O(1) when t = d 2/3 . Thus we conclude from the analysis above that for this particular sampling pattern Ω d 2/3 , one cannot recover even a rank-1 matrix M in the presence of Gaussian noise significantly better than by just guessingM = 0. We note that in this case, the number of observations is d 5/3 , which in the uniform sampling case would be more than enough to recover a rank-1 matrix.
Related Work
There are two lines of work that are related to ours. The first is a line of work on deterministic or universal matrix completion. In this line of work, one asks: what guarantees can one get for a sampling pattern Ω that are simultaneously valid on all matrices M. (Notice that this question is interesting even if Ω is random to begin with: there is a big difference between the universal guarantee that "with high probability, Ω is good for all M," and the randomized guarantee that "for all M, Ω is good with high probability.") The second is a line of work where Ω is sampled randomly, but from biased distributions. Our first case study (when Ω is drawn according to a weight matrix H) does give universal guarantees, but our results are also interesting from the perspective of sampling from biased distributions.
We briefly review both of these areas in more detail below.
Deterministic/Universal matrix completion
The works of Heiman, Schechtman, and Shraibman [30] , Bhojanapalli and Jain [7] and Li, Liang, and Risteski [42] relate the sampling pattern Ω to a graph whose adjacency matrix is given by 1 Ω . Those works show that as long as this pattern is suitably close to an expander graph-in particular, if the deterministic sampling pattern is sufficiently uniform-then efficient recovery is possible, provided that the matrix M is sufficiently incoherent. There are also works which aim to understand when there is a unique (or only finitely many) low-rank matrices M that can complete M Ω as a function of the sampling pattern Ω. For example, [47] gives conditions on Ω under which there are only finitely many low-rank matrices that agree with M Ω , [54] give a condition under which the matrix can be locally uniquely completed. The works [4] generalizes these results to the setting where there is sparse noise added to the matrix. The works [48, 6] study when rank estimation is possible as a function of a deterministic Ω, and [5] studies when a low-rank tensor can be uniquely completed. Recently, [16] gave a combinatorial condition on Ω which characterizes when a low-rank matrix can be recovered up to a small error in the Frobenius norm from observations in Ω and showed that nuclear norm minimization will approximately recover M whenever it is possible.
So far, all the works mentioned are interested in when recovery of the entire matrix (as measured by un-weighted Frobenius norm) is possible. In our work, we are also interested in the case when such recovery is not possible. To that end, we introduce a weighting matrix H to capture this. See [34] for an interesting alternative, that uses an algebraic approach to answer when an entry can be completed or not.
The notion of weights has been studied before. The work [30] of Heiman et al. shows that for any weighting matrix H, there is a deterministic sampling pattern Ω and an algorithm that observes M Ω and returnsM so that H • (M − M) F is small. Their algorithm can be informally described as finding the matrix with the smallest γ 2 -norm that is correct on the observed entries. Lee and Shraibman [41] start with this framework, and study the more general class of algorithms that find the "simplest" matrix that is correct on the observed entries, where "simplest" can mean of smallest norm, smallest rank, or a broad class of definitions. (We note that this algorithm is not efficient in general). That work gives a way of measuring which deterministic sampling patterns Ω are good with respect to a weight matrix H. Similar to our work, they introduce a parameter which measures the complexity of the sampling pattern Ω. Unlike our work, their parameter is a bit more complicated, and is obtained by solving a semidefinite program involving Ω. They show that if this parameter is small, then the entries of the matrix can be recovered with appropriate weights. Moreover, they show, given Ω, how to efficiently compute a weight matrix H so that the performance of the algorithm is optimal.
To summarize, there are a few main differences between our work and previous work:
• We are interested in cases where it may not be easy to estimate M in Frobenius norm from the noisy samples M Ω + Z Ω , which was the goal in [7, 42] . (And certainly we may not be able to uniquely recover M, as is the goal in [48, 6] ).
• We are interested in efficient algorithms, while the algorithms of [41] need not be efficient. In particular, we focus on debiased projection-based algorithms. These algorithms are extremely simple (computationally and intuitively) and are provably optimal in some cases when there is noise or when M need not be exactly low-rank. However, in the non-noisy exactly low-rank case, our algorithm need not recover the matrix exactly; the algorithm of [7] is able to do this.
• We are interested in rank-1 weighting patterns. This is more restrictive than the works [41, 30] , but allows us both to obtain efficient algorithms and to prove lower bounds.
Weighted matrix completion and matrix completion from biased samples
Weighted matrix completion has appeared in several works (see e.g. [30, 41, 46, 21] ) under the assumption of random biased sampling. The connection between weighting and biased sampling is most easily expressed in the supervised learning setup. Indeed, let D ∈ R d×d encode a random distribution over matrix indices so that 0 ≤ D i,j ≤ 1, and i,j
Let one observation take the form Y i,j = M i,j + Z i,j where (i, j) is sampled randomly according to D and suppose you are given m independent observations of this form (allowing repetition of matrix entries).
Considering squared loss function, the excess risk of an estimatorM is
Bounding the excess risk then gives a weighted error bound for the estimator.
In [46] , the authors consider the case when rank(D) = 1, which almost corresponds with the random model given in our Section 3.2. They identify a certain restricted eigenvalue condition which holds with high probability under the random model. In the random model, there error bounds are similar to the ones in our paper. However, the restricted eigenvalue condition is not known to be verifiable in polynomial time. They also give a lower bound, essentially matching ours, but under the assumption of uniformly random sampling.
Several other papers consider random sampling without making the assumption that rank(D) = 1. In [37] , the authors consider nuclear-norm minimization in the case when the sampling distribution is not uniform. They give unweighted error bounds which degrade (as they should) as the sampling distribution becomes less uniform. In [11] , the authors allow general sampling distribution and consider the least squares estimator under a max-norm constraint. By bounding the Rademacher complexity of the max-norm ball, they bound the excess risk. They are also able to extend this to the binary setup [12] . Much of this analysis was based on previous works analyzing the max norm [60, 23] .
Although our focus is not on random sampling patterns, as we discuss below in Section 3.2, our analysis does imply some interesting consequences for that setting as well. In particular, one may consider the random model Ω ∼ W by which we mean that the pattern Ω is obtained by sampling the (i,j)th entry with probability W ij . In [46] , the authors consider this random model for a rank-1 matrix W and show that when W • M is (nearly) low rank and not too spiky, the solutionM of a semidefinite program (SDP) yields a small error
. They also provide a theoretical lower bound for this setting, although unlike our results below, theirs becomes trivial when the spectral gap is large. In our work however, we focus on efficient projection algorithms for recovery rather than SDPs. In addition, we are able to provide uniform results in the sense that they hold with high probability for all matrices.
Other works that consider the random model Ω ∼ W include [59] , where in fact like our work, the authors also consider the loss function
There, the authors consider random but non-uniform sampling pattern distributions (rather than fixed patterns as in our work), and establish lower bounds for this model using trace-norm minimization. In fact, [57] shows that the trace norm is a good proxy for the rank in terms of sampling guarantees in the sense that if there does happen to be a matrix M * that is close to M in this weighted Frobenius norm, then (computationally intractable) minimization with rank constraints can recoverM approximately as close to M as M * is, using on the order of rn samples via Ω ∼ W. In some sense, our results can be viewed as a generalization to those of [59] , in that our lower bounds hold for any algorithm and the random model can be viewed as generating a special case of our result.
Our results can also be viewed as generalizations of those that use alternative sampling strategies adapted for e.g. coherence matrices. In [18] , the authors show that by sampling according to leverage scores, one can recover coherent matrices using nuclear norm minimization. Our setting can be cast in this framework, which discuss in detail in Section 7.4. However, this again isn't our main focus, as we are focusing on efficient algorithms and establishing universal and uniform lower bounds. Nonetheless, one can construct appropriate weight matrices W that yield sampling distributions related to the leverage scores. See Section 7.4 for comparison and more discussion.
Other works that incorporate non-uniform sampling include [45] , which proposes a graph-theoretic algorithm for matrix completion when the entries are power-law distributed. Lastly, [43] proposes a so-called isomeric property for sampling patterns, viewed as a generalization of low-rankness, that guarantees (exact) matrix completion. There, the authors show that uniform sampling implies the isomeric condition, but this condition is a weaker assumption than uniformity, and propose a Schatten quasi-norm induced method for recovery. We again take a different approach than these works, focusing on simple recovery and universal bounds.
General Upper Bounds
In this section we prove general upper bounds for weighted recovery of low-rank, or approximately low-rank, matrices from deterministic sampling patterns. Then with probability at least 1 − 1/(d 1 + d 2 ) over the choice of Z,
Bounds for rank-r matrices
where λ and µ are as in (1) and (2), respectively.
Proof. Let Y = M + Z. Observe that M,M are both rank r and hence W (1/2) • (M −M) is at most rank 2r. Thus,
using the definition ofM in the final line. Then we bound
using the fact that M is rank r and hence M max ≤ √ r M ∞ . Thus we conclude that
and it remains to bound the second term. We have
where e i is the i'th standard basis vector. We may apply Theorem 7 with
We have
and by Theorem 7, for any t > 0,
We conclude that with probability at least 1 − 1 d1+d2 , we have
Plugging this into (4) proves the theorem.
Bounds for approximately rank-r matrices
In this section we prove a bound analogous to Theorem 16 for the case when M ∈ β √ rB max is only approximately low rank. We use the same simple projection algorithm, except this time we project onto the max norm ball instead of onto the cone of rank r matrices.
Theorem 17 (General upper bound for approximately rank-r matrices). There is a constant C so that the following holds. Let W = wu T ∈ R d1×d2 have strictly positive entries, and fix Ω
Then with probability at least 1 − 1/(d 1 + d 2 ) over the choice of Z,
where where λ and µ are as in (1) and (2), respectively.
Proof. Let Y = M + Z, and let Q = M −M. Then we have
The first factor we can bound by
by the assumption on M and the definition ofM. For the second factor, we have
where in the last line we have used the fact that W (1/2) is rank 1 and so the nuclear norm is equal to the Frobenius norm. Then we bound
using in the last line the analysis from the proof of Theorem 16. The putting it together with (5), we have
Taking the square root and choosing C appropriately completes the proof.
General Lower Bounds
As we will see in our case studies in Sections 7 and 8, the upper bounds from Section 5 are tight in some situations. In order to prove lower bounds in those specific settings, in this section we give general lower bounds which can be specialized to both the exactly rank-r and the approximately-rank-r settings. Our lower bounds all rest on Fano's Inequality, which we recall below.
Theorem 18 (Fano's Inequality). Let F = {f 0 , . . . , f n } be a collection of densities on X , and suppose that A : X → {0, . . . , n}. Suppose there is some β > 0 so that for any
The following lemma specializes Fano's inequality to our setting.
be a sampling pattern. Let σ > 0 and choose
and suppose that κX ⊆ K.
Let Z ∈ R d1×d2 be a matrix whose entries Z i,j are i.i.d., Z i,j ∼ N (0, σ 2 ). Let H ⊆ R d1×d2 be any weight matrix.
Then for any algorithm A : R Ω → R d1×d2 that takes as input X Ω + Z Ω for X ∈ K and outputs an estimate X to X, there is some M ∈ K so that
with probability at least 1/2.
Proof. Consider the net X = {κX : X ∈ X } which is a scaled version of X . By assumption, X ⊆ K.
Recall that the KL divergence between two multivariate Gaussians is given by
Specializing to U, V ∈ X , with I = I Ω×Ω ,
Suppose that A is as in the statement of the lemma. Define an algorithm A : R Ω → R d1×d2 so that A(Y) = X for the unique X ∈ X so that
Then by Fano's inequality (Theorem 18), there is some M ∈ X so that
using the assumption that |X | ≥ 16 as well as the fact that
Finally, we observe that
which completes the proof.
Our lower bounds in Sections 7 and 8 will follow from Lemma 19 by choosing an appropriate net. Below we prove a general lemma about picking a net, which we will use multiple times in subsequent proofs.
Lemma 20. There is some constant c so that the following holds. Let r, d 1 , d 2 > 0 be sufficiently large, and suppose that d 1 ≥ d 2 . Let K be the cone of rank-r matrices. Let H be any rank-1 weight matrix, and let A be any rank-1 matrix with A ∞ ≤ 1. Write H = hg T and A = ab T , and let z = (g • b) (2) v = (h • a) (2) .
There is a net X ⊆ K ∩ γB ∞ ∩ rB max so that:
1. The net has size |X | ≥ N , for
Remark 21. We do not need the assumption that d 1 ≥ d 2 for the statement of Lemma 19 to be true; however, the result is stronger if d 1 ≥ d 2 , because in the cases we consider below (where A, H are "flat enough"), then the term in the minimum is dominated by
≈ rd 1 . If d 2 ≥ d 1 , then we may switch the roles of d 1 and d 2 in the proof below and obtain a bound that depends on d 2 .
Proof. Let L ⊂ {±1} d1×r be a set of random ±1-valued matrices chosen uniformly at random with replacement, of size 4N .
Choose R ∈ {±1} d2×r to be determined below. Let i , for i ∈ [d 1 ], denote the rows of L, and similarly let r i for i ∈ [d 2 ] denote the rows of R. Let
(We note that if one wishes to prove a similar lemma for d 2 > d 1 , then we should make the net by choosing R at random and fixing L.)
We begin by estimating the first requirement on X Ω F , and also the requirement that X ∞ ≤ γ and X max ≤ r for all X ∈ X . We have
where the expectation is over the random choice of L. By Markov's inequality,
by Hoeffding's inequality. Using the fact that |A ij | ≤ 1 by assumption and a union bound over all d 1 d 2 values of i, j, we conclude that
Finally, by definition the matrices X ∈ X satisfy X max ≤ r, by writing
and observing that each row of D a L has 2 norm at most a ∞ √ r ≤ √ r and similarly for each row of D a R.
By a union bound, for one matrix X ∈ X , the probability that all of X max ≤ r, X ∞ ≤ r log(4d 1 d 2 )/2 and X Ω 2 F ≤ 4r A Ω 2 F is at most 1/2. Thus, by a Chernoff bound it follows that with high probability, at least 1 − exp(−CN ) for some constant C, there are at least |X |/4 matrices X ∈ X so that all of these hold. LetX ⊂ X be the set of such X's. The net guaranteed in the statement of the theorem will beX, which in the favorable case satisfies both items 1 and 2 in the lemma, and also is contained in K ∩ γB ∞ .
Thus, we turn our attention to item 3: we will show that this holds for X with high probability, and so in particular it will hold forX , and this will complete the proof of the lemma.
Fix X = X ∈ X , and write
where we define ξ i = 1 2 ( i − i ). Thus, each entry of ξ i is independently 0 with probability 1/2 or ±1 with probability 1/4 each. Rearranging the terms and recalling the definitions of v and z above, we have
where D z denotes the d 2 × d 2 diagonal matrix with z on the diagonal. In order to understand (6), we need to understand the matrix R T D z R ∈ R r×r . The diagonal of this matrix is z 1 I. We will choose the matrix R so that the off-diagonal terms are small. More precisely, we will choose R according to the following claim.
Claim 22. There is a matrix R ∈ {±1} d2×r so that:
Proof. Choose R at random. We will show that both (a) and (b) above happen with probability strictly greater than 1/2, so by a union bound there exists a choice for R which satisfies both.
First, for (a), we compute
which implies by Markov's inequality that
which is a sum of mean-zero independent random matrices, so we apply the matrix Bernstein Inequality (Theorem 6). We have for any t > 0,
Choosing t as in (b) in the statement of the claim finishes the proof.
Having chosen this matrix R, we can now analyze the expression (6).
Claim 23.
There are constants c, c so that with probability at least
Proof. We break the left hand side up into two terms:
For the first term (I), we will use the Hanson-Wright Inequality (Theorem 8). In our case, the matrix F is a block-diagonal matrix consisting of d 1 blocks which are r × r, where the i'th block is equal to 4v i (R T D z D − z 1 I). The Frobenius norm of this matrix is bounded by
The operator norm of F is bounded by
Thus, the Hanson-Wright inequality implies that
, and replacing the constant c with a different constant c , we have
Next we turn to the second term (II). We write
and bound the error term 4 z 1 i v i ξ i 2 2 − r/2 with high probability. Observe that for each i, ξ i 2 2 − r/2 is a mean-zero subgaussian random variable, which satisfies for all t > 0 that
for some constant c . Thus by a version of Hoeffding's inequality (e.g., Proposition 5.10 in [63] ), for any t > 0 we have
for some other constant c . Thus,
In the favorable case of both (7) and (10), we conclude that
as desired. Now a union bound over all of the points in X establishes items 1 and 3 of the lemma, along with the observation that
Case study: when λ is small
The point of this section is to examine our general bounds from Sections 5 and 6 in the case when the parameter λ = W (1/2) − W (−1/2) • 1 Ω is small. One case where this happens is the following.
Let W ∈ R d1×d2 be a rank-1 matrix so so that every entry of W satisfies
Now we'd like to consider some Ω that is "close" to W in the sense that λ is small. One way to get such an Ω is to draw it randomly so that (i, j) ∈ Ω with probability W ij . As we will show below, in this case W ≈ 1 Ω , and in particular λ will be small. 4 We emphasize that even though Ω is drawn at random in this thought experiment, the goal is to understand our bounds for deterministic sampling matrices Ω. That is, the upper bounds are still uniform (they hold simultaneously for all appropriate matrices M), and this model is just a way to generate matrices Ω so that λ is small, to test our uniform bounds on. We will show that for most Ω that are close to W (in the above sense), our upper and lower bounds from Sections 5 and 6 nearly match.
Upper bounds
In this section we specialize Theorem 16 to the case where Ω is drawn randomly proportional to W, as discussed above.
We begin with some bounds on the parameters λ and µ in this case.
∈ Ω with probability W ij , independently for each (i, j). Then with probability at least 1 − 3/(d 1 + d 2 ) over the choice of Ω, we have
and
where λ and µ are as in (1) and (2).
Hence, by taking a union bound,
A similar argument gives the bound P max
Combining these two inequalities,
Since
Then, the matrix Bernstein Inequality (Theorem 6) gives
Thus,
, with probability at least 1 − 1/(d 1 + d 2 ).
Let m = W (1/2) F . It is easy to see that m = E|Ω| as well, and below we show that |Ω| is very close to m with high probability.
Lemma 25. Let m = W (1/2) F . There is some constant C so that with probability at least 1 − 2 exp(−C · m), ||Ω| − m| ≤ m/4.
Proof. We have
which is the sum of mean-zero independent random variables. By Bernstein's inequality, With these computations out of the way, we may apply Theorems 16 and 17 in this setting. Theorem 26 follows immediately from Theorem 16 and Lemmas 24 and 25.
∈ Ω with probability W ij , independently for each (i, j). Then with probability at least 1 − 4/(d 1 + d 2 ) over the choice of Ω, the following holds.
There is an algorithm A so that for any rank-r matrix M with M ∞ ≤ β, A returnsM = A(M Ω + Z Ω ) so that with probability at least 1 − 1/d over the choice of Z,
Proof. Plugging in Lemma 24 to Theorem 16 shows that
The result follows by using M ∞ ≤ β, and by normalizing and using Lemma 25
Similarly, Theorem 27 below follows immediately from Theorem 17 and Lemmas 24 and Lemma 25.
Theorem 27. There is some constant C so that the following holds. Let W = wu T ∈ R d1×d2 be a rank-1 matrix so that for all i, j
There is an algorithm A so that for 
Lower bound for exactly rank r matrices
In this section, we will prove a lower bound in the case where Ω is drawn proportionally to W. We begin with a warm-up result for "flat" weight matrices W.
Lemma 28 (Lower bound for low-rank matrices when W is flat and Ω ∼ W). Let W = wu T ∈ R d1×d2 be a rank-1 matrix with strictly positive entries and with W ∞ ≤ 1. Suppose that there is some constant C so that max
∈ Ω with probability W ij , independently for each (i, j). Then with probability at least 1 − exp(−C · m) over the choice of Ω, the following holds:
Let σ > 0, let 0 < r < min{d1,d2}
, and let K ⊂ R d1×d2 be the cone of rank r matrices. For any algorithm A : R Ω → R d1×d2 that takes as input X Ω +Z Ω and outputs a guessX for X, for X ∈ K ∩βB ∞ and Z ij ∼ N (0, σ 2 ) there is some M ∈ K ∩ βB ∞ so that
with probability at least 1/2 over the randomness of A and the choice of Z. Above, c, C are constants which depend only on C .
Proof. Suppose without loss of generality that d 1 ≥ d 2 , and that log d 1 and log d 2 are integers (if not, replace them by their floors.) Let m = W (1/2) F = w 1 u 1 , so that E|Ω| = m. Next, we instantiate Lemma 20 with H = W (1/2) and A = 11 T . In the language of that lemma, we
Let X be the net guaranteed by Lemma 20. We have
for some constant c , using Lemma 25. We also have
for all X = X ∈ X , using the definition of m. We have
And finally, again using the assumption that w and u are flat, the size of the net is
where in the last line we have used the assumption that r is not too large compared to d 2 , and a suitable choice of C which depends on c and C . Now we can use this net in Lemma 19. We choose
where c = 1 4 C /c depends on previous constants. Observe that by (15) we have
so this is a legitimate choice of κ in Lemma 19.
Next, we verify that κX ⊆ K r ∩ βB ∞ . Indeed, we have
so κX ⊆ βB ∞ , and every element of X has rank r by construction.
Then Lemma 19 concludes that if A must work on K r ∩ βB ∞ , then there is a matrix M ∈ K r ∩ βB ∞ so that
using (14) . Normalizing by W (1/2) F and applying Lemma 25 completes the proof.
Next, we use Lemma 28 to prove a bound that does not require that the W be flat; that is, Theorem 29 below is similar to Lemma 28, but we will not require the "flatness" assumption that max i |w i | ≤ C min i |w i | or max i |u i | ≤ C min i |u i |. However, we do have to impose an additional restriction that the entries of u and w are not smaller than 1/ √ d 1 and 1/ √ d 2 respectively; this is the same restriction we have for the upper bounds.
Our final lower bound for the case when λ is small is the following.
Theorem 29 (Lower bound for rank-k matrices when Ω ∼ W). Let W = wu T ∈ R d1×d2 be a rank-1 matrix with W ∞ ≤ 1, so that
∈ Ω with probability W ij , independently for each (i, j). Let m = w 1 u 1 , so that E|Ω| = m. Then with probability at least 1 − exp(−C · m) over the choice of Ω, the following holds:
, and let K r ⊂ R d1×d2 be the cone of rank r matrices.
For any algorithm A : R Ω → R d1×d2 that takes as input X Ω + Z Ω and outputs a guessX for X, for
Proof. Suppose without loss of generality that
so that all entries of w i are in [2 −i , 2 1−i ] for all i. (Here, we assume without loss of generality that the coordinates of w are arranged in decreasing order). Notice that this is possible because the max i |w i | ≤ 1 and min i |w i | ≥ 1 √ d1 by assumption. Similarly write
so that all entries of u i are in [2 −i , 2 1−i ]. Now there is some i and j so that
Now considerW = w i u T j ∈ R si×tj , and letΩ be the restriction of Ω the the s i rows and t j columns corresponding toW . Notice that w i ∞ ≤ 2 w
by definition. Now we may apply Lemma 28 to the problem of recovering an s i × t j matrix, and conclude that there is some matrix M ∈ R si×tj so that
Now, we observe that
, using the fact that both w i and u j have entries no smaller than 1/ √ d 1 and 1/ √ d 2 respectively. Thus, normalizing appropriately, we conclude
The theorem follows after simplifying with the definition d = √ d 1 d 2 .
Lower bound for approximately rank r matrices
In Theorem 26 that for rank r matrices it was sufficient for m = W (1/2) F = E|Ω| to grow like 1/δ 2 in order to guarantee that the per-entry normalized error is at most δ. However, our upper bound for approximately rank-r matrices (Theorem 27) requires m to grow like 1/δ 4 . In this section, we show that this dependence is necessary.
As with the previous section, we begin by focusing on flat matrices. Unfortunately, our lower bounds do not seem to extend in the same way to non-flat matrices without losing the correct dependence on the error. Thus, we state a result in the approximately low-rank setting only for flat matrices.
Theorem 30 (Lower bound approximately low-rank matrices when W is flat and Ω ∼ W ). Let W = wu T ∈ R d1×d2 be a rank-1 matrix with W ∞ ≤ 1. Suppose that there is some constant C so that
∈ Ω with probability W ij , independently for each (i, j). Let m = E|Ω|. Then with probability at least 1 − exp(−C · m) over the choice of Ω, the following holds: Let σ, β > 0, and suppose that
Let K = β √ rB max be the max-norm ball of radius β √ r. For any algorithm A : R Ω → R d1×d2 that takes as input X Ω + Z Ω and outputs a guessX for X, for X ∈ K and Z ij ∼ N (0, σ 2 ) there is some M ∈ K so that
, with probability at least 1/2 over the randomness of A and the choice of Z. Above, c, C are constants which depend only on C .
Proof. The proof proceeds similarly to that of Lemma 28, except we will use Lemma 20 with a different choice of r: intuitively, we will choose a net consisting of higher-rank matrices that have smaller ∞ norm, but still have bounded max-norm. Choose a parameter s = β σ mr d 1 .
Without loss of generality, suppose that d 1 ≥ d 2 . Let m = W (1/2) 2 F = w 1 u 1 = E|Ω|. We will instantiate Lemma 20 with H = W (1/2) , A = 11 T , and as in Lemma 28, this choice implies that v = w, z = u in the language of Lemma 20. However, unlike in the Lemma 28, we will instantiate Lemma 20 with s in the place of the "r" parameter. Following the same analysis as before, this yields a net of size at least N ≥ exp(C sd 1 ), with
Above, we have used our condition on β/σ to ensure that s ≤ min{d1,d2}
, the analog of our condition on r in Lemma 28. Now choose
As before, we have
so this is a legitimate choice for κ. We also have
and so this net does indeed live in K.
Thus, Lemma 19 concludes that if A must work on K, then there is a matrix M ∈ K so that 
Application: proportional sampling
In this section, we show how to apply Theorem 27 to recover results similar to some of those in [18] . In that work, the authors show how to do matrix completion on coherent low-rank matrices, assuming that the observations are drawn from an appropriately biased distribution: more precisely, they show that if entries are sampled with a probability that is based on the leverage scores of the matrix, 5 then matrix completion is possible. That work proposes a two-stage matrix completion scheme, which first samples from uniformly random entries to estimate the SVD M ≈ŨΣṼ T , and then uses this to approximate the leverage scores and sample according to this approximation. Even though the focus of this work is deterministic matrix completion, Theorem 27 does apply to the randomized setting as well, and this allows us to recover results similar to those of [18] . More precisely, we show below that given any matrix X, if we define W appropriately, then we can ensure that M = W (−1/2) • X has small max norm, and so by sampling proportional to the entries of W, we can use Theorem 27 to obtain error bounds on
Thus, if we have a good enough estimate of X to do the sampling, we may use our algorithm from Theorem 27 to obtainM and then setX = W (1/2) •M.
The sampling procedure that results ends up being slightly different than the leverage scores, but it can still be approximated in a two-stage algorithm using an approximate SVD M ≈ŨΣṼ T . The main difference between this and the corresponding theorem in [18] is that their work applies to exactly rank-r matrices, while the result below applies to any matrix, and is stated in terms of ( X * · X −1 F ) 2 , a proxy for the rank.
Corollary 31. For a d 1 × d 2 matrix X with SVD X = UΣV T and an integer m, define
There is a randomized algorithm A with query access to a d 1 × d 2 matrix X so that the following holds.
Suppose that X is any matrix so that
entries of X, and returnsX so that
where C is some absolute constant. Moreover, A queries entries of X independently, querying X i,j with probability proportional to W i,j .
Remark 32. We remark that Corollary 31 suggests one potential application of our work that may be an interesting future direction to analyze and develop rigorously. Indeed, a natural approach to take advantage of this result would be to truncate the W i,j entries if they happen to be larger than 1, leading to a possible "two-stage" scheme within this framework. Also, we note that our results are incomparable to those in [18] , as discussed in Section 4, the focus of [18] is instead to recover coherent matrices using adapted sampling patterns.
Before we prove the corollary, we interpret it. We observe that the ratio ( X * · X −1 F ) 2 is a proxy for the rank of X, in the sense that if X is actually rank r, then this quantity is at most r by the Cauchy-Schwarz inequality. Thus, Corollary 31 says that if X is not too coherent (in the sense that the W i,j are between 1/ √ d 1 d 2 and 1), there is some way to sample m ≈ r 2 · (d 1 + d 2 ) entries of matrix X with ( X * X −1 F ) 2 ≤ r and use these entries to accurately reconstruct X. Proof. Let X = UΣV T be the SVD of X. Then let m be as in the statement of the corollary, and let W be the matrix so that
Then we may write
where D 1 is a d 1 × d 1 diagonal matrix with (i, i)-th entry 1 e T i UΣ (1/2) 2 and D 2 is a d 2 × D 2 diagonal matrix with (j, j)-th entry 1 e T j VΣ (1/2) 2 . By construction, every row of D 1 UΣ (1/2) has 2 -norm at most 1, and every row of D 2 VΣ (1/2) has 2 norm at most 1, and so we conclude that
Now, we define the algorithm A as follows:
with probability W i,j , independently for each (i, j). Then estimateX is given bŷ
whereM is the estimate guaranteed by Theorem 27. 6 First, we observe that the expected number of samples taken by A is
where above we used the fact that
To see this, notice that
using the fact that U and V are orthogonal matrices and hence have columns of unit norm. Next, we observe that by Theorem 27 (with σ = 0), we have
. 6 Looking into the proof of that theorem, we see that we should takê
In particular, if m ≥
as claimed. After adjusting the constant C this implies the corollary.
Case study: when λ is large
The point of this section is to examine our general bounds from Sections 5 and 6 in the case when the parameter λ = W (1/2) − W (−1/2) • 1 Ω is large, and to show that some dependence on this parameter is necessary. We will not be able to obtain tight bounds on the dependence on λ, but we will be able to obtain upper and lower bounds that have similar qualitative dependence on λ in some parameter regimes. We leave it as an interesting open problem to understand the "correct" dependence on λ.
While this seems like a difficult challenge in general, we are able to make progress when 1 Ω happens to be the adjacency matrix of a connected graph. In this case, λ is directly related to the spectral gap of the underlying graph, and there are many tools available to study it. Thus, our results below apply to this special case.
Upper bound
In this section we specialize our upper bound, Theorem 16, to the case where λ is large.
Theorem 33 (Upper bound for rank-r matrices in terms of λ 1 and λ 2 ). Let Ω ⊆ [d] × [d] be such that 1 Ω is the adjacency matrix of a connected, undirected graph on d vertices. Let v 1 , v 2 be the eigenvectors of 1 Ω corresponding to the top two largest eigenvalues (by magntitude), λ 1 , λ 2 . Suppose that there is some constant C so that
Let σ > 0 and let W denote the best rank-1 approximation to 1 Ω . Suppose that M ∈ R d×d has rank r. Suppose that Z ij ∼ N (0, σ 2 ) and let
Then with probability at least 1 − 1/2d over the choice of Z,
where c is a constant that depends only on C.
Proof. To apply Theorem 16, we must compute λ, µ and W (1/2) F in terms of λ 1 . We can explicitly write W = λ 1 v 1 v T 1 , since λ 1 is the largest eigenvalue of 1 Ω . Of course, since 1 Ω defines the adjacency matrix of a connected graph, v 1 has strictly positive entries (by the Perron-Frobenius Theorem) and hence W ij > 0 for all i, j. LetW = min ij W ij , so that, using our assumption W ij ∈ [W , CW ] for all i, j.
SinceW is rank-1,
Rearranging, this meansW
Then we compute
where r i is the i'th row of 1 Ω , and · 0 denotes the number of nonzero entries. Now we have, for all i,
We also have
and together these imply that
for all i. Thus, we can simplify the bound on µ 2 to
Finally, we bound (as C ≥ 1)
Plugging all of these bounds into Theorem 16 proves the theorem (and c = 4 √ 2C 2 suffices).
Lower bound
be such that 1 Ω is symmetric and corresponds to the adjacency matrix of a connected undirected graph on d vertices. Let v 1 and v 2 be the first and second eigenvectors of 1 Ω , (normalized so that v 1 2 = v 2 2 = 1) with corresponding eigenvalues λ 1 and λ 2 . Suppose that
Let W = λ 1 v 1 v T 1 be the best rank-1 approximation to 1 Ω . Let σ > 0, let 0 < r < d 1/3 / log 2/3 (d), and let K ⊂ R d×d be the cone of rank r matrices. For any algorithm A : R Ω → R d×d that takes as input X Ω + Z Ω and outputs a guessX for X, for X ∈ K ∩ βB ∞ and Z ij ∼ N (0, σ 2 ), there is some M ∈ K ∩ βB ∞ so that
Proof. By the Perron-Frobenius theorem, v 1 0, aka, it has all strictly positive entries. Since v 1 ⊥ v 2 , v 2 must have some negative entries. Without loss of generality, suppose that the coordinates are ordered so that the entries of v 2 are decreasing, and write v 2 = (h, −g)
where h, g 0, h ∈ R s and g ∈ R t . (This defines s, t so that s + t = d). Write v 1 = (a, b) for a ∈ R s , b ∈ R t according to the same partition of coordinates, and write
Notice that by orthogonality,
and so a, h = b, g .
Let α := 2 a, h = 2 b, g = a, h + b, g .
Claim 35
Proof. Let x = (h, g), so that x 0. Then
Observing that α = x, v 1 , we have
for some vector z that satisfies z ⊥ v 1 . Then
as desired. Above, we have used the fact that v T
to be the best rank-1 approximation to 1 Ω . Choose
Then we may compute
using the claim. Now we apply Lemma 20 with this choice of A. In the language of that lemma, we have
By our assumption, there is some constant C so that max i |h i | ≤ C min i |h i |, and the same for g, a, b. Thus, as in the proof of Lemma 28, Lemma 20 guarantees a net X so that Claim 36. Under the assumptions on v 1 , v 2 , we have
Proof. First, we observe that since v 1 , v 2 have 2 -norm 1 and have entries that are all about the same magnitude, up to a factor of C, we must have every entry of v 1 and v 2 in the interval
(Indeed, if one entry of v 1 is larger than C/ √ d, then all entries are larger than 1/ √ d, which contradicts the requirement on the 2-norm, and similarly if the smallest entry is smaller than 1/(C √ d); the same holds for v 2 ). This immediately implies the claim about h ∞ g ∞ since v 2 = (h, −g).
Next, we recall that α = h, a + g, b = 2 h, a = 2 g, b ,
and using the observation above about the size of the entries of v 1 , v 2 , we have
Using the claim, we bound α, h ∞ g ∞ in the second term above, and conclude that there is some M so that
for some other constant c . This completes the proof, after normalizing by
Experiments
In this section, we illustrate the results of numerical experiments for our debiased projection method,
In this section, we refer to this algorithm as a debiased, low-rank projection. This is in contrast to a standard (see section 2.5 of [49] ) low-rank projection,
Above, p := |Ω|/d 1 d 2 . We report the performance of these two procedures for various synthetic and data-derived sampling patterns.
Data-derived sampling patterns
In our first experiments, we use sampling patterns taken from the Jester joke corpus [27] , and the Movielens 100k dataset [29] . In the first dataset, users rate jokes; in the second, users rate movies. We take d 1 to be the number of users enrolled in the dataset, and d 2 to be the number of rated items (e.g., jokes or films). For the Jester dataset, we have d 1 = 73, 421 and d 2 = 100, For the Movielens dataset, we have d 1 = 997 and d 2 = 538. We take Ω ⊆ [d 1 ] × [d 2 ] to be the observed indices in each dataset. In particular, (i, j) ∈ Ω whenever user i rates item j. With 1 Ω = 1 (i,j)∈Ω 1≤i≤d1 1≤j≤d2 , in the following experiments we take W to be the best rank-1 approximation to 1 Ω , W := argmin rank(U )=1 1 Ω − U . In the examples we present, W ij ≥ 0 for all i, j.
To produce Figures 1 and 2 below, we generate synthetic low-rank matrices, and use the sampling patterns from the real-life data described above. We consider ranks r between 1 and 10. For N = 50 trials, we construct random rank r matrices X 1 , . . . , X N ∈ R d1×d2 , with independent standard normal entries. For each matrix X i , we average over T = 25 tests, testing our algorithm versus the the standard projection algorithm (e.g., truncated SVD) on Y i,1 , . . . , Y i,T , where Y i,j = 1 Ω • (X i + Z i,j ), where Z i,j ∈ R d1×d2 has independent standard normal entries. We measure error using the weighted Frobenius norm. In particular, withX an estimate of X, we report
In the sequel, we refer to these as the weighted error and unweighted error, respectively. We remark that although we only provide guarantees on the performance in the weighted Frobenius norm, our procedures exhibit good empirical performance (relative to standard projection procedures) even in the usual Frobenius norm.
Synthetic sampling patterns
For both of the experiments below, we focus on various synthetic constructions of Ω in order to demonstrate how the performance of debiased projection depends on the parameters of the sampling pattern.
For d and r specified below, we always construct random data as follows. For N = 15, we pick matrices X 1 , . . . , X N ∈ R d×d with for n = 1, . . . , N , X n = U n V T n , U n , V n ∈ R d×r , (U n ) ij , (V n ) ij iid ∼ N (0, 1).
We describe two experiments below. The first one is motivated by the first case study, when Ω ∼ W, and the second is motivated by the second case study when the spectral gap is large. 
Sampling Ω ∼ W
In the following experiment, we simulate our first case study, sampling Ω ∼ W for a rank-1 matrix W.
For simplicity, we take the weight matrix W = ww T to be symmetric. We also take d = 1000 and r = 10.
We choose several different W's with different levels of "flatness," to show how the performance of our algorithm depends on the flatness of W. More precisely, let m ∈ [4d log d, d 2 /4] and y ∈ [ 2/d, log d/d]. For each m and y, we construct sampling patterns, Ω 1 , . . . , Ω T , with T = 15 in the following manner. We select W with w given by With such choices of w, W ij ∈ (0, 1], and we draw Ω t ∼ W for t = 1, . . . T . For each t, we run the standard truncated SVD algorithm and our debiased projection procedure on Y n,t = 1 Ωt • (X n + Z n,t ), for n = 1, . . . , N and t = 1, . . . , T . Here, (Z n,t ) ij ∼ N (0, 1) for 1 ≤ i, j ≤ d. We repeat this experiment for various m and y in the intervals above. The range of y is chosen to ensure that the plots of weighted weighted error standard proj., y = 0.045 standard proj., y = 0.058 standard proj., y = 0.070 standard proj., y = 0.083 debiased proj., y = 0.045 debiased proj., y = 0.058 debiased proj., y = 0.070 debiased proj., y = 0.083 error above are over the same range of m, while still respecting the constraints on W (i.e. that it have nonnegative entries in [1/ √ d, 1]). Figure 3 indicates that under the experimental conditions given above, the SVD procedure has worse performance as w becomes flatter, while as expected our debiased procedure has improved performance as w becomes flatter. The debiased projection algorithm out-performed the standard projection in all cases.
Dependence on spectral gap
The following experiment demonstrates how the performance of the debiased projection algorithm depends on the spectral gap of 1 Ω .
To construct sampling patterns of various spectral gaps, we consider graph products on k = 50 vertices. For regularities ρ ∈ [2, 20] , we construct two graphs G ρ , G ρ on k vertices that are ρ-regular.
The graph G ρ is constructed such that each vertex v ∈ {0, . . . , k − 1} is adjacent to the vertices v ≡ v + t mod k, t = 0, 1, . . . , ρ. Notice that G ρ is the same graph as is considered in Example 1, and the spectral gap is quite small. The second graph will be a random ρ-regular graph, so the spectral graph is with high probability large. More precisely, for T = 15 and trials t = 1, . . . , T , the graph G (t) ρ is constructed as a random ρ-regular graph [10] .
In order to consider graphs with a range of λ, we consider three distributions on graphs: G ρ ⊗ G ρ (which has a small spectral gap), G ρ ⊗ G (which has a large spectral gap).
For t = 1, . . . , T , we let Ω t be the sampling pattern induced by each of these three graphs, and we draw observations Y n,t = 1 Ωt • (X n,t + Z n,t ) as in the previous set of experiments. As before, we carry out both our debiased projection and truncated SVD on the Y t . In these experiments, we take the rank of the data to be r = 10. The results are shown in Figure 4 . Figure 4 shows that, as expected, the debiased projection algorithm performs better when the spectral gap is smaller. This is also true of standard projection, although the effect is less pronounced. As ρ increases (that is, as Ω becomes denser), the debiased projection algorithm out-performs the standard projection algorithm.
