Abstract. The goal of this paper is to gather and develop some necessary and sufficient criteria for injectivity and multistationarity in vector fields associated with a chemical reaction network under a variety of more or less general assumptions on the nature of the network and the reaction rates. The results are primarily linear algebraic or matrix-theoretic, with some graph-theoretic corollaries also mentioned. Where possible, elementary proofs are presented, and a number of examples are provided to illustrate the variety of subtly different conclusions which can be reached via different computations. In addition, many of the computations are implemented in a web-based open source platform, allowing the reader to test examples including and beyond those analysed in the paper. 1. Introduction. In this paper, the term chemical reaction network (CRN) will refer to a set of chemical reactions, and also to its description via a system of ordinary differential equations (ODEs). The study of how network structure/topology affects network dynamics, often termed chemical reaction network theory, has a considerable history [16, 24] but has also seen a recent resurgence of interest; one particular strand of this work involves the capacity of CRNs for multiple equilibria. In this context, variants on the following question have been intensively studied:
1. Introduction. In this paper, the term chemical reaction network (CRN) will refer to a set of chemical reactions, and also to its description via a system of ordinary differential equations (ODEs). The study of how network structure/topology affects network dynamics, often termed chemical reaction network theory, has a considerable history [16, 24] but has also seen a recent resurgence of interest; one particular strand of this work involves the capacity of CRNs for multiple equilibria. In this context, variants on the following question have been intensively studied:
Q1. Which CRNs forbid multiple equilibria?
In other words, for which CRNs do the vector fields derived from the network forbid more than one equilibrium on some set? Complicating any review of this and related questions is that the set examined may vary, conclusions may be phrased in terms of matrices or graphs associated with the network, and results may be derived under formally similar, but nevertheless subtly different, assumptions. For example, the reactions may be assumed to be occurring in a so-called continuous flow stirred tank reactor (CFSTR) or in a closed chamber; the kinetics may be assumed to be mass action or to belong to some other more general class; the domain examined may be the whole nonnegative orthant, its interior, or individual stoichiometry classes (to be defined later); and so forth. In some cases the question may be not about the possibility of multiple equilibria per se, but rather of multiple nondegenerate equilibria (defined later). Closely related to (Q1) is the question:
Q2. Which CRNs are injective?
Namely, when do the vector fields derived from the network necessarily take different values at different locations on some set? In the special case where the value is 0, (Q2) reduces to (Q1). That noninjective reaction networks may forbid multiple equilibria under certain assumptions on the reaction rates is shown by example in [13] , and in some of the examples in Section 5 of this paper. (Q2), like (Q1), becomes precise only once we specify the domain we are examining, the assumptions on the kinetics, etc.
Some recent papers which have studied Q1 and/or Q2 (sometimes alongside other questions) include [12, 13, 14, 6, 5, 4, 18, 11, 30, 31, 25, 37 ] to cite but a few.
The goal here is to discuss (Q2) and (Q1) and present known results, developments of existing results or improvements on existing results. For brevity, the focus is on matrix-theoretic approaches, although graph-theoretic corollaries are touched on at several points. Where possible the treatment is elementary; if an existing result can be proved simply, the proof is presented, and sometimes these proofs are considerably shorter and/or more general than published proofs. Both general networks and certain special cases are treated in some detail: the latter include so called "simply reversible" networks, namely networks of reversible reactions where no chemical species ever occurs on both sides of the same reaction. Similarly, general kinetics, power-law kinetics, and mass action kinetics are treated (defined formally later). While the techniques involved in the two settings tend to be rather different, here the same basic tools (the fundamental theorem of calculus and results on functions with Pmatrix Jacobians) are key to the main results. Algorithmic forms of several of the results are implemented in the open-source web-based CRN analysis tool CoNtRol [7] , and a variety of examples are presented based on analysis carried out in CoNtRol.
2. Background material. Before treating chemical reactions it is helpful to set out some background material from linear algebra and matrix-theory, and some results on the injectivity of functions. This material is developed in this section and the next. Much of it is re-usable in contexts which go beyond the study of chemical reaction networks. For example, various proofs of the so-called first "Thomas conjecture" [36] on multistationarity can be derived as easy corollaries of the material here.
Notation and basic definitions.
Some basic matrix-related definitions are introduced. In particular, it is conceptually helpful and notationally elegant to express several of the results to come using (multiplicative) compound matrices and Hadamard products. Notation 2.1. Given an undetermined natural number n, a bold-face n will refer to the set {1, . . . , n}. However 1 will refer to the vector of ones, with size determined by context. . The closed, codimension 1, faces of R n ≥0 are its facets. x, y ∈ R n ≥0 will be said to "share a facet" if there exists i ∈ n such that x i = y i = 0. Observe that the line segment joining x, y ∈ R n ≥0 lies entirely in ∂R n ≥0 if and only if x, y share a facet. Notation 2.4 (Image of a matrix and equivalent points in R n ≥0 ). The image of A ∈ R n×m , a linear subspace of R n , will be denoted im A. Given x, y ∈ R n ≥0 we will write x ∼ A y for x − y ∈ im A and x ∼ = / A y for x − y ∈ im A\{0}. Clearly ∼ A is an equivalence relation on R n ≥0 . Definition 2.5 (Nonnegative/positive matrices and vectors). Given a real matrix or vector A, A ≥ 0 will mean that each entry of A is nonnegative, and A > 0 will mean that A ≥ 0 and A = 0. A ≫ 0 will mean that each entry of A is positive. The inequalities <, ≤ and ≪ will also have their natural meanings. Any A ≥ 0 will be referred to as "nonnegative", while A ≫ 0 will be referred to as "positive". Definition 2.6 (Compound matrices). Given A ∈ R n×m and k ∈ {1, . . . , min{n, m}}, define A (k) as the kth multiplicative compound matrix of A (see [26] for example), namely, choosing and fixing some orderings (say, lexicographic) on subsets of n and m of size k, A (k) is the n k × m k matrix of k × k minors of A. Definition 2.7 (P -matrix, P 0 -matrix). A ∈ R n×n is a P -matrix (resp., P 0 -matrix) if all its principal minors are positive (resp., nonnegative), namely if diagonal elements of A (k) are all positive (resp., nonnegative) for each k = 1, . . . , n.
Notation 2.2 (Submatrices and minors of a matrix). Given a matrix

Definition 2.8 (Hadamard product)
. Given A, B ∈ R n×m , define A • B ∈ R n×m to be the Hadamard product (or entrywise product) of A and B, namely (A • B) ij = A ij B ij . We introduce the abbreviation A • r B for A (r) • B (r) .
Definition 2.9 (The Cauchy-Binet formula). Given A ∈ R n×m and B ∈ R m×n , and any nonempty α ⊆ n, β ⊆ m with |α| = |β|: For a proof, see [20] , for example. In terms of multiplicative compound matrices, the Cauchy-Binet formula is simply (AB) (k) = A (k) B (k) .
Definition 2.10 (Qualitative class).
A ∈ R n×m determines the qualitative class Q(A) ⊆ R n×m consisting of all matrices with the same sign pattern as A, i.e., X ∈ Q(A) if and only if (A ij > 0) ⇒ (X ij > 0); (A ij < 0) ⇒ (X ij < 0); and (A ij = 0) ⇒ (X ij = 0). The closure of Q(A) will be written Q 0 (A).
Definition 2.11 (Sign nonsingular). A ∈ R
n×n is sign nonsingular if every matrix in Q(A) is nonsingular.
We will frequently need the following easy fact whose proof is left to the reader: Lemma 2.12. If A ∈ R n×n is nonsingular, but not sign nonsingular, then there exist A 1 , A 2 , A 3 ∈ Q(A) such that det A 1 > 0, det A 2 = 0 and det A 3 < 0. Notation 2.13 (Positive diagonal matrices). Define D n ⊆ R n×n to be the n × n diagonal matrices with positive diagonal entries, namely A ∈ D n if and only if A ii > 0 for i ∈ n and A ij = 0 for i, j ∈ n, i = j. Definition 2.14 (Q ′ (A)). Given A ∈ R n×m , define Q ′ (A) = {D 1 AD 2 : D 1 ∈ D n , D 2 ∈ D m }. Note that Q ′ (A) ⊆ Q(A) with Q ′ (A) = Q(A) if and only if the bipartite graph of A (described in Section 2.3) is a forest [9] .
2.2. The reduced determinant of a matrix product. Let A ∈ R n×m have rank r ≥ 1 and let B ∈ R m×n . Consider the product AB. Given any basis A for im A we can write down a square matrix describing the action of AB on A. Different choices of basis lead to similar matrices, and so it makes sense to refer to the determinant of any such matrix as the "reduced determinant" of the product and denote this as det A (AB) (see also the "core determinant" in [23] ). The construction is provided explicitly in Appendix A. Here we list only the important facts:
1. det A (AB) = |α|=r (AB) [α] . In other words, the reduced determinant is the sum of the r × r principal minors of AB. We observe that (i) det A (AB) =
) ij using CauchyBinet, and (ii) det A (AB) = (−1) r a n−r where a k is the coefficient of λ k in the characteristic polynomial det(λ I − AB). 2. det A (AB) = 0 if and only if rank(ABA) = r. This is proved as Lemma A.1 in Appendix A.
The first result is important because, for fixed A, the quantity |α|=r (AB)[α] is a polynomial in the entries of B; if these entries vary, and we wish to make the claim that det A (AB) = 0 for all allowed B, this reduces to an algebraic claim about the nonvanishing of this polynomial on its domain. The second claim is almost obvious given the meaning of det A (AB): we expect det A (AB) = 0 if and only if im A intersects ker (AB) nontrivially which occurs if and only if rank(ABA) < r. Equivalently, det A (AB) = 0 if and only if B maps some nonzero vector in im A into ker A.
Definition 2.15 (A-nonsingular).
Given A ∈ R n×m and B ∈ R m×n , we will say that "B is A-nonsingular" if det A (AB) = 0 (equivalently, rank(ABA) = rank(A)). A set B ⊆ R m×n , is A-nonsingular if each B ∈ B is A-nonsingular.
2.3.
Graphs associated with matrices and matrix-products. Given A ∈ R n×m define the bipartite graph of A, as follows: A is a graph on n + m vertices, with vertices {X 1 , . . . , X n } ∪ {Y 1 , . . . , Y m }, and with edge X i Y j present if and only if A ij = 0. Edge X i Y j may be given the sign of A ij and labelled with the magnitude of A ij , in which case we get G A , the "SR graph of A" as described in [5] . Similarly, given A ∈ R n×m , B ∈ R m×n , associated with the product AB, is a bipartite graph G A,B with signed, labelled edges some of which may be directed, termed the"DSR graph of AB". The construction of this "directed SR graph" appears in [4] . SR graphs are a special case of DSR graphs. The reader is referred to [4, 5] for the full constructions, but note that what we term G A,B here is G A,B t in the terminology of [4] , and that here only the special case is needed where A, B are individual matrices, rather than sets of matrices. Remark 2.16. The original construction of the "species-reaction graph" (SR graph) in [13] is for a CRN, but here we follow the construction in [5] for a matrix. DSR graphs are also associated naturally with CRNs; drawing and some analysis of the DSR graph of a CRN are automated in CoNtRol [7] .
Compatibility of matrices and related notions.
In the study of injectivity to follow we will frequently be concerned with the determinant, minors, or reduced determinant of a matrix product. In this context we define various relationships between the sign patterns of compound matrices of a pair of matrices: Definition 2.17 (r-compatibility, etc). Given a pair of matrices A, B ∈ R n×m and r ∈ {1, . . . , min{n, m}}, A and B will be termed
• "r-strongly negatively compatible" if A • r B < 0; • "compatible" if A • r B ≥ 0 for each r = 1, . . . , min{n, m}. We abbreviate this as A ≎ B.
Observe that these relations are not transitive; for example, A• r B ≥ 0 and B • r C ≥ 0 does not imply that A • r C ≥ 0.
Lemma 2.18. Let A, B ∈ R n×m , and defineÃ = [A | − I],B = [B | − I] with I the n × n identity matrix. Then the following are equivalent:
Proof. Observe that:
and there is a one-to-one correspondence between the remaining products of the form
(where β ⊆ {1, . . . , m + n}, |β| = n), and the products
This immediately shows the equivalence of (i), (ii) and (iii).
The Cauchy-Binet formula gives
and D ii is sufficiently small if i ∈ β, we can ensure that det(ÃDB t ) < 0. This shows the equivalence of (ii) and (iv).
(iii) implies (v) again follows from the Cauchy-Binet formula, and (v) implies (iv) is trivial. This completes the proof.
Lemma 2.18 tells us that there exists D ∈ D n+m such that det(ÃDB t ) < 0 if and only if A ≎ B, namely A and B are not compatible. For later use we define a condition stronger than A ≎ B:
Proof. This is immediate from the Cauchy-Binet formula.
Lemma 2.21. Given A, B ∈ R n×m and r ∈ {1, . . . , min{n, m}}, A
Proof. In one direction this is trivial: we choose D 1 and D 2 to be identity matrices. In the other direction, the reader can easily confirm from the Cauchy-Binet formula that (D 1 BD 2 ) (r) ∈ Q(B (r) ) for any r ∈ {1, . . . , min{n, m}}, D 1 ∈ D n , and D 2 ∈ D m . The result then follows immediately from the definition of A • r B.
2.5. Compatibility and the reduced determinant of a general product.
Lemma 2.22. Let 0 = A ∈ R n×m , B ⊆ R m×n , and define r = rank A. Define the six conditions:
1. A • r B t > 0 for each B ∈ B (i.e., A and B t are r-strongly compatible). 2. A • r B t < 0 for each B ∈ B (A, B t are r-strongly negatively compatible). 3. det A (AB) > 0 for each B ∈ B (i.e., AB has positive reduced determinant). 4. det A (AB) < 0 for all B ∈ B (AB has negative reduced determinant). 5. rank(ABA) = r for each B ∈ B (B is A-nonsingular). 6. Given any k ≥ 2, every product of length k of the form AB 1 AB 2 · · · or B 1 AB 2 A · · · where B i ∈ B, has rank r. (6) ⇒ (5) is trivial. For (5) ⇒ (6), suppose Condition 5 holds. Clearly then rank(ABA) = rank(AB) = rank(BA) = rank(A) for all B ∈ B, and so the result is true for all products of length 2. Moreover, these cases imply that for all B ∈ B, im A ∩ ker B = {0} and im(BA) ∩ ker A = {0}. Suppose the result holds for all products of length n for some n ≥ 2. Premultiplying a product AB 1 · · · of length n by some B ∈ B cannot decrease the rank of the product as im A ∩ ker B = {0}. Similarly premultiplying a product B 1 A · · · of length n by A cannot decrease the rank of the product as im (BA) ∩ ker A = {0} for all B ∈ B. Thus the result holds for all products of length n + 1.
Remark 2.23. A consequence of Lemma 2.22 is that given 0 = A ∈ R n×m with rank r, and a qualitative class B ⊆ R m×n , the condition "A • r B t > 0 for each B ∈ B or A • r B t < 0 for each B ∈ B" is equivalent to "B is A-nonsingular".
Lemma 2.24. Let 0 = A ∈ R n×m , B ∈ R m×n , and define r = rank A. The following are equivalent: 
The following result illustrates one of the primary uses of the DSR graph.
Lemma 2.25. Let A ∈ R n×m and B ∈ R m×n . If the DSR graph G A,B satisfies Condition ( * ) in [4] 
Proof. This is shown in [4] . [31] in the case where the DSR graph is derived from a CRN where no reaction has the same species as both a reactant and a product.
2.6. Compatibility and the reduced determinant in the case B = Q(A t ). While, in the previous section, B is an arbitrary set of matrices, or in some cases an arbitrary qualitative class, the following results focus on the important special case B = Q(A t ), particularly relevant to the study of CRNs.
Definition 2.28 (SSD, r-SSD). Given A ∈ R n×m and r ∈ {1, . . . , min{n, m}}, A is termed r-SSD if every r × r submatrix of A is either singular or sign nonsingular. It is SSD if all square submatrices of A are either sign nonsingular or singular, i.e., A is r-SSD for each allowed r. (The acronym "SSD" was originally an abbreviation of "strongly sign determined" and was introduced in [6] .) Lemma 2.29. The following conditions on A ∈ R n×m with rank r > 0 are equivalent:
is A-nonsingular). 6. Given any k ≥ 2, every product of length k of the form AB 1 AB 2 · · · or B 1 AB 2 A · · · where B i ∈ Q(A t ), has rank r.
Proof. Remark 2.30. Observe that given a real matrix A with rank r, A • r A t > 0, and consequently A • r B t < 0 for each B ∈ Q(A t ) is impossible.
Remark 2.31. A consequence of Lemma 2.29 is that given 0 = A ∈ R n×m with rank r the condition "A is r-SSD" is equivalent to "Q(A t ) is A-nonsingular".
Remark 2.32. The condition that rank(ABA) = rank A for each B ∈ Q(A t ) (namely Q(A t ) is A-nonsingular) is a stronger claim than merely that rank(A B) = rank A for all B ∈ Q(A t ): consider the matrices
where a, b, c, d, e > 0. Then rank(AB) = rank A = 2 for all such B (AB has a nonsingular 2 × 2 submatrix). But A is not SSD and rank(ABA) can equal 1. In particular, the sum of the 2 × 2 principal minors of AB is ad + ce + de − bc which may be zero.
Lemma 2.33. Define the following conditions on a matrix A ∈ R n×m with rank r:
1. The SR graph G A satisfies Condition ( * ) in [4, 5] .
The following implications hold:
Proof.
(1) ⇒ (2) is proved in [5] . (2) ⇔ (3) follows by applying the proof of (1) ⇔ (2) in Lemma 2.29 to each dimension; (3) ⇒ (5) is immediate from Lemma 2.29 (the special case r = 0 is trivial). That (3) implies that AB is a P 0 -matrix for all B ∈ Q(A t ) follows from Lemma 2.20; (4) then follows by closure of the P 0 -matrices. On the other hand if (3) is violated and there exist α
, then with the notation in the proof of Lemma 2.22,
3. Injectivity results. We recall that a function f with domain A is injective on A if a, b ∈ A, a = b implies f (a) = f (b). In the study of CRNs, we will be concerned with functions of the form Γv(x) on R n ≥0 or R n ≫0 , where Γ ∈ R n×m is the "stoichiometric matrix" of the system (to be defined below), and the function v is a vector of reaction rates. We proceed to examine such functions, noting that the discussion at this stage is quite general.
We will examine conditions on Γ and v which allow us to make one of five claims, termed IC1, IC2, IC3, IC3a and IC4, about the function Γv : U → R n . These claims are all about the possibility of Γv or a related function taking the same value at distinct points and can, roughly speaking, be termed "injectivity claims". For claims IC2 and IC3a we assume that U ⊇ R n ≫0 ; for the remainder we assume that U ⊇ R 
We will also sometimes be interested in the following modification of IC3 where attention is restricted to R
Remark 3.1. In the literature on chemical reaction systems, the most commonly used notion when discussing injectivity of CRNs is IC2. Observe that if Γv(x) fails condition IC2, this does not imply that every coset of im Γ intersecting R n ≫0 contains x, y ∈ R n ≫0 , x ∼ = / Γ y such that Γv(x) = Γv(y), only that this occurs on some coset of im Γ. Proof. The first statement is immediate. That IC3 implies IC3a is immediate; that IC3a implies IC4 can be proved using arguments involving the invariance of Brouwer degree. See Lemma B1 in [4] for the details, and [35] and [29] for similar results.
Remark 3.4. IC3 (resp. IC3a) can be interpreted as stating that all functions of the form c + Γv(·) − q(·) are injective on R n ≥0 (resp R n ≫0 ), where c ∈ R n is a constant vector and q satisfies the assumptions of the claim. IC3 and IC3a are of interest in the study of "fully open" CRNs (to be defined below), namely for situations where outflows of all species are to be expected (see [12, 13] for example).
Remark 3.6. A consequence of IC4 is that "Γv forbids multiple positive nondegenerate equilibria", namely if x, y ∈ R n ≫0 , x ∼ = / Γ y and Γv(y) = Γv(x) = 0, then at least one of x, y must be degenerate.
Notation 3.7 (Closure of a set of matrices). Given V ⊆ R m×n , V will refer to the closure of V. trace(A t γ(s)) ds) ≺ 0. By similar reasoning, any set of matrices defined by a set of linear equalities and strict inequalities, such as a qualitative class for example, is strongly stable under path integration.
For completeness observe that:
n is convex then it is stable under path integration.
Proof. The result is immediately true for any closed nonempty convex set in R n : such sets are the intersection of their supporting half-spaces (Thm 2.7(ii) in [21] for example), and stability under path integration then follows from Remark 3.9. Now consider arbitrary convex S ⊆ R n and some continuous γ :
is compact as the continuous image of a compact set, so is its convex hull C, which is again the continuous image of a compact set. Thus we can regard γ as a path in the compact convex set C, and so 1 0 γ(s) ds ∈ C. But C ⊆ S and the result follows.
The proof of the following theorem follows the argument of [22] where a version of the first Thomas conjecture is proved. The result of [22] can in turn be deduced as a corollary of Theorem 1.
Further, let V be strongly stable under path integration.
Given any x, y ∈ U , x ∼ = / Γ y, suppose Dv(p) ∈ V at each point p on the line segment [x, y] joining x and y, and Dv(p) ∈ V for at least one p ∈ [x, y].
Proof. Write y − x = Γz. Then by the fundamental theorem of calculus,
where the final equality definesṼ . By the assumptions on [x, y] and V,Ṽ ∈ V, and hence Γ • rṼ t > 0 (resp. Γ • rṼ t < 0). By Lemma 2.22, rank(ΓṼ Γ) = rank Γ. Thus since Γz = 0, ΓṼ Γz = 0, and the first claim follows.
; that Γv satisfies claim IC1 follows by noting that any line segment in R n ≥0 either lies entirely in some facet of R n ≥0 or intersects R n ≫0 thus containing p such that Dv(p) ∈ V.
In the important special case where V = Q(Γ t ) we have:
. Then Γv satisfies claim IC1 (resp. IC2).
Proof. As Γ is r-SSD, Γ • r V t > 0 for each V ∈ Q(Γ t ) by Lemma 2.29. The result now follows from the second part of Theorem 1 with V = Q(Γ t ).
), then Γv satisfies claim IC3 (resp. IC3a) and hence IC4.
Proof. The claims follow from the injectivity of functions on rectangular domains with P -matrix Jacobians [19] . In brief, the conditions of the lemma guarantee that given q(·) as in claims IC3, IC3a, the function −Γv(·) + q(·) has P -matrix Jacobian matrix on R n ≥0 (resp. R n ≫0 ) and is hence injective on
). See [4] for more details. This fact is also behind the proof in [35] of a version of the first Thomas conjecture. Claim IC4 then follows by Lemma 3.3.
3.2. Power-law functions. In Theorem 1, v was a general C 1 function. We now examine a special case, "power-law functions", where Dv belongs to a set which is not convex and not in general stable under path integration, while nevertheless we are able to make claims about injectivity. Definition 3.15 (Power-law function). Given Γ ∈ R n×m , M ∈ R m×n and E ∈ D m , we refer to any function of the form ΓEx M as a "power-law function" and to M as the "matrix of exponents". Remark 3.17. By a quick computation, the Jacobian matrix of the power-law function ΓEw(x) where
Theorem 2. Let 0 = Γ ∈ R n×m have rank r and M ∈ R m×n . The following statements are equivalent:
Proof. Define w(x) = exp(M ln x). Notation is as in Remark 3.17. To prove (ii) ⇔ (iii), we first show that given x, y ∈ R n ≫0 , there exist D ∈ D n and D ∈ D m , dependent on x and y, and such that:
Choose and fix arbitrary x, y ∈ R n ≫0 , and define ∆x = y −x. Note that x+t∆x ∈ R n ≫0 for t ∈ [0, 1] by convexity of R n ≫0 . Since ln(w(x)) = M ln x, the Jacobian matrix of ln(w(x)) is M D 1/x . By the fundamental theorem of calculus:
where 1 ∈ R m is a vector of ones. As w(x) is positive, and exp(M D∆x) − 1 is in the qualitative class of M D∆x, we can defineD ∈ D m via w(y) − w(x) =DM D∆x.
(ii) ⇒ (iii). Suppose there exist x, y ∈ R n ≫0 , x ∼ = / Γ y and E ∈ D m such that ΓEw(y) = ΓEw(x). Defining D andD as above and applying (3.1) gives
. Define x, y by
Clearly x and y are positive vectors.
This completes the proof. ). Remark 3.19. While Theorem 2 is apparently about power-law functions, the main conclusion is easily seen to apply to a much wider class of functions. Replacing exp(·) and ln(·) by any strictly increasing diagonal C 1 -diffeomorphisms θ(·) and φ(·) with domains/codomains such that w(·) = θ(M φ(·)) is well defined and preserves R n ≫0 , leads nevertheless to the conclusion of Equation
Remark 3.20. The equivalence of (i) and (iii) in Theorem 2 is also the object of Proposition 8.4. in [37] .
Remark 3.21. Following Proposition 5.2 in [18] , we can slightly extend Theorem 2 provided M ≥ 0. In this case w(x) = exp(M ln x) extends naturally to a function on R n ≥0 (namely x M ) which, by an abuse of notation, we also term w(x). With this assumption, the final statement of Theorem 2 can now be replaced with: "For each E ∈ D m the function Γv(x) = ΓEw(x) satisfies claim IC2a", where IC2a is defined as:
Observe that v(x) + v(y) ≫ 0 if and only if w(x) + w(y) ≫ 0, which is satisfied provided x, y ∈ R n ≫0 . Thus IC2a ⇒ IC2. To see that IC2a can then replace IC2 in the final statement of Theorem 2, we need only confirm that (3.1) remains true wherever w(x) + w(y) ≫ 0; the remaining arguments follow through without alteration. Fix some x, y ∈ R n ≥0 such that w j (x) + w j (y) > 0 for each j = 1, . . . , m. Define 1 x by (1 x ) i = 1 if x i = 0 and (1 x ) i = 0 otherwise. Define 1 y similarly, and given δ > 0, define
(ii) For small enough δ, w(
Choosing δ > 0 sufficiently small, (i) and (ii) give:
As D ′′D ∈ D m and DD ′ ∈ D n , (3.1) holds.
m×n , this is a polynomial map with domain R n ; otherwise we take its domain as R is a P 0 -matrix. In the case that 0 ≤ M ∈ Z m×n , in fact −Γ Dv(x) is defined and a P 0 -matrix at each x ∈ R n ≥0 (as Γv is C 1 and the P 0 -matrices of fixed dimension form a closed set). The result in each case now follows from Lemma 3.12.
Remark 3.23. Clearly, we could replace the condition Γ ≎ −M t by Γ ≎ M t in Lemma 3.22: however, Γ ≎ −M t is the situation arising in the study of CRNs.
Injectivity results for CRNs.
We apply the results of the previous sections to chemical reaction networks treating both general kinetics and power-law/mass action kinetics (all to be formally defined below). Throughout this section we consider a system of m chemical reactions on n species and choose and fix an ordering on species and reactions. Reactions may or may not be reversible, but each reaction must be assigned a "left-hand side" and a "right-hand side". Where a reaction is irreversible we assume that reactants occur on the left and products on the right, namely the reaction proceeds from left to right. These conventions are merely to simplify the exposition.
Definition 4.1 (Stoichiometric matrix, left stoichiometric matrix, right stoichiometric matrix). Given a system of chemical reactions, define the "left stoichiometric matrix" 0 ≤ Γ l ∈ R n×m and "right stoichiometric matrix" 0 ≤ Γ r ∈ R n×m as follows: (Γ l ) ij is the number of molecules of species i occurring on the left-hand side of reaction j; (Γ r ) ij is the number of molecules of species i occurring on the right-hand side of reaction j. Define the stoichiometric matrix of the network as Γ = Γ r − Γ l . Remark 4.2. Note that the stoichiometric matrix is not uniquely defined, depending on the choice of orderings on the species and reactions, and (for reversible reactions) on the choice of left-and right-hand side for each reaction; when referring to the stoichiometric matrix of a system it will be assumed that these choices have been made and fixed. Definition 4.3 (Irreversible stoichiometric matrix). Formally, given an arbitrary CRN we may consider any reversible reaction as a pair of irreversible ones with reactants on the left and products on the right. Choosing and fixing any convenient ordering for these irreversible reactions gives a new CRN whose stoichiometric matrix will be referred to as the "irreversible stoichiometric matrix" of the original CRN. Notationally, where we need to refer both to the original stoichiometric matrix Γ of a CRN and its irreversible stoichiometric matrix, we write Γ for the latter (although where there is no need for both, we generally write an arbitrary stoichiometric matrix as Γ). Note that this construction neither assumes nor implies that there is always a natural way of writing the rate of a reversible reaction as a sum of rates "to the left" and "to the right".
A system of chemical reactions with stoichiometric matrix Γ ∈ R n×m gives rise to the ODEẋ = Γv(x) .
(4.1)
Here x ∈ R n ≥0 , and v describes the rates of reaction or "kinetics" of the system. Definition 4.4 (CRN with general kinetics). We refer to system (4.1) with the following assumptions as a "CRN with general kinetics": (i) v : U → R n where U ⊇ R n ≥0 is open and v is C 1 ; (ii) v satisfies Assumption K described in Appendix B. Sometimes our interest is only in R n ≫0 . In this case we can take U , the domain of v, to be R n ≫0 , and ignore those elements of Assumption K which apply only on ∂R n ≥0 . We refer to system (4.1) with these weakened assumptions as a "CRN with general kinetics on R n ≫0 ". Clearly every CRN with general kinetics is a CRN with general kinetics on R n ≫0 . Remark 4.5. Assumption K is a weak and physically reasonable assumption which can be summarised very roughly as "reactions proceed if and only if all reactants are present, and reaction rates increase strictly with reactant concentration if and only if all reactants are present." General kinetics implies that the nonnegative orthant is invariant under the local semiflow generated by (4.1) (Lemma B.1 in Appendix B). In the case of irreversible reactions, it also implies the assumptions termed K.1 and K.2 in [17] . Various parts of the assumption of general kinetics can be relaxed for individual results, but this leads to more awkward presentation of the results to follow, and so is avoided. Definition 4.6 (Power-law kinetics, mass action kinetics, rate constants). Let Γ l , Γ r ∈ Z n×m be the left and right stoichiometric matrices of an irreversible system of reactions, now assumed to be nonnegative integer matrices. Let Γ = Γ r − Γ l . Given M ∈ R m×n , and E ∈ D m , we refer to (4.1) with v = Ex M as a "CRN with power-law kinetics". If M ∈ Q(Γ t l ), we say that the system is a "CRN with physical power-law kinetics". The special case M = Γ t l gives a "CRN with mass action kinetics". Observe that in this case ΓEw(x) is a polynomial vector field on R n which can be written as ΓE exp(Γ
. In all cases, the diagonal entries of E are termed the "rate constants" for the m reactions.
Remark 4.7. A CRN with general kinetics is a special case of a CRN with general kinetics on R n ≫0 . A CRN with physical power-law kinetics is a special case of a CRN with general kinetics on R n ≫0 (see Remark 3.17) . Mass action kinetics, giving rise to polynomial vector fields, is clearly an instance of general kinetics. However a given CRN with mass action kinetics -or indeed any fixed power-law kinetics -is in fact a family of vector fields parameterised by the vector of rate constants, a much smaller family than in the case of general kinetics. As we will see, CRNs with mass action kinetics may be injective where the same CRN may fail to be injective with general kinetics.
Definition 4.8 (Stoichiometric subspace, stoichiometry classes, nontrivial stoichiometry classes, positive stoichiometry classes.). Given a CRN with stoichiometric matrix Γ ∈ R n×m , im Γ ⊆ R n is termed the "stoichiometric subspace" of the network. Given p ∈ R n ≥0 , the set:
is termed the "stoichiometry class of p". A stoichiometry class which intersects R n ≫0 , is termed "nontrivial". The intersection of a nontrivial stoichiometry class with R n ≫0 is termed a "positive stoichiometry class". will be termed the "fully open" system (also referred to as "the system with inflows and outflows"). If a claim is made for a fully open system without qualification, this means that it holds for all allowed rates v and all c and q as above. , the qualitative class of −Dv t will be termed the "rate pattern" of the CRN. A CRN with Assumption K has a rate pattern except, possibly, when it includes a reversible reaction where a species occurs on both sides of the reaction.
4.1. Injectivity of arbitrary CRNs with general kinetics. We examine the functions defined by (4.1) and (4.2). Note that a system of the form (4.1) or (4.2) with some choice of kinetics defines a set of allowed vector fields; here a CRN with a choice of kinetics is said to be injective on some set if each allowed vector field is injective on this set. In general, even with Assumption K on the kinetics, one cannot determine the sign pattern of Dv by examination of Γ alone. However we do know that Dv belongs to a set of matrices defined by linear equalities and inequalities and hence stable under path integration (see Remark 3.9). Several useful results are gathered in the following lemma: Lemma 4.11. Let the stoichiometric matrix 0 = Γ ∈ R n×m of a CRN have rank r and consider the vector field Γv(x) defined by (4.1) with v defined on some set containing R n ≫0 . Let V ⊆ R m×n be strongly stable under path integration with Dv ∈ V on R n ≫0 . Define the conditions: (3) and (4)].
If v is defined and C 1 on R n ≥0 , then in addition:
Proof. If v is defined and
by Lemma 2.20, if Γ ≎ −V t for each V ∈ V then −ΓV is a P 0 -matrix for each V ∈ V, and by closure for each V ∈ V; the claim now follows from Lemma 3.12. (4) ⇒ (6): that −Γv satisfies claim IC1 follows from the second part of Theorem 1; immediately the same holds for Γv. (5) ⇒ (6) follows similarly from Theorem 1. These observations complete the proof.
Remark 4.12. Observe that Lemma 4.11 makes few assumptions about the kinetics. However the conditions for injectivity involve certain relationships holding between Γ and V for all V in some set which is strongly stable under path integration. The theorem immediately translates into statements about CRNs with general kinetics if, for example, we choose Γ to be the irreversible stoichiometric matrix of the system and set V = Q(Γ t l ). Definition 4.13 (M-concordance, semiconcordance, concordance). Consider a system of reactions with irreversible stoichiometric matrix Γ ∈ R n×m having rank r, and left stoichiometric matrix Γ l . Given any M ∈ R n×m , we will refer to the system as
. By Lemma 2.24 the system is M -concordant if and only if Q ′ (M t ) is Γ-nonsingular. We will refer to it as "semiconcordant" if it is M -concordant for M = −Γ l (equivalently M = Γ l ), and as "concordant" if it is M -concordant for each M ∈ Q(−Γ l ), or equivalently for each M ∈ Q(Γ l ). As Q(Γ l ) is a path-connected set, this occurs if and only if:
(See Appendix C.) This, in turn, is equivalent to "Q(Γ t l ) is Γ-nonsingular" (Remark 2.23). This usage of the term "concordant" is explained in the remark to follow.
Remark 4.14 (Concordance). For a system of irreversible reactions with stoichiometric matrix Γ having rank r and left stoichiometric matrix Γ l , the assumption of general kinetics on R n ≫0 implies that Dv ∈ Q(Γ t l ) on R n ≫0 . It can be confirmed that for such a system the following are equivalent:
• The network is concordant in the sense of Shinar and Feinberg [30] .
• The network is concordant in the sense used here, namely
The definition of concordance is presented in [30] , and this equivalence is shown in Appendix C (a related rephrasing of concordance using sign vectors is given in [27, Thm. 3.4] ). Shinar and Feinberg showed that a network is concordant if and only if it is injective in a sense similar to IC2a for any weakly monotonic kinetics [30, Definition 4.5], thus obtaining a result related to some of the claims in Lemma 4.11 in this paper. Moreover, they showed that if a concordant network is weakly reversible and conservative, and if the kinetics is continuous, then there is precisely one equilibrium in each nontrivial compatibility class, and this equilibrium is positive. In particular, this implies the remarkable result that nonzero boundary equilibria are ruled out for such kinetic systems.
Lemma 4.11 tells us that concordance of a reaction system is sufficient for injectivity of the system (in the sense of IC1) with general kinetics. Part (a) of the next theorem tells us that concordance is necessary for injectivity (in the sense of IC2) of all CRNs with physical power-law kinetics (see also Theorem 10.1 in [37] ). Further, if the system fails to be concordant and ker Γ includes a positive vector, there exist multiple positive equilibria on a stoichiometry class for some choice of physical power-law kinetics. The next theorem also informs us that the condition Γ ≎ (−V t ) for each V ∈ Q(Γ t l ) is both sufficient and necessary for injectivity of the fully open system. Theorem 3. Consider a system of irreversible reactions with stoichiometric matrix Γ ∈ R n×m having rank r ≥ 1, and left stoichiometric matrix Γ l .
(a) Either the system is concordant, or there exists a choice of physical powerlaw kinetics such that the system fails condition IC2. In the latter case, if ker Γ includes a positive vector then there exists a choice of physical powerlaw kinetics such that the system has multiple positive equilibria on some stoichiometry class. (b) Either Γ ≎ −M for each M ∈ Q(Γ l ), or there exists a choice of physical power-law kinetics such that the system fails condition IC3a. In the latter case, we can in fact choose inflows and outflows, namely c, q(·) in (4.2), such that the fully open system has multiple positive equilibria.
Proof. (a) We already know from Lemma 4.11 with V = Q(Γ t l ) (see Remark 4.12) that if the system is concordant, then it satisfies condition IC1 for general kinetics and IC2 for general kinetics on R n ≫0 , and hence for all physical power-law kinetics.
Suppose the system fails to be concordant, namely there exist 
Applying Theorem 2, we can choose E ∈ D m such that ΓEexp(M ′t ln x) fails condition IC2.
Suppose there exists 0 ≪ z ∈ ker Γ. Define x = 1 and E ∈ D m via E ii = z i so that for any M ∈ R m×n , ΓE exp(M ln x) = ΓE1 = 0.
Choose M ′ ∈ Q(Γ l ) as above. By Theorem 2, there then exists M 0 ∈ Q(Γ l ) of the formDM ′ D withD ∈ D m and D ∈ D n , and ∆x ∈ im Γ such that ΓM 0 ∆x = 0. Assume, by scaling ∆x if necessary, that for each i, |∆x i | < 1 and 
otherwise.
Observe that D 1 is well defined by the assumption that |(E −1 M 0 ∆x) i | < 1, and that
So ΓE exp(M ln y) = ΓM 0 ∆x+ΓE1 = 0. Since x, y ≫ 0, x ∼ = / Γ y and ΓE exp(M ln x) = ΓE exp(M ln y) = 0, the conclusion follows. 
by Theorem 2 there exists M 0 ∈ Q(M ) and 0 = ∆x ∈ imΓ = R n such thatΓM 0 ∆x = 0. By scaling ∆x if necessary, assume for each i that |∆x i | < 1 and that |(E −1 M 0 ∆x) i | < 1. As above, define
Observe that y = x + ∆x = exp(D 2 ∆x) ≫ 0 as |∆x i | < 1, and the assumption that
and soΓ
We see that c +ΓE exp(M ln y) = c +ΓE exp(M ln x) = 0, completing the proof. We have an analogous, but stronger, corollary for fully open systems:
Corollary 4.16. The following are equivalent for an irreversible reaction system R with stoichiometric matrix Γ and left stoichiometric matrix Γ l : 
Injectivity of simply reversible CRNs with general kinetics.
In the special case where all reactions have general kinetics, are reversible, and no species occurs on both sides of a reaction, the results take rather special forms. While the results are stated for general kinetics, the modifications required to get results for general kinetics on R n ≫0 are minor and are left to the reader. Definition 4.17 (Simply reversible, simply irreversible). A CRN is referred to as "simply reversible" if all chemical reactions are reversible and no species occurs on both sides of any reaction. Implicit in this term is the choice to treat each reversible reaction as a single reaction contributing only one column to the stoichiometric matrix, rather than as a pair of irreversible reactions. A CRN is "simply irreversible" if all reactions are irreversible and no species occurs on both sides of any reaction. Proof. The reader can easily verify that if no species occurs on both sides of any reaction, then Assumption K implies that Dv(x) ∈ Q 0 (−Γ t ) at each x ∈ R n ≥0 . If, in fact, the system is simply reversible, then Assumption K additionally implies that 
′ is a sum of entries of Γ • r −M : to see this, fix nonempty α ⊆ n, β ⊆ m with |α| = |β| = r and consider the product
where β ′ = (β 1 , . . . , β r , β 1 + m, . . . , β r + m), and it follows that • Any positive equilibrium is the unique equilibrium on its stoichiometry class.
• The fully open system has no more than one equilibrium in R n ≥0 . Remark 4.20. For simply reversible CRNs, the reader may easily construct equivalences similar to those in Corollaries 4.15 and 4.16, where "R is concordant" is replaced with "Γ is r-SSD", and "Γ ≎ −V for all V ∈ Q(Γ l )" is replaced with "Γ is SSD".
4.
3. Injectivity of arbitrary CRNs with power-law/mass action kinetics. In the discussion in this subsection and the next every CRN is taken to consist of irreversible reactions, namely every reversible reaction is treated as a pair of irreversible reactions. The stoichiometric matrix Γ is hence always the irreversible stoichiometric matrix of the system. 
Observe that Γ has rank n, and by Theorem 2, the function f (x) =ΓEexp(M t ln x) fails claim IC2 for some E ∈ D n+m : i.e., there exist x, y ∈ R n ≫0 , such that f (x) = f (y). Defining 
Clearly, by increasing the diagonal elements of D ′′ we can in fact choose D 1 ∈ D n+m such that det (ΓD 1M ) = 0 andΓD 1 1 ≪ 0. We now choose 0 = z ∈ ker (ΓD 1M ). Let Remark 4.25. Theorem 3.1 in [12] states that a fully open CRN (4.2) with mass action kinetics is injective on R n ≫0 if and only if it has nonsingular Jacobian matrix at each x ∈ R n ≫0 and for all positive rate constants. By similar methods of proof, Corollary 5.9 in [18] shows that changing "Jacobian" to "reduced Jacobian" in the statement above, and restricting attention to stoichiometry classes, yields a result that holds for any CRN, not necessarily fully open. Bearing in mind Remark 3.17, these are immediate consequences of Theorem 5(a). While the proofs here appear formally different, the fundamental ideas for the proof of Theorem 2 can be traced back to [12] .
Injectivity of simply irreversible CRNs with mass action kinetics.
The special case of a simply irreversible CRN with mass action kinetics motivates the following definitions. Remark 4.27. The acronym WSD was originally an abbreviation of "weakly sign determined" in [6] , where it was shown that every SSD matrix is WSD, but not vice versa. It is easy to see that a matrix may be r-strongly WSD without being WSD and vice versa.
Theorem 6. Consider a system of simply irreversible reactions with stoichiometric matrix 0 = Γ ∈ Z n×m , reaction rate vector v, and mass action kinetics. .2), and x, y ≥ 0, x = y implies
If Γ is not WSD, then for some choice of rate constants the system fails condition IC3a. In particular, there exist E ∈ D m , D ∈ D n , and x, y ≫ 0, By treating each reversible reaction as a pair of irreversible reactions, a simply reversible system with mass action kinetics can be regarded as a special case of a simply irreversible system with mass action kinetics. This leads to:
Theorem 7. Consider a system of simply irreversible reactions with stoichiometric matrix 0 = Γ ∈ Z n×m , reaction rate vector v, and mass action kinetics. Suppose the system is derived from a simply reversible system with reversible stoichiometric matrix Γ so that Γ = [Γ | − Γ]. Then the following statements are equivalent:
(ii) For all positive rate constants Γv satisfies claim IC2.
(iii) For all positive rate constants Γv satisfies claim IC2a.
Proof. The result is immediate from Theorem 6 once we show that no matrix Γ of the form [Γ | − Γ] can be r-strongly negatively WSD, i.e., Γ • r Γ − < 0. We prove this by contradiction. Note first that
By the CauchyBinet formula we now have the contradiction:
which proves the claim. 
Examples.
We examine some examples chosen to demonstrate the subtleties or limitations of the various theorems and lemmas above. In some cases techniques in the literature beyond the scope of this paper augment or clarify or expand the conclusions: particularly worth mentioning are deficiency theory, and applications of the theory of monotone dynamical systems to CRNs. All computations are carried out in CoNtRol [7] . Before presenting the examples we list some conditions which may strengthen conclusions about injectivity or multistationarity of a CRN. The first additional condition which may apply is:
BC1. Stoichiometry classes are bounded.
BC1 holds if and only if ker Γ
t ∩ R n ≫0 = ∅ (Appendix D) and implies that each stoichiometry class is a nonempty compact, convex polyhedron and hence, by Brouwer's fixed point theorem, includes an equilibrium of (4.1). It sometimes occurs that:
injectivity for general kinetics on R MPE: multiple positive equilibria on a stoichiometry class; M -power law kinetics: power law kinetics with matrix of exponents M t (here restricted to M ∈ Q(Γ l )); . Claims PC1 and PC2 are reached via examination of the so-called "siphons" of the system (see [1, 32] for example) and are discussed further in Appendix D.
Notation 5.1 (Conditions IC1+, IC1++, IC2a+, IC2a++). To conditions IC1 and IC2a, we add the suffix "+" to mean that additionally claim PC2 is satisfied; we add the suffix "++" to mean that additionally claim PC1 is satisfied.
Remark 5.2. All of the claims IC1+, IC1++, IC2a+, IC2a++ imply that no nontrivial stoichiometry class includes more than one equilibrium. Any of these claims along with claim BC1 implies that each nontrivial stoichiometry class includes a unique equilibrium, and this equilibrium is positive. Claim IC2, PC1 and BC1 together imply that each stoichiometry class other than {0} contains a unique equilibrium, which is positive (an indirect consequence of BC1 and PC1 is that all stoichiometry classes other than {0} must in fact be nontrivial).
Examples of simply reversible CRNs.
Example 1 (The strongest possible claims I). A + B ⇋ C, 2A ⇋ B. The stoichiometric matrix Γ, rate pattern −Dv t and SR graph G Γ are shown:
Report. General kinetics. G Γ satisfies Condition ( * ) and PC1 holds. By Theorem 4 both claims IC1++ and IC3 hold. As BC1 also holds, each stoichiometry class other than {0} contains a unique equilibrium, which is positive (Remark 5.2).
Remark. In fact, claims IC1 and IC3 hold if the species participate in these reactions with any stoichiometries, rather than the particular values chosen, and if one or both reactions are set to be irreversible (in either direction); the stoichiometric matrix Γ and −Dv t remain compatible and 2-strongly-compatible and IC1 and IC3 follow by Lemma 4.11. As with several examples to follow, various other tools allow conclusions about the network beyond questions of injectivity or multistationarity. This network is weakly reversible with deficiency zero and the stoichiometric subspace has dimension 2: by Theorem 6.3 in [28] , assuming mass action kinetics, the unique equilibrium on each nontrivial stoichiometry class is in fact globally asymptotically stable relative to its stoichiometry class. 
Report. General kinetics. G Γ satisfies Condition ( * ) and PC2 holds. By Theorem 4 both claims IC1+ and IC3 hold. As BC1 also holds, each nontrivial stoichiometry class contains a unique equilibrium, which is positive (Remark 5.2).
Remark. This system also satisfies certain conditions of Theorem 2 in [2] , and of Theorem 2.2 in [15] . Either of these theorems can be used to infer that (with general kinetics) all initial conditions on any nontrivial stoichiometry class converge to an equilibrium which is positive and is the unique equilibrium on its stoichiometry class.
Example 3 (A slightly weaker claim). The system A+B ⇋ C, 2B ⇋ C +D, C ⇋ ∅ with stoichiometric matrix Γ and irreversible stoichiometric matrix
Report. (i) General kinetics: Γ has rank 3 and is 3-SSD (but not SSD). Further, PC1 holds. By Theorem 4(a) claim IC1++ holds. By Theorem 4(b), the fully open system has multiple positive equilibria for some choice of physical power-law kinetics.
(ii) Mass action kinetics: as Γ fails to be WSD, by Theorem 6(c), the system fails condition IC3, namely the fully open system fails to be injective for some choice of rate constants and inflows and outflows.
Remark. Interestingly, if the reaction C ⇋ ∅ is omitted, then the conclusion about injectivity no longer holds. However, the system A + B ⇋ C, 2B ⇋ C + D is of some interest in its own right: (i) As this is a simply reversible system whose irreversible stoichiometric matrix fails to be 2-WSD, by Theorem 7, the CRN with mass action kinetics fails condition IC2 for some choice of rate constants (i.e., the associated vector field takes the same value at two positive points on some stoichiometry class). This does not however imply multiple positive equilibria: it is a weakly reversible, deficiency zero network with stoichiometric subspace of dimension 2; so, with mass action kinetics, each nontrivial stoichiometry class includes exactly one positive equilibrium which attracts all positive initial conditions on its stoichiometry class [28] ; (ii) A + B ⇋ C, 2B ⇋ C + D defines a monotone dynamical system on each stoichiometry class for general kinetics (Corollary A.7 in [3] ) and, via Theorem 0.2.2 in [34] , admits no nontrivial attracting periodic orbits.
Example 4 (Injectivity claims with mass action kinetics only). The system A + B ⇋ C, 2A + B ⇋ D with stoichiometric matrix Γ and irreversible stoichiometric matrix
Report. (i) General kinetics. Γ has rank 2, but is neither SSD, nor 2-SSD and so, by Theorem 4(a), the system has multiple positive equilibria on a stoichiometry class for some choice of physical power-law kinetics and, by Theorem 4(b) , the fully open system has multiple positive equilibria for some choice of physical power-law kinetics.
(ii) Mass action kinetics. Γ is both WSD and 2-strongly WSD, and by Theorem 6 both claims IC2a and IC3 hold. Further, BC1 and PC2 hold, so in fact (with mass action kinetics) IC2a+ holds, and each nontrivial stoichiometry class includes a unique equilibrium, which is positive. In this example, the assumption of mass action significantly strengthens conclusions for both closed and open systems.
Remark. This system satisfies certain conditions of Theorem 2 in [2] and consequently (with general kinetics) almost all positive initial conditions converge to the set of equilibria (the Lebesgue measure of the set of possibly non-convergent initial conditions is zero). From above, with mass action kinetics, this "set of equilibria" intersects each nontrivial stoichiometry class in a unique point. We thus get generic convergence to a unique equilibrium on nontrivial stoichiometry classes for mass action kinetics, without using deficiency theory.
The next example is only a slight variant on Example 4 but gives different conclusions, illustrating that care is needed in analysing even simple networks. 
Report. (i) General kinetics. rank Γ = 4 and Γ is 4-SSD but not SSD. As PC1 also holds, by Theorem 4, claim IC1++ holds. By Theorem 4(b), the fully open system has multiple positive equilibria for some choice of physical power-law kinetics.
(ii) Mass action kinetics. Γ is both WSD and 4-strongly WSD, so by Theorem 6 both claims IC2a++ and IC3 hold. In this example, we have strong conclusions for the closed system with general kinetics, but the assumption of mass action significantly strengthens conclusions for the fully open system.
Remark. In fact, this is a weakly reversible deficiency zero network [17] and so, with mass action kinetics, each nontrivial stoichiometry class has exactly one equilibrium, which is positive, and is locally asymptotically stable relative to its stoichiometry class. As the system is in fact complex-balanced [24] and persistent (since PC1 holds), we can infer that the unique positive equilibrium on each nontrivial stoichiometry class in fact attracts the whole of its stoichiometry class [33] .
Example 6 (Claims via deficiency theory only). The system A ⇋ 2B, A ⇋ 2C, A ⇋ B + C with stoichiometric matrix Γ and irreversible stoichiometric matrix Γ:
Report. (i) General kinetics. rank Γ = 2 and Γ is neither 2-SSD nor SSD. By Theorem 4(a), the system has multiple positive equilibria on a stoichiometry class for some choice of physical power-law kinetics, and by Theorem 4(b) the fully open system has multiple positive equilibria for some choice of physical power-law kinetics.
(ii) Mass action kinetics. Γ is neither WSD nor 2-WSD. By Theorem 6(c), the system fails condition IC3, namely the fully open system fails to be injective for some choice of rate constants and inflows and outflows. By Theorem 7, the CRN with mass action kinetics fails condition IC2 for some choice of rate constants. This does not however imply multiple positive equilibria: as a weakly reversible network satisfying the conditions of the deficiency one theorem [17] , it has precisely one positive equilibrium on each nontrivial stoichiometry class (for all choices of rate constants).
Examples of CRNs which are not simply reversible.
Example 7 (Well-behaved on stoichiometry classes and with outflows). A → B, B + C ⇋ D, 2C + A ⇋ E. The stoichiometric matrix Γ and rate pattern −Dv t for this system are:
Report. General kinetics: Γ has rank 3, Γ and −Dv t are compatible and 3-strongly compatible, and IC1 and IC3 follow by Lemma 4.11. BC1 and PC0 also hold, so stoichiometry classes contain equilibria, but these are all boundary equilibria.
Remark. In this example (and several others to follow), as the irreversible stoichiometric matrix has no positive vector in its kernel, by Lemma D.2, all equilibria of the non-open system are boundary equilibria. Consequently it is conclusion IC3 telling us that the fully open system is injective which is likely to be of greatest interest. It is interesting to note that the DSR graph of this CRN satisfies the graph-theoretic condition for "concordance" in Theorem 2.1 of [31] , although it fails Condition ( * ) in [4] (see Remark 2.27). Remark. One can check directly that det Γ (ΓDv) = 0 everywhere (for general kinetics), so in fact all points are degenerate, making claim IC4 hold automatically.
Example 9 (Well behaved with mass action but not more generally). A + B ⇋ C, 2A + 2B → B + D. This system has irreversible stoichiometric matrix Γ, rate pattern −Dv t , and −Γ l as follows:
Report. (i) General kinetics. r = rank Γ = 2, and none of the following hold: The next system is the same as the previous one, but with the first reaction now irreversible. We see that this change has weakened the claims we are able to make.
Example 10 (Setting some reactions to be irreversible can weaken conclusions). A + B → C, 2A + 2B → B + D. This system has irreversible stoichiometric matrix Γ, rate pattern −Dv t , and −Γ l as follows: Example 11 (An autocatalytic system). Consider the autocatalytic system A → B → 2A. Here the stoichiometric matrix Γ and rate pattern −Dv t are:
Report. (i) General kinetics. r = rank Γ = 2, Γ • r −Dv t < 0 and PC1 holds, so by Lemma 4.11, claim IC1++ holds. (ii) Mass action kinetics: as Γ fails to be WSD, by Theorem 6(c), the system fails condition IC3, namely the fully open system fails to be injective for some choice of rate constants and inflows and outflows.
Remark. Although the conclusion that the network satisfies condition IC1 for general kinetics may be of abstract interest, it is of little importance to questions of multistationarity as the only equilibrium of the system can easily be checked to be the trivial one.
6. Concluding remarks. Results and examples have been presented illustrating a variety of "injectivity claims" which can be made about a chemical reaction network, with either mass action or general kinetics, primarily using various matrixrelated tests. While graph-theoretic approaches have been mentioned only in passing, the practical significance of these approaches becomes particularly important for large systems. Where Condition ( * ) in [4] implies compatibility of a pair of matrices, an important task for the future is to develop analogous sufficient DSR graph conditions for r-strong compatibility of a pair of matrices.
Developments in chemical reaction network theory are occurring rapidly and the intersection of distinct branches of theory has the potential to provide increasingly strong claims in the future. In the examples above we have already seen hints of this: for instance, in Example 4 a generic quasiconvergence result based on monotonicity combines with a claim about the existence of a unique equilibrium to allow stronger conclusions.
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showing that J 1 and J 2 are similar. Thus although there is no unique choice of matrix describing the action of ΓV on im Γ, since all choices lead to similar matrices their determinant, characteristic polynomial, eigenvalues, etc. are uniquely defined. In particular, given a matrix product ΓV , we define det Γ (ΓV ) = det(Γ ′ ΓV Γ 0 ) (with any choice of Γ 0 , Γ ′ as above) as the "reduced Jacobian determinant".
Clearly if rank Γ = n, then det Γ (ΓV ) = det(ΓV ). We show that more generally det Γ (ΓV ) = |α|=r (ΓV ) (ii) ∂v j /∂x i ≥ 0 for each i ∈ I j,l . If x i > 0 for all i ∈ I j,l , then ∂v j /∂x i > 0 for each i ∈ I j,l . (B) If reaction j is reversible then (i) If x i = 0 for some i ∈ I j,l (resp. for some i ∈ I j,r ) then v j ≤ 0 (resp. v j ≥ 0). (ii) If x i = 0 for some i ∈ I j,l (resp. for some i ∈ I j,r ), then v j < 0 (resp. v j > 0) if and only if x i ′ > 0 for each i ′ ∈ I j,r (resp. for each i ′ ∈ I j,l ). (iii) If k ∈ I j,l , k ∈ I j,r and x i > 0 for all i ∈ I j,l then ∂v j (x)/∂x k > 0 (resp. if k ∈ I j,r , k ∈ I j,l and x i > 0 for all i ∈ I j,r then ∂v j (x)/∂x k < 0).
Lemma B.1. Let the system (4.1) satisfy Assumption K. Then for any x ∈ R n ≥0 , any j, and any i such that x i = 0 there holdsẋ i = Γ ij v j (x) ≥ 0. Consequently, for such a system R n ≥0 is positively invariant. Proof. The result in fact requires only Assumptions (A)(i) and (B)(i). Let C i refer to the ith species and R j to the jth reaction. Let x ∈ R n ≥0 be such that x i = 0.
• If C i does not participate in R j then Γ ij = 0, and so Γ ij v j (x) = 0.
• Suppose R j is irreversible. If C i occurs on the left of R j then, by (A)(i), By construction w ≫ 0, and clearly Γw = Γw = 0, and thus ker Γ ∩ R n ≫0 = ∅. (ii) Let 0 ≪ z ∈ ker Γ. Define x = 1 and choose E ∈ D m via E ii = z i . Then for any matrix of exponents M ∈ R m×n (including, in particular, M = −Γ t l ), ΓE exp(M ln x) = ΓE1 = Γz = 0, and thus x is a positive equilibrium of the system. Remark D.3. A variety of conditions on a network with mass action kinetics are known to guarantee that it has a positive equilibrium for all choices of rate constants. However, ker Γ ∩ R n ≫0 = ∅ is not sufficient -see Remark 5.3B in [17] . Claims PC1 and PC2 (persistence of solutions). A "siphon" of a CRN is a nonempty proper subset Σ of the chemical species such that (under the assumption of general kinetics) if all species in Σ are absent, then no reaction is able to produce any species of Σ. Corresponding to siphon Σ is a subset of ∂R n ≥0 where all concentrations of species from Σ are zero, termed a "siphon face" in [15] ; it is easy to show (for a CRN with general kinetics) that all nonzero ω-limit points of the system lying on ∂R n ≥0 must in fact lie on siphon faces (see [8] for example). Siphons of a CRN can be enumerated by various means, and PC1 is satisfied if the system has no siphons. More generally however, it may occur that nontrivial stoichiometry classes cannot intersect siphon faces, namely PC2 is satisfied. This "structural persistence" of the CRN occurs if for each siphon face there exists a nonnegative and nonzero vector in ker Γ t orthogonal to the face, or in the terminology of [1] , each siphon contains the "support of a P-semiflow". Verification of this condition involves checking whether certain linear equalities and inequalities are satisfiable and is easily implemented computationally. Details and an example of the calculations are provided in [15] while the computations are implemented in [7] .
