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We study the evolution of multi-region bipartite entanglement entropy under locally scrambled
quantum dynamics. We show that the multi-region entanglement can significantly modify the growth
of single-region entanglement, whose effect has been largely overlooked in the existing literature. We
developed a novel theoretical framework, called the entanglement feature formalism, to organize all
the multi-region entanglement systematically as a sign-free many-body state. We further propose
a two-parameter matrix product state (MPS) ansatz to efficiently capture the exponentially many
multi-region entanglement features. Using these tools, we are able to study the multi-region entan-
glement dynamics jointly and represent the evolution in the MPS parameter space. By comparing
the dynamical constraints on the motion of entanglement cuts, we are able to identify different quan-
tum dynamics models in a unifying entanglement feature Hamiltonian. Depending on the quantum
dynamics model, we find that multi-region effects can dominate the single region entanglement
growth and only vanish for Haar random circuits. We calculate the operator-averaged out-of-time-
order correlator based on the entanglement feature Hamiltonian and extract the butterfly velocity
from the result. We show that the previously conjectured bound between the entanglement velocity
and the butterfly velocity holds true even under the influence of multi-region entanglement. These
developments could enable more efficient numerical simulations and more systematic theoretical
understandings of the multi-region entanglement dynamics in quantum many-body systems.
I. INTRODUCTION
The entanglement dynamics in quantum many-body
systems has attracted much research interest[1–21]. For
an isolated quantum many-body system described by a
pure state |Ψ〉, the bipartite quantum entanglement can
be quantified by the entanglement entropy SΨ(A), which
characterizes the amount of entanglement between a re-
gion (subsystem) A and its complement. While much
progress has been made in understanding the entangle-
ment entropy growth [7–9, 12, 21], most work is restricted
to studying single-region entanglement, namely, when A
is a single contiguous region. However, very little is
known about multi-region entanglement, where the en-
tangling region A can consist of several disjoint subre-
gions. The multi-region entanglement has been used to
reveal distinctive entanglement structures within volume-
law states[22, 23]. In this work, we will focus on the
multi-region entanglement and analyze its effects on the
entanglement dynamics.
Consider a system with N qudits, where each qudit
corresponds to a d-dimensional Hilbert space. Then the
total number of choices for the entangling region A is
2N . To organize all the 2N corresponding entanglement
entropies systematically, Ref. [24, 25] introduced the en-
tanglement feature state as a fictitious many-body state
|WΨ〉 =
∑
AWΨ(A)|A〉 that stores the entanglement fea-
tures WΨ(A) ≡ e−SΨ(A) as coefficients of the state vector.
In this way, all regions (both single- and multi-regions)
are treated on equal footing. The entanglement feature
state |WΨ〉 characterizes all the bipartite entanglement
of the physical state |Ψ〉. Ref. [22] suggested that the
entanglement feature state |WΨ〉 can be compressed in
terms of the matrix product state (MPS) [26–28], which
allows us to use much less parameters (polynomial in N)
to approximately parametrize exponentially many entan-
glement entropies in all 2N regions. In this work, we
further develop this idea and propose a two-parameter
MPS ansatz for |WΨ〉, which can capture both the area-
law and volume-law scaling for the single-region entan-
glement, while providing a systematic modeling for the
multi-region entanglement at the same time. We inter-
pret the physical meaning of the MPS parameters and
use them to define a two-dimensional phase space for dif-
ferent entanglement structures.
The entanglement feature formalism provides a uni-
fied approach to study the entanglement dynamics in
a large class of models. As proven in Ref. [25], the
time evolution of the entanglement feature state is
Markovian for any locally-scrambled quantum dynamics,
which allows us to predict the entanglement dynamics
for all regions at once by solving an (imaginary-time)
Schro¨dinger equation −∂t|WΨ〉 = HEF|WΨ〉 (or its dis-
crete version). Many of the quantum dynamics stud-
ied in the literature are locally-scrambled, including ran-
dom unitary circuits[8, 11, 12, 14], random Hamiltonian
dynamics[10, 24], and quantum Brownian dynamics[29–
32]. They all share the locally-scrambled property that
every step of the time-evolution is drawn from a random
unitary ensemble which is invariant under local (on-site)
basis transformations (as if the locally basis are sepa-
rately scrambled in each step). Using the entanglement
feature formalism, we can explore how the correspond-
ing MPS parameter of |WΨ〉 evolves, as the quantum
system thermalizes from an initial product state. We
can also study the effect of multi-region entanglement
on the entanglement dynamics. We found that the dy-
namics of single-region and multi-region entanglement
are generally coupled together. The only known excep-
tion is the random unitary circuit, where the dynamical
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2equation is closed within the single-region sector. For
generic locally-scrambled quantum dynamics, we derived
the multi-region correction to the single-region entangle-
ment dynamics.
Within the entanglement feature formalism, we can
also study the operator spreading[6, 7, 9, 12, 13, 17, 32–
36], which is closely related to the operator entanglement
of the unitary time-evolution operator. One well-studied
measure of the operator spreading is the out-of-time or-
dered correlator (OTOC) [12, 16, 37–41]. We calculate
the operator-averaged OTOC for locally-scrambled quan-
tum dynamics using the entanglement feature Hamilto-
nian. Then from the asymptotic behavior of the OTOC,
we determine the butterfly velocity vB , which charac-
terizes the effective Leib-Robinson velocity and the rate
of operator entanglement growth[30, 38, 42–44]. On the
other hand, we can also calculate the entanglement ve-
locity vE from the entanglement dynamics at different
volume-law coefficient s. By comparing vB and vE , we
check and confirm the previous conjectures about the
velocity bounds vE ≤ (ln d − |s|)vB , as proposed in
Ref. [9, 44].
This paper is organized as follows: in II, we outline
the excitation spectrum of the multi-region entanglement
continuum, such as its boundaries and the gap between
single-region and multi-region entanglements. This gap
∆ is finite in the thermodynamic limit and contributes to
the single-region entanglement dynamics. In this section,
we also propose our MPS ansatz for describing the entan-
glement of generic locally scrambled states as they evolve
from product state, through an area law phase eventu-
ally thermalizing to a volume law configuration. Despite
that the physical state’s entanglement rapidly grows as
it evolves, the corresponding entanglement feature state,
which describes the full single and multi-region entan-
glement structure, is well described by our D = 2 MPS
ansatz. The ansatz enables to calculate exactly many fea-
tures of this multi-region continuum, including its bound-
aries and gap, which then illuminates how to interpret
our MPS parameters α, θ, whose dynamics are explored
in the following section. In III, we briefly summarize the
meaning of locally scrambled quantum dynamics and the
EF Hamiltonian ansatz parameters g, β. To study Haar
random and swap circuits using an EF Hamiltonian, we
define a continuum limit for these models by analyzing
their entanglement cut (domain wall) dynamics in the
EF Hilbert space. Having defined a continuum limit for
these models, we may then focus exclusively on entan-
glement dynamics generated by the EF Hamiltonian to
study locally scrambled circuits. We find that entangle-
ment velocity, and therefore single-region entanglement
dynamics, depend on ∆ which is unique to the multi-
region continuum, and can in fact dominate the dynam-
ics. In IV, we derive the butterfly velocity from analyz-
ing the infinite temperature operator averaged OTOC,
and show large system size numerics generated by large-
D MPS that agree with our result. Lastly, we compare
our butterfly velocity with known bounds on entangle-
ment velocity proposed in Ref. [9, 44], and find that they
agree.
II. MATRIX PRODUCT STATE ANSATZ FOR
MULTI-REGION ENTANGLEMENT
A. Multi-Region Entanglement
Quantum many-body system can exhibit rich and com-
plex entanglement structures. We consider an isolated
many-body system described by a pure state |Ψ〉, and fo-
cus on the bipartite entanglement quantified by the von
Neumann or Re´nyi entanglement entropies. In this work,
we will restrict to the 2nd Re´nyi entanglement entropy,
which will admit the simplest formulation in the entan-
glement feature approach. Given the many-body state
|Ψ〉, the 2nd Re´nyi entanglement entropy over a region
A is defined as
SΨ(A) = − ln TrA ρ2A, (1)
where ρA = TrA¯ |Ψ〉〈Ψ| is the reduced density matrix
of the subsystem A. SΨ(A) characterize the amount of
entanglement between the entangling region A and its
complement A¯. Suppose the many-body system is a chain
of qudits arranged along a one-dimensional lattice. The
region A can be taken to be any subset of the qudits,
and does not need to be a continuous segment. However,
most current studies of the entanglement dynamics have
focused on the growth of entanglement entropy in a single
region or the half system. What about the multi-region
entanglement entropies? How do they evolve under non-
equilibrium quantum dynamics? Do they mutually affect
each other during the evolution? These are the problems
that we will explore in this work.
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FIG. 1. Entanglement entropy SΨ(A) by the region size |A|
for a typical many-body state on a one-dimensional lattice of
N = 16 sites. The SΨ(A) data are produced by the D = 2
MPS model at (α, θ) = ( 1
2
, pi
4
) at qudit dimension d = 2.
To study these problems, we first need to organize the
multi-region entanglement entropy SΨ(A) systematically.
If A is a single-region, we can parameterize A by its re-
gion size |A| (i.e. the number of qudits in A), because the
3entanglement entropy SΨ(A) will only depend on |A| in
the presence of translation symmetry. However for multi-
regions, the region size |A| is insufficient to parametrize
the region A, since SΨ(A) will also depend on how A
is segmented along the one-dimensional chain. Fig. 1 dis-
plays the scatter plot of the entanglement entropy SΨ(A)
with respect to the region size |A| for a typical quantum
many-body state. Data points of SΨ(A) distributes in
a dome-shaped continuum bounded between the lower
edge Smin(|A|) (in red) and the upper edge Smax(|A|) (in
blue). Given the region size |A|, the different values of
SΨ(A) originates from different segmentations of the en-
tangling region A. Because SΨ(A) always increases with
the number of entanglement cuts in A when |A| is fixed,
the lower-bound Smin(|A|) should be given by the single-
region entanglement entropy which has the least number
of entanglement cuts, while the upper-bound Smax(|A|)
should correspond to the entangling region A being dis-
joint sites separated from each other as far as possible
which has the most number of entanglement cuts. All
the multi-region entanglement entropies are distributed
between the curves Smin(|A|) and Smax(|A|), forming a
dense continuum in the thermodynamic limit N → ∞,
which might be dubbed as the multi-region continuum.
If we imagine the entanglement entropy SΨ(A) as a
kind of “energy” associated with each region A, Fig. 1 can
be viewed as an “excitation spectrum” of entangling re-
gions. It is the whole spectrum that fully characterize the
entanglement structure of the underlying quantum many-
body state |Ψ〉. Smin(|A|) describes how the “ground
state energy” varies with the region size |A|, which is
mostly discussed in the literature. But we are also cu-
rious about the “excited states” in the spectrum. For
example, S1st(|A|) describes how the “1st excited state
energy” varies with |A|, as the green curve in Fig. 1. The
entangling region A that contributes to S1st(|A|) always
contains two subregions of sizes (|A|−1) and 1, separated
by one site in between, which provides an example of the
multi-region entanglement. One may further define the
“excitation gap” between S1st(|A|) and Smin(|A|) as
∆(|A|) = S1st(|A|)− Smin(|A|). (2)
Ref. [22] found that the entropy gap ∆(|A|) plays an im-
portant role in quantifying the error-correcting capacity
in sub-thermal volume-law states. This motivates us to
further investigate the multi-region entanglement.
However, it is still challenging to organize all the 2N
entropies. To meet this challenge, we took the “entropy-
energy correspondence” farther to define the “Boltzmann
weight” for each region A
WΨ(A) = e
−SΨ(A), (3)
which was first introduced as the entanglement feature in
Ref. [24, 45]. In the case of 2nd Re´nyi entropy, the entan-
glement feature WΨ(A) = TrA ρ
2
A is simply the purity of
subsystem A. If we attempt to arrange the entanglement
features as components of a single vector, the number of
components (2N ) will be the same as that of the state
vector of a N -spin system. This motivates us to organize
the 2N entanglement features into a fictitious many-body
state, called the entanglement feature state,[25]
|WΨ〉 =
∑
[σ]
WΨ[σ]|[σ]〉, (4)
where the 2N different entangling regions A are equiv-
alently represented as the 2N Ising configurations [σ] =
(σ1, σ2, · · · , σN ) with one-to-one correspondence
σi =
{
+1 (↑) i /∈ A,
−1 (↓) i ∈ A. (5)
In this way, all regions (no matter single-regions or multi-
regions) are treated on equal footing. The entanglement
entropy of any region A can be taken back from the en-
tanglement feature state SΨ(A) = − ln 〈A|WΨ〉, where
|A〉 is the Ising basis state with down-spins in region A
and up-spins in the complement of A.
B. Matrix Product State Representation
At this point, Eq. (4) does not seem to really simplify
the problem, other than encoding the 2N entanglements
into a many-body state. However, an important obser-
vation is that the entanglement feature WΨ[σ] is always
positive. According to Ref. [46], many-body states with
positive wavefunctions in a local basis should typically
exhibit a constant-law scaling of entanglement entropy,
which is only violated in fine-tune cases. Since entan-
glement feature states |WΨ〉 always have positive com-
ponents, they should have low entanglement and should
admit efficient matrix product state (MPS)[26] represen-
tations. Here we would like clarify that the entanglement
feature state |WΨ〉 was originally introduced to describe
the entanglement property of the physical quantum state
|Ψ〉, but |WΨ〉 itself as a many-body state also has its own
entanglement properties. Given the sign-free nature of
|WΨ〉, the entanglement of |WΨ〉 should typically follow
a constant-law, regardless of the entanglement properties
of corresponding physical state |Ψ〉, although we have not
been able to strictly prove that |WΨ〉 must be constant-
law entangled in every cases. Nevertheless, as we will
see, even if the underlying physical state |Ψ〉 is a max-
imally entangled Page state (i.e. a random state in the
many-body Hilbert space), the corresponding entangle-
ment feature state |WPage〉 still remains constant-law en-
tangled and can be precisely written as a MPS with bond
dimension D = 2. Among all currently known examples,
the |WΨ〉 will be most entangled at the entanglement
transition[47–56], where it exhibits a logarithmic-law en-
tanglement. Since it requires fine-tuning to hit the en-
tanglement transition, we argue that for most cases, the
entanglement feature state should be MPS-representable.
Therefore, assuming translation symmetry, we propose
the following MPS ansatz for the entanglement feature
4state |WΨ〉
WΨ[σ] ∝ Tr
(∏
i
MσiΨ
)
, (6)
where MσiΨ is a D×D matrix that depends on σi = ±1.
We take the periodic boundary condition along the chain,
such that the product of matrices can be simply traced
over without specifying additional boundary conditions.
The right-hand-side of Eq. (6) is not properly normal-
ized yet. The normalization constant should be deter-
mined by 〈∅|WΨ〉 = 1, because the entanglement entropy
SΨ(∅) = 0 for empty region (A = ∅) must be zero. Based
on the MPS representation, we can apply efficient nu-
merical algorithms, such as the time-evolving block deci-
mation (TEBD), to simulate the entanglement dynamics
for large systems. Such numerical approach has been ex-
plored in Ref. [22] recently.
Here we would like to further investigate along the
analytic direction. We will construct the minimal MPS
model for the entanglement feature state to capture the
major features of the multi-region entanglement in Fig. 1.
In particular, we will consider the MPS ansatz with bond
dimension D = 2. We could also consider a larger bond
dimension for a stronger representation power, but for
the purpose of analytical treatment here, we would like
to keep the bond dimension as small as possible, such
that we can possibly interpret the MPS parameters in
the end. The efficacy of the D = 2 MPS is numerically
verified in Appendix A, which shows that D = 2 MPS
is already successful in capturing all the multi-region en-
tanglement over the entire thermalization process.
For D = 2, MσΨ will be a σ-dependent 2× 2 matrix of
the following form
Mσ(α,θ) = coshα I + sinhα(sin θ X + σ cos θ Z), (7)
where I,X,Z denote the identity, Pauli-x, and Pauli-
z matrices respectively. The ansatz is only controlled
by two real parameters α ≥ 0 and 0 ≤ θ ≤ pi/2. The
form in Eq. (7) can be determined based on the following
considerations:
(i) For pure state |Ψ〉, the entanglement entropy in
region A should be the same as that in the com-
plement region A¯, i.e. SΨ(A) = SΨ(A¯). This im-
plies WΨ[σ] = WΨ[−σ] for the entanglement fea-
ture, i.e. the entanglement feature state |WΨ〉 must
respect the Z2 symmetry (σ → −σ). But before
imposing the Z2 symmetry on the MPS ansatz, we
notice that the matrix MσΨ carries a gauge freedom,
since |WΨ〉 is invariant under the following gauge
transformation
MσΨ → GMσΨG−1, (8)
induced by any G ∈ GL(2,C). Therefore the
Z2 symmetry action on MσΨ will be followed by a
corresponding gauge transformation in general[57–
59]. We can choose the gauge transformation to
be G = X,[22] then the Z2 symmetry requires
MσΨ = XM
−σ
Ψ X, which can be resolved by M
σ
Ψ =
(c0I + c1X) + σ(ic2Y + c3Z). The coefficients
c0,1,2,3 ∈ R should all be real to ensure that the
resulting entanglement features are real.
(ii) We can always rescaleMσΨ by an overall factor, such
as MσΨ → cMσΨ. The factors will be absorbed into
the normalization constant in Eq. (6), which can
always be fixed by 〈∅|WΨ〉 = 1 in the end. So we
are free to set c0 = 1 by rescaling.
(iii) We can use the gauge freedom to eliminate c2 (as a
gauge fixing) by performing the gauge transforma-
tion of G = aI+bX, where a, b can be any solution
of a2 + b2 − 2abc3/c2 = 0.
(iv) The remaining parameters c1 and c3 can be
parametrized by an positive amplitude c ≥ 0 and
an angle θ following c3 + ic1 = c e
iθ, such that
MσΨ = I + c(sin θX + σ cos θZ). Using the gauge
transformation of G = Z or G = X, we can flip
the sign of the coefficient in front of X or Z inde-
pendently. Thus we can make both sin θ and cos θ
positive. So we only need to consider 0 ≤ θ ≤ pi/2.
(v) Now the eigenvalues of MσΨ are 1 ± c. To ensure
that the entanglement features WΨ[σ] are positive,
we must at least require both eigenvalues to be pos-
itive. If, for example, c > 1 and θ = 0, we can
show that the single-site entanglement feature will
become negative. Thus we should have 0 ≤ c < 1,
so that c can be rewritten as c = tanhα.
Thus we end up with the final form in Eq. (7) (up to
additional rescaling by coshα).
C. Edges of Multi-Region Continuum
The MPS ansatz Eq. (7) provides a minimal model for
all the 2N entanglement entropies in terms of two real
parameters (α, θ),
S(α,θ)[σ] = − ln Tr
(∏
i
Mσi(α,θ)
)
+ S0, (9)
where the background entropy S0 = ln(2 coshαN) is at-
tached to ensure the entanglement entropy S(α,θ)(∅) = 0
vanishes for empty region (which corresponds to properly
normalize the entanglement feature state). Fig. 1 is actu-
ally generated by Eq. (9) at (α, θ) = ( 12 ,
pi
4 ), which demon-
strated that the minimal model can describe the multi-
region continuum. In particular, we can determine both
its lower edge Smin(|A|) and its upper edge Smax(|A|),
see Appendix B for derivation. The lower edge is given
by the single-region configuration,
Smin(|A|) = − ln Tr(M↓)|A|(M↑)N−|A| + S0
= − ln ( sin2 θ + cos2 θ coshα(N−2|A|)coshαN ). (10)
5The upper edge corresponds to the entangling region A
of equally spaced single sites. Given the region size |A|,
the region A will be a disjoint union of |A| sites sepa-
rated from their neighbors by N/|A| − 1 sites (see the
blue inset of Fig. 1). Ignoring the subtlety of the possible
incommensurability between |A| and N , the upper edge
for |A| < N/2 should read
Smax(|A|) = − ln Tr
(
M↓(M↑)N/|A|−1
)|A|
+ S0
= − ln cosh η|A|
coshαN
,
(11)
where η also depends on |A| and is given by cosh η =
sin2 θ cosh αN|A| +cos
2 θ cosh α(N−2|A|)|A| . For |A| > N/2, we
simply take its Z2 reflection Smax(|A|) = Smax(N − |A|).
In the thermodynamic limit N → ∞, Eq. (10) and
Eq. (11) reduce to (see Appendix B)
Smin(|A|) = − ln(sin2 θ + cos2 θ e−2α|A|),
Smax(|A|) = − ln(sin2 θ + cos2 θ e−2α)|A|.
(12)
Usually when we discuss the area-law v.s. volume-law
entanglement, we are talking about the scaling of the
lower edge Smin with respect to |A|. Here we could also
talk about the scaling of the upper edge Smax, which,
according to Eq. (12), is always volume-law (even for
the area-law state). Such behavior is rather trivial to
understand, as the “area” |∂A| is proportional to the
volume |A| in this case. So let us focus on the lower
edge, which generally exhibits an area-law scaling (un-
less θ = 0), as Smin gradually saturates to −2 ln sin θ for
large |A|. Only when θ = 0, the lower edge also ex-
hibits a volume-law scaling and coincides with the upper
edge, i.e. Smin(|A|) = Smax(|A|) = 2α|A|, such that the
multi-region continuum is squeezed to vanish in this case.
However, we should mention that the vanishing multi-
region continuum for all volume-law states is an artifact
of the D = 2 MPS model. When a non-vanishing multi-
region continuum appears on top of the volume-law lower
edge Smin, it implies that the volume-law state has a
non-trivial quantum error correcting capacity, which has
been discussed in Ref. [22, 53]. As a minimal model, the
D = 2 MPS ansatz has too few parameters to capture the
error-correcting properties in the volume-law state. If we
extend the MPS ansatz to higher bond dimension D > 2,
the error-correcting volume-law state can be described as
well (as has been shown in Ref. [22]).
D. Physical Meaning of MPS Parameters
To describe the overall shape of the multi-region con-
tinuum, we define the following two characteristic quanti-
ties (as illustrated in Fig. 1): the area-law plateau height
of the lower edge Smin(|A|)
h ≡ Smin(N/2)
ln d
= − logd sin2 θ, (13)
and the volume-law coefficient of the upper edge
Smax(|A|)
k ≡ lim
|A|→0
∂|A|Smax(|A|)
ln d
= − logd(sin2 θ + cos2 θ e−2α),
(14)
where logd denotes the logarithm of base d (and d is
the qudit dimension). The other way round, the MPS
parameters (α, θ) can also be expressed in terms of the
height h and the slope k as
α =
1
2
ln
dh − 1
dh−k − 1 ,
θ = arcsin d−h/2.
(15)
Now the physical meaning of the MPS parameters be-
comes clear. The θ parameter is directly determined by
the area-law plateau height h. For product states, h = 0,
hence θ = pi/2. For generic area-law states, h ≥ 0 is pos-
itive, hence 0 < θ ≤ pi/2. For volume-law state, h → ∞
(the area-law plateau never appears), hence θ = 0. We
summarize these cases in Fig. 2(a). Once θ is fixed, the re-
maining parameter α will be set by the slope k of the up-
per edge. In particular, for the volume-law state (θ = 0),
α is directly related to the volume-law coefficient k by
α = 12k ln d, which is half of the entanglement entropy of
a single qudit.
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FIG. 2. Feasible domain of MPS parameters (α, θ) at different
qudit dimensions: (a) d = 2, (b) d = 4, (c) d = 16. The back-
ground color indicates the upper edge volume-law coefficient
k.
As the volume-law coefficient approaches unity (k =
1), the system reaches the maximally entangled Page
state (α, θ) = (12 ln d, 0), where the MPS ansatz in Eq. (7)
reduces to MσPage = I +
d−1
d+1σZ, which gives the ex-
act description of the Page state entanglement features
|WPage〉. Although the underlying physical state |Ψ〉 is
highly entangled, its entanglement features can still be
captured by a low-entanglement MPS efficiently, because
6it generally takes much less entanglement resources to de-
scribe the entanglement property of a many-body state
|Ψ〉 than the state itself. Therefore using the MPS ap-
proach, we can achieve a huge compression of the many-
body entanglement features. Just starting from two char-
acteristic quantities h and k, the MPS ansatz Eq. (9) can
provide a comprehensive modeling of entanglement en-
tropies in all the 2N possible regions (see Fig. 1), demon-
strating the prediction power of the MPS model. So,
within the MPS model, the question of how entangle-
ment entropies evolve in different regions boils down to
how MPS parameters (such as α, θ) evolve, which will be
investigated in more details soon.
Before discussing the entanglement dynamics, let us
first determine the feasible domain of the MPS param-
eters. A non-trivial constraint comes from the require-
ment that the volume-law coefficient k ≤ 1 must not
exceed one, because the entanglement entropy of a single
qudit can not be greater than ln d. According to Eq. (15),
k ≤ 1 implies
(d cos 2θ + 1) tanhα ≤ d− 1. (16)
This inequality further restricts the primitive domain of
α ≥ 0 and 0 ≤ θ ≤ pi/2, leading to the feasible domain
shown in Fig. 2. The shape of the feasible domain varies
with the qudit dimension d, as illustrated in Fig. 2(b,c).
In the following section, we will study the evolution of
the entanglement feature state under locally scrambled
quantum dynamics. Using the MPS ansatz developed in
this section, we will be able to represent the evolution
in the MPS parameter space, which will provide an in-
tuitive picture of how the quantum system thermalizes
with time.
III. ENTANGLEMENT DYNAMICS IN
LOCALLY SCRAMBLED QUANTUM SYSTEMS
A. Entanglement Feature Formalism
Let us put aside the MPS model shortly and dis-
cuss the dynamics of generic entanglement feature state
|WΨ〉. In the entanglement feature formalism, |WΨ〉 cap-
tures the entanglement entropies over all regions for a
given quantum many-body state |Ψ〉. As the state |Ψ〉
evolves in time, so does its corresponding entanglement
feature state |WΨ〉. Ref. [25] has proven that the entan-
glement dynamics will be governed by an imaginary-time
Schro¨dinger equation
− ∂t|WΨ〉 = HEF|WΨ〉, (17)
if the underlying quantum dynamics is locally scram-
bled. A quantum dynamics |Ψ〉 → U |Ψ〉 is said to be
locally scrambled, if each step of the unitary evolution
U is drawn from a ensemble whose probability mea-
sure P (U) is invariant under local basis transformations,
i.e. P (U) = P (V UV †) for all V =
∏
i Vi with arbitrary
Vi ∈ U(d) on site-i. Examples of locally scrambled quan-
tum system include random unitary circuits[8, 11, 12, 14],
random Hamiltonian dynamics[10, 24], and quantum
Brownian dynamics[29–32]. Because local basis informa-
tion is fully scrambled at each step of the time-evolution,
the entanglement dynamics will be Markovian, which can
be described by the entanglement feature Hamiltonian
HEF following Eq. (17).
As derived in Ref. [25], up to the nearest neighbor cou-
pling on a one-dimensional lattice, HEF should take the
following general form (as a many-body spin model)
HEF = g
∑
〈ij〉
1− ZiZj
2
e−δ(Xi+Xj)−βXiXj , (18)
so as to preserve the Z2 symmetry and the normaliza-
tion of |WΨ〉 under the entanglement dynamics and to
respect the time-reversal symmetry. Here Xi and Zi are
Pauli operators acting on site-i. The parameter δ is fixed
by the qudit dimension d via tanh δ = 1/d, and HEF is
only controlled by two free parameters g and β. The
parameter g sets the time-scale and determines how fast
the dynamics will happen on the overall scale. The pa-
rameter β is tied to the type of the quantum dynamics.
A few examples are listed in Tab. I. Unlike conventional
spin models, HEF contains a projection operator
1−ZiZj
2
on each bond, which imposes dynamic constraints on the
motion of domain walls[60, 61]. We will discuss its effect
on the entanglement dynamics later.
TABLE I. Examples of locally scrambled quantum dynamics
and their corresponding β value (in terms of tanhβ).
Type of quantum dynamics tanhβ
Quantum Brownian dynamics 0
Random unitary circuit (continuum limit) 1/d2
Fractional swap circuit (continuum limit, x→ 1) 1
B. Locally Scrambled Quantum Dynamics
Let us briefly review some important examples of lo-
cally scrambled quantum dynamics, in order to gain some
intuition about the parameter β. The first example is the
quantum Brownian dynamics (also known as the Brown-
ian random circuit)[29], where the quantum many-body
state |Ψ〉 evolves under a time-dependent random Hamil-
tonian following |Ψ〉 → e−iHtdt|Ψ〉, with
Ht =
∑
〈ij〉
Jabt,ijT
a
i T
b
j , (19)
where T ai (for a = 1, 2, · · · , d2) are U(d) generators on
site i with the normalization TrT a†i T
b
i = δ
ab, and the
couplings Jabt,ij are independently drawn for each time t
and indices i, j, a, b from a Gaussian distribution with
7zero mean and d−2 variance. According to Ref. [25], the
corresponding entanglement dynamics (the evolution of
|WΨ〉) is precisely described by Eq. (18), with g = 2(1−
d−2) and β = 0.
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FIG. 3. (a) Random unitary circuit. (b) Fractional swap cir-
cuit. Each color block represents an independent Haar ran-
dom unitary gate. The fractional swap gate is depicted as
swap gate to the fractional power x.
The next example is the random unitary circuit[8], de-
picted in Fig. 3(a). The physical quantum state |Ψ〉 →
Ut|Ψ〉 evolves by the application of random unitary gates
layer-by-layer (Ut denotes the whole layer of gates on an
equal-time slice at time t), where each gate is indepen-
dently drawn from two-qudit Haar random unitary en-
semble. As a quantum circuit model, the time is discrete
(each layer is a step in time) and the corresponding entan-
glement dynamics is described by the following transfer
matrix[25]
|WΨ〉 →
∏
〈ij〉∈Λ±
THaarij |WΨ〉,
THaarij = 1− 1−ZiZj2
(
1− dd2+1 (Xi +Xj)
)
,
(20)
where Λ+ (Λ−) denotes the collection of even (odd)
bonds which are chosen alternately following the brick-
wall pattern of the circuit. Another circuit model is the
fractional swap circuit, as illustrated in Fig. 3(b), which
was first introduced in Ref. [25]. It is constructed by a
layer of fractional swap gates (i.e. swap gates to the frac-
tional power x ∈ [0, 1]: SWAPx = 1+eixpi2 + 1−e
ixpi
2 SWAP)
followed by a layer of on-site Haar random unitary gates,
and so on. The corresponding entanglement dynamics is
described by the following transfer matrix[25]
|WΨ〉 →
∏
〈ij〉∈Λ±
T SWAP
x
ij |WΨ〉,
T SWAP
x
ij = 1− 1−ZiZj2 (u− v(Xi +Xj) + wXiXj),
(21)
where (u, v, w) = (d2a− b, da− db, a− d2b)/(d2− 1) with
a = (2− sin2 xpi2 ) sin2 xpi2 and b = sin4 xpi2 . In the limit of
x→ 1, the fractional swap gate reduces to the swap gate
and (u, v, w) → (1, 0,−1), such that the transfer matrix
takes a simpler form
T SWAPij = 1− 1−ZiZj2 (1−XiXj). (22)
This limit may be called the swap circuit model, which
was proposed[25] to mimic the entanglement dynamics in
integrable conformal field theories (CFT) where entan-
glement spreads with the ballistic propagation of quasi-
particles[33, 62, 63].
C. Causal Structure and Continuum Limit
To make connection to the continuous-time entangle-
ment dynamics described by HEF, we would like to take
the continuum limit of the transfer matrixes THaar and
T SWAP. In general, it is unclear how to define the con-
tinuum limit for discrete circuit models, but for the ran-
dom unitary circuit and the swap circuit dynamics, we
can use their definitive causal structure to pin down the
corresponding parameter β in HEF, hence obtaining the
continuum version of their entanglement dynamics.
… …
…
…
…
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…
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FIG. 4. Classification of entanglement regions A by their
volumes |A| and areas |∂A| on a N = 6 lattice.
To reveal the structure of the entanglement feature
Hilbert space spanned by the entanglement region basis
states |A〉, we classify the entanglement region A by its
volume |A| (the number of sites in A) and its area |∂A|
(the number of entanglement cuts, also twice of the num-
ber of entanglement regions). In this way, the Hilbert
space is partitioned into sectors labeled by (|A|, |∂A|), as
tabulated in Fig. 4. We would like to understand how
the entanglement feature transfer matrix connects differ-
ent sectors of the Hilbert space. Since the entanglement
dynamics is Z2 symmetric, we only need to keep track
of the Z2 invariant objects, which are the entanglement
cuts (domain walls of Ising spins). Therefore the multi-
region entanglement dynamics is essentially a many-body
dynamics of entanglement cuts.
Given the transfer matrix in Eq. (20) or Eq. (22), the
basic moves of entanglement cuts can be read out and
summarized in Fig. 5. The column (a) in Fig. 5 indi-
cates whether a process is allowed (checked) or forbidden
(crossed) by the transfer matrix THaar for the random
unitary circuit defined in Eq. (20). The entanglement
cuts are free to move along the lattice and can be cre-
ated in pairs. But once created, they can not be anni-
hilated, as the pair annihilation process is forbidden. As
a result of this dynamical constraint, the entanglement
8hopping v-term
pair creation v-term
pair annihilation --
pair hopping w-term
triple division w-term
triple fusion w-term
Cut dynamics (a) (b) (c)
FIG. 5. Dynamical constraints on the entanglement cut mo-
tion in (a) random unitary circuit THaar, (b) swap circuit
T SWAP. (c) Corresponding terms in HEF that leads to the cut
dynamics.
features in the lower-|∂A| sectors can only affect those
in the higher-|∂A| sectors (via pair creation), but not the
other way round, as shown in Fig. 6(a). In particular, the
single-region entanglement is not affected by the multi-
region entanglement under the entanglement dynamics,
which is a unique property of the random unitary circuits.
Similar analysis can be done for the swap circuit, de-
scribed by the transfer matrix T SWAP in Eq. (22). As
shown in Fig. 5(b), a single entanglement cut can not
move but a pair of them can hop together; moreover,
pairs of entanglement cuts can only be created or an-
nihilated in the presence of the third cut via the triple
division or fusion process. One can see that these moves
conserve the region volume |A|, so the entanglement dy-
namics only happens within each |A| sector separately,
as illustrated in Fig. 6(b).
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0 1 2 3 4 5 6 A0
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∂A (b) TSWAP
FIG. 6. Causal structure in the entanglement feature Hilbert
space for (a) random unitary circuit, (b) swap circuit. Each
note represents a (|A|, |∂A|)-sector. The entanglement fea-
tures in one sector will only affect those in the other sector
along the causal flow (indicated by arrows).
The causal structures in Fig. 6 can be formulated as
the following algebraic conditions,
P|∂A|≤2kTHaarP|∂A|>2k = 0 (k = 0, 1, · · · , N/2),
[P|A|=n, T SWAP] = 0 (n = 0, 1, · · · , N),
(23)
where P··· denotes the projection operator that projects
to the subspace specified by its subscript. We expect
their corresponding continuum limit to respect the same
causal structure. We assume that the continuous-time
entanglement dynamics will be described by the entan-
glement feature Hamiltonian in Eq. (18), which can be
equivalently written as the following expanded form
HEF =
∑
〈ij〉
1− ZiZj
2
(u− v(Xi +Xj) + wXiXj), (24)
with parameters u, v, w related to g, β as uv
w
 = g coshβ
d2 − 1
 d2 − tanhβd− d tanhβ
1− d2 tanhβ
 . (25)
The dynamic process associated to v and w terms are
listed in Fig. 5(c). For random unitary circuit, the causal
structure requires
P|∂A|≤2kHEFP|∂A|>2k = 0 (k = 0, 1, · · · , N/2), (26)
which implies w = 0 and hence tanhβ = 1/d2. For swap
circuit (as the x→ 1 limit of the fractional swap circuit),
the causal structure requires
[P|A|=n, HEF] = 0 (n = 0, 1, · · · , N), (27)
which implies v = 0 and hence tanhβ = 1. These
parameter correspondences are also obvious by com-
paring the dynamical constraints between Fig. 5(a,b)
and Fig. 5(c). By comparing the u, v, w parameters
in Eq. (21) and those in Eq. (25), we conjecture that
tanhβ = sin2 xpi2 /(2 − sin2 xpi2 ) for the fractional swap
circuit at fraction x.
In conclusion, we define the continuum limit of random
circuit models according to their definitive causal struc-
tures. The results are summarized in Tab. I, which pro-
vides us some intuitions about the meaning of β. How-
ever, as a free parameter in HEF, β can take any real
positive value in general. We are not yet clear what will
be (or how to define) the corresponding microscopic cir-
cuit models beyond the examples listed in Tab. I, but
this might also be an advantage of the entanglement fea-
ture formalism, which allows us to investigate the univer-
sal behavior of entanglement dynamics at a higher level
without much knowledge about underlying model details.
D. Flow of MPS Parameters
Having clarified the entanglement feature formalism
−∂t|WΨ〉 = HEF|WΨ〉 and specified the entanglement
feature Hamiltonian HEF in Eq. (18), we set out to
solve the Schro¨dinger equation to study the entangle-
ment dynamics. However, as a many-body problem,
the Schro¨dinger equation is hard to solve analytically.
Ref. [25] has analyzed the long-time asymptotic behavior
of the entanglement dynamics (correspond to the “low-
energy” physics of HEF), where it was found that all
9systems will thermalize to the Page state under locally
scrambled quantum dynamics with the thermalization
(relaxation) time τ given by τ−1 = 2g coshβ(1 − 1/d)2.
Here we would like to pursuit a different direction by rep-
resenting the entanglement feature state |WΨ〉 as an MPS
and exploring the flow of MPS parameters induced by the
entanglement dynamics. This is in line with the MPS-
based time dependent variational principle (TDVP)[64–
68] developed to simulate quantum many-body dynam-
ics.
The classical dynamics of the MPS parameter q ≡
(α, θ) (unified as q) follows from (see Appendix C for
derivation)
− 〈∂qiWΨ|W−11 |∂qjWΨ〉q˙j = 〈∂qiWΨ|W−11 HEF|WΨ〉,
(28)
where |WΨ〉 is given by the MPS ansatz in Eq. (6)
and Eq. (7), HEF is given by Eq. (18). The operator
W−11 = (tanh δ sinh δ)
Ne−δ
∑
iXi is a non-trivial metric
that maps a state |WΨ〉 to its dual state 〈WΨ|W−11 in
the dual Hilbert space (since the entanglement feature
Hamiltonian HEF is not Hermitian, the state vector and
its dual vector do not coincide)[69]. By solving Eq. (28)
numerically (see Appendix C for details), we can map out
the flow of MPS parameters in the parameter space as
shown in Fig. 7 for different types of dynamics specified
by the β parameter in HEF.
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FIG. 7. Flow of MPS parameters under the entanglement
dynamics at (a) β = 0, (b) β = 1, (c) β = 2, in the thermo-
dynamic limit N → ∞ with d = 2 qudit dimension. Curve
color indicates the flow speed.
As one can see in Fig. 7, for various choice of the β
parameter, the MPS parameters all flow to the universal
fixed point (α, θ) = ( 12 ln d, 0) which corresponds to the
Page state. But the evolution typically divides into two
distinct stages. In the early stage (in red), the parame-
ters quickly converge to a mainstream curve. The process
is characterized by a large flow speed ‖q˙‖. Then in the
late stage (in blue), the parameters slowly flow along the
mainstream towards the Page state fixed point, with a
flow speed ‖q˙‖ orders of magnitude smaller than that of
the early stage. The mainstream curve (the central blue
curve in Fig. 7) exhibits a systematic dependence on β.
We recover the multi-region continuum of entanglement
entropies from the MPS parameters (α, θ) along the evo-
lution trajectory, as illustrated in Fig. 8. Starting from a
product state Fig. 8(a), where SΨ(A) = 0 in all regions
(such that Smax = Smin = 0). Under the early stage evo-
lution, the upper edge Smax quickly evolves to a volume-
law curve, while the lower edge Smin remains almost the
same near zero, which establishes the multi-region con-
tinuum between Smin and Smax as in Fig. 8(b). Then the
evolution enters the late stage, where the area-law lower
edge Smin gradually catches up and finally approaches
the (volume-law) Page curve together with Smax as in
Fig. 8(c). We can thus identify the early (late) stage evo-
lution with the local (global) thermalization.
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FIG. 8. Evolution of the entanglement entropy contin-
uum along a typical trajectory in the MPS parameter space
through (a) the initial product state, (b) the intermediate
area-law state, and (c) the final Page state. The red (blue)
curves outlines the bottom Smin and top Smax edges of the
continuum, which coincide in (a,c). (a-b) the early stage and
(b-c) the late stage evolutions are distinct.
To characterize the two evolution stages more quanti-
tatively, we investigate the behavior of the entropy gap
∆(|A|) = S1st(|A|)− Smin(|A|), which was introduced in
Eq. (2). Using the MPS representation of the entangle-
ment feature state, the “1st excited” entanglement en-
tropy S1st(|A|) is given by
S1st(|A|) = − ln Tr(M↓)|A|−1M↑M↓(M↑)N−|A|−1 + S0,
(29)
while Smin(|A|) was given in Eq. (10). By definition, the
entropy gap is positive, i.e. ∆(|A|) ≥ 0. It characterizes
the minimal deviation of the multi-region entanglement
from the single-region entanglement, which reflects the
prominence of the multi-region entanglement. In both
the short-time t → 0 and long-time t → ∞ limits, the
entropy gap vanishes ∆(|A|) = 0 as the whole multi-
region continuum collapses. During the time-evolution,
as shown in Fig. 9, the entropy gap ∆(|A|) first increases
in the early stage as the multi-region continuum gets es-
tablished, and then decreases in the late stage as Smin
catches up with Smax and wipes out the continuum. The
decrease of ∆(|A|) happens gradually from small region
to large region as thermalization progresses in the sys-
tem.
In conclusion, by studying the evolution of MPS pa-
rameters, we effectively parametrize the evolution of all
the multi-region entanglement entropies approximately.
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FIG. 9. Time-evolution of the entropy gap ∆(|A|) for different
dynamics at (a) β = 0, (b) β = 1, (c) β = 2 (assuming g = 1).
Curves of different colors correspond to different |A|/N ratio.
We find that the two-stage evolution is universal for all
types of locally scrambled quantum dynamics, however
dynamic details are different for different types of dy-
namics as specified by different β values.
E. Effect of Multi-Region Entanglement on
Entanglement Velocity
Despite of the concise and effective MPS description of
the multi-region entanglement on the overall level, it is
still not transparent how the multi-region entanglement
affects the entanglement dynamics and in what circum-
stance is it important to consider the multi-region en-
tanglement. We will analyze these problems from the
perspective of single-region entanglement dynamics.
As discussed in Sec. III C, entanglement entropies from
different |∂A|-sectors are causally related under the en-
tanglement dynamics, so it is generally not possible to
write down a close-form equation for the evolution of
the single-region entanglement entropy. Only in the
special case of tanhβ = 1/d2 (corresponding to the
random unitary circuit), the single-region entanglement
is not affected by the multi-region entanglement, such
that a close-form equation within the single-region sector
(|∂A| = 2) becomes possible. Earlier works[9, 11, 70] that
formulated the single-region entanglement dynamics are
indeed based on the random unitary circuit model (either
explicitly or implicitly). Once we deviate from this spe-
cial point, the multi-region entanglement will enter the
dynamic equation for the single-region entanglement. We
will explore its effect in the following.
Our starting point is the entanglement feature formal-
ism, where the entanglement entropy is given by SΨ(A) =
− ln 〈A|WΨ〉 with |A〉 being the basis state labeled by the
entanglement region A. From −∂t|WΨ〉 = HEF|WΨ〉, we
have
∂tSΨ(A) =
〈A|HEF|WΨ〉
〈A|WΨ〉 . (30)
Due to the dynamic constrained imposed by the projec-
tion operator
1−ZiZj
2 in the entanglement feature Hamil-
tonian HEF, when HEF acting on 〈A| from the right, only
those terms across the entanglement cuts of the region A
are active. So if the number of entanglement cuts |∂A| is
small, the corresponding dynamics will be simple. The
simplest non-trivial case is the dynamics of the single-
region entanglement entropy Smin(|A|). Applying the
general formula Eq. (30) to Smin(|A|), the single-region
entanglement growth follows
∂tSmin(|A|) = 2Γ
(
∂|A|Smin(|A|)
)
+ 2Ω
(
∆(|A|)),
Γ(s) = ge−β
d2 + 1
d2 − 1
(
1− 2d
d2 + 1
cosh s
)
,
Ω(∆) =
g coshβ
d2 − 1 (d
2 tanhβ − 1)(1− e−∆).
(31)
The first term Γ(s) describes the dynamics within the
single-region sector, which depends on the single-region
entanglement entropy gradient s(|A|) ≡ ∂|A|Smin(|A|).
The second term Ω(∆) describes the contribution of
multi-region entanglement, which depends on the entropy
gap ∆(|A|) introduced previously in Eq. (2). The factor
2 in front of both terms comes from the two entangle-
ment cuts associated with a single-region A. The effect of
the multi-region entanglement on the single-region entan-
glement dynamics enters explicitly from the Ω(∆) term,
which could be of the same order as Γ(s) in general. How-
ever, only at one special point, i.e. tanhβ = 1/d2, does
the multi-region effect strictly vanishes Ω(∆) = 0, where
Eq. (31) reduces to
∂tSmin(|A|) = 2Γ
(
∂|A|Smin(|A|)
)
, (32)
which recovers the result in Ref. [8, 9]. This point corre-
sponds to the random unitary circuit dynamics, where
the entanglement dynamics admits the causal struc-
ture in Fig. 6(a), that the single-region entanglement
is not causally affected by the multi-region entangle-
ment, therefore one can arrive at a closed-form equation
Eq. (32) within the single-region sector. Away from the
tanhβ = 1/d2 point, Eq. (32) is incomplete, we will need
to take into account the effect of multi-region entangle-
ment as in Eq. (31).
To make broader connections, we study the entangle-
ment velocity vE, which is defined to be the growth rate
of the entanglement entropy in half-infinite region on an
open chain (with only one entanglement cut in the middle
of the chain). It is therefore half of the entropy growth
rate ∂tSmin in Eq. (31), i.e. vE =
1
2∂tSmin. Ref. [9, 44]
proposed the entanglement velocity vE(s) = Γ(s) as a
function of the entropy gradient s. However, in more
general cases, the entanglement velocity vE(s,∆) could
also be affected by the multi-region entanglement, char-
acterized by the entropy gap ∆,
vE(s,∆) = Γ(s) + Ω(∆). (33)
There is no definitive relation between the entropy gap
∆ and the entropy gradient s = ∂|A|Smin. However, as we
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collect data of (s,∆) pairs over different region sizes |A|
at different times t under different dynamics β from dif-
ferent initial conditions, we find that they mostly lies in
a triangle region, as depicted in Fig. 10(a) and described
by
1− e−∆ . (1− 1/d)2(1− |s|/ ln d). (34)
In fact, most of the data points concentrate along the
triangle edges. A few outliers only appear at the tip of
the triangle near s = 0, which are generated in the early
stage local thermalization (which will not show up in the
coarse-grained long-time dynamics). The magnitude of
the entropy gradient can be interpreted as the entropy
density |s|, which can not exceed ln d, as each qudit can at
most contribute ln d entanglement entropy. The triangle
region shape is only affected by the qudit dimension d as
shown in Fig. 10(b).
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FIG. 10. (a) Collections of s and ∆ (in terms of 1 − e−∆)
under locally scrambled quantum dynamics at d = 2. Data
points mostly distributes within a triangle region. (b) The
triangle region for different qudit dimensions d.
Given the result in Eq. (33) and the bound in Eq. (34)
and the definition , we can derive the following bound for
the entanglement velocity
vE(s,∆) ≤
{
Γ(s) tanhβ ≤ 1/d2,
Γ(s) + Ω˜(s) tanhβ > 1/d2,
(35)
where Ω˜(s) is the upper-bound for Ω(∆) in terms of s,
Ω˜(s) =
g(d− 1)
d2(d+ 1)
(d2 sinhβ − coshβ)
(
1− |s|
ln d
)
. (36)
For tanhβ ≤ 1/d2, Ω(∆) is negative, meaning that the
multi-region entanglement tends to slow down the en-
tropy growth in this case, so vE is still bounded by Γ(s)
from above. For tanhβ > 1/d2, Ω(∆) is positive, mean-
ing that the multi-region entanglement will speed up the
entropy growth. Especially for large β, Ω(∆) can be
much greater than Γ(s) and dominates the contribution
to vE. In this case, we should bound vE by Γ(s) + Ω˜(s),
where Ω˜(s) provides an upper bound for Ω(∆) according
to the observation in Eq. (34). In the following, we will
further calculate the butterfly velocity vB and compare it
with vE to examine the validity of the velocity inequality
vE ≤ (ln d− |s|)vB proposed in Ref. [44].
IV. OPERATOR DYNAMICS IN LOCALLY
SCRAMBLED QUANTUM SYSTEMS
A. Out-of-Time-Order Correlator
The entanglement feature formalism not only describes
the entanglement dynamics of quantum states, but also
applies to the dynamics of operator spreading under lo-
cally scrambled quantum systems. Let U(t) describe the
unitary time evolution operator by time t. In the Heisen-
berg picture, a local Hermitian operator Oi on site-i will
evolve as Oi(t) = U(t)OiU(t)
†. We are interested in the
operator-averaged out-of-time-order correlator (OTOC)
at infinite temperature
OTOC(i, j; t) = E
Oi,Oj
TrOi(t)OjOi(t)Oj , (37)
which provides one way to quantify scrambling by prob-
ing how an operator Oi(t) grows with time. For locally
scrambled quantum dynamics, the operator Oi(t) is ex-
pected to expand ballistically with a butterfly velocity
vB, which, in this case, is also the Lieb-Robinson veloc-
ity as the OTOC is calculated in the infinite temperature
limit. The butterfly velocity vB can be extracted from
the causal light-cone-like structure of the OTOC in the
spacetime. We will calculate it using the entanglement
feature formalism as follows.
The operator-averaged OTOC only depends on the op-
erator entanglement of the unitary evolution U(t)[41, 71],
which can be captured by the entanglement feature op-
erator WU(t), defined as
WU(t) =
∑
A,A′
|A〉e−SU(t)(A,A′)〈A′|, (38)
where SU(t)(A,A
′) denotes the entanglement entropy of
the operator U(t) (under the operator-state mapping)[6,
33, 38, 72] over region A′ on the input (past) side and
region A on the output (future) side. As derived in
Ref. [24], the OTOC in Eq. (37) can be obtained from
the entanglement feature operator WU(t) as
OTOC(i, j; t) = d−(N+2)〈i|WU(t)P |j〉, (39)
where |i〉 denotes the Ising basis state |[σ]〉 with a down-
spin at site-i and up-spin elsewhere, i.e. σi = −1 and
σj = +1 for j 6= i, and P =
∏
iXi is the global spin flip
operator.
Now we restrict U(t) to the locally scrambled quan-
tum dynamics, whose corresponding entanglement dy-
namics is described by the entanglement feature Hamil-
tonianHEF, then according to Ref. [25], the entanglement
feature operator WU(t) will be given by
WU(t)W
−1
1 = e
−tHEF . (40)
So the OTOC in Eq. (39) can be expanded as
OTOC(i, j; t) = d−(N+2)〈i|e−tHEFW1P |j〉
=
∞∑
k=0
(−t)k
k!dN+2
〈i|HkEFW1P |j〉,
(41)
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where W1 =
∏
i(d
2 + dXi) is the entanglement feature
operator for the identity operator. For convenience, we
define x ≡ |i − j| to be the distance between i and j
sites, and the OTOC will only depend on x (and t) given
the translation symmetry of HEF. For the k = 0 term,
〈i|W1P |j〉 = dN+2 naturally cancels the denominator.
For k > 0 terms, the first non-vanishing contribution
comes at the k = x order, because it takes at least x
steps of local operations in Fig. 5 to transform |j〉 to |i〉
(by moving the entanglement cuts all the way from j to
i). Careful analysis shows that to the leading order in
time, we have
OTOC(x, t) = 1−(1−d−2) (tg coshβ)
x
x!
+O(tx+1). (42)
Its detailed derivation can be found in Appendix D.
B. Butterfly Velocity and Velocity Inequality
To extract the butterfly velocity vB , we examine the
velocity-dependent OTOC[43] by setting x = vt in
OTOC(x, t). If v happens to match the butterfly ve-
locity, the OTOC will remain constant along the velocity
cut in the long time limit (as the OTOC is riding on the
kink front of the light-cone). According to Eq. (42),
lim
t→∞OTOC(vt, t) = limt→∞ 1− (1− d
−2)
(g coshβ
v
)vt
,
(43)
such that a finite limit of limt→∞OTOC(vt, t) (i.e. nei-
ther vanishing or diverging) is achieved when and only
when (g/v) coshβ = 1, thus the butterfly velocity reads
vB = g coshβ. (44)
We can verify this result by MPS-base numerical eval-
uation of Eq. (39). We start with the MPS representation
of the initial state W1P |j〉 and apply the evolution op-
erator e−tHEF =
∏
e−δtHEF in its Trotterized form. Fol-
lowing the time evolving block decimation (TEBD)[73–
75] algorithm, we update the MPS tensors by truncated
singular value decomposition method. The final MPS
state is then overlapped with the 〈i| state to extract the
OTOC. The result is shown in Fig. 11, which confirms
the expression Eq. (44) of the butterfly velocity vB .
We can compare the butterfly velocity vB and the en-
tanglement velocity vE(s,∆) to test the following veloc-
ity inequality
vE(s,∆) ≤ (ln d− |s|)vB , (45)
which was originally proposed in Ref. [44] in the context
of AdS/CFT and in Ref. [9, 19] for the membrane models
of entanglement growth. Based on our previous discus-
sion, we have known that the entanglement velocity not
only depends on single-region entanglement features like
the entropy gradient s = ∂|A|Smin, but also depends on
multi-region entanglement features like the entropy gap
v B
= g cos
h β
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FIG. 11. OTOC for locally scrambled quantum dynamics at
g = 1 and β = 0.5 on a 100-site lattice, calculated by the
MPS-based numerical approach with a MPS bond dimension
D = 192.
∆ defined in Eq. (2). We would like to check if vE(s,∆)
can be universally bounded by the ∆-independent right-
hand-side (ln d− |s|)vB of Eq. (45).
Given the entanglement velocity bound in Eq. (35), we
only need to check a more restrictive inequality
v˜E(s)
vB ln d
≡ Γ(s) + Ω˜(s)
vB ln d
≤ 1− |s|
ln d
, (46)
where Γ(s) is given in Eq. (31) and Ω˜(s) is given in
Eq. (36). It is understood that for tanhβ ≤ 1/d2,
the Ω˜(s) term is automatically switched off. v˜E(s) =
Γ(s) + Ω˜(s) provides a ∆-independent upper-bound for
vE(s,∆), which effectively maxing out the multi-region
entanglement effect. If the velocity ratio v˜E/(vB ln d)
satisfies the inequality Eq. (46), the velocity inequality
in Eq. (45) will also hold. As we show in Fig. 12, this is
indeed the case for all qudit dimensions d at all levels of
entropy density |s|, under the locally scrambled quantum
dynamics of any g and β parameters.
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0.2
0.4
0.6
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1.0
s / ln d
v E/(v B
ln
d)
d = 2
β = 0β = d-2β = ∞
(a)
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(b)
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s / ln d
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β = 0β = d-2β = ∞
(c)
FIG. 12. The velocity ratio v˜E/(vB ln d) defined in Eq. (46)
v.s. the entropy gradient s for different β parameter and
different qudit dimensions (a) d = 2, (b) d = 4, (c) d = 16.
The dashed line indicates the upper-bound (1−|s|/ ln d). The
gray area is the area swept by the curve as β varies from 0
(blue) to ∞ (red).
To gain a better analytic understanding, we notice that
the velocity inequality is tight when |s| → ln d and β → 0,
where the bounding line is tangent to the velocity ratio
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curve in Fig. 12. Given that v˜E(s) is a concave function
of s, it is actually sufficient to check that its (negative)
slope −∂sv˜E at the s = ln d corner is smaller than vB ,
which allows us to obtain some simpler analytic results.
We can show that
− ∂sv˜E|s=ln d ≤
{
ge−β tanhβ ≤ 1/d2,
ge−β + Ω˜′ tanhβ > 1/d2,
(47)
where the derivative Ω˜′ is given by
Ω˜′ =
(d− 1)g coshβ
(d+ 1) ln d
(tanhβ − 1/d2). (48)
For tanhβ ≤ 1/d2, it is obvious that −∂sv˜E|s=ln d ≤
ge−β ≤ g coshβ = vB , meaning that the slope is within
the bound. For tanhβ > 1/d2, we have
−∂sv˜E|s=ln d ≤ ge−β + Ω˜′
= g coshβ
(
1− α
d2
− (1− α) tanhβ
)
,
(49)
where α = (d−1)/((d+1) ln d) is a d-dependent constant
satisfying 0 < α < 1. Given that tanhβ > 1/d2 in this
case, Eq. (49) can be relaxed to
−∂sv˜E|s=ln d < g coshβ
(
1− α
d2
− 1− α
d2
)
= g coshβ(1− d−2),
(50)
which is still smaller than vB = g coshβ. Thus we have
proven Eq. (46) and hence Eq. (45) follows. In conclu-
sion, our result shows that the velocity inequality Eq. (45)
holds for all locally scrambled quantum dynamics (in-
cluding quantum Brownian dynamics and random uni-
tary circuits).
V. SUMMARY
In this work, we study the evolution of bipartite en-
tanglement entropy under locally scrambled quantum dy-
namics. We point out the importance of the multi-region
entanglement in describing the entanglement dynamics.
We show that the effect of multi-region entanglement can
modify or even dominate the entanglement growth. The
common assumption that the entanglement growth rate
is only a function of the local entanglement entropy gra-
dient is shown to be incomplete, as it ignores the multi-
region entanglement. We identify the explicit contribu-
tion from the multi-region entanglement to the entan-
glement dynamics. We show that the entanglement fea-
ture approach reduces to the entanglement membrane ap-
proach if the multi-region entanglement ignored, which
clarifies the difference and relations between these two
approaches.
Our systematic characterization of the multi-region en-
tanglement is based on the recent development of the
entanglement feature formalism, which organize the en-
tanglement entropies over all possible bipartitions into a
many-body state. We further notice that such a many-
body state can be efficiently represented by matrix prod-
uct states, which could enable efficient numerical sim-
ulation of the entanglement dynamics. We propose a
two-parameter matrix product state ansatz to capture
all the multi-region entanglement entropy. We provide
physical interpretations of the ansatz parameters and
study their evolution under locally scrambled quantum
dynamics. We show that evolution generally consists of
an early-stage local thermalization and a late-stage global
thermalization with distinct dynamics signatures.
We also gain a deeper understanding of the physi-
cal meaning of the parameters in the entanglement fea-
ture Hamiltonian by classifying and comparing the causal
structure of the entanglement dynamics. Our analysis in-
dicates that different values of the parameter β in the en-
tanglement feature Hamiltonian could correspond to dif-
ferent types of quantum dynamics. Thus different mod-
els in the field of non-equilibrium quantum dynamics,
such as the quantum Brownian dynamics and the ran-
dom unitary circuits, are unified within the scope of lo-
cally scrambled quantum dynamics, and can be discussed
in a more systematic manner.
We calculate the operator-averaged out-of-time-order
correlator in the infinite temperature limit for locally
scrambled quantum dynamics, from which we extract the
butterfly velocity and establish its dependence on the
β parameter. Despite of the multi-region region entan-
glement effect, we still find that the previously conjec-
tured inequality between the entanglement velocity and
the butterfly velocity remains valid for all values of β.
For future works, it is desired to extend the current
approach to more general dynamics beyond the locally
scrambled quantum dynamics, or to incorporate symme-
try into entanglement dynamics. It will also be inter-
esting to explore the entanglement dynamics in higher
dimensions, where the entanglement feature state could
exhibit topological order.
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Appendix A: Efficacy of the D = 2 MPS
We can use the TEBD approach to evolve a D = 2 MPS state to calculate the entanglement dynamics governed by
−∂t|WΨ〉 = HEF|WΨ〉. By comparing MPS the result with the exact numerical solution the differential equation, we
found that D = 2 successfully captures the evolution of all the multi-region entanglement over the entire process of
thermalization from a product state, as shown in Fig. 13.
We find that the D = 2 MPS captures the full entanglement continuum regardless of the parameters g, β of locally
scrambled evolution. This is expected from the sign structure of the entanglement feature states[46]. Since generic
positive vectors have constant law entanglement, it is expected that generic states (states that are not fine-tuned) will
be well described by MPS. The exception is near the entanglement transition where the bond dimension is expected
to diverge [22].
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FIG. 13. The three figures show the evolution of the Renyi entropy in the fractional swap gate for swap probability x = 0.1
at three different time slices: T = 50, 100 and 150 for figures (a),(b), and (c) respectively. The x-axis is the magnetization,
which is related to the size of the entangling region by |A| = (σ + N)/2. Initially, at T = 0, the state starts off as a product
state and all bipartite entropies are zero. Then, as it evolves, it takes the generic form of the multi-region entanglement
continuum, lower-bounded by the single-region entanglement which is area-law. This can be observed in (a). It gradually
becomes dominated by the volume law term, at which point the area law plateau begins to vanish, as seen in (b). As it
approaches the Page state, which is a pure volume law state, the multi-region entanglement continuum collapses into a single
curve so that S(2)(A) = S
(2)
min(|A|), as we can see in (c). The red points are given by the exact numerics, whereas the black
points are given by the D = 2 MPS evolved by TEBD. We see nearly perfect alignment between the two for the full multi-region
entanglement continuum for arbitrary choice of EF parameters g, β.
TEBD on the MPS ansatz works as in Fig. 14. We apply the two-local EF transfer matrix to the product of local
MPS tensors. We separate the result into two tensors, L and R which are given by doing an SVD truncation on the
product, taking only the two largest singular values. These tensors are then updated again, but in reversed order, by
the transfer matrix according to the brick wall arrangement of the circuit. The resulting two tensors are identical and
become the next MPS tensor M .
... →
M M
T = i
→
M M
TU →
L R
→
R L
TU →
M M
T = i + 1
→ ...
FIG. 14. The Time Evolved Block Decimation (TEBD) procedure for updating the tensor M in the translationally invariant
MPS EF state. First, we apply an even layer of transfer matrices on the current state which is given by a product of M tensors.
After SVD truncation on the resulting tensor, we procure two new tensors L and R. This is by taking the left (right) legs as the
input (output) legs of a matrix and calculating its SVD decomposition usv†, truncating all but the two largest singular values
(D = 2), separating the result into a product of two matrices u
√
s and
√
sv†, and then reshaping these resulting matrices into
L and R, respectively. Note that these tensors may break the translational symmetry in the system. Applying the odd layer
now, the right tensor of the previous layer is the left tensor of the new layer. We now do SVD truncation once more to get
the new M tensors. These resulting tensors should be the same on the left and right, and so it suffices to just take the left
or the right one. In principle, because the circuit breaks the translational symmetry into a two-site translational symmetry, it
is possible that the tensors are not the same. However, we find that translational symmetry in the MPS is not broken as we
evolve the circuit.
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Appendix B: Derivation of Edges of Multi-Region Continuum
We provide the detailed derivation of Smin(|A|) and Smax(|A|) here. Our starting point is the MPS ansatz Mσ(α,θ)
in Eq. (7), which can be written as
Mσ = eα(sin θ X+σ cos θ Z). (B1)
We have suppressed the subscript (α, θ) for simplicity. We first evaluate the following matrix product
(M↓)m(M↑)n = eαm(sin θ X−cos θ Z)eαn(sin θ X+cos θ Z)
=
(
coshαm+ sinhαm(sin θ X − cos θ Z))( coshαn+ sinhαn(sin θ X + cos θ Z))
= coshαm coshαn
(
1 + tanhαm(sin θ X − cos θ Z))(1 + tanhαn(sin θ X + cos θ Z))
= coshαm coshαn
(
1 + (tanhαm+ tanhαn) sin θ X + (tanhαm− tanhαn) cos θ Z
tanhαm tanhαn(− cos 2θ − i sin 2θ Y ))
= coshαm coshαn(c0 + c1X + ic2Y + c3Z),
(B2)
where we have introduced the coefficients c0,1,2,3 as
c0 = 1− tanhαm tanhαn cos 2θ,
c1 = (tanhαm+ tanhαn) sin θ,
c2 = − tanhαm tanhαn sin 2θ,
c3 = (tanhαm− tanhαn) cos θ.
(B3)
The eigenvalues of (M↓)m(M↑)n are given by µ± = c± coshαm coshαn with
c± = c0 ±
√
c21 − c22 + c23. (B4)
We notice that
c21 − c22 + c23 = (tanhαm+ tanhαn)2 sin2 θ + (tanhαm− tanhαn)2 cos2 θ − tanh2 αm tanh2 αn sin2 2θ
= (tanh2 αm+ tanh2 αn)− 2 tanhαm tanhαn cos 2θ − tanh2 αm tanh2 αn sin2 2θ
= (1− tanhαm tanhαn cos 2θ)2 − (1− tanh2 αm)(1− tanh2 αn)
= c20 − sech2 αm sech2 αn.
(B5)
So we have the following relation
√
c+c− =
√
c20 − (c21 − c22 + c23) = sechαm sechαn. (B6)
These results are useful to evaluate the trace of ((M↓)m(M↑)n)p. Given the eigenvalues µ± of (M↓)m(M↑)n,
Tr((M↓)m(M↑)n)p = µp+ + µ
p
−
= coshp αm coshp αn(cp+ + c
p
−)
= coshp αm coshp αn(
√
c+c−)p((
c+
c−
)p/2 + ( c−c+ )
p/2)
= coshp αm coshp αn sechp αm sechp αn(( c+c− )
p/2 + ( c−c+ )
p/2)
= ( c+c− )
p/2 + ( c−c+ )
p/2.
(B7)
If we define a new parameter η via eη = ( c+c− )
1/2, the trace in Eq. (B7) can be written as Tr((M↓)m(M↑)n)p =
eηp + e−ηp = 2 cosh ηp. In particular,
cosh η = 12
(
( c+c− )
1/2 + ( c−c+ )
1/2
)
=
c+ + c−
2
√
c+c−
= c0 coshαm coshαn
= coshαm coshαn− sinhαm sinhαn cos 2θ
= (coshαm coshαn+ sinhαm sinhαn) sin2 θ + (coshαm coshαn− sinhαm sinhαn) cos2 θ
= sin2 θ coshα(m+ n) + cos2 θ coshα(m− n).
(B8)
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In conclusion, we have arrived at a trace formula
Tr((M↓)m(M↑)n)p = 2 cosh ηp,
with cosh η = sin2 θ coshα(m+ n) + cos2 θ coshα(m− n). (B9)
Using the trace formula, we can now evaluate the bottom and upper edge entanglement entropies based on the
MPS ansatz. We first calculate Smin(|A|),
Smin(|A|) = − ln Tr(M↓)|A|(M↑)N−|A| + S0
= − ln (2(sin2 θ coshαN + cos2 θ coshα(N − 2|A|)))+ ln(2 coshαN)
= − ln ( sin2 θ + cos2 θ coshα(N−2|A|)coshαN ),
(B10)
which gives Eq. (10). We then calculate Smax(|A|),
Smax(|A|) = − ln Tr
(
M↓(M↑)N/|A|−1
)|A|
+ S0
= − ln(2 cosh η|A|) + ln(2 coshαN)
= − ln cosh η|A|
coshαN
,
(B11)
where η is set by cosh η = sin2 θ coshα N|A| + cos
2 θ coshα
(
N
|A| − 2
)
, as claimed in Eq. (11).
Now we consider the thermodynamic limit (N → +∞) of Smin(|A|) and Smax(|A|). We note that
coshα(N − 2|A|)
coshαN
=
coshαN cosh 2α|A| − sinhαN sinh 2α|A|
coshαN
= cosh 2α|A| − tanhαN sinh 2α|A|
N→+∞−−−−−→ cosh 2α|A| − sinh 2α|A| = e−2α|A|,
(B12)
therefore Smin(|A|) = − ln(sin2 θ + cos2 θ e−2α|A|) as in Eq. (12). Similarly we have
cosh η =
(
sin2 θ + cos2 θ
cosh
(
αN
|A| − 2α
)
cosh αN|A|
)
cosh
αN
|A|
N→+∞−−−−−→ (sin2 θ + cos2 θ e−2α) cosh αN|A| .
(B13)
Take the inverse cosh function on both sides,
η = arccosh
(
(sin2 θ + cos2 θ e−2α) cosh
αN
|A|
)
N→+∞−−−−−→ αN|A| + ln(sin
2 θ + cos2 θ e−2α),
(B14)
therefore
Smax(|A|) = − ln cosh η|A|
coshαN
= − ln cosh(αN + |A| ln(sin
2 θ + cos2 θ e−2α))
coshαN
N→+∞−−−−−→ − ln e|A| ln(sin2 θ+cos2 θ e−2α)
= −|A| ln(sin2 θ + cos2 θ e−2α).
(B15)
as in Eq. (12).
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Appendix C: Dynamics of MPS Parameters
In this section, we will derive the dynamic equation for MPS parameters and explain the numerical details in solving
the equation. Our starting point is the imaginary-time Schro¨dinger equation −∂t|WΨ〉 = HEF|WΨ〉, which governs
the evolution of entanglement feature state |WΨ〉. As we represent |WΨ〉 as a D = 2 MPS proposed in Eq. (6), we
would like to approximate the time evolution generated by HEF without leaving the variational manifold of the MPS
ansatz Eq. (7). Let us denote the MPS parameters (α, θ) jointly as a vector q. Within the variational manifold,
the entanglement feature state could only evolve in the tangent plane as ∂t|Wq〉 = |∂aWq〉q˙a, where q˙a ≡ ∂tqa and
∂a ≡ ∂qa . We seek the optimal choice of q˙a such that −∂t|Wq〉 = −|∂aWq〉q˙a best approximates HEF|Wq〉. The
solution is given by minimizing the loss function
L(q˙) = ‖|∂aWq〉q˙a +HEF|Wq〉‖2. (C1)
To define the loss function L, we also need to specify how to take the norm of the entanglement feature state. It is
desired that the inner product of entanglement feature states (〈Wq′ |, |Wq〉) is such defined that HEF is self-adjoint,
i.e. (〈Wq′ |, HEF|Wq〉) = (〈Wq′ |HᵀEF, |Wq〉). Since HEF 6= HᵀEF itself is not transpose symmetric, the inner product
must involve a non-trivial metric, which turns out to be given by the following operator
W−11 = (tanh δ sinh δ)
Ne−δ
∑
iXi , (C2)
where δ = 12 ln
d+1
d−1 is fixed by the qudit dimension d of the quantum system. Therefore the norm of |Wq〉 should be
defined as ‖|Wq〉‖ = 〈Wq|W−11 |WΨ〉. So the loss function can be expanded as a quadratic form of q˙,
L(q˙) = q˙aGabq˙b + 2haq˙a + c, (C3)
with the coefficients given by
Gab = 〈∂aWq|W−11 |∂bWq〉,
ha = 〈∂aWq|W−11 HEF|Wq〉,
c = 〈Wq|HᵀEFW−11 HEF|Wq〉.
(C4)
The minimum of L(q˙) is determined by
Gabq˙b = −ha, (C5)
which gives the dynamic equation in Eq. (28). It can be formally written as q˙ = −G−1h, but G can become singular
in the thermodynamic limit N →∞, which requires more detailed treatment.
Now we explain how to evaluate G and h given the MPS parameters. Given the MPS |Wq〉
|Wq〉 = M M M M M M , (C6)
G and h can be represented as the following tensor networks,
Gab =
∑
ij
M M M ∂bM
j
M M
M ∂aM
i
M M M M
W-1 ,
ha =
∑
i
∑
〈jk〉
M M M M M M
M ∂aM
i
M M M M
W-1
HEF
jk
,
(C7)
where M denotes the MPS tensor given in Eq. (7) and (HEF)jk denotes the term in HEF on the 〈jk〉 link which reads
g
2 (1− ZjZk)e−δ(Xj+Xk)−βXjXk . The derivatives of the MPS tensor M are given by
∂αM
σ = sinhα I + coshα(sin θ X + σ cos θ Z),
∂θM
σ = coshα I + sinhα(cos θ X − σ sin θ Z). (C8)
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To evaluate these tensor networks, we introduce the transfer operator
T =
M
M
W-1 . (C9)
Let |τ〉 be the leading eigenvector of T with the eigenvalue 1 (if the leading eigenvalue of T is not 1, we rescale W−11
to make it 1), such that
M
M τ = τ ,
M
Mτ = τ . (C10)
We denote the pseudo inverse of (1− T ) as Π = (1− T )−1, such that in the large N limit, the ladder diagram reads
N∑
n=0
Tn = +
M
M
+
M
M
M
M
+
M
M
M
M
M
M
+ · · · = Π +N τ τ . (C11)
With these preparations, we can show that G and h scales with the system size N in the following manner
G = NG(1) +N2G(2),
h = Nh(1) +N2h(2),
(C12)
with G(1,2) and h(1,2) given by the following tensor networks
G
(1)
ab =
∂aM
∂bMτ τ +
∂aM
M
Π M∂bMτ τ +
∂aM
M
ΠM∂bMτ τ ,
G
(2)
ab =
∂aM
M
τ τ M∂bMτ τ ,
h(1)a =
∂aM M
M M
HEF
τ τ + M ∂aM
M M
HEF
τ τ + M M
M M
HEF
Π ∂aM
M
τ τ + M M
M M
HEF
Π∂aM
M
τ τ ,
h(2)a =
M M
M M
HEF
τ τ ∂aM
M
τ τ .
(C13)
According to the dynamic equation Eq. (C5), time-derivatives of MPS parameters are determined by q˙ = −G−1h. To
calculate the inverse of G, we note that G is a 2× 2 real symmetric matrix, so G−1 can be expressed as
G−1 =
2JGJ
Tr JGJG
, (C14)
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where J =
[
0 1−1 0
]
. Further using the form in Eq. (C12), we have
q˙ = − 2JGJh
TrJGJG
= −2
(
N2JG(1)Jh(1) +N3JG(2)Jh(1) +N3JG(1)Jh(2) +N4JG(2)Jh(2)
)
N2 Tr JG(1)JG(1) + 2N3 TrJG(1)JG(2) +N4 TrJG(2)JG(2)
.
(C15)
An important observation is that JG(2)Jh(2) = 0 and JG(2)JG(2) = 0, because G(2) and h(2) has the structure of
G(2) = |γ〉〈γ| and h(2) = |γ〉η where |γ〉 is a two-component vector and η is a real number, such that the vanishing
〈γ|J |γ〉 = 0 (due to the antisymmetric nature of J) results in the vanish of JG(2)Jh(2) and JG(2)JG(2). Then both
the numerator and denominator of Eq. (C15) is dominated by the N3 term in the N → ∞ limit. Therefore, we can
evaluate the time derivative q˙ from
q˙ = −JG
(2)Jh(1) + JG(1)Jh(2)
TrJG(1)JG(2)
. (C16)
By iteratively updating q → q+q˙ dt and calculating q˙ from the diagrams in Eq. (C13), we can obtain the time-evolution
of the MPS parameters numerically.
Appendix D: Calculating OTOC
Here we explain how the OTOC is calculated. We start from the expansion in Eq. (41)
OTOC(i, j; t) =
∞∑
k=0
(−t)k
k!dN+2
〈i|HkEFW1P |j〉, (D1)
where W1 =
∏
i(d
2 + dXi), P =
∏
iXi, and |i〉 denotes the Ising basis state with a down-spin only at site-i and
up-spins elsewhere. The entanglement feature Hamiltonian takes the form of Eq. (24),
HEF =
∑
〈ij〉
1− ZiZj
2
(u− v(Xi +Xj) + wXiXj), (D2)
with parameters u, v, w given by Eq. (25), uv
w
 = g coshβ
d2 − 1
 d2 − tanhβd− d tanhβ
1− d2 tanhβ
 . (D3)
We can combine the d−N factor and the operator W1P together to define
F ≡ 1
dN
W1P =
∏
i
(1 + dXi). (D4)
Such that Eq. (D1) can be simplified a little bit,
OTOC(i, j; t) =
1
d2
∞∑
k=0
(−t)k
k!
〈i|HkEFF |j〉. (D5)
We will be able to evaluate 〈i|HkEFF |j〉 for leading orders in HEF, which will provide the OTOC in the short-time
limit (the expansion can be thought as controlled by the small parameter t). The task to evaluate 〈i|HkEFF |j〉 can be
considered as how to connect the |j〉 state (a single down-spin at site-j) to the 〈i| state (a single down-spin at site-i)
by applying the operator F followed by a sequence of HEF. The net effect is to move the down-spin from site-j to
site-i on a background of all up-spins.
To warm up, let us start with the 0th order term 〈i|F |j〉 (i.e. k = 0). From Eq. (D4), we can see that F is a
non-local operator, which sprinkles spin flips with a coefficient d. It can be expanded as polynomials of Xi operators.
To connect |j〉 and |i〉 states, F needs to remove the down-spin at site-j and create the down-spin at site-i, as shown
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FIG. 15. Examples of entanglement region dynamics in calculating 〈i|HkEFF |j〉.
in Fig. 15(a). This corresponds to spin-flip operations at both sites, described by XiXj . The coefficient of the XiXj
term in the expansion of F is d2 (each X operator contributes a factor d). So we have
〈i|F |j〉 = d2. (D6)
Suppose the sites i and j are spatially separated by the distance x = |i − j|, it turns out that the next leading
contribution is at the order of k = x as 〈i|HxEFF |j〉, because all the lower order terms 〈i|HkEFF |j〉 = 0 vanish for
0 < k < x. This has to do with the specific algebraic relation between HEF and F . As elaborated in Ref. [25], the
entanglement feature Hamiltonian must satisfy the following defining properties: HEFW1 = W1H
ᵀ
EF and HEFP =
PHEF. Based on the definition of F in Eq. (D4), we have HEFF = FH
ᵀ
EF, therefore
〈i|HkEFF |j〉 = 〈i|FHᵀkEF|j〉. (D7)
Since each term in HEF carries a projection operator
1−ZiZj
2 , Eq. (D7) implies that the left-most HEF must act on an
entanglement cut in the 〈i| state and the right-most HEF must act on an entanglement cut in the |j〉 state. Similar
restrictions applies to all the intermediate actions of HEF. On one hand, HEF must act on the entanglement cut. On
the other hand, as a local operator, each application of HEF can only move/manipulate the entanglement cut locally.
To connect |i〉 and |j〉 states, whose entanglement cuts are separated by at least the distance of x, the most efficient
strategy is to “ride on the cut”, i.e. the successive application of HEF will have to keep pushing the entanglement cut
from j to i and always acts on the “front cut”, so as to consume the least number of steps and to make the leading
order contribution in the OTOC.
As the F operator sprinkles spin-flips to the initial state |j〉, there will be multiple entanglement cuts in the resulting
state F |j〉 in general. The subsequent action of HkEF will have to clear up these entanglement cuts and bring the
state to |i〉. Since HEF is a sum of local operators, it can only move/manipulate the entanglement cut locally. All
the allowed processes are listed in Fig. 5. Crucially, the pair annihilation process is prohibited, meaning that the
only way to reduce the number of entanglement cuts is the triple fusion process, which require us to first bring a
pair of entanglement cuts close to the third one. Therefore the most efficient way (taking the least power of HEF)
to take F |j〉 to |i〉 is to sweep the right-most entanglement cut from site-j to site-i (assuming j > i). For example,
as illustrated in Fig. 15(b), suppose F does not act on |j〉 (which happens with weight 1), the subsequent HEF has
to move the pair of entanglement cuts from site-j to site-i step by step, which amounts to a sequence of w-moves.
Any additional entanglement regions between sites i and j can be eliminated by the sweeping protocol, as illustrated
in Fig. 15(c). The rule is that when the right-most entanglement cut is adjacent to another cut, they move together
to the left as a pair via the pair hopping process (w-move). Otherwise, the right-most entanglement cut will move
to the left by itself (v-move). The cut hopping process will shrink the current entanglement region bounded by the
moving entanglement cut, until the right entanglement cut meets its left partner and becomes a pair again. However,
if F generates additional entanglement regions outside the range of i to j, one will have to take additional steps to
eliminate those entanglement regions, which will only contributes to higher order expansions of the OTOC. So we will
not consider those cases for now, as we are interested in the leading order contribution.
Given the above protocol, we can see from Fig. 15(c), each v-move corresponds to a spin-flip introduced by F , so the
(−v) amplitude will always accompanied by a factor d (coming from flipping a spin with operator F ). The remaining
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steps will be implemented by w-move with weight w. If we sum over all possibilities, it seems that the inner product
〈i|HxEFF |j〉 should be given by
〈i|HxEFF |j〉 ?= (w − vd)x. (D8)
This answer is almost correct except for a small caveat at the initial step. The initial move of the right-most
entanglement cut can be caused by both HEF and F . Fig. 15(d,e) show the HEF driven initial moves (where F does
nothing to the spin at site-j). Fig. 15(d,e) show the F driven initial move, where a spin-flip is acted on site-j to move
the right-most entanglement cut. For subsequence moves, Fig. 15(d,e) will not be available, because F operator can
only be applied once at the very beginning. Due to the additional contribution from Fig. 15(d,e) in the initial step,
the weight associate to the initial step is modified from (w − vd) to (w − 2vd+ ud2). Therefore the correct answer is
given by
〈i|HxEFF |j〉 = (w − 2vd+ ud2)(w − vd)x−1. (D9)
According to setting of the parameters u, v, w in Eq. (D3), we have w − vd = −g coshβ and w − 2vd + ud2 =
−g coshβ(1− d2), hence
〈i|HxEFF |j〉 = −(d2 − 1)(−g coshβ)x. (D10)
We can further evaluate the next order term 〈i|Hx+1EF F |j〉 following the similar strategy. The result is
〈i|Hx+1EF F |j〉 = (xd2(1 + tanh2 β) + 2(d2 − x− 1) tanhβ)(−g coshβ)x+1. (D11)
Substitute the results Eq. (D6), Eq. (D10), Eq. (D11) into Eq. (D5), we obtain the OTOC to the leading orders in time
OTOC(x, t) = 1− (1−d−2) (tg coshβ)
x
x!
+(x(1+tanh2 β)+2(1− (x+1)d−2) tanhβ) (tg coshβ)
x+1
(x+ 1)!
+O(tx+2). (D12)
