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ABSTRACT 
Hughes, G., McRoberts, N., and Burnett, F. J. 2015. Information graphs 
for binary predictors. Phytopathology 105:9-17. 
Binary predictors are used in a wide range of crop protection decision-
making applications. Such predictors provide a simple analytical appa-
ratus for the formulation of evidence related to risk factors, for use in the 
process of Bayesian updating of probabilities of crop disease. For dia-
grammatic interpretation of diagnostic probabilities, the receiver operat-
ing characteristic is available. Here, we view binary predictors from  
the perspective of diagnostic information. After a brief introduction to  
the basic information theoretic concepts of entropy and expected mutual 
information, we use an example data set to provide diagrammatic inter-
pretations of expected mutual information, relative entropy, information 
inaccuracy, information updating, and specific information. Our infor-
mation graphs also illustrate correspondences between diagnostic infor-
mation and diagnostic probabilities. 
Additional keywords: diagnosis,  disease management, entropy, informa-
tion theory. 
 
Information theory, as formulated by Shannon and Weaver (30), 
is the mathematical basis for the study of communication through 
noisy channels. Fortunately, Shannon’s analysis does not impose 
upon us too strict an interpretation of what constitutes a channel, 
thus allowing information theory to be applied in disciplines 
beyond those directly concerned with the technical problems of 
data transmission. Here we apply some information theoretic 
analysis to the description of a class of predictors widely used in 
crop protection decision making. To be specific, we discuss 
binary predictors, typically derived by selection of an appropriate 
operational threshold on a receiver operating characteristic (ROC) 
curve (e.g., 1,6,10,12,15,24,25,33,34). 
We consider a scenario in which crops either require crop 
protection measures or do not. A predictor (test and forecaster are 
synonymous) is any kind of diagnostic apparatus by means of 
which we may classify crops in terms of their requirement for 
protection measures. We predict this requirement (rather than 
measure it directly) because the objective is to use crop protection 
measures at a sufficiently early stage to prevent disease later 
developing to an economically significant level. With a binary 
predictor, we have two outcome categories; one indicative of the 
need for protection, the other indicative of no need for protection. 
We can think of such a (binary) predictor as a (binary) channel 
because it conveys a message (prediction, test outcome, forecast 
are synonymous) to the decision maker. We describe the channel 
as noisy because, typically, predictors are imperfect. This means 
that for some crops that actually require protection measures, a 
message may be conveyed that there is no need for protection; 
and for some crops that actually do not require protection measures, 
a message may be conveyed that there is a need for protection. In 
a crop protection context, these two kinds of noise are often 
characterized as, respectively, the false negative proportion and 
the false positive proportion (e.g., 35). Thus, as was Shannon, we 
are concerned with accuracy of information transfer from sender 
(the predictor) to receiver (the decision maker). 
Information graphs were used to describe predictors in the con-
text of clinical diagnosis at least as early as studies by Diamond et 
al. (11) and Somoza and Mossman (31), but Benish (5) is the 
paradigmatic account. Benish (5) used information graphs as a 
diagrammatic method of representing and comparing the proper-
ties of diagnostic tests. Here, we describe a number of informa-
tion graphs for binary predictors, building both on Benish’s work 
(5) and on more recent epidemiological applications of infor-
mation theory in a phytopathological context (16,18). 
The article is set out as follows. An introduction to the basic 
information theoretic concepts of entropy and expected mutual 
information is provided, followed by an outline of an example 
data set taken from the phytopathological literature. These intro-
ductory sections also set out some essential notation. Information 
graphs for relative entropy, information inaccuracy, information 
updating and specific information are then presented both analyti-
cally and numerically via calculations based on the example data 
set. Reference is made to the correspondence between diagnostic 
information and diagnostic probabilities. A discussion describes 
relationships between the information quantities illustrated in the 
information graphs, and briefly sets this material in the wider 
context of the application of predictors in diagnostic decision 
making. 
THEORY AND APPROACHES 
Information theoretic background. The generic probability of 
an event Ex is Pr(Ex), 0 ≤ Pr(Ex) ≤ 1. Then h(Pr(Ex)) = ln(1/Pr(Ex)) = 
–ln(Pr(Ex)) is the information content of a message that conveys, 
without error, that the event Ex has occurred (thus, in the present 
context, such a message would constitute a perfect prediction). If 
Pr(Ex) is small, the information content of this message is large, 
and vice versa. We will use natural logarithms throughout, in 
which case the nit is the unit of information (32). Note that 
Benish (5) uses logarithms with base 2, in which case the bit is 
the unit of information. In order to convert from nits to bits, the 
information quantity as specified in nits is divided by ln(2). 
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We think of the event Ex as one of the possible messages that 
may be received by a decision maker. At the outset, we know the 
number of possible messages, but not which one will be received. 
Here, we are restricting our attention here to binary predictors, so 
generically there are two possible messages, E1 and E2, with 
probabilities Pr(E1) and Pr(E2) = 1 – Pr(E1). We cannot calculate 
the information content of a message until the message is re-
ceived, because the message ‘Ex occurred’ may refer to either E1 
or E2. However, we can calculate expected information content, re-
ferred to as the (Shannon) entropy, before the message is received, 
as follows. Since the message ‘Ex occurred’ is received with 
probability Pr(Ex), entropy, denoted ( ) ( ) ( )( ).PrlnPr xx x EEEH ⋅−=   
We take ( ) 00ln0 =⋅  and note that H(E) ≥ 0. This quantity is the 
weighted average of the information contents of the possible 
messages. If Pr(Ex) = 1 for either of the possible messages, H(E) = 
0; i.e., we expect nothing from a message if we are already certain 
of the actual outcome. For a binary predictor, entropy has its 
maximum value (H(E) = ln(2) nits) when Pr(E1) = Pr(E2); i.e., a 
message that tells us what actually happened has a larger expected 
information content when both outcomes are equally probable 
than when one outcome is more probable than the other. In the 
present context, entropy H(E) can be thought of as characterizing 
either information or uncertainty (28). Thus, the situation at the 
outset is that either one of two events, E1 or E2, will occur, with 
corresponding probabilities Pr(E1) and Pr(E2). Entropy charac-
terizes the amount of information obtained, on average, from use 
of a perfect predictor. Alternatively, entropy characterizes the ex-
tent of our uncertainty before use of the predictor. 
A prediction-realization table is a table in which the rows refer 
to the predictions (categories of test outcome), the columns to the 
realizations (categories of actual status). For a binary predictor, 
the actual status of a crop is described in one of two categories 
(Dj, j = 1,2). D1 denotes that the actual status is of a requirement 
for treatment (referred to as a case), D2 denotes that the actual 
status is of no requirement for treatment (referred to as a control). 
The rows of the table comprise two categories (Ti, i = 1,2). T1 de-
notes a prediction of requirement for treatment, T2 denotes a 
prediction of no requirement for treatment. Theil (32) uses 
prediction-realization tables to refer both to the cross-tabulated 
frequencies of predictions and realizations, and to the estimated 
probabilities obtained by normalization of those frequencies. For 
a phytopathological example showing cross-tabulated frequencies, 
see Figure 2 in Capote et al. (8). 
In a normalized prediction-realization table (Table 1), the 
bottom row of the table contains the distribution Pr(Dj), from 
which we may calculate H(D) using 
( ) ( ) ( )( )jj j DDDH PrlnPr ⋅−=   (1) 
The right column of the table contains the distribution Pr(Ti), 
from which we may calculate H(T) using 
( ) ( ) ( )( )ii i TTTH PrlnPr ⋅−=   (2) 
The body of the table contains the joint probability distribution 
Pr(Dj∩Ti) from which we may calculate the joint entropy H(D,T) 
using 
( ) ( ) ( )( )iji j ij TDTDTDH  PrlnPr, ⋅−=    (3) 
where ( ) ( ) ( ) ( ) ( )iijjjiij TTDDDTTD PrPrPrPrPr ⋅=⋅=  (Bayes’ 
theorem). If the test outcome were independent of actual status 
(which is not what we want), we would have H(D,T) = H(D) + 
H(T). When the joint entropy is smaller than the sum of the 
individual entropies, this indicates association between test out-
come and actual status (which is what we want). Then H(D,T) = 
H(D) + H(T) – IM(D,T); where the expected mutual information, 
denoted IM(D,T), is a measure of the association. We can write 
( ) ( ) ( )( ) ( )  



⋅
⋅= i j
ij
ij
ijM
TD
TD
TDTDI
PrPr
Pr
lnPr,

  (4) 
and IM(D,T) ≥ 0, with equality only if D and T are independent. 
The term  
( )
( ) ( )



⋅ ij
ij
TD
TD
PrPr
Pr
ln

 
is referred to as the pointwise mutual information. 
An example data set. We will use data from a study of 
Fusarium head blight (FHB) of winter wheat in North America 
(21). These data were presented in the context of a discussion of 
decision making in epidemiology, including the derivation of a 
binary predictor and its use in making Bayesian probability 
revisions. In particular, we refer to the data denoted Scenario A in 
Madden (21). In view of the comprehensive description of the 
data and their use in a decision-making context in Madden (21), 
we repeat as little as possible of that material here and encourage 
interested readers to consult the original source. The exception is 
that we will summarize Madden’s (21) account of the assessment 
of predictor accuracy in order to make clear how this relates to the 
analysis described in the present study. 
Our starting point is a normalized prediction-realization table 
for the FHB data (Table 2). From Table 2 we may calculate con-
ditional probabilities representing the properties of the binary 
predictor as follows: Pr(T1|D1) (true positive proportion, sensi-
tivity, TPP) = 0.30/0.36 = 0.833, Pr(T2|D2) (true negative propor-
tion, specificity, TNP) = 0.54/0.64 = 0.844, and Pr(T2|D1) (false 
negative proportion, FNP) = 1 – TPP = 0.167, Pr(T1|D2) (false 
positive proportion, FPP) = 1 – TNP = 0.156. Sensitivity and 
specificity represent two kinds of accuracy, respectively, for cases 
and controls. Sensitivity and specificity are independent of the 
proportions of cases and controls in a data set and can therefore 
be viewed as properties of a test (16). The sensitivity and speci-
ficity values noted above are consequent on the choice of a 
particular threshold value to distinguish predicted cases from 
predicted controls on the basis of the FHB risk algorithm. The 
particular threshold adopted here represents a balanced predictor 
at which both sensitivity and specificity are reasonably high (see 
Figure 3 in reference 21). 
Here, for the present analysis, we refer to Pr(D1) as the prior 
probability of an epidemic and from Table 2 take Pr(D1) = 0.36 
TABLE 2. The normalized prediction-realization table for Fusarium head 
blight scenario A from Madden (21), based on 50 location-year observationsa 
 Realization, Dj  
Prediction, Ti D1 D2 Row sums 
T1 0.30 0.10 0.40 
T2 0.06 0.54 0.60 
Column sums 0.36 0.64 1.00 
a This describes a predictor with two categories of actual status Dj, j = 1,2; and 
two categories of predicted status Ti, i = 1,2. The joint probabilities
Pr(Ti ∩ Dj) are shown in the body of the table. 
TABLE 1. The prediction-realization table for a predictor with two categories
of actual status Dj, j = 1,2; and two categories of predicted status Ti, i = 1,2a  
 Realization, Dj  
Prediction, Ti D1 D2 Row sums 
T1 Pr(T1 ∩ D1) Pr(T1 ∩ D2) Pr(T1) 
T2 Pr(T2 ∩ D1) Pr(T2 ∩ D2) Pr(T2) 
Column sums Pr(D1) Pr(D2) 1 
a In the body of the table are the joint probabilities denoted Pr(Ti ∩ Dj). 
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(so h(Pr(D1)) = –ln(Pr(D1)) = 1.022 nits) and Pr(D2) = 1 – Pr(D1) = 
0.64 (so h(Pr(D2)) = –ln(Pr(D2)) = 0.446 nits). Thus, in this case 
the prior probability has been calculated from the data, as in 
Madden (21). The posterior probabilities are (via Bayes’ theorem, 
see reference 21) Pr(D1|T1) = 0.75, Pr(D2|T1) = 0.25, Pr(D2|T2) = 
0.90, and Pr(D1|T2) = 0.10. Then we calculate the information 
quantities H(D) = 0.653 nits (equation 1), H(T) = 0.673 nits 
(equation 2), H(D,T) = 1.093 nits (equation 3) and IM(D,T) = 0.233 
nits (equation 4), and note that IM(D,T) = H(D) + H(T) – H(D,T). 
Introduction to information graphs. As described by Benish 
(5), information graphs are graphical plots of information quanti-
ties expressed as a function of prior probability Pr(D1). Thus, an 
information graph for entropy H(D) is provided directly by 
equation 1 (Fig. 1). The information graph for entropy is sym-
metrical about Pr(D1) = 0.5. Expected mutual information IM(D,T) 
can be written as a function of prior probability Pr(D1) in a 
number of different formats, for example: 
( ) ( ) ( )( )
( ) ( ) ( ) ( )21
21
PrPr
PrPr,
DFPPHDTPPH
DFPPDTPPHTDIM
⋅−⋅
−⋅+⋅=
 (5) 
(equation 1 in ref. 2; see also equation 7 in ref. 5; equation 20 in 
ref. 16) (Fig. 1). The information graph for expected mutual 
information may be symmetrical about Pr(D1) = 0.5, but is not 
necessarily so (Fig. 1; see also Fig. 2 in ref. 5, Fig. 5 in ref. 16). 
Our interpretation of the information graphs shown in Figure 1 
is that at the use of an imperfect binary predictor T at any speci-
fied prior probability Pr(D1) on average reduces H(D) (uncer-
tainty about D) by IM(D,T) (expected mutual information). Thus, 
we can interpret the vertical difference between H(D) and IM(D,T) 
at any specified prior probability Pr(D1) as the average remaining 
uncertainty about D after use of T. This latter quantity is the 
conditional entropy H(D|T): 
( ) ( ) ( ) ( )( )
( ) ( )

=
⋅−=
i ii
j ijiji i
TDHT
TDTDTTDH
Pr
PrlnPrPr
 (6) 
For the example data set, we calculate H(D|T) = 0.420 nits at 
Pr(D1) = 0.36 and note IM(D,T) = H(D) – H(D|T). 
Now, consider a predictor such that D and T are identical, so 
that use of the predictor T accounts for all the uncertainty in D. 
Then H(D|T) = H(D|D) and IM(D,T) = H(D) – H(D|D) = H(D). 
Thus, the upper limit of the expected mutual information IM(D,T) 
is the entropy H(D), and IM(D,T) = H(D) would characterize a 
perfect predictor. Also, we have H(D) – H(D|T) = IM(D,T) ≥ 0, so 
H(D|T) ≤ H(D) with equality only if T and D are independent. 
Thus, on average, if T and D are not independent, use of a 
predictor T will decrease uncertainty in D. 
RESULTS 
An information graph for relative entropy. Our starting point 
for the analysis leading to equation 1 for entropy was to consider 
the information content of a message that constitutes a perfect pre-
diction. For relative entropy we consider instead the information 
content of a message that transforms a set of prior probabilities into 
a corresponding set of posterior probabilities. As previously, the 
prior probabilities of actual status categories D1 and D2 are denoted 
Pr(D1) and Pr(D2), respectively. A message Ti is received which 
serves to transform these prior probabilities into the posterior 
probabilities Pr(Dj|Ti), with ( ) ( ) .2,1,0Pr,1Pr =≥= jTDTD ijj ij  
The information content of this message with respect to actual 
status Dj is 
( )
( ) 



=
j
ij
i
D
TD
Tofcontentninformatio
rP
Pr
ln  (7) 
Note that this includes the message that constitutes a perfect 
prediction (i.e., Pr(Dj|Ti) = 1) as a special case. Then the expected 
information content of the message Ti is the weighted average of 
the information contents, the weights being the posterior prob-
abilities Pr(Dj|Ti). This is referred to here as relative entropy, 
denoted I(Ti): 
( ) ( ) ( )( ) 



⋅= 
j
ij
j iji
D
TD
TDTI
Pr
Pr
lnPr  (8) 
Relative entropy, also widely known as the Kullback-Leibler 
divergence (19), can be thought of as a measure of the divergence 
between two probability distributions (9); in this case between the 
posterior probability distribution (taken as the comparison distri-
bution) and the prior distribution (taken as the reference distri-
bution). For a binary predictor we can calculate two versions of 
equation 8, respectively for outcomes Ti (i = 1,2). For the present 
example, based on Table 2, we obtain I(T1) = 0.315 nits, I(T2) = 
0.179 nits (equation 8). Generally, I(Ti) ≥ 0 with equality only if 
Pr(Dj|Ti) = Pr(Dj) for all j; thus, the expected information content 
of a message which leaves the prior probabilities unchanged is 
equal to zero, which is reasonable. We can interpret relative en-
tropy as a measure of diagnostic information (4,5): I(Ti) is a 
measure of the amount of information provided by outcome Ti on 
average over both categories of actual status, cases D1 and con-
trols D2. The expected value of relative entropy I(Ti) over both 
outcomes of a binary predictor is expected mutual information: 
( ) ( ) ( ) ⋅= i iiM TITTDI Pr,  (9) 
Figure 2 shows an information graph for relative entropy, based 
on the example set. To begin, we consider entropy from the point 
of view of the prior probability Pr(D1); the corresponding entropy 
curve is denoted H(D) (equation 1). We draw the tangent to the 
entropy curve at prior probability Pr(D1) = 0.36 (slope = 0.575, 
intercept = 0.446). Then, we consider entropy from the point of 
Fig. 1. Information graph for entropy and expected mutual information. The 
long-dashed line shows the Shannon entropy curve: information axis H(D), 
probability axis Pr(D1) (equation 1). The solid line shows the expected mutual 
information curve: information axis IM(D,T), probability axis Pr(D1) (equation 
5 with TPP = 0.833, FPP = 0.156). The short-dashed line between the expected 
mutual information curve and the horizontal axis shows IM(D,T) = 0.233 nits 
at prior probability Pr(D1) = 0.36. The short-dashed line between the entropy 
curve and the expected mutual information curve shows H(D|T) = 0.420 nits at 
prior probability Pr(D1) = 0.36. Values refer to calculations based on the 
example data set (Table 2). 
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view of the posterior probabilities Pr(Dj|Ti); the corresponding 
conditional entropy curve is denoted H(D|Ti): 
( ) ( ) ( )( ) ⋅−= j ijiji TDTDTDH PrlnPr  (10) 
The two entropy curves are of course identical; only our point of 
view has changed, from prior to posterior probability. Now, at 
posterior probability Pr(D1|T1) = 0.75, the vertical distance 
between the tangent and the conditional entropy curve H(D|Ti) is 
I(T1) = 0.315 nits. The corresponding vertical distance between 
the conditional entropy curve H(D|Ti) and the horizontal axis is 
H(D|T1) = 0.562 nits. At posterior probability Pr(D1|T2) = 0.10, 
the vertical distance between the tangent and the conditional 
entropy curve H(D|Ti) is I(T2) = 0.179 nits. The corresponding 
vertical distance between the conditional entropy curve H(D|Ti) 
and the horizontal axis is H(D|T2) = 0.325 nits. Points on the 
tangent line thus represent the quantity ( ) ( )ii TDHTI + , referred to 
as the cross-entropy ( )DTDH iC ,  (23). From equations 8 and 10 
we have 
( ) ( ) ( ) ( ) ( )



⋅=+= 
j
j ijiiiC D
TDTDHTIDTDH
Pr
1lnPr,  (11) 
An information graph for information inaccuracy. An 
imperfect binary predictor provides us with outcomes T1 and T2. 
T1 is a good prediction if the actual status subsequently turns out 
to be D1, but not if the actual status turns out to be D2. T2 is a 
good prediction if the actual status subsequently turns out to be 
D2, but not if the actual status turns out to be D1. Theil (35) 
discusses this as information inaccuracy, in the context of forecast 
evaluation. For the example data set, consider a T1 prediction. If 
the actual status is subsequently revealed to be D1 (i.e., the 
prediction was correct), we can calculate the divergence: 
( ) ( ) 288.075.0
1ln
Pr
0ln0
Pr
1ln1
1211
=


=



⋅+



⋅
TDTD
 nits 
Alternatively, if the actual status is subsequently revealed to be D2 
(i.e., the prediction was incorrect), we can calculate the diver-
gence: 
( ) ( ) 386.125.0
1ln
Pr
1ln1
Pr
0ln0
1211
=


=



⋅+



⋅
TDTD
 nits 
Similarly, for a T2 prediction, if the actual status is subsequently 
revealed to be D2 (i.e., the prediction was correct), we can 
calculate the divergence: 
 
( ) ( ) 105.09.0
1ln
Pr
0ln0
Pr
1ln1
2122
=


=



⋅+



⋅
TDTD
 nits 
If the actual status is subsequently revealed to be D1 (i.e., the pre-
diction was incorrect), we can calculate the divergence: 
( ) ( ) 303.21.0
1ln
Pr
1ln1
Pr
0ln0
2122
=


=



⋅+



⋅
TDTD
 nits 
Figure 3 shows an information graph for information in-
accuracy, based on the example set. To begin, we consider entropy 
from the point of view of the posterior probabilities Pr(Dj|Ti); the 
corresponding conditional entropy curve is denoted H(D|Ti) 
(equation 10). We draw one tangent to the conditional entropy 
curve at posterior probability Pr(D1|T1) = 0.75 (with slope =  
–1.099, intercept = 1.386) and another at posterior probability 
Pr(D1|T2) = 0.10 (with slope = 2.197, intercept = 0.105) (Fig. 3). 
To read Figure 3, observe the following: the tangent at Pr(D1|T1) = 
0.75 (complement Pr(D2|T1) = 0.25) characterizes T1 predictions; 
the tangent at Pr(D1|T2) = 0.10 (complement Pr(D2|T2) = 0.90) 
characterizes T2 predictions; the right vertical axis refers to cases 
(actual D1 subjects); the left vertical axis refers to controls (actual 
D2 subjects). Thus, a correct T1 prediction is characterized by 
intersection of the tangent at Pr(D1|T1) = 0.75 on the right vertical 
axis, which is 0.288 nits. An incorrect T1 prediction is charac-
terized by the intersection of the tangent at Pr(D1|T1) = 0.75 (i.e., 
Pr(D2|T1) = 0.25) on the left vertical axis, which is 1.386 nits. A 
correct T2 prediction is characterized by the intersection of the 
tangent at Pr(D1|T2) = 0.10 (i.e., Pr(D2|T2) = 0.90) on the left 
vertical axis, which is 0.105 nits. An incorrect T2 prediction is 
characterized by the intersection of the tangent at Pr(D1|T2) = 0.10 
on the right vertical axis, which is 2.303 nits. We observe that a T1 
prediction has a low information inaccuracy when the actual 
status is D1 and a high information inaccuracy when the actual 
status is D2. Similarly, a T2 prediction has a low information 
inaccuracy when the actual status is D2 and a high information 
inaccuracy when the actual status is D1. Note that for a binary 
predictor (i = 1,2; j = 1,2), the terms –ln(Pr(Dj|Ti)) (for a correct 
prediction, i.e., i = j) and –ln(Pr(Dj|Ti)) (for an incorrect pre-
diction, i.e., i ≠ j) arise as a scoring rule (e.g., 20), often invoked 
without any detailed reference to the analysis outlined above. 
An information graph for information updating. Madden 
(21) discusses in detail the use of Bayes’ theorem in the context of 
crop protection decision making. In essence, Bayes’ theorem 
allows us to update the prior (pre-test) probability of an epidemic 
Fig. 2. Information graph for relative entropy. The basis is a generic graph
which shows information quantities on the vertical axis and probabilities on
the horizontal axis. We can depict different information quantities on the
vertical axis by adopting different reference probabilities as our point of view
on the horizontal axis. (i) Reference point of view: prior probability Pr(D1). 
The long-dashed line is interpreted as the entropy curve: information axis
H(D), probability axis Pr(D1) (equation 1). The solid line shows the tangent to
the entropy curve at prior probability Pr(D1) = 0.36 (point marked ■). The 
tangent line (slope = ( )( )36.0136.0ln −−  = 0.575, intercept = 0.446) depicts 
cross-entropy (equation 11). (ii) Reference point of view: posterior probability 
Pr(D1|Ti). The long-dashed line is interpreted as the conditional entropy curve:
information axis H(D|Ti), probability axis Pr(D1|Ti) (equation 10). At posterior
probability Pr(D1|T1) = 0.75, the short-dashed line between the tangent and the
conditional entropy curve shows relative entropy I(T1) = 0.315 nits; the short-
dashed line between the conditional entropy curve and the horizontal axis
shows H(D|T1) = 0.562 nits. At posterior probability Pr(D1|T2) = 0.10, the 
short-dashed line between the tangent and the conditional entropy curve shows
relative entropy I(T2) = 0.179 nits; the short-dashed line between the condi-
tional entropy curve and the horizontal axis shows H(D|T2) = 0.325 nits. 
Calculations are based on the example data set (Table 2). 
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(or of the need for a control intervention) to a corresponding 
posterior (post-test) probability, after taking account of evidence 
in the form of data related to risk factors. As discussed by 
Madden (21), a predictor is in effect a device that combines data 
related to risk factors in such a way as to allow Bayes’ theorem to 
be applied for the purpose of probability updating. Here, we 
characterize the information contents corresponding to prior and 
posterior probabilities. Write equation 7 as follows: information 
content of Ti = –ln(Pr(Dj)) – (–ln(Pr(Dj|Ti)). Based on the example 
data set, for the priors Pr(Dj) we have: –ln(Pr(D1)) = –ln(0.36) = 
1.022 nits and –ln(Pr(D2)) = –ln(0.64) = 0.446 nits. For the 
posteriors Pr(Dj|Ti) we have: –ln(Pr(D1|T1)) = –ln(0.75) = 0.288 
nits and –ln(Pr(D1|T2)) = –ln(0.10) = 2.303 nits; –ln(Pr(D2|T1)) =  
–ln(0.25) = 1.386 nits and –ln(Pr(D2|T2)) = –ln(0.90) = 0.105 nits. 
Figure 4 shows an information graph for information updating, 
based on the example set. In Figure 4, Bayesian probability up-
dating is characterized on the horizontal axis, while the corre-
sponding information updating is characterized on the vertical 
axis. To begin, we consider information from the point of view of 
the prior probability Pr(Dj); the corresponding information curve 
is denoted h(Pr(Dj)). Then, we consider information from the 
point of view of the posterior probabilities Pr(Dj|Ti); the corre-
sponding information curve is denoted h(Pr(Dj|Ti)). The two 
information curves are of course identical; only our point of view 
has changed, from prior to posterior probability. In Figure 4A, the 
prior probability is Pr(D1) = 0.36 and the posterior probability 
may be Pr(D1|T1) = 0.75 or Pr(D1|T2) = 0.10. The information 
contents resulting from information updating are then, re-
spectively: 
–ln(Pr(D1)) – (–ln(Pr(D1|T1)) = 1.022 – 0.288 = 0.734 nits 
–ln(Pr(D1)) – (–ln(Pr(D1|T2)) = 1.022 – 2.303 = –1.281 nits 
Fig. 3. Information graph for information inaccuracy. The basis is a generic
graph which shows information quantities on the vertical axis and prob-
abilities on the horizontal axis. We can depict different information quantities
on the vertical axis by adopting different reference probabilities as our point
of view on the horizontal axis. (i) Reference point of view: posterior
probability Pr(D1|Ti). The long-dashed line is interpreted as the conditional
entropy curve: information axis H(D|Ti), probability axis Pr(D1|Ti) (equation 
10). The solid lines show the tangents to the conditional entropy curve at
posterior probabilities Pr(D1|T1) = 0.75 and Pr(D1|T2) = 0.10 (points marked ■). 
(ii) At the vertical axis where the (horizontal) probability axis = 1, actual
status = D1; at the vertical axis where the (horizontal) probability axis = 0,
actual status = D2. The tangent at posterior probability Pr(D1|T1) = 0.75 (slope =( )( )75.0175.0ln −−  = –1.099, intercept = 1.386) intersects the vertical axis
where the probability axis = 1 (for a correct T1 outcome) at –ln(0.75) = 0.288
nits; and intersects the vertical axis where the probability axis = 0 (for an
incorrect T1 outcome) at –ln(0.25) = 1.386 nits. The tangent at posterior prob-
ability Pr(D1|T2) = 0.10 (slope = ( )( )10.0110.0ln −−  = 2.197, intercept =
0.105) intersects the vertical axis where the probability axis = 1 (for an in-
correct T2 outcome) at –ln(0.10) = 2.303 nits; and intersects the vertical axis 
where the probability axis = 0 (for a correct T2 outcome) at –ln(0.90) = 0.105
nits. The information quantities calculated represent information inaccuracy;
lower values correspond to more accurate test outcomes. Calculations are
based on the example data set (Table 2). 
Fig. 4. Information graphs for information updating. The basis is a generic 
graph which shows information quantities on the vertical axis and prob-
abilities on the horizontal axis. We can depict different information quantities 
on the vertical axis by adopting different reference probabilities as our point
of view on the horizontal axis. In both parts, the long-dashed line shows the 
generic information curve: information axis –ln(Pr(Ex)), probability axis 
Pr(Ex); Pr(Ex) and the corresponding information quantity may refer to prior 
or posterior probability. Values refer to calculations based on the example data
set (Table 2). A, The probability axis refers to prior probability Pr(D1) and 
posterior probabilities Pr(D1|T1) and Pr(D1|T2). The solid vertical line at prior 
probability Pr(D1) = 0.36 intersects the information curve at –ln(Pr(D1)) = 
1.022 nits. The short-dashed vertical line at posterior probability Pr(D1|T1) = 
0.75 intersects the information curve at –ln(Pr(D1|T1)) = 0.288 nits, and then
–ln(Pr(D1)) – (–ln(Pr(D1|T1))) = 1.022 – 0.288 = 0.734 nits. The short-dashed 
vertical line at posterior probability Pr(D1|T2) = 0.10 intersects the information 
curve at –ln(Pr(D1|T2)) = 2.303 nits, and then –ln(Pr(D1)) – (–ln(Pr(D1|T2))) = 
1.022 – 2.303 = –1.281 nits. B, The probability axis refers to prior probability 
Pr(D2) and posterior probabilities Pr(D2|T2) and Pr(D2|T1). The solid vertical 
line at prior probability Pr(D2) = 0.64 intersects the information curve at 
–ln(Pr(D2)) = 0.446 nits. The short-dashed vertical line at posterior probability
Pr(D2|T2) = 0.90 intersects the information curve at –ln(Pr(D2|T2)) = 
0.105 nits, and then –ln(Pr(D2)) – (–ln(Pr(D2|T2))) = 0.446 – 0.105 = 0.341 
nits. The short-dashed vertical line at posterior probability Pr(D2|T1) = 0.25 
intersects the information curve at –ln(Pr(D2|T1)) = 1.386 nits, and then 
–ln(Pr(D2)) – (–ln(Pr(D2|T1))) = 0.446 – 1.386 = –0.940 nits. 
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In Figure 4B, the prior probability is Pr(D2) = 0.64 and the 
posterior probability may be Pr(D2|T1) = 0.25 or Pr(D2|T2) = 0.90. 
The information contents resulting from information updating are 
then, respectively: 
–ln(Pr(D2)) – (–ln(Pr(D2|T1)) = 0.446 – 1.386 = –0.940 nits 
–ln(Pr(D2)) – (–ln(Pr(D2|T2)) = 0.446 – 0.105 = 0.341 nits 
For a binary predictor calibrated as in the current FHB example, 
information content is positive if the conditional probability given 
the prediction exceeds the prior probability, zero if the two prob-
abilities are equal, and is negative if the conditional probability 
given the prediction is smaller than the prior. Thus, correct predic-
tions yield positive information contents and incorrect predictions 
yield negative information contents. 
An information graph for specific information. From equa-
tion 1 and equation 10 we can calculate specific information for 
test outcome Ti, denoted IS(Ti) as 
( ) ( ) ( )iiS TDHDHTI −=  (12) 
As is the case with relative entropy I(Ti) (equation 8), specific 
information IS(Ti) can be interpreted as a measure of diagnostic 
information provided by outcome Ti on average over both cate-
gories of actual status, cases D1 and controls D2. And again as 
with relative entropy (equation 9), the expected value of specific 
information over both outcomes of a binary predictor is expected 
mutual information: 
( ) ( ) ( )iSi iM TITTDI = Pr,  (13) 
(16). However, a distinction between relative entropy and specific 
information readily becomes apparent from their respective infor-
mation graphs. 
Figure 5 shows an information graph for specific information, 
based on the example set. To illustrate specific information, we 
plot entropy H(D) (equation 1) and conditional entropy H(D|Ti) 
(equation 10), both with probability Pr(D1) on the horizontal axis. 
For outcome T1, the information graph (Fig. 5A) shows specific 
information as ( ) ( ) ( )11 TITDHDH S=− ; for outcome T2 (Fig. 5B), ( ) ( ) ( )22 TITDHDH S=− . On the basis of the example data set, 
specific information IS(Ti) is the vertical difference between H(D) 
and H(D|Ti) at Pr(D1) = 0.36 (Fig. 5). Here, we calculate IS(T1) = 
0.091 nits, IS(T2) = 0.328 nits. In this case both IS(T1) and IS(T2) 
>0, but in general IS(Ti) may be positive (when H(D) > H(D|Ti), in 
which case uncertainty has decreased upon receipt of Ti), or 
negative (when H(D) < H(D|Ti), in which case uncertainty has 
increased upon receipt of Ti). Note that although specific in-
formation for a particular outcome may be negative, average 
specific information (i.e., expected mutual information, equation 
13) is ≥0. 
To view Bayesian probability revisions for the example data set 
on Figure 5A and B, we first draw a horizontal line through the 
point of intersection of the H(D|Ti) curve and the vertical line 
Pr(D1) = 0.36. In Figure 5A, this horizontal line is H(D|T1) = 
0.562 nits; in Figure 5B the corresponding line is H(D|T2) = 0.325 
nits. On each graph, the horizontal line is extended as far as the 
H(D) curve in each direction. Then in Figure 5A, the Bayesian 
posterior probabilities for a T1 outcome, Pr(D1|T1) = 0.75 (upper 
intersection) and Pr(D2|T1) = 0.25 (lower intersection), are 
obtained as the projections onto the probability axis of the points 
of intersection of the horizontal line H(D|T1) = 0.562 nits and the 
H(D) curve. Similarly, in Figure 5B, the Bayesian posteriors for a 
T2 outcome, Pr(D2|T2) = 0.90 (upper intersection) and Pr(D1|T2) = 
0.10 (lower intersection), are obtained as the projections onto the 
probability axis of the points of intersection of the horizontal line 
H(D|T2) = 0.325 nits and the H(D) curve. 
Overview. As Madden (21) pointed out, Bayesian updating as 
applied in crop protection decision making is based on deter-
mination of the probability of a disease outbreak (or need for a 
control intervention) before (the prior probability) and after (the 
posterior probability) using the predictor. These probabilities have 
corresponding information contents which we have illustrated 
diagrammatically by means of information graphs. The main 
phytopathological application of these information graphs is in 
Fig. 5. Information graphs for specific information. In both parts, the long-
dashed line shows the entropy curve: information axis H(D), probability axis
Pr(D1) (equation 1); and the solid line shows the conditional entropy curve:
information axis H(D|Ti) (equation 10), probability axis Pr(D1). All values 
refer to calculations based on the example data set (Table 2). A, Test outcome 
T1. At prior probability Pr(D1) = 0.36, the short-dashed line between the
entropy curve H(D) and the conditional entropy curve H(D|T1) shows specific
information IS(T1) = 0.091 nits, the short-dashed line between the conditional
entropy curve and the horizontal axis shows H(D|T1) = 0.562 nits (equation
12). The horizontal dash-dot line through the point of intersection of the
conditional entropy curve H(D|T1) and prior probability Pr(D1) = 0.36 extends
in each direction to intersect the entropy curve H(D). The Bayesian posterior
probabilities Pr(D1|T1) = 0.75 (upper intersection) and Pr(D2|T1) = 0.25 (lower 
intersection) are obtained as the projections onto the probability axis of these
points of intersection. B, Test outcome T2. At prior probability Pr(D1) = 0.36, 
the short-dashed line between the entropy curve H(D) and the conditional
entropy curve H(D|T2) shows specific information IS(T2) = 0.328 nits, the
short-dashed line between the conditional entropy curve and the horizontal
axis shows H(D|T2) = 0.325 nits (equation 12). The horizontal dash-dot line 
through the point of intersection of the conditional entropy curve H(D|T2) and 
prior probability Pr(D1) = 0.36 extends in each direction to intersect the
entropy curve H(D). The Bayesian posterior probabilities Pr(D2|T2) = 0.90 
(upper intersection) and Pr(D1|T2) = 0.10 (lower intersection) are obtained as
the projections onto the probability axis of these points of intersection. 
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characterizing and evaluating predictors that facilitate deployment 
of Bayesian updating in crop protection decision making. 
Recall that, like Madden (21) we are concerned here with 
binary predictors. When characterizing and evaluating a predictor 
from an information theoretic perspective, we identify the prior 
probability of case status, the posterior probability of case status 
given the prediction, and the probability of case status after the 
actual status is made known; respectively Pr(D1), Pr(D1|Ti) (i = 1, 
predicted case; i = 2, predicted control), and either 1 (actual case) 
or 0 (actual control). Because the predictors in question are 
binary, we can always calculate prior, posterior and actual prob-
abilities of control (D2) status as complements of the corre-
sponding probabilities of case status. Now, consider the amount 
of information that would be required to take us from the prior 
probability to the actual status: if we have an imperfect predictor 
this can only supply enough information to take us part of the 
way, from the prior to the posterior probability, thus leaving a 
deficit, the amount of information still required to take us from 
the posterior probability to the actual status. Figure 4 illustrates 
the information contents corresponding to Bayesian updating 
from prior to posterior probabilities given either a T1 or a T2 pre-
diction, and Figure 3 illustrates the remaining information deficits, 
following Bayesian updating, between posterior probabilities and 
actual status. Figure 2 illustrates the expected values, calculated 
over both categories of actual status, both of the information 
contents corresponding to Bayesian updating and of the remain-
ing information deficits. Figure 5 illustrates the difference be-
tween entropies calculated before and after Bayesian updating 
from prior to posterior probabilities. 
DISCUSSION 
The information graphs presented above provide diagrammatic 
interpretations of the statistical decomposition of diagnostic 
information resulting from the Bayesian probability revisions that 
we observe when using a binary predictor. All the graphs are 
calculated from the same phytopathological data used to charac-
terize the true positive and true negative proportions and their 
complements for such a predictor. In the present context, these 
data are formatted as a prediction-realization table (Tables 1  
and 2). 
Figure 1 provides a diagrammatic interpretation of the partition 
of entropy H(D) (equation 1) into expected mutual information 
(equation 5, which shows that expected mutual information is a 
function of the properties of the predictor TPP and FPP, and the 
prior probabilities) and expected information inaccuracy (equa-
tion 6): H(D) = IM(D,T) + H(D|T). We can think of entropy as the 
uncertainty prior to the use of a predictor, and thus quantified in a 
particular case by specification of the prior probability. Then at 
the specified prior probability, use of the predictor, on average 
over both actual status categories Dj and both test outcome cate-
gories Ti, reduces uncertainty by an amount equal to the expected 
mutual information. Expected information inaccuracy is then the 
average remaining uncertainty after use of the predictor. Since 
entropy as specified by equation 1 is the upper limit of expected 
mutual information as specified by equation 5, we can calculate a 
normalized version of expected mutual information as (H(D) – 
H(D|T))/H(D) (3). Thus, in the case of the example data set about 
one-third of the uncertainty prior to the use of a predictor is, on 
average, explained by use of the predictor. For a discussion that 
allows consideration of this value in a wider epidemiological 
context, see section 2.4 of Hughes (16). 
Benish (5) plotted information graphs for relative entropies 
I(T1) and I(T2) as functions of prior probability of case status. 
Figure 2 instead provides a diagrammatic interpretation of the 
partition of cross-entropy ( )DTDH iC ,  (equation 11) into relative 
entropy I(Ti) (equation 8) and expected information inaccuracy 
for a Ti prediction (equation 10). An alternative version of this 
relative entropy calculation appears in Hughes (17). We can ob-
tain the information quantities illustrated in Figure 1 from those 
in Figure 2 by taking the expected values over T: expected mutual 
information is calculated from relative entropy via equation 9 and 
overall expected information inaccuracy is calculated from ex-
pected information inaccuracy for a Ti prediction via equation 6. 
At this stage we refer back to our earlier introduction to the 
example data set and in particular the account of predictor accuracy, 
as characterized on the basis of sensitivity and specificity, for 
context. There, we were concerned with calibration of the pre-
dictor from a data set where the actual status (D1, case; D2, control) 
and predicted status (T1, predicted case; T2, predicted control) 
were known for all crops in the data set. Here, we are concerned 
with the accuracy (or inaccuracy) of predictions characterized on 
the basis of posterior probabilities. Figure 3 characterizes infor-
mation inaccuracies in terms of a logarithmic scoring rule. Over a 
series of predictions for which actual status is subsequently 
identified, these information inaccuracies provide a basis for 
forecast evaluation (e.g., 29). Consider a situation where it is 
regarded as important that no-treatment decisions are restricted 
almost entirely to controls. To this end, a threshold low on the risk 
scale is adopted. Then sensitivity (TPP) is high and so FNP is 
low, so a high proportion of negative test outcomes would (cor-
rectly) be for controls, as required. In this situation, only a small 
proportion of cases would (incorrectly) not be treated. In terms of 
posterior probabilities, such a calibration corresponds to Pr(D2|T2) ≈ 
1, Pr(D1|T2) ≈ 0 (see, e.g., Table 2 of ref. 7). An obvious matter for 
consideration in relation to the logarithmic scoring rule for binary 
predictors is that such a calibration sets a highly exacting standard 
for forecast evaluation. Suppose that for the purpose of evalua-
tion, a series of predictions is made for which the actual status is 
subsequently identified. If the predictor is calibrated so that 
Pr(D2|T2) ≈ 1, Pr(D1|T2) ≈ 0, then observation of a D1 subject sub-
sequent to a T2 test outcome will result in a very large value for 
information inaccuracy. Note that from the individual logarithmic 
scores characterized in Figure 3 we can calculate the expected 
information inaccuracy (i.e., the average remaining uncertainty) 
for a Ti prediction via equation 10. Thus, in the current example, 
for a T1 prediction we have 
( ) ( )( ) 562.025.0ln25.075.0ln75.0)( 1 =⋅+⋅−=TDH  nits 
and for a T2 prediction we have 
( ) ( )( ) 325.090.0ln90.010.0ln10.0)( 2 =⋅+⋅−=TDH  nits 
as in Figure 2. 
Figure 4 characterizes the information contents of predictions 
arising from Bayesian probability updating. These are calculated 
directly via equation 7, and illustrated graphically in terms of the 
difference between the information content of the prior prob-
ability and that of the posterior probability. Relative entropy I(Ti) 
is expected information content for a prediction Ti, so we can 
obtain the relative entropies (as in Fig. 2) from the information 
contents (as in Fig. 4) via equation 8. Thus, in the current 
example, for a T1 prediction we have 
( ) 315.0
64.0
25.0ln25.0
36.0
75.0ln75.01 =


⋅+


⋅=TI  nits 
and for a T2 prediction we have 
( ) 179.0
64.0
90.0ln90.0
36.0
10.0ln10.02 =


⋅+


⋅=TI  nits 
as in Figure 2. 
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We recall that information content  
( )
( ) 



j
ij
D
TD
Pr
Pr
ln  
can alternatively be written as the pointwise mutual information  
( )
( ) ( )

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
⋅ ij
ij
TD
TD
PrPr
Pr
ln

 
in which case we can characterize information contents resulting 
from information updating directly from data in the form of a 
prediction-realization table and so calculate expected mutual 
information via equation 4. 
Figure 5 illustrates specific information IS(Ti) diagrammatically 
in terms of the difference between entropy H(D) and expected 
information inaccuracy H(D|Ti) (equation 12). We can obtain the 
information quantities illustrated in Figure 1 from those in Figure 
5 by taking the expected values over T: expected mutual infor-
mation is calculated from specific information via equation 13 
and overall expected information inaccuracy is calculated from 
expected information inaccuracy for a Ti prediction via equation 
6. While specific information and relative entropy both have 
expected mutual information as their expected value (equations 9 
and 13, respectively), we see from their information graphs (Figs. 
2 and 5, respectively) that relative entropy I(Ti) ≥ 0 while specific 
information may take either positive values (when H(D) > 
H(D|Ti)) or negative values (when H(D) < H(D|Ti)). For compara-
tive discussions of specific information and relative entropy, see 
Fano (13) (for an information theoretic point of view) and Hughes 
and McRoberts (18) (for an epidemiological point of view). One 
important distinction between specific information and relative 
entropy from an epidemiological point of view is that the former 
is additive while the latter is not. The consequence of this is that 
in order to correctly accumulate diagnostic information in a se-
quential diagnosis, we calculate specific information and not rela-
tive entropy (18). Relative entropy is interpretable as the amount 
of diagnostic information provided by an individual test in the 
diagnostic sequence (4), but these amounts are not cumulative. 
The information graphs described here allow us to view binary 
predictors used in diagnostic decision making from the perspec-
tives of both probability revision and entropy reduction. There are 
machine-learning approaches to classification that use algorithms 
based on entropy reduction (26,27). Quinlan (27) provides an 
example based on a phytopathological data set from Michalski 
(22), and more recently the C4.5 algorithm has been used as a 
statistical diagnostic to classify the temporal dynamics of plant 
disease epidemics (14). A diagrammatic approach to the informa-
tion theoretic concepts deployed in such phytopathological appli-
cations can help to reduce the extent to which the analysis is just 
viewed as a ‘black box’ by end-users. And while in general the 
application of information theory to epidemiology of course 
transcends the analysis of binary decision problems, necessitating 
equation- or software-based analysis, the underlying concepts 
described in our information graphs remain applicable to an 
understanding of the diagnostic decision-making process. 
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