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1. INTRODUCTION 
While studying methods for obtaining accurate bounds on the eigenvalues 
of a certain class of symmetric kernels, G. Milton Wing found it necessary to 
compute the eigenvalues of the kernel 
q~,y)=J&/~-YI) (-l<%Y<l) 
for large values of s. Due to the severe oscillations of this kernel for large s, 
standard techniques were of no use. In a paper by Roark and Wing [l], this 
difficulty was overcome by using the representation [2, p. 3601 
In fact, kernels of the more general form 
q-T Y) = 1; g(t) cos[4x -Y) 4 4 (A < ~0) 
with g EL~(O, A) and positive, were treated in that paper. Since then, several 
authors have discussed these kernels under less restrictive conditions on g, 
and information concerning the eigenfunctions has also been presented. 
[See 3, 4, and 5.1 
A close examination of the approach used shows that these authors actually 
consider the two kernels 
K&v, y) = ( g(t) cos mt cos syt dt 
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and 
%(x, y) = j: g(t) sin sxt sin syt dt 
separately. In this paper we consider kernels of the form 
K(x, y) = j" g(t) h(t, 4 h(t, Y) & 
0 
where h(t, X) is any function belonging to a fairly large class. Besides enlarg- 
ing the class of kernels, this generalization leads to some rather interesting 
results concerning the case of cosine transforms. 
2. KERNELS OF THE FORM s,” g(t)h(t, x)h(t, y) dt. 
The integral equation which we consider is 
where [a, b] is a finite interval and K is a symmetric kernel inL.&Z), where 2 
is the square a < X, y < b. We assume that K can be expressed in the form 
W, Y) = jA g(t) & 4 W, Y> dt (2.2) 
0 
with A finite and g E&(O, A). We make the following assumptions about 
h(t, x): 
Al. There exists a sequence {xn} such that {h(t, x,)} is complete in 
L,(O, A) and orthogonal on [0, A]. 
A2. The function h(t, X) is continuous in both variables for 0 < t < A, 
a < x < b; letting I denote an interval of the real line such that x, EI for 
all it, we further require that h(t, x) be continuous for all x ~1, and that 
there exists a number Bh such that 1 h(t, x)1 < B, , for t E [0, A] and x ~1. 
A3. Let 
A f&,2 = I h2(t, x,J dt and 
1 
0 
osr(4 = H,2 ,I W, 4 h(t, 4 dt. 
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We require that the series 
converges uniformly for a < x < b. 
Before proceeding to the main topic of this section, we would like to make 
some remarks about the functions g and h. First, the class of possible func- 
tions h is actually quite large. For example, let L denote the Sturm-Liouville 
operator defined by 
L[4 = g -p(t) 24, O<t<A 
with p(t) continuous on [0, A]. Suppose that h(t, x) is a bounded solution to 
L[u] = xz1 where x is any real number. Then h satisfies A2. Imposing bound- 
ary conditions leads to a sequence {xn} for which Al holds. Also, asymptotic 
estimates on the integrals an(x) are known, making it easy to verify A3 [see 6, 
p. 27Offl. Hence, any such h is an admissible one for our purposes. Secondly, 
it will be seen that explicit knowledge of g is not needed-knowing the 
existence of a function g which provides the representation (2.2) for a given K 
is sufficient. Lastly, if g is nonnegative, a simple computation shows that K 
is nonnegative definite, and hence has no negative eigenvalues. However, we 
shall not place any such restrictions on g. 
In this section we develop an infinite matrix equation related to the integral 
equation (2.1), and then show an equivalence between the eigenvalues of the 
matrix equation and those of the integral equation. In Section 3 this equiv- 
alence is exploited to obtain a relatively simple procedure for determining 
the eigenvalues of (2.1). W e now proceed with the development of the matrix 
equation. 
Let h be an eigenvalue of (2.1) with corresponding eigenfunction v. Using 
(2.2) in (2.1) we have 
or 
M4 = 1” P(Y) ,: g(t) 44 4 w Y> dt dY a 
%4x) = ,: g(t) B(t) W, 4 dt 
where we have defined 
(2.3) 
(2.4) WI = J” &Y) dY) dY* a 
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If we multiply (2.3) by h(s, X) and integrate on x over [a, b], we obtain 
/w(s) = jAg(t) Is(t) 1” h(t, x) h(s, x) dx at. 
0 a 
Letting 
we have 
T(s, t) = 1” qt, x) h(s, x) dx 
a 
xB(s) = IAg(t) T(s, t) B(t) dt. (2.5) 
0 
We have now obtained an equation in which one factor in the kernel can be 
expanded in terms of the functions h(t, x,). We write 
where 
s 
b cm, = 44 ~44 dx (2.7) a 
with oc,(x) defined as in assumption A3. The assumptions Al-A3 insure that 
the series (2.6) converges absolutely and uniformly for 0 < S, t < A and that 
We use (2.6) in (2.5) and integrate term by term: 
Define 
All(s) =c C,,h(s, x,) 1” g(t) B(t) & 4 dt. (2.9) 
m,n 0 
A 
M,= 
s g(t) B(t) 0 xn) dt, 
(2.10) 
0 
so that (2.9) may be written as 
W) = 1 GmM,& xm). (2.11) 
m,n 
Multiplying this equation by g(s) h(s, xj), integrating on s over [0, A], and 
using (2.10) and (2.2), we have 
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or 
hMj = 5 ( f K(Xj 9 Xm) Cm,) Mn 7 (j = 0, 1 ,**a)* (2.12) 
n-o m=O 
This is the infinite matrix equation we set out to obtain. For convenience, let 
Q be the matrix with elements 
Denoting {J&} by M, (2.12) can be written as 
AM = QM. 
We have now shown that any eigenvalue of the kernel K is also an eigen- 
value of the matrix Q. In order to prove the converse, we must specify the 
space on which Q is defined. To see what space is reasonable, recall that 
M,,= A 
s g(t) BP) W, 4 dt 0 
zzz JAm a 4 1” he, Y) P(Y) dY dt 
0 a 
where we have used (2.4). Then 
Since K is continuous, its eigenfunctions are likewise continuous and, due 
to A2, this holds for all x E I. Hence, we have {M,} E 1, , the Banach space 
of all bounded sequences which has the norm 
Using the facts that K is bounded and 2 1 C,, I < co, it is straightforward to 
verify that Q maps Z, into Z, . Furthermore, from (2.13) we see that we cannot 
restrict Q to a smaller space and still hope to obtain all possible eigenvectors. 
Hence we agree to consider Q as acting on the space 1, . 
The following theorem will be used as a starting point for showing that 
every eigenvalue of Q is also an eigenvalue of K. 
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THEOREM 2.1. Let h f 0 be an eigenvalue of K, with corresponding eigen- 
function q. Then 
~(4 = f Gn@nK(x, 4 (2.14) 
m,n=o 
where {ii?in} E 1, is an eigenvector of (2.12) corresponding to A. The convergence in 
(2.14) is absolute and uniform for a < x < b. 
Proof. From (2.3), we have 
%J(x> = 1: g(t) h(t, 4 B(t) dt 
and from (2.11) 
with uniform convergence. Thus 
AT(x) = /;g(t) h(t, x) f C GnnM,h(t, xm) dt 
nz,n 
or, letting ii?!,, = M,,/A2, and using (2.2) 
cp(x> = C C,n,J%zK(x, 4. 
m.n 
The type of convergence is easy to show. 1 
We are now in a position to prove the main result of this section. 
THEOREM 2.2. The kernel K and the matrix Q, considered as an operator 
on 1, , have exactly the same eigenvalues. 
Proof. We have already shown that Xp, = KS, implies that AM = QM for 
an eigenvector M E 1, . Now let x be an eigenvalue of Q, with corresponding 
eigenvector ii$ E 1, . Since Q is not symmetric, we do not yet know that 2 
is real. Define 
Since ii? E 1, , we have uniform convergence; hence, 8 is continuous since 
each of the functions K(x, x,) is continuous. Now 
&5(x) = 1 c Cm,@,, j: g(t) h(t, x) h(t, x,) dt 
7n.n 
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we obtain, after some tedious calculations, 
Recalling (2.6) we have 
Q(t) = C cjkfik 1: g(S) h(s> Xj) 1" h(t, Y> '($2 Y) 4 ds. 
j,k a 
We now use this result in (2.15): 
%+3(x) = ,;g(t) h(t, x) Q(t) dt 
= 
Jl At> h(ts X> C c?‘kBk ,I ids) h(s, Xj> J” h(t, Y) h(s, Y) dY ds dt 
i.k a 
b A 
=s Is 
g(t) 44 4 h(t, Y) dt 
a 0 
1 * 1; cjk@k 11 g(S) Ns, Y) NOT %I ds\ 4 
or 
%(x) = ,; w, Y) %Y) dYi 
hence x is also an eigenvalue of K, which shows it must be real. This com- 
pletes the proof. 1 
Having established the equivalence of the set of eigenvaiues of K and of Q, 
we now discuss how this can be used to obtain good estimates of the eigen- 
values of K. 
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3. A COMPUTATIONAL TECHNIQUE 
The equivalence established in the preceding section does not, of itself, 
aid in computing the eigenvalues of K, since the eigenvalues of an infinite 
matrix are usually unattainable, numerically. However, Eq. (2.12) suggests 
considering the truncated problem 
ANMj* = 5 5 K(xj , xm) CmnMnN (j = 0, l,..., N) (3.1) 
n=o n=O 
(which can be handled numerically) with the hope that h* + I\. But none of 
the matrices involved are symmetric, so it appears desirable to return to 
an integral equation, related to (3.1) and having a symmetric kernel KN , if 
possible. If this is possible we can estimate 1 h* - X 1 from /I K - KN 11 . 
Hence, we consider the equation 
~*v*(x> = IbKN(x, Y>V*(Y) dr (3.2) 
a 
where 
with g as in the previous section (i.e., in L,) and with h, to be determined. 
Performing the same manipulations as in the previous section, and using 
obvious notation we arrive at the integral equation 
ANIP = )-^  g(t) TN+, t) P’(t) dt (3.4) 
0 
where 
TN@, t) = j-” i&(t, x) &(s, x) dx. 
a 
If h, were such that 
TN(S, 9 = 5 Gmw, %I) w GA n&n=0 
then (3.4) would become 
(3.5) 
(3.6) 
X”BN(s) = -$ 
m.n=o 
Cm&s, x,) (g(t) BN(t) h(t, x,) dt. 
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If we denote the integral by M,N, we would obtain (as in the previous section) 
hNMiN = 5 K(xj , x,,J C,,M,,N, (j = 0, l)..., N). (3.7) 
m.n=o 
Thus we see that the possibility of finding a kernel (3.3) depends only on the 
possibility of finding functions h, satisfying (3.6). Fortunately h, can be 
found, as we now show. 
Using the definition of C,, [Eq. (2.7)], we can write (3.6) as 
Comparing this with (3.5) we see that our functions h, can be taken as 
h&, x) = 2 44 h@, 4 
n=O 
(3.8) 
We shall not concern ourselves with the question of whether or not the h,‘s 
satisfy Al-A3 because the way we use these functions makes such a question 
academic. 
Note that if we expand the function h(t, x) for fixed x in terms of the 
sequence {h(t, x,)}, we obtain 
(3.9) 
and this series converges uniformly in x and t to h(t, x), Hence h, converges 
uniformly to h. Using this, and the boundedness of h, we can easily show that 
IIK--NIl+O (3.10) 
as N+ co. Finally, using (3.8) in (3.3) we see that KN is a degenerate kernel 
of order at most N + 1. 
The approach taken to go from (3.2) to (3.7) shows that any eigenvalue of 
(3.2) is also an eigenvalue of (3.7). Th e converse for the finite case is the 
same as in the infinite one, and will be omitted. By (3.10) we have that if 
AN is an eigenvalue of (3.7) [or, equivalently, of (3.211, then hN -+ h, an eigen- 
value of K. In fact, we have proved the following result. 
THEOREM 3.1. Let A, denote the n-th eigenvalue of(2.1) and let hnN(N 3 n) 
409/3’/3-5 
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denote the n-th ezgenvalue of (3.7). [We assume these to be ordered as 
1 A, 1 > 1 A, 1 > -*a, etc.]. Then 
Since h,N can be computed numerically (see [A), this theorem provides 
a feasible method for obtaining h, . 
4. KERNELS ESSENTIALLY EQUIVALENT TO THOSE IN SECTION 2 
We shall now discuss kernels having the form 
K(x, Y) = j” g(t) [h,(t, 4 Ut, 9 + ho@, 4 ho(t, ~91 dt 
0 
(4.1) 
where A is finite and g E&(O, A). The subscripts e and o indicate even and 
odd behavior, respectively, in the second variable of the functions h, and 
h, . As for Al, we now merely require (h,(t, x,)} to be complete in the even 
L,(O, A) functions, and {h,(t, &J} to be complete in the odd L,(O, A) func- 
tions. The sequences {xn} and {&} are not necessarily the same. Our basic 
interval will now be [- a, a] rather than [a, 61. 
We need two trivial lemmas-proofs are omitted: 
LEMMA 4.1. For the integral equation 
A+) = y, m Y) P(Y) dY, (4.2) 
where K has the representation (4.1), the eigenfunctions may be chosen either 
even or odd. 
Define 
K(x, Y> = JAN w 4 h&7 Y) dt = * W(% Y) + w, - rll 
0 
Kc& Y> = $W h,(t, 4 W, r> dt = 4 I?+> Y> - f% - r)l. 
LEMMA 4.2. The number h is an eigenvalue of K with corresponding even 
(odd) eigenfunction if and only if X is an ezgenvalue of K, (K,), with even (odd) 
eigenfunction. 
These two lemmas show that the eigenvalues of K can be obtained by 
finding the eigenvalues of both K, and K, . These kernels are of the form 
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discussed in Section 2, which explains the heading of this section. Also, 
K, and K,, can be treated numerically as discussed in the previous section, 
so that further comment on the numerical aspects of kernels (4.1) is unnecess- 
al-Y* 
For the remainder of this section we shall assume that h,(t, 0) # 0 for all 
0 < t < A. The following lemma will be needed to prove our next theorem. 
LEMMA 4.3. The functional equation 
4f (x + Y> +f (x - Y>l = 2f (x)f (Yh (x, Y real) (4.3) 
where f is continuozcs and bounded, has only the solutions 
f(x) E 0; f(x) = K cos vx, v 22 constant. (4.4) 
Proof. If k = 0, we see that f(x) f (y) = 0 for all x, y, so that f = 0, 
which is consistent with (4.4). For k # 0, let w(x) = f (x)/K. Then 
4x + Y) + w(x -Y) = 24-4 W(Y), (4.5) 
with w also continuous and bounded. Equation (4.5 j-which is known as 
D’Alembert’s Functional Equation-was first solved by Cauchy in 1821. His 
solution is essentially reproduced in [8, p. 117]l. It is shown there that the 
only solutions to (4.5) are cos VX, cash vx and w = 0. Boundedness rules out 
cash VX. Hence w(x) = cos vx and f (x) = K cos vx. m 
Define 
G(x, Y, 0 = W, 4 W, Y> + h,(t, 4 h,(t, Y). 
THEOREM 4.1. Suppose that G(x, y, t) depends only on (x - y) and t, 
i.e., G(x, y, t) = C?(x - y, t). Then G can be taken in the form 
G(x, Y, 4 = co++) (x - y)l, 
where v(t) is continuous in [0, A]. 
Proof. We have 
and 
c(x - Y, 4 = h,(t> 4 he(t, Y> + W, 4 h&y) 
so that 
G(x + Y, t> = h,(t, 4 he@, Y) - ho@, 4 W, Y) 
2W, 4 he@, Y) = e(x - Y, t) + G(x + Y, 4. (4.6) 
1 The author wishes to thank Professor Einar Hille for helpful discussion concerning 
this functional equation. 
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Set y = 0 and let k(t) = h,(t, 0): 
qx, t) = h(t) h,(t, x). 
By (4.6) and ( 4.7) we have 
K(t) [h,(t, x - y) + he@, x + r)l = 24(4 4 w, 3% 
(4.7) 
We now have, for fixed t, that h,(t, x) is continuous, bounded, and satisfies 
(4.3). Since x E [- a, a] and h,(t, 0) # 0, the possibility h,(t, x) 3 0 is 
eliminated. By Lemma 4.3 
h,(t, x) = h(t) cos v(t) x, (4.8) 
and the continuity of h, gives the continuity of v(t). Finally, we use this in 
(4.7): 
qx, t) = P(t) cos v(t) x. 
Without loss of generality, we may include the factor P(t) in the function g. 
Then 
G(x, Y, t) = cos[(x - Y) 41. I 
COROLLARY. Let G(x, y, t) be as in the above theorem, and further assume 
that h,(t, x) = h,(x, t) and h(t) = h,(t, 0) = k, a constant. Then 
G(x, Y, t) = co&(x -Y) tl, v0 a constant. 
Proof. From the theorem we know that G(x, y, t) = cos[v(t) (x - y)], so 
that we must now show that v(t) = v,,t. From (4.8) 
h,(t, x) = /z cos v(t) x 
and so 
h,(x, t) = i cos v(x) t. 
By the assumed symmetry, 
cos v(t) x = cos v(x) t, 
or 
v(t) x = v(x) t + 2rrn (n an integer). 
Setting t = x = 0 (recall t E [0, A], x E [- a, u]) gives n = 0; then choosing 
x,, # 0 in [- a, a] so that v(x,,) f 0, we have 
v(t) xg = v(x(J t. 
Letting v(x,)/x,, = us completes the proof. 1 
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These two results show that displacement kernels, representable in the 
form (4.1), must be cosine transforms. Because of this and of the importance 
of displacement kernels, we would like to close this section with a set of 
sufficient conditions that, given a kernel K(z), there exists a finite A and a 
g ~La(0, A) such that 
K(z) = 1; g(t) cos zt dt. 
Since L,(O, A) C L,(O, A) for A < co, such a g is admissible for our purposes. 
THEOREM 4.2. Suppose that A and C are positive constants and K(z) is an 
entire function of the complex variable z such that 
(i) 1 K(z)/ < CeAIzI for all z, 
(ii) JTm I K(x)j2 dx < 03, 
(iii) K(z) is real and even for real z. 
Then there exists g EL~(O, A) such that 
K(z) = 1; g(t) cos zt dt. (4.9) 
Proof. The result follows from one of the Paley-Wiener theorems. The 
theorem and proof may be found in [9, p. 3701. 1 
This theorem reiterates a remark made at the beginning of Section 2. It is 
merely the existence of a g such that (4.9) holds that is needed. Explicit 
knowledge of g is not required. 
5. SOME NUMERICAL RESULTS 
Several examples of kernels having the representation (4.1) are given in 
[I, 4 and 51. We shall now briefly consider by our technique, two examples 
which have not been previously examined. 
First, let K be given by 
K(% Y> = 1' tJo@) lo(YQ 4 o<x, y\‘l (5.1) 
0 
or 
i 
XJl(4 Jo(Y) - Y./l(Y) Jo(x) 
K(x, Y) = x2 -y2 
7 XfY 
(5.2) 
Q uow + ~12@)1~ x =y, 
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where 1% is the usual Bessel function of order n. Clearly, (5.1) is of the form 
(2.2) with h(t, x) = q/tJ,,(xt). We shall choose (xn} so that J,,‘&) = 0. The 
functions G(X) become 
%(X) = 2Y!g ) x#O 
40) = 1, x = 0. 
It is straightforward to show that Al-A3 hold. The coefficients C,, needed in 
(2.12) were evaluated from (2.7) using Gauss quadrature. In Table I, N 
denotes the truncation order of (2.12) and hrN, haN, hsN are the first three 
eigenvalues of (3.7) for the appropriate N. (All computations were done on a 
CDC 6600, and computing time for Table I was 35 seconds, while Table II 
took 3 minutes.) 
TABLE I 
Approximations to the Eigenvaiues of the Kernel (5.2.) 
5 0.46108149 2.2435 3.595 
10 0.46108273 2.2543 3.872 
20 0.46108287 2.2556 3.907 
30 0.46108289 2.2557 3.911 
40 0.46108289 2.2557 3.911 
It appears from the table that hi, the largest eigenvalue of (5.2), is 
0.4610829, that X, = 2.256 x lo4 and that h, = 3.91 x 1O-9. However, to 
the author’s knowledge, this kernel has not been treated by other means and 
hence no comparisons are available. On the other hand, the function g(t) 
is simply 1 here, which is positive on (0, 1) so that K is positive definite. 
Hence, the trace condition 
holds. Since K(x, x) = & [Isa(x) + Ji2(x)], the integral in (5.3) can be com- 
puted quite accurately via power series (see [2, p. 3601). The result is 
s 
’ K(x, x) dx = 0.461308471. 
0 
Further, for N = 40, XiN + AzN + XaN = 0.461308466. This certainly lends 
considerable weight to our claim that we have computed the eigenvalues of K. 
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For our second example, we choose a kernel which satisfies the conditions of 
Theorem 4.2, but for which-again, to the author’s knowledge-the func- 
tion g is not known explicitly. Let 
K(x,y)= Jdslx-Yl) 
SIX--Yl 
-1 <x,y<l, s>o. (5.4) 
It is readily seen that all necessary conditions are satisfied with A = C = 1. 
According to Lemmas 4.1 and 4.2, we can find the eigenvalues of K by 
finding those of 
KJx, y) = Q [K(x, y) + K(x, - Y)], Ko(x, Y> = $ EK(x, Y) - K(x, - r)l. 
For K, the function h(t, x) is cos sxt, and the sequence {xn} may be taken 
to be x, = nr/s, n = 0, 1,2 ,... . For K, the function h(t, x) is sin sxt and we 
may choose x, = (n + 4) rr/s, n = 0, 1,2,... . In both cases, the functions 
a%(x) in A3 can be evaluated explicitly, and then 
cm,== l 
s 44 %(X> c&x -1 
can be computed accurately by quadrature. 
Table II gives the first three eigenvalues of (3.7) for various choices of s. 
Note that the presence of negative eigenvalues indicates that this kernel is 
not positive definite. 
TABLE II 
Approximations to the Eigenvalues of the Kernel (5.4) 
10 0.028750 -0.023916 -0.0048314 
1.0 30 0.028723 -0.023896 -0.0048257 
40 0.028722 -0.023896 -0.0048254 
50 0.028722 -0.023896 -0.0048254 
10 0.0979650 
5.0 30 0.0979628 
40 0.0979627 
50 0.0979627 
10 0.0609380 
10.0 30 0.0609384 
40 0.0609384 
50 0.0609384 
10 0.03182274 
50.0 30 0.01327707 
40 0.01327707 
50 0.01327707 
-0.06460 -0.032367 
-0.06494 -0.052396 
-0.06494 -0.052397 
- 0.06494 -0.052397 
-0.049514 -0.047537 
-0.049648 -0.047653 
-0.049652 -0.047657 
-0.049652 -0.047657 
-0.0129379 -0.0129112 
-0.0131210 -0.0131124 
-0.0131211 -0.0131125 
-0.0131211 -0.0131125 
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We should remark that this method of treating (5.4) is not equivalent to that 
of [3]. Once one computes the CX~‘s explicitly, it is easy to see that the matrix 
C = (C,,) is not diagonal. However, by expanding T(s, t) [see (2.6)] over 
[0,2A] x [0,2A] instead of [0, A] x [0, A], Roark, Shampine, and Wing 
obtained a diagonal C matrix. Using their method produces numbers in 
excellent agreement with those in Table II, though not quite as accurate for 
large s. 
6. SUMMARY 
The generalization of the work of Roark, Shampine, and Wing given here 
increases the class of kernels to which their ideas can be applied, and leads 
to some rather interesting results concerning the case of displacement kernels. 
Under the assumption that g merely belong to L, , Roark and Shampine 
were able to show only that a subsequence of {hnN} converged to h, . By passing 
from their diagonal C matrix to a full matrix, we have been able to show that 
the entire sequence {AfiN} converges as N+ co. 
Additional investigations are being carried out for the case A = co in (2.2). 
Various representations of the kernel, besides (2.2), are also being considered. 
In each case it appears that we can obtain a matrix problem similar to (2.12). 
Finally, the expansion (3.9) suggests several avenues of investigation, and 
these too are being explored. 
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