where XER is the space coordinate, k2eR is energy, Q(x) is a potential, and k2P(x) is the potential proportional to energy. Note that throughout the paper we use the prime to denote the derivative with respect to x. The physical solutions $11 from the left and $J~ from the right of ( 1.1) satisfy the boundary conditions i r(k)e'k"+o(l), *z(kx) = x+00, eikr+L(k)e-ik+o(l), x+ -03, ['-wZr(k,x) .
(1.4)
The transformation U( f,x> = eik'$( k,x) from the frequency k domain into the time t domain changes ( 1.1) into the wave equation
Let us use mfol (k,x) and mLol (k,x) to denote the Faddeev solutions of (1.8); i.e., let mj'] 
and &&&=Q(x)u, (1.5) where the scattering matrix for ( 1.8) is denoted by where c(x) = l/ dm is the wave speed and Q(x) is the restoring force. The equation in ( 1.5) describes the propagation of waves (e.g., sound, electromagnetic, or
The scattering and inverse scattering problems for ( 1.8) are well understood"' for QEL~ (R) . When we solve the inverse scattering problem, we will exploit the fact that for k=O the Faddeev solutions of ( 1.1) and ( 1.8) satisfy elastic waves) in nondispersive media where the wave speed and the restoring force depend on position. The direct scattering problem for ( 1.1) consists of finding the scattering matrix S(k) when P(x) and Q(x) are known, and it has been studied in Ref. 1. One inverse problem for (1.1) is to recover Q(x) when S(k), P(x) , and the bound state energies and the normalization constants are known, and this has been studied also in Ref. 1. Another inverse problem is to recover P(x) when Q(x), S(k), and the bound state information are known, and this inverse problem will be studied elsewhere. In this paper we study a version of the second inverse problem, namely we recover P(x) when we know Q(x), the bound state information, one of the reflection coefficients, and the delay time caused by the nonhomogeneity when the signal travels from an arbitrary point to either of f a. Such a delay time can be specified by giving either A + or A _, where The second inverse scattering problem for ( 1.1) is important because this problem is equivalent to the determination of the wave speed c(x) when the scattering data and the restoring force are known, and this has many important applications in acoustic imaging, nondestructive evaluation, and various fields of geophysics such as seismology.
As in Ref. 1 let us define
This paper is organized as follows. In Sec. II we formulate the key Riemann-Hilbert problem arising in the inverse scattering problem, in Sec. III we give the solution of the inverse scattering problem, and in Sec. IV we provide some explicit examples to illustrate the inversion method.
All the results given in this paper hold for real potentials satisfying the conditions P,Q,G%# (R), P(x) < 1 and is bounded below, where L:(R) is the class of Lebesgue integrable functions having a finite first moment.
When P(x) ~0 in ( 1.1 ), we obtain the Schrodinger
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Since k appears as # in ( 1.1 ), +!~l( -k,x) and $,( -k,x) are also solutions of ( 1.1) whenever $/(k,x) and t,bJk,x) are the physical solutions. 
where we have defined
which enables us to express Z,( k,x) in Z,( k,x) and con- 
Let we obtain the identity 1 L 1 .
II
The following is known.' The vector Z( k,x) is continuous in kc??-, has an analytic extension in k to C + for each x, and Z(k,x) -f=O( l/k) as k-+ CO in c+. Similarly, Z( -k,x) is continuous in kz, Once these normalization constants are specified, (2.2) can be solved uniquely.'
In the special case, when p(k) has a meromorphic extension to C + with finitely many simple poles at k J. Math. Phys., Vol. 33, No. 4, April 1992 states, the normalization constant for each bound state must be specified in addition to the matrix A (k,x) .
.., iKMR with residues pl,...,pNR, respectively, by calculus of residues we get from (2.9) after using (2.10) where 7j denote the residues of r(k) at k = ifiF Analogously, in the special case when dk) has a meromorphic extension to C+ with finitely many simple poles at k = iill,...,iANL with residues &..,/NL, respectively, we get from (2.9) after using (2.10)
(2.12)
The unknowns Z,( iKpx) and Z,( iApx) are easily found by solving two systems of linear equations that are obtained from (2.12) at k = i& ,..., @M, iK1 ,..., iK,vR and from (2.12) at k = $3, ,..., ifix, iill ,..., iANL, respectively. From (2.6) and (2.7) one then finds Z,( k,x) for y <O and Z,( k,x) for y > 0, respectively.
RECOVERY OF THE POTENTIAL
Note that if P(x) vanishes on either half line, A * can be obtained from S(k). This is because, as seen from (2.3) and ( 1.6), if one of A, vanishes, the other must be equal to A, and A is known when S(k) is given. In particular, when the nonhomogeneity P(x) does not extend to both of f 00, the information about A l is contained in the scattering matrix. Using the initial condition y =0 when x= 0, we can obtain y in terms of x by integrating either (3.5) or (3.6). Once y is obtained in terms of x, replacing it in Z,( 0,x) or in Z,(O,x) by its equivalent in terms of x, using H(x) = z,uk42 ww2
we obtain H(x) in terms of x only. Then the potential P(x) can be obtained by using P(x) = 1 -Hi.
In the absence of bound states, in order to obtain the potential P(x), it is sufficient to know either R ( k)pM + or L ( k)e2ikA -; this is because the former quantity gives us Z&k,x) and the latter gives us Z,( k,x) by the Marchenko procedure;' in order to solve the inverse problem studied here, it is sufficient to know either Z,( 0,x) or Z,( 0,x). In the special case Q(x) ~0, we have The result in (3.7) was obtained before by using a different argument.3 Note that when Q(x) =0, ( 1.1) cannot have any bound state solutions.1'3
IV. EXAMPLES
In this section we present some examples to illustrate the method described in Sets. II and III.
As a first example, consider the scattering matrix
where we have
The Riemann-Hilbert problem (2.2) can be solved explicitly using (2.11) and (2.6) for y>O and (2.12) and (2.7) for y < 0. We obtain Z,(k,x) = 1, x>O p(k) Z,(kx)=&+me'lk", x20 In this example, (3.6) becomes for x)0 (4.5) Integrating (4.5) with the initial condition y=O when x=0, we obtain for x>O fi+1
IBe"+ --y=x+2y3-1 2&L1' and H(x)=(;z; ;)2, x>O.
Note that A+ = -2(v'ZT + 1).
On the other hand, for x<O, (3.6) becomes (4.6)
After using the initial condition y=O when x=0, we can solve (4.6) for x<O and obtain x=y+fl--33 2vT! V3 + e2Y ' The last integral can be computed numerically to any desired accuracy. In this example H(x) = Z,(O,X)~ is continuous everywhere, and H'(x) is continuous everywhere except at x =O; to be precise, we have H'( 0 + ) =0 and H'(0 -) = 8 &. Again we can recover P(x) using P(x) = 1 -H(x)'. In Fig. 5 we have the graph of H(x) for this example.
