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INTELLECTUAL IMPLICATIONS OF THE 
COMPUTER REVOLUTION* 
R. W. HAMMING, Bell Telephone Laboratories, Murray Hill, N. J. 
Abstract. Most descriptions of the current computer revolution concentrate on the 
material aspects. This paper concentrates on the intellectual aspects. 
Computers have improved in speed by a factor of more than a million, while the cost 
has decreased by more than a thousand. As a result completely new effects have appeared. 
Some of the new effects on engineering, science, language, music, and the process of 
thinking are discussed, and some of the consequences to education are mentioned. The 
main thesis of the paper is that computers are producing a revolution in the world of ideas. 
You have probably heard and read about the computer revolution, the con-
trol revolution if you prefer, that is presently occurring. But you have heard 
and read mainly about the material aspects of the revolution; I propose to show 
you that the intellectual aspects of this revolution are at least as interesting and 
important. Perhaps it should be mentioned here that computing machines are 
frequently called "information processing machines," and information is the 
soul of modern life. 
The computer revolution is often compared with the famous industrial revo-
lution in importance and scope. The industrial revolution effectively released 
man from being a beast of burden; the computer revolution will similarly release 
him from slavery to dull, repetitive routine. The computer revol~tion is, how-
ever, perhaps better compared with the Copernican revolution, or the Dar-
winian revolution, both of which greatly changed man's idea of himself and the 
world in which he lives. 
Before discussing the main points of the paper, it is necessary to discuss 
briefly the idea of a change in a technology. Change is often measured in units 
of "an order of magnitude" meaning roughly a factor of ten-ten times as much. 
It is a common observation that a change of an order of magnitude in a tech-
nology produces fundamentally new effects. As illustrations consider the follow-
ing examples. Modern jet planes are about one order of magnitude faster than 
the Wright Brother's first plane. The fastest missiles are somewhat more than 
two orders faster-meaning about three hundred times faster-than the first 
plane. Automobiles are used at speeds about one order of magnitude faster than 
a horse and wagon. Each of these has produced whole new effects; indeed the 
automobile is said to have caused even a change in our morals! 
Computers have improved in speed by at least six orders of magnitude over 
hand calculations-a million fold. In order to understand the factor of a million 
consider the following two situations: first, you have only one dollar, and second, 
you have one million dollars. You can readily see that in the two different situa-
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tions there are fundamental differences in the view you adopt of yourself and 
of the possibilities that are open to you. 
Along with the change in speed there has been a great increase in reliability 
of operation so that we now do much longer computations than were practical 
by hand. 
Finally, with the increase in speed and reliability there has been a corre-
sponding decrease in the cost per operation-something more than one thousand 
times cheaper. It is as if suddenly automobiles now cost two to four dollars, 
houses twenty to sixty dollars. And the changes in the computer technology 
are still going on! 
These are the bases of the computer revolution; at least six orders of magni-
tude increase in speed, at least three orders of magnitude decrease in cost, and 
an increase in reliability which makes practical computations involving billions 
of arithmetical operations. 
As I said, it is customary to recognize that a change of a single order of 
magnitude in a technology often produces fundamentally new effects. Think, 
then, of the six orders of magnitude in speed and the three in cost, and the new 
effects they will produce. The change has been so rapid that we in the computer 
field are only just starting the exploration and exploitation of these new effects. 
Our first approach was to carry on in the same old ways, only bigger, faster, and 
cheaper, and we ignored the order of magnitude change and the new effects. 
Now we are beginning to explore them. 
The impact of the computer revolution can already be seen in a number of 
different fields. The most obvious application of computers is to the field of engi-
neering where extensive hand calculations have long been used. Here, although 
computers have long been used, they have, in fact, had comparatively little 
effect when judged by the criterion of new ideas. Old ideas have been expanded 
and developed, jobs which were never computed by hand because they were 
uneconomical or too slow, are now routinely done, but fundamentally new ideas 
and approaches are comparatively rare. Perhaps the biggest change in the engi-
neering field is in the area of education where the availability of a large scale 
computer on a campus has changed some of the curriculum (though, of course, 
the computer was not the only force producing change). 
Next let us look at the field of science. Turning first to the- laboratory side, 
the work in acoustics research at the Bell Telephone Laboratories provides a 
good example of the effect of having a large scale digital computer available. 
Before we had computers the scientists frequently had to build laboratory 
equipment to study various proposed transmission systems. Now about all they 
use is an analog to digital converter which takes in a sound track on a magnetic 
tape and from it produces a sampled digital tape. The digital tape is then run 
through a large digital computer which has been provided with a program to 
simulate the proposed transmission system. The output tape represents what 
would have been produced by the (idealized) system had it been built. This 
tape can then be run through the converter and the output heard directly. 
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Some of the important points to note are: first, the results are typically 
obtained in days rather than the months which would have been required had 
the equipment been built and debugged (that is, rendered error free). Second, 
expensive as large scale digital computers are, it is usually much cheaper to 
simulate on a computer than to build equipment. Third, because the results are 
obtained cheaply and quickly, more speculative systems can be examined and 
the enthusiasm does not get killed by the long waiting time between idea and 
result. Last, we can examine systems which at the moment we do not necessarily 
know how to build in the form of hardware-thus the range of possible explora-
tion is greatly increased. 
At present I would guess that perhaps 10% of the experiments in the Bell 
Telephone Laboratories are done on the computer rather than in the laboratory; 
I expect that in time the reverse will be true, only about 10% will be done in 
the laboratory. The advantages in speed, cost, and effort, favor the computer 
over the traditional laboratory approach. 
On the theoretical side computers are influencing research even more pro-
foundly. Let me illustrate this point from my personal experience by discussing 
a book I wrote last year. The book is concerned with the use of computers and 
would naturally contain many formulas. My first thoughts were to arrange all 
the formulas so that they could be put on a magnetic tape and thus supplied to 
the machine. The prospective user would call for the particular formula he 
wished to use by the label I gave it, and the machine would then find it on the 
tape and bring it into use. More mature thought suggested it would be better for 
me to supply the machine with the methods of derivation of the formulas and 
let the machine derive the particular formula when needed rather than try to 
find it on a tape. Actually it would be cheaper for the machine to do so. It would 
also mean that the prospective user would have available not only those for-
mulas I had derived, but any that were derivable by the techniques I gave the 
machine. This point can be summarized by the words "information regenera-
tion, rather than information retrieval," and illustrates how the order of magni-
tude change in computing capacity changes one's basic strategy. Indeed, when 
there are potentially an infinite number of formulas regeneration is the only 
practical approach. 
As a result, my research for writing the book had a profound change in 
emphasis; I did not try to find all the formulas that might be useful, rather I 
sought uniform methods for finding formulas so that the machine could actually 
apply the methods to produce the specific ones needed at any particular time. 
And this is a sensible division of labor between the human and the machine. The 
machine is best at working out details-far faster and more accurate than I am 
-while I am, at least for the moment, better able to suggest the broad lines of 
attack, the uniform methods for approaching problems. 
This suggests the obvious future. Man will concentrate more on the concep-
tions in a field, leaving the computers to work out the details and the checks 
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with experiments. As we learn more about how to use machines, we will push 
the line marking the division of labor so that machines take over increasing 
amounts of routine work, leaving man free to speculate, to imagine, and to con-
ceive of new ideas, where he seems to be better than the machine. 
For the next example we tum to the field of language. It is said that man is 
a tool-making animal. A hammer increases his muscle power, a microscope in-
creases his range of vision, an oscilloscope gives him a new sense-all these are 
tools to aid, improve, and extend the body. Language is also a tool, but it is a 
tool of the mind rather than of the body. Computers, like languages, are mainly 
tools to aid the mind rather than the body. 
This being the case, it is not surprising that computers have raised many 
new questions in the general area of language, and because the questions are 
new the answers will probably be new too. To be more specific, in order to con-
trol a digital computer it is necessary to tell the machine what to do in some 
mutually understood language. The instructions which the engineers build into 
the machine really constitute a language of communication between the human 
and the computer. The language is sometimes said to be in microsyllables. We 
soon got tired of speaking to the machine in microsyllables and started to invent 
languages more suitable for humans to use. We then program the machine to 
translate from these languages into its own language. We have now been in-
venting and using artificial languages of increasing sophistication for almost ten 
years. The languages are still far from satisfactory but the process of inventing 
and using them has raised many new and interesting questions. 
The natural languages which humans speak, such as English, Russian, Ger-
man, are all the result of long evolution. I take it as axiomatic that being the 
result of long evolution they have many properties which make them well 
adapted for the use they are put to. It must be remembered that much of the 
selection was made, as with humans, under circumstances far different from 
those in which they are now used. This being granted, I have asked why many 
of the features have persisted-"why" in a more engineering sense than it has 
been traditional to ask. For example, what are the survival values of regular vs. 
irregular verbs? Regular verbs make easy learning and recall; irregular verbs 
make for sounds which are quite different and hence easily separated. One 
would expect to find that the common verbs tend to be irregular, and the less 
common ones to be regular, and to a great extent this is what we find. Linguists 
have an alternative explanation, and the two do not necessarily contradict each 
other. 
The common languages have a redundancy of 60% or so-that is, about 60% 
of a written message can be suitably deleted and still the original message can 
be reconstructed fairly ?.,ccurately. The spoken language tends to have an even 
higher redundancy. The value of the redundancy is that when I talk, and a 
single word or phrase is poorly selected or spoken, the audience does not lose the 
whole talk, but only, at most, a small local part. Thus redundancy gives pro-
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tection against the unreliability" of the human nervous system that generates 
the words and sentences as well as the one that receives it, plus protection 
against noise in the acoustic channel over which it is sent-the value is obvious. 
But how it is accomplished is another matter. How is the redundancy built 
into the language so that it protects the human from his unreliable nervous 
system? All the synthetic languages we have devised so far for machines have 
had only a small amount of redundancy for protection, and that little not de-
liberately designed but rather a matter of chance. 
Another aspect of language I would like to understand, and hence be able 
to incorporate into a synthetic language, is the well-known observation that 
trying to put an idea into words is often a great help to clear thinking. I would 
like to design a language that was particularly adapted to help humans to think 
clearly when they describe their problem to the machine. Alas, I do not know 
how. 
Besides designing and using artificial languages for machine-human use, we 
have also attacked the problem of translating from one natural language to 
another, such as from Russian to English. Both the great success and the great 
difficulties left shed a good deal of light on various aspects of language. To me, a 
comparative outsider, it seems that the major stumbling block centers around 
the vexing question, "What did the author mean?" Perhaps this is a real ques-
tion, and perhaps it is not, but it seems to me to be one of the points where 
progress in machine translation of languages is presently in difficulties. 
We have also begun to make studies of authors' styles, to build concord-
ances, etc. These are necessary chores for many fields of research in the language 
area, but by hand they are very time consuming. With machines to do the dog 
work, more sophisticated and ambitious plans can be carried through, and more 
attention paid to the interpreting, rather than the gathering, of data. 
Among the creative arts, music has received a great deal of attention in 
computer circles. The principles of musical composition have been described to 
a machine and music composed. I am not an expert, but others who are tell me, 
just as my own ears do, that the music so composed is quite interesting in the 
small, but in the large a great deal is lacking. The machine seems to have a 
novelty that humans lack, but so far the machine programs describing the meth-
ods of composition have not been able to create any long range interest for 
humans. Will the future prove that such programs are impossible, or that they 
are possible? I do not know. 
But one point is already clear. Suppose you were very much interested in 
musical composition theory and you had a conjecture that one particular theory 
was better than another. You would be hard put to test the theories objectively. 
If you had a program that composed reasonably good music, you could have the 
machine compose several pieces in the two styles and let various people hear 
them. The result would be highly suggestive as to which style was the better, 
but, of course, not definitive. The lack of the mathematical model which faith-
1963] INTELLECTUAL IMPLICATIONS OF THE COMPUTER REVOLUTION 9 
fully imitated live composers would lend an element of doubt to the answer. 
But again I say it would be highly suggestive, and would provide one more tool . 
in the study of composition. 
Machine routines have been written which compute the sound track of any 
ideal musical instruments which are described by suitable programs. Thus the 
attack, the vibrato, the overton~ pattern, etc., may be defined, and music pro-
duced which will sound as it should. Again, this will probably not be exactly 
like currently used instruments, but such an approach can be used to suggest 
many new things to try. 
In any case, even with only a few years of using computers in the general 
area of music, many new ideas have been raised, and the answers are highly 
suggestive for further research. 
One of the most common questions asked is, "Can computers think?" The 
answer, of course, depends on the precise definition of "thinking," which prac-
tically no one is prepared to define sharply. 
Let us examine some of the available data. Machines have been "pro-
grammed" to play such thinking games as chess and checkers, and all things 
considered, they play fairly well-in checkers well enough to beat many human 
players. They have also been programmed to solve high school geometry prob-
lems. By "solve" and "play a game" we do not mean the machine consults some 
large table and selects the correct move. Rather, we mean some human or 
humans have described a method by which such problems can be approached-
usually with no guarantee of success. The methods are not necessarily those 
which humans themselves use, but they tend to resemble our rationalizations of 
how we solve problems and play games. 
Inevitably the question comes up, "Can a computer produce a new result?" 
Certainly machines have produced results which surprised the humans who 
planned the program. To take one classic example, the geometry proving routine 
was asked to prove that in a triangle ABC if AB equals AC then angle ABC 
equals angle A CB-the well-known theorem that if two sides of a triangle are 
equal then the base angles are equal. Most humans faced by this problem either 
bisect the angle A and produce two congruent triangles, or else draw a line from 
the vertex A to the midpoint of the base BC, again producing two congruent 
triangles. The machine routine merely observed that triangle ABC was congru-
ent to triangle A CB and hence corresponding angles were equal. The proof is 
both short and elegant. It was known to Pappus. (See Sir T. L. Heath, Euclid's 
Elements, Dover Publications, 1956, p. 254.) But if you were to examine the 
routine the machine used you would probably find that the machine was pro-
grammed first to see if it could prove the theorem, and if not then try to add a 
suitable line and try again. The result is, then, easily explained-the machine 
did what it was told to do. But then are we so different? Were we not pro-
grammed, haphazardly to be sure, to solve problems? What was our high school 
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_ ,. Thinking is closely associated with learning, and perhaps you feel that the 
crux of the matter is self-improvement. Consider, then, the fact that I could 
take two copies of a chess playing program, put them both in the same computer, 
but with one coefficient in one program changed. I could then let the machine 
play one formula against the other. Due to the fact that we almost always in-
clude in a game playing program a random choice to be used when two or more 
moves are rated as about equal, the machine will play, say, ten different games. 
Suppose one formula wins seven out of ten games. I could then have the machine 
continue to change the coefficient in the favorable direction until no further im-
provement was observed. In this fashion I could have the machine go through 
the coefficients one at a time until all of them had been improved. I would also 
probably try to change combinations of two at a time. Thus the machine from 
experience would improve the quality of its game. In evolutionary terms, it 
would be the survival of the fittest program. 
We can imagine going further. Suppose I had a collection of small strategies. 
I could have the machine substitute whole pieces here and there into the pro-
gram to see if the program were thereby improved. In the biological analogy, 
these are mutations to be selected for their survival by success or failure in 
competition with other programs. 
Now that you can see the survival of the fittest using both small variations 
as well as occasional large mutations, are you so sure that a program cannot pro-
duce "thinking"-whatever the word means? 
Very frequently "thinking" is defined to be what Newton did when he dis-
covered gravitation. By this definition most of us cannot think! As an exercise 
I suggest you try framing a test that is the least, or close to the least, which you 
will accept as demonstrating that a machine can think. I have been unable to 
devise one that would suit myself, let alone others, and have tentatively con-
sidered the hypothesis that "thinking" is not measured by what is produced, 
but rather is a property of the way something is done. 
Before leaving the general area of thinking I wish to point out the fact that 
machines provide a fruitful approach to many questions. Back in 1939 Turing, 
a British logician, imagined a computing machine, now called a Turing machine, 
to prove some theorems in abstract logic. The machine was a paper machine in 
the sense that no actual machine was ever contemplated, rather the conception 
of a machine _was used to aid in the analysis and proof of the results. 
Such an approach has been used many times, but the presence of actual 
machines has greatly stimulated the general field. Thought experiments are now 
fairly common in some fields. The discussion of chess playing I gave is an 
example of a thought experiment. To carry out the idea on an actual computer 
would be very expensive in money and time. I have also on several occasions 
e:,qi.mined a problem as if I were going to put it on a computer, though I had no 
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Such an approach requires you to give an absolutely complete description 
without skipping lightly over some detail that you think is obvious. As an exam-
ple of oversight, years ago in a calculus class I taught a certain process called 
"integration by parts," yet when I now try to give a description to a machine 
I find that there are many details I do not understand well enough to write out 
a program for the machine. The students had the impression, along with me, 
that they understood the process, but they too probably cannot give a detailed 
description to a machine. 
At times the machine approach can be very fruitful-and it can certainly 
pinpoint obscurities very rapidly as well as expose ignorance. I note that in-
creasingly in abstract books authors are appealing to a machine model for clarity 
of expression. I suggest, therefore, that the habit of asking for a machine de-
scription of something will become widespread wherever it is desired to know 
clearly what one is talking about. Without a detailed description in some lan-
guage a machine can use there is no conviction that you know what you are 
talking about; with it there is at least the illusion you do. 
The general areas I have covered, engineering, science, language, music and 
thinking, are only some of the examples I could have used. In each case it seems 
to me that the computer enables us to pose new types of questions and to find 
new answers, though, of course, many of the old questions will remain unan-
swered. It is the new view that I wish to emphasize. 
Finally, let me discuss the problems of education which are close to many of 
us in these days of rapidly expanding knowledge. I hope that by the above exam-
ples I have convinced you that at least part of my vision has some reality-
that computers are an intellectual phenomenon of our society as well as a mate-
rial phenomenon, and that they are having, and will continue to have, large 
effects on various fields of human thought. If you grant this then it is time we 
began to adjust our educational system to these new ideas. Students now in 
college can be expected to be still working in the year 2000, yet how is their 
present education preparing them to live in a world full of machines? Some 
thought is going into the preparation for the physical consequences of the revolu-
tion, but who is trying to teach the new ideas? 
I believe, though I have not discussed it here, that the techniques of using 
computers, like mathematics and language, will be common to many fields and 
hence provide a unifying thread to our rapidly fragmenting education. 
In closing let me repeat my main thesis; I believe that the points I have 
raised, and many more, will require a gradual reorganization of man's concep-
tion of himself and his relation to the rest of the universe. A philosophy for the 
future man-machine combination is yet to be created, but it is time to start 
searching for one. 
