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Chapter 1
Preliminaries
1.1 Introduction
This thesis is concerned with the finite dimensional representation theory of algebraic groups
over a field k with prime characteristic p 6= 0. This is a group with extra “topological”
structure coming from algebraic geometry. Like any algebraic structure we would like to un-
derstand its representation theory. It is not my aim to give much of a review of the subject.
For a good review of the subject up to 88’ the reader is referred Lin [L1]. Assuming G is
“nice enough,” e.g., G = SL2(k) we want to answer questions like, what are all the simple
representations of G? How many are there? Is the representation theory semisimple? What
does the representation theory tell us about the algebraic groups? Can we parametrize all
indecomposable modules? What happens when we tensor product modules together? What
are all the projective, or injective modules? If I know all the representations of an algebraic
group of this type, what additional information do I need, if any, to reconstruct the group?
The theory is well understood if char(k) = 0, the theory is semisimple and we have a nice
classification theory. However, for prime characteristic ground field much less is known. The
theory is not semisimple in this case, and only a few of the theorems from the characteristic
zero case carry over. For example take G = SL2(k). If char(k) = 0 then it is easy to show
that the simple modules H(n) correspond to homogeneous polynomials of integer degree
n . However, if char(k) = p 6= 0 and we use the G-module map H(n)→ H(pn) defined by
1
f(x, y) → [f(x, y)]p we see that H(n) maps to a proper submodule of H(pn) so H(pn) is
no longer simple.
Let G be a connected, simply connected, semisimple algebraic group over an algebraically
closed field of positive characteristic p 6= 0. Let B be a Borel subgroup of G and T a
maximal torus. Let G/B be the corresponding flag variety. Let R be the root system of
G with respect to T so that B corresponds to the negative roots. Let X denote the set
of weights of T . The finite dimensional rational representations of such G are the finite
dimensional rational G-modules, referred to as G-modules below. There is a special family
of G-modules, the cohomology groups of a line bundle on the flag variety denoted H i(λ),
λ ∈ X. In this thesis we will be mainly concerned with the induced modules ∇(λ) = H0(λ)
and there “duals” the Weyl modules ∆(λ). In the early 70’s Kempf proved that if λ is
a so called dominant weight the only non vanishing cohomology group is ∇(λ) = H0(λ).
Moreover, these induced modules are zero if λ is not dominant. This is called Kempfs
vanishing theorem. The induced modules have simple socles L(λ), and all simple modules
are realized in this way.
There is a character formula for these cohomology modules([J, II 5.11]) and by Kempf’s
vanishing theorem the characters of the simple modules can be written in terms of the
characters of these Weyl modules(or dually the induced modules),
ch(L(λ)) =
∑
µ∈X+
[
∑
i
(−1)i dim ExtiG(L(λ),∇(µ))] ch(∆(µ)).
The Weyl filtration dimension of L(λ) can be defined as
max{i | ExtiG(L(λ),∇(µ)) 6= 0, µ ∈ X+}.
It is a conjecture of Lusztig [Lu] that the character of the simple modules is also given
by an alternating sum over the affine Weyl group of certain Kazhdan-Lusztig polynomials
evaluated at 1:
ch(L(w · λ)) = Σw′∈Wp(−1)d(w·λ)−d(w
′·λ)Pw′·w0,w·w0(1) ch(w
′ · λ).
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It has been shown that the Lusztig conjecture is true for large primes, or in the restricted
region known as the p2 -alcove for the low rank groups considered in this thesis. For the so
called p-regular λ ’s the Weyl filtration dimension is the maximum degree of these Kazhdan-
Lusztig polynomials. For general reductive algebraic groups Parker [P1] has shown that for
p-regular weights the Weyl filtration dimension of L(λ), denoted by wfd(L(λ)), coincides
with the wfd(∇(λ)), and is equal to the number of hyperplanes between λ and the funda-
mental alcove. However, for the computations done so far in rank 2 in this thesis, and by
Parker in [P3], the wfd(L(λ)) for p-singular weights grows much slower and is zero for the
Steinberg weights. For G of type B2 Lin [L1] has shown that the radical filtration of the
Weyl modules for p-singular weights inside the p2 -alcove can be computed from that of the
p-regular weights by applying the translation functor. This was possible since the Lusztig
conjecture holds in this region, beyond the p2 -alcove little seems to be known about the
radical structure of the Weyl modules.
This thesis is structured as follows. Chapter one introduces the basic concepts required
to understand the rest of the thesis. The reader can refer to Jantzen’s book [J] if need
be. Chapter 2 deals with the notion of Weyl filtration dimension. In chapter 3, the radical
filtration of ∆(λ), homomorphisms between certain Weyl modules, and a diagonal map are
used to compute wfd(L(λ)) for p-singular highest weights inside the p2 -alcove for type B2 .
We show that for λ in an arbitrary p-box with lower vertex λv, wfd(L(λ)) is given by figure
4.24. The n in figure 4.24 is found by including the number of p-walls parallel to the shortest
root between the fundamental alcove and λv , counting the wall containing λv . Next we
show that for most p-singular weights inside the p2 -alcove for B2 wfd(∇(λ)) = wfd(L(λ)).
Also it is shown that wfd(∇(λ)) ≤ wfd(L(λ)) for a certain family of weights using some
results about structure of tilting modules and translates of induced modules. For SL2 and
A2 the situation is much clearer and was proved in [P3]. We give SL2 as an example. The
last chapter is devoted to studying submodule structures of tilting, Vogan, and cohomology
modules and translates of cohomology modules.
3
1.2 Representations of algebraic groups
For more details on the following definitions the reader is referred to [J]. Let G be a
connected, simply connected, semisimple algebraic group over an algebraically closed field
k of prime characteristic p > 0. Throughout this thesis we will assume p 6= 2.
1.2.1 Roots, weights, and the Weyl group
Let T be a maximal torus of G and denote its root system by R . Let B be the Borel
subgroup of G containing T corresponding to the negative roots. R+ is the set of positive
roots and S ⊆ R+ is the set of simple roots. (X(T ),≤) is the group of characters of T and
the usual partial order defined by
λ ≥ µ ⇐⇒ λ− µ = Σβi∈R+βi.
Let W be the Weyl group acting on X(T ) = X , generated by all sα defined by, sα(λ) =
λ− 〈λ, α∨〉α, with α ∈ S , λ ∈ X. 〈 , 〉 is an inner product on X ⊗R = E . The dominant
weights X+ are all the λ ∈ X such that 〈λ, α∨〉 ≥ 0 for all α ∈ S . We use the “dot”
action of W on E given by
w · (λ) = w(λ+ ρ)− ρ,
for all w ∈ W , λ ∈ E , where ρ is half the sum of the positive roots. Wp = W o pZR is
the affine Weyl group generated by all sα,np defined by
sα,np · λ = sα · λ+ npα,
with λ ∈ E , α ∈ R and n ∈ Z . Here R is the set of roots and ZR is the root lattice. We
denote the one dimensional B -module corresponding by kλ.
1.2.2 Cohomology groups
For a given weight λ we can define the i-th cohomology group by
H i(λ) ∼= Ri IndGB(kλ).
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Here IndGB : B → G is the usual induction function. We can define the induced module to
be
∇(λ) = IndGB(kλ).
The Weyl module ∆(λ) is the “dual” of the induced module. This dual is not the linear
dual but the involutory contravariant dual. If M is a G-module then we shall denote this
dual as M o . Gr is the r -th Frobenius kernel of the Frobenius map F : G→ G . Denote the
r -th Frobenius twist of a G-module M by M [r]. If M is a G-module such that Gr acts
trivially on M, then there exists a G-module N such that M = N [r] .
The rth Steinberg module is defined to be
Str = ∇((pr − 1)ρ) ∼= ∆((pr − 1)ρ) ∼= L((pr − 1)ρ).
A hyperplane or p-wall is a set
Hα,np = {λ ∈ E | 〈λ+ ρ, α∨〉 = np}, α ∈ R+, n ∈ Z+.
The connected components of the complement of the union of all the hyperplanes are called
alcoves, the fundamental alcove is defined to be:
C = {λ ∈ X | 0 < 〈λ+ ρ, α∨〉 < p, α ∈ R+},
and it’s closure is
C¯ = {λ ∈ X | 0 ≤ 〈λ+ ρ, α∨〉 ≤ p, α ∈ R+}.
Define d(λ) to be the number of hyperplanes between λ and the fundamental alcove. More
precisely, if λ is contained in an alcove, there exists a unique nα with α ∈ R+ such that
nαp < 〈λ+ ρ, α∨〉 < (nα + 1)p, we can then write
d(λ) =
∑
α∈R+
nα.
Let
Xr = {λ ∈ X | 0 < 〈λ+ ρ, α∨〉 ≤ pr,∀α ∈ S}.
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Any translation of Xr by an element of p
rX is called a pr -box, and any λ ∈ X can be
written uniquely in the form
λ = λ0 + p
rλ1,
where λ0 ∈ Xr and λ1 ∈ X . λ is contained in the pr -box Xr + prλ1 and we denote the
upper and lower vertices of this pr -box by
λv = prλ1 + (p
r − 1)ρ,
and,
λv = p
rλ1 − ρ,
respectively. A weight λ ∈ X is p-regular if 〈λ + ρ, α∨〉 6= kp, k ∈ N , and unique α ∈ R+,
otherwise λ is said to be p-singular. A weight satisfying 〈λ+ρ, α∨〉 = mpk , where α ∈ R+ ,
and m ∈ Z is said to be on a pk -wall. The p2 -alcove is defined to be all λ ∈ X+ such that
〈λ+ ρ, α∨〉 ≤ p2 , α ∈ R+ . A facet is defined to be any set of the form
F = {λ ∈ E | 〈λ+ ρ, α∨〉 = nαp, ∀α ∈ R+0 , (nα − 1)p < 〈λ+ ρ, α∨〉 < nαp, ∀α ∈ R+1 },
where the R+i ’s are disjoint partitions of R
+ , and nα ∈ Z. The closure of F, F¯ is obtained
by replacing both < signs by ≤ . The upper closure is denoted by Fˆ and is obtained by
replacing only the right most < with ≤ .
1.2.3 Strong Linkage
We can define a new order called strong linkage on X , denoted by ↑ , as follows: µ ↑ λ if
and only if µ ≤ λ and there is a sequence of simple reflections si ∈ S for i = 1, .., k, such
that
µ ≤ s1 · µ ≤ (s1s2) · µ ≤ · · · ≤ (sk · · · s1) · µ = λ.
Consider the cohomology groups H i(λ). Andersen [A2] showed that if L(µ) is a composition
factor then µ ↑ λ. This is called the strong linkage principle.
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1.3 G-modules and Extensions
In this thesis we are concerned only with the finite dimensional representations of G . So we
consider only the category of finite dimensional rational G-modules which we refer to from
now on as G-modules. Let λ ∈ X+, a highest weight module with highest weight λ is any
quotient of ∆(λ). ∆(λ) is thus the universal highest weight module having λ as it’s highest
weight. We have the usual notion of composition series and the composition factors will be
the simple highest weight modules. Given a G-module M the radical of M Rad(M) is
the smallest submodule of M such that M/Rad(M) is semisimple. The extension groups
between two G-modules M and N, ExtiG(M,N), are the groups of equivalence classes of
exact sequences between M and N . Two exact sequences are equivalent if they are isomor-
phic in a certain sense. For more on the definitions of the extension groups the reader is
referred to [M]. Throughout we shall make use of the contravariant functor Ext•G(−,∇(λ)).
Given a short exact sequence of G-modules
0→M → N → Q→ 0,
we can apply this functor and get a long exact sequence in the usual way
0→ Hom(Q,∇(λ))→ Hom(N,∇(λ))→ Hom(M,∇(λ))→ Ext1(Q,∇(λ))
→ Ext1(N,∇(λ))→ Ext1(M,∇(λ))→ Ext2(Q,∇(λ)) · · · .
Here we have dropped the G in Ext•G(−,∇(λ)), and will continue this convention below.
1.4 Translation functors
We say λ and µ belong to the same block if Ext1(L(λ), L(µ)) 6= 0. The category of G-
modules can be divided up into subcategories each corresponding to a block. The following
lemma tells us when we have the potential for an extension between two simple modules,
and is useful when considering submodule structures of the Weyl modules:
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Lemma 1.4.1. Let µ, λ ∈ X+ such that µ ≤ λ. Then,
Ext1(L(λ), L(µ)) ∼= Hom(Rad(∆(λ)), L(µ)).
Let λ ∈ X, a block is equivalently defined as Wp · λ . Given a G-module M prλM is
the projection onto the block containing λ . prλM is the largest submodule of M such that
all it’s composition factors have highest weights in Wp · λ . prλ is an exact functor. Let λ
and µ ∈ C¯ ∩X+ , and M be any G-module. Define the translation functors T λµ via,
T λµM = prλ(L(ν)⊗ prµM).
Where ν is the the unique weight in W (λ − µ) ∩ X+ . The translation functors are exact
and have the following properties.
T µλL(w · λ) ∼=

L(w · µ) if w · µ ∈ Fˆ ,
0 otherwise.
The translation functors take us from block to block.
The following lemma is from [J, II 7.11]
Lemma 1.4.2. Let λ, µ ∈ C¯ and let F be the facet containing λ . If µ ∈ F¯ , then for all
w ∈ Wp and i ∈ N we have
T µλH
i(w · λ)) ∼= H i(w · µ), ∀i ≥ 0.
In particular if we have,
T µλ∇(w · λ)) ∼= ∇(w · µ),
and,
T µλ ∆(w · λ)) ∼= ∆(w · µ).
8
For G of type B2 if µ is in a p-wall in the upper closure of the alcove containing λ then
we have,
T µλ T
λ
µL(µ)
∼= L(µ)⊕ L(µ),
T µλ T
λ
µ∆(µ)
∼= ∆(µ)⊕∆(µ),
T µλ T
λ
µ∇(µ) ∼= ∇(µ)⊕∇(µ).
9
Chapter 2
Weyl filtration dimension
2.1 Definitions and properties
A G-module M has a Weyl filtration if there exist a filtration
0 = M0 ⊂ M1 · · · ⊂ Mn = M
such that Mi/Mi−1 ∼= ∆(µi) for some µi ∈ X(T ). Similarly if Mi/Mi−1 ∼= ∇(µi) then we
say M has a good filtration. The definition and lemma that follow can be found in [FP].
Definition 2.1.1. Let M be a G-module. We say M has Weyl filtration dimension d ,
wfd(M) = d , if M has a minimal resolution
0→Md →Md−1 → · · · →M1 →M0 →M → 0,
and each Mi has Weyl filtration, for all i = 0, . . . , d .
Lemma 2.1.2. For a G-module M ,
wfd(M) = max{i | Exti(M,∇(σ)) 6= 0, for some σ ∈ X+}
= max{i | Exti(M,N) 6= 0, for some N with good filtration}.
For any G-module M , 0 ≤ wfd(M) < ∞ . For a proof of finiteness see [J, II 6.20] or
[P1] lemma 2.9.
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Remark 2.1.3. Let M be a G-module with wfd(M) = n . For notational convenience, n
shall be written as a superscript Mn . The following lemma will be used repeatedly in what
follows.
Lemma 2.1.4. If Mn , Nm and P k are G-modules , then
1. wfd(M ⊕N) = max{n,m} .
2. If 0→ L(µ)0 →Mn → L(λ)1 → 0 , and M is not a Weyl module, then n = 1 .
3. 0→Mn → N0 → P 0 → 0⇒ n = 0.
4. 0→Mn → Nm → P k → 0 and n ≥ k ⇒ m = n.
5. 0→Mn → Nm → P k → 0, n > m⇒ k = n+ 1.
6. 0→Mn → Nm → P k → 0 and m > n⇒ k = m.
7. 0→Mn → Nm → P k → 0 and k ≥ n+ 2⇒ m = k.
8. 0→Mn → Nm → P k → 0 and m < k ⇒ n = k − 1.
Proof. (1) ExtiG(M ⊕N,∇(σ)) ∼= ExtiG(M,∇(σ))⊕ ExtiG(N,∇(σ)), ∀ σ ∈ X+.
(2) Applying Ext•G(−,∇(δ)), δ ∈ X+ , shows that n = 1 or n = 0. M is not a Weyl
module, so if n = 0 M must have a non-trivial Weyl filtration. However, L(µ) ⊂ M is
the only possible non-trivial Weyl filtration but M/L(µ) ∼= L(λ)1 and this is not a Weyl
module, so n=1.
(3) Apply Ext•G(−,∇(δ)), δ ∈ X+ .
. . .→ 0→ Ext1(N,∇(δ))→ Ext1(M,∇(δ))→ Ext2(P,∇(δ))→ 0→ . . .
The fact that Ext2(P,∇(δ)) = Ext1(N,∇(δ)) = 0, and that everything else will be zero in
the exact sequence gives the result.
(4) Apply Ext•G(−,∇(δ)), δ ∈ X+ .
. . .→ Extn(N,∇(δ))→ Extn(M,∇(δ))→ Extn+1(P,∇(δ))→ 0→ . . .
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We have Extn+1(P,∇(δ)) = 0 for all δ ∈ X , and there exists δ ∈ X+ such that Extn(M,∇(δ)) ∼=
k . Everything to the right of the zero in the exact sequence being zero along with the above
implies the result.
(5) to (8) are proved similarly by application of Ext•G(−,∇(δ)), δ ∈ X+ .
The following theorem is due to Parker [P1].
Theorem 2.1.5. Let G be connected and reductive, if λ ∈ X+ is p-regular, then
wfd(L(λ)) = wfd(∇(λ)) = gfd(∆(λ)) = d(λ).
This theorem does not hold for p-singular weights. For example take G = SL2 and
λ = (pr − 1)ρ , where r ∈ Z+. We call these weights Steinberg weights. These weights
correspond to the r th Steinberg modules Str .
wfd(Str) = wfd(L((p
r − 1)ρ)) = wfd(∆((pr − 1)ρ)) = 0.
The wfd(L(λ)) with λ p-singular for SL2 was computed by Parker in [P3]. We compute
this case in the next chapter as an example. To find wfd(L(λ)) with λ p-singular for SL2
we shall use a proposition from [J]. First we state a lemma which follows from the spectral
sequence [J, I 6.6(1)].
Lemma 2.1.6. For every λ ∈ X+ there exists a G-module Nλ with good filtration such
that
N
[r]
λ = HomGr(Str,∇(λ)).
Proposition 2.1.7. If M is any G-module, then wfd(M) = wfd(Str ⊗M [r]).
Proof. By 2.1.6 and [J, I.6.6(1)], ∀λ ∈ X+ there is a module Nλ with good filtration such
that,
ExtiG(M,Nλ)
∼= ExtiG/Gr(M [r],HomGr(Str,∇(λ))) ∼= ExtiG(Str ⊗M [r],∇(λ))
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⇒ wfd(M [r] ⊗ Str) ≤ wfd(M).
Using the identity HomGr(Str, N
[r]⊗Str) ∼= HomGr(Str, Str)⊗N [r] ∼= N [r] and [J, I.6.6(1)],
ExtiG(M,N)
∼= ExtiG/Gr(M [r], N [r]) ∼= ExtiG/Gr(M [r],HomGr(Str, N [r])
ExtiG/Gr(M
[r],HomGr(Str, N
[r] ⊗ Str)) ∼= ExtiG(M [r] ⊗ Str, N [r] ⊗ Str)
⇒ ExtiG(M,N) ∼= ExtiG(M [r] ⊗ Str, N [r] ⊗ Str).
So if N has good filtration,
gfd(N [r] ⊗ Str) ≤ gfd(N) = 0⇒ wfd(M) ≤ wfd(M [r] ⊗ Str).
2.2 Weyl filtration dimension of Vogan modules
Definition 2.2.1. let µ, λ ∈ X+ with λ contained inside an alcove and µ in the upper
closure of the alcove containing λ . Consider T λµL(µ). We call these modules Vogan modules
and denote them as U(µ).
Andersen [A3] has shown that if the Lusztig conjecture is true then these modules have
simple socle and head equal to L(λ) and that there is a short exact sequence
L(λ)→ Rad(U(µ))→ L(s · λ)⊕M.
Here s is a simple reflection such that s ·λ ≥ λ and M is a direct sum of simple modules
which can be computed using the technique’s below.
Proposition 2.2.2. Let G be of type B2 and let µ, λ ∈ X+ with λ contained inside an
alcove with µ a non Steinberg weight in the upper closure of that alcove. Let U(µ) be the
corresponding Vogan module. Then wfd(U(µ)) = wfd(L(µ)).
Proof. wfd(L(µ)) = wfd(L(µ)⊕L(µ)) = wfd(T µλ T λµL(µ)) ≤ wfd(T λµL(µ)) ≤ wfd(L(µ)).
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2.3 Tilting modules
Modules with both good filtration and Weyl filtration are called Tilting modules. For every
λ ∈ X+ there is a unique indecomposable tilting module T (λ) with highest weight λ . T (λ)
is uniquely determined by it’s character. Every tilting module is a direct sum of these
indecomposable tilting modules, and a direct sum of tilting modules is a tilting module.
Tilting modules are self dual. Let T (µ) be the indecomposable tilting module with singular
highest weight µ . Let λ be inside the alcove which has µ in it’s closure. For G of type B2
we have,
T µλ T
λ
µT (µ)
∼= T (µ)⊕ T (µ).
The indecomposable tilting modules form a basis for the grothendieck group. The first
examples of tilting modules for B2 are the simple modules with good filtration dimension
equal to zero. Translations off the wall of such simple modules will be examples of Vogan
modules that are tilting modules for B2 . Examples of these can be found in figure 5.6.
14
Chapter 3
SL2(an example)
If G = SL2 we can identify X
+ with N . Let λ be a p-singular weight. λ has p-adic
decomposition
λ = λ0 + λ1p+ · · ·+ λnpn,
where λ0 = p− 1. If λj = p− 1,∀ j < i , and λi < p− 1 we can write,
λ = (pi − 1) + µpi,
where µ = λi + · · ·+ λnpn−i is p-regular. Now,
µ = (p− a) + λi+1p+ · · ·+ λnpn−i = (1 + λi+1 + · · ·+ λnpn−1−i)p− a, a > 1.
Using 2.1.5 d(µ) = λi+1 + · · ·+ λnpn−1−i, it can be shown that
(λi+1 + · · ·+ λnpn−i−1)pi+1 − 1 < λ = (1 + λi+1 + λi+2p+ · · ·+ λnpn−i−1)pi+1 − b,
b < pi+1−1. It follows that d(µ) = the number of pi+1 -walls between λ and the fundamental
alcove C .
Theorem 3.0.1. For G = SL2 and λ = (p
i − 1) + µpi
wfd(L(λ)) = wfd(∇(λ)) = wfd(∇(µ)) = d(µ).
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Proof. Since ρ = 1 for SL2 ,
∇(λ) = ∇((1 + µ)pr − 1) ∼= Str ⊗∇(µ)[r] ⇒ wfd(∇(λ)) = wfd(Str ⊗∇(µ)[r]).
Since µ is p-regular, 2.1.7 and 2.1.5 give,
wfd(∇(λ)) = wfd(∇(µ)) = d(µ).
To compute wfd(L(λ)), Let λj ∈ X1, j = 0, · · · , r , and write λ in it’s p-adic decomposition
λ = λ0 + λ1p+ λ2p
2 + · · ·+ λrpr,
where, λ0 = p− 1. Using [J, II.3.16]
L(λ0 + (λ1 + λ2p+ · · ·+ λrpr−1)p) ∼= L(λ0)⊗ L(λ1 + λ2p+ · · ·+ λrpr−1)[1]
⇒ L(λ) ∼= St1 ⊗ L(λ1 + λ2p+ · · ·+ λrpr−1)[1].
Now by 2.1.7,
wfd(L(λ)) = wfd(L(λ1 + λ2p+ · · ·λrpr−1)).
Since λ1 = p− 1, repeat the above process until you reach λi 6= p− 1 to get,
wfd(L(λ)) = wfd(L(λi + λi+1p+ · · ·λrpr−i)).
µ = λi + λi+1p+ · · ·λrpr−i p-regular implies,
wfd(L(λ)) = wfd(L(µ)) = d(µ).
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Chapter 4
B2
For the rest of the thesis we will assume p 6= 2. Consider G of type B2, for weights inside
the p2 -alcove not too close to the upper p2 -alcove, Lin [L1] has shown that the ‘generic’
(In this context we take generic to mean far enough away from the chamber walls) radical
filtration of the Weyl modules with p-singular highest weights can be obtained by applying
the translation functors to the ’generic’ radical structure of the Weyl modules with p-regular
highest weights. A cancellation principle (see [H2] for more details), stated below, can be
used to find the radical filtration of the Weyl modules with dominant p-singular highest
weights close to the chamber walls. In this case the radical filtration of ∆(λ), with p-singular
highest weight, has at most 3 radical layers:
Rad3(∆(λ)) ⊆ Rad2(∆(λ)) ⊆ Rad(∆(λ)) ⊆ ∆(λ).
Figure 4.1 illustrates the radical filtrations of all ∆(λ) with generic p-singular highest
weights, there are six 1-dimensional facets as indicated in figure 4.1. The zeros in these
diagrams denote the highest weight of the corresponding Weyl module. The Weyl filtration
dimension of the simples can be computed, thanks to the following simple fact: Consider
the short exact sequence
0→ Rad(∆(λ))→ ∆(λ)→ L(λ)→ 0.
Assuming ∆(λ) 6= L(λ) and applying 2.1.4(5), we get
wfd(L(λ)) = wfd(Rad(∆(λ))) + 1. (4.1)
17
By using the cancellation principle and equation (4.1), all wfd(L(λ)) in the first p-box
can be computed. Consider figure 4.2, the numbers correspond to wfd(L(λ)) with highest
weights at those positions. The chamber walls are indicated by thick lines, and all Weyl
modules are simple at the places indicated by zeros. The Weyl module with highest weight
λ with wfd(L(λ)) = 1 in the figure has two composition factors, it is not semisimple, and
has simple top L(λ).
4.1 Notation for facets
We will focus on singular weights contained in the 1-dimensional facets indicated in figure
4.2. They will be indicated by ↓ , ↑ , \ , / , , and → , which should be clear from their
shapes in the pattern. In order to keep track of all the computations the following notation
for the position of a weight is used: Let α and β be the shortest and longest simple roots
respectively. A weight will be written as (→, i, j) to indicate that it has facet type → , and
satisfies the two conditions,
(i− 1)p < 〈λ+ ρ, α∨〉 ≤ ip,
(j − 1)p < 〈λ+ ρ, β∨〉 ≤ jp.
Note that (ip − 1)ωα + (jp − 1)ωβ is the upper vertex of the p-box containing the facets.
For example the highest weight λ in figure 4.3 below is at (←, 3, 1). The labels in figure 4.1
show the notation for each facet.
4.2 Cancellation principle
To compute the radical filtration of ∆(λ) close to the chamber walls for λ dominant, use
figure 4.1 along with the following cancellation principle: If a composition factor is on a
chamber wall or outside the dominant chamber, it is not included in the radical filtration. If
the upper vertex of the p-box containing a weight outside the dominant chamber is uniquely
18
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Figure 4.1: Generic radical filtration of ∆(λ) for the 6 facet types.
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reflected in, across a chamber wall, and the weight lands on a dominant weight in the generic
radical filtration pattern, then cancel that dominant weight from the radical filtration. For
an illustration of this compare figure 4.5 to figure 4.1, the x’s indicate where a weight is
canceled by such a reflection.
 
 
 
0@
@
0
00
 
 0 1
Figure 4.2: wfd(L(λ)) in first p-box.
4.3 Calculation methods used
Three different methods of calculation are needed to compute wfd(L(λ)) :
Method 1: We use embeddings of Weyl modules, or quotients of Weyl modules, which
have highest weights related by the affine Weyl group in the direction of a simple root.
Method 2: In some cases the embeddings of method 1 are not available. When we use
the cancellation principle to reflect weights into the dominant chamber we can have a break
down in the construction after Lemma 4.4.1(see below). However, in some cases the exis-
tence of a non-zero map between Weyl modules suffices.
Method 3: For some weights neither of the above methods work and we are forced to use
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the diagonal map ∆ : M →M ⊕M defined by x 7→ (x, x), with M being any G-module.
We now discuss the different methods separately and give an example of each.
4.4 Embeddings (method 1)
In some cases wfd(L(λ)) can be found by using embeddings of Weyl modules, or quotients
of Weyl modules, with highest weights related by elements of Wp in the direction of simple
roots. It turns out that the radical filtrations of the generic Weyl modules (figure 4.1) can be
determined from the induced modules Z1 of subgroup schemes G1T . We use some lemmas
from [L1] and [L3] and induce up from the infinitesimal level, first some notations. For B2
the Weyl group is generated by the reflections {sα, sβ}, where α and β are the simple roots,
from now on fix a simple root α . Define the following action: Let δ be a dominant weight
such that np < 〈δ + ρ, α∨〉 ≤ (n+ 1)p, then
(s∗α) · δ = sα · δ + (n+ 1)pα.
Basically, (s∗α) is the reflection in the closest upper α -hyperplane. Denote j -th powers by
(s∗α)
j , and set δαj = (s
∗
α)
j · δ . Let P denote the minimal parabolic containing B and the
root subgroup, Uα . Denote the Frobenius kernel of P by P1 , and set
IndP1BB (λ) = Z
α
1 (λ)
and
IndG1BP1B Z
α
1 (λ) = Z1(λ).
Denote the the P1B -socle of Z
α
1 (λ) by L
α
1 (λ) and the G1B -composition factors. of Z1(λ)
by L1(γ). assume 0 ≤ np < 〈λ + ρ, α∨〉 < (n + 1)p, and let µ be a weight such that
0 < 〈µ + ρ, α∨〉 < p and λ = µαn . The reader can find proof of the following lemma in [L1,
2.1, 2.3]. We will also assume that λ in the lemma below is not on an α -hyperplane.
21
Lemma 4.4.1. There is an exact sequence of G1B -modules
0→ IndG1BP1B Lα1 (λ)→ Z1(µαn)
ψn→ Z1(µαn−1)→ · · · → Z1(µα2 ) ψ2→ Z1(µα1 )→ IndG1BP1B Lα1 (µ)→ 0.
4.5 Chain of embeddings
Divide up the sequence in the lemma into short exact sequences. For example if n = 2,
λ = µα2 , and there are two short exact sequences,
0→ IndG1BP1B Lα1 (λ)→ Z1(λ)
ψ2→ Im(ψ2)→ 0
0→ Im(ψ2)→ Z1(µα1 )→ IndG1BP1B Lα1 (µ)→ 0.
Now apply the right derived functor Ri IndGG1B to these sequences to get long exact se-
quences. Suppose there are no cancellations coming from reflecting (uniquely) an upper
vertex of a weight outside the dominant chamber and canceling. Using [L3] lemma 5.2, we
have that every composition factor L1(σ) of Z1(λ) satisfies
R1 IndGG1B(L1(σ)) = 0.
In particular
R1 IndGG1B L1(µ
α
1 ) = R
1 IndGG1B(Ind
G1B
P1B
Lα1 (µ
α
1 )) = 0.
Since Im(ψ2) is a submodule of Z1(λ), R
1 IndGG1B(Imψ2) = 0. This reduces the long exact
sequences to the short exact sequences,
0→ IndGG1B IndG1BP1B Lα1 (λ)→ IndGG1B Z1(λ)→ IndGG1B(Im(ψ2))→ 0,
0→ IndGG1B Im(ψ2)→ IndGG1B Z1(µα1 )→ IndGG1B(IndG1BP1B (Lα1 (µ)))→ 0.
The following two facts are from infinitesimal theory:
i) If δ ∈ X+ satisfies 0 < 〈δ + ρ, α∨〉 < p, then IndGG1B(IndG1BP1B (Lα1 (δ))) ∼= ∇(δ).
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ii) For λ ∈ X. Ri IndGG1B(Z1(λ)) ∼= H i(λ), ∀i ≥ 0.
To prove ii), we first note that IndG1BB is an exact functor. Transitivity of induction and
the Grothendieck spectral sequence gives the result.
Using i) and ii) the short exact sequences in the example become,
0→ Nλ → ∇(λ)→Mλ → 0
0→Mλ → ∇(µα1 )→ ∇(µ)→ 0
Where Nλ ∼= IndGG1B IndG1BP1B Lα1 (λ) and Mλ ∼= IndGG1B(Im(ψ2)).
Dualizing,
0→M oλ → ∆(λ)→ N oλ → 0
0→ ∆(µ)→ ∆(µα1 )→M oλ → 0.
So, M oλ
∼= ∆(µα1 )/∆(µ) ↪→ ∆(λ). From these short exact sequences we can apply lemma
2.1.4 to get wfd(M oλ) = 1, remembering remark 2.1.3 we write (M
o
λ)
1.
Notation: From now on the last module that embeds, for a given chain of embeddings,
shall be denoted by Mαλ , where α indicates the simple root and λ is the highest weight of
the corresponding Weyl module, similarly we denote the final quotient ∆(λ)/Mαλ by N
α
λ .
In the example above M oλ = M
α
λ . For the purpose of illustration, in the figures below, the
simple modules L(λ) with wfd(L(λ)) = n will be written as λn . Put another way, the su-
perscript of the highest weight denotes the Weyl filtration dimension of the simple module
with that highest weight.
Remark 4.5.1. Note that wfd(Mαλ ) ≤ n−1 for a chain of length n. Applying Lemma 2.1.4(8)
gives wfd(Mαλ ) = n− 1. Increasing the chain length by 1 increases wfd(Mαλ ) by 1.
Example 4.5.1. Figure 4.3 illustrates the radical filtration for the Weyl module with highest
weight located at (←, 3, 1). This figure is attained by applying the cancellation principle
23
to figure 4.1. Note µ is shown only to illustrate that the chain of embeddings to be used
will start from ∆(µ), L(µ) is not a composition factor of ∆(λ). Figure 4.4 indicates some
of the submodule structure of ∆(λ), the Greek letters indicate simple modules with the
respective highest weights, and different rows indicate the radical structure. A line between
two composition factors means that the subquotient corresponding to those two simples is
not semisimple, and so the top composition factor can not drop down to the next radical
layer. Using 4.4.1 we get two short exact sequences,
∆(µ)→ ∆(ω1)→ (Mαλ )1,
(Mαλ )
1 → Rad(∆(λ))→ L(ω12)⊕ L(ω13).
Finally, applying 2.1.4(1) and 2.1.4(4) gives wfd(Rad(∆(λ))) = 1, (4.1) implies wfd(L(λ)) =
2.
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Figure 4.3: ∆(λ) for example 4.5.1.
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Figure 4.4: Submodule structure of ∆(λ) for 4.5.1.
4.6 No embeddings (method 2)
In the above example we made use of embeddings of Weyl modules. Unfortunately, If
there is a cancellation coming from a reflection, for the first map in any chain, then
R1(IndGG1B(L(µ
α
1 ))) is not necessarily zero. So we can not use the construction above.
However, even though we do not have an embedding, for weights ’close’ to each other, there
is a non zero map f : ∆(µ) → ∆(µ1). The following definition and lemma are from [J, II
6.22] and [J, II 6.24(2)] respectively.
Definition 4.6.1. Let λ, µ ∈ X+ with µ ↑ λ. We say that µ is close to λ if and only if:
(1) There is no α ∈ R+ with µ ↑ λ− pα.
(2) If µ ↑ λ′ ↑ λ for some λ′ ∈ X , then λ′ ∈ X+.
Lemma 4.6.2. Let λ ∈ X+ . Suppose µ ∈ X is maximal for µ ↑ λ and µ 6= λ. If µ ∈ X+
and if µ 6= λ− pα for all α ∈ R+, then there is a non zero map f : ∆(µ)→ ∆(λ).
For more detailed information on these maps between Weyl modules the reader can refer
to [K].
Example 4.6.1. Consider figure 4.5, the x’s show where cancellation has occurred by reflect-
ing the upper vertex of an outside weight into the dominant chamber across the chamber
wall. Figure 4.6 shows some of the structure of the Weyl modules ∆(λ) and ∆(µ), note that
ω3 = (→, 1, 1) in this figure. Since µ is close to λ we have a non-zero map f : ∆(µ)→ ∆(λ).
Im(f) is a submodule of Rad(∆(λ)) and L(µ) must be in the image, so by definition of
25
radical, we have
Im(f) = Rad(∆(λ)).
Using the short exact sequence,
L(ω03)→ ∆(µ)→ Im(f),
and 2.1.4 we compute
wfd(Im(f)) = wfd(Rad(∆(λ))) = 1,
using (4.1) we have that wfd(L(λ)) = 2.
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Figure 4.5: ∆(λ) for example 4.6.1.
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Figure 4.6: ∆(λ) and ∆(µ) for 4.6.1.
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4.7 A diagonal map (method 3)
Even though we have the above embeddings and maps, for some Weyl module structures
this is still not enough to compute the Weyl filtrations of their simple heads. Consider
the diagonal map f : L(α) 7→ L(α) ⊕ L(α) defined by x 7→ (x, x). This is a G-module
homomorphism, and will be used in the following way: Let S be a G-module with simple
head L(α) and radical L() ⊕ L(γ). Let V be a G-module with Rad(V ) = L(α) and
V/Rad(V ) ∼= L(ω1) ⊕ L(ω2). Suppose we have two submodules Nω1 and Nω2 of V such
that
Nω1/Rad(Nω1)
∼= L(ω1)
and,
Nω2/Rad(Nω2)
∼= L(ω2).
Suppose there are non-split short exact sequences,
0→ L()→ Rad(Nω1)→ L(α)→ 0,
0→ L(γ)→ Rad(Nω2)→ L(α)→ 0.
α12
>>
>>
>>
>>
ω22 ω
2
3

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

γ0 0 α1
Figure 4.7: S and V for 4.7.1
α α
 γ
Figure 4.8: Rad(Nω1) and Rad(Nω2) for 4.7.1
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Figure 4.9: M and Q∆ for 4.7.1
Lemma 4.7.1. There is a short exact sequence
0→ S → Nω1 ⊕Nω2 → V → 0,
where S,Nω1 , Nω2 , and V are the modules defined above.
Proof. There is a short exact sequence
0→ L(γ)⊕ L() i→ Nω1 ⊕Nω2 φ→M → 0,
where M is as shown in figure 4.9. The diagonal map ∆ : L(α) → L(α) ⊕ L(α) can be
composed with the embedding i : L(α)⊕L(α)→M. Denote the composition by ∆∗ = i◦∆.
There is a short exact sequence,
0→ L(α) ∆∗→M f→ Q∆ → 0.
Where Q∆ is shown in figure 4.9. We have Ker(fφ) ∼= S.
The above proof becomes more obvious if we think in terms of cases: there are only
finitely many modules Ker(fφ) can actually be.
Example 4.7.1. Assume that λ is in the p2 -alcove. Figure 4.10 shows the radical filtration of
the Weyl module at (←, 2, 2). Figure 4.11 shows the radical of the Weyl module at (←, 2, 2).
Note that figure 8 shows submodule structure gained from method 1. Since we have no
cancellations coming from a reflection, lemma 4.4.1 implies we will have an embedding,
Mαλ = ∆(ω
4
1) ↪→ Rad(∆(λ)).
Consider the quotient
N = Rad(∆(λ))/∆(ω41)
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as shown in figure 4.11. If any of the ω2i , i = 2, 3, 4, 5 drops down to the next radical
layer, then 2.1.4(4) implies that the Weyl filtration dimension of the quotient is 2 and so
wfd(L(λ)) = 3. If none drop down then we can use 4.7.1 to get a short exact sequence
S → ∆(ω2)⊕∆(ω3)→ V,
where S and V are the modules shown in figure 4.7. The submodule structure of ∆(α2) is
shown in figure 4.12, here γ = (↓, 1, 1) and  = (↑, 1, 1). The fact that S is a subquotient
of ∆(α2) enables us to show that wfd(S) = 1. We can now use 2.1.4 to show wfd(V ) = 2,
so we have
V 2 → Rad(∆(λ))/∆(ω41)→ L(ω24)⊕ L(ω25),
2.1.4 implies
wfd(Rad(∆(λ))/∆(ω41)) = 2,
therefore wfd(L(λ)) = 3.
 
 
 
 
 
 
 
 
 
 
 
 
@
@
@
@
 
 
 
 
 
 
 
 
@
@
@
@
@
@
@
@
 
 
 
 @
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
 
 
 
 
 
 
 
 
@
@
@
@
 
 
 
 
ω2
η
ω5 α2 ω3
ω1 λ
ω4
α1
Figure 4.10: ∆(λ) for example 4.7.1
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Figure 4.11: Submodule structure of N for 4.7.1
α12
??
??
??
?
OOO
OOO
OOO
OOO
OOO
ω25 γ
0 η0
0
Figure 4.12: Submodule structure of ∆(α2) for 4.7.1
4.8 Main result
Let λ ∈ X+ be a p-singular weight in a p-box with lower vertex λv . Let n denote the
number of walls parallel to α (the short simple root) between zero and λv, including the
wall containing λv . We shall show that for a given p-box, wfd(L(λ)) is given by figure 4.24.
The proof of the main result is a proof by induction. The proof will split into two main
parts. The first part proves that the conjectured formula (figure11) holds for all weights close
to the chamber walls. The Weyl modules with such highest weights have less composition
factors than the generic case, via cancellation. The second part proves the formula holds
for Weyl modules with no cancellations of any kind, we call such modules stabilized.
Remark. The induction for the diagonal hyperplanes in figure 4.1 only depends on
weights on diagonal hyperplanes to the left of and below it, so one can do the induction for
these facet types separately. Similarly, the weights on horizontal and vertical hyperplanes
don’t depend on the diagonal ones. The only difference in the proof of each case is that the
diagonal case does not need the the diagonal map discussed in 4.7.
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4.9 Induction on weights close to the chamber walls
First we must prove that the formula holds for all weights close to the dominant chamber
walls. We use two inductions, one along each chamber wall. This is done until the Weyl
module structure stabilizes.
Lemma 4.9.1. Theorem 4.10.1 holds for L(λ) with λ = (\, k, 1) in the p2 -alcove.
Proof. Figure 5.12 shows that wfd(L(λ)) = 0 when k = 1. The Weyl module for k = 2 has
only one radical layer consisting of the Weyl modules, ∆(ω1) and ∆(ω1), and equation (4.1)
implies wfd(L(λ)) = 1. Figures 4.13 and 4.14 show the chain of embeddings, the radical
structure, and the submodule structure of ∆(λ) with k = 3. We have a short exact sequence
0→Mαλ → Rad(∆(λ))→ L(ω2)1 → 0,
where wfd(Mαλ ) = 1. Lemma 2.1.4(4) implies wfd(Rad(∆(λ))) = 1, equation (4.1) implies
wfd(L(λ)) = 2. In general figures 4.15 and 4.16 show the two possible horizontal chains of
embeddings and we have a short exact sequence
(Mαλ )
k−1 → Rad(∆(λ))→ L(ω2)k−1.
Lemma 2.1.4(4) implies wfd(Rad(∆(λ))) = k−1. Hence equation (4.1) gives wfd(L(λ)) = k.
Lemma 4.9.2. Theorem 4.10.1 holds for L(λ) with λ = (↓, 1, k) in the p2 -alcove.
Proof. Induction on k for (↓, 1, k). The formula holds for k = 1 and k = 2 (example 4.6.1).
Figures 4.17 and 4.18 show the Weyl module structure of ∆(λ) and ∆(ω) respectively.
Figure 4.19 shows the corresponding positions of the weights. By [J, II 6.42] there is a
non-zero map f : ∆(ω) → ∆(λ). The fact that Im(f) is a submodule of ∆(λ) and has
L(ω) as a composition factor we have Im(f) = Rad(∆(λ). There is a short exact sequence,
0→ (Mβω )t → ker(f)→ L(α5)k−2 → 0.
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Figure 4.13: Chain of embeddings and radical structure for k=3 in lemma 4.9
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Figure 4.14: ∆(λ) for (\, 3, 1)
For large k, t ≤ k−4, lemma 2.1.4(7) then implies wfd(ker(f)) = k−2, and so wfd(Im(f)) =
wfd(Rad(∆(λ))) = k − 1. Equation (4.1) gives wfd(L(λ)) = k.
The wfd of the simples for the other facet types close to the chamber walls can be com-
puted similarly, with repeated use of (4.1), and 2.1.4 although the method may change. The
results are summarized in the table below. The tables in figures 4.20, 4.21 and 4.22 summa-
rize how 4.10.1 is verified for the simple modules with the indicated highest weights. We let
i, j = 0, 1, 2 · · · , hcl= horizontal chain length, dcl=diagonal chain length, and dm=diagonal
map.
4.10 Induction on stabilized weights
With the formula proved for weights close to the chamber wall, we can proceed with the
induction for stabilized weights. First note that for Weyl modules with highest weights far
enough away from the chamber walls the structure of Mαλ , α ∈ S stabilizes. This structure
is independent of where the chain of embeddings began. For example, for a stabilized weight
far away from the chamber walls of type ← or → , there are two possible chains of embed-
dings. The first begins with an embedding from (←, 1, j) to (→, 2, j), the second starts
from the embedding from (→, 1, j) to (←, 2, j). It can be shown that for the purposes of
the induction Mαλ has the same form for both chains. The formula is proved by induction
for each facet type: (↑, i, j), (↓, i, j), (→, i, j), (←, i, j), (/, i, j), and (\, i, j).
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Figure 4.15: First horizontal chain of embeddings for lemma 4.9
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Figure 4.16: Second horizontal chain of embeddings for lemma 4.9
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Figure 4.17: ∆(λ) for (↓, 1, j)
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Figure 4.18: ∆(ω) for 4.9.2
Case 1 : (←, i, j) :
The first, most important type we shall deal with is (←, i, j), for this weight stabilization
occurs at (←, 2, 2), proved in 4.7.1. For (←, 3, 2), the Weyl module structure is the same
as that of (←, 2, 2), the same method used for (←, 2, 2) works. Along the same horizontal
wall the wfd’s of the composition factors of a Weyl module will stay the same for same facet
type. However, as we move along a horizontal wall from in the negative alpha direction the
length of the horizontal chains will decrease. Therefore, wfd(Mαλ ) will decrease. Figure 16
shows the Weyl module structure of (←, i, j), we have the following short exact sequence,
0→ V → Rad(∆(λ))/Mαλ → (L(ωk−14 )⊕ L(ωk−15 ))k−1 → 0.
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Figure 4.19: Radical filtration for ∆(↓, 1, k) and ∆(←, 2, k − 1)
Lemma 4.7.1 gives,
0→ Ek−2 → ((Nβω2)k−4 ⊕ (Nβω3)k−4)k−4 → V → 0.
There exists a short exact sequence
0→ Xk−3 → ∆(α2)→ E → 0.
2.1.4 implies wfd(E) = k − 2, where k ≥ 2.
Applying 2.1.4, wfd(V ) = k − 1 =⇒ wfd(Rad(∆(λ))/Mαλ )) = k − 1. Observing that
wfd(Mαλ ) < k − 3, the result follows from 2.1.4.
Case 2 : (↓, i, j) :
There is a short exact sequence
0→ (Mβλ )t → Rad(∆(λ))→ Q→ 0.
∆(←, i− 1, j) implies wfd(Q) = k− 1. As chain length increases by one, k increases by two
so t ≤ k − 1, and the result follows.
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Facet type Method Induction using
(\, 1, j) 2 dcl, ∆(\, 2, j − 1)
(\, 2, j) 1 dcl
(\, 3, j) 1 dcl, ∆(\, 3, j − 1)
(\, i, 1) 1 hcl
(\, i, 2) 1 hcl, ∆(\, i, 1)
(/, 1, j) 2 dcl, ∆(\, 2, j − 1)
(/, 2, j) 1 hcl, ∆(/, 2, j − 1)
(/, 3, j) 1 hcl, ∆(/, 3, j − 1)
(/, i, 1) 1 hcl
(/, i, 2) 1 hcl, ∆(\, i+ 1, 1)
(/, i, 3) 1 hcl, ∆(\, i+ 1, 2)
Figure 4.20: Table 1
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Facet type Method Induction using
(←, 1, j) 1 dcl ∆(↓, 2, j − 1)
(←, 2, j) 1 dm ∆(←, 2, j − 1)
(↓, 1, j) 1,2 hcl, ∆(←, 2, j − 1)
(↓, 2, j) 1 hcl
(↓, 3, j) 1 dcl ∆(←, 2, j)
(→, 1, j) 2 dcl, ∆(\, 2, j − 1)
(→, 2, j) 1 hcl
(→, 3, j) 1 hcl
(↑, 1, j) 2 dcl, ∆(←, 2, j − 1)
(↑, 2, j) 1 hcl
(↑, 3, j) 3 dcl
Figure 4.21: Table 2
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Facet type Method Induction using
(←, i, 1) 1 hcl
(←, i, 2) 1,3 dm, ∆(↓, i, 1)
(↓, i, 1) 2 ∆(←, i− 1, 1)
(↓, i, 2) 1 dcl,∆(←, i− 1, 2)
(↓, i, 3) 1 dcl,∆(←, i− 1, 3)
(→, i, 1) 2 ∆(←, i− 1, 1)
(→, i, 2) 1 hcl
(→, i, 3) 1 hcl
(↑, i, 1) 3 dm, ∆(←, i− 1, 1)
(↑, i, 2) 1,3 dm, ∆(←, i− 1, 2)
Figure 4.22: Table 3
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Figure 4.23: Radical filtrations for ∆(←, i, j) and ∆(↓, i, j)
Case 3 : (→, i, j) :
Using the short exact sequences,
0→ (Mαω1)t → Rad(∆(λ))→ Q→ 0
0→ (L(α5))k−4 → Q→ (L(ω2))k−1 → 0.
Since t < k − 2 it follows that wfd(Q) = k − 1 = wfd(Rad(∆(λ)).
Case 4 : (↑, i, j) :
0→ (Mβλ )t → Rad(∆(λ))→ Q→ 0
This one is similar to (←, i, j). ∆(←, i− 1, j) and Lemma 4.7.1 gives the result.
Case 5 : (\, i, j) :
Consider the exact sequence 0 → (Mαλ )t → Rad(∆(λ)) → Q → 0. If there is any non split
extension between simples in consecutive radical layers of Q wfd(Q) = k−1. Since t < k−2
we are done. So assume there are no such non-split extensions. Consider ∆(\, i+ 1, j − 1).
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We can use Mβα and ∆(α = (\, i, j − 1)) to show wfd(N) = k − 1, where N is defined by
0→ N → Q→ L(ωk−13 )→ 0
so 2.1.4 gives wfd(Q) = k − 1 and we are done.
Case 6 : (/, i, j) :
Similar to (\, i, j).
Theorem 4.10.1. Let λ be a dominant, p-singular weight inside the p2 -alcove with unique
decomposition λ0 + pλ1 , where λ0 ∈ X1, and λ1 ∈ X . If n = 〈λ1, α∨〉+ 2〈λ1, β∨〉 , λ1 6= 0 ,
then wfd(L(λ)) is given by figure 4.24.
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Figure 4.24: Induction hypothesis for wfd(L(λ)) in a p-box.
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4.11 Weyl filtration dimension of the induced modules
for B2
For all but the two facet types, /, and ←, we have wfd(L(λ)) ≥ wfd(L(µ)) for all composi-
tion factors L(µ) of ∇(λ), so 2.1.4(4) can be used to show that wfd(∇(λ)) = wfd(L(λ)) for
most weight types inside p2 -alcove. First we deal with type (←, i, j). The following lemma
is from [J, II 7.12.].
Lemma 4.11.1. Let λ ∈ X(T ) ∩ C and µ ∈ C¯Z . Suppose there is s ∈ Σ with stab(µ) =
{1, s} . Let w ∈ Wp with w · λ ∈ X(T )+ and w · λ < ws · λ . Then there is a short exact
sequence of G-modules
0→ ∇(w · λ)→ T λµ∇(w · µ)→ ∇(ws · λ)→ 0.
Theorem 4.11.2. For weights of type ν = (←, i, j) inside the p2 -alcove, we have
wfd(L(ν)) = wfd(∇(ν)).
Proof. Let λ and s · λ be separated by a facet of type ↓ , and ν be the dominant weight
of type (←, i, j) in the upper closure of the alcove containing λ, as shown in figure 4.25.
Translate the short exact sequence in the above lemma onto the horizontal wall above λ to
obtain the short exact sequence,
0→ ∇(ν)→ T νλT λµ∇(µ)→ ∇(s · ν)→ 0.
Since s · ν is of facet type (→, i, j) we have
wfd(∇(s · ν)) = wfd(L(s · ν)) = n,
where n ∈ Z+, and
wfd(∇(µ)) = wfd(L(µ)) = n− 1.
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Since the translation functor is exact, so we have
wfd(T νλT
λ
µ∇(µ)) ≤ wfd(∇(µ)) = n− 1.
Hence, by 2.1.4(8),
wfd(∇(ν)) = n− 1 = wfd(L(ν)).
λ s · λ
ν s · ν
µ
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Figure 4.25: Weights for theorem 4.11.2
We wish to show that the equality wfd(L(λ)) = wfd(∇(λ)) holds for λ of type (/, i, j).
Unfortunately, we can only prove the equality for type (/, 1, j) and type (/, 2, 1) in the p2 -
alcove. However, tilting module structures can be used to show that wfd(∇(λ)) ≤ wfd(L(λ))
for λ of type (/, 2, j) inside the p2 -alcove.
Firstly, for weights of type (/, 1, j) inside the p2 -alcove we can use the fact that wfd(L(λ)) ≥
wfd(L(µ)) for all composition factors L(µ), and lemma 2.1.4 to prove the equality.
For type (/, 2, j) we study the structures of translations of induced modules with specific
singular highest weights. We shall also utilize the indecomposable tilting modules. In the
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late 90’s Stroppel [St] computed the Weyl filtrations of the tilting modules in the B2 case
for the quantum group, which is parallel to the modular case inside the p2 -alcove.
We shall need the following lemma from [J, II 7.13].
Lemma 4.11.3. Let λ, µ ∈ C¯ and w ∈ Wp and w · λ ∈ X+ . Then T µλ∇(w · λ) has a good
filtration with factors ∇(ww1 · µ), with w1 ∈ StabWp(λ), and
[T µλ∇(w · λ) : ∇(ww1 · µ)] = 1.
Consider the figures 5.26, 5.27 and 5.28 from chapter 5. The dots in these pictures
represent the Weyl modules with highest weights in those positions in the Weyl/good filtra-
tion of the tilting module, with the obvious highest weight. By translating these pictures
we can get the tilting modules with singular highest weights by removing the appropriate
summands. Figures 4.27, 4.28, and 4.30 show the Weyl modules in the top part of the Weyl
filtration of certain tilting modules. Note that there are more Weyl modules in these tilting
filtration diagrams, but only those of concern are shown.
Remark 4.11.4. Any translate of an indecomposable tilting module with p-singular highest
weight to a p-regular highest weight must also be an indecomposable tilting module. To
see this we note that the translation off the wall must be tilting. If it is a direct sum
of tilting modules then we can remove those summands with the lowest highest weights.
Now we can translate back to the wall and we should get two copies of the original tilting
module. Clearly, if we remove any tilting summands we will not get the two copies of the
original module. Therefore, no summands could have been removed, so any translate of an
indecomposable tilting module is also an indecomposable tilting module.
We will also need the following.
Lemma 4.11.5. Let T (λ) be the indecomposable tilting module of highest weight λ, with λ
of type (\, 2, j) inside the p2 -alcove. If µ = (/, 1, j), then ∇(µ) is not a quotient of T (λ) .
Proof. Consider the radical filtration figures 4.1 for ∆(λ) and the translations (to the p-
singular case) of the Weyl/good filtration figures 5.28 of tilting modules. Notice that L(µ)
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occurs as a composition factor in the second radical layer of ∆(λ), and ∆(µ) is in the ‘second
layer’ of the Weyl filtration of T (λ). Now, L(µ) must occur as a composition factor in the
radical layers above and below the radical layer containing λ in T (λ). By the condition
on the highest weights of the induced modules, the copy of L(µ) in the radical layer below
λ must be the simple module in the induced module ∇(µ) in the good filtration of T (λ).
Since this L(µ) has a non split extension with λ (by the self duality of T (λ)) we can not
have ∇(µ) being a quotient of T (λ) as required. Note, translation of figure 5.28 (again to
the p-singular weights) implies that this is the only copy of ∇(µ) in the good filtration of
T (λ).
Now we can use this lemma to prove the following:
Lemma 4.11.6. Let µ be a p-singular weight of type (→, 1, j) or (←, 2, j) inside the p2 -
alcove, and let T λµ∇(µ) be the translate off the wall containing µ . Denote the p-regular
weights by λ and s ·λ where s ·λ < λ. If we then translate using T λˆλ where λˆ is in the upper
closure of the alcove containing λ, and ŝ · λ is in the lower closure of the alcove containing
s · λ, then T λˆλ T λµ∇(µ) = ∇(λˆ)⊕∇(ŝ · λ).
Proof. Starting with 4.11.3 applied to T (/, 2, j), inside the p2 -alcove, we see that the top
part of the Weyl filtration of T (/, 2, j) is as shown in figure 4.27. Consider the indecom-
posable tilting module with highest weight at  = (↑, 1, j). Now translate T () off the wall
and onto the upper closures as shown in figure 4.30. Note that the resulting translate is not
a direct sum T (/, 1, j) ⊕ T (\, 2, j) using figure 4.27. Clearly, if we remove the Weyl mod-
ule with highest weight (/, 1, j) from figure 4.30 we will not have sufficient Weyl modules
for T (/, 2, j) when we translate. Now, starting with T (→, 1, j) the top part of which is
shown in figure 4.28 we translate off the wall and then onto the wall containing T (\, 1, j)
we will get two Weyl modules with highest weight (/, 1, j). We must remove one since the
indecomposable tilting module only has one Weyl module in the filtration at this position
by translation of figure 5.28. We cannot remove the factor coming from the translate of
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∆(↑, 1, j) by lemma 4.11.5, therefore, we see that the lemma is satisfied for type (→, 1, j).
To prove the theorem for type (→, 1, j) we begin with T (\, 2, j) and translate as shown in
figure 4.30, the numbers indicate the number of copies of a given Wely module. Now we
translate again as shown in figure 4.31. The last translate in figure 4.31 is a direct sum of
tilting modules, one of which is T (λˆ) where λˆ = (/, 2, j). So, we see that we can remove
two copies of T (ŝ · λ) from the final translation. Considering T (\, 1, j) we see that we must
have T λˆλ T
λ
µ∆(µ)
∼= ∆(λˆ)⊕∆(ŝ · λ), proving the last part.
λˆ
ŝ · λ
λ
s · λ
λˆ
s · λ
λ
ŝ · λ
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Figure 4.26: Labeling for weights for lemma 4.11.6 and lemma 4.11.7.
Lemma 4.11.7. If λ = (/, 2, j) is inside the p2 -alcove, then wfd(∇(λ)) ≤ wfd(L(λ)).
Proof. Consider figure 4.26. We have a short exact sequence
0→ N → T (µ)→ ∇(µ)→ 0,
where µ = (←, 2, j). By 4.11.6 we can translate the above sequence to get a short exact
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sequence
0→ N ′ → ⊕Ti → ∇(λ)⊕∇(ν)→ 0
where ν = (\, 2, j). Now,
wfd(N ′) ≤ wfd(N)
and Lemma 2.1.4 implies,
wfd(∇(λ)) ≤ wfd(∇(µ)) = wfd(L(λ)).
•
•
• •
•
•
•
 
 
 
  
 
 
 
  @@
@
@@
@
@
@
@@
Figure 4.27: Top part of Weyl filtration of T (\, 1, j + 1) and T (/, 2, j).
Example 4.11.1. wfd(∇(λ)) = wfd(L(λ)) for λ = (/, 2, 1). Consider the indecomposable
tilting module T (λ), in figure 4.32. We have a short exact sequence
0→ N → T (µ)→ ∇(µ)→ 0
where µ = (←, 2, 1). By 4.11.6 we can translate the above sequence to get a short exact
sequence
0→ N ′ → ⊕Ti → ∇(λ)⊕∇(ν)→ 0
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Figure 4.28: Top part of Weyl filtration of T (→, 1, j) and T (\, 2, j) .
• • • • • 
 
 
  
 
 
 
  
 
 
 
  @@
@
@@
@
@
@
@@
@
@
@
@@
Figure 4.29: Translation off the wall of top Weyl module of Weyl filtration of T (↑, 1, j).
where ν = (\, 2, 1). By 4.11.2 wfd(∇(µ)) = 1 and so lemma 2.1.4 implies wfd(N) = 0. We
then have wfd(N ′) ≤ wfd(N) = 0, lemma 2.1.4 implies wfd(∇(λ)) ≤ 1. Since ∇(λ) is not
a tilting module we have wfd(∇(λ)) = 1 = wfd(L(λ)) By 4.11.3 the indecomposable tilting
module at (/, 2, 1) is as shown in 4.32. We have
0→ T (\, 1, 2)→ T (λ))→ ∇(λ)→ 0.
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Figure 4.30: Translation of T (\, 2, j) .
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Figure 4.31: Translation of figure 4.30.
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Figure 4.32: Weyl filtration of T (/, 2, 1)
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Chapter 5
Submodule structures for B2
In this chapter the submodule structures of the Weyl modules, Vogan modules, tilting
modules, and translates of induced modules are studied. This is done in the p2 -alcove for
singular and regular weights close to the chamber walls. The techniques by no means give all
structures of all modules. I give an example of every technique I have found useful. Tilting
modules begin to get complicated when we move away from one of the chamber walls but
stay close the other.
5.1 Weyl modules
5.1.1 p-regular weights
In this section we compute some of the submodule structures of the Weyl modules and
Vogan modules. We shall use the ordering on weights given in figure 5.1. It is known that
for weights far enough away from the dominant chamber walls the induced modules will
have simple socle and head. However, the following example illustrates the known fact that
this no longer holds for weights close to the chamber walls.
Example 5.1.2. The first Weyl module we will consider is ∆(λ41). The radical structure
has three layers and the whole structure is shown in 5.7 and is found by applying two wall
crossing functors to the two short exact sequences,
0→ L(λ2)→ ∆(λ31)→ L(λ31)→ 0,
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Figure 5.1: Ordering on the regular weights for B2 .
0→ L(λ2)→ ∆(λ32)→ L(λ32)→ 0.
Applying wall crossing functors we get:
0→ T λ41µ T µλ31L(λ2)→ T λ41µ T µλ31∆(λ31)→ T λ41µ T µλ31L(λ31)→ 0,
0→ T λ41ν T νλ32L(λ2)→ T λ41ν T νλ32∆(λ32)→ T λ41ν T νλ31L(λ32)→ 0.
Where µ = (→, 2, 1) and ν = (↑, 1, 1). This tells us that we have exact sequences
0→ U(µ) ↪→ T λ41µ T µλ31∆(λ31)→ U(γ)
0→ U(ν) ↪→ T λ41ν T νλ32∆(λ32)→ U()
γ = (←, 1, 1) and  = (↓, 1, 1) In this case U(γ) and U() are tilting modules.
The submodule structures of the Vogan modules and some of the submodule structure
of the translates of induced/Weyl modules with singular highest weights in the p2 -alcove
can be computed using the technique in the above example.
5.1.3 p-singular weights
Example 5.1.4. The first Weyl module we will consider whose submodule structure can not
be found by the chain of embeddings has highest weight at λ = (←, 2, 1). We begin with
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Figure 5.2: Generic regular B2 composition factors for ∇(λ) .
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Figure 5.3: T λ31µ ∆(µ) and T
λ32
ν ∆(ν) for example 5.1.2.
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Figure 5.4: Submodule structure of T λ31µ ∆(µ) and T
λ32
ν ∆(ν) for example 5.1.2.
∆(µ) where µ = (\, 2, 1). This Weyl module has semisimple radical L(µ1)⊕ L(µ2), where
µ1 = (/, 1, 1) and µ2 = (\, 1, 1). We begin with the short exact sequence,
0→ L(µ1)⊕ L(µ2)→ ∆(µ)→ L(µ)→ 0.
Now, translate off the wall to get
0→ U(µ1)⊕ U(µ2)→ T λ41µ ∆(µ)→ U(µ)→ 0
Both U(µ1) and U(µ2) are indecomposable tilting modules and there structures are
shown in figure 5.8. The structure of T λ41µ ∆µ) due to the Vogan modules is as shown
in figure 5.9. By identifying the images of the composition factors in T λ41µ ∆(µ) with the
composition factors in T λλ51T
λ41
µ ∆(µ) we see that
T λλ51U(µ2)
∼= L(↓, 1, 1)⊕ L(→, 1, 1) ↪→ ∆(λ).
Hence the structure is as shown in 5.14.
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Figure 5.5: U(↓, 1, 1) and U(←, 1, 1) for example 5.1.2.
λ31 λ32
λ41 λ41
λ31 λ32
Figure 5.6: U(ν) and U(µ) for example 5.1.2.
The above technique along with the chain of embeddings fails to give all the structures
of all Weyl modules with singular highest weights inside the p2 -alcove. For example for the
structure of ∆(λ) when λ = (↑, 1, 2). The known radical structure is as shown in fig 5.25. In
the next section we will see how tilting modules can be used to find some of the submodule
structure of such Weyl modules.
Now we give an example of a generic Weyl module whose structure can be completely
determined by the chain of embeddings.
Example 5.1.5. When the highest weight of a Weyl module is “generic”, meaning far enough
away from the chamber walls, the Weyl module has simple head and simple socle. Let λ be
generic of type (→, i, j). Note for the generic case the final embeddings are independent of
i and j. By lemma 5.21 there are no extensions between L(ω1) and L(α5) and L(ω2) and
L(α3). The total structure is as shown in 5.15.
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Figure 5.7: ∆(λ41) for example 5.1.2.
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Figure 5.8: U(µ2) and U(µ1) .
5.2 Indecomposable tilting modules
Finally, we consider some techniques to find the submodule structures of some of the simple
indecomposable tilting modules with highest weight inside the p2 -alcove for B2 .
5.2.1 p-regular weights
For the regular weights the Vogan modules tell us a lot about the structure.
Example 5.2.2. The first indecomposable tilting module with regular highest weight that is
not a Vogan module has highest weight λ41. The structure is comprised of Vogan modules
see 5.16
5.2.3 p-singular weights
Here we show that verification of the identity wfd(L(λ)) = wfd(∇(λ)) for λ = (/, 2, 1)
allows us to deduce some of the structure of T (λ). For this same example one can use the
Weyl filtration dimension to compute the submodule structure for ∇(λ).
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Figure 5.9: T λ41µ ∆(µ) .
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Figure 5.10: U(µ) .
Example 5.2.4. Let µ1 = (\, 1, 2) and λ = (/, 2, 1). Consider example 4.11.1. Consider
figure 5.18 the structure illustrated in this figure is figured out using the Weyl filtration
shown in figure 4.32 and the self duality of tilting modules. Note that there can be no
extension between L() and L(λ) by lemma 1.4.1. However, there can be an extension
between L(ω ) and L(µ2). From example 4.11.1 we know that wfd(∇(λ)) = 1 and so we
have a short exact sequence,
0→ N0 → T (λ)→ ∇(λ)1 → 0.
For some G-module N. It follows from 2.1.4(8) that wfd(N) = 0, so N has Weyl filtration.
Considering all possible Weyl filtrations we see that ∆(ω), shown in figure 5.21 must be a
factor and so there is in fact a non simple extension between L(ω) and L(µ2). Therefore,
N0 ∼= T (µ1) and we have a short exact sequence
0→ N0 → T (λ)→ ∇(λ)1 → 0.
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Figure 5.11: T λλ51T
λ41
µ ∆(µ).
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Figure 5.12: ∆(←, 2, 1) and ∆(↑, 1, 1) for example 5.1.4.
The total structure of ∇(λ) and T (λ) are given by figures 5.19 and 5.24.
Example 5.2.5. For ∆(λ), where λ = (↑, 1, 2) the radical structure is as shown in figure
5.25. The chain of embeddings and Vogan modules give us no more information. The Weyl
factors in the Weyl filtration of T (λ) are as shown in figure 5.26. The Tilting module
structure is shown in figure 5.24. Self duality means that there is a non simple extension
between L(ω) and L(α3). Lemma 1.4.1 means there can be non simple extensions between
L(ω) and L(α2) and L(ω) and L(α1). So the structure is as shown in figure 5.25 and some
structure still remains to be found.
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Figure 5.13: ∆(λ) for 5.1.4.
λ
ω1
α ω2 ω3
Figure 5.14: ∆(λ) for 5.1.4.
5.3 Closing remarks
The methods used throughout this thesis are very ad hoc and the computations get com-
plicated very quickly, even in the p2 -alcove. The author has not pushed these techniques
to their limits to try to find all of the structures of the Weyl modules. The Weyl filtration
dimension can be seen to be a useful tool in understanding submodule structures, especially
close to the fundamental alcove. For weights far away from the walls the Weyl modules will
have simple head and simple socle but still it seems that all submodule structures can not
be completely found in the B2 case with the techniques of this thesis. The main question
though has to be: what are the radical filtrations outside the fundamental alcove for B2 .
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Figure 5.15: ∆(→, i, j) .
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Figure 5.16: T (λ41) .
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Figure 5.17: ∇(/, 2, 1) from embeddings.
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Figure 5.18: T (λ = (/, 2, 1)) .
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Figure 5.19: Total ∇(/, 2, 1) structure.
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Figure 5.20: N and ∆(ω) for example 5.21.
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Figure 5.21: T (λ = (\, 1, 2)) .
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Figure 5.22: Total T (λ = (/, 2, 1)) structure.
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Figure 5.23: ∆(λ) with λ = (↑, 1, 2) .
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Figure 5.24: Weyl filtration structure of T (λ = (↑, 1, 2)) .
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Figure 5.25: ∆(λ) with λ = (↑, 1, 2) from T (λ) .
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Figure 5.26: Weyl filtration factors for T (↑, 1, 2) .
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Figure 5.27: Weyl filtration of tilting modules.
67
 
 
  
@
@
 
 
  
 
 
  
 
 
  
 
 
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
 
 
•
••
•
• • •
•
•
••
•
• • •
•
•
••
•
• • •
•
••
••
••
 
 
  
@
@
 
 
  
 
 
  
 
 
  
 
 
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
•
••
•
• • •
•
•
••
•
• • •
•
•
••
•
• • •
•
••• ••
•
 
 
  
 
 
  
 
 
  
 
 
  
 
 
  
 
 
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
•
•• •
• • •
•
•
•• •
• • •
•
•
•• •
• • •
•
• ••
•
 
 
 
 
 
 
 
@
@
 
 
@
@
@@
 
 
 
 
 
@
@
@@
 
 
 
 
 
 
  
 
 
@
@
@
@
@
@
@
@
@
@
@
@
@
@
 
 
 
 
  
@@
2 •
2 • •
• ••
••
2 •
2 • •
• ••
•• ••
• •
2
•
2
2 2
•
2 2
2 2
Figure 5.28: Weyl filtration of tilting modules.
68
Chapter 6
Quantum groups
Let g be a complex semisimple Lie algebra. Let Uq(g), where q
` = 1 be the quantised
universal enveloping algebra, constructed by Lusztig using divided powers.. We have all
the usual objects similar to the Modular case. Lq(λ) are the simple modules, Vq(λ) is
the Weyl module accompanied, again accompanied by it’s dual. Wl = W n lZR. It is
expected that the representation theory of G when restricted to the p2 -alcove is parallel to
the representation theory of the corresponding quantum group at a pth root of unity. In [So]
an algorithm is conjectured for a good filtration of any indecomposable tilting module in
the p2 -alcove for B2 in the quantum group setting. Stroppel [St] uses this algorithm to find
good filtrations for indecomposable tilting modules with highest weights in the p2 -alcove.
The quantum versions of the results in this thesis are as follows.
Theorem 6.0.1. For the quantum group Uq, theorem 4.10.1 holds for all singular weights.
Theorem 6.0.2. For the quantum group Uq we have wfd(Lq(λ)) = wfd(∇q(λ)) for the
weight types as shown in chapter 4.
We also expect that all submodule structures considered inside p2 -alcove in the previous
chapter will be the same as the quantum case.
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6.0.1 Kazhdan Lusztig polynomials
As mentioned in the introduction, for regular weights, we can define the Weyl filtration as
the maximum degree of the Kazhdan Lusztig polynomials:
wfd(L(λ)) = max{deg(Pλ,µ(q)) µ ↑ λ}.
The results of this thesis can then be used to define the degree of an analogous Kazhdan-
Lusztig type polynomial for singular weights. This will be investigated in future work.
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