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Summary
Advances in wireless technology will soon provide sufficient capacity for the transmis­
sion of compressed video to and from mobile terminals. However, high compression 
ratios and the use of Variable Length Coding in standards such as H.263 and MPEG-4 
make the encoded bitstreams particularly sensitive to errors.
This thesis investigates methods for the error robust transmission of MPEG-4 coded 
video over mobile networks. It examines current and future mobile networks, and 
discusses the quality of service that they are expected to offer with respect to mobile 
multimedia. Also, the MPEG-4 systems and visual layer standards are briefly described.
Real-time MPEG-4 encoder and decoder software has been developed and exploited 
in the work described here. The MPEG-4 software can send MPEG-4 data over TCP 
or over RTP. All of the standard MPEG-4 error resilience options are implemented in 
the software. The effectiveness of these options is demonstrated through the results of 
simulated transmission over a GPRS channel.
MPEG-4 is separated into two different streams via exploitation of the data partitioning 
option. The two streams may then be transmitted over a mobile network using different 
bearer channels. The most sensitive data stream is sent using a bearer channel with a 
low bit error rate compared to the less sensitive data stream. This technique is shown 
to produce quality improvements.
A technique for the insertion of user-deflned data is outlined. Insertion of user-deflned 
data is achieved while retaining backwards compatibility with existing standard MPEG- 
4 decoders. GRG codes are inserted using this scheme, to facilitate more accurate 
detection of errors. This error detection aids error concealment and results in a gain in 
decoded video quality after simulated transmission over a GPRS channel.
Motion adaptive encoding is employed to increase the error robustness of the encoded 
bitstream. Video packet size and Intra block refresh rates are altered with first partition 
size, which is used as a guide to the amount of motion within a scene.
Transmission of video using RTP is considered. In particular, a mathematical analysis 
is performed for two different packetisation schemes. One scheme encapsulates one 
video frame within one RTP packet, while the other scheme encapsulates a single video 
packet within a single RTP packet.
K ey words: MPEG-4, error resilience, robustness, mobile networks, RTP.
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Chapter 1
Introduction
1.1 Preamble
Relatively recently standardised video codecs such as H.263 [1] and MPEG-4 [2] com­
press video to a degree sufficient for transmission over future networks such as UMTS, 
EDGE, and perhaps even GPRS. It is envisaged that UMTS in particular will facilitate 
the introduction of both mobile real-time video communications (video conferencing) 
and mobile streaming video applications [3].
Unfortunately, there are a number of problems with the delivery of video over mobile 
networks. Despite some consideration of error resilience in H.263 [4] and MPEG-4 [5], 
the sensitivity of video to errors remains of some concern, particularly over mobile 
channels. It is certainly possible to provide acceptable mobile video using a large 
amount of bandwidth and a very strong error correcting code scheme. However, such 
a scheme would be sub-optimal in terms of efficient use of resources. Further research 
is needed to enable the provision of video over mobile links in a manner that makes 
efficient use of bandwidth.
An important consideration in producing any error resilience scheme is whether to 
ensure that the scheme adheres to existing standards, or whether the scheme should be 
allowed to deviate from a standard. Much work has been done to produce to produce 
modifications to existing standards such as H.263 [6] [7]. Some such work has been fed
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back into the development of subsequent codecs such as H.263 and MPEG-4. However, 
given the imminent introduction of mobile multimedia enabled networks, it is perhaps 
now desirable to ensure that error resilience schemes retain backwards compatibility 
with existing standards.
This thesis describes the development and effectiveness of a number of error resilient 
techniques for MPEG-4 video. These schemes either retain backwards compatibility 
with the MPEG-4 visual standard [2], or require only a small modification to the stan­
dard that could be produced through the use of a simple transcoding device. MPEG-4 
video transport using the Real-time Transport Protocol (RTP) [8] [9] is also considered.
1.2 Source M aterial and Performance Evaluation
Throughout the work here, tests are performed using a number of standard ITU video 
sequences. These video sequences are short “head and shoulder” clips, that might be 
considered typical for real-time person-to-person video communications. All sequences 
are QGIF (Quarter Gommon Interchange Format) size (i.e. they have dimensions of 
176x144 pixels), and are originally in YUV 4:2:0 format (often also referred to as 4:1:1). 
Low bit rate coding is usually performed with 4:2:0 format video as an input. This 
format represents video using one luminance plane (Y), and two chrominance planes 
(Gb and Gr). The luminance plane represents black and white information, while the 
chrominance planes contain all of the colour data. Because luminance data is percep­
tually more important than the chrominance data, the resolution of the chrominance 
planes are half that of the luminance in both dimensions. Thus, each chrominance 
plane contains a quarter of the pixels contained in the luminance plane.
Two sequences in particular have been used for the majority of tests carried out in this 
thesis. The first sequence is “Suzie”, which features a woman making a telephone call. 
In the middle of the sequence she shakes her head. This high motion segment appears 
to be significantly sensitive to errors.
The other sequence that is commonly used is the “Foreman” sequence, which features 
a shaky camera, and a considerable amount of motion. It is a sequence that is highly
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sensitive to errors, and is used here as a worst-case scenario. The first frames from 
Suzie and Foreman are shown in Figure 1.1.
(a) Suzie. (b) Foreman.
Figure 1.1: Frames taken from two standard ITU-T video sequences.
Picture quality can, of course, be measured either subjectively or objectively. Subjective 
tests require a number of users to view and compare a number of different decoded video 
sequences. When testing error resilience schemes it is necessary to perform a significant 
number of tests at a particular error rate to find an average assessment of the quality. 
This ensures that no freak results occur. Thus, subjective tests would require a group 
of people to spend a lot of time viewing large numbers of sequences. Clearly, this is 
not a convenient option, and is probably the reason why subjective tests are not often 
used in video coding research.
The most common method for comparing video quality is to use the Peak-to-peak 
Signal to Noise Ratio (PSNR) equation. This equation for PSNR is shown below, in 
equation 1.1:
P 5 iV R =  lOlogio
255'
m xF E ë ô '  (x (i,j) -  £ ( i , j ) r
Where M and A stand for the dimensions of the video sequence. In the research carried 
out here these variables are nearly always 176 and 144. When comparing results, it is 
common to find an average PSNR value for a whole sequence. This can be performed in
(1.1)
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two ways: by averaging PSNR in the Mean Square Error (MSE) domain, or averaging in 
the PSNR domain (in dB’s). There is some argument amongst video coding experts as 
to which method is the best. In this thesis, averaging of PSNR is performed in the PSNR 
domain. This is a method widely used in standard reference software implementations 
for video codecs (MPEG-4 and H.26L).
Table 1.1 gives a rough indication of the quality vs. PSNR relationship that one 
might expect from encoding QCIF sequences at reasonably low bit rates. Of course, 
these values can vary from sequence to sequence. The difference in PSNR between two 
schemes is more relevant than the actual individual values. Also of interest is figure 1.2, 
which shows the kind of quality that can be expected from a video codec at different 
bit rates. In this case, the MPEG-4 codec has been employed.
Table 1.1: Guide to PSNR values (can vary depending on sequence used and original 
encoding options).
P S N R  R ange (dB) Q uality
< 20 Totally unacceptable, unintelligible
2 0 - 2 5 Subject is perceptible, unacceptable quality
2 5 - 2 8 May be acceptable, degradation visible
2 8 - 3 2 Very little degradation visible
> 32 Excellent image quality
1.3 Original Achievements
A number of publications have been produced as a result of the research that is de­
scribed here. These papers are listed in Appendix A. In this thesis, work that is believed 
to be original can be summarised as:
• Sensitivity tests on different MPEG-4 data types, including shape coding data.
• Backwards compatible insertion of user-defined data into an MPEG-4 video bit­
stream (i.e. data is inserted so that it is ignored by a standard MPEG-4 decoder).
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(a) 64kb/s with 10 fps. (b) S2kb/s with 10 fps.
(c) 18kb/s with 6 fps.
Figure 1.2: Suzie sequence frames after 3 seconds of encoding at different bit rates.
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This scheme is used to insert CRC codes, which aid error detection and facilitate 
an improvement in decoded quality after transmission over a noisy channel.
• Motion adaptive encoding. A novel encoding scheme is described that varies the 
number of Intra refresh macroblocks (MBs) and MPEG-4 video packet size with 
the amount of motion within a scene.
• Mathematical analysis of two RTP packetisation schemes. Encapsulating a single 
video frame within a single RTP packet is shown to produce better results than 
encapsulating a single video packet within an RTP packet.
• The Real-time Transport Control Protocol (RTCP) is employed to feed back an 
error map from the decoder to the encoder.
• Prioritisation of MPEG-4 data using different bearer channels for data with dif­
ferent sensitivity to errors. This is intended for 3G networks, but simulations are 
performed for GPRS.
• Involvement in writing eleven papers, as listed in Appendix A. This includes four 
journal papers as first author, and two conferences as first author.
1.4 Structure of Thesis
This first chapter aims to provide a brief introduction to the background and reasons 
behind the work. It also describes some of the methodology used to evaluate error 
resilience schemes, and outlines some of the original achievements of the work featured 
in this thesis. The final chapter summarises the research work that has been performed, 
and discusses some of the obtained results. It also examines the potential for future 
research in this area. A list of publications associated with the author is given in 
Appendix A. The other chapters are summarised below.
1.4.1 Contents of Chapter 2
Chapter 2 acts as background for the thesis. It discusses future mobile multimedia 
services, and examines the capabilities of various proposed networks. This allows the
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identification of some of the problems associated with providing video services over 
wireless links. In particular, error resilience issues are examined, and a literature survey 
is included that describes some of the most common error resilience techniques.
1.4.2 C ontents of Chapter 3
The third chapter introduces the MPEG-4 codec, which is employed throughout this 
thesis. Particular attention is paid to MPEG-4’s video coding capabilities, although 
some of the delivery and multiplexing options are also described. MPEG-4’s error 
resilience options are described in full, and are tested using both random error patterns 
and a GPRS channel model. The Adaptive Intra Refresh (AIR) technique is introduced 
and evaluated. Finally, a sensitivity study is described, which indicates the relative 
sensitivity of different MPEG-4 data types.
1.4.3 Contents of Chapter 4
Chapter four is the first chapter containing original work. It features a number of 
innovative error resilience techniques that alter the manner in which MPEG-4 video 
is encoded. All of these schemes achieve improvements in the error robustness of the 
bitstream, yet retain backwards compatibility with the existing standard. The first 
technique allows user-defined data to be inserted into an MPEG-4 bitstream. This is 
subsequently used to insert CRC codes into the bitstream, which are shown to improve 
the consistency of the decoded video. Another technique that is described is the motion 
adaptive encoding method. Here, a number of different encoding parameters can be 
altered during encoding to improve error robustness.
1.4.4 C ontents of Chapter 5
Methods for transporting video over mobile networks are considered in chapter 5. In 
particular, it introduces the Real-time Transport Protocol (RTP), which is likely to be 
employed in the delivery of multimedia over Internet links. An analysis of two different 
RTP packetisation schemes for MPEG-4 video is described. The analysis results in an
1.4. Structure o f Thesis
appropriate packetisation scheme being chosen. Also, the Real-time Transport Control 
Protocol (RTCP), which is part of RTP, is considered for use in error control systems. 
Finally, a technique that prioritises MPEG-4 data for 3G networks is delineated.
1.4.5 C ontents of Chapter 6
The sixth chapter contains the overall conclusions for the thesis, and goes on to make 
recommendations for future work.
Chapter 2
Video Coding Issues For M obile 
Networks
2.1 Introduction
The delivery of video over mobile networks is far from straightforward, and has been 
the subject of a considerable amount of research. Despite these research efforts, video 
communication remains a highly challenging problem. One of the principal barriers 
to the implementation of video services over mobile networks has been the limited 
bandwidth. Current GSM networks would only allow bandwidths for video of around 9 
kbit/s. To meet these low bandwidth requirements, the video would have to be encoded 
at very low quality, along with very low frame rates (perhaps in the region of 1 per 
second). Fortunately, this barrier is about to be lifted with the introduction of a raft 
of new wireless technologies over the coming years. Possible new services are discussed 
in section 2.2, while section 2.3 looks at the capabilities of coming mobile networks.
With the removal of bandwidth constraints, one of the most significant remaining 
problems is likely to be the error robustness of the encoded video bitstream. Video 
bitstreams tend to be highly sensitive to data loss, for reasons that are examined in 
section 2.4. Significant research has already been conducted in this field, with some 
proposals being incorporated into video coding standards. Previously proposed error 
resilience techniques are surveyed in section 2.5.
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2.2 Future M obile M ultim edia Services
To ensure that 3G is a success it will be necessary to offer a wide range of services that 
provide some kind of benefit to potential users. Mobile Internet facilities may still be 
popular, despite the fact that the launch of the Wireless Application Protocol (WAP) 
has not been entirely successful. The increase in bandwidth and lowering cost of colour 
screen mobile terminals may make mobile Internet services more desirable.
However, browsing web pages does not normally require the kinds of bandwidths that 
are to be offered. Many web pages can be downloaded at acceptable speeds via a 
dialup modem at 56 kbit/s. To sell increased bandwidths to the general public it will 
be essential to provide services that exploit such technological advances. Although there 
may be a number of possibilities, it is likely that many services will employ multimedia. 
Multimedia can be provided in a number of different forms:
• Pre-encoded streaming audio/video
• Live broadcast streaming audio/video
• Real-time audio/video communications
• Interactive video applications
Streaming and real-time video applications are considered below in sections 2.2.1 and 
2.2.2. Interactive video applications may be introduced using some of the object coding 
and scene composition tools specified in the MPEG-4 standard [2] [10]. However, deliv­
ery of such services to mobile terminals may be limited by processing power limitations 
and the poor error resilience of the shape coding syntax (see section 3.7).
2.2.1 Stream ing Video
Streaming can be employed in the delivery of video when a certain amount of delay 
between the client and server is acceptable. For example, pre-recorded television pro­
grammes and film trailers (or even films themselves) could be delivered using streaming
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techniques. Live broadcast scenarios can also tolerate a small amount of delay, and can 
therefore also employ streaming. A basic example of a possible streaming system is 
shown in figure 2.1.
Client
Video bitstream
Feedback channel
Source
decoder
BufferServer
Display
Figure 2.1: Example of a streaming video set-up, with an optional feedback channel.
Delivery of streaming video is perhaps the most straightforward application scenario 
involving video. At a very basic level, the main problem associated with digital video 
delivery over mobile networks can be defined as Quality of Service (QoS) reliability 
(e.g. congestion and error resilience). The delay insensitive nature of streaming video 
applications means that a number of techniques can be employed to overcome conges­
tion and error resilience problems. Appropriate error resilience techniques are covered 
in section 2.5, but may typically include interleaving.
Buffering of video can be employed both in pre-encoded and live broadcast situations. 
To ensure smooth playback of the video, as much video data as possible should be stored 
at the decoder to compensate for short periods of congestion. For mobile applications, 
the amount that is buffered will be limited by the capabilities of the multimedia ter­
minal. Buffering is a standard technique that is employed in video streaming software 
such as RealVideo and Microsoft’s Windows Media Video. Although optimising the 
efficiency of streaming video has been the subject of a significant amount of research, 
this thesis is mainly concerned with real-time video communications, and so streaming
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applications are not considered any further.
2.2.2 R eal-tim e V ideo Com m unications
The most obvious application requiring real-time video communication is video tele­
phony. Although this application may eventually be popular with 3G network cus­
tomers, there are a number of challenges associated with its implementation.
Real-time video communications remove opportunities for error resilience and conges­
tion control techniques that delay insensitive video applications can exploit. The system 
should be set up so as to minimise delay. Because the encoding and decoding oper­
ations for video are generally computationally intensive (depending on the resolution 
of the video frames), it is highly desirable that error resilience and congestion control 
algorithms are not too complex.
Dissj)lay
Channel 
decoder 1
I
Source 
decoder 1
Source
coder 1
Channel
coder 1
Channel
coder 2
Source
coder 2
Source 
decoder 2
Display
Channel 
decoder 2
Figure 2.2: Example of a real-time video communications system.
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One advantage that real-time communications do have is the ability to negotiate certain 
options at the beginning of a call. For example, encoding parameters and delivery 
mechanisms can be selected so that they are most appropriate for the offered QoS 
and terminal capabilities. Clearly, pre-encoded streaming applications cannot adjust 
encoding parameters to more precisely fit the client’s requirements.
2.3 M obile Network Capabilities
CSM, the mobile network system currently operating in Europe, is not capable of pro­
viding data rates sufficient for even reasonable quality video streaming (using H.263+ 
or MPEC-4). It is not realistic to expect video services to be provided before new 
technology implementations facilitate an increase in the offered bandwidth. A num­
ber of technologies are likely to be introduced that will bring improvements in the 
performance of mobile networks. These technologies are:
• Ceneral Packet Radio Service (CPRS)
• Enhanced Ceneral Packet Radio Service (ECPRS)
• Universal Mobile Telecommunications System (UMTS)
• CSM/EDCE Radio Access Network (CERAN)
These technologies are discussed briefly below. Section 2.3.1 introduces each of these 
technologies and indicates the kind of bandwidths that each is expected to offer. Section
2.3.2 examines some Quality of Service issues relevant to video transmission.
2.3.1 Bandw idth
The first advance in mobile technology to be implemented will be the Ceneral Packet 
Radio Service (CPRS) [11]. CPRS is a relatively basic upgrade to the existing CSM 
network. One of its major advantages is that it is a packet switched network, and 
can offer “always on” functionality. This will allow mobile users to access the Internet
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and e-mail more efficiently than with the circuit switched GSM technology. GPRS is 
capable of using multiple time slots to transmit data (multi-slotting), which is how it 
achieves much greater data rates than GSM: up to 115 kbit/s. However, using more 
slots will clearly cost more to the user, and it is unlikely that such high data rates will 
actually be in wide use. Data rates available to the source coder may also be limited 
by the need for more effective channel coding schemes. Initially, GPRS bit rates may 
be lower than 20 kbit/s, which may still be sufficient for the provision of low quality 
video services.
Table 2.1: UMTS bit rates [12].
C ircu it sw itched 
b it ra te
Packet sw itched 
b it ra te Coverage ty p e
144 kbit/s 144 kbit/s (peak) Basic coverage, rural/suburban, 
outdoors
384 kbit/s 384 kbit/s (peak) Extended coverage, urban, outdoors
2 Mbit/s 2 Mbit/s (peak) Hot spots, indoor
Enhanced GPRS (EGPRS) exploits the EDGE (Enhanced Data rates for GSM and 
TDMA/136 Evolution) standard [13]. GSM and GPRS both employ the same mod­
ulation scheme, Gaussian Minimum-Shift Keying (GMSK). EDGE introduces 8-PSK 
modulation, which means that more information is carried in each symbol. For EDGE, 
the symbol rate remains the same, but the resulting bit rate is 69.2 kbit/s per time 
slot, compared to 22.8 kbit/s per time slot for GSM/GPRS. It is envisaged that this 
scheme will facilitate data rates of 384 kbit/s. However, the 8-PSK modulation scheme 
is more sensitive to channel noise than GMSK, and there may be problems with data 
loss. Simulations have shown that reasonably high Garrier to Interference (C/I) ratios 
are required to achieve acceptable quality [14].
The Universal Mobile Telecommunications System (UMTS) [12] will perhaps offer the 
best opportunities for multimedia services. As table 2.1 shows, a range of bit rates are 
intended to be offered, some high enough for excellent quality video. However, some of 
these bit rates may be expensive for network providers to implement over a wide areas.
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The minimum specified bit rate requirement is 64 kbit/s, and initially this rate is more 
likely to be implemented than those suggested in table 2.1.
2.3.2 Q uality o f Service
One of the most significant differences between GSM and the new mobile network tech­
nologies, is the ability to offer packet switched services. Circuit switched connections 
are useful for constant bit rate communications. However, they do not make the most 
efficient use of network resources. Packet switched technology allows network resources 
to be allocated amongst other users as a particular user’s bit rate requirements vary. 
This is an issue even for “fixed” bit rate video coding, where sudden scene changes can 
cause the bit rate to vary significantly from the target. If Intra frames are employed, 
then bit rate requirements will vary massively.
UMTS allows terminals to access a number of different bearer services^ which provide 
different classes of QoS. Table 2.2 shows the main differences between these classes. 
Within each class, a number of different variations within the class constraints may be 
offered, particularly in terms of guaranteed bit rate, data loss, and delay. It should 
be noted that a 3G terminal should be capable of using a number of different bearer 
services at once. This presents opportunities for using some of the layered coding 
schemes described in section 2.5.2.1.
Table 2.2: UMTS QoS Classes.
QoS Class Delay Buffering
Traffic
Type
G uaran teed  
b it ra te
Conversational Minimum fixed No Symmetric Yes
Streaming Minimum variable Yes Asymmetric Yes
Interactive Moderate variable Yes Asymmetric No
Background Large variable Yes Asymmetric No
Strictly speaking, GPRS and EDGE will not initially support real-time services. Phase 
2 of EDGE will adopt the Quality of Service model defined as part of UMTS. To achieve
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this, the EGPRS Gore Network (CN) and the EGPRS Radio Area Network (RAN) must 
be modified to support real-time services. The simplest method of doing this is to adapt 
the EGPRS RAN so that it can be interfaced with the UMTS Core Network. This is 
covered by the proposed GSM/EDGE Radio Access Network (GERAN) standard [15].
Although simulations have been conducted for video over GPRS [16], even streaming 
video services require that GPRS operates close to its theoretical limits. Real GPRS 
networks are likely to have very high and variable delay. Delay could be as high as 1 
second, but will probably have an average of about 200 ms. Transmission of video is also 
likely to require a significant number of slots (perhaps six or seven), which will prove 
expensive. These factors make implementation of real-time video services on GPRS 
virtually impossible, and implementation of streaming video services very unlikely.
2.4 Error Resilience Issues for Video Coding Over M obile 
Networks
This section gives an introduction to the reasons why block based DGT video codecs -  
such as MPEG-4 and H.263 -  produce bitstreams that are particularly susceptible to 
error. Please note that block based DGT codecs are described in more detail in section 
3.2.1. This discussion operates at a high level, and does not require detailed knowledge 
of the codecs in question. There are two basic properties of these codecs that make 
them sensitive to error:
• Entropy coding
• Predictive coding
2.4.1 Entropy Coding
Entropy coding is employed for coding the bitstreams of both H.263 and MPEG-4, and 
facilitates the encoding of different symbols with different bit lengths. Thus, if a symbol 
arrives at the decoder with a bit in error, the decoder may think that a different symbol
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of a different length has been transmitted (see figure 2.3). Clearly, this will result in a 
loss of synchronisation, making it likely that a large number of following symbols will 
also be incorrectly decoded.
1.
.10
Bit 2 of symbol X 
is corrupted
2.
Decoder now sees 
symbol Y rather than 
symbol X
10110 Symbol X 
Symbol Y
Figure 2.3; A single bit error can cause a different length symbol to be decoded, 
resulting in loss of synchronisation.
Although it is possible that synchronisation will eventually be achieved without any 
intervention [17], it is unacceptable for such a large number of bits to be lost. H.263 
and MPEG-4 reduce the effects of entropy coding by inserting regular resynchronisation 
codes, limiting the effects of synchronisation loss. However, there is a limit to how 
frequently the codes can be inserted, due to the overhead that they introduce.
2.4.2 Predictive Coding
Codecs such as H.263 and MPEG-4 minimise redundancy by employing techniques 
that predict a frame from information in other frames. Only the difference between the 
prediction and the actual frame is encoded and transmitted. Thus, loss of frame data 
causes an error, whose perceptual significance will depend on:
• Whether the error is detected.
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Whether there is a large difference between frames e.g.
— Large amounts of motion.
— Scene change.
Figure 2.4: Codecs such as MPEC-4 send only the difference between frames, this is 
an example for the Foreman sequence.
If an error goes undetected, then the decoder will write completely random data to the 
display. This random data is often clearly noticeable, as figure 2.5 illustrates. If the 
error is detected, error concealment algorithms (see section 2.5.3) can be employed to 
minimise the effects of data loss. Error detection has been the subject of a considerable 
amount of research, and is discussed in more detail in section 2.5.1.
A small difference between frames indicates that very little significant information is 
contained in the encoded data. Loss of the data therefore results in a relatively small 
effect on the decoded video quality. On the other hand, large differences -  which could 
be due to large amounts of motion or a scene change -  mean that the frame data 
contains a large amount of significant information. Therefore, picture quality can be 
seriously degraded when some of the encoded data is lost. This difference in sensitivity 
is exploited by some of the adaptive encoding techniques described in sections 4.4 to 
4.6.
Another consequence of predictive coding is the propagation of errors throughout the 
video sequence. In the frames following the error, the decoded data is simply added
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(a) Error is undetected. (h) Error is detected.
Figure 2.5: Corruption of data in an MPEC-4 bitstream.
to the previously decoded frame. Thus, the error goes uncorrected, and if there is 
significant motion in the scene, it can spread around the image quite widely. The most 
common method of limiting such propagation is to regularly encode non-predictive 
“Intra” frames. However, these frames have much lower compression efficiency than 
predicted “Inter” frames, and there is a limit on how often such frames can be encoded. 
Section 3.6.3 describes an alternative to Intra frame insertion.
The properties described above can be said to be true for most block based DCT 
codecs. However, each codec’s actual sensitivity to error can vary greatly, depending 
on whether the designers of the codec have taken into account error resilience issues. 
The following section examines some previously published error resilience techniques, 
some of which have already been integrated into video codec standards. A description 
of MPEG-4’s error resilience tools is contained in section 3.5.
2.5 Survey of Existing Error Resilience Techniques
Error resilience in video has been a highly active research field in the past. The potential 
introduction of 3G mobile networks has sparked renewed interest. This section examines 
some existing techniques proposed by other researchers in the error resilience field. The 
review has been split into four areas:
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• Error detection
• Forward error concealment
• Error concealment (decoder post-processing)
• Feedback techniques
Each of these areas require different modifications to parts of a typical video communi­
cations system (shown in figure 2.6). Error detection is vital in preventing the display 
of erroneously decoded blocks (as discussed in section 2.4.2) Forward error concealment 
makes use only of the encoder end, arranging and encoding the data so that the de­
coder can reconstruct the best possible quality video. Error concealment at the decoder 
attempts to reconstruct and estimate lost video data from correctly received data. Fi­
nally, feedback techniques make use of both the encoder and decoder. Feedback allows 
the encoded data to be modified to suit the channel conditions.
Input Video Output Video
Channel
Entropy
Coder
Waveform
Coder
Waveform
Decoder
Entropy
Decoder
Transport
Coder
Transport
Decoder
Source coder Source Decoder
Figure 2.6: Basic block diagram for a video communications system.
Of course, it is possible to employ a combination of a number of the methods described 
here. The precise choice of method must be made by considering the channel con­
ditions, and the precise requirements of the application. Some of the most effective
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schemes require high complexity, or large alterations to an existing standard. On a 
mobile terminal, high complexity is undesirable, while changing a standard will limit 
interoperability with other users.
2.5.1 Error D etection
Error detection can be performed at the decoder end using two basic techniques:
• Transport coder detection
• Decoded bitstream analysis
These two areas are explored in the subsections below.
2.5.1.1 Transport Coder Detection
Detection of errors at the transport coder (see figure 2.6) can be achieved adding redun­
dancy to the bitstream. For packet based video communications, this is most commonly 
performed by either adding error check codes, or by inserting a packet sequence number 
in the header.
Error check codes can be employed both to correct and detect errors. For example,
H.223 uses channel coding to detect errors in the multiplex packet header and payload 
[18]. Alternatively, the Internet Protocol (IP) employs a Cyclic Redundancy Check 
(CRC) checksum, which is stored in the header [19]. This checksum can be used to 
detect the presence of an error in the packet header.
However, the IP checksum cannot correct or locate the position of the error within 
the packet. Also, wrong checksums may cause the packet to be discarded by routers 
and switches, preventing the packet from reaching its destination. This would lead to 
excessive data loss by stopping a decoder from extracting as much data as possible 
from a corrupted packet. In wireless scenarios, this checksum can be set permanently 
to zero to prevent the packet from being discarded. Unfortunately, this does require 
that a different error detection method is implemented.
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Another method of determining packet loss is through a sequence number. Both H.223 
[18] and the Real-time Transport Protocol (RTP) [8] employ sequence numbering. RTP 
in particular has a number of different header fields for timing and packet numbering, 
which can be employed to not only detect missing packets, but also to compensate 
for jitter (when packets arrive out of order). Section 5.2.3 looks in more detail at the 
properties of RTP.
2.5.1.2 Decoded Bitstream Analysis
This area of detection refers to techniques that attempt error detection as and after 
the video bitstream is being decoded. Detection by bitstream analysis can be achieved 
by two basic methods:
• Analysis of normal bitstreams
• Analysis of modified bitstreams
Analysis of normal bitstream techniques attempt to find errors in the standard bit­
stream, while “modified bitstream” schemes insert data into the standard bitstream to 
aid error detection.
Analysis of Normal Bitstreams
There are a number of reasonably obvious and widely used methods by which detection 
in standard bitstreams can be accomplished. When variable length codes are employed 
during source coding, bit errors may cause a code’s length to be incorrectly interpreted, 
leading to a loss of synchronisation. Eventually, a code may be read that does not belong 
to the relevant code table, and an error is fiagged. However, a significant number of 
bits may be read before this happens, and in certain cases the error may go undetected. 
Indeed, if the corrupted code’s length is found to be the same as the correct code, and 
the corrupted code is a valid codeword, then the error will not be detected.
To increase the probability of error detection, the number of MBs between synchroni­
sation codewords may be indicated. If the number of MBs read by the decoder from 
a packet is different from that indicated, then an error can be fiagged. In MPEG-4,
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2. Decoder does not detect 
error
 ►
1. Error 3. Invalid codeword
occurs read, error is flagged
Figure 2.7: Errors in Variable Length Codes may not be detected by the decoder when 
they occur.
this is performed by placing the number of the first MB in the packet in a video packet 
header [2]. However, this scheme still does not facilitate accurate location of the error.
Lam and Reibman describe a scheme that can be employed when the above techniques 
detect an error [20]. By looking for mean square errors between the DCT coefiicients 
of the different blocks, it can help locate the position where the error occurred.
Bhattacharyya and Jamadagni propose a low complexity method that examines the 
variation in average DCT energy from block to block [21]. Of course, edges in the image 
will naturally cause a certain amount of variation, which could lead to incorrect error 
detection. This is avoided by employing a fast DCT coefiicient based edge detection 
algorithm. The authors’ results demonstrate its effectiveness against some other widely 
used techniques.
Doyle et al. use a slightly more advanced technique for detecting errors in the decoded 
video data [22]. In the paper, a statistical model is developed, which takes into account 
information from the image data, the bitstream syntax, and the networking system. 
However, the scheme is not demonstrated using realistic simulations, so its efifectiveness 
is unclear.
Detection using decoded image data has one significant advantage over simply analysing 
the received bitstream: it is possible to estimate the perceptual significance of the error. 
In a feedback scenario (see section 2.5.4), where bandwidth is limited, this could enable
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only the most seriously affected picture blocks to be updated by the encoder. 
A nalysis of M odified B its tream s
Bitstream modification can produce good results, but often cause the resulting bit­
stream to be incompatible with the standard. One example of this is the concept of 
inserting parity-check data fields into the bitstream [23] [24]. These parity check fields 
facilitate the detection and even correction of errors in perceptually important data, 
such as motion vectors and DC coefiicients.
Despite their success in detecting errors, the incompatibility of such schemes with exist­
ing standards may be a significant barrier to their introduction. Backwards compatible 
methods have been proposed that produce bitstreams that are decodable by standard 
codecs. However, an “enhanced” decoder can exploit the hidden data to improve error 
detection performance. One such scheme has been proposed by the author [25], and is 
described in section 4.2.
2.5.2 Forward Error Correction Techniques
Forward error correction techniques aim to minimise the amount of data lost when 
channel errors occur by optimising the data that is sent over the channel. Such tech­
niques often involve the modification of the bitstream codes, or the structure of the 
bitstream. Some modifications may cause the final codec to deviate from the best 
possible compression efficiency. Also, certain methods may be appropriate for certain 
types of channel errors (i.e. bursty or random single bit errors). Therefore, forward 
error concealment must be selected with some consideration of the type of channel or 
channels that the codec is intended for use on. For the purposes of this survey, the 
techniques have been broken down into a number of areas:
• Layered coding with prioritised transport
• Multiple Description Coding (MDC)
• Joint source and channel coding
• Robust waveform coding
2.5. Survey o f Existing Error Resilience Techniques 25
• Robust entropy coding
• Transport level control
Of course, a final overall error resilience scheme may incorporate techniques from a 
number of these areas. However, for now the schemes will be considered separately.
Bitstream 1
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Channel 2
Base Layer 
Coder
Enhancement 
Layer Coder
Base Layer 
Decoder
Enhancement 
Layer Decoder
Base Layer 
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Bitstream 2
Figure 2.8: Block diagram for two layer coding, different QoS channels can be used for 
each bitstream.
2.5.2.1 Layered Coding W ith Prioritised Transport
Layered coding [26] -  often referred to as scalability -  generally implies that a number 
of bitstreams are generated by the encoder (see figure 2.8). The most critical and basic 
video information is contained in the base layer. Other layers contain data that can 
be used to enhance the quality of the decoded output, but is not critical in producing 
video output. The enhancement layers are typically employed to improve:
Resolution (spatial scalability) 
Frame rate (temporal scalability) 
Picture quality (SNR scalability)
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A significant number of error resilient layering schemes have been suggested. Generally, 
the schemes prioritise the base layers in some way, either by sending over a channel with 
a greater Quality of Service (QoS), or by replacing enhancement layer data with base 
layer retransmissions when retransmissions are required. Some examples are given 
in the following text. It should be noted that although these schemes do provide 
improvements, they also introduce additional complexity.
High priority layer
HP Packet
ARQ
Buffer
Low priority layer LP Packet
TX
RX
Source
Encoder
ARQ
Packet
Dropping
Source
Decoder
Packetisation
Figure 2.9: Khansari’s layered coding ARQ scheme [27].
Khansari et al. suggested using a modified version of H.261 capable of producing layered 
bitstreams [27]. This codec was integrated with an Automatic Repeat reQuest (ARQ) 
system, which dropped enhancement layer data when base layer retransmissions were 
needed (see figure 2.9). Thus, the encoder effectively operates in two modes, a lower 
bit rate when the channel is bad, and a higher bit rate during good channel conditions. 
Simulations are conducted for CDMA (Code Division Multiple Access) channels, which 
seem to show improvements over non-layered coding.
More recently standardised codecs incorporate some scalability options. The scalability 
options of MPEC-2 have been thoroughly examined for possible use in error resilient 
schemes by Aravind, Civanlar and Reibman [28]. Tests are performed over Asyn­
chronous Transfer Mode (ATM) networks, where the base layer is guaranteed to arrive 
error free, while the enhancement layer is subjected to varying losses. It was found that 
the scalability options can be ranked in terms of error resilience performance, where
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the first is the most effective:
1. Spatial scalability (no temporal prediction)
2. SNR scalability
3. Data partitioning
However, it should also be noted that the same rankings can also be applied to the 
amount of additional overhead required by each scheme (i.e. spatial scalability requires 
the most overhead). Generally, data partitioning is a technique that separates data 
of different sensitivities into different layers. For example, motion vectors are highly 
sensitive, while high frequency DGT coefficients have low sensitivity [29].
It should be noted that the data partitioning option of MPEG-2 is different from that 
employed by MPEG-4 (described in section 3.5). Data partitioning in MPEG-2 involves 
separating the data into two separate layers, so that there is a base layer with highly 
sensitive data, and another layer with less sensitive data. The data that is placed into 
each layer can be selected as an option at the encoder, using the MPEG-2 standard’s 
ranking of data sensitivity. The base layer contains a code indicating the first data 
type not included in the base layer.
MPEG-4 provides scalability tools that are different from those of MPEG-2. Although 
spatial scalability is offered, MPEG-4 also offers temporal scalability, and Fine Granular 
Scalability (FGS) [30], which is examined in section 3.3.2. FGS is particularly useful 
for error resilience applications, as the enhancement layer is Intra-frame coded. Thus, 
errors do not propagate in the enhancement layer. Van der Schaar, Radha and Dufour 
combine FGS with an Unequal Packet-loss Protection (UPP) scheme [30]. UPP requires 
that more sensitive packets are given greater protection against data loss than other 
packets. This is shown to provide significant quality improvements, particularly when 
more than 5% of packets are lost.
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2.5.2.2 Multiple Description Coding
Multiple Description Coding (MDC) involves the creation and transmission of multiple 
bitstreams, as for layered coding. However, MDC is intended for use in scenarios where 
different QoS channels are unavailable. The channels that are employed can be different 
by using different paths through a network, or perhaps by time interleaving or frequency 
division.
The transmitted bitstreams are intended to be individually decodable at the receiver, 
as shown in figure 2.10. However, when they are combined, improved quality is pos­
sible. Therefore, although errors occur at the same rate in all channels, as long as 
information is received from at least one bitstream, acceptable quality decoded output 
is possible. The major disadvantage with such schemes is that the bitstreams must 
contain overlapping data to be separately decodable. Clearly, this must have some 
impact on compression efficiency [31], making such schemes unsuitable for relatively 
benign channels.
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MDC
Encoder Decoder 0
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Figure 2.10: Basic MDC coding and decoding (from [32]).
Perhaps the simplest method of MDC is to send adjacent samples via separate channels 
using an interleaving subsampling lattice. The resulting sub-images can then be coded 
independently. Thus, if a bitstream is lost, then it can be concealed easily using adjacent
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samples (see section 2.5.3). Unfortunately, this basic technique leads to a significant 
drop in overall compression efficiency. A number of techniques have been suggested 
that improve on this simple method [33] [34]. However, none as yet have been included 
within popular video codecs such as H.263 and MPEG-4.
2.5.2.3 Joint Source and Channel Coding
Joint source-channel approaches usually involve optimising the source coder and chan­
nel coding schemes to provide the optimum quality given a particular channel. Early 
studies by Modestino [35] revealed that for image transmission over noisy channels, it 
is better to reduce the source coding rate, so that extra channel coding can be em­
ployed. Figure 2.11 shows the broad trend associated with varying the percentages of 
bits devoted to source and channel coding.
C=50%
C=75%
BER
Figure 2.11: The optimum percentage of bandwidth for channel coding bits, C, depends 
upon the channel conditions for a particular source coder.
Modestino and his associates have been particularly active in the joint-source chan­
nel coding field for a large number of years. Recent work has focussed on providing
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algorithms for the determination of the optimum source-channel coding ratio given a 
particular source coding algorithm, channel coding scheme, and channel characteristics 
[36] [37] [38].
A number of other studies have been conducted for image transmission over noisy 
channels. Not all of them are relevant to the work here, particularly those that focus 
on wavelets [39], or employ schemes like vector quantisation for source compression [40]. 
Indeed, many of the results are useful only for a particular video transmission system, 
and a particular channel type. In the future, there may be scenarios where many 
different types of multimedia are required to be transmitted from the same terminal. 
To this end, a number of more generalised discussions have been published [41] [42].
2.5.2.4 Robust Waveform Coding
This section covers techniques that involve the insertion of redundant information by 
the source coder to facilitate improved error concealment at the decoder. MPEG-2 
includes a simple example of robust waveform coding [43], which involves the insertion 
of concealment motion vectors into Intra frames. If the DCT information is lost, then 
the motion vectors can be employed in using a temporal concealment scheme (see 
section 2.5.3).
Henami and Gray suggest sending weighting coefficients alongside all of the other data
[44]. At the decoder, the damaged block is reconstructed using interpolation between 
values in surrounding undamaged blocks. The weighting coefficients are used to fa­
cilitate more accurate interpolation results. However, use of this method results in a 
significant increase in overhead for JPEG images (around 10%), and it also requires 
alteration to existing standards.
Yin et al. suggest embedding feature information in the transmitted DCT data [45]. 
Data is embedded using the data hiding technique [46], where DGT coefficients are 
made odd and even to hide information bits. Clearly, this alters the encoded image 
data, but provided the lowest frequency coefficients are not used for embedding, the 
effect on the output picture is minimal.
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Using data embedding, each MB contains information about another MB. Therefore, 
when a particular MB is lost, another MB may be correctly decoded that contains fea­
ture information for concealment. Yin’s paper demonstrates the data hiding technique 
using JPEG still images [45]. It is less likely to be efficient for deployment on video, 
as predicted video frame blocks contain few DCT coefficients. However, it may still be 
possible to use it on non-predictive Intra frames.
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Figure 2.12: H.263-1- coding with two threads [4].
A technique commonly used in standard codecs such as H.263 [1] and MPEG-4 [47] is 
to limit the prediction domain. H.263 in particular divides a picture into a number of 
slices (called GOB’s in H.263 terminology), which can be forced to contain spatial and 
temporal predictions only from within that slice. Details on this can be found in the 
Independent Slice Structure Decoding annex of the H.263 standard [1]. This kind of 
scheme prevents the propagation of errors from one area of a picture to another.
H.263+ provides a special option intended for limiting the effects of temporal error 
propagation [4]. Input video frames can be divided into groups called threads, where 
frames are predicted only from frames within the same thread, as in figure 2.12. At 
regular intervals, a synchronisation frame is sent -  usually an Intra frame -  where all 
of the threads converge. A new series of threads is then begun, which initially take 
predictions from the new Sync frame.
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Provided that at least one thread remains undamaged, it is possible to display ac­
ceptable quality video, albeit at a reduced frame rate. The main problem with this 
technique is the significant amount of overhead that is introduced. The larger gaps 
between frames mean that larger prediction errors must be coded, and therefore com­
pression efficiency drops significantly.
2.5.2.5 Robust Entropy Coding
In this section, techniques are outlined that add redundancy in the entropy coding 
stage, but improve a codec’s robustness to errors. The most common method adopted in 
standardised video codecs is to insert resynchronisation codewords at regular intervals. 
Because the resync codeword is distinct from any other sequence of bits that the codec 
might produce, the decoder can search for the codeword when errors cause loss of 
synchronisation.
Reysnc code intervals are generally fixed at regular distances in either the pixel do­
main [1] [48], or in the bitstream domain [2] (see figure 2.13). There are a number 
of advantages associated with insertion at regular intervals in the bitstream domain. 
Firstly, the decoder will have a good idea of where to search, eliminating the chances of 
false codeword detection [7]. Also, the variable length nature of encoding means that 
highly detailed picture segments -  with large numbers of high frequency DCT coeffi­
cients -  will be less protected against synchronisation loss. To get around this problem 
in H.263, an adaptive resync code insertion scheme has been suggested, which adapts 
resync marker insertion frequency to the channel conditions [49].
Of course, resync codes lead to an increase in bitstream redundancy, depending on 
the size of the code word and the frequency of insertion. Although methods have 
been introduced that reduce the size of the codeword [48], codecs such as H.263 and 
MPEG-4 tend to use long words (some are around 32 bits). Long codewords reduce 
the probability that false resync codes will be discovered in corrupted bitstreams.
Another method of reducing synchronisation loss problems is to use Fixed Length Cod­
ing (FLC) for certain parts of the bitstream [7] [50]. The fixed length codewords can 
then be moved to the beginning of the encoded frame. Thus, the problems associated
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Figure 2.13: Resynchronisation code insertion schemes.
with synchronisation loss can be entirely eliminated from the most sensitive data types. 
Although this reduces compression efficiency, error robustness is greatly increased [7]. 
Alternatively, some codecs have been suggested that do not employ any VLC whatso­
ever [51].
Another significant technique is Error Resilient Entropy Coding (EREC) [52] [53] [29]. 
For video coding, EREC involves placing the variable length encoded image blocks into 
slots of a predefined length. Some of the blocks will be longer than the slot length, 
while others will be shorter. An algorithm is employed to sort the data, so that all of 
the slots are of equal length, as shown in figure 2.14. Thus, when an error occurs, the 
decoder can regain synchronisation at the next block. Placing the start of the image 
block at the start of a slot ensures that the more sensitive data at the beginning of a 
block is less likely to be affected by synchronisation loss than data at the end.
EREC has been subjected to tests with a number of different video codecs including
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Figure 2.14: EREC redistributes variable length blocks into fixed length slots.
H.261 [53], MPEG-2 [54], and H.263 [55]. All of the schemes demonstrate that EREC is 
effective against errors. However, a major disadvantage of EREC is the computational 
complexity involved with sorting the data into equal sized blocks. To alleviate this 
problem, a Fast EREC (FEREC) algorithm has been proposed that is almost twice as 
fast as the original algorithm [56].
Another robust entropy technique of interest is the Reversible Variable Length Coding 
(RVLC) scheme [5] [2] [57], which allows DCT blocks to be bi-directionally decoded. 
This is examined in more detail in section 3.5.
Many of these schemes introduce redundancy or complexity that is unnecessary for 
transmission over reliable wired networks. FLC in particular offers a reduction in com­
pression efficiency when compared to codecs with VLC. This can be partially solved by 
giving a codec a number of different error resilient options. Thus, the output bitstream 
can be tailored to the channel. However, this is obviously not appropriate for stream­
ing pre-encoded data over a number of different networks. In this case transcoding 
can be employed to produce a bitstream with the required error resilience/ compression 
efficiency trade-off [58].
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2.5.2.6 T ran sp o rt Level C ontro l
Some transport level techniques can also be grouped with the layered coding schemes 
described in section 2.5.2.1. For example, the layered coding technique in [59] demands 
two different QoS channels for the two output bitstreams.
Another common transport layer technique is to place the source coder output into 
transport packets. Header and coding mode information is included within all of the 
packets making it possible to decode packets even when others are lost. In particu­
lar, this has been accomplished with H.261 [60] and H.263 [61] using the Real-time 
Transport Protocol (RTP) [8].
MPEG-4 already has an option that allows data to be packed into independently decod­
able packets [5]. However, the transport of MPEG-4 using RTP is still being considered 
[62] [63] as RTP has many useful features that aid multimedia communications (see 
section 5.2.3). Particular attention has mainly been paid to the transport of multiple 
streams, so that the object based features of MPEG-4 can be exploited (section 3.3.3). 
Although Forward Error Correction (EEC) for MPEG-4 over RTP has been consid­
ered in an IETF draft document, there is as yet no IETF standard for error resilient 
transport of MPEG-4 over RTP.
Interleaving is a technique that is commonly considered for error resilient solutions. 
Interleaving can be performed in two basic ways: either on a block-by-block basis, 
or on the bitstream. When block-by-block interleaving is employed, adjacent picture 
blocks are placed into separate transport packets [64] [65]. Thus, if one packet is lost, 
the lost blocks will be surrounded by correctly received blocks, allowing more effective 
concealment (see section 2.5.3). An alternative to interleaving picture blocks is to 
interleave EREC blocks [66].
Interleaving is also performed directly on the bitstream. This is commonly employed in 
conjunction with error correcting codes [67] [68]. Of course, the effectiveness of inter­
leaving depends on how widely the data is interleaved. Interleaving over several frames 
provides considerable benefits in terms of error resilience, but also introduces consider­
able delay. For this reason, interleaving is most commonly exploited for broadcast and 
streaming scenarios, and is less likely to be found in real-time communication systems.
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2.5.3 Error Concealm ent
Error concealment aims to reduce the perceived effect of data loss on the output video. 
Codec specifications tend not to define specific concealment mechanisms, at most they 
might recommend a particular technique. The choice of concealment method is imple­
mentation dependent and should be made with a number of factors in mind:
• Algorithm effectiveness.
• Complexity of the algorithm.
• The amount of information that is lost.
— Channel conditions.
— Frame encoding.
Generally, an increase in algorithm effectiveness brings with it an increase in complex­
ity. Given the large number of computations required to decode a video bitstream, it 
is often undesirable to further increase computational load. Thus, some of the most 
commonly implemented methods are also the simplest. However, as available process­
ing power increases, vendors of video coding technology may choose to improve the 
performance of their products over their competitors by integrating some of the more 
complex algorithms described below.
The amount of information lost when an error occurs may also affect concealment 
algorithm choice. For example, predicting pixel values from surrounding macroblocks 
can only be effective when the surrounding macroblocks have not also been lost. The 
amount of MBs lost depends on the channel type (i.e whether it is bursty), and also 
on the manner in which the frame is encoded. Loss of an MB in a predicted Inter 
frame may result in the loss of following MBs that use predictions from the lost MB. 
To alleviate this problem, interleaving can be employed, which can increase the chance 
that lost blocks are surrounded by correctly decoded blocks, permitting prediction from 
adjacent macroblocks. However, delay considerations may make the use of interleaving 
undesirable.
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Figure 2.15: Example of how many adjacent MBs can be lost from a single error burst.
2.5.3.1 A Sim ple C oncealm ent M ethod
Here, one of the simplest error concealment mechanisms is described. Figure 2.16 
demonstrates how this “simple” concealment mechanism works. If the motion vector 
is correctly decoded, the concealed block is produced by finding the prediction using 
the decoded motion vector. If the motion vector is lost, a new Motion Vector (MV) is 
predicted using whatever algorithm is employed by the particular video codec whose 
output is being concealed. Usually this means that prediction is taken from surrounding 
MVs. Note that the prediction must be found by the decoder whether or not the block 
is lost. The encoded MV and DCT data are prediction errors, which must be added 
to predictions at the decoder to obtain the final output. Therefore, virtually no extra 
computation is required for this type of concealment.
This simple concealment technique has been deployed in all of the tests described in 
this thesis. The scheme’s effectiveness is indicated by some simple test results, shown in 
table 2.3. The tests were performed using the Suzie sequence, with a simulated GPRS 
channel. A 2/3 rate convolutional code was used to protect the MPEG-4 bitstream, and 
the Carrier to Interference (C/I) ratio was 15 dB. The large difference in the results 
shows that this concealment mechanism is capable of significantly improving output 
quality, while adding virtually nothing to the computational load.
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Figure 2.16: The simplest method of error concealment, where a lost block is concealed 
using the predicted block.
The performance of this kind of technique is particularly good with data partitioning 
and prioritisation schemes that increase the likelihood of MV’s being correctly received, 
as demonstrated by Ghanbari [69]. In this paper, Ghanbari also recommends perform­
ing motion estimation with original, rather than reconstructed frames. At low bit 
rates, details are lost, which makes it harder to accurately determine motion using 
reconstructed frames. Thus, motion estimation with original frames tends to provide 
motion vectors that better match the motion in the scene. This means that the MV’s
Table 2.3: Effectiveness of error concealment for Suzie, with transmission over a 15 dB 
C /I GPRS channel, with a 2/3 convolutional coding scheme.
E rro r P S N R
Concealm ent (dB)
Yes 29.26
No 2&58
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are also more effective when being used to conceal lost texture data. However, they 
do not necessarily minimise the residual image, and therefore cause a slight drop in 
compression efficiency.
2.5.3.2 More Complex Approaches
This section offers a review of some basic error concealment algorithms. Because the 
work in this thesis does not generally deal with error concealment, the review here is 
by no means complete. Concealment techniques can be divided into a number of broad 
groups:
• Spatial concealment
— Deterministic
— Statistical
• Temporal concealment
The spatial approaches use correctly decoded information in the current frame to restore 
a lost MB. Whereas, temporal methods use reference frames to produce the concealed 
output. Of course, it is possible to produce a hybrid scheme that employs both spatial 
and temporal techniques [70]. Because spatial techniques rely on surrounding correctly 
decoded macroblocks, they are often inappropriate for use when confronted with bursty 
mobile channels. Spatial techniques also typically require greater computational power 
than temporal schemes. However, temporal schemes are less effective when a video 
scene features a large amount of motion. It should be noted that the method employed 
in all of the described tests in this thesis is a temporal one (see the previous section).
Spatial Concealment
A relatively straightforward deterministic spatial approach is presented in [71]. The 
basic idea behind this technique is to average the four closest correctly decoded mac­
roblocks, as shown in figure 2.17, and described briefly here.
If the MB, is lost, and X i j  is the reconstructed pixel value at the row and
j^h column of x^, then the set of indices of the pixels belonging to x^ is:
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Figure 2.17: Spatial averaging, where each pixel is reconstructed from the four closest 
correct pixels.
Jk =  \X i j  €%&} (2 .1)
To reconstruct the lost MB, spatial averaging can be carried out using the following 
equation:
^ i , j  — ^  +  (1 “  /^l) +  (1 — A) [(1 — fl2) % - lj  +  ll2^N,j] (2.2)
where
• X i - i  is the closest element in the MB to the left of
• Xi^jv is the closest element in the MB to the right of Xk
• X -i^ j  is the closest element in the MB above xj^
• Xjv,j is the closest element in the MB below Xk
Weighting coefficients pq , ^ 2 , and A are employed to weight the pixels that are used in 
the averaging. This is a comparitively simple spatial technique that can lead to good 
results if isolated MBs are lost in a picture.
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Another typical scheme in [71] involves the minimisation of a cost function, which is 
the sum of weighted square differences between each lost pixel value and its neigh­
bours. Such a technique generally requires much greater computation. Some other 
schemes have been developed that aim to conceal individual lost DCT coefficients [64] 
[72]. However, many codecs, such as MPEC-4, employ run-length encoding for DCT 
transmission. Thus, it is unlikely that only single coefficients will be lost.
Deterministic spatial techniques generally involve averaging, and therefore tend to pro­
duce smoothed output. To improve on this situation, statistical methods have been 
developed that model the original image statistically (e.g. as a Markov Random Field 
(MRF)) [73] [74]. Edges can then be reconstructed by maximum a posteriori (MAP) 
schemes. Fuzzy logic techniques for the recovery of high-frequency coefficients have 
also been developed [75].
Another concealment method that deals with edge information is Projection Onto Con­
vex Sets (POCS) [76]. First, the damaged block is combined with the eight surrounding 
MBs, as shown in figure 2.18. The combined block is then classified as either a mono­
tone block, or an edge block using a Sobel operator (i.e. whether or not the block 
contains any significant edges). If an edge is present, its direction is quantised to one 
of eight angles between 0 — 180°. Two operations are then performed in the Fourier 
transform domain. If the block is monotone, it is subjected to a low pass filter. On the 
other hand, if the block has an edge, then a bandpass filter is applied along the direction 
of the edge. The second operator clips the filter output to a particular range. These 
operations are repeated until the corrupted block no longer changes from operation to 
operation. This is usually achieved within five to ten iterations.
However, many of these schemes can dramatically increase complexity at the decoder. 
When the video is intended for streaming purposes (i.e. it is pre-encoded), feature 
information^ can be extracted at the encoder, and sent along with the normal video 
data. Yin et al. suggest embedding feature information in the transmitted DCT data
[45]. Further information on this technique is given in section 2.5.2.4.
^Feature information usually means edges and textures in an image.
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Figure 2.18: POCS iterative concealment.
Temporal Concealment
Temporal concealment perhaps offers the best performance over mobile channels, when 
compared to spatial techniques. It can not only cope with bursty errors better, but the 
algorithms often feature lower complexity, which is a significant issue for mobile termi­
nals. Section 2.5.3.1 is an excellent example of how simple temporal concealment can 
be. However, better results are achievable if more complex algorithms are implemented.
The Boundary Matching Algorithm (BMA) [77] is in some ways similar to the method 
described in section 2.5.3.1. The main difference between this method and the “simple” 
method, is that BMA attempts to recover a lost Motion Vector (MV). Initially, this 
is achieved using the Differential Frame Difference (DFD), which is a term used to 
describe the prediction error that is encoded in an Inter frame. If the pixel values of 
the DFD are given by / d {x ,y ,n),  then the estimated reconstructed image block using 
an estimated motion vector of (dx,dy^ is:
I r  (x, y, n) =  / r ( ^ x  +  4 , y  +  dy,n -  +  fjo, (x, y, n)
xo < x  < XQ-f N,yo < y <yQ- \ - N
(2.3)
Where n  is the current frame number, the upper left coordinate of the block is (xq, yo)j 
and the operation is performed on an V  x V  block. It is also necessary to define Ca , Cl 
and Cb , which are the variations between the current image block and the one above 
it, the one to its left, and the one below it, respectively.
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Z0+#— 1 / \ Z
Ca =  E  ( fR{x, yo,n)  -  f R { x , y o - l , n ) ]
X=Xo  ^ '
1/0+JV—1 . \ 2
C l =  E  ( fR(xo, y , n)  -  f R { x o - l , y , n ) )  
y = y o   ^ '
xo+N—i /  ^ \ :
Cb =  E  [ f R { x , y o + N  - l , n )  -  fR{x, yo +  N, n) j
X=Xo
(2.4)
BMA is performed by finding the motion vector d, which gives the smallest total vari­
ation given by:
C  — Ca  +  Cl +  Cb (2.5)
The authors also suggest an Extended BMA (EBMA) technique, which allows motion 
vector determination when the DFD has also been lost. DFD’s from surrounding blocks 
are employed in the process.
However, BMA is unable to conceal efiectively when there is motion that is not com­
pletely translational (e.g. rotation and zooming). In such situations, blocky artefacts 
are often introduced into the picture. To alleviate such problems, algorithms have been 
developed based on the concept of overlapped motion compensation [78] [79]. These 
methods subject the pixels in the concealed block to a non-uniform motion field. Each 
concealed pixel is created using a weighted interpolation between neighbouring MVs 
and the MV indicated by BMA.
Table 2.4: Comparison of temporal concealment algorithms with MB loss of 15%, frame 
dimensions 352 x 240, and 30 frames/s (taken from [80]).
C oncealm ent
Technique
A verage PS  N R
Flow er
G arden
Table
Tennis C laire
BMA 27.7 31.66 48.03
[78] 28.06 32.65 49.18
[79] 29.22 32.3 48.69
[80] 29.63 32.62 49.70
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Although overlapped motion compensation reduces blocky artefacts, it does lead to 
excessive smoothing of the image due to interpolation of pixels. A more advanced tech­
nique that employs a grid-deformation motion model can solve some of the smoothing 
and blocking issues [80]. The paper describing the technique also contains results show­
ing the effectiveness of the schemes outlined in [77], [79], and [80]. These results are 
reproduced in table 2.4.
2.5.4 Feedback Schemes
Feedback schemes utilise a feedback channel, which sends information back to the 
decoder. This information can be used to deduce how much of the bitstream data has 
been received correctly. The encoder can then take action that will improve the quality 
of the final displayed output. Feedback schemes can be grouped into a number of areas:
• Full retransmission
• Partial retransmission
• Feedback with no waiting
These areas are discussed in the sections below. Although feedback schemes are more 
successful against error than simple FEC techniques [81], they tend to introduce a 
significant amount of delay. Thus, in some instances, such as real-time two-way com­
munications, feedback techniques are used sparingly, if at all.
Data can be fed back in a number of ways. At the transport level, protocols such as 
TCP [82] require acknowledgements to be sent back to the server, otherwise the data 
is retransmitted. However, this is a somewhat crude and inflexible mechanism. RTP 
sends statistics back to the server, allowing the server to decide upon the appropriate 
action. Other standards of interest are H.323 and H.324, which both have defined 
retransmission mechanisms for dealing with channel errors [83] [84].
Data can also be fed back using dedicated feedback channels. These feedback channels 
usually have similar, often better, QoS requirements when compared to the channel for
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the video bitstream. Improved QoS for such highly sensitive data is often desirable, 
but may require greater bandwidth.
The actual data that is fed back can also vary greatly. Many of the schemes described 
below send simple “acknowledgement” (ACK) signals to indicate the correct reception 
of the data, or negative acknowledgement (NACK) signals to indicate data corruption. 
Such simple data requires very little bandwidth for the feedback direction. However, 
feeding back more specific information on data loss may facilitate a reduction in the 
video data that must be retransmitted.
2.5.4.1 Pull R etransm ission
The most basic feedback mechanism is to use an Automatic Repeat reQuest (ARQ) 
scheme that retransmits whole packets, depending on ACK or NACK messages. These 
schemes are called type I hybrid ARQ schemes, where the hybrid part refers to a 
combination of FEC and ARQ techniques [85].
One type I scheme, shown in figure 2.19 was examined by Hanzo and Streit [86]. Here, 
packets are retransmitted using a more robust modulation scheme than is employed 
for the original transmission. Note that the two BCH encoders, in figure 2.19, actually 
give the same FEC protection, but enable more sensitive bits to be sent over a channel 
with a lower BER. This increases the chances of the retransmitted data being correctly 
received. A Time Division Multiple Access (TDMA) transmission scheme is simulated, 
where a certain number of time slots are reserved for retransmitted packets. The scheme 
is shown to increase the robustness of the video data, at the expense of the maximum 
possible number of users.
Khansari et al. also implement a type I hybrid ARQ method [27]. Type II schemes 
are considered by the authors, but are dismissed on grounds of increased complexity, 
and wireless channel properties. Wireless channels tend to feature periodic fades, when 
little or no data is correctly received. The authors judge that it is better to retransmit 
all of the data, as most of the corrupted data will have been lost. Type II schemes are 
considered in section 2.5.4.2. Khansari's scheme makes use of layered coding, and is 
described in more detail in section 2.5.2.1.
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Figure 2.19: Video transmission scheme for Hanzo [86].
2.5.4.2 Partial Retransmission
Partial retransmission techniques send a limited amount of data in response to channel 
errors. By reducing the amount of data that is sent they aim to optimise bandwidth 
utilisation. Reducing the amount of retransmitted data also often leads to an increase 
in complexity. However, computing power in mobile terminals is likely to be sufficient to 
support many partial retransmission schemes by the time 3G technology is introduced.
Type II hybrid ARQ techniques are an example of partial retransmission schemes [85]. 
Data is often channel coded using Rate Compatible Punctured Convolutional (RCPC) 
codes [87]. If an error is received, the punctured bits are sent to the decoder, which 
can then attempt to decode the data using a more powerful channel coding scheme. 
One disadvantage of such schemes cited by Khansari [27] is that during fades in mobile 
channels, even very powerful channel codes can fail. This would make transmission of
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the punctured bits pointless. Liu and El Zarki have implemented a type II scheme for 
video over wireless channels [88]. Despite Khansari’s conjecture, their type II scheme 
is shown to outperform a type I scheme.
The retransmitted data can also be reduced by determining the picture blocks affected 
by channel errors, and requesting that only corrupted blocks to be retransmitted [89]. 
If bandwidth is limited, then only the most seriously affected blocks need be retrans­
mitted. The rest of the corrupted blocks can be concealed (see section 2.5.3).
2.5.4.3 Feedback W ith No Waiting
The above schemes generally require that the decoder waits for the retransmitted data 
before displaying any output, which can lead to serious delay problems. The delay 
can be caused by a number of possible steps in a feedback scheme (assuming only one 
retransmission is necessary):
• Determination of data to feed back
• Delay in the feedback channel
• Creation of “retransmission” packet at the encoder
• Sending the “retransmission” packet
• Decoding the received data
If the retransmitted packet is incorrectly received, then it may be necessary to repeat the 
above steps a number of times. For real-time communications, multiple retransmissions 
are certainly unacceptable. Even waiting for a single retransmission may prove to add 
too much delay, if channel latency is high, and the time to encode a frame is also 
significant. Ideally, a feedback scheme should allow decoding to continue, adapting to 
new information from the encoder as soon as possible.
Steinbach et al. have developed a partial frame update scheme [90]. Channel er­
rors cause NAK’s to be sent for each part of the picture that is incorrectly received. 
Two schemes are suggested. The simplest scheme codes the affected Group Of Blocks
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(GOB’s are rows of macroblocks in H.263 [1]) as Intra in the next frame. A more 
complex scheme examines the motion information to determine whether any of the er­
rors may have propagated to other macroblocks. The encoder then transmits the most 
seriously affected blocks as Intra in the next frame. This last technique is called error 
tracking^ and offers significant improvements in quality at the expense of computational 
complexity at the encoder.
Wada suggested an even more complex error tracking method than Steinbach [91]. Here, 
the error is initially concealed at the decoder, and the affected macroblock locations 
are sent back to the encoder. At the encoder, local decoding is performed, with the 
affected macroblocks concealed. The locally decoded result is then employed for future 
prediction. Glearly, this scheme requires a large increase in complexity, and also requires 
a significant amount of extra memory to store data at the encoder.
One problem with error-tracking approaches is that the inherent delay means that 
they do not take into account frames transmitted before the encoder receives acknowl­
edgement of the status of a particular frame. For example, if frame n is sent, then 
acknowledgement may not be received until the encoder has sent n -f 2. Although the 
errors will eventually be corrected, there will be a delay, depending on network QoS. 
Zhang et al. attempt to improve on this situation by integrating an optimal Intra MB 
refresh algorithm with a feedback mechanism [92] (this is different from the Adaptive 
Intra Refresh technique described in section 3.6.3). Thus, corrupted blocks are cor­
rected using feedback, and potential corruption problems are minimised in subsequent 
frames through optimal Intra block selection.
Wiegand et al. extend error tracking to the case where Long-Term Memory motion- 
compensated Prediction (LTMP) is employed in the video codec [93]. LTMP allows 
more frames to be used to form the prediction for motion-compensation [94]. This 
technique has been shown to improve the prediction, and thus improve the compression 
efficiency of the video bitstream. It has been adopted as an annex to the H.263-f 
standard.
The main disadvantage of LTMP is that it greatly increases complexity and memory 
requirements. Such requirements would probably be unacceptable for many mobile
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Figure 2.20: Basic error-tracking feedback algorithm.
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terminals produced in the next few years. However, even without feedback Wiegand 
demonstrates that LTMP can improve the robustness of the bitstream [93] when com­
pared to normal motion-compensation techniques. This is because LTMP uses an 
average of several frames for a prediction. If one of the prediction frames is lost, then 
the effect of the error is limited if the other prediction frames are correctly received. 
With feedback, performance is shown to be improved even further.
H.263+ includes a feedback scheme within an annex of the standard [4]. Here, the 
encoder and decoder maintain multiple picture buffers. When an error is detected by 
the decoder, the encoder is informed via the feedback channel. A previous, correctly 
received frame is then used to form the prediction for the next frame. The limitations 
of this technique are the extra memory requirements, and the fact that it may fail 
during channel fades that corrupt more frames than are held in memory.
Another method that can be used to avoid waiting for retransmissions is to proceed 
with decoding, and incorporate the retransmitted data as it is received. Ghanbari’s 
technique for post-processing of late video packets can be employed [95]. Although 
Ghanbari’s technique is intended to deal with delayed data in an ATM network, the 
algorithm for adding late cells can be exploited for error robust feedback. Using this 
technique, errors will be visible until the retransmitted data is received. However, 
provided the delay is not more than one or two frames, the damage should not be 
greatly perceptible. A similar technique is presented in [32].
2.6 Conclusion
Future wireless networks will provide sufficient bandwidth for video communications. 
One of the main barriers to the introduction of wireless video is likely to be Quality 
of Service (QoS). Because of the way in which video bitstreams are encoded, they 
are particularly sensitive to errors. Therefore, they require channels with high QoS, 
particularly in terms of data loss rates. However, providing such high QoS channels 
is likely to be costly. Error resilience techniques have been developed to ensure that 
system resources can be used more efficiently.
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This chapter has described a variety of schemes that have already been proposed for 
increasing the quality of the decoded output video. First of all, error detection is 
necessary to prevent corrupted data being displayed. The decoder can then run various 
post-processing algorithms to conceal the data. However, some of these algorithms 
introduce significant complexity and may be unsuitable for mobile terminals. A simple 
algorithm was selected for use in the work throughout this thesis.
Action can also be taken at the encoder to increase bitstream robustness. Schemes 
can vary between being completely backwards compatible with the standard, requiring 
slight rearrangement of the bits, or deviating completely from the standard. However, 
many recently standardised codecs already include error robustness schemes. Also, 
while wholesale alteration of the bitstream syntax is effective, it also means that the 
advantages of employing a standardised codec are lost.
Feedback techniques are particularly effective against errors. However, they have two 
significant disadvantages: increased system complexity and delay. Although delay prob­
lems can be reduced by using techniques that do not wait for retransmissions, system 
complexity is likely to remain an issue in mobile terminals. However, some of the 
simpler feedback schemes may prove to be of use.
A major barrier to the introduction of many of these error resilience techniques is that 
many of them have not been incorporated into video codec standards. Even with a codec 
such as H.263-f, which is continually updated through the addition of annexes, different 
implementations may include different annexes. Therefore, it is difficult to guarantee 
interoperability with many other users if many of the error resilience techniques are 
implemented (with the obvious exception of error concealment schemes). A solution to 
this problem is to attempt to provide backwards compatible schemes, which produce 
bitstreams readable by standard decoders.
Chapter 3
Perform ance and Features o f 
M PEG -4 V ideo
3.1 Introduction
The first two MPEG standards were designed for specific applications. MPEG-1 is 
intended for storing VHS quality video on media such as GD-ROM. MPEG-2 is aimed 
at providing a solution for digital broadcast, and is also employed to store movies on 
DVD. Notably it includes the MPEG-2 audio layer 3 specification, which is currently 
widely used to distribute audio over the internet (MP3). A third standard MPEG-3 
was planned, which would have been optimised for High Definition Television (HDTV) 
purposes. However, it was found that MPEG-2 was capable of catering for HDTV, and 
plans for the proposed standard were scrapped.
MPEG-4 is somewhat different from previous MPEG standards, in that it is not aimed 
at any particular application. Instead, it is intended to serve as a “complete multime­
dia standard”. The MPEG-4 specification encompasses a wide range of features and 
technologies [47] [96]. Also, the designers of MPEG-4 have kept in mind some of the 
requirements for delivery over mobile networks [97].
Version 1 of MPEG-4 officially became a standard in October 1998, while version 
2 should have been standardised by the end of 2000. Version 1 contains the most
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significant features, particularly with respect to the work described in this thesis, while 
version 2 is a backwards compatible extension of the first version. Further extensions to 
the standard are planned following standardisation of the second version of MPEG-4.
The complete MPEG-4 specification is split into six parts: audio, video [2], systems [10], 
software, compliance testing, and DMIF (Delivery Multimedia Integration Framework) 
[98]. The most important part of the standard with respect to the work carried out here 
is the video coding specification. MPEG-4 video coding is examined in some detail in 
section 3.3, while the systems layer and DMIF specifications are examined in sections
3.4.1 and 3.4.2 respectively.
This thesis concentrates on video and the delivery of video over mobile networks, which 
means that MPEG-4 audio is not considered here. More information on MPEG-4 audio 
can be found either in the standard document or various other overviews of MPEG-4 
[47]. Briefly, the major features of MPEG-4 audio can be summarised as:
• Speech coding between 2-24 kbit/s
• Text-To-Speech (synthesised speech) 0.2-1.2 kbit/s
• Audio coding from 6 kbit/s
• Bitrate and bandwidth scalability
• Encoder/decoder complexity scalability
• Audio eflPects (mixing, reverb, pitch change etc.)
This chapter is a mixture of background and original work. It begins with an exami­
nation of video compression techniques, mainly focussing on DGT and wavelet based 
coding. It discusses the relative merits of the DGT when compared to the wavelet 
transform, and also provides a summary of relevant video codecs and related technolo­
gies.
MPEG-4 video coding is discussed, which includes an outline of the major video coding 
features and a description of the error resilience tools included within the standard. 
Other aspects of the MPEG-4 standard, such as the systems layer and DMIF are also
3.2. Video Compression Techniques 54
considered. Although not all of these features are exploited in the work later in this 
thesis, they are included to give the reader a broader overview of MPEG-4’s capabilities.
Following the background work, there are a number of sections describing the results 
of simulations, which were carried out by the author. The performance of standard 
MPEG-4 is evaluated through tests simulating noisy channels. In particular, a GPRS 
channel model is exploited to indicate the effectiveness and limitations of the existing 
error resilience tools. Further studies demonstrate that the sensitivity of MPEG-4 to 
error is greatly increased when shape coding is employed.
The final section evaluates some of the standard MPEG-4 software source code packages 
available. None of these packages are capable of dealing with corrupted bitstreams, 
although they can encode using the error resilient options. Modifications were necessary 
to produce software suitable for error resilience studies.
3.2 Video Compression Techniques
Video compression technology can be divided into two main areas: transform based 
coding and model based coding. Object based compression techniques require a video 
scene to be described using a number of lines, contours, and textures. Such technology 
has been included in the MPEG-4 standard.
An example of object-based coding in MPEG-4 is the feature that allows the manipu­
lation of synthetically generated faces. This allows the transmitted information to be 
limited to that needed to update certain defined facial features. For example, if the 
subject’s mouth opens by a certain amount then a command to open the synthesised 
mouth by the corresponding amount must be sent to the decoder. This clearly requires 
very little bandwidth, and could possibly facilitate video communications at very low 
bit rates. However, although research into techniques for facial parameter detection is 
being performed [99], it remains a computationally expensive option and is therefore 
unlikely to be employed in real-time video communications in the near future.
MPEG-4 also makes it possible to map textures coded using the wavelet transform onto 
3-D meshes. These 3-D meshes can then be manipulated to warp the texture. There
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are various other possibilities for model-based coding. However, as for facial parameter 
coding, they remain computationally expensive and/or unreliable to implement in real­
time video communications. Thus, they are unlikely to be employed over mobile links 
in the short or medium term.
Most standards are based on two dimensional transform techniques that operate in the 
spatial domain, which aid the reduction of spatial redundancy. To reduce temporal 
redundancy the differences between subsequent frames are transmitted, taking advan­
tage of predictions from techniques such as Motion Compensation (see section 3.2.1). 
Generally, this type of codec has two basic frame types. I-frames (Intra) and P-frames 
(Inter). Intra frames are completely self contained, and require no predictions from 
previous frames, while Inter frames contain the differences between the current frame 
and a previous frame. Inter frames give much better compression efficiency, but cannot 
prevent the propagation of errors following data loss in previous Inter and Intra frames.
Alternatively, it is possible to adapt the two dimensional transform operations to three 
dimensional operations, coding the temporal axis using the transform. A significant 
amount of research has been performed in this subject area, including some significant 
work by Ohm [100]. However, it is not until recently that Ghoi and Woods achieved 
better results than MPEG-1 using such techniques [101]. It is therefore unlikely that 
such approaches will be adopted by standardisation bodies in the near future.
Two types of transform have been subject to a considerable amount of research with 
respect to their use in image and video coding. The Discrete Gosine Transform (DGT) is 
the most widely used, and has already been selected for use in a large number of video 
codecs, including MPEG-1, MPEG-2, MPEG-4, H.261, and H.263. More recently, 
research on use of the wavelet transform has been carried out [102] [103]. Both of 
these transforms are examined in the following subsections, and section 3.2.2 features 
a comparison of the relative advantages of the two transforms. The reader may also 
like to refer to a book such as Tekalp’s [104] for further information on basic video 
processing theory.
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3.2.1 D C T Block Based Codecs
DOT block-based video coding has become the most commonly used technique for 
coding video, and is employed in MPEG-1 [105], MPEG-2 [43], MPEG-4 [2] and H.263 
[1]. The technique usually involves dividing each input video frame into a number of 
macrohlocks (MBs), which are of size 16x16 pixels in the luminance plane. As 4:2:0 
format video is most commonly used in low bit rate applications, a MB is 8x8 pixels 
in both chrominance domains. Also, a block is defined as an 8x8 set of pixels. Thus, a 
macroblock contains 4 luminance blocks and 1 chrominance block for each chrominance 
plane.
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Figure 3.1: Block-based video coder architecture (taken from [1]).
Figure 3.1 shows a generalised block diagram of a DGT block-based video coder. Al­
though it is taken from the H.263 standard [1] it has many similarities with the basic
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video coding algorithms of a number of standards, including MPEG-4. Raw YUV 
video is fed into the coder from the left of the diagram, and the output on the right 
is forwarded to an entropy coder to produce the final video bitstream. There are four 
important principles associated with the block-based coder: the DGT, motion com­
pensation, quantisation, and entropy encoding. Entropy coding involves the use of 
variable length codewords, with the most frequently used codewords having shorter 
lengths. This reduces redundancy but makes the video bitstream vulnerable to data 
loss through synchronisation loss. A single bit error can cause the incorrect decoding 
of a large number of following codewords.
3.2.1.1 Motion Compensation and Estimation
Many video scenes feature moving objects where the textures and shapes of the objects 
change very little from frame to frame. Temporal redundancy can be greatly reduced 
by encoding motion vectors of the objects instead of re-encoding and transmitting all 
of the object’s pixels in an alternative position. Block-based coders do not operate on 
objects, but instead compare blocks in the current frame with those in the previous 
frame to find a motion vector that minimises the difference between the pixels in both 
frames. The dffierence is commonly measured using the Sum of Absolute Difference 
(SAD):
S A D ( i , j ) =  (3.1)
X E b lo ck
Where I  (%, t) is the present picture, I  ( x  ~  D , t  — r j  is a displaced portion of the 
previous picture, % is the position of the current MB, t is the frame number, r  is the 
number of frames between the reference frame and the current frame, and
D =
%
LiJ
Motion compensation (MG) can be performed following the motion estimation process. 
MG involves exploiting the values of the motion vectors derived from motion estimation
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to form predictions for each MB’s motion vector. Predictions can then be formed in a 
number of ways, the precise method varies slightly from codec to codec. For example, 
MPEG-2 uses the previously encoded motion vector as the prediction, while H.263 
takes the average of three surrounding MVs, as shown in Figure 3.2.
Once a prediction has been derived for each MB, the final motion vector value that is 
transmitted is the actual MV (found by motion estimation) minus the predicted value:
-^Wnc — ^^actual ^^pred  (3.2)
3.2.1.2 Discrete Cosine Transform and Quantisation
The DGT can be employed to facilitate a reduction in spatial redundancy. It is applied 
to the difference between the current frame and the motion compensated previous 
frame. The result is a block of coefficients representing different frequencies. Because 
of the nature of many digital images, most of the energy is present in the low frequency 
coefficients, which are also perceptually the most important. Thus, after the DGT, 
there are usually a number of large low frequency coefficients and a significant number 
of higher frequency coefficients that are either zero or close to zero.
Quantisation of the coefficients leads to a small number of coefficients being present in 
the top left corner, where the low frequency coefficients are located, and most of the 
rest of the block’s coefficients being zero. The coefficients are subsequently scanned in a 
zig-zag order as demonstrated in Figure 3.3, making it possible to employ Run-Length 
Go ding (RLG) to further reduce redundancy. Data encoded using the DGT is usually 
referred to as texture data.
3.2.2 W avelet Codecs
Although MPEG-4 uses the DGT for basic video coding, wavelet technology has been 
incorporated in the standard for still image coding. It is also employed in the forth­
coming JPEG-2000. It is believed that the wavelet transform is capable of providing 
an improvement in compression efficiency compared to the DGT [106]. However, the
3.2. Video Compression Techniques 59
MV2 MV3
M V l MV
MV : Current motion vector 
M Vl: Previous motion vector 
MV2: Above motion vector 
MV3: Above right motion vector
MV2 MV3 M Vl M V l
(0,0) MV M V l MV
MV2 (0,0)
M V l MV
: Picture or GOB border
Figure 3.2: Candidates for MV prediction in H.263 (taken from [1]).
Figure 3.3: Zig-zag scanning of DCT coefficients.
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compression efficiency gains reported by wavelet coding researchers can be somewhat 
misleading. Many researchers have tended to compare worst case DCT results with best 
case wavelet results. However, work by Xiong et al [107] has demonstrated that the 
quality difference between optimised DCT based schemes, and similar wavelet-based 
techniques is less than 1 dB in favour of wavelets. This was shown for both image 
coding and video.
However, what Xiong et al do not take into account is the subjective quality of both 
techniques. DCT-based compression tends to produce images with significant “block­
ing” at low bit rates. However, the distortion produced by wavelet based compression 
tends to focus mainly on edges within the picture. The distortion produced by the 
wavelet transform is perceptually much less disturbing to the human eye than that 
produced by the DCT.
The perceptual improvements that the wavelet transform brings are due to the fact that 
it operates over the whole image, rather than on a block by block basis. There are a 
number of different types of wavelet, which can be explored further in the many books 
that have been written on the subject [108] [109]. The description here is mainly con­
cerned with general aspects of wavelet compression, rather than mathematical deails. 
Figure 3.4 shows how an original image is -  in the first step -  decomposed into four 
smaller matrices. The four matrices are:
• c^ which is a downsampled version of the original image
• d\ which contains horizontal details of the full size original image
• c?2 which contains vertical details of the full size image
• d\ which contains diagonal details of the full size image
It is possible to reconstruct a downsampled version of the image using only c^. However, 
quality can be improved by also sending some or all of the other matrices. Compression 
can be achieved by omitting or coarsely quantising some of the less important detail 
information. This property of the transform also allows spatial scalability to be imple­
mented easily using wavelets. As figure 3.4 shows, c^ can also be decomposed. This
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allows finer control over scalability and compression. Generally, more decompositions 
will improve compression efficiency, but will also increase computational complexity.
c ' 4
w
4 4
4
4
d\
Figure 3.4: Two stage decomposition of original image c® using a wavelet transform.
The decomposed data is usually quantised, before being source coded using tree-based 
techniques developed for wavelets [102] [103]. It can be seen in figure 3.4, that the 
wavelet transformed data has an inherent hierarchical structure. Apart from a few 
coefficients in the lowest spatial frequency matrix, all of the coefficients are related to 
a set of 2 X 2 coefficients in the next highest level. The coefficients are then compared 
with a threshold, which indicates their significance. If a coefficient at the root of the 
tree is insignificant, it is highly likely that the rest of the coefficients in the tree are 
also insignificant. In such a case the tree can be represented using a single bit, which 
tells the decoder that the tree is insignificant.
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Whatever the advantages and disadvantages of wavelets, most established video coding 
standards are largely based around the DCT, and it seems unlikely that wavelets will 
be significantly exploited for video coding in the immediate future.
3.3 M PEG -4 Video Codec Features
Because MPEG-4 contains such a wide variety of tools it is extremely time consuming to 
implement encoder/decoder software that is capable of handling all of the standardised 
features. In many cases, it is also likely that only a limited array of facilities will be 
required. With respect to this, a number of different profiles are defined for MPEG- 
4 [47], each profile providing a certain subset of features. There are five profiles for 
natural video content:
• Sim ple Profile. Basic rectangular video object coding with error resilience tools.
• Sim ple Scalable Profile. Adds support for coding of temporal and spatial 
scalable coding of video to the Simple Profile.
• C ore Profile. Adds coding of arbitrary shaped and temporally scalable objects 
to the Simple Profile.
• M ain  Profile. Adds interlaced, semi-transparent, and sprite object coding to 
the Core Profile.
• N -B it Profile. Allows coding of video objects with pixel-depths between 4 and
12 bits in addition to the functionality of the Core Visual Profile.
Figure 3.5 gives a rough indication of the relationship between functionality and the 
bit rates that can be achieved. Using some of MPEG-4’s more advanced features can 
potentially lead to a drop in compression efficiency, or an increase in computational 
complexity at the encoder and/or decoder. The Very Low Bitrate Video (VLBV) Gore 
shown in Figure 3.5 consists of the Simple Profile described above, and is intended to 
produce video between 5 and 64 kbit/s (although it is somewhat unrealistic to expect 
to be able to achieve rates as low as 5 kbit/s). Shape coding tools and scalability can
be used at low bit rates, but require greater computational power.
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Figure 3.5: Classification of the MPEG-4 image and video coding tools (taken from 
[47]).
3.3.1 Base-line Encoding
The basic MPEG-4 encoder algorithm structure is shown in Figure 3.6. Note that 
a VOP (Visual Object Plane) can be thought of as a single frame when employing 
rectangular coding without any scalability. Some of MPEG-4’s terminology is explained 
in section 3.3.4. A comparison between Figure 3.1 and Figure 3.6 shows that the basic 
rectangular natural video coding algorithm of MPEG-4 is virtually the same as the 
H.263 coding algorithm.
3.3.2 Scalable Coding
Scalable video encoders generate a number of bitstreams. A base layer bitstream con­
tains all of the information necessary to decode and display a basic quality video. 
Further enhancement layer bitstreams provide information that can improve the qual­
ity of the output. By choosing which bitstreams are to be read, simple decoders on 
low cost devices can display a basic quality output, while more advanced decoders can
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Figure 3.6: MPEG-4 VOP encoder (taken from [2]).
use the enhancement data to show improved quality. Section 2.5.2.1 also shows that 
scalable coding can also be exploited for error resilience schemes. MPEG-4 offers three 
types of scalability:
• Quality scalability
• Spatial scalability
• Temporal scalability
• Fine Granular Scalability (FGS)
It should be noted that it is possible to use multiple scalable layers of each type, 
allowing multiple resolutions and frame rates. It is also possible to combine the spatial 
and temporal scalability in one video sequence transmission.
An important point, with respect to error resilience, is whether the predictions in 
the enhancement layer are made with respect to the base layer or the enhancement 
layer. If a prioritisation technique is used, where the enhancement layer receives lower 
protection against errors than the base layer, then losses will occur more often in the 
enhancement layer. Thus, if the enhancement layer data is predicted from previous
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enhancement frames, errors will propagate through the enhancement layer. This will 
mean that there will be less opportunity to use the enhanced information than if the 
data is predicted from the base layer.
Three scalability types are discussed below: spatial, temporal and FGS. Quality scala­
bility is not explicitly mentioned in the MPEG-4 standard [2]. However, it is possible to 
provide several video layers in MPEG-4, each with an improved level of quality. This 
can be achieved using the spatial scalability algorithm, but without the upsampling 
and downsampling. Scalability could also be carried out using objects. It may only be 
necessary to decode the most significant objects in a scene to be able to understand 
what is happening.
3.3.2.1 Spatial Scalability
Figure 3.7 shows a diagram of a scalable video codec. Spatial scalability provides 
enhancement layers that allow spatial resolution to be increased. Although using an 
upsampling algorithm on the base layer can also facilitate an increase in resolution, the 
results are not as accurate as those obtained from sending increased spatial resolution 
information.
For spatial scalability, the input to the Scalability Preprocessor is downscaled before 
it is sent to the MPEG-4 Base Layer Encoder. Here, the video is encoded normally. 
Another output from the Scalability PreProcessor, containing the full size video data, 
is fed to the Enhancement Layer Encoder. The enhancement layer is predicted either 
from other frames in the enhancement layer, or from the upsampled base layer frame. 
Upsampling is performed in the MidProcessorl box in figure 3.7. Different objects can 
have different scalability options, although spatial scalability can only be performed on 
rectangular objects in version 1 of MPEG-4.
3.3.2.2 Temporal Scalability
Temporal scalability provides extra frame information, which can be exploited by the 
decoder to provide increased frame rates. In figure 3.7, the Scalability PreProcessor de­
multiplexes the input data into two streams containing different frames. MidProcessor
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Figure 3.8: Enhancement structure of Type 1 with P-VOPS (taken from [2]).
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1 allows frames from the base layer to pass through to the enhancement layer encoder, 
where they are used for temporal prediction.
In most video codecs, temporal scalability operates on a whole video frame. MPEG-4 
has Object-based Temporal Scalability (GTS), which allows the frame rate of a selected 
object to be enhanced. There are two forms of GTS in MPEG-4. Type 1 GTS is shown 
in figure 3.8. Here, VGLO contains an object and a background, while VGLl contains 
information just for the object. VGLl can be used to increase the frame rate of the 
selected object by a factor of three. Frame 2 (in VGLl) is formed using a temporal 
prediction from the base layer (VGLO). Frame 4 is temporally predicted from frame 2 
in the enhancement layer.
Figure 3.9 shows an example of Type 2 GTS, where there are two Video Gbjects (VG’s). 
VGO is a non-scalable object that contains a background. The second VG, VGl, is a 
temporally scalable object, with an enhancement layer that allows the frame rate of the 
object to be doubled. It should be noted that the two VG’s can have different firame 
rates.
3.3.2.3 Fine Granular Scalability
FGS has been introduced, in version 2 of MPEG-4, to provide a method of compensat­
ing for varying bandwidth availability over networks such as the Internet. An encoded 
FGS sequence consists of two layers: a normally coded base layer, and a fine granu­
lar enhancement layer. If a network can ofier a channel with a range of bandwidths 
[-Rmin, -Rmax], then the base layer bit rate should be set less than the minimum band­
width, R b l  < Rmin-
The enhancement layer is coded using the bit rate {Rmsx — R b l )- The server can 
then transmit the enhancement layer using a rate R e l  = min {Rm&x ~  R b l , R  — R b l ), 
where R  is the current rate offered by the network. The fine granular encoding method 
allows the enhancement layer bit rate to be adjusted, facilitating real-time rate control.
Fine granularity is achieved using a progressively coded, low-complexity bit-plane DOT 
scheme. Figure 3.10 shows how the DGT coefficients are divided into bitplanes, which
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Figure 3.9: Enhancement structure of Type 2 (taken from [2]).
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are then run length encoded. The encoded residual DOT coefficients are arranged so 
that the Most Significant Bits (MSB’s) are encoded first (i.e. the most significant 
bitplanes are encoded first). This allows the bit rate to be controlled by dropping some 
of the Least Significant Bits (LSB’s).
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Figure 3.10: FGS bitplane encoding of DGT coefficients for the enhancement layer.
As figure 3.11 shows, the enhancement layer is predicted from the base layer, and takes 
no predictions from previous enhancement layer frames. This increases error robustness 
by limiting the opportunity for errors to propagate in the enhancement layer.
3.3.3 Object Coding
One of the most interesting features of MPEG-4 is its ability to describe a video scene 
as a number of audio-visual objects (see Figure 3.12). Shape information can be coded 
alongside motion and texture information, which allows the decoder to reconstruct 
arbitrarily shaped objects.
Shape coding raises the prospects of interactive video. It is possible for the decoder 
to be implemented so that it allows manipulation of objects at the user’s command.
3.3. MPEG-4 Video Codec Features 70
Enhancement
Bitstream
FGS Enhancement Decoding
Bit-plane
VLD
Bit-plane
Shift - e - IDCT Clipping
Enhancement Video —►
Base Layer 
Bitstream
VLD 0 IDCT ■ f - f ► Clipping
Motion 
Compensation
Base Layer Video 
(optional output)
Frame
Memory
Figure 3.11: Basic FGS decoder structure [110].
Objects can theoretically be moved, resized, or even switched off. How widely the object 
based features come into use will probably depend upon the ability of the encoder to 
provide automatic segmentation of images into separate objects. Although progress is 
being made in this field, there are still problems in performing reliable and accurate 
segmentation.
In order to bypass the deficiencies of current segmentation algorithms, previously pre­
pared files containing binary segmentation masks have been used in the work here. 
Each file defines the outline of a single shape over a video sequence.
Shape data is coded using Gontext based Arithmetic Encoding (CAE), which codes 
symbols using non-integer bit lengths. Although this technique is very efficient, it is 
particularly sensitive to errors, as correct decoding of a frame’s shape data depends 
upon the correct decoding of previous frames’ shape data (although it is possible to 
refresh the shape data, much like using an Intra frame for refreshing the texture data). 
The sensitivity of shape data is examined in more detail in section 3.7.
Note that each Visual Object (VO) can also include a number of Visual Object Layers 
(VOLs). These are enhancement layers that can be used to provide different levels of 
spatial and temporal resolution. Most of the work carried out here has used a single
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Figure 3.12: MPEG-4 scene coded as a number of different objects.
VOL for each object.
3.3.4 Coding Hierarchy
An MPEG-4 scene is assembled from a number of different elements, transmitted to the 
decoder as a number of different elementary bitstreams. These elementary bitstreams 
are likely to be multiplexed together using tools defined as part of the MPEG-4 systems 
layer standard. Each elementary stream could contain video, audio, some data relevant 
to a particular application, or perhaps an MPEG-J applet [111].
Figure 3.13 demonstrates how a multiplexed MPEG-4 bitstream may contain a number 
of compound objects. These compound objects can be constructed from a number of 
primitive media objects, which could be one of a number of different object types (e.g. 
video or audio). A video object may be composed of a number of different bitstreams, 
each containing a different Video Object Layer (VOL). Different VOLs are necessary 
when scalability is required for a particular object.
Once the bitstream has been demultiplexed, the different elementary streams can be 
forwarded to the relevant decoders. The decoded information can then be assembled 
by the scene compositor to produce a final output for the viewer. Note that the scene
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Figure 3.13: An MPEG-4 multiplexed bitstream broken down into elementary streams, 
decoded and then sent to a scene compositor to produce the final output.
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compositor can operate in three dimensions, and that MPEG-4 objects may themselves 
be two or three dimensional.
3.3.5 Other Features
Although they are not employed in the work described here (they were standardised 
at too late a date for proper consideration), there are a number of additional features 
of MPEG-4 that may be of some interest when considering the efficiency of video 
transmission over mobile networks.
The first such feature is a property of the MPEG-4 file format, MP4. MP4 is a stream- 
able file format, as opposed to a streaming format, meaning that the file itself is not 
intended to be streamed by a server to a client. Instead, the file contains pointers to 
the data that should be streamed, allowing the server to stream whatever is relevant. 
One option in the file format allows the inclusion of a type of metadata known as hint 
tracks. These hint tracks can provide hints to the server as to how the data should be 
streamed using a particular protocol. Optimising the content of the hint tracks could 
therefore be an important factor in ensuring optimum delivery of MPEG-4 content to 
a client.
Another significant feature is MPEG-J, which standardises a number of Java APIs, 
facilitating the interaction of Java code with MPEG-4 browsers. MPEG-J applets may 
be downloaded alongside, but through a different channel to MPEG-4 data. Although 
the APIs cover a number of different areas, the most important API with respect to 
the work carried out here is the Network API. This allows a degree of interaction with 
the network through MPEG-4’s DMIF (see section 3.4.2).
3.4 Delivery and M ultiplexing Capabilities of The M PEG - 
4 Standard
The features incorporated into MPEG-4 mean that an MPEG-4 presentation can po­
tentially be composed of a large number of elementary streams. Delivery of such large
3.4. Delivery and Multiplexing Capabilities o f The MPEC-4 Standard 74
amounts of streams to the viewer requires streams to be multiplexed together. To 
facilitate this, MPEG-4 has specified both multiplexing technology, and a session pro­
tocol for the management of multimedia streaming over generic delivery technologies 
(DMIF).
Figure 3.14 shows the general model for MPEG-4’s system layer. The model consists 
of three basic layers:
• Synchronisation Layer (Sync Layer)
• DMIF Layer
• Transport Multiplexing Layer (TransMux Layer)
The DMIF layer is completely optional, and may be omitted if all of the required 
functionality is provided by the TransMux layer. Also, the TransMux layer is not 
defined by MPEG, although an interface to this layer is specified. Only the sync layer 
is defined as always being present. These layers are discussed in more detail in the 
subsections below.
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Figure 3.14: MPEG-4 System Layer Model [47].
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3.4.1 Synchronisation Layer and System s Specification
The synchronisation layer performs no multiplexing of the data, instead it simply places 
elementary streams into SL-packets. The packetisation process involves placing an SL- 
packet header in front of elementary stream data received from the Elementary Stream 
Interface (ESI). The ESI is a conceptual interface that specifies what data must be 
exchanged between the application that generates the elementary stream data, and the 
sync layer. Information that must be exchanged includes time codes and lengths of the 
data.
The actual SL-packet headers generated by the sync layer are intended for continuity 
checking in case of data loss, and therefore carry time stamps and other associated 
timing information. The precise contents of the header can be configured to best suit 
the elementary stream type that is to be packetised.
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ES_D
ES_DescriptorES_D .ESJD
Visual Stream (e^ . base layer)
Visual Stream (e.g. temporal enhancement)
Audio Stream
Figure 3,15: The Object Descriptor Framework (from [10]),
MPEG-4’s systems specification includes details of two types of elementary stream 
that can be used to describe how the various media streams should be assembled at the 
decoder (see Figure 3,15), The scene description stream contains information about 
how objects within a scene should be handled (i,e, their position). Scenes are described
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using Binary Format for Scenes (BIFS), which is based on the Virtual Reality Modelling 
Language (VRML).
Object Descriptor Streams contain information about which elementary media streams 
belong to which objects. The stream may be made up of a number of object descriptors, 
each descriptor being a collection of descriptors that describe the elementary streams 
comprising an object. Elementary streams are assigned a unique value, ESJD, which 
can be employed to distinguish between the different media streams.
Notably, the sync layer contains no means for distinguishing between different elemen­
tary streams, as there is no method for inserting the ESJD in SL-packet headers. This 
task is left to the underlying delivery mechanism, which could be the DMIF described 
below. Elementary streams can also be distinguished when the optional FlexMux tool 
is employed.
FlexMux is specified in the Systems Layer part of the MPEG-4 standard [10], and pro­
vides a simple method for multiplexing a number of SL-packetised elementary streams. 
Two modes of operation are available: Simple mode and MuxCode mode. Simple mode 
places a single SL-packet into a single FlexMux packet, with a packet header simply 
consisting of an index number to identify the stream, and the length of the packet. 
MuxGode mode facilitates the encapsulation of multiple SL-packets within a FlexMux 
packet. Gonsequently, the packet structure is slightly more complicated. As stated pre­
viously, FlexMux is an optional part of the standard, and may be ignored if appropriate 
functionality is provided by the TransMux layer.
3.4.2 DM IF
The Delivery Multimedia Integration Framework (DMIF) is a session protocol for man­
aging the delivery of multimedia over a range of technologies [98]. Once a session has 
been set up, say between a server and a client, streams are selected, and pointers to 
the streams are returned to the client.
DMIF’s functionality is accessed by the application through the DMIF-Application 
Interface (DAI). The DAI provides a common interface for the application to make use
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Figure 3.16: DMIF communication architecture [47].
of a range of delivery technologies. Thus, it is possible to access broadcast media, data 
on disks, and data over interactive networks through the same interface. The ability of 
the application to utilise any of these technologies depends upon the implementation of 
a particular DMIF instance for that technology. A particular DMIF instance translates 
messages from the application into messages that the delivery technology understands, 
and vice versa (see Figure 3.16).
For an interactive network scenario, an additional interface, the DMIF-Network In­
terface (DNI) is introduced, which defines the information that DMIF peers must 
exchange. Figure 3.16 shows that an extra module is introduced to perform signal 
mapping between the DNI messages and those required for the network.
Quality of Service is considered in the DMIF standard. In particular, the DAI allows a 
DMIF user to specify the QoS requirements for each stream. It is the responsibility of 
the DMIF implementation to ensure the provision of the necessary QoS. The standard 
considers how this can be achieved for a number of specific network types, including 
the Internet.
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DMIF allows more than one DMIF session to be employed at once, and each instance 
can be aimed at a different delivery technology. An MPEG-4 presentation could thus 
be generated using data from a number of different sources.
3.4.3 Transport M ultiplexing Layer
The transport multiplexing (TransMux) layer is left undefined, which allows the net­
work operator to select the most suitable protocol for a particular environment. Some 
possible candidates for the TransMux layer are shown at the bottom of Figure 3.14. 
The candidate of most interest for this project is the Real-time Transport Protocol 
(RTP) [8], which is examined in section 5.2.3.
3.5 M PEG -4 Error Resilience Options
As has been mentioned previously, MPEG-4 employs variable length codewords, which 
mean that a single bit error can cause a loss of synchronisation, and incorrect decoding 
of subsequent codewords. Although it is possible for synchronisation to be regained 
automatically [17], this may only occur after the loss of a significant amount of data.
The designers of MPEG-4 have taken into account the practical aspects of delivering 
compressed video, by incorporating a number of error resilience options into the codec 
[5]. As shall be demonstrated later in this thesis, they provide considerable protection 
against errors.
The most basic option forces the encoder to place the coded bitstream into indepen­
dently decodable packets, which limits the effects of synchronisation loss. Unlike codecs 
such as H.263, the information is divided into packets containing a regular number of 
bits (see Figure 3.17). H.263 places synchronisation words at the end of every row of 
MBs. Due to the variable length nature of the encoder output, the H.263 method leaves 
some sections of the picture more vulnerable to error than other parts.
Further improvements in robustness can be achieved by separating the data into two 
parts. As shall be shown in section 3.7, the different types of data in MPEG-4 differ in
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H.263 Packetisation MPEG-4 Packetisation
Figure 3.17: MPEG-4 packetisation compared to H.263 packetisation.
their degree of sensitivity to error. Loss of some data types causes greater distortion 
at the decoder than the loss of other types. Figure 3.18 shows how the designers of the 
MPEG-4 codec have responded to this.
The less sensitive texture data is separated from the more sensitive shape and motion 
data, and a resynchronisation code is inserted between. This second resynchronisation 
code is called a Motion Marker in Inter frames, or a DC Marker in Intra frames. It is 
different from the code at the beginning of the packet.
Any errors occurring in the second partition can usually be successfully concealed, 
resulting in little visible distortion. As texture data usually makes up the majority of 
each packet, data partitioning allows errors to occur in a large part of the packet with 
relatively benign results.
I I
Resync □Motion & shape Texture
Figure 3.18: MPEG-4 data partitioning.
A single error in a variable length texture code may result in the remaining codes 
in a data partitioned packet becoming unreadable. If a single error occurs at the 
beginning of a texture partition, the rest of that data must be discarded. MPEG-4 can 
code texture data as Reversible Variable Length Godes (RVLC’s), which can be read 
forwards or backwards. Thus, if an error occurs in a packet, the decoder can search for 
the next resynchronisation code and read backwards. In the case of a single error, only 
the macroblock in which the error occurred must be discarded (see Figure 3.19).
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Figure 3.19: Example of how RVLCs can facilitate data recovery after a bit error.
3.6 Performance of M PEG -4 Error Resilience Options
Two sets of tests were conducted to obtain some measure of the effectiveness of the 
MPEG-4 error resilience options described in section 3.5. The first set of tests were 
carried out using a random number generator to corrupt an MPEG-4 bitstream. Further 
tests are performed using GPRS error patterns, which provide a more useful indication 
of the effectiveness of MPEG-4 error resilience tools over mobile networks.
3.6.1 Random  B it Error Tests
For the first set of tests, the standard “Suzie” sequence was encoded twice, once with all 
error resilience options disabled, and again with them all on. The Suzie sequence fea­
tures a woman talking on the phone. For most of the sequence there is little movement, 
until approximately frame 80, where she shakes her head.
Table 3.1: Encoder settings for error tests with “Suzie” and “Container”.
E ncoded fram e ra te 15 frames/sec
In tra  fram e frequency Every 30 frames (1 every 2 seconds)
B it ra te 32 kbit/s
V ideo packet size 300 bits
F ram e resolution QCIF (176 X 144)
N um ber of coded fram es 130
Each bitstream was corrupted using completely random bit error patterns at varying 
error rates. The error rates used were 10“ ,^ 10“ '^ , and 10“ .^ Other information about
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the encoder settings can be seen in table 3.1. Note that the packet size setting itself 
has an effect on the encoded data’s robustness to errors. Smaller packet sizes clearly 
limit the effects of loss of synchronisation to smaller picture regions. The packet size 
used here was arbitrarily chosen to give, on average, approximately four packets per 
Inter frame.
COx>
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20
No Error R e s Error R e s
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BER
Figure 3.20: Comparison of average PSNR over 130 frames with and without error 
resilience for “Suzie”.
The objective results of these tests can be seen in figure 3.20. They clearly show that 
utilisation of the error resilience options provides a significant improvement in decoded 
image quality in the presence of errors. The difference in quality was most pronounced 
at the highest error rate that was used. However, it should be noted that neither could 
be described as subjectively acceptable. Figure 3.21 shows the 110th frames with and 
without error resilience, corrupted with a BER of 10“ .^ Although there is still clearly 
distortion with error resilience, it is much less than without.
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(a) Without error resilience. (b) With error resilience.
Figure 3.21: Suzie sequence corrupted with BER=10
3.6.2 Perform ance Over G PR S
A simulated model of General Packet Radio Service (GPRS) receiver was developed in 
parallel to the work described in this thesis [112] [16] (also see appendix G). Soft decision 
Viterbi decoding and a 16-state equalizer are used at the receiver.The radio conditions 
simulated were those for an interference-limited scenario, which is the most common 
operating scenario for mobile terminals. The noise at the receiver was set at 26dB, and 
the propagation conditions were those specified in GSM 05.05 as TU50 Ideal Frequency 
Hopping at 900MHz. The TU channel model represents the multipath propagation 
conditions found in typical urban conditions, and in the particular conditions used in 
these experiments, a mobile terminal velocity of 50 km /hr was assumed. The model is 
discussed in more detail in appendix G.
GPRS currently supports four channel protection mechanisms [113], each offering dif­
ferent levels of protection. GS-1 employs a 1/2 rate convolutional code and a 40-bit 
FIRE redundancy check sequence. GS-2 and GS-3 both use punctured versions of the 
GS-1 code, thereby allowing for a greater user payload at the expense of reduced per­
formance in error-prone environments. GS-4 however only uses a cyclic redundancy 
check for error detection and does not offer any correction capabilities. A summary of 
these schemes is shown in table 3.2.
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Table 3.2: GPRS Channel Coding Schemes.
C oding
Scheme
Code
R ate
R adio Block 
Payload (bits)
D a ta  R a te /S lo t 
(k b it/s )
CS-1 1/2 181 9.05
CS-2 2/3 268 13.4
CS-3 3/4 312 15.6
CS-4 1 428 21.4
Simulations of the conditions described above produced a series of files containing error 
patterns pertaining to various Carrier to Interference (C/I) ratios and difierent channel 
coding schemes. A programme was written to apply the error patterns to MPEG- 
4 bitstreams. This programme corrupts a bitstream with an error pattern starting 
at a random point within the error pattern file. The random starting point enables 
multiple GPRS simulations to be performed for a particular C /I and channel coding 
scheme. Carrying out multiple simulations reduces the effects of freak results on the 
final simulation results. In most of the simulations performed here, the results are the 
average of between 10 and 24 simulation runs.
Figure 3.22 shows the performance of the adapted MoMuSys software (see section 3.8.1) 
when an output bitstream is subjected to the GPRS simulations described above. The 
results are for 400 frames of the “Foreman” sequence, encoded at 64 kbit/s, with 10 
frames/sec, and one Intra frame every second. The original sequence is approximately 
13 seconds long. MPEG-4 video packets of 700 bits in length were employed.
The simulation results demonstrate that it is necessary to exploit the most powerful 
channel coding scheme to obtain acceptable quality video at reasonable C /I ratios. Even 
with this scheme, channel errors cause serious picture quality degradation at 9 dB with 
CS-1. Indeed the quality using these conditions is often subjectively unacceptable.
Figure 3.23 shows the effectiveness of MPEG-4’s error resilience tools when subjected 
to GPRS channel simulations. The tests themselves were performed with the adapted 
MoMuSys code (section 3.8.1) on the “Foreman” sequence. Encoding was performed
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Figure 3.22: Performance of MoMuSys over GPRS using various channel coding 
schemes. *
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with and without the error resilience tools on this sequence with the resulting bitstreams 
having bit rates of 64 kbit/s, frame rates of 10 per second, and 1 Intra frame every 
second. Approximately 13 seconds of video was encoded.
As with the random error tests, the error resilience tools prove to be highly effective 
in maintaining the decoded video quality in noisy channels. However, improvements in 
error robustness are always welcome.
— CS 1 no error res ■ -0 8  1 with error res
Cn(dB)
(a) With CS 1 channel coding.
— OS 2 no err res — B— CS 2 with err res
cc 20
7 12 15 18
(C 20
9 12 15 18
0/1 (dB)
(b) With CS 2 channel coding.
Figure 3.23: Simulated transmission of “Foreman” over GPRS, with and without error 
resilience options.
3.6.3 A daptive Intra Refresh (AIR)
Traditionally the transmission of Intra refresh frames in video coding has been necessary 
for limiting the propagation of errors due to lossy compression and/or due to channel 
errors. Although Intra frames are reasonably effective in achieving such aims, there are 
a number of problems inherent in such a refresh scheme:
• Throughput variability
• Spacing between Intra frames
• Intra frame errors
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• Inefficient refresh of blocks
The first issue is related to the relatively poor compression efficiency of Intra coded 
frame. As is shown in figure 3.24, Intra frames produce large spikes in the throughput 
of a video stream, due to the fact that Intra frames are much larger than Inter frames. 
This makes rate control more difficult at the encoder, and requires a much more complex 
rate control scheme than might otherwise be necessary if all of the frames were Inter. 
Also, sudden bursts of data may cause congestion in the network, which may result 
in data being lost. Thus, errors would be introduced irrespective of the quality of a 
wireless link.
The effect of an error on the decoded video can only be corrected by Intra coded data. 
Therefore, when using Intra frames, there is a time delay between the error occurring 
and the frame being refreshed. Correction of errors by Intra frames is also usually very 
visible, and may be distracting for the user. Intra frame errors are a particular problem, 
as losses cannot be concealed as easily as losses in Inter frames, where adjacent motion 
vectors can be exploited. One answer might be to provide an increase in the frequency 
that Intra frames are transmitted. However, this causes a drop in compression efficiency, 
and a possible exaggeration of the problems discussed in the above paragraph. Thus, 
it is only possible to provide the necessary updates at a rate limited by the available 
bandwidth.
Refreshing the whole frame is also an inefficient method of updating the video. If there 
is little change in a MB from frame-to-frame, loss of data in that area will have little 
effect. It is therefore not necessary to refresh this MB so often. Intra frames refresh 
the whole frame irrespective of the error sensitivity of individual sections of the video 
scene.
Adaptive Intra Refresh (AIR) attempts to solve some of the above problems. In the 
AIR scheme a regular number of Intra MBs are encoded within each frame. This 
removes the need for Intra frames altogether, and results in a smoothing of throughput 
(see figure 3.24).
Macroblocks are selected for encoding using a motion map, maintained by the encoder. 
During the motion search performed by the MPEG-4 encoder, SAD values (see equation
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Figure 3.24: Comparison of throughput of MPEG-4 data at 64 kbit/s, with Intra frames 
and with AIR.
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Figure 3.25: Adaptive Intra Refresh motion map (taken from [2]).
3.6. Performance o f MPEG-4 Error Resilience Options
3.1) are found. Should these SAD values exceed a predetermined threshold, the MB is 
marked as a “1” in the motion map. The standard recommends that the threshold be 
set to the average SAD in the previous frame [2].
MBs are encoded as Intra, scanning from left to right across the picture, encoding line 
by line. The encoder starts scanning the motion map from the same position that it 
finished in the previous frame. In the case where many MBs are marked in the motion 
map, this technique avoids coding the same blocks over and over again.
Thus, AIR smooths the throughput of the bitstream, updates blocks in every frame, and 
biases its updates towards the most active areas of the scene. Despite these advantages, 
it does not consistently provide improvements in error robustness. Figure 3.26 shows 
the results of simulated GPRS transmission with Intra frames and with AIR. It should 
be noted that the AIR encoded sequence contained no Intra frames. The performance 
of both schemes is similar over all of the channel conditions tested.
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Figure 3.26: Simulated transmission of “Foreman” over GPRS, with Intra frames and 
with Adaptive Intra Refresh (AIR).
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3 . 7  S e n s i t i v i t y  o f  D i f f e r e n t  M P E G - 4  D a t a  T y p e s
This section describes a number of tests that were performed to examine the sensitivity 
of different MPEG-4 data types to error. It is obvious that motion vectors are more 
sensitive to errors than texture data. However, the effect of shape data upon error ro­
bustness is less clear. The non-integer bit lengths of the shape data symbols potentially 
make shape data particularly vulnerable to loss of synchronisation. However, coding 
the scene as a number of objects confines the resulting distortion from synchronisation 
loss to the objects in which the errors appear.
3.7.1 Sensitiv ity  Testing M ethod
All of the tests were performed using a random number generator to toggle bits as 
the decoder read them. Parameters were added to the decoder parameter input file, 
enabling different data types to be corrupted at different error rates by changing the 
parameter file.
Each sequence was coded twice, once with shape and once without. The decoder then 
separately corrupted the first and second partitions of the sequences, as instructed by its 
parameter file. Such tests allow several deductions to be made. A comparison between 
corruption of the two partitions without shape coding allows a determination of the 
relative sensitivities of the motion and texture data. Also, by looking at corruption of 
the first partition both with and without shape coding, it is possible to estimate the 
sensitivity of the shape data.
Two sequences were used for the tests. The first was the “Gontainer” sequence shown 
in figure 3.12. There are six different objects, the container ship itself being the focus of 
the picture. This ten-second sequence features the container ship slowly moving from 
the left of the picture to the right. The encoding options used are shown in table 3.1. 
The six objects were coded at different rates that were arbitrarily determined by taking 
into account their size (i.e. larger objects were given a greater share of the bit-rate than 
smaller ones).
The second sequence, “Stefan” features a tennis player in the middle of a rally, seg-
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Table 3.3: Encoder settings for “Stefan” error sensitivity tests.
Encoded fram e ra te 15 frames/sec
In tra  fram e frequency Every 30 frames (1 every 2 seconds)
Shape In tra  freq. Every 12 frames
B it ra te 128 kbit/s
V ideo packet size 600 bits
F ram e reso lu tion GIF (352 X  288)
N u m b er of coded fram es 100
mented into two objects, the player and the background (see figure 3.27). The encoding 
options are shown in table 3.3. Note that Intra shape refresh is employed, where every 
n  frames, shape data was sent that did not refer to any previous frames (n is an integer 
greater than zero). Clearly, if this is done more often, the compression efficiency is 
reduced.
Stefan is a fast moving sequence, the player moves about quickly, and the camera follows 
him. It was chosen to complement the slow moving container sequence. Testing more 
than one type of sequence is important to ensure that the results do not apply solely 
to one type of sequence.
Figure 3.27: Objects in the “Stefan” sequence.
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3.7.2 Test R esults
3.7.2.1 Container Results
Given that very little actually happens in the container sequence, each Inter coded 
frame contains very little significant data. It is possible to conceal large amounts of 
lost data with little visible distortion apparent in the decoded sequence. Figure 3.28 
shows the results from the tests. It clearly demonstrates that, unless shape coding is 
used, acceptable quality video can be obtained using BERs up to 10~^.
Figure 3.28 seems to indicate that motion and texture data are roughly of similar 
importance. As stated before, with this sequence, losing either causes little visible 
distortion (see figure 3.29), which is most likely due to the low amount of activity in 
the scene. The clearest difference occurs upon the introduction of shape data. Coding 
with shape information dramatically increases the sensitivity of the whole bitstream to 
error. It not only affects the first partition, where the shape data is located, but the 
second partition as well. Figure 3.29 shows the clear difference between corruption of 
the first partition with and without shape coding.
cc 25
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2nd part no shape
1 St part w/shape 
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Figure 3.28: Comparison of sensitivity of container sequence partitions to error.
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(a) Without shape coding. (b) With shape coding.
Figure 3.29: First partition corruption of “Container” with BER =  10
Note that figure 3.28 shows corruption of the first partition with shape coding to be 
very similar when using error rates of 10“  ^ and 10“ .^
3.7.2.2 Stefan Results
As it contains a great deal of motion, the Stefan sequence changes significantly from 
frame to frame. This makes it more difficult to conceal errors than it is for the container 
sequence. Figure 3.30 shows that while texture errors can be concealed with reasonable 
efficacy, concealment of motion and shape data results in images that contain a high 
degree of distortion.
Figure 3.31 confirms the relative sensitivities that are demonstrated by the PSNRs in 
figure 3.30. As in the container sequence, corruption of texture produces little in terms 
of visible distortion until the bitstream is subjected to high error rates. Shape data also 
proves to be highly sensitive. Corruption of shape in this sequence leads to perceptually 
unacceptable quality. As shown in figure 3.31, the player often appears to disappear 
behind the background.
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Figure 3.30: Sensitivity of Stefan sequence with first or second partition corruption. 
3.7.2.3 Test R esu lts  Conclusions
The tests demonstrate some useful properties that will be helpful in improving the 
sensitivity of the MPEG-4 bitstream. In summary:
• Shape data is extremely sensitive to error; a shape coded bitstream exhibits far 
greater sensitivity than an otherwise coded stream.
• Motion data (and the whole first partition) is more sensitive to error than the
'  I   _______________________
(a) 2nd partition corruption (b) 1st partition corruption (c) 1st partition corruption 
without shape coding. without shape coding. with shape coding.
Figure 3.31: Different parts of the “Stefan” sequence, corrupted with BER =  10- 3
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Table 3.4: Effects of increasing the frequency of Intra shape refresh for the Stefan 
sequence, when the first partition is corrupted with a BER of 10“ '^ .
F requency of In tra A verage P S N R
Shape R efresh (dB)
Every frame 18.7
Every 5 frames 15.8
Every 10 frames 14.9
second partition.
With respect to the first point, it is possible to send more regular Intra shape refresh 
data. However, the test results in table 3.4 show that quality is unacceptable even 
if Intra shape data is sent every frame. It is clear that if the shape coding option of 
MPEG-4 is to be used, it is essential that action be taken to increase shape coded 
bitstreams robustness to errors. It is very difficult to conceal lost shape data; correct 
decoding of non-Intra shape data requires that the previous frame’s shape data is 
correctly decoded. Otherwise, loss of synchronisation can occur, and as the shape data 
comes at the beginning of the video packet, the rest of the packet’s data is also lost.
Figure 3.32 shows how the loss of shape data can propagate, spreading data loss prob­
lems until Intra shape refresh data is sent. One method of limiting this propagation 
that might be effective is to use a similar packetisation scheme to H.263, where each 
video packet contains a row of MB’s.
Transmission over unreliable channels such as mobile or the Internet is not really feasible 
with MPEG-4 shape coding as it stands. However, transmission of MPEG-4 without 
shape coding should be relatively simple. Taking both points into consideration, the 
differing sensitivities of the first and second partitions with or without shape coding 
make a strong case for some form of Unequal Error Protection (UEP).
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Figure 3.32: When an MB’s shape data is lost, it is not possible to decode that MB’s 
data in the next frame. Different numbers of MB’s within video packets can lead to 
the propagation of shape errors.
3 . 8  M P E G - 4  V i d e o  C o d e c  I m p l e m e n t a t i o n s
Clearly, the success of MPEG-4 will depend upon the implementation of the standard 
by hardware and software manufacturers. Microsoft have already produced an MPEG-4 
codec for their Windows operating system. However, only a very limited set of features 
are implemented, allowing very basic rectangular video coding.
Full implementation of all of the features in MPEG-4 is a considerable task, and man­
ufacturers may be reluctant to undertake such a task. However, the development of 
a number of tools and editors has been reported recently [114] [115], and work at the 
Hong Kong University of Science and Technology has resulted in a complete encod­
ing system based on a cluster of workstations [116]. Also, AT & T are developing an 
e-commerce system based on an MPEG-4 browser [117].
Two source code implementations of MPEG-4 video were available for use as part of
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the error resilience research:
• MoMuSys
• Microsoft
Both of these versions have relative advantages and disadvantages, however both require 
modifications to fully enable error resilient operation. Although both sets of source code 
allowed encoding with all of the MPEG-4 VI error resilience tools described in section 
3.5, little or no error handling code is implemented. Also, no code for reading RVLGs 
backwards is implemented. Therefore, it was necessary to implement error handling 
code, backward reading RVLG code, and simple error concealment in both sets of source 
code to facilitate any error resilience tests.
3.8.1 M oM uSys Source Code
The MoMuSys (Mobile Multimedia Systems) project operated as part of the EU funded 
AGTS research programme [118]. The basic aim of this project was to develop and 
test MPEG-4 software, and feed some of the research results back into the MPEG-4 
standardisation process. MoMuSys is written in G and is aimed at a UNIX platform. 
It is a command line based programme that uses configuration files to set the encoding 
parameters. Implementation of the source code was performed by a large number of 
people in different countries, which has led to some unfortunate problems with the 
code.
Much of the code is poorly structured, inefficiently written, and is almost completely 
without comments. This makes the code difficult to understand, and leads to long 
encoding times. For example, it takes about 40 minutes to code 100 frames from a GIF 
(352x288 pixels) video clip using relatively fast Sun servers. Also, as for the Microsoft 
source code, error resilience has not been fully implemented. However, despite these 
problems the MoMuSys code provides a more complete implementation of MPEG-4’s 
feature set (particularly the shape coding options) than Microsoft’s code.
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3.8.2 M icrosoft Source Code
Microsoft’s source code is written in C ++ amd appears to be somewhat better struc­
tured than the MoMuSys code. The Microsoft code is aimed at the PC platform, 
and manages to encode at reasonable speeds on modern PCs (Pentium II or III based 
machines). Shape coding support is limited; it is not possible to code more than one 
non-rectangular shaped object at a time. There are also a number of bugs in the rate 
control routines that cause the encoder to crash when rate control is switched on. Fur­
thermore, rate control is limited to quantisation parameter adjustment on a frame-by- 
frame basis, as macroblock-by-macroblock variation is not implemented.
3.9 Basic Real-tim e M PEG -4 Video Im plem entation
Initial experimentation with MPEG-4 was performed via the MoMuSys source code. 
Error resilience support was added to the decoder to facilitate evaluation of MPEG- 
4’s error resilience tools over mobile networks (see section 3.6). However, the software 
appeared to contain a number of bugs that were difficult to track down due the unwieldy 
nature of the code. Fortunately, an improved piece of MPEG-4 software was developed 
by the author of this thesis as part of the EU funded AGTS ACCORD project [119]. 
To satisfy the requirements of the project, it was necessary to produce software with 
the following functionality:
• Real-time encoding/decoding using MPEG-4
• Real-time video display
• Error resilience
• TCP or UDP link between encoder and decoder
• Graphical User Interface (GUI) to facilitate ease of use
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3.9.1 G UI and V ideo Display
The display routines should be capable of writing the decoded video frames to the 
screen with minimum delay. They should not take too much of the processing time 
away from the decoder. Ideally, it should be displayed in a resizable window, to better 
facilitate a subjective examination of the output quality.
Windows provides a number of options for displaying video. It can be done using 
either Video For Windows, or DirectX. Although Video For Windows provides the 
simplest method, it is no longer supported by Microsoft, and operates more slowly 
than DirectX. On the other hand, DirectX requires the use of Common Object Model 
(COM) programming. It requires a considerable amount of Windows programming 
experience to be able to implement a programme using it. After some consideration, it 
was decided that Video For Windows would be used as this provides the simplest video 
display method.
Most modern compilers for Windows make the implementation of a GUI a reasonably 
simple task. The interface can be constructed graphically, using a mouse to drag 
elements into their intended positions. Programming in C + +  allows inheritance of 
common Windows code. This reduces both the amount of time that must be spent 
typing, and programme length.
To prevent the software from apparently causing the whole system to “freeze”, it is 
essential to use multi-thread-programming techniques. This also allows sections of the 
programme to operate in parallel. For example, the decoder can have one thread to 
receive and store data from the IP connection, and another to decode the data.
A user interface for the encoder was developed to allow the various options to be easily 
altered. Figure 3.33 shows the interface for setting the error resilience options. A 
number of non-standard options are contained in the interface, which were developed 
as part of this thesis. Note that the software also includes a GPRS channel simulator, 
which corrupts the output bitstream with an appropriate error pattern before it is sent 
to the decoder.
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Figure 3.33: Error resilience options in the Windows software developed for use in this 
project.
3.9.2 IP  C onnection
It is possible to create a programme that makes use of either TC P/IP  or UDP/IP 
by using the standard libraries provided by Windows Sockets (Winsock). These allow 
access to C commands that make it relatively easy to implement a TC P/IP connection. 
Unfortunately, use of TCP/IP usually incurs some delay, meaning that it is often not 
exploited for videophone applications.
A UDP/IP system involves little delay. However, it is much less reliable than TCP/IP, 
and packets can arrive out of order. This is potentially disastrous for the MPEG-4 
application. Also, UDP requires extra complexity, as it is necessary to make a decision 
as to when the non-arrival of a particular packet should be considered as data loss. Use 
of UDP requires an extra layer beneath it to place time stamps on the data, so packets 
can be rearranged in the correct order.
Although there are problems with using TCP/IP, this was implemented first due to 
lack of time. Ideally, a system such as RTP should be used. This automatically places
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time stamps on the packets, and also enables the use of RTCP (Real Time Control 
Protocol), which exchanges information on the performance of the network between 
the two ends. RTP was integrated into the encoder and decoder software at a later 
stage.
The TC P/IP  connection was created as a separate thread in both encoder and decoder. 
The encoder is written to behave as a server, which first waits for a connection from a 
client, before sending the data once a connection is established. Its IP thread maintains 
synchronisation with the encoding thread, so that it is aware of how much data is in the 
buffer ready to send. The encoding thread first connects to the encoder, then places 
data in a buffer ready for decoding. As data is received into the buffer, the decoding 
thread is updated so that it knows how much data is waiting to be decoded.
3.10 Conclusion
MPEG-4 provides a wide variety of features, which are capable of producing very so­
phisticated multimedia presentations. Its object oriented features would seem to offer 
a wide range of possibilities for creating interactive video applications. Efiicient, rela­
tively low complexity automatic segmentation algorithms are required to make full use 
of these features. However, crude scene segmentation may still be useful for prioritisa­
tion over networks, either for improving quality in bandwidth limited networks, or for 
greater error resilience.
The three error resilience tools provided are probably the most important features of 
MPEG-4 with respect to this thesis. The first tool allows a frame to be placed into a 
number of independently decodable video packets, whose size is preset as an encoder 
option. Data partitioning separates out the most sensitive data to error, and places 
it at the beginning of the packet. Thus, the most sensitive data is more likely to be 
recovered, aiding concealment when errors occur.
RVLG’s facilitate two-way decoding of texture data, so that when errors occur, the 
decoder can search for the end of the packet and start deocding backwards. In certain 
situations this can result in an increased amount of data being recovered. In mobile
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channels, however, the benefits are less certain. When error bursts are long, most of the 
packet will be lost, leaving little data to be recovered by RVLC’s. Section 4.3 describes 
a scheme that makes RVLG usage impossible. Despite this error resilience performance 
is improved.
A number of MPEG-4’s features could be exploited to increase error robustness. As 
mentioned previously, prioritisation of objects could be used, so that important objects 
are sent down a better QoS channel than, say, the background. The major barrier to 
this is the shape coding syntax, which is particularly sensitive to error. Suggestions 
have been made to improve this situation, but this would deviate from the existing 
standard [120].
The Adaptive Intra Refresh (AIR) technique is introduced. This does not form a central 
part of the standard, but is described in an annex (annex H in some versions of the 
standard [2]). The main benefit of this technique is that it smooths the throughput of 
the video bitstream.
The scalability options of MPEG-4 also provide scope for prioritised error resilience 
schemes (see sections 2.5.2.1 and 3.3.2). However, before any of the existing options 
are considered, it is necessary to consider what kind of features are likely to be em­
ployed in mobile networks. Even in 3G UMTS networks, it is likely that available bit 
rates may only reach 64 kbit/s [12]. This means it is undesirable, although not im­
possible to employ too many features that increase redundancy. For example, scalable 
object based coding would almost certainly not be possible. The small screen sizes of 
mobile terminals may also limit the complexity of multimedia presentations that can 
be reasonably displayed.
MPEG-4 also specifies a number of multiplexing tools and options. However, these 
are designed for complex presentations, with significant numbers of media streams. If 
fewer streams are to be used over mobile networks, simpler transport mechanisms can 
be considered. Transport of MPEG-4 video data is considered in more detail in chapter 
5.
Software complexity should also be considered: scalability and object based encoding 
significantly increases the required computational power of a mobile terminal. Although
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it will certainly be possible to produce mobile terminals with sufficient capabilities to 
use these features, they are likely to be expensive. Ideally, video communications error 
resilience solutions should have low complexity. Therefore, for the moment it shall be 
assumed that object based presentations and scalability will be used sparingly over 
mobile channels.
Finally, real-time error resilient software has been developed. This software has been 
used to test some of the error resilience techniques described in chapters 4 and 5. The 
software can either write to a bitstream file, or send the bitstream over an IP connection 
via TCP or RTP.
Chapter 4
Backwards Com patible Error 
R esilience Techniques For 
M PEG -4 Video Coding
4.1 Introduction
This chapter examines methods of improving the error resilience of an MPEG-4 video 
bitstream. These methods operate at the source coder level, and take no account of the 
transport mechanism, which is considered in the next chapter. The consistent theme 
that runs through these error resilience techniques is backwards compatibility. There 
are a number of positive aspects associated with backwards compatible schemes when 
compared to schemes that require codec modification.
A key advantage is the facilitation of interoperability between different terminals on 
different networks. Although it may be possible for mobile users to download various 
codecs, this is likely to be a costly and inconvenient situation. It is also possible 
that encoding functionality will be implemented in hardware, due to the associated 
computational complexity. This would make codec modifications even more difficult.
A particular problem would be created if each network operator employed their own 
modified version of standard codecs. Indeed, the large number of error resilience
103
4.2. Backwards Compatible Insertion o f User Deûned Data 104
schemes available means that there is the potential for large numbers of different codecs. 
Ideally, all network operators should provide standards compatible H.263 and MPEG-4 
implementations.
Another aspect that must be considered is the capabilities of each mobile terminal. 
The backwards compatible techniques that are presented here, may be implemented 
optionally. It is not necessary for both the encoder and decoder to implement the
schemes to be able to decode a bitstream. This allows a certain amount of complexity
scalability, so that mobile terminals only have to implement the schemes if they have 
sufficient computational power available.
A number of different techniques are described here that are capable of improving the 
error resilience of MPEG-4 in a backwards compatible manner:
• Insertion of user defined data
• Motion adaptive encoding
— Adapt video packets
— Adapt AIR frequency
— Combined AIR and video packet adaptation
These schemes are described in detail below. A disadvantage of these techniques, which 
is common to many backwards compatible techniques, is that they do not provide the 
kind of performance improvements that is associated with non-backwards compatible 
techniques. However, all of these methods achieve a measurable improvement in quality.
It is also interesting to see the kinds of improvements that can be made to a codec’s 
robustness before making alterations to the codec. Deviation from the standard should 
be a last resort when backwards compatible techniques prove to be insufficient on their 
own.
4.2 Backwards Compatible Insertion of User Defined D ata
It is often useful to provide information related to a video bitstream that is unsupported 
by the official standard. This user-defined data can be inserted for a variety of purposes.
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a few examples are given here:
• Error resilience
— Error check and/or correcting codes
— Data to aid concealment
• Aid efficient software operation
Although MPEG-4 allows User-Defined Data (UDD) packets, this requires the use of 
a 32 bit resynchronisation codeword. It also means that a whole frame’s UDD must 
be placed within one UDD packet. A single error burst could therefore make the UDD 
unusable, whereas spreading the data over a whole frame would make it more likely 
that at least some data can be correctly decoded. This section describes a method by 
which data can be inserted into encoded MPEG-4 video frames at regular intervals, 
while still retaining compatibility with standard MPEG-4 decoders. Its effectiveness is 
demonstrated by results from insertion of GRC codes.
Normally, the insertion of such data results in the “enhanced” bitstream being incom­
patible with standard MPEG-4 decoders. It may be necessary to update every piece 
of decoder software to allow the insertion of user data. This would be unnecessary if 
the technique proposed here was implemented. In the method described below, data is 
placed within the encoded bitstream so that standard decoders ignore it.
When data partitioning is enabled in MPEG-4 [5], the decoder identifies the number 
of macroblocks in each video packet from the first partition. Information in the second 
partition is read until either the last macroblock is decoded, or an error is encountered. 
The decoder subsequently searches for the next resynchronisation code. Any data 
placed after the last macroblock in the second partition is therefore ignored. Thus, it 
is possible to insert data at the end of the second partition provided that the data does 
not emulate a start code.
It is also important that stuffing is inserted after the user defined data, as some MPEG-4 
decoder implementations check the integrity of stuffing bits preceding each packet start 
code. The user data is located by reading backwards from the resynchronisation code
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I Resync code
Figure 4.1; Technique for inserting user-defined data into an MPEG-4 bitstream.
at the beginning of the next video packet. The stuffing bits can be easily identified and 
discarded (as they are during standard decoding when two-way is performed).
Of course, the decoder must be able to ascertain the length of the inserted data to 
facilitate its extraction. This can be achieved most simply by using fixed length data. 
Alternatively, an indication of length just before the stuffing bits could be provided. 
Thus, with variable length data, the decoder will discover the data length before any 
of the actual data.
One disadvantage of this method is that standard decoders will not be able to utilise 
two-way decoding. However, bursty mobile channels can mean that many MB’s are 
corrupted, so that only a few MB’s are recoverable via RVLG’s. Efficient error con­
cealment often means that the loss of a few extra texture macroblocks makes little 
difference to decoded video quality.
It should be noted that this scheme assumes that decoder operation will proceed in 
a certain manner. The assumptions are likely to hold in the majority of cases; both 
standard MPEG-4 software implementations (Microsoft’s and MoMuSys) described in 
section 3.8 operate in this way. Although it is unlikely, it is not impossible that an 
implementation is created that is initially incompatible with this insertion technique. 
However, further development may yield a technique that is compatible with such an 
implementation.
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Table 4.1: Test results comparing standard MPEG-4 to MPEG-4 with CRG codes 
inserted.
C RC E rro r free 
P S N R  (dB)
C /I
(dB)
P S N R  w ith  E rrs. (dB)
A verage V ariance
No 29.5 12 2&5 3.00
Yes 29.1 12 2&4 0.08
No 29.5 9 22.4 9.50
Yes 29.1 9 23.5 0.47
4.3 Backwards Compatible Insertion of CRCs
One problem with compressed video that has been subjected to channel errors is that 
it is sometimes difficult to detect the presence of corrupted bits. Displaying corrupted 
macroblocks, instead of performing error concealment (see section 2.5.3), can lead to 
serious degradation in decoded quality.
Two Cyclic Redundancy Check (GRG) codes are inserted as defined by the scheme 
proposed above. Both codes are 16-bits in length, generated using the polynomial 
defined for X.25 [121]. Thus, 32 bits are added to each video packet. The first code is 
used to check the first partition, and the second code provides a check for the second 
partition. A concealment scheme is implemented as follows:
• Errors in the first partition check code or in the first partition data causes the 
whole packet to be concealed.
• Errors in the second partition check code cause the whole packet to be concealed 
only if errors were not decoded during the standard decoding process.
• Detection of errors in the second partition through standard decoding results in 
only the affected blocks being concealed, provided no errors were detected in the 
first partition.
A GPRS channel model, as described in appendix C, was employed to evaluate the
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benefits of this scheme. Ten simulations were performed to obtain the averages and 
variances shown in table 4.1, all of them employed the CS-1 channel coding scheme 
(which uses a 1/2 rate convolutional code). Foreman was encoded at 48 kbit/s, with 
an Adaptive Intra Refresh (AIR) rate of 8 macroblocks per frame. AIR blocks were 
selected by the method described in an annex of the MPEG-4 standard [2]. The video 
packet size was set to 200 bits. As standard decoders cannot make use of two-way 
decoding when user-defined data is inserted, two-way decoding was used only for the 
case without CRC insertion. Table 4.1 shows that the addition of the CRC codes had 
little discernable effect on error-free quality.
Although the check codes only make a small difference in average corrupted quality, the 
lower variance with CRCs indicates that the technique provides much more consistent 
quality. More accurate concealment means that serious degradation from displaying 
corrupt picture blocks is avoided. Thus, CRC insertion prevents the quality from 
randomly dropping to much lower levels than average. This is demonstrated by the 
example in figure 4.2. Significant variations in quality tend to be clearly perceptible 
to the human eye; therefore, this scheme provides an improvement in the perceived 
quality of MPEC-4 video.
(a) Without CRCs. (h) With CRCs.
Figure 4.2: Frame 75 of “Foreman” with 12 dB C/I.
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4.4 M otion Adaptive Video Packet Size Variation
This section describes a novel method for adapting video packet size to the amount 
of motion within a scene. Results in section 5.3.4 suggested a possible link between 
the optimum video packet size, and the relative size of the first partition, A. There is 
a strong correlation between activity of a video scene and the amount of the motion 
information required to encode it. Thus, the magnitude of A  can be employed as an 
estimate of the amount of activity in a video scene.
A for Suzie
0
1— CD T— CD 1— CD 1— CD 1— CD t— “T— O J C M C O C O ^ ' ^
Frame Number
Figure 4.3: Proportion of packet occupied by the first partition. A, against frame 
number.
Figure 4.3 shows how first partition size varies throughout the standard QCIF (176 x 144 
pixels) sequence “Suzie”. The sequence was encoded at 10 frames per second, and with 
a bit rate of 64 kbit/s. Video packet length was set to 700 bits, while 8 AIR macroblocks 
were encoded in each frame.
In the middle of the video sequence, the subject shakes her head, which is clearly a high 
motion event. On either side, of this there is very little motion at all. Figure 4.3 shows 
that the size of A increases significantly as the motion increases. It also demonstrates 
that the quality drops off significantly at the same time. Part of this fall in PSNR
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is due to the nature of fixed bandwidth video coding. High motion sections require 
more bits to encode, and therefore the quality has to be decreased to maintain a fixed 
throughput. However, most of the perceivable errors that occur due to channel errors 
also appear during these sections. This results in quality being pushed even lower.
The frame-by-frame PSNR analysis of Suzie is displayed in figure 4.4, while A  is plotted 
against frame number in figure 4.3. Figure 4.4(a) demonstrates that when A  is small 
at the beginning of the sequence, a larger packet size produces better results. However, 
when A  increases, a smaller packet size becomes more appropriate. Although both 
packet sizes produce similar results at the end of the sequence, it should be noted that 
the 1000 bit packets case starts from a lower PSNR after A  drops off. The PSNR for 
1000 bit packets has climbed faster when A  has fallen back to a low level. These results 
indicate that a scheme that varies packet size with first partition size should be capable 
of providing quality improvements for sequences featuring sudden bursts of motion.
•CS1 12dB (4 0 0  bit packets)  
CS1 12dB (1 0 0 0  bit packets)
•CS1 9dB  (4 0 0  bit packets)  
CS1 9dB  (1 0 0 0  bit packets)
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Figure 4.4: Frame by frame PSNR analysis of Suzie with different packet lengths and 
C /I ratios.
Implementation of the motion adaptive scheme was achieved through alteration of the 
encoder, facilitating linear variation of video packet length with respect to A. From 
the results shown in table 4.2 it was decided that for a C /I of 12 dB, packet lengths 
would be decided from the following:
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L = 1200 -  2000A for O .K  A < 0.4 
L  =  400 for A > 0.4 
L = 1000 for v4 < 0.1
For C /I ratios of 9 dB it was observed that the following should be used:
L  =  1267 -  2667A for 0.1<  A < 0.4 
L = 200 for A  > 0.4 
L  =  1000 for A  < 0.1
A standard ITU sequence was used for testing: “Suzie”. Both sequences are in QCIF 
format with frame dimensions of 176x144. The sequences were compressed to 64
kbit/s at 10 frames per second. Eight Adaptive Intra Refresh (AIR) macroblocks were
encoded in each frame, the macroblock selection algorithm is as defined in an annex of 
the MPEG-4 standard [2].
Tests were carried out using error patterns derived firom a GPRS channel model, which 
is described more fully in appendix C. Simulations were performed with C /I ratios of 
12 dB and 9 dB. Corruption with the 12 dB error pattern usually results in a BER 
of around 10“4, while corruption with a C /I of 9 dB leads to BERs of approximately 
3 X 10“ .^ Please note that these are the BERs presented to the MPEG-4 decoder, after 
convolutional decoding. Each point in the graphs shown here is the result of 24 GPRS 
channel simulations. Diflferent starting positions were used in the error patterns for 
each simulation, ensuring that corruption occurred in difi'erent places in the bitstream 
in each simulation run. Thus, the chances of any “freak” results are greatly reduced.
Figure 4.5 demonstrates that the proposed algorithm approximately identifies the op­
timum packet length throughout the sequence, resulting in a PSNR that is close to or 
greater than the optimum. Table 4.2 demonstrates that average PSNR with a C /I of 12 
dB is higher using the adaptive technique. In table 4.3, the adaptive scheme is shown 
to have similar performance to the optimum fixed length case.
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Table 4.2: Average PSNR of Suzie after transmission over a GPRS channel with a C/I 
of 12dB using different video packet sizes.
P acketisa tion 200 400 700 1000 ADAPTIVE
Av. P S N R  (dB) 35.65 35.90 35.64 35.45 36.41
Table 4.3: Average PSNR of Suzie after transmission over a GPRS channel with a G/I 
of 9dB using different video packet sizes.
P acketisa tion 200 400 700 1000 ADAPTIVE
Av. P S N R  (dB) 28.63 28.90 28.39 27.68 28.92
•CS1 12dB (adaptive)
•CS1 12dB (400 bit packets)  
•CS1 12dB (1000 bit packets)
•CS1 9dB (400 bit packets)  
•CS1 9dB (1000  bit packets)  
•CS1 9dB (Adaptive)
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Figure 4.5: Frame-by-frame analysis of Suzie, comparing adaptive packetisation to fixed 
packetisation.
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4.5 M otion Adaptive Intra Refresh
One method of coping with data loss is to employ the Adaptive Intra Refresh (AIR) 
technique (described in section 3.6.3). This involves sending a fixed number of Intra 
macroblocks in each frame. An annex of the MPEG-4 standard [2] describes an AIR 
scheme where macroblocks are selected from a motion map (the precise annex letter 
can vary between different versions of the standard). Generation of the motion map 
is achieved by marking the positions of macroblocks with motion. If the number of 
macroblocks marked for Intra coding exceeds the number that are set to be encoded, 
then the encoder moves down the frame encoding Intra macroblocks until the preset 
number of MBs have been encoded. For the next frame, the encoder starts in the next 
MB position, and begins encoding Intra MBs, including those marked for Intra coding 
in the previous frame.
Increasing the number of macroblocks that are refreshed in each frame speeds up recov­
ery from error, but results in a decrease in error free quality. By changing the number 
of AIR blocks transmitted with changes in motion, it is possible to optimise the quality 
of the decoded video.
Table 4.4 reveals the number of Intra macroblocks (MBs) to be encoded in each frame 
when employing the adaptive scheme. The number of AIR macroblocks increases as 
the first partition size increases, until the proportion of the packet occupied by the 
first partition is 0.3. When A  exceeds this value, it tends to indicate that there is a 
large amount of motion within a scene. Encoding large numbers of Intra macroblocks 
during periods of high motion often results in a dramatic reduction in error free quality, 
such that the reduction in PSNR caused by the extra AIR MBs is greater than that 
caused by channel errors. Therefore, the number of AIR MBs for high values of A  is 
less than that for some of the lower values. The scheme was arrived at experimentally 
from observing the performance of several video sequences.
The adaptive method ensures that refresh rates are greatest surrounding peaks in first 
partition size. This aids speedy recovery following periods of motion that are often 
highly sensitive to error. Note that when A  exceeds 0.3, the number of AIR MBs 
encoded in each frame is set to fall. This value of A  usually corresponds to periods of
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particularly high motion. Encoding significant numbers of AIR MBs would result in a 
serious drop in error-free quality.
Table 4.4: Number of macroblocks for each range of first partition size, A, in the 
adaptive scheme.
A M B s/frm
<0.1 4
0 .1 -0 .1 5 8
0 .1 5 -0 .2 12
0.2 -  0.3 16
0.3 -  0.35 8
> 0.35 4
Tests were carried out using the GPRS error patterns described in appendix C. Results 
were obtained for a range of fixed values, and also for the adaptive scheme. For each 
test, 24 simulations were performed to generate average PSNR values. All simulations 
were carried out with a G/I ratio of 12 dB. For the tests, the standard “Suzie” sequence 
was employed. This QGIF (176 x 144 pixels) sequence was encoded at 64 kbit/s with a 
frame rate of 10 frames per second. The original sequence was a 30 frames per second 
video clip with 150 frames.
Table 4.5: PSNR of Suzie with different numbers of AIR macroblocks per frame, after 
simulated transmission over GPRS.
M B s/frm P S N R  (dB)
4 35.71
8 35.98
12 35.84
16 35.79
20 35.59
Adaptive 36.43
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Table 4.5 displays the results of these simulations compared to the results from using 
the motion adaptive technique. The PSNR values indicate that the performance of the 
adaptive scheme is superior to that of any of the fixed schemes.
CS1 12dB (adaptive)
CS1 12dB (8 blocks/frame)
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Figure 4.6: PSNR of motion adaptive scheme compared to the optimum number of 
macroblocks for a fixed AIR scheme.
Figure 4.6 displays the frame-by-frame PSNR of the Suzie sequence using the adaptive 
technique, compared to the optimum fixed scheme. Again, the PSNR values are the 
average of 24 simulations over a GPRS channel. They clearly demonstrate the improved 
performance around the period of high motion in the middle of the sequence. The 
adaptive method facilitates a more rapid recovery in video quality.
Figure 4.7 shows two frames taken from the results of using the adaptive technique 
and from using the optimum fixed number of AIR MBs. Both sequences have been 
subjected to the same error pattern, which causes an error to occur in the bottom of 
the picture around the telephone in frame 84. However, distortion in the adaptively 
encoded frame is much less noticeable than the frame taken from the normally encoded 
sequence. The selected frames demonstrate that the adaptive scheme can recover more 
quickly from errors.
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(a) 8 MBs/frame. (b) Adaptive.
Figure 4.7: Frame 100 of decoded Suzie sequence after simulation over a GPRS channel.
4.6 Combined M otion Adaptive Scheme
This section describes how the adaptive schemes in sections 4.4 and 4.5 can be combined 
to form an improved adaptive encoding scheme. In the proposed technique, video 
packet size is decreased linearly as A  increases. For the simulations described later, the 
following scheme was used to set packet size:
L = 1200 -  2000A for 0.1<  A  < 0.4 
L  = 400 for A > 0.4 
L  = 1000 for A < 0.1
Where L  is the length of the packet in bits. An integer number of bits is obtained 
by rounding L  to the nearest bit. Limits are set to prevent the packet size from 
either becoming so small as to have a significantly negative impact upon compression 
efficiency, or from becoming so large that sensitivity to errors becomes too great.
The amount of AIR macroblocks encoded within a frame is set using a slightly more 
complex scheme. It was observed by the authors that during periods of high scene 
activity, large numbers of AIR MBs caused a large drop in encoded quality, irrespective 
of channel conditions. This is mainly due to the coding inefficiency of Intra macroblocks.
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Table 4.6: Number of AIR MBs to be encoded in each frame for a particular range of 
A, as A is decreasing.
A ^A IR
< 0.1 4
0 .1 -0 .15 8
0 .1 5 -0 .2 10
0 .2 -0 .28 14
0.28 -  0.35 12
0.35 -  0.4 12
> 0 A 4
To optimise quality, it was found from experimentation by the authors that it is nec­
essary to increase the refresh rate after periods of high motion. This is accomplished 
by observing the change in A from frame to frame. Two different schemes are used for 
selecting the number of AIR macroblocks. If A is increasing then the following settings 
for Nair, the number of AIR MBs encoded within a frame, are used:
h^AiR = 8 for 0.1 < A < 0.4
=  4 for A < 0.1 and A > 0.4
The settings for Nair when A is decreasing can be found in table 4.6. Thus, the 
scheme facilitates fast updating of a video scene following periods of high motion. It 
also reduces the number of AIR macroblocks during periods of high motion, when large 
numbers of AIR MBs would cause quality to drop.
GPRS channel simulations were performed as described in appendix C. Twenty four 
simulations were run for each condition shown in the results. The simulation results 
were then averaged to produce PSNR values for each frame, along with average PSNR 
values for the whole sequence. Error detection is aided by the insertion of CRCs into 
the bitstream [25].
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(a) 8 MBs/frame.
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(b) Adaptive.
Figure 4.8: Frame 100 of decoded Suzie sequence after simulation over a GPRS channel.
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(a) Suzie. (b) Foreman.
Figure 4.9: PSNR comparison using motion adaptive encoding, and a fixed parameter 
encoding case.
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Tests were performed to obtain results with fixed parameters, and with the motion 
adaptive scheme. All tests were performed using a C /I ratio of 12 dB, which gives a 
Bit Error Ratio (BER) in the region of 3 x 10"^. Two standard QCIF sequences were 
employed in the simulations. Foreman and Suzie. Both sequences were encoded at 10 
frames per second, with a bit rate of 64 kbit/s. For both sequences, 150 frames were 
encoded from the original sequences, which meant that 50 frames were produced at the 
output. The encoding parameters for the fixed case were set to: 700 bit video packets, 
and 8 AIR blocks per frame. These parameters were found to produce approximately 
optimum results for a C /I of 12 dB.
Results for Suzie are displayed in figure 4.9(a), while Foreman results are shown in 
figure 4.9(b). The graphs demonstrate a significant improvement in quality for the 
adaptive technique when compared to fixed parameter encoding. Note that for Suzie, 
the PSNR recovers rapidly after the high motion section due to the increase in AIR 
macroblocks after the motion peak. An example frame of Suzie is shown in figure 
4.8. Both bitstreams had the same error pattern applied to each. However, the frame 
from the motion adaptive version demonstrates that the proposed technique facilitates 
speedier recovery from error than with regular MPEC-4 encoding.
4.7 Conclusion
A number of error resilience schemes for MPEC-4 have been described, all of which are 
backwards compatible with the existing standard. The improvements they provide are 
not large, but they are significant. All have been published in conferences or journals 
(please see appendix A).
The first technique allows data to be inserted into an MPEC-4 bitstream, allowing the 
data to be read by an enhanced decoder. A standard decoder will ignore the data. 
As an example, CRC’s are inserted into the bitstream, which reduces the variation 
in output quality caused by undetected, corrupted blocks. This technique could be 
employed to hide other data, so that other error resilience schemes are implemented. 
Error correcting codes could be inserted, or perhaps concealment information [45].
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Another technique for improved error resilience is motion adaptation. Large changes 
in a video scene mean the data is more sensitive to error. The adaptive method ap­
proximates the amount of motion -  and therefore change -  in a scene through the size 
of the first partition. Video packet size and the frequency of AIR macroblocks are 
varied as the motion changes. Although this scheme is heuristic, it does show some 
improvements in quality. It also requires no additional or “enhanced” decoding algo­
rithm to fully exploit the error resilience benefits. A more deterministic method of 
adapting these parameters would provide more consistent results across a wider range 
of sequences.
Chapter 5
Transport of V ideo Over M obile 
Networks
5.1 Introduction
Making the bitstream more error resilient, as described in the previous chapter, is 
just one aspect of a complete error resilient video communications system. It is also 
important to consider how the video bitstream is transported from the sender to the 
receiver.
Transport of video can be achieved in a number of ways, and with a number of protocols. 
One of the most important schemes is the Internet Protocol (IP), which is described 
in section 5.2. IP is widely used in packet switched networks, most commonly in the 
exchange of data over the Internet. It is intended for use with a number of underlying 
protocols, such as UDP, TCP, and RTP. These protocols provide additional levels of 
functionality, and their relative merits are discussed in the sections below.
Although transport over IP facilitates widespread interoperability with other networks, 
it does have one major disadvantage: there is very limited QoS support. Indeed, for 
UMTS this is a particular problem, as IP on its own is unable to exploit the vari­
ous QoS classes defined by UMTS [12]. For this reason, IP has been selected to sit 
on top of Asynchronous Transfer Mode (ATM), as shown in figure 5.1. ATM’s bit
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rate classes match well with the QoS requirements of UMTS. Thus, the two protocols 
work together, with IP handling connections with other networks and ATM handling 
connection quality and routing. Much work has been performed that considers trans­
port of video over ATM alone [28] [122]. However, IP is considered here because of 
its widespread use, and its expected introduction into UMTS networks. It should be 
noted that ATM is not considered at all in this chapter. It is mentioned here only for 
informational purposes.
Following a discussion of transport protocols, this chapter continues with an analysis 
of RTP packetisation schemes. This is performed analytically, and derives an effective 
error rate for two packetisation schemes: one frame in one RTP packet, and one video 
packet in one RTP packet (see section 3.5 for more information on video packets and 
MPEG-4 error resilience). It finds that the efiective error rate is virtually the same for 
both schemes. However, the one frame per RTP packet requires much less overhead, 
and is therefore declared the best scheme.
RTCP is considered as a feedback mechanism in section 5.4. The normal RTCP feed­
back statistics are sent relatively infrequently, and contain very little information about 
what has been lost. Therefore, they are not particularly useful for an error resilience 
scheme. The scheme described in section 5.4 exploits the user-defined data packet 
option in RTCP to feed back an error map.
Finally, section 5.5 examines a prioritisation scheme for MPEG-4. It uses the data 
partitioning feature of MPEG-4, and places each partition into a separate bitstream. 
Because the bitstreams have differing sensitivities to error -  the first partition is much 
more sensitive than the second -  the bitstreams can be sent over 3G bearer channels 
that have different QoS capabilities. Simulations over GPRS demonstrate that this is 
a more resilient method than sending the data with a single bearer channel. Although 
this method is not strictly speaking backwards compatible, it can be implemented using 
a very simple transcoding stage.
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Payload
TCP
RTP
UDP
ATM
Figure 5.1: Hierarchy of protocols for IP over UMTS (note that ATM is not taken into 
consideration in the work here).
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Figure 5.2: Structure of IPv4 header.
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5.2 Transport of Video Over IP
The Internet Protocol (IP) provides a very basic facility for the transport of data over 
packet switched networks [19]. It basically offers a method for addressing of packets, and 
handling fragmentation. Fragmentation of large packets into smaller packets is often 
necessary, as networks can differ in the maximum packet sizes that they can handle. 
What it does not provide is any flow control mechanism, or facilities for dealing with 
end-to-end reliability issues. Therefore, IP is usually used in conjunction with another 
protocol, such as UDP or TCP (see the subsections below). Indeed, as shown in figure
5.2, the IP header contains a P ro toco l field to indicate the protocol type.
An IP packet is formed by appending a payload to the IP header shown in figure 5.2.
Although the header does contain a field that is intended to indicate QoS requirements,
entitled Type of Service, it is not a particularly precise indicator. For example, it 
is only possible to set the option to “normal delay” or “low delay”. Moreover, there 
are no specifications as to exactly what kind of times low delay and high delay should 
actually translate to in a real network.
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Figure 5.3: Structure of IPv6 header.
Other significant flelds include the Header Checksum, and the Time to  Live. The
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checksum refers to the IP header only, and cannot be employed for checking the integrity 
of the payload. Time To Live (TTL) gives an indication of how long the packet should 
be allowed to exist within the IP network. For example, in a real-time communication 
system, packets will be useless if they are held up in the network for a certain amount 
of time. Such packets can be discarded. However, traffic generated by web browsing 
can tolerate quite large delays, so the TTL can be high.
Also of interest are the fields that deal with fragmentation. Fragmentation of a packet 
may have effects on the error robustness of the video data. The Flags indicate whether 
a packet is allowed to be fragmented, whether it is already fragmented, and whether 
there are any more fragments of a fragmented packet to follow. The Id e n tif ic a t io n  
field values are used to match fragments from the same unfragmented packet. Also, 
Fragment O ffset is the offset of the current fragment from the beginning of the un­
fragmented packet.
Fragmentation can occur when IP packets are transferred to a network that can only 
handle packets of a limited size. Packets that are too large are broken up into fragments 
of a size that the network can handle. Fragmentation may also be performed by the 
terminal. Transferring 64 kbit/s video across the Local Area Network (LAN), within 
the University of Surrey, showed that Intra frames were fragmented, while Inter frames 
were left untouched. It should be noted that one frame was placed within one IP packet.
The description here refers to IP version 4, which is currently the most common version 
used. Version 6, which is shown in figure 5.3, provides increased addressing space 
[123]. Extra addressing space will be needed to cope with the large numbers of mobile 
terminals likely to be connected to UMTS networks. The IPv6 header also provides an 
8-bit T ra ff ic  Class field, which is intended to allow networks to offer different QoS 
connections. However, with UMTS it still seems likely that ATM service classes will 
be exploited.
The IP version 6 header is very simple. Much of the additional functionality, such as 
fragmentation, is provided through the addition of optional extension headers. The 
Next Header field indicates what kind of header follows the initial IP header. This 
could be one of the optional version 6 headers, or other protocols such as TCP and
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UDP.
5.2.1 TC P
The Transmission Control Protocol (TCP) is intended for use with IP, to provide a 
reliable method of sending data [82]. Reliability is achieved through the use of positive 
acknowledgements, which are sent by the client when a packet is correctly received from 
the server. When a packet is transmitted, the server starts a timer. If acknowledgement 
has not been received before the timer finishes, the packet is assumed to be lost, and is 
retransmitted. It should be noted that this service is only “reliable” in terms of ensuring 
packet arrival, and correct ordering of packet at the receiver. An obvious disadvantage 
of this scheme is the delay caused by packet loss. This makes it unsuitable for real-time 
communications.
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Figure 5.4: Structure of TCP header.
Figure 5.4 shows the structure of a TCP header. Sequence numbers are also employed 
to ensure that packets are read in the correct order by the client (note the Sequence 
Number field). Each data byte effectively has its own sequence number. The value placed 
in the TCP header is the sequence number of the first data byte in the packet. The
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TCP header also contains an Acknowledgement Number, which is the sequence number 
of the next byte that the sender is waiting for acknowledgement of. Another field for 
error detection purposes is the Checksum, which provides error detection facilities. It 
is produced using the TCP header, the payload, and certain fields from the IP header.
An interesting property of the TCP header, with respect to QoS, is the ability to fiag 
data as “urgent”. This is achieved by setting the URG field to T ’. The value in Urgent 
Pointer then gives the offset from the beginning of the packet of the first non-urgent 
byte. However, the QoS offered to urgent packets is not specified, and so can vary from 
network to network. Without specified QoS constraints, it is difficult to efficiently send 
multimedia. Therefore, this is not a property that can be exploited for transmission of 
video over IP.
TCP headers are lengthy, and provide little functionality that is useful for delivery 
of multimedia. Even for streaming applications, where retransmissions are feasible, 
the poor level of control over retransmission makes TCP a non-ideal protocol. The 
features of RTP in particular (described below) are much more attractive for multimedia 
applications. Despite these disadvantages, delivery of video over TCP has been the 
subject of some research [124] [125].
5.2.2 U D P
The User Datagram Protocol (UDP) provides a mechanism for sending data over IP 
using very little additional overhead [126] (see the header structure in figure 5.5). Be­
cause the protocol is very simple, it does not introduce any significant delay, unlike 
TCP. Its main disadvantage is that it provides no facilities for ensuring that the data 
arrives at the receiver. Also, there is no method of determining whether packets arrive 
in the correct order.
As figure 5.5 shows, there are very few fields in a UDP packet header. Two of the fields 
-  Source Port and D estina tion  Port -  are optional, and can be set to zero if port 
numbers are not used. The Length parameter should be set to the length of the UDP 
header, and the payload. The Checksum is used to detect errors in the packet, and 
covers the header, the payload, and certain parts of the IP header.
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0 7 8 15 16 23 24 31
Source | Destination |
Port I Port I
Length | Checksum |
data octets ...
Figure 5.5: Structure of UDP header.
It is possible to send a zero in the checksum field, which ensures that no error checking 
is performed. This is useful for preventing packets being discarded within the network, 
before it arrives at the client. The presence of an error does not mean that the contents 
of the packet are completely unusable. If corrupted packets still contain data that can 
be used by the decoder, then discarding corrupted packets within the network leads to 
excessive data loss, and vastly reduced quality when transmitting video.
UDP is suitable for real-time communications because it does not incur much delay. 
However, it provides very limited facilities, and ideally should be used with comple­
mentary protocols such as RTP, described below.
5.2.3 RTP
The Real-time Transport Protocol (RTP) is intended for use in conjunction with the 
User Datagram Protocol (UDP), and contains extra header information to aid mul­
timedia delivery not included in IP or UDP headers. In particular, the RTP header 
contains timing information and the RTP packet number, which can be used by the 
mobile terminals to ensure that packets are decoded in the correct order (UDP does 
not ensure that packets arrive at the terminal in the correct order). RTP is designed for 
use in a multicast environment, and permits multiple multimedia sources to be added 
to a session. It also includes the Real-time Transport Control Protocol (RTCP), which 
provides information -  in particular packet reception statistics -  to the various RTP
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senders and receivers. Figure 5.6 shows that RTCP data is sent by both the sender 
and receiver of multimedia content. More of the details of RTP and RTCP packets are 
described below.
Receiver
Video data 
(via RTP)
/  RTCP data
Multimedia source 
(transmitter)
Figure 5.6: RTP session example.
5.2.3.1 R T P  Packets
Figure 5.7 shows the structure of an RTP packet header. The first field, V, indicates 
the version number, which is always 2. The second field indicates whether there is any 
padding at the end of the RTP packet that is not part of the payload. X is set if the 
header extension is used, which is outlined in the RTP standard definition document 
[8]. The M field defines whether marker bits in the payload are 1 or 0.
The CC field defines how many Contributing Source (CSRC) identifiers are contained 
later on in the header. A CSRC is a multimedia source that is contributing to the RTP 
session. For example, each video stream in a video-conferencing session is a CSRC. 
At the beginning of the session, each source is given a random number, which is used 
to identify the source of an RTP packet at the decoder. These CSRC identifiers are 
placed at the end of the header, as shown. It should be noted that because a number 
of CSRC’s can be present in a session, the RTP header can be variable in length.
The PT (Payload Type) defines the type of data contained in the payload of the packet. 
A number of standard values for different codecs are defined by the IETF in various
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RFC’s. The sequence number is an important field for error resilience applications. It 
is incremented by one for each RTP packet that is generated by the source. Thus, it is 
possible to use this field to check whether packets have gone missing, or have arrived 
out of order. Also, a timestamp field is provided to indicate the sampling instant of 
the payload of the packet. However, in MPEG-4 this timestamp may be unecessary, as 
timestamps are provided by the codec in each video frame header.
The final field to be described is the Synchronisation Source (SSRC) Identifier. This 
is relevant in multiparty scenarios, when a mixer is employed to combine packets from 
various CSRC’s. The mixer is given a unique identifier code, which is placed in the 
SSRC ID fields in the mixer’s RTP output packets. It is less relevant for two-way 
communications.
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Figure 5.7: Structure of RTP packet header.
One significant problem with RTP is the additional overhead that it requires. For IPv4, 
320 bits are required for a typical RTP/UDP/IP combined header. To get around this 
problem, when bandwidth is limited, header compression can be employed [127]. This 
is capable of significantly reducing header overhead, and in some cases can improve 
error resilience. Header compression is a separate research topic not covered in this 
thesis.
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5.2.S.2 R T C P  Packets
There are five different RTCP packet types. The two most common types are the 
Sender Report (SR) and Receiver Report (RR) packets. These are sent by RTP session 
participants depending on the actions of each participant. A participant sending data 
always sends SR packets, while a participant that is just receiving sends a RR packet. 
However, the format of both packet types is such that the following information will 
always be sent back:
• Fraction of packets lost since the last report
• Number of packets lost during the session
• Interarrival jitter
The first two pieces of information are of interest when considering error resilience 
issues. However, the information provided is somewhat crude. At low error rates, there 
may be very little packet loss, but video data may still be lost. Thus, degradation at 
low error rates may not be recorded by the packet loss statistics. Also, at high error 
rates, the worst affected areas of the picture are not indicated. Therefore, any technique 
employed to refresh the frame will be sub-optimal.
This situation can be improved upon by employing the Application-defined (APP) 
RTCP packet type. The APP packet enables application-dependent data to be sent 
via RTCP. This feature can be used to send information about data loss detected by 
the decoder. Such information can enable the encoder to adapt the manner in which 
it encodes to channel conditions. Section 5.4.1 describes a scheme that sends an error 
map back to the encoder.
An RTP session is limited by a preset bandwidth limit, which is the session bandwidth. 
Within this session there can be a number of data sources, each taking up a certain 
amount of the session bandwidth. Generally, at the beginning of an RTP session a 
certain percentage of the session bandwidth is allocated to the transmission of RTCP 
data. This percentage may typically be in the range of 1-10%.
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The algorithm used for calculating the interval between RTCP packets is defined in 
[8]. Although a full description is not provided here, there are a number of points that 
should be noted. Firstly, that RTCP transmission intervals should normally be greater 
than five seconds. This is to ensure that bursts of RTCP packets from multiple sources 
do not cause the total session bandwidth to exceed the pre-defined maximum.
The second important point is that the actual RTCP packet interval is varied between 
half and 1.5 times the calculated packet interval. This is to avoid a situation where 
many RTP sources send RTCP data at the same time, causing the session bandwidth 
limit to be broken.
5.2.4 Im plem entation o f IP Connections
Basic IP connections are relatively simple for programmers to implement in software. 
TCP and UDP are usually exploited through the use of sockets programming (in Mi­
crosoft Windows it is WinSock). The simplicity of implementing connections using 
sockets comes at the expense of limited access to IP, TCP, and UDP header parame­
ters. Most of the values are assigned automatically by the libraries. In particular, these 
libraries do not generally allow the UDP checksum to be reset to zero so that corrupted 
packets are not discarded. The work in this thesis assumes that the checksum will be 
zero. Because it cannot be done using WinSock, this situation has to be simulated in 
the work presented in this thesis. The RTP implementation is written in C-1—I-, and 
exploits the UDP sockets libraries. The availability of the source code means that much 
greater control is possible over the RTP part of the connection than any other.
5.3 Analysis of RTP Packetisation Schemes
As previously explained, for real-time communications over mobile networks, it is likely 
that the Real-time Transport Protocol (RTP) [8] will be exploited, which usually also 
entails the use of UDP (User Datagram Protocol). The way in which RTP is used for 
MPEC-4 has ramifications for channel utilisation and error resilience. Transmission
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of MPEG-4 over RTP has been considered [62], but without focussing on the error 
resilience issue for mobile networks.
As described in section 3.5, a single MPEG-4 stream is usually broken up into a series 
of independently decodable video packets of regular lengths, with a resynchronisation 
word separating each packet. These video packets are created by the MPEG-4 encoder, 
and can be considered as part of the compression layer. It is important to distinguish 
between RTP packets, which are created separately from the MPEG-4 encoding process, 
and video packets generated by the MPEG-4 encoder. Setting the length of the video 
packets involves a trade-off between error resilience and an increase in overhead. The 
analysis described here attempts to identify the best scheme for RTP packetisation, 
and provide a guide for setting video packet lengths.
Different parts of the MPEG-4 bitstream are affected differently by bit errors. Cor­
ruption of any part of an IP/UDP/RTP header results in the loss of a whole RTP 
packet. The situation is further complicated by the differing sensitivities of data within 
an MPEG-4 video packet. Data partitioned MPEG-4 packets are split into two parti­
tions. The first partition contains header and motion data, while the second consists 
of texture data. Without the first partition, the second partition cannot be decoded. 
Thus, corruption of the first partition results in the loss of a whole video packet. Any 
analysis of RTP packetisation must take these factors into account.
Two RTP packetisation schemes are examined here. “Scheme 1” requires encapsulation 
of a single video packet within a single RTP packet. In “Scheme 2” an RTP packet 
consists of a single video frame, each video frame containing a number of video packets. 
In both cases, decoding is assisted by the technique described above in section 4.3, and 
in [25]. GRG codes are inserted for the first and second partitions, which prevent errors 
going undetected. Although RVLG usage is not possible, GRG insertion provides more 
consistent video quality by aiding error concealment. It should be noted that while 
a 16-bit GRG code is used in section 4.3, the schemes employed in this section utilise 
an 8-bit code. This code has the same polynomial as that used in the ATM Header 
Extension Gode (HEG).
For both packetisation schemes, a number of rules are set for the behaviour of the
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decoder upon encountering errors. Corruption of an IP/U DP/RTP header causes the 
whole RTP packet to be dropped. Errors detected in the first partition cause a whole 
video packet to be discarded. If an error is detected during decoding of the second 
partition, the rest of the video packet is dropped. However, if no error is detected 
during decoding of the second partition, but the second partition CRC indicates the 
presence of errors, then the whole second partition is dropped.
5.3.1 One V ideo Packet per RTF Packet
Figure 5.8 shows packetisation scheme 1. L is the length of the MPEG-4 video packet, 
Y  is the length of the first partition, and X  is the second partition size. From this, it 
is clear that the number of macroblocks in a packet, Mp, is:
where Ym b  is the average number of bits per macroblock in the first partition, and 
X m b  is the average number of bits per macroblock in the second partition. Therefore, 
average first partition length is:
X m b  +  yMB
Therefore, A  corresponds to the proportion of a video packet that is occupied by the 
first partition. Gonversely, average second partition length is:
X m b  +  yMB
These definitions can be used to derive the effective error rate of each section of the 
packet when subjected to a channel error rate ech- Taking a simple example, the 
effective error rate of the packet displayed in figure 5.9, Cg//, is:
L  1  T-
E L — m (K A\Pm J (5 -4 )
m =0
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Figure 5.8: RTP packetisation scheme 1.
where pm is the probability of m  being the first corrupted bit, such that:
Pm  — (1 ^ch) ^ch 
Thus, equation 5.4 can be written as:
(5.5)
L-l
Geff — ^  (1 “  Gch)^ (L -  m)
m =0
(5.6)
Synch Word 0 1 m m+1 Synch Word
error cannot be decoded
Figure 5.9: One-way decoding of variable length codes.
Equation 5.6 can be used to derive effective error rates for each part of the packetisation 
scheme demonstrated in figure 5.8. In each case the channel error rate is multiplied by 
the proportion of the packet that each part occupies.
Thus, the effective error rate for the RTP/UDP/IP header is:
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3 1 9
^e//l — XZ ~ c^/i) Gch (5.7)
n=0
The result of the summation can be expressed as:
^ef f i  =  1 — (1 -  (5.8)
The effective error rate for the first partition can be expressed as:
^e//2 =  (1 “  — (1 — (5.9)
For the first partition CRC, the efiective error rate can be shown to be:
ee//4 =  { l -e r f . )^+ ' ' “ ( l - ( l - e c f t f )  (5.10)
If X  is equal to X  as defined in equation 5.3, the second partition CRC effective error
rate is:
^e//5 =  ^  236 ~ ( l  “  (1 -  Gchf^ (5.11)
The derivation of the effective error rate for the second partition is more complex. It
can be shown to be:
^ 3 2 0 + Z ,v 4
(L +  336) (“ +  +  1) -  9  (5.12)
where a is defined as:
CL — 1 Cell (5.13)
Finally, the overall effective error rate is:
Geff = Geffl +  ^eff2 +  ^e//3 + Geff4 +  Geff5 (5.14)
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Figure 5.10: RTP packetisation scheme 2.
5.3.2 One Frame per RTP Packet
The second packetisation scheme is demonstrated in figure 5.10. For this scheme it 
shall be assumed that all of the packet lengths apart from the last one, are equal:
L q — L i — - "  — L ^ - i  z= L p (5.15)
Therefore, Lp is the video packet length. The final video packet contains any data left 
in the VOP, and is of length:
Lm — V  — 336 — {tr — 1) (Lp +  16) 
Where V  is the VOP (frame) length:
(5.16)
The number of packets in a VOP, m, is:
(5.17)
m V - 3 2 0Lp 16
Thus, from equations 5.16 and 5.18, the final packet has a length of:
(5.18)
Lm — V — 336 — (Lp +  16) y - 3 2 0  Lp +16. (5.19)
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As before, the effective error rates for each section of the RTP packet are derived 
individually. Firstly, the RTP/UDP/IP header effective error rate is:
Ceffl =  1 — (1 — Cch)^^  ^ (5.20)
The first partition effective error rate, with L  as the packet length, is:
^eff2 = y  {1 -  ( l  -  (1 -  (5.21)
For the second partition:
/ I    _ \S20-{-LA
^effS = -------------  ((1 — Gch)^'^^ +  Gch (X +  1) -  1 j  (5.22)
Gch^
For the first partition CRC:
Geff4 — ÿ  (1 -  — (1 — Gch) '^j (5.23)
For the second partition CRC:
^e//5 = - y i l  — ( l  -  (1 -  Gch)^  ^ (5.24)
The effective error rate for a single video packet of length L is:
Gpk {L) = Geff2 {L) +  6e//3 (L) +  6e//4 (L) +  Ce//5 (L) (5.25)
From equations 5.18 and 5.25, the overall effective error rate for a single RTP packet 
is:
Geff — ^ef f l  +
y -320
.Lp + 16. Gpk (A — Lp) -f- Cpk (L — Lm) (5.26)
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5.3.3 R elative Perform ance of the Schemes
Figure 5.11 contains graphs plotted using the effective error rate derivations outlined 
above. The results were obtained with VOP length, V, set to 6400 bits, and A  equal 
to 0.3. This VOP length corresponds to video coded at 10 frames per second and 64 
kbit/s, settings that could conceivably be employed for delivering video over UMTS. 
The value of A  is typical for MPEG-4 bitstreams encoded with these settings. It is 
clear from figure 5.11 that with these settings, scheme 2 should be as robust to errors 
as scheme 1. However, as scheme 2 requires less overhead in terms of RTP headers, it 
can be considered to be the preferred scheme.
Although figure 5.11(b) indicates that the smallest possible packet sizes are preferable 
in terms of error resilience, the decoded quality will also be influenced by compression 
distortion. Such distortion is increased when smaller packet sizes are used.
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Figure 5.11: Effective error rates for different packet lengths with A = 0.3.
5.3.4 Sim ulations
Simulations have been performed to examine the relationship between the equations 
developed above, and the actual decoded quality after transmission over a noisy channel.
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Only scheme two was tested. The relative sizes of the effective error rates for scheme 
one were considered so large, that any further consideration of this scheme was not 
thought worthwhile.
Two standard ITU sequences were used for testing, “Suzie” and “Foreman”. Both 
sequences are in QCIF format with frame dimensions of 176x144. The sequences were 
compressed to 64 kbit/s at 10 frames per second. Eight Adaptive Intra Refresh (AIR) 
macroblocks were encoded in each frame, the macroblock selection algorithm is as 
defined in an annex of the MPEG-4 standard [2j.
Tests were carried out using error patterns derived from a GPRS channel model, which 
are described more fully in appendix G and [112]. Simulations were performed with 
G/I ratios of 12 dB and 9 dB. Corruption with the 12 dB error pattern usually results 
in a BER of around 10“ ,^ while corruption with a G/I of 9 dB leads to BERs of 
approximately 3 x 10“ .^ Please note that these are the BERs presented to the MPEG- 
4 decoder, after convolutional decoding. Each point of the graphs shown below is the 
result of 24 GPRS channel simulations.
The simulation results are displayed in figure 5.12. The trends of the graphs broadly 
follow the trends of the effective error rates shown in figure 5.11, in that the general 
trend is for the PSNR to fall as the effective error rate increases. Where the graphs 
appear to differ is that the PSNR in figure 5.12 does not drop more sharply as packet 
length increases past 1000 bits. For a G/I of 12 dB this can be explained by the fact 
that the extra increase in effective error rate is small, and can easily be absorbed by 
the error concealment algorithm. The error rates involved with a G/I of 9 dB fall in 
between 10“  ^ and 10“ .^ Taking this into account, the trends shown in figure 5.12 
match the effective error rates more closely. The only exception is for Suzie, where, 
at a packet length of 200 bits, the distortion caused by extra overhead is greater than 
that caused by the greater effective error rate when 400 bit packets are used.
With a G/I ratio of 12 dB, it appears that altering video packet size has little discernible 
effect. At such low error rates, losses are easily concealed with little perceived distortion 
in the output. With a G/I of 9 dB, there is a greater difference between PSNRs for 
different video packet sizes. However, the optimum packet sizes for the sequences are
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Figure 5.12: PSNR for Suzie and Foreman sequences after simulated transmission over 
a GPRS channel, using RTP packetisation scheme 1.
different. The most obvious difference between the two sequences is the amount of 
motion. The proportion of each packet occupied by the first partition is related to the 
amount of motion in a scene. The variable A  usually increases as the amount of motion 
increases. Therefore, the results suggest some relationship between the size of A  and 
optimum video packet size. This is examined in greater depth in section 4.4.
5 . 4  E f f e c t i v e n e s s  o f  R T C P  a s  a  F e e d b a c k  M e c h a n i s m  f o r  
M P E G - 4  V i d e o
RTP [8] includes the Real-time Control Protocol (RTCP), which sends back information 
such as packet loss rates at regular intervals. It also allows user-defined data to be 
included within an RTCP packet. Thus, RTCP can be used as a simple feedback 
mechanism for multimedia applications.
A variety of feedback schemes have been presented in the past, many involving different 
kinds of Automatic Repeat reQuest (ARQ) [88] [90] [128] [129]. In this thesis, section
2.5.4 covers many aspects of these schemes. Of course, all of these schemes require a 
dedicated feedback channel. Feedback mechanisms exploiting existing standards such
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as RTCP have not been widely reported.
This section describes a simple feedback scheme that exploits RTCP, and evaluates 
its effectiveness using GPRS channel simulations. The feedback scheme is compared 
to a similar MPEG-4 transmission scenario without any feedback. Previously, section 
5.2.3.2 gave a brief overview of RTCP and its capabilities. Below, section 5.4.1 describes 
the feedback scheme itself, while simulation results are given in section 5.4.2.
It should be noted that the scheme presented here is intended to ascertain whether it 
is possible for an RTCP feedback scheme to improve quality. Therefore, it does not 
implement some of the more advanced feedback techniques described in section 2.5.4. 
The tests here show that it may be beneficial to implement more complex techniques.
5.4.1 A n R TC P Feedback Scheme
As each frame is decoded, macroblocks lost due to channel errors are recorded in an 
error map. The error map is an array of integers, with one integer for each macroblock. 
Every time an error is encountered by the decoder, the appropriate macroblock values 
in the error map are incremented. An error map value is only reset to zero when an 
Intra (non-predictive refresh) macroblock is received in that position.
Table 5.1: Run-length encoding scheme for macroblock error map.
B inary  Code M eaning
1 Run of 4 zeros
01 One (‘1’)
O O lllrr Number with value ‘1’, 
preceded by ‘r ’ zeros.
When an RTCP packet is sent, the error map is encoded using the simple run-length 
encoding scheme described in table 5.1. A T ’ indicates a run of four zeros in the error 
map, while a ‘01’ indicates a value of one not preceded by any zeros. All other instances 
are coded using the seven bit scheme shown in table 5.1, using 3 bits for the value in 
the error map, and two bits for the number of zeros preceding it. Many of the values in
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the error map are either zero or one, which the encoding scheme is intended to reflect. 
Although it may be possible to derive a better encoding scheme, the focus of this test 
is mainly on the error resilience gains possible through exploiting RTCP for feedback, 
and so does not aim to provide an optimal error map encoding technique.
Although RTCP packets should not normally be sent at less than flve second intervals 
(see section 5.2.3.2), this limitation is compromised for the proposed feedback scheme. 
Five APP RTCP packets are sent during the transmission of the 350 frame sequence 
used in the simulations detailed in section 5.4.2. Thus, RTCP packets are sent at 
intervals of around 2.3 seconds. The flve second limit is intended to prevent exces­
sive use of bandwidth by RTCP during multi-party scenarios. However, for two-way 
communications, the increase in bandwidth is not large. Table 5.2 shows a range of 
band widths required by the error map. Note that these values are just for the error 
map, each RTCP APP packet additionally requires a 96 bit header. Also, an RTCP 
packet transmitted by the sender is 416 bits long, while an RTCP packet sent by the 
receiver is 256 bits long. Of course, these packets are only sent every 2.3 seconds, so 
the bandwidth required is negligible.
Table 5.2: Extra bandwidth required for RTCP feedback.
A pprox.
B E R
Enc. E rro r M ap 
L ength  (bits)
E x tra  B andw id th  
(b it/s )
10-4 32-160 56-112
10-3 96-384 84-167
The normal implementation of MPEG-4 employs the Adaptive Intra Refresh (AIR) 
technique, which sends a preset number of Intra macroblocks in each frame. Intra 
blocks are selected using an algorithm defined in an Annex of the MPEG-4 standard 
[2].
Once the encoder receives an error map, it changes its method of sending Intra mac­
roblocks. The algorithm cycles around the frame, marking macroblocks that were 
incorrectly received by the decoder, as indicated by the error map. When a mac­
roblock has been set to Intra, the corresponding macroblock in the error map held by
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the encoder is set to zero.
5.4.2 RTC P Feedback Simulations
Corruption of the video data was performed using error patterns derived from mod­
els for a GPRS channel, as described in appendix C and [112]. The simulated radio 
conditions were those for an interference-limited scenario, which is the most common 
operating scenario for mobile terminals. The propagation conditions were those speci­
fied in GSM 05.05 as TU50 Ideal Frequency Hopping at 900MHz. The TU50 channel 
model represents multi-path propagation conditions found in typical urban conditions, 
with a mobile terminal velocity of 50 km/hr. The model includes the use of a half-rate 
convolutional code.
A single video frame was encapsulated within a single RTF packet. Corruption of any 
part of the RTP/UDP/IP header resulted in the loss of a whole frame. It was assumed 
that RTCP packets could be delivered using an error free channel.
The decoder employs simple error concealment upon encountering errors, which involves 
replacing incorrect or missing macroblocks with their corresponding motion compen­
sated macroblocks. This is accomplished in the decoder implementation by setting 
the prediction errors for the motion vectors and pixel values to zero for each affected 
macroblock. This is a standard technique employed in many decoder implementations. 
Error detection is aided by the insertion of CRCs into the bitstream [25].
Tests were performed to obtain results with the RTCP feedback scheme, and with 
regular MPEG-4 video transmission, without any feedback. All tests were performed 
using a C /I ratio of 9 dB, which gives a Bit Error Ratio (BER) in the region of 3 x 10“3, 
A standard QCIF sequence was employed in the simulations, the Mother-Daughter 
sequence. This sequence was encoded at 10 frames per second, with a bit rate of 64 
kbit/s. Also, 350 frames were encoded from the original sequences, which meant that 
116 frames were produced at the output.
Average PSNR results are displayed in table 5.3. The results show a noticeable (greater 
than 1 dB) improvement over MPEG-4 transmission without feedback. Figure 5.13
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Table 5.3: PSNR Results for Mother-daughter after simulated transmission over GPRS.
Scheme P S N R  (dB)
Normal 30T9
RTCP Feedback 31.43
gives a visual example of the kind of improvement that can be achieved using this 
scheme.
(a) Regular MPEG-4- (b) With RTCP Feedback.
Figure 5.13: Frame 183 of Mother-daughter after simulated transmission over GPRS.
Further improvements may be possible if the frequency of RTCP packet transmission is 
increased. However, this would require either increased bandwidth from the network, 
or a reduction in the amount of bandwidth allocated to video data. The former may 
not be possible or desirable (although the extra bandwidth needed would probably be 
small), while the latter would compromise the error free quality of the video, reducing 
the performance in low error rate channels. It would also be interesting to employ 
more sophisticated feedback techniques such as the error tracking methods described 
in section 2.5.4.
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5.5 Prioritisation of M PEG -4 D ata
One technique capable of delivering good error resilience performance is Unequal Error 
Protection (UEP) combined with layered coding, as described in section 2.5.2.1. As 
data partitioning places critical data at the beginning of each packet MPEG-4 can 
benefit significantly from such an approach. The scheme in [130] protects fixed lengths 
of data with different strength convolutional codes, with data at the start of the packet 
receiving the greatest protection. However, as more motion occurs in the scene, the 
amount of important motion data at the beginning of the packet grows in size. This 
results in some of the motion information receiving less protection than required.
A similar method for improving error resilience is the prioritisation of different parts 
of the video bitstream by sending the data as two separate streams. This enables 
the encoder to demand that the network sends the data using channels with different 
priorities, allocating more important data to more reliable channels.
In [28], MPEG-2 was prioritised in a number of different ways for an ATM network. 
Methods of prioritisation included data partitioning, spatial scalability, and SNR scala­
bility. The work was carried out for high bandwidths, assuming no losses on the highly 
prioritised base layer. Over a mobile channel, it may not be possible to guarantee such 
a situation, both in terms of bandwidth and base layer loss ratio. The method of data 
partitioning is different from that used in MPEG-4, while the tests involved cell loss, 
without corruption of the data inside each cell.
The introduction of shape coding in MPEG-4 means that, theoretically, prioritisation 
of objects can be used [131]. However, it is necessary to solve problems with the syntax 
of the shape information if this possibility is to be realised [120].
Although the approach to implementing Unequal Error Protection in MPEG-4 de­
scribed in [130] gives a marked improvement in system performance, it suffers from 
three main drawbacks. As the channel protection mechanisms are closely integrated 
with the video compression formatting, this approach is suitable mainly for circuit- 
switched applications as it does not provide for decoupling between the network layers 
and the higher transport and application layers. In fact, implementing such a scheme at
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the application layer would leave all network and transport layer headers unprotected. 
A second drawback is that it makes no provision for the occurrence of packet loss. Al­
though noisy channels generally result in high bit error rates, these same channel errors 
also cause frame and packet erasures, mainly dictated by the operation of error check 
mechanisms and the loss of payload information caused by the corruption of packet 
information. The UEP mechanism does not provide any protection against such packet 
loss. However, the most severe drawback of this approach is the limitations it places 
on application interoperability. In order to be effective, channel correction mechanisms 
must be carried out at the physical link layer, where soft-decision information can be 
used to obtain around 3dB advantage over hard-bit decoding. In order to implement 
UEP as described in [130], each underlying network must be tailored for the properties 
of MPEG-4. Not only does this approach greatly hinder transmission across diverse 
heterogeneous networks, but it also reduces the scope for developing enhanced services, 
as improving the application capability also requires upgrading all the underlying net­
works.
The approach to providing Unequal Error Protection being presented in this section 
addresses these issues. In this scheme, error resilience is improved by the prioritisation 
of different parts of the video bitstream by sending the data as two separate streams. 
This allows for the encoder application to allocate a higher priority to the more error- 
sensitive data and transmit it over higher-quality more reliable channels.
It should be noted that the idea for this technique was developed in collaboration with 
the second author of the published paper [59].
5.5.1 Prioritisation Technique
Data partitioning in MPEG-4 divides the data into two sections. Header, motion, and 
shape data is coded in the first partition, while the less important texture informa­
tion is placed in the second partition. Figure 5.14 shows this arrangement, although 
it should be noted that the code separating the two partitions is different from the 
code at the beginning of the packet. It is a simple tcisk to produce two streams from 
this arrangement, using the first partition as the high priority stream and the second
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partition as a lower priority stream.
^ ------------------
I
^  Resync O  Motion & shape E H  Texture
Figure 5.14: Data partitioning in MPEG-4.
A major problem with transmitting a single video sequence using a number of streams, 
is that of synchronisation loss. It is important to ensure that there is some way that the 
decoder can determine whether it is decoding data corresponding to the same frame and 
packet in both streams. To this end, the proposed scheme exploits the time stamping 
feature of MPEG-4.
Time stamps are present in the VOP header. Therefore, it is unnecessary to place 
any extra time stamps on the first partition stream. For the second partition stream. 
Header Extension information is added at the start of every frame. This includes time 
stamps, and the VOP type. VOP start codes are also placed at the beginning of every 
frame (see figure 5.15(a)).
I b i t
VOP H Header
start E Extension
code C Information
Resync MB
marker num
32 bits 16-32 bits
(a) Second partition stream 
frame header.
<  ^  ►
17 bits 1-14 bits
(b) Second partition stream 
packet header.
Figure 5.15: Extra data added to second partition stream to ensure synchronisation 
between the two streams.
To ensure synchronisation within a frame, the number of the first macroblock in the
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packet is added to each packet header in the second partition stream (it is already 
present in the first partition). This arrangement is shown in figure 5.15(b).
The extra overhead incurred by this technique depends upon the frame rate, packet size 
(700 bits in the experiments described here), and bit-rate. For the bitstreams tested in 
this section, the extra overhead generated amounted to approximately 10-13% of the 
overall rate. This overhead was calculated using the following information:
• 320 bits for the RTP/UDP/IP header
• 47 bits for the second partition VOP header (this is an average)
• QCIF video requires 7 bits for “MB num” in the second partition packet header 
(implies 24 header bits per packet)
5.5.2 U se in 3G Networks
This arrangement of video information into different streams will allow for true Unequal 
Protection mechanisms to be employed for MPEG-4 in a UMTS (Universal Mobile 
Telecommunications System) scenario. In order to ensure the long-term viability of 
any of the IMT-2000 candidates, a decoupling between higher-level functions such as 
source encoding mechanisms and the lower-layer network-dependent functionality is 
necessary [132]. This means that 3rd Generation mobile access technologies, be they 
based on TDMA or W-CDMA schemes will offer a number of bearer services to the user. 
These will be defined in terms of the bearer characteristics and bearer quality [133]. 
The latter includes parameters such as end-to-end latency, delay variation, throughput 
and bit and frame error rates.
Bearer channels do not offer any particular type of service, such as speech, data transfer 
protocols or video services, but instead offer links conforming to a given set of Quality 
of Service parameters. It is required that a single terminal should have access to more 
than one bearer channel, with each separate channel being able to offer different levels 
of Quality of Service.
In the scheme being proposed, each stream will be transported over a different mobile 
bearer channel as offered by the underlying network. While this scheme allows for the
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error-protection mechanisms to be tailored to the specific formatting of the MPEG-4 
video bitstream syntax, it also offers independence from the type of access technology 
that is used. As long as the bearer channels can meet the QoS parameters set by the 
application, then the prioritisation scheme is completely independent from the under­
lying network. This facilitates interoperability between similarly configured terminals 
communicating via different networks.
QoS management will be carried out by integrating the end-to-end requirements set by 
the end applications with the mechanisms employed by the underlying networks [134]. 
In this scenario, UEP is implemented by transmitting the two separate streams over 
different bearer channels meeting difierent QoS levels, thereby optimising performance 
over the access networks. This is achieved without integrating the higher-layers with 
network-layer mechanisms, thereby guaranteeing interworking functionality.
Video Frame
High-priority 
segment
Low-priority 
segment
GPRS/UMTS radio interface 
protocol stack
MPEG-4 Encoder
Separate into two 
segments
Transport & IP layers
Encapsulate segments into 
separate IP packets
\
/
Transmit over 
two different 
radio bearer 
channels
Figure 5.16: Prioritised streams operation for MPEG-4.
5.5. Prioritisation o f MPEG-4 Data 151
5.5.3 Sim ulations
The stream prioritisation scheme described above was tested on simulated GPRS mobile 
access channels. A general description of GPRS is given in section 2.3, while the channel 
model used is outlined in appendix C and [112].
The video packets were encapsulated within RTP packets [8] and transmitted using 
the UDP transport protocol. Each video frame was placed into a single RTP/UDP/IP 
packet. This means that a combined transport-network header overhead of 320 bits 
was required for every transmitted video frame.
It was assumed that an error occurring anywhere within the combined RTP/UDP/IP 
header would be uncorrectable and would result in the contents of the entire packet 
being discarded. Errors were assumed to occur only within the radio access part of the 
network, with no packets being lost due to congestion or other mechanisms.
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-V J 2 8 - - -28 --
CC 26 -DC 26 --
0 8 2  single 
stream, with IP
CS2 single stream, no IP2 4 -24 - - -  1 -
- A -  CS11st stream, css 2nd 
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with IP
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18 15 91218 15 12 9
0 4  (dB)
(a) With header corruption.
04 (dB)
(b) Without header corruption.
Figure 5.17: PSNR of “Suzie” for single stream and prioritised stream transmission 
over GPRS.
Each of the points on the graphs shown in figures 5.17 and 5.18 correspond to the 
average PSNR taken from decoding the same sequence 24 times. The video sequences 
were coded so that the combined source-channel coded bit-rate was approximately 64 
kbit/sec. “Suzie” and “Foreman” were the standard sequences selected for testing.
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Figure 5.18: PSNR of “Foreman” for single stream and prioritised stream transmission 
over GPRS.
Both are in QCIF format. Suzie was coded at 10 frames/sec, while Foreman was coded 
at 7.5 frames/sec. The coded sequences had INTRA frames inserted every two seconds 
for Foreman, and every three seconds for Suzie.
5.5.4 R esults
This section examines the performance of the prioritisation technique under the pre­
viously described test conditions. Results are compared with those for normal, single 
stream encoded video data. The comparison is made between two different schemes. 
One using CS-2 to protect a single stream and another using CS-1 and CS-3 on the 
first and second partition streams, respectively. These two schemes use approximately 
the same source-channel-coding ratio.
The objective results in figures 5.17 and 5.18 indicate clear benefits from using the 
technique. Of course, the additional overhead generated from using prioritised streams 
leads to a small reduction in error-free quality. In relatively clean channel conditions, 
single stream encoding will often give superior performance. This is demonstrated by 
the results for 18 dB C/I for Foreman in figure 5.18. However, such good channel
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conditions are unlikely in real life.
(a) Single stream transmission. (h) Prioritised stream transmission.
Figure 5.19: Frame 75 of Suzie with C/I=12 dB.
It should be noted that the “crossover” in the results shown for Foreman in figure 5.18, 
also occurs in the results for Suzie. The Suzie sequence’s results cross between 18 and 
21 dB, which are, as previously stated, conditions that are unlikely to be encountered 
when using a real network.
Differences in crossover position are due to the amount of motion in each sequence. The 
high degree of motion present in the Foreman sequence means that, on average, the 
first partition of each foreman packet takes up a greater proportion of the packet than 
it does for Suzie. Therefore, texture data must occupy less space in order to achieve 
the same bitrate as Suzie. This leads to the use of coarser quantisation, resulting in 
lower quality video. The eflfect is exacerbated using prioritised streams, because the 
size of the first partition with respect to the second is increased by the difference in 
convolutional codes applied to each stream. Thus, the reduction in quality from using 
the proposed scheme is much greater for Foreman than it is for Suzie.
Subjective assessments also tend to reveal performance improvements from using pri­
oritised streams. Figure 5.19 shows a frame from the middle of the Suzie sequence. 
It is corrupted with a C /I of 12 dB. This frame is shown because the high degree of 
movement at this point makes this part of the sequence highly sensitive to error. Al-
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though degradation is still visible when using prioritised streams, the quality is much 
more acceptable than when a single stream is used.
5.6 Conclusion
, IP is a prominent candidate for the transport of video over mobile networks. Indeed, 
it is highly likely to be employed in UMTS, in conjunction with ATM (although ATM 
is not considered in this thesis). IP offers very limited QoS capabilities, which for 
mobile networks must be supplied by a higher level protocol (such as ATM). Two 
further protocols operate beneath IP: TCP and UDP. TCP is not ideal for multimedia 
communications, as it uses retransmissions, which incur significant delay. However, 
UDP offers very little functionality, and cannot ensure that packets arrive, and that they 
arrive in the correct order. Thus, it is necessary to employ RTP, which is specifically 
designed for real-time multimedia delivery over packet switched IP networks.
RTP headers include fields such as sequence numbers, allowing checks to be made on 
whether the packets arrive in the correct order at the decoder, or whether packets are 
missing. The RTP specification also includes RTCP, which is capable of feeding infor­
mation back to the encoder. This information includes rough statistics on things like 
packet loss and interarrival jitter. RTCP also has a feature that facilitates application 
defined packets to be sent back to the encoder. A significant limitation of RTP is the 
additional overhead that it requires: 320 bits for a combined RTP/UD P/IP header with 
IPv4. However, this problem can be mitigated through the use of header compression.
RTP packetisation of MPEG-4 data was examined. Effective error rates were derived 
for two schemes: one video packet per RTP packet, and one frame per RTP packet. 
The analysis revealed that placing one frame in an RTP packet gives better results for 
low bit rate video, as it requires less overhead. Higher bit rate video with larger frame 
sizes would probably make the first scheme a better choice. A limitation of this study 
is that it does not take into account fragmentation of IP packets. It was assumed that 
it would be possible to send the data with no fragmentation. Further work is suggested 
to determine whether fragmentation has a significant effect on error resilience.
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The RTCP feedback scheme demonstrated that it is possible to exploit RTCP, which 
is a part of RTP, to provide simple feedback. The tests were performed to evaluate 
whether such a scheme could bring any benefits. For this reason, some of the more 
complex possibilities for feedback discussed in section 2.5.4, like error tracking, were 
not implemented. Combining these techniques with RTCP is likely to bring some of 
the benefits of feedback without setting up a separate feedback channel.
Finally, a prioritisation scheme was described that exploited the data partitioning op­
tion in MPEG-4. The two partitions were sent down two different bearer channels, 
which had difi'erent QoS properties in terms of channel code strengths. This method 
requires a simple transcoding step, yet provides significant quality gains compared to 
regular MPEG-4 encoding.
Chapter 6
Conclusions
6.1 Preamble
Mobile video facilities are likely to be highly attractive services for users of mobile 
devices, provided certain issues can be resolved. These issues include terminal costs, 
perceived value, and service quality. A mobile video terminal requires a number of 
technologies, which are currently non-trivial in terms of cost. Aside from providing 
access to the mobile network, it is necessary to provide a good quality colour screen, 
and a camera (if videophone capabilities are required).
Encoding of video also often implies high computational complexity. Terminals using 
high processing power, and colour displays will prove expensive both in te r m s of cost 
and in battery lifetime. Unless enough people can afford terminals, videophone sessions 
are unlikely to be used much. However, these considerations are somewhat outside of 
the scope of this thesis. Here, we are mainly concerned with mobile network capabilities, 
and the details of the MPEG-4 video codec.
The introduction of new mobile network technology such as GPRS, EDGE, and UMTS 
are likely to make it possible to offer mobile video services. UMTS in particular, 
will remove many of the quality of service barriers that have previously prevented the 
implementation of mobile video. The specifications of UMTS include details of QoS 
classes with sufficient bandwidth and delay properties.
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One major issue with video services is the high demand on network resources that they 
are likely to place: video requires low delay and relatively high bandwidth. But perhaps 
one of the most critical issues is that of error resilience. A good error resilience system 
can not only ensure that end-users see good quality images, but also that network 
resources are exploited in the most efficient manner possible. For example, a more 
robust bitstream can be transmitted over a bearer channel with a higher Bit Error 
Ratio (BER). Generally, this will mean a less powerful channel code is employed by the 
network, and thus the channel coded bitstream will occupy less bandwidth.
6.2 Concluding Overview
This thesis has examined methods of improving the quality of MPEG-4 video bitstreams 
when they are transmitted over mobile networks. The relevant parts of an error resilient 
video system include the video bitstream itself, and the transport mechanisms exploited 
for service delivery. Chapter 4 has examined bitstream and source coding improvements 
to the MPEG-4 bitstream, while video transport was considered in chapter 5.
6.2.1 Error R esilience Studies
The background work in this thesis has been completed in five stages:
• Evaluation of future mobile network capabilities
• Study of previous error resilience schemes
• Examination of the MPEG-4 visual codec
• Error resilience evaluation of the MPEG-4 visual codec
• Exploration of protocols for video transport over IP
Future mobile network capabilities have been discussed at the beginning of this chapter. 
Briefly, mobile network QoS will be improved progressively by the introduction of 
GPRS, EDGE, and finally UMTS. GPRS has significant limitations for multimedia
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communications. It is likely to have high and varying delay, and low bandwidth, which 
will probably make it unsuitable for anything other than limited streaming of very low 
quality video. EDGE should introduce greater bandwidth, but coverage may be limited 
due to the sensitivity of the modulation scheme.
More sophisticated multimedia applications are likely to have to wait for the introduc­
tion of UMTS. Bandwidths of around 64 kbit/s are likely, while if the specified QoS 
classes are implemented, then support for real-time video communications will be pos­
sible. Unfortunately, widespread UMTS coverage may still be some years away. One 
feature common to all of the mobile networks is the significant and varying packet losses 
that data is subjected to.
A wide variety of techniques have already been proposed that increase the error robust­
ness of video transmission. Some of these techniques have been integrated into codecs 
such as H.263-1- and MPEG-4, though there are many that have not. These techniques 
can be placed into two very broad categories:
• Schemes requiring codec modification
• Backwards compatible techniques
Schemes requiring codec modification have one clear disadvantage, they may inhibit 
interoperability with other users. Ideally, standard codec specifications should be ad­
hered to, unless it is shown to be impossible to achieve acceptable robustness without 
modification of the codec. Some codec modifications may be acceptable if they can 
be performed using a very simple transcoding algorithm. This may allow a small soft­
ware ‘patch’ to be applied to terminals that do not initially support a particular codec 
modification. Whether or not this is possible will depend on how much of the codec is 
hardware implemented, and the processing power of the terminal.
Error resilience algorithms can be implemented at various points in a video communi­
cations system. These techniques can be placed in the following positions:
• Source coder
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• Transport layer
• Source decoder
At the source coder, the bitstream can be rearranged, special codewords can be em­
ployed, channel coding can be performed, and data can be hidden to aid concealment at 
the decoder. Other source coding techniques, such as scalable coding, can be exploited 
in conjunction with transport layer techniques. Many of these schemes require signifi­
cant modification to a video bitstream. However, some have already been adopted into 
MPEG-4 (see section 3.5).
Many error resilience techniques are possible in the transport layer. These include 
channel coding, interleaving, and optimal packetisation of data. Some of these will be 
automatically handled by the network. However, a certain amount of control may still 
be available to the terminal. In this case, the terminal should be careful to choose 
the appropriate QoS parameters to minimise demand on network resources, and the 
end-user’s wallet (higher QoS bearer channels will probably cost the user more).
Source decoder proposals can fall into two categories; detection of errors, and con­
cealment of errors. Detection, location, and concealment of errors are techniques that 
work in combination. Efficient concealment is only possible when errors are fiagged, 
and when the damaged data is identified. Failure in these two steps can lead to highly 
distracting artifacts appearing in the output. Alternatively, it can require over-cautious 
concealment, where blocks either side of the detected error are concealed just in case 
they are also corrupted.
Also of interest are feedback techniques, which can operate using all of the three identi­
fied video communication system parts. Feedback techniques are capable of producing 
significant gains in error robustness. However, these gains are often at the expense of 
increased delay, and increased complexity. For real-time communications, delay issues 
mean it is not possible to use schemes that wait for acknowledgement of transmitted 
data. Error tracking methods can be used to prevent waiting for data, but they require 
increased complexity at the encoder. This is because the encoder must store previously 
encoded frames, and reconstruct the damaged segments before deciding how to correct 
the error.
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MPEG-4 is the standard chosen for consideration in this thesis. Although the focus 
is on the video codec, the complete MPEG-4 standard comes in a number of different 
parts:
• Systems
• Visual
• Audio
• Delivery Multimedia Integration Framework (DMIF)
Chapter 3 covered many aspects of the MPEG-4 standards listed above, though in 
varying detail. It should be noted that the Systems and DMIF specifications are op­
tional, and in simple videophone scenarios, they may result in unnecessary additional 
complexity.
MPEG-4 has a number of effective error resilience tools. First, video frames can be 
divided into a number of independently decodable video packets. Thus, when an error 
causes loss of synchronisation, only a limited part of the frame is lost. The second tool 
is data partitioning, which places the most sensitive data at the beginning of the packet, 
and the least sensitive towards the end. This is useful for concealing errors in a packet 
that is partially corrupted. Finally, Reversible Variable Length Codes (RVLC’s) enable 
two-way decoding of texture data. Thus, when an error occurs in the middle of a packet, 
the decoder can search for the next resynchronisation word, and read backwards. This 
facilitates the recovery of more data than is possible with one-way decoding.
The error resilience options of MPEG-4 were evaluated using two different channel 
simulations. One employed random bit errors, while the other used a GPRS channel 
model. Combined with rudimentary error concealment, the error resilience tools pro­
vide a large improvement in quality, as demonstrated by figure 3.21. These tests also 
introduced the AIR technique, which sends a fixed number of Intra MB’s in each frame. 
This removes the need for Intra frames, and therefore smoothes the throughput of the 
video bitstream dramatically. Its impact on error resilience is minimal.
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A further study on MPEG-4 attempted to corrupt different parts of the MPEG-4 
bitstream to find out the most sensitive data types. It was found that the data types 
could be clearly ranked, with the most sensitive first:
1. Shape data
2. Motion data
3. Texture data
In fact, shape data was found.to be much more sensitive to error than either of the other 
two. This was mainly because of the syntax used for shape coding. It seems clear that 
the designers of this syntax did not take mobile networks into account. This may have 
been on purpose, as it is unlikely that it will be possible to provide complex, object- 
based multimedia presentations on mobile networks in the near future. Apart from 
error resilience problems, other factors such as bandwidth limitations, computational 
complexity, and display size are likely to provide significant barriers.
Many of the tests in this thesis were performed using real-time error resilient software 
developed by the author. Based on source code developed by Microsoft, a user interface 
was added, along with an optional IP connection. Chapter 5 examined some of the 
options for sending video over IP. Use of IP is particularly relevant, as it is likely that 
IP will be employed over UMTS networks in conjunction with ATM^.
IP provides no QoS functionality, and is unable to guarantee or assess whether data 
reaches its destination. It is intended to operate with underlying protocols that provide 
additional capabilities (although QoS specification is still not possible). TCP offers re­
liable IP connections, but can mean high delay in lossy channels. UDP is simple, incurs 
no delay, but offers no guarantee that packets will arrive in the correct order. RTP 
has been developed to operate with UDP, and provides extra information in the packet 
header, which can aid multimedia communications. For these reasons, RTP/UD P/IP 
is the combination of transport protocols considered in Chapter 5.
^ATM is not considered in this thesis
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6.2.2 Original Achievem ents
The original work in this thesis is set out in Chapters 4 and 5. Chapter 4 delineates error 
resilience techniques for the source coder, while Chapter 5 explores transport of video 
over IP. The central theme of these techniques is backwards compatibility: all of the 
techniques produce bitstreams that can be correctly processed by a standard MPEG-4 
decoder. The exception is the prioritisation technique in Chapter 5. However, even this 
can be implemented using a simple transcoding stage. The source coding techniques 
are:
• Sensitivity study of MPEG-4 data types
• Backwards compatible insertion of data
— Insertion of CRC’s
• Motion adaptation
— Adaptation of video packet size
— Adaptation of AIR MB’s
— Combination of video packet and AIR MB adaptation
• 11 publications
— 4 journal papers
— 7 conference papers
The first technique, backwards compatible insertion of data, allows data to be inserted 
into an MPEG-4 bitstream, which can be read by an “enhanced” decoder, but will be 
ignored by a standard decoder. As an example, CRC’s are inserted into the bitstream. 
The enhanced decoder is able to use the CRC codes to more reliably detect errors, 
reducing the variability of PSNR in the decoder output for noisy channels. Of course, 
CRC’s are not the only data that can be inserted. Other schemes are suggested in 
section 6.3.
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Motion adaptation alters the way in which the source coder produces the final bit­
stream. The alteration does not cause the output bitstream to deviate in any way from 
the standard. Two parameters are altered: video packet size and the number of AIR 
macroblocks in each frame. Smaller video packet sizes reduce the amount of data dis­
carded because of synchronisation loss. However, it also reduces compression efficiency. 
An increased number of AIR MB’s refreshes and eliminates errors in the decoder output 
more quickly, but also reduces compression efficiency. The motion adaptation technique 
produces a fairly small gain in quality, but at the expense of very little computational 
complexity.
Chapter 5 features an analysis of two RTP packetisation schemes. One places a single 
video packet in an RTP packet, while the other places a whole video frame in an RTP 
packet. An effective error rate is derived for both schemes, which depends upon video 
packet length, frame length, and channel error rate. For 64 kbit/s video, with 10 fram es 
per second, the effective error rates are approximately the same. This means that the 
scheme with the least redundancy should be employed to ensure efficient use of network 
resources. Therefore, placing one frame in one RTP packet is recommended.
Experimental tests were performed to evaluate the accuracy of the developed models. 
The broad trend of the theoretical results matched that of the experimental results. 
However, it is not a straightforward comparison, as the simulations gave PSNR values, 
while the analysis gave effective error rates. PSNR estimates could be made by taking 
into account a number of additional parameters in the theoretical model:
• Compression distortion
• Effect of data loss on decoded quality
• Effects of error concealment
Further work is suggested on this model in section 6.3 below. Despite these deficiencies, 
the model is good enough to identify the range of video packet sizes appropriate for a 
particular bit rate and frame rate. This model does, therefore, have significant value 
in optimising RTP packetisation for MPEG-4.
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RTCP was evaluated as a feedback mechanism for MPEG-4 data. The main disadvan­
tage with RTCP is that reports are sent back to the encoder at relatively large intervals 
(often greater than five seconds). This was partially overcome by increasing the fre­
quency of RTCP packet transmission. In a two-way video communications session, this 
does not require much additional bandwidth. Simulations over a GPRS channel show 
that even a very simple feedback scheme can yield quality improvements.
The final suggested scheme took inspiration from the layered and prioritised techniques 
disseminated in section 2.5.2.1. The data partitioning feature of MPEG-4 is exploited in 
a novel way to separate a single video bitstream into two streams of diflfering sensitivity 
to errors. The intention is to send the information down two difierent bearer channels 
in a 3G network. Simulations were performed using GPRS channel models. The results 
demonstrated that the proposed prioritisation method is highly beneficial for coping 
with noisy mobile channels.
6.3 Areas For Future Research
Possibilities for further development and research are now considered. It is useful to 
break this assessment up into two areas;
• Developing existing proposals
• New areas for research
The area titles are probably self-explanatory. The first looks at developing some of 
the proposals in Chapters 4 and 5, and makes some suggestions that may improve the 
performance of the various schemes. The second part examines areas that are related 
to the work featured here, but that were not considered in this thesis.
6.3.1 D eveloping Existing Proposals
The data insertion technique has only been exploited in one way at the moment. There 
are a number of other ways that this technique could be used to improve error robust­
ness. Here are a few suggestions:
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• Insert error correcting codes
— For both partitions
— For the first partition
• Insert feedback data in two-way communication scenarios
• Insert data to aid concealment [45]
If the channel offered by a mobile network does not have a sufiiciently low BER, error 
correcting codes can be inserted into the bitstream. Because of the bursty nature of 
the mobile channels, the codes will only need to be used during error bursts. This 
reduces computational complexity at the decoder. Also, by applying the codes to only 
the first partition, a form of UEP will be created. This will produce a scheme with 
some similarities to the proposal in section 5.5, but without the need for two separate 
bearer channels.
In two-way communications, the data inserted can be information about what data 
has been correctly or incorrectly received by a terminal. The other terminal can then 
extract this data and use it when encoding.
The theoretical analysis excludes a number of factors: compression distortion, the 
effects of concealment, and the sensitivity of data within the packet. Incorporating these 
into the model, would produce a powerful tool for determining appropriate packetisation 
schemes. Integrating it with the motion adaptive techniques may also produce a highly 
effective error resilience scheme.
The RTCP feedback scheme could be vastly improved by adding error tracking capa­
bility. It would also be interesting to experiment with sending RTCP APP packets 
more frequently. Another area to look at would be what would happen in a multi­
party scenario, where a number of decoders would be feeding back information. In 
such a situation, the infrequent nature of RTCP transmissions may be an advantage, 
as feedback bandwidth would be limited.
The prioritisation scheme in section 5.5 is intended for 3G networks, but was only simu­
lated over GPRS. It would be interesting to carry out simulations for UMTS networks.
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mapping the QoS requirements for the streams more clearly to UMTS QoS specifi­
cations. The scheme could also be combined with data insertion, perhaps using error 
correcting codes to increase the robustness of the more sensitive stream. This is slightly 
different from the suggestion made above during the data insertion discussion.
Prioritisation could also be carried out with interlaced coding, where one field is pre­
dicted from the other field. If the predicted field is lost, then it can be concealed easily. 
Thus, the predicted field can be transmitted using a lower priority channel.
6.3.2 N ew  Areas For Research
Future error resilience work could be carried out either on MPEG-4, or on H.26L, a 
new proposal that is currently being developed. Only a limited subsection of MPEG-4’s 
features have been considered in the error resilience work here. This is because initially 
it will only be possible to offer simple video services, due to a variety of limitations. In 
the future, more advanced applications will be possible for mobile terminals. However, 
many of these more advanced features have not been developed with error resilience in 
mind. This is perhaps because transmission over mobile networks using these features 
has not been anticipated.
In particular, shape coding was evaluated in Chapter 3, but no action has been taken 
in this thesis to improve upon the poor error resilience of the shape coding syntax. 
Methods should be found that improve the robustness of the bitstream, but are also 
backwards compatible with the standard if possible. Concealment techniques for shape 
data should also be developed. If shape coding resilience is improved, it will be possible 
to employ prioritised encoding techniques, where more important objects are given 
greater priority.
Some of the 3-dimensional synthetic coding tools could also be examined for error re­
silience. Although 3-D techniques may not be useful in two-way communications on 
mobile terminals, they may be useful for streamed presentations, and perhaps interac­
tive applications. Very little work has been performed that looks at the resilience of 
3-D video codecs.
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Two other aspects that could be investigated for error resilience are the MP4 file format 
and the MPEG-J Java extensions. MP4 can provide hint tracks to servers, and it might 
be interesting to look at how a server can exploit them. The MPEG-J specification 
also provides a variety of interesting tools, whose significance does not seem to have 
been widely investigated.
Relatively recently, the ITU began work on a new video codec called H.26L. This 
introduces a number of new coding techniques, including prediction from several frames, 
and claims to significantly improve compression efficiency over previous block-based 
DOT coders. Consideration of error resilience for the codec now seems to have now 
started, and it would be interesting to assess whether any new resilience issues arise 
from the introduction of the new techniques. Early drafts for the standard show that 
particular attention is being paid to transmission over IP. It may be possible to develop 
some of the work here for use with H.26L. In particular, work could be performed on 
the proposed network adaptation layer for H.26L.
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A ppendix C
G PRS Channel M odel
The simulator model for GPRS that was used in this thesis is shown in figure C.l. The 
model simulates the physical layer characteristics of a channel between a base station 
and a mobile terminal conforming to the GPRS specifications. The transmitted signal 
is subjected to a multipath fast fading environment and a single co-channel interférer. 
An Additive White Gaussian Noise (AWGN) source is also present to simulate thermal 
noise at the receiver. The difference between the AWGN source and the received signal 
is 26 dB, which is a standard figure for channel model simulations. The simulator was 
constructed using the COSSAP stream simulation environment. The GSM Reference 
Design Kit provides modulator and Receiver blocks for COSSAP, which were exploited 
for the simulations.
These blocks can be adjusted so that bit error and block error characteristics can be 
found for a range of C /I ratios. The error burst length is not a parameter that is fed 
into the model, although it is affected by a number of parameters that can be set, such 
as: the fading characteristics, multipath characteristics, and the C /I ratio. Fast fading 
was employed, and a Typical Urban (TU) environment was used.
Four channel coding schemes are offered by GPRS. These channel coding schemes are 
described in GSM 05.03 [135]. The most powerful coding scheme is CS-1. It involves 
coding 184 input data bits using a shortened binary cyclic (FIRE), giving a block of 224 
bits. After adding 4 tail bits, the data is then encoded using a 1/2 rate convolutional 
encoder, producing a block of 456 coded bits.
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Figure C.l: GPRS physical link layer simulator model.
The second most powerful scheme is CS-2. This takes input data blocks of 271 bits, 
which are increased to 294 bits through the addition of some overhead bits. The same 
1/2 rate code as CS-1 is then employed, although puncturing is subsequently employed 
to reduce the final block to 456 bits. This implies that a 2/3 rate convolutional code is 
employed.
CS-3 is similar to CS-2, but uses puncturing to create a 3/4 rate encoded output. The 
final output block size is the same, which means that the input block size is larger. 
Finally, CS-4 uses no channel coding whatsoever. Generally, this results in such a high 
data loss rate, that CS-4 is of little practical use.
Interleaving is performed as described in GSM 05.03 [135]. Here, the interleaving is
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performed over four blocks, meaning that each data block is spread over four consecutive 
TDMA frames (equivalent to 18.46 ms).
A standard method of evaluating GPRS performance is to specify the Block Loss Error 
Ratio (BLER), which is the rate at which uncorrectable errors are detected in a radio 
block. The block payload sizes are given in table 3.2. Note that the simulations in this 
thesis work with bit errors rather than blocks errors. The model does not discard the 
blocks that are in error.
Figure C.2 shows the BLER for different C /I ratios, for the GPRS simulator configu­
ration used for the tests in this thesis. Blocks are counted as lost if any bit is in error. 
Note that figure C.2 also includes GPRS simulation results released by Ericsson. The 
simulation results obtained by GGSR closely match those obtained by Ericsson.
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Figure G.2: GPRS model performance TU50 Ideal Frequency Hopping 900MHz.
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