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Abstract 
The informatics revolution and the major transformations induced by this to the technology, economics, politics, 
culture, and social systems led to a significant increase in complexity and dynamics of systems. The complexity 
theory has captured the attention of both, scientists and the general public, through its discussions on emergency, 
migration behaviour, self-organization, computer simulations and more other, in the globalization context. In that 
context the sciences itself become extremely complex and they faced to the adaptations of their old theories and 
analysis tools or in finding new ones to measure, analysis, and understand those systems. The social systems 
become more complex and unpredictable and necessitate the use of social psychology to better understand and 
monitor them. This paper introduces the usage of Onicescu's Informational Energy theory and measures, based 
on frequencies used in statistics, to approximate the social entropy that is based on probabilities harder to be 
obtained. 
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1. Introduction 
The informatics revolution and the major transformations induced by this one to technology, economics, 
politics, culture, and social systems led to a significant increase in complexity and dynamics of systems. In that 
context the sciences itself become extremely complex and they faced to the adaptations of their old theories and 
analysis tools or in finding new ones to measure, analysis, and understand those systems. They allowed major 
changes to social regimes to better adapt and survive now-days in an era characterized, at the beginning, by the 
failure of communism in east European countries, that permitted the globalization, and continuing today with 
changes started by the Arab spring. In the context of this paper the system concept is simply defined as a set of 
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functionally inter-correlated elements that acts to achieve a specific goal (or objective). An element is the 
smallest part of a system that can be used in a system description or design and belongs to a system if and only if 
it contributes to the system's activity. The system achieves its objectives by the process of converting inputs 
(transactions data, raw material, parts etc. that supplied by its environment and crosses the boundaries to become 
parts of the system) into outputs (decision and control information, finished goods, parts etc. that crosses the 
systems boundaries to become parts of the environment). In a material or physical system is impossible to 
remove one of his elements without destroying the system itself. The social systems are different in many aspects 
of material systems in the way the elements belongs parts of the system or not. They implies individuals and their 
relationships to form groups and to interact with other individuals, groups, and institutions. As members of 
different forms of organization they obey to laws and rules of that. The individuals can participate in the same 
time in many different groups and generally can quit a group by different reasons (can migrate in another group, 
can die etc). Consequently the subsystems of social systems are very hard to be precisely delimited by the nature 
of their boundaries. Thus, the social systems become more complex and unpredictable and necessitate the use of 
social psychology to better understand and monitor them. 
 
2. Measuring the Chance 
 
Every kind of system either physic (material), live, economic, or social is individualized by some 
qualitative and/ or quantitative characteristics which, in their turn, in some circumstances, can be revealed by 
related weights or ratios, by using of frequencies or of probabilities. Both, probability (P) and frequency (F), uses 
a similar formula, and we can say they are the mathematics of chance. If sk is an event (or status) that can occur in 
a population S having n members (k=1, 2, ..., n) then computed by 
populationofnumbertotal
occursstimesofnumbersP kk =)(  and 
sfrequencieofsum
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For the entire population (or statuses) S the frequency of sk is exactly the number of times sk occurs 
within the population S over the sum of frequencies that is the total number population n. Where is the difference? 
For probability determination we must know the total number of population and we must determine the 
occurrences for each event sk, and for large numbers that become extremely difficult. In turn, the frequencies are 
computed either on the entire population (being equal with the probabilities) or on a representative excerpt 
(sample) of that population (a reduced number of randomly selected individuals), and that is easy to realize. If the 
frequencies computed on the same population S then P(sk)=F(sk). All the measurements realized are helpful, for a 
point of view, to understand the system status and maybe to predict its next behavior. Not all the time, the 
measurement of the different statuses taken in isolation, are helpful in understanding the observed phenomena. In 
real world contexts and systems the statuses depends one of another due to the multitude of relationships between 
the system’s elements that they characterizing. Thus if we want to measure or to know the probability of a status 
sk, in correlation with all its influencing statuses to which related, the computation formula for the probability is 
changed. We must compute the so called conditional probability. It means the probability of the random variable 
sk conditioned of the knowledge of all other random variables on which depends. In other words to compute the 
chance of a status we must know the chance of all other related statuses. We give down here a very simple 
expression of computation formula as given in (Beisbart and Hartmann, 2011). Lets S and T two events for which 
we assume that the probability of T is non-zero, P(T)≠0. The conditional probability of S given T, denoted by 
P(S|T) is the probability of the joint occurrence of S and T (it means S∩T), divided by the probability of T: 
)(
)()|(
TP
TSPTSP ∩= . The complexity of the measurements is in direct ratio with the number of conditionings and 
becomes harder determined as increases the number of the conditionings. The large number of dependencies of 
one characteristic or category on the other characteristics or categories of a system is a specific of the social 
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systems. 
 
3. Entropy  
 
The probability itself do not show us if a system is most closed on equilibrium state or on chaos (or 
disaster). The physicists use another measure to characterize the equilibrium or chaos in a thermodynamic system 
called entropy. After the entropy was expressed by a statistical basis this became more understandable and 
attractive for other domains. The first usage of entropy, in a large comprehensible domain those of 
communication, was realized by C. E. Shannon in (Shannon, 1948). In what follows the entropy introduced as 
defined for communication systems in (Shannon, 1948) with respect of some adaptation from (Gray, 2011).  To 
completely characterize an element sk (individual, event) of a set of elements S (or population) having different 
probabilities pk the volume of output information must be equal with
k
k p
I 1log2= . In the probabilistic vision 
the volume of information for messages having unequal probabilities is a measure of surprises (unexpected 
elements) in data due to the inverse dependency on probability. In fact, for a single message, if pk=1 then the 
information content of the message is zero (perfect knowledge) while if pk is little the message is unexpected and 
his informational content is big, or, in other words, the value of an information known by all people is null while 
the value of information known by few people is high. To measure the information within a communication 
channel Shannon defined in (Shannon, 1948) the incertitude of a random variable S denoting a set of messages as 
a sum of the set of uncertainties of each message weighted with the probability of each message (as a weighted 
mean), or )(log)()( 2 k
k
k spspSH ∑−= . This measure is called entropy and due to logarithm base 2 used 
here is measured in bits of information, and is derived from the measure defined by Boltzmann for 
thermodynamics. The H measure is inversely related to information or order: as entropy increases as information 
decreases. Later on, the entropy concept, with little adaptations of computation formula, was successfully used, in 
different areas of knowledge to measure the degree of disorder or chaos of different kind of systems. In social 
systems it was hardly adopted after it promoted by Bailey (Bailey, 1997). We consider that happens maybe 
because these requires pragmatism and technicality characteristics, not so familiar to people highly oriented in 
manipulating ideas, as psychologists are.  
If we consider a communication channel, where we have two interacting actors, we have two roles 
played those of a sender (transmitter) and those of a receiver. The volume of information that is received can be 
determined by the formula: )()()( SHSHSI c−=  where H(S) is the volume of information transmitted by 
the source and Hc(S) is the conditional entropy. The conditional entropy is determined by the correlation between 
transmitter and receiver. When S and T are independent H(S) = Hc(S) and I(S)=0, meaning that no information 
transmitted between two objects independent one of each other. If the correlation between s and t is 1 then Hc(S) 
= 0, meaning that we do not have any information lose in the transmission process. In general, the quantity of 
information somebody can receive depends on the correlation between the communicating parties: as stronger 
this correlation as much amount of information we can transmit from one to another. 
If we presume that a distribution q is associated with an event and the real distribution of that one is p 
we can measure the inefficiency of our presumption by the relative entropy D(p||q), computed with the formula  
∑
∈
=
Ss sq
spspqpD
)(
)(log)()||( . This must be computed every time we use forecasting, for example, to 
extrapolate evolutions of systems. When we talk about two random distributions of events S and T we can define 
the conditional entropy H(S|T), it means the entropy of an event conditioned on the knowledge of another event, 
we talk in fact about the decrease of incertitude due to the other event that is called mutual information. The 
mutual information is a measure of the dependency between two random events and is computed as  
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( ))()(||),()|()();( tpsptspDTSHSHTSI =−= . This is 0 if and only if S and T are independent and is 
symmetric in S and T. It is the decrease in incertitude of S due to the knowledge of T. The primary difficulty in 
mutual information estimation is given by that it is very hard to estimate firstly the probability of distribution on 
system status (and more difficult to do that on statuses vector). 
 
4.  Social Entropy 
 
In the social systems the order is associated with the classification of individuals according to certain 
criteria, such as stratification (social strata), education, talents / abilities, etc., and by assigning them proper social 
roles and positions. Laws, and also other specific mechanisms, are enforced to keep that order. When this 
classification and assignment falls the social system is collapsing and goes into chaos. In social systems the order, 
the stability, and the chaos / disorder can be measured and characterized by the values of entropy. Generically the 
social entropy is simply a measure of the disorder (dispersion or disorganization) in social arrangements. We can 
say also that the entropy measures the lack or presence of the diversity. The Social Entropy Theory (SET) uses to 
determine the social entropy the framework called PILOTS or PISTOL, developed by Bailey in (Bailey, 1997), 
(Bailey, 2005), and (Bailey, 2008). In PILOTS framework a society is operationalized as an entity occupying a 
bounded spatial area (S) that comprises a population (P) which uses information, including cultural elements (I), 
and technology (T) to organize itself (O) in a manner that is conducive to optimizing its level of living (L) by 
attaining some entropy level well below the maximum as described briefly by Swanson and Bailey in (Swanson 
& Bailey, 2006). The elements P, I, L, O, T, and S of the framework are represented by global macro-variables 
(or properties of entire society) that do not necessitate any information about individuals. The atomic elements of 
the population (P), the individuals, are characterized by micro-variables or properties that cannot be changed, are 
immutable properties such as gender (G), race (R) and age (A) that is denoted by GRA. The nexus between 
PILOTS level and GRA level is realized by intermediary mutable distributions of the population (P) on the other 
global variables LOTIS (level of living, organization, technology, information, and space). These primary 
distributions can be later on broken in additional variables for fine measurements of entropy. For computation of 
entropy of different measurements realized on the statuses of social systems we can use any type of entropy 
formula. Because the social systems are very complex and dynamic the measurements characterising better their 
statuses should capture the complex influences generated by interdependences and relationships. Thus the 
probabilities measuring the statuses values will be generally conditional probability of a high degree of 
conditions or influencers. 
 
5. Onicescu’s Informational Energy 
 
This paragraph is based on the information provided by Onicescu itself in (Onicescu & Stefanescu, 
1979). We consider a system S characterized by the statuses s1, s2, ..., sn having the corresponding weights p1, 
p2, ..., pn with respect for the constraint 1
1
=∑
=
n
i
ip . The global information of the system S can be expressed by 
the informational energy determined as the mean of pi relatively to the individual statuses si by formula
∑
=
=
n
i
iS pE
1
2 . The values of informational energy ranges between 1/n and 1 ( 11 ≤≤ SEn
) and is 1/n only 
when all statuses have the same weight 1/n (the system uniformity attained) and 1 when one of its statuses weight 
is 1 (and consequently all others 0). The informational energy decreases in direct proportion with the raising of 
the systems uniformity, disorder, or indetermination. In other words, the informational energy increases in direct 
proportion with the raise of system differentiation that is the source of social system existence. Informational 
energy of a system composed by two or more independent elements is the product of their corresponding 
informational energies. For social systems (or groups) and in the context of globalization is difficult to find, in 
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the same space, two populations having nothing in common. Thus is possible to determine the correlation 
between two population S and T, noted  CS,T , having in common the characteristics γ1, γ2, ..., γn with the 
corresponding weights p1, p2, ..., pn for population S and q1, q2, ..., qn for population T, with formula 
∑
=
=
n
i
iiTS qpC
1
, . The CS,T =0 if and only if all terms in the expression are null (the two populations do not have 
something in common). The value of the correlation of a population S with itself is his informational energy. The 
informational correlation coefficient (noted RS,T ) of the populations S and T obtained by normalization of the 
correlation:  
 
TS
TS
TS EE
C
R
•
= ,, , where RS,T =1 if and only if S and T identical. The correlation and the correlation coefficient 
can be applied to any number of population having in common the characteristics γ1, γ2, ..., γn by extending the 
formulas with the corresponding weights. 
 
6. Conclusions and Remarks 
 
When we make use of social entropy to measure and characterize the social system we must determine 
the conditional probabilities, and we can say that this is very hard be realized when the conditioning involves 
more than two conditioning statuses. If we have the complete probability system then we can apply the 
computation formula and see the difference from maximum entropy. If we make reference to the Bailey’s 
PILOTS framework we have in fact the population distributed over all other five categories, or in other words we 
have at least five conditionings that must be considered when computing the corresponding conditional 
probabilities, to which added GRA level (other three) and the nexus level. When using the informational energy 
we have a common characteristic, the population itself, which is distributed over the categories of the framework 
and GRA via the nexus level. Inside of each projection we can also distribute over any other required 
characteristics. The frequencies determined are used as source for informational energy and correlation 
coefficient determination. Thus, instead computing the conditional probabilities is easy to determine the 
frequencies in each category and to compute the informational energy and the correlation coefficient. The 
outlined characteristics shows in fact that informational energy uses as source of data the normal statistical 
measurements used to characterize the evolution of a society, an economy, a group of countries etc and that every 
country must measure and maintain. It can be directly applied to measure, similarly to entropy, the disorder 
degree of a system together with the degree of interdependencies of his observed parts by intermediate of the 
coefficient of correlation. The informational energy measurements don’t exclude or completely replace the usage 
of entropy and valuation of that for a given system. They can be used together and valuated on the available data 
source on an efficiency basis. 
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