Given the corrugation of the mica surface and the imaging process which is dominated by hydration interactions between the tip and the interface 1-5 , it is not possible to distinguish clearly 3 levels in the height histogram (a). However, fitting of the height distribution with a Gaussian distribution (red curve) is not satisfactory and the fitting differ significantly is only the central part of the distribution is selected (blue dashed curve). The residuals (b) of a global fit (with red curve) show three distinct maxima (arrows in b) that can be ascribed to the different levels in Figure 2 . Based on the levels identified in (b) the kinetic data can be leveled in three levels. When this analysis is conducted on the raw data (c), the result is qualitatively very similar to un-processed data (Fig. 2a) hence validating the approach. The same analysis conducted on site-averaged data (d) does not show significant differences. The scale bar is 3 nm in (c-d). Measurements in KCl show remarkably stable imaging conditions, as could be expected from its similarity with Rb + in terms of hydration 5 . The distinction between different surface levels is not as clear as in RbCl but slow dynamical changes (>5 s) can be seen. Results in NaCl and CaCl 2 are considerably noisier and an interpretation of the dynamics is less straightforward. This is to be expected considering the multiple hydration states of the ions 6, 7 . The measurement in CaCl 2 , show that Ca 2+ ions can adsorb either in the main sites (yellow arrows) or in interstitial sites (red arrows), between mica's ditrigonal cavities, a result consistent with the literature [6] [7] [8] . Since interstitial adsorption was not observed for Rb + and K + , this result, confirms that the brightest level visible in the measurements are indeed due to the adsorbed metal ions. However, given the presence of multiple hydration states, no time analysis was conducted for the ions shown here. (Fig.  2a) is obtained by stitching together consecutive scan lines acquired over a same site along the mica's (100) direction. Each line is 'flattened' by subtracting any tilt and occasional noise spikes are removed (a). The first step of the analysis is to track each site separately throughout the experiment, taking into account any possible drift. A line-by-line Fourier analysis allows clear identification of the underlying mica lattice for each scanned line (b). The routine used for this analysis distinguishes sites (white lines) from inter-site locations (black lines). For each scan line, the region associated with a given site (i.e. between two adjacent black lines) is then averaged to reduce noise (c). The evolution of each site is then obtained by following the average height value along the white lattice lines visible in (c). Stitching end to end the evolution of each site for the whole series provide a singe kinetic trace containing all the information (d). Here the kinetic trace shown in (d) compiles the information of two series conducted during a same experiment resulting in about 30 min × site information, but retaining the 25 ms time resolution. This approach allows full use of the AFM data so as to provide meaningful statistics. The kinetic trace is then analyzed using a standard thresholding approach, presented hereafter in figure S5 Figure S5 : Analysis of the kinetic information extracted in figure 2. Using a given threshold height, statistics is derived on the duration of each time interval during which the height of the kinetic trace is continuously above the threshold (a-b). For the analysis, the distribution of these 'ion residence intervals' can be fitted with a triple exponential decay (a), here for a threshold value of -0.1 nm. The first timescale is invariably τ 0~2 5 ms (here imposed) and reflects fluctuations between two consecutive scan lines. It is therefore an instrument-related timescale and does not contain information about the system. The second τ 1 and third τ 2 timescales reflect genuine information about the system, interpreted as related respectively to Rb + dynamics and surface hydration dynamics. Fitting with a triple exponential is however prone to convergence issues and the same results can be derived via a more robust approach (b). The kinetic trace is corrected so as to exclude any height fluctuations shorter or equal to 25 ms (effectively the first point on the curve) which are replaced by an interpolation between the previous and successive points. The resulting statistics (b) can be reliably fitted with a double exponential, yielding identical values as in (a) within error. The effect of the selected threshold height was systematically investigated with (c) showing the fraction of the surface above the threshold value. The grey interval highlighted in (c) indicates the threshold values for which τ 1 and τ 2 have been calculated in (d). Results show little dependence on the threshold value (d), reflecting the reliability of the findings. The dotted black line in (d) is the time constant derived from a single exponential fit which provides a value close to τ 1 . Generally, higher times constants are observed for lower threshold, suggesting that the slower processes linked to the lower surface levels (Fig. 2a) . Consistently, for threshold values above ~0.1, τ 2 tends to converge to the value of τ 1 , indicating that the higher level is dominated by τ 1 . The fitting parameters for (a) are summarized in Table S6 . Note: SD is for standard deviation. The parameters with a zero error are constrained. Table S6 : Fitting parameters obtained from the fitting presented in Fig. 2e and Fig. S5a with a threshold value of -0.1 nm. The equation used for the fitting is an exponential with 3 timescales:
where is the probability to observe a certain time interval of duration and ! , ! , and ! are the 3 pre-factors associated respectively with the 3 timescales ! , ! , and ! . The use of a triple exponential function is often subject to convergence problems due to the large number of parameters, unless some constrained are applied. The statistical analysis was hence conducted primarily with the method described in Fig. S5a -b, using a double exponential fitting that excludes the initial point associated with the 25 ms timescale (see Fig. S5 and caption).
The derived values of the pre-factors ! and ! typically show a ratio of ~10-50. Their evolution across the probed threshold interval of is shown in Fig. S7 . For the larger threshold value, less residence intervals are effectively included in the statistics and the fitting procedure tends to aggregate the data associated with ! and ! . In other words, ! appears to increase at the cost of ! . Generally, given the convergence issues associated to the triple exponential fitting, and a larger sensitivity of the pre-factors to the initial fitting conditions, the emphasis was placed on the timescales in the statistical analysis. The timescales were found to be considerably more robust and less dependent on the fitting conditions. The table also gives the non-rounded timescales values with their standard deviation from fitting. The 'real' error was calculated from statistical variability of the timescales across the interval of thresholds probed. It is represents half a standard deviation. Taking half a standard deviation is justified by the broad width of the interval; it is equivalent to about a full standard deviation for an interval of ±0.1 nm around the threshold selected, where the timescales are the less variable. Figure S7 : Evolution of the pre-factors ! , ! , and ! are the 3 associated respectively with the timescales ! , ! , and ! as a function of the threshold (a). The ratio between ! , and ! is shown in (b), with a typical value of 10-50. The order of magnitude difference between ! , and ! reflects the larger statistical number of short residence intervals ! over ! . This should however be considered keeping in mind that the total duration of the event considered (described by intervals ! or ! ) is comparable since ! is about an order of magnitude larger than ! . The analysis of the pre-factors is less reliable than that of the timescale due to the fact that they are more prone to diverge in the fitting process. Figure S8 : Evaluation of the tip drift rate perpendicular to the scanning direction. The yellow dashed lines show transition points where the scanning tip drifts from a row of lattice sites (dashed blue lines) to the adjacent row (green dashed lines). Due to the hexagonal mica lattice, the two adjacent rows are offset by half the lattice periodicity (~ 0.26 nm). The transition (yellow dashed lines) therefore translates as a sudden vertical shift of ~ 0.26 nm in the imaged profiles. After the transition, new sites appear occupied while previously occupied sites appear suddenly vacant, confirming that tip images a different lattice row. Assuming a drift distance of 0.52 nm between two subsequent transitions and knowing the associate time lapse T perp. , it is possible to derive an upper estimate for the drift rate D perp. perpendicular to the scan direction. We found D perp. ~ 9 pm/s (T perp. = 117±20 s). The value of T perp. varied between measurements suggesting that the drift is not continuous and unidirectional, but oscillate around an 'equilibrium' position similarly to the parallel drift. We note that this remarkable stability is, on our opinion, due to the excellent temperature control (better than 0.1 C) and the design of the AFM. These experiments allow us to fully exclude drift as a potential influence on our results since most sequences are shorter than T perp. . Drift parallel to the tip scan direction is also unimportant because the analysis procedure tracks the evolution of each site with time (Fig. S4) , and hence compensates for parallel drift. The data presented in this figure comes from a single continuous sequence acquired at 40 Hz in 1 mM RbCl. The scale bar is 3 nm. Fig. S4 , the analysis with a single exponential (black dotted) curve is also provided. Generally, the existence of two levels and the fact that height variations are close to the measurement noise levels pushes this type of analysis to its limit, especially at higher threshold values where more data is excluded from the analysis and noise has more impact. A transition is visible around -20 pm, above which the results are mostly dominated by noise. This is confirmed by the identical values derived for τ 1 and τ 2 at -3 pm. The timescales derived at threshold values < 20 pm are significantly larger than for RbCl-containing solutions. The inset (c) shows the fraction of the surface above the threshold as a function of the threshold value.
Figure S11: Example of kinetic measurements acquired at different temperatures. In each case, 30 s of continuous recording are shown. Occasional jumps in the resolution are visible, but they do not significantly affect this analysis since their frequency is much lower than that of ionic adsorption/desorption. All the data was acquired during a single set of experiment and with a same tip. Detailed analysis of the measurements is presented in Fig. S7 . Figure S12 : Effect of temperature on the kinetics of the interface in the presence of RbCl. In order to allow meaningful and direct comparison between thresholding over all the sets of data, the height distribution of each set of kinetic data is normalized to a reference Gaussian curve (a). This necessary since each scan line has been corrected for tilt, thereby affecting its absolute height. The shape of the height distribution is however slightly different in each case, with a large tail on the right for colder temperatures. This is visible when plotting, for each temperature, the surface fraction above a given threshold value (b). A more abrupt decrease of the surface fraction with increasing threshold values is seen for higher temperatures. Since the height has been normalized, all the curves in (b) intersect in a same point near H~0.1. This 'isosbestic point is not at H=0 due to the ion-induced asymmetry in the height distribution that bias the renormalization process. The region of the curves > H~0.1 reflect the height of the hydration water and adsorbed Rb + ions. Examining the evolution of the surface fraction above H as a function of temperature for given H values > 0.1 exhibits an Arrhenius-type behavior (inset in b). Here we plot, for given threshold values H, the observed surface coverage as a function of the Arrhenius factor. Since most of the coverage is attributed to hydration water, we used the thermally weighed water-mica absorption enthalpy [9] [10] [11] (~45 kJ/mol). However, a qualitatively similar results can be achieved if using instead the in the Rb + adsorption free energy in water 5, 12 ((~20 kJ/mol). Regardless of the threshold value, a same proportionality can be seen between coverage and Arrhenius factor (same slope of the fit, within error).
The characteristic timescales τ 1 and τ 2 calculated from the kinetic traces show little dependence on temperature for a wide range of height thresholds H (c-d). Generally, the timescales tend to decrease with increasing H since higher thresholds emphasize faster adsorbing/desorbing Rb + ions over the slower dynamics of hydration water and H 3 O + in the statistics. For the higher temperatures τ 2 can decrease rapidly past H~0.1, often converging to values close to τ 1 due to the smoother mica surface, making the distinction between the two timescales difficult. An example of analysis is shown in (e) for the data at 35°C with a threshold of 0.1. Both τ 1 and τ 2 are smaller than found in Fig. 2 . This is to be expected since this relatively high threshold skews the analysis to lower timescales by strongly limiting the influence of H 3 O + . All the data was acquired over a same experiment and with a single cantilever/tip. Figure S13 : Kinetic experiment conducted with a different AFM and cantilever/tip than used in the rest of this paper (Multimode Nanoscope IIIA, Bruker, Santa Barbara with a cantilever Olympus RC800PSA, Tokyo, Japan). It serves as a control, to ensure that the results are not dependent on the measurement setup. The system is less sensitive and less stable the Cypher and the time resolution is more limited. Kinetic measurements can nonetheless be conducted (a), providing similar results. (a). Due to drift, only short trace fragments can be extracted (inset, a), limiting the thresholding analysis to shorter timescales, as in Fig. 2b . The result show little dependence on the choice of threshold value (b) selected here as multiple of the Root Mean Square value of the trace. The averaged timescale derived is always τ1=115±32 ms (varying from 120±10 ms at 4×RMS to 162±5 ms at 10 RMS). Operating at different scan rates (c) yields similar values (between 71±5 ms and 180±20 ms), further confirming the robustness of the result. The study was conducted in 2.5 mM RbCl, ensuring a low apparent surface coverage 5 . As in Fig 2, the scanning direction was set in registry with the mica lattice, along the [100] direction. Part of the image shown in (a) is adapted from Ricci et al 5 (supplementary Fig. 3 ).
Figure S14: Quantification of the tip drift on the multimode IIIA AFM. An approach identical to that described in Fig. S8 is used: the tip repeatedly scans over the same line. In first approximation, the drift vector (supposed here nearly constant in time and space) has two components: one parallel and one orthogonal to the scan direction (the red arrow in the figure) . The drift component parallel to the fast scan direction results in the lattice sites forming oblique lines in time, as opposed to horizontal line. The component perpendicular to the fast scan direction produces an abrupt vertical offset (i.e. an offset parallel to the scanning direction) every ~10 seconds. The magnitude to this offset corresponds to half a lattice site, indicating that the tip has drifted to an adjacent lattice row from its initial position (cartoon). From this interpretation, we can calculate a drift vector with ~80 pm/s parallel to the fast scan direction and ~50 pm/s in the orthogonal direction. The time error resulting from such a drift is negligible in our measurements. Moreover line profiles compensate for the drift parallel to the fast scan direction, and are taken in regions without 'drift transition'. Note that the scanning rate is about twice slower than with the Cypher AFM (Fig. S8 ).
