In this paper, a method is proposed for the minimum-time travel of a fixed-wing aircraft along a prescribed geometric path. The method checks the feasibility of the path, namely, whether it is possible for the aircraft to travel along the path without violating the state or control constraints. If the path is feasible, the method subsequently finds a semi-analytical solution of the speed profile that minimizes the travel time along the path. The optimal speed profile is then used to time parameterize the path and generate the state trajectory along with the control histories via inverse dynamics. Two algorithms for the time-optimal parameterization are proposed. Numerical examples are presented to demonstrate the validity, numerical accuracy, and optimality of the proposed method. = maximum bank angle, rad ϕ min = minimum bank angle, rad ψ heading angle, rad
O PTIMAL control techniques allow the computation of optimal (and hence feasible) aircraft trajectories using realistic dynamics, subject to state and control constraints [1] [2] [3] [4] . Such approaches are based necessarily on the numerical solution of the optimal control problem. Although such purely numerical solutions can deal with high-fidelity aircraft models, they are typically plagued by convergence issues, and they are thus not amenable to onboard and real-time implementation. The convergence of the solution depends heavily on the quality of the initial guess of the time histories of both the state and control variables. A good initial guess can help the solution converge much faster. A bad initial guess will hinder convergence or even lead to divergence of the overall numerical scheme. In general, it is not easy to obtain a set of state and control histories that are consistent with the aircraft dynamics and that satisfy the given constraints and boundary conditions. In addition, optimal control solutions based completely on numerics do not offer any useful insights about the problem itself. Such insights are possible only through a detailed analysis of the optimality conditions, which can reveal the optimal switching structure of the problem.
In this paper, an alternative approach is proposed to compute minimum-time suboptimal aircraft trajectories. Borrowing ideas from the motion-planning literature, the optimal trajectory generation problem is divided into two separate, albeit closely related, layers. At the first layer, an obstacle-free, geometric path to be followed by the aircraft is computed. In the second layer, the optimal velocity profile is found for the aircraft to follow the given path in minimum time such that the state and control constraints are satisfied. This problem decomposition bypasses the solution of the complete time-optimal control problem and is numerically very efficient. Because both the optimal path generation problem and the time-parameterization problem can be computed very efficiently, replanning can be used to search for the actual optimal trajectory by locally modifying the original path [5, 6] . Because there is a plethora of algorithms to construct obstacle-free geometric paths in the configuration space [7] [8] [9] [10] , in this paper, we will deal exclusively with the optimal velocity profile generation layer. The resulting reduction in the problem dimensionality allows one to analyze in great detail the necessary optimality conditions and hence characterize the optimal switching structure for this problem.
Apart from its utility as a stand-alone approach to generate feasible minimum-time suboptimal paths in a numerically efficient manner, the proposed method can also be used to construct good initial guesses for a complete trajectory optimization solver, thus helping improve their convergence rate [11] .
The hierarchical decomposition of the feasible trajectory generation problem to a geometric and kino-dynamic layer is well known in the motion-planning literature, where several methods, including concatenations of Dubins's path primitives, potential field methods, etc., have been used to construct obstacle-free geometric paths in the configuration space [7] [8] [9] [10] . These approaches typically do not provide the control histories required for maneuvering the vehicle to follow the given path. Instead, the actual implementation (i.e., path following) is left to a trajectory tracking controller (or human pilot), which generates the required control commands to follow the path after a suitable time parameterization along the geometric path is imposed. However, because most of these path-planning methods are at the kinematic level, they do not account for the dynamics of the aircraft, and hence the feasibility of the resulting trajectory is not guaranteed a priori. In other words, it is possible that no control exists that allows the aircraft to follow the proposed path without violating the control or state constraints. The methodology proposed in this paper remedies this inconsistency by checking the feasibility of the given path, based on the given state and control constraints. Hence, it can be used equally well as a postprocessing tool for pure geometric/ kinematic planners for checking the feasibility of the generated path. Specifically, the approach may be used as a bridge between geometric path-planning methods and numerical optimal control methods to improve convergence of a nonlinear programming (NLP) solver. The geometric path given by the geometric planner can be optimally time parameterized to obtain the corresponding state and control histories, which can then be passed to the NLP solver as an initial guess. Compared with other feasible initial guess generation methods, however, such as [12] , the method introduced in this paper seeks not only feasibility but also optimality of the timeparameterized path.
It should be pointed out that the problem of the time parameterization along a given geometric path has been extensively analyzed in robotics literature. For the case of robotic manipulators, for instance, it has been shown that the control is bang-bang when the speed limit is not active [13] . In this paper, it will be shown that a similar result holds for the optimal thrust input of a fixedwing aircraft following an a priori given path in minimum time. Although the bang-bang form of the control for robotic manipulators has been proved in [13] , the switching structure between the upper and lower control bounds has not been studied, despite the fact that the appropriate structure has been used implicitly in the algorithms proposed in [13] [14] [15] [16] [17] . References [14] [15] [16] [17] take advantage of the Lagrangian form of the dynamics of a fully actuated robotic manipulator to compute the required speed profile for the manipulator to move along a specified path in minimum time. In this paper, the switching structure of the optimal thrust profile is completely characterized using the necessary conditions for optimality resulting from the application of Pontryagin's maximum principle.
The contributions of the paper can be summarized as follows: First, it is shown that the problem of the optimal time parameterization of a geometric path for a fixed-wing aircraft can be converted to a constrained scalar functional optimization problem by decoupling the controls. Analytical expressions of the aircraft allowable velocity region are provided. This feasibility region is characterized by the imposed constraints, such as the bank angle and lift coefficient constraints. Second, a semi-analytic solution to this scalar optimal control problem is obtained by applying Pontryagin's maximum principle. Specifically, the optimal switching structure is characterized. Third, two algorithms are presented for generating the optimal speed profile, and hence also the profile of the optimal thrust, in a numerically efficient manner. Finally, it is shown using numerical examples that the developed theory can be used to construct the optimal solution. By comparing the results against the optimal solution obtained by a standard NLP solver, it is shown that the proposed methodology indeed predicts the optimal switching structure.
II. Aircraft Model
Let a path in the three-dimensional space, parameterized by the path coordinate s, be given as follows: x xs, y ys, z zs, where s ∈ s 0 ; s f . The main objective of this paper is to find a time parameterization along the path, that is, a function st, where t ∈ 0; t f such that the corresponding time-parameterized trajectory xst; yst; zst minimizes the flight time t f . It is assumed that xs, ys, and zs are continuously differentiable and piecewise analytic. ‡ Consider the following equations of motion for a point-mass model of a fixed-wing aircraft [19] :
where x, y, z are the coordinates defining the position of the aircraft, v is the speed, ρ is the air density (varying with altitude), γ is the flightpath angle, ψ is the heading angle, and ϕ is the bank angle. In this model, the lift coefficient C L , the bank angle ϕ, and the thrust T are the control inputs. The aerodynamic lift force
where C D 0 and K are parameters describing the aerodynamics of the aircraft, and S is the main wing surface area. In general, C D 0 and K depend continuously on the Mach number. Henceforth, it will be assumed that C D 0 and K are continuous functions of the airspeed and the path length s. Because the given path is naturally parameterized using the path coordinate s instead of time, the equations of motion can be rewritten with respect to s as follows (where the prime denotes differentiation with respect to s):
x 0 cos γ cos ψ (7)
where the following relations have been used for deriving Eqs. (7) (8) (9) (10) (11) (12) : ‡ A function is piecewise analytic if it is defined on a collection of subintervals, such that its restriction on the closure of each subinterval (possibly after continuation) is analytic [18] . This is a rather weak assumption. Concatenations of piecewise polynomials or spline functions, for example, satisfy these conditions. Note that this definition allows for a piecewise analytic function to be discontinuous at the boundaries of the subintervals; at these points, however, the limits from the left and the right of the function and its higher order derivatives exist. 
Note that the flight-path angle γ and the heading angle ψ are purely geometric variables. Therefore, once a three-dimensional path xs; ys; zs is given, these variables and their derivatives with respect to the path coordinate can be computed from Eqs. (17) and (18) . It is clear from the previous expressions that the continuous differentiability of x, y, z implies the continuity of x 0 , y 0 , and z 0 . It is also assumed that the fixed-wing aircraft flight-path angle is always between −π∕2 and π∕2, a reasonable assumption for civil fixed-wing aircraft, which are the main focus of this paper. Note that x 0 0 , y 0 0 , z 0 0 , γ 0 , ψ 0 , and v 0 are allowed to be discontinuous.
To time parameterize an arbitrary path, it is sufficient to obtain the history of the speed vs with respect to the path coordinate s. After the optimal speed profile v s is obtained, the corresponding optimal time-parameterized trajectory can be calculated by integrating Eq. (13) . Specifically, let t ∶ s 0 ; s f → 0; t f be the bijective mapping between the path coordinate and the corresponding time coordinate along the optimal solution. Then t s denotes the time at which the aircraft arrives at the position corresponding to the path coordinate s. Since dt ds∕v s, it follows that the optimal time profile along the path is given by
The optimal time parameterization of the geometric trajectory xs; ys; zs is then given by x t; y t; z t xt −1 t; yt −1 t; zt −1 t
It will be shown in Sec. V that the optimal thrust profile T s along the path can be determined once v s is known. Subsequently, the other controls can be recovered through inverse dynamics as follows:
Obviously, the key to the optimal time-parameterization along a geometric path is the optimization of the speed profile along the given path. Next, it will be shown how the state and control constraints of the problem can be mapped to a set of admissible velocity profiles in the s − v 2 ∕2 plane. Later on, the optimal speed profile is found by solving a scalar functional optimization problem. The solution of the latter problem will provide the optimal time parameterization along the given path.
III. Admissible Kinetic Energy Set
It is required that the lift coefficient C L , the bank angle ϕ, and the thrust T must stay within certain ranges during the whole flight, namely,
ϕs ∈ ϕ min s; ϕ max s; Ts ∈ T min s; T max s; ∀ s ∈ s 0 ; s f (19) where C L min , C L max , ϕ min , ϕ max , T min , and T max are piecewise analytic functions of s. These constraints account for limitations on the control inputs, which may vary along the path. It is also required that the aircraft speed satisfies the bounds vs ∈ v min s; v max s, where v min and v max are piecewise analytic functions with v min s > 0 for all s ∈ s 0 ; s f . It is further assumed that C L min s ≤ 0 ≤ C L max s, −π∕2 < ϕ min s < 0 < ϕ max s < π∕2, and 0 ≤ T min s < T max s, for all s ∈ s 0 ; s f , and that the flight-path angle satisfies γs ∈ −π∕2; π∕2 for all s ∈ s 0 ; s f . These are generic conditions for a civil fixed-wing aircraft in normal flight conditions and will help simplify notation and subsequent analysis. More general formulations of the bounds are possible. For example, the maximum thrust can be chosen as a function of both the airspeed and altitude [i.e., T max T max v; s] without affecting the validity of the approach in this paper (see the numerical example in Sec. VI.A at the end of the paper). Such a constraint can be handled without changing the conclusions. For simplicity, however, the analysis in the next section assumes constant maximum thrust.
Let E ≜ v 2 ∕2 be the kinetic energy per unit mass of the aircraft. Also, let E max s v 2 max s∕2 and E min s v 2 min s∕2. In the sequel, the specific kinetic energy E will be used in lieu of the aircraft speed v to simplify the ensuing analysis. The constraint on the speed of the aircraft requires that E min s ≤ Es ≤ E max s for all s ∈ s 0 ; s f .
A. Lift Coefficient Constraint
From Eqs. (11) and (12), one obtains
which can be rewritten as
Eliminating ϕ from Eqs. (22) and (23), and replacing v 2 with 2E, one obtains
The other solution is omitted because it is always negative. Note that
where
The given path xs; ys; zs is infeasible if Eq. (26) is not satisfied, owing to insufficient lift. When Eq. (26) holds, and because the right-hand side of Eq. (24) is a monotonically decreasing function with respect to C 2 L , the limits on the lift coefficient impose a lower bound on the kinetic energy E as follows:
In other words, if the problem is feasible, Eq. (29) provides a lower bound on the allowable speed, whereas the bounds 
B. Bank Angle Constraint
To consider the effect of the bank angle constraint on the specific kinetic energy E, the lift coefficient C L should be eliminated from Eqs. (22) and (23) to form an algebraic equation involving ϕ and E. However, two special cases need to be considered before proceeding with such an elimination: the case when C L s 0, and the case when 2γ 0 s g cos γs∕Es 0, for some s ∈ s 0 ; s f . If C L s 0 for some s ∈ s 0 ; s f , then the lift is zero and the bank angle ϕ is indeterminate. In this case, the bounds ϕ min s ≤ ϕs ≤ ϕ max s on the bank angle ϕ do not constrain the specific kinetic energy at s. Similarly, note that 2γ 0 s g cos γs∕Es 0 may hold only if γ 0 s < 0. If 2γ 0 s g cos γs∕Es 0, then Es is uniquely determined, regardless of the value of the bank angle at s (i.e., the bank angle has no effect on E). Therefore, only the cases with C L s ≠ 0 and 2γ 0 s g cos γs∕Es ≠ 0 for some s ∈ s 0 ; s f need to be considered, leading to the following equation:
Solving for E from Eq. (30) yields
The positivity of Es requires that g 2 ϕs; γs; γ 0 s; ψ 0 s > 0 for all s ∈ s 0 ; s f , otherwise the path is infeasible. If g 2 ϕ; γ; γ 0 ; ψ 0 > 0 along the given path, the constraints on E due to the bank angle bounds can be determined as follows: 1) When ψ 0 s 0, Eq. (30) implies that ϕs 0, and the bounds of ϕ impose no constraints on Es.
2) When ψ 0 s ≠ 0, two cases need to be considered: 2a) If γ 0 s 0, and since γ ∈ −π∕2; π∕2, it follows that cos γ ≠ 0, and Es g 2 ϕs; γs; γ 0 s; ψ 0 s − g tan ϕs 2ψ 0 s
The condition g 2 ϕs; γs; γ 0 s; ψ 0 s > 0 requires that ϕsψ 0 s < 0. The constraint on ϕ then leads to the following upper bound on the specific kinetic energy E: 
Equations (32), (37), and (38) define the admissible values of Es limited by the bank angle.
C. Summary of Algebraic Constraints
In the previous two sections it has been shown that the lift coefficient and the bank angle constraints can be reduced to a series of algebraic constraints on the value of the specific kinetic energy E along the path. Summarizing these results, for feasibility, the specific kinetic energy profile E must satisfy either one, or both, of the following two constraints. Consequently, the given geometric path is feasible only if there exists a continuous function E, whose graph lies entirely in W, while connecting the initial and final boundary conditions. It is always assumed that s 0 ; Es 0 ∈ W and s f ; Es f ∈ W, otherwise the problem is clearly infeasible. It should be noted that, although only control and speed constraints are considered in this paper for the sake of brevity, addressing additional constraints is possible as long as these constraints can be converted into algebraic constraints on E. For example, it can be shown that an upper bound on the load factor L∕mg ≤ n max is equivalent to an upper bound on E as follows: The details are left to the interested reader.
D. Topological Properties of the Admissible Velocity Set
Before proceeding with the determination of the optimal velocity profile inside the admissible velocity set W, some observations regarding the topological properties of W and its boundary are in order. [20] . Consequently, there can only be a finite number of "holes" in W.
1) If
4) Suppose W is not simply connected, but it rather has m holes. In this (rather rare) case, W can be decomposed as the union of 2 m simply connected subsets, as illustrated in Fig. 1 for the case when m 1. After such a decomposition, each subset is searched for an optimal kinetic energy profile candidate using the approach described later on in the paper. Once all possible (at most 2 m ) candidates have been obtained, they are compared to identify the unique optimal kinetic energy profile for the original set W.
This paper focuses on the simple (and most common) case when W is simply connected and hence W is defined by algebraic constraints of the form g w s ≤ Es ≤ g w s, s ∈ s 0 ; s f , where g w and g w are appropriately defined piecewise analytic functions.
E. Thrust Constraint
From Eqs. (10), (22) , and (23), the following equation is obtained: Note that
With a minor abuse of notation, the preceding equation can be rewritten as a constraint on the derivative of E as follows Fig. 1 Decomposition of W when it is not simply connected. 
IV. Optimal Control Formulation
The extensive analysis of the previous section reveals that instead of working with the original dynamical system described by Eqs. (7) (8) (9) (10) (11) (12) , it would suffice to solve an optimal control problem with just one state variable E and one single control input T. In this section, it is proved that the thrust control switching structure is unique when the speed constraint is not active.
The optimal thrust profile T s and the corresponding optimal speed v s 2E s p for the minimum-time travel of a fixedwing aircraft are given by the solution to the following optimal control problem: 
where v 0 and v f are the required initial and final speed at s 0 and s f , respectively, and g w and g w are piecewise analytic functions, computed in Sec. III.
Note that the value of g w and g w can always be redefined at their (necessarily finite) points of discontinuities to make them either left or right continuous. In particular, and without loss of generality, in this paper, it is assumed that, at the point of discontinuity, the value of g w is defined so that it is lower semicontinuous, and the value of g w is defined so that it is upper semicontinuous. § The reasons for such an assumption will be explained in Sec. V. According to Pontryagin's maximum principle, depending on the sign of the switching function, the optimal control may switch between the two bounds T min , T max and the singular control when the state constraints are not active. Correspondingly, in general, the optimal control T of Problem 4.1 may contain bang-bang control, singular control, and control arcs associated with active state constraints, as described by the following expression:
where The optimal control T s is bang-bang and does not contain any switch from T min to T max on s 0 ; s f \ K.
T w s mg
Proof: Because it has been shown that a singular control does not exist, the control history must be bang-bang on s 0 ; s f \ K. It is sufficient to prove that, when the constraint (51c) is inactive, there does not exist a switching from T min to T max in the optimal control history.
To this end, suppose, on the contrary, that T contains a switching from T min to T max at some s m ∈ s a ; s b ⊂ s 0 ; s f \ K, such that
For simplicity, and without loss of generality, it is assumed that the functions c 1 , c 2 , and c 3 are continuous at s m . Let η be a small positive scalar, and let E − m s; η and E m s; η denote the trajectories passing through (s m , E s m η), with control T min and T max , respectively. From the definitions of E − m s; η and E m s; η, the following expression holds:
In the right-hand-side of Eq. (59), the absolute value of terms containing c 1 is 
Notice that, in the interval s m − ϵ; s m ϵ, the optimal specific kinetic energy profile can be written equivalently as 
The variation of the speed is shown in Fig. 2 For each j 1; : : : ; N − 1, let S j denote the trajectory obtained by forward integration with maximum thrust, starting from s j with the initial value S j s j ≜ E j , and, similarly, let S − j be the trajectory obtained by backward integration using minimum thrust, starting from s − j with the initial value S − j s − j ≜ E − j . Forward integration with T max and backward integration with T min are also computed from the boundary points s 0 and s f with initial conditions E 0 and E f , respectively, and the resulting trajectories are denoted with S 0 and S − N . All current algorithms, including those in [13] [14] [15] [16] , use a "search, integrate, and check" procedure, which gradually extend the optimal speed profile from the initial point to the final point. Following the same procedure, it is possible that, during the search process, part of the already constructed trajectory has to be discarded because it cannot intersect W later on for any allowable thrust value. To avoid such unnecessary computations, and to also improve the overall computational efficiency of the numerical scheme, it is necessary to characterize the elements in W that are part of E . Assuming feasibility of the problem, when the boundary conditions cannot be satisfied by a bang-bang control with no more than one switch from T max to T min , some elements in W corresponding to the smaller values of g w s must be active (at least at a single point) in the optimal solution because these correspond to the most stringent/ binding part of the constraint. Following this observation, two new algorithms are introduced with improved numerical efficiency for searching the optimal speed profile. The first algorithm is designed for parallel computation, whereas the second algorithm reduces the amount of computations devoted to the search, integrate, and check process.
A. Algorithm 1
Step 1) Compute g w , g w as in Sec. III.C and check the feasibility of the geometric path. Stop if the path is not feasible, otherwise proceed to the next step.
Step 2) Compute the feasible segments W j on the graph of g w following the procedure outlined in the previous section.
Step If E0 E 0 , Es f E f , and Es ≥ g w s for all s ∈ s 0 ; s f , then the optimal speed profile is given by Eq. (69). Otherwise the given path is not feasible. The optimal speed profile is given by v s 2E s p , and the corresponding optimal thrust profile T s can be computed by Eq. (46). By construction, the optimal thrust profile T s satisfies the necessary conditions given by Proposition 4.2 and Corollary 4.1. The control T is indeed optimal because it maximizes pointwise the speed, and any further increase in speed results in the violation of the speed constraint.
Note that the search, integrate, and check process is avoided in this algorithm. This algorithm can be implemented in parallel owing to the following reasons: 1) Steps 1 and 4 can be performed pointwise for different s ∈ s 0 ; s f ; 2) in steps 2 and 3, the computations of S − j and S j are independent, hence they can be computed in parallel for different j at the same time.
The following algorithm still preserves the search, integrate, and check process, but the repetition of the process is reduced to a minimum.
B. Algorithm 2
Step 1) Compute g w , g w , and check the feasibility of the geometric path. Stop if the path is not feasible, otherwise proceed to the next step.
Step k s on the corresponding domain of integration, and go to step 3.
Step 5) If g w s 0 ≠ Es 0 or g w s f ≠ Es f , then the given path is infeasible. Otherwise, the optimal speed profile is given by E g w . The difference between Algorithm 1 and Algorithm 2 (as well as the other time-optimal control algorithms in [13] [14] [15] [16] ) is illustrated in Fig. 5 . Although Algorithm 2 computes only the integrations that are involved in the construction of the optimal speed profile, the algorithms in [13] [14] [15] [16] integrate the trajectory along arcs that may be discarded later on when extending the optimal speed profile to the final point. Hence, they are in general less efficient when compared with Algorithm 2.
VI. Numerical Examples
In this section, two examples are used to test the feasibility and optimality of the proposed approach. Both examples implement Algorithm 1, for simplicity. The first example focuses on checking the feasibility of the algorithm (i.e., whether the controls given by the optimal parameterization method satisfy the prescribed bounds) and whether the aircraft can follow the given path when using these control inputs. In the second example, the given path is a minimumtime path with known time-parameterization, and it is used to confirm the optimality of the proposed method. [21] .
The control bounds are given as follows: the lift coefficient C L ∈ −0.067; 1.9, the bank angle ϕ ∈ −25; 25 deg. The maximum speed limit is 0.85 Mach, whereas the minimum speed limit is v min 60 m∕s (134.2 mph). The wing surface area is S 510.97 m 2 and the mass is m 288; 938 kg. These data correspond approximately to a Boeing 747 aircraft. The aerodynamic parameters K and C D 0 are taken from [22] . These Mach-dependent parameters are stored in look-up tables for computation. The dependence of the maximum thrust T max (N) on the altitude z and Mach number M is taken into account by the following formula:
which fits approximately to the JT9D-7F engine maximum thrust data for a total of four engines.Using the optimal timeparameterization method, the minimum-time speed profile v s was computed following the approach developed in this paper and is shown in Fig. 8 . The same profile in terms of time is shown in Fig. 9 . To arrive at the final position in minimum time, the aircraft should fly as fast as possible, however, due to the limited acceleration and deceleration capability, the optimal velocity profile cannot stay at v max all the time. Within 0 ≤ s ≤ 37 km, the upper limit of the speed is higher than 260 m∕s, but the aircraft cannot travel at this maximum speed because it would not be able to decelerate sufficiently fast, thus violating the speed upper limit within the interval 37 ≤ s ≤ 46 km, which is induced by the first left turning maneuver. Similar scenarios exist before the second turning maneuver and the final point. The total length of the path is 202.2 km, and the aircraft finishes in 1021.9 s using the optimal thrust with an average speed of 197.9 m∕s.
The state and control histories recovered from the optimally timeparameterized trajectory are shown in Figs. 10 and 11. As shown in the figures, the thrust and bank angle saturate during some phases of the flight. The saturations of the bank angle are caused by the turning maneuvers. The saturation of the thrust leads to maximum acceleration, which improves optimality.
To check the validity of this result, inverse dynamics are used to recover the state and control histories from the optimal timeparameterized trajectory x t; y t; z t. For the purpose of validation, after the control histories are calculated from inverse dynamics, they are used as control inputs to numerically simulate the trajectory from the given initial conditions. The new simulated trajectory x;ŷ;ẑ is compared with x ; y ; z in Fig. 12 .
The discrepancy between the simulated trajectory and the original input trajectory is estimated using the following relative error index:
For this example, Δ r 7.1 × 10 −4 , which is quite acceptable.
B. Time-Optimal Path
To validate the optimality of the time-parameterized trajectory, an already minimum-time landing path for a large civil aircraft was used to test the proposed method. The path is generated using DENMRA, which is a numerical algorithm solving optimal control problems with an automatic multiresolution mesh refinement scheme [23] Fig. 12 Comparison of the original geometric path (dots) and the path generated using time parameterization and inverse dynamics (line). T ∈ 0; 1126.3 kN. Constant aerodynamic parameters C D 0 0.0197 and K 0.04589 are used for this example to compute the optimal trajectory using DENMRA.
Because the state and control histories obtained from DENMRA are already time optimal, it is expected that the application of the time-parameterization method to the path corresponding to the DENMRA solution should yield the same optimal solution as that of DENMRA. The optimal parameterization method gives a total travel time of 548.0 s, which matches the final time of 546.9 s given by the DENMRA. The small discrepancy observed is attributed to the interpolation of the discrete path generated by the DENMRA and the numerical differentiation process required by the proposed method.
As shown in Figs. 13-16 , the numerical optimization result agrees very well with that of the time-parameterization method. This agreement validates the optimality of the time-parameterization method and, to some extent, that of DENMRA as well.
VII. Conclusions
This paper studies the problem of minimum-time travel of a fixedwing aircraft along a specified path. It has been proven that, within an interval in which the speed constraint is not active, there exists at most one switching, which is from maximum thrust to minimum thrust, hence the switching structure for the time-optimal control problem is unique. Constrained arcs riding on the upper bound of the admissible velocity can also be part of the optimal trajectory. The admissible specific kinetic energy set is used to characterize the domain within which the optimal specific kinetic energy profile is searched. The admissible specific kinetic energy set is generated by considering the constraints involving the aircraft speed and the remaining two controls, namely, the lift coefficient and the bank angle. Hence, a search within the admissible specific kinetic energy set naturally satisfies all state and control constraints. The optimal thrust history is then immediately determined from the optimal specific kinetic energy profile.
Two algorithms are proposed to solve for the thrust switching structure. The first algorithm can be implemented in parallel, which is difficult for other algorithms involving a sequential search, integrate, and check pattern. The second algorithm is based on the search, integrate, and check pattern, but improves its numerical efficiency by eliminating unnecessary integrations. Both algorithms are very efficient and are thus amenable to real-time implementation. These algorithms offer a computationally attractive alternative to the solution of the complete optimal control problem.
Tractability of the theoretical investigation of the optimal switching structure necessitates some simplifying assumptions on the aircraft dynamics, including small angle of attack and constant mass. Furthermore, the effects of speed brakes and the wind are not considered. In practical applications, the impact of these simplified assumptions needs to be evaluated.
Apart from a stand-alone approach for suboptimal minimum-time trajectory generation, the proposed method can also be used to construct good initial guesses for a generic trajectory optimization solver. Specifically, a geometric path can be optimally time parameterized to generate a feasible initial guess of the state and control histories, which can then be passed to the nonlinear programming solver as an initial guess for further improvement of the original path.
Finally, it is worth emphasizing that the proposed theoretical analysis is not intended as a substitute of purely numerical trajectory optimization approaches. The latter are unavoidable for high-fidelity trajectory generation. Rather, it is expected that the proposed theoretical analysis of a problem should be used hand-in-hand with solid and accurate numerical solutions to generate optimal trajectories in real time and with a high degree of confidence. 
