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Abstract
We consider a distributed multi-agent optimization problem over a time-invariant undirected graph,
where each agent possesses a local objective function and all agents collaboratively minimize the average
of all objective functions through local computations and communications among neighbors. Recently,
a class of distributed gradient methods has been proposed that achieves both exact and geometric
convergence when a constant step size is used. The geometric convergence of these methods is ensured
for conservatively selected step sizes, but how to choose an appropriate step size while running the
algorithms has not been fully addressed. The Barzilai-Borwein (BB) method is a simple and effective
technique for step sizes and requires few storage and inexpensive computations. It has been widely
applied in various areas. In this paper, we introduce the BB method to distributed optimization. Based on
an adapt-then-combine variation of the dynamic average consensus approach and using multi-consensus
inner loops, we propose a distributed gradient method with BB step sizes (DGM-BB-C). Our method
computes the step size for each agent automatically which only depends on its local information and is
independent of that for other agents, and the larger step sizes are always permissible. Our method can
seek the exact optimum when the number of consensus steps stays constant. We prove that DGM-BB-C
has geometric convergence to the optimal solution. Simulation results on a distributed sensing problem
show that our method is superior to some advanced methods in terms of iterations, gradient evaluations,
communications and the related cost framework. These results validate our theoretical discoveries.
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I. INTRODUCTION
Distributed optimization among networked agents has recently received considerable attention
due to its wide applications in various areas. Many practical problems can be described as
distributed optimization which can be formulated as minimizing the average of all local objective
functions f(x) = 1
n
∑n
i=1 fi(x), where fi(x) is the local objective function only known by agent
i, and x ∈ Rp is a decision vector. In particular, we focus on the scenarios where function
fi is convex and continuously differentiable, and the agents are connected thought a time-
invariant undirected graph. Typical examples include distributed machine learning [1], [2], model
predictive control [3], distributed spectrum sensing [4], formation control [5], [6], multi-agent
target seeking [7], wireless networks [8], [9], power system control [10], sensor networks [11],
and so on.
The research on distributed optimization can be traced back to the seminal works [12], [13] in
the 1980s. With the emergence of large-scale networks, distributed optimization methods have
attracted tremendous interest of researchers [14]–[21]. The most popular choices are distributed
gradient descent methods [14]–[16], distributed dual decomposition [17] and decentralized alter-
nating direction method of multipliers (ADMM) [18], [19]. In [17]–[19], these methods are based
on Lagrangian dual variables and have been shown to have nice convergence rates, but these
methods need to minimize a Lagrangian-related function to obtain the primal and dual variables
at each iteration, which causes a high computation burden. Compared with these methods,
distributed gradient methods involve less computational cost and are easy to implement. In this
paper, we focus our discussion on distributed gradient methods. For the earlier distributed gradient
methods [14]–[16], in order to ensure to converge to the exact solution, these approaches need to
utilize a diminishing step size, which may result in a slow rate of convergence. With a constant
step size, these methods can be fast, but they only converge to a neighborhood of the exact
solution. Recently, distributed gradient methods have achieved significant improvements, which
provide us new variants that converge linearly to the exact solution, see [22]–[32] for example.
These methods can be classified into three categories by the techniques used to ensure the exact
convergence. The first category of methods employs a multi-consensus inner loop strategy to
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3the standard distributed gradient descent (DGD) method and the number of consensus steps is
increasing at an appropriate rate [22]. The second category of methods exploits the difference
of two consecutive DGD iterates with different weight matrices to cancel the steady state error
[23], [24]. The third category of methods replaces the local gradients with the tracking gradients
built on dynamic consensus [33], which enables each agent to asymptotically learn the average
of local gradients [25]–[32]. By combining the gradient tracking technique with an adapt-then-
combine strategy, some distributed gradient methods are capable of using uncoordinated constant
step sizes for distributed optimization, such as [25], [26], [29]–[31].
Note that these distributed gradient methods perform well in practice but their geometric
convergence can only be ensured theoretically for conservatively selected step sizes. For example,
EXTRA in [23] achieves the linear convergence rate with the step size being requested to be
smaller than 2µ
L2
. In [29], using the adapt-then-combine variant of DIGing, ATC-DIGing achieves
faster convergence where the step sizes are restricted not to exceed 1
2L
. In [30], the step sizes
for the linear convergence rate in the strongly convex case should also not exceed 1
2L
. The step
sizes of AsynDGM in [31] are assumed to be smaller than 1
L
. In [32], the step sizes of FROST
for the linear convergence rate in the strongly convex case are not greater than 1
nL
. In contrast,
these methods can be faster practically with the larger step sizes as compared to their theoretical
counterparts. It remains an open question to prove linear convergence under the larger step sizes.
Moreover, how to choose an appropriate step size while running the algorithms has not been fully
addressed in these distributed gradient methods. For these methods used in practice, a constant
step size is usually tuned by hand, which may impact on their practical performance greatly.
Proposed by Barzilai and Borwein in [34], the BB method has rapidly emerged as a winning
paradigm to attack nonlinear optimization problems. The BB method is a simple and effective
technique for the choice of the step size and requires few storage and inexpensive computations.
Moreover, the BB step size does not require any parameters and is automatically computed
while running the algorithm. Many generalizations and variants of the BB method have largely
been developed, some of them have provided the corresponding convergence analysis [35]–[39].
Recent years have witnessed the successful applications of the BB method in image processing
[40], compressed sensing [41], sparse reconstruction [42], signal processing [43], nonnegative
matrix factorization [44] and machine learning [45]. These features and successful applications
of the BB method motivate us to incorporate the BB method into distributed optimization. Note
that [46] and [47] use BB step sizes in developing their distributed gradient methods with a
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4backtracking line search for solving different practical problems in distribution optimization, but
they do not provide any theoretical justifications.
The aim of this paper is to present a distributed gradient method with the BB step sizes,
which is capable of converging geometrically to the exact optimal solution. In addition, our
convergence admits larger step sizes. Based on an adapt-then-combine variation of the dynamic
average consensus approach and using multi-consensus inner loops, we propose a distributed
gradient method with the BB step sizes (DGM-BB-C). The proposed method has geometric
convergence to the exact optimal solution, which is generally much larger than the scalar 1
2L
or
1
L
requested by the aforementioned methods.
Our method computes the step size for each agent automatically which only depends on its
local information and is independent of the step sizes for other agents, which is different from
these works [29]–[31], where the step sizes are obtained by perturbing the hand-optimal identical
step size with random variables satisfying some distribution. Moreover, these methods in [29]–
[31] converge linearly to the optimal solution under the assumptions that the heterogeneity of the
step sizes is small enough (i.e., the step sizes are very close to each other), and the largest step
size meets an upper bound which is a function on the heterogeneity. However, the above two
assumptions are difficult to be both satisfied, because sufficiently small local step sizes may not
ensure small heterogeneity. Our BB step sizes do not ensure small heterogeneity, so the geometric
convergence of our method can not be proved by similar techniques. Without these assumptions,
we prove that our method converges geometrically to the optimal solution. The proposed DGM-
BB-C can seek the exact optimum when the number of consensus steps stays constant, which is
different from NEAR-DGD+ [22], where the method converges linearly to the exact optimum
with a constant step size when the number of consensus steps is increasing at an appropriate
rate. We conduct numerical simulations on solving a distributed least squares problem. We show
that DGM-BB-C is not sensitive to the choice of initial step sizes and using multi-consensus
inner loops is helpful in improving the performance of DGM-BB-C. The simulation results show
that DGM-BB-C has the lowest computation cost and communication cost to reach an ǫ-optimal
solution compared with some advanced methods.
This paper is organized as follows. Section II formally introduces the problem formulation
along with the main assumptions and describes our novel algorithm DGM-BB-C. Section III
states main convergence results. In Section IV, we provide some lemmas as the basis of the
proof of convergence of DGM-BB-C. The proof of main results is presented in Section V.
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5Section VI presents simulation results that show the efficiency of our algorithm. Finally, Section
VII draws some conclusions.
Notations: Throughout the paper, all vectors are regarded as columns if not otherwise specified.
Let each agent i hold a local copy of the global variable xi ∈ Rp. Its value at iteration k is denoted
by xik. We stack the raw version of all x
i into a single matrix x = [x1, x2, ..., xn]T ∈ Rn×p.
We introduce an aggregate objective function of local variables: f(x) =
∑n
i=1 fi(x
i) where its
gradient is denoted by ∇f(x) = [∇f1(x1),∇f2(x2), ...,∇fn(xn)]T ∈ Rn×p . Let 1 refer to a
column vector with all entries equal to one and I represent the n× n identity matrix. For any
matrix s ∈ Rn×p, we denote its average vector as s = 1
n
1T s ∈ R1×p and its consensus violation as
s−1s = s− 1
n
11T s. In addition, the gradient of f at s is denoted by ∇f(s) = 1
n
∑n
i=1∇fi(s) ∈
R
1×p. We use ρ(·) to denote the spectral radius of a square matrix. Let ‖ · ‖ represent standard
Euclidean norm for vectors, and Frobenius norm for matrices.
II. DGM-BB-C DEVELOPMENT
In this section, we firstly formulate the optimization problem along with the main assumptions.
Then we present the BB step size and describe our DGM-BB-C method.
We consider a network of n agents communicating over a time-invariant connected undirect
graph G = (V, E), where V is the set of agents, E is the collection of pairs, (i, j), i, j ∈ V ,
such that agents i and j can exchange information with each other. For each agent i, let Ni =
{j|j 6= i, (i, j) ∈ E} be its set of neighbors. All the agents collaboratively solve the following
distributed optimization problem:
min
x∈Rp
f(x) =
1
n
n∑
i=1
fi(x), (1)
where each local objective function fi : R
p → R is convex and differentiable, and known only
by agent i.
For local objective functions fi, i = 1, 2, ..., n, we make the following two standard assump-
tions.
Assumption 1 (Smoothness): For each agent i, its local objective fi is differentiable and has
Lipschitz continuous gradient, i.e., for any x, y ∈ Rp, there exists a positive constant L such that
‖∇fi(x)−∇fi(y)‖ ≤ L‖x− y‖.
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i.e., for any x, y ∈ Rp, there exists a positive constant µ such that
fi(x) ≥ fi(y) +∇fi(y)T (x− y) + µ
2
‖x− y‖2.
Constants L and µ satisfy µ ≤ L (see [48, Chapter 3] for details). It is immediately from
Assumption 2 that problem (1) has a unique optimal solution denoted by x∗ ∈ Rp.
Assumption 3: The graph G is connected and the weight matrix W = [wij] ∈ Rn×n is doubly
stochastic.
Let δ denote the spectral norm of the matrix W − 1
n
11T . By Assumption 3, we have δ < 1.
A. The Barzilai-Borwein Step Size
The iterative format of the original BB method for solving (1) takes the following form:
xk+1 = xk − αk∇f(xk), (2)
in which αk is computed by either
αk =
sTk sk
sTk zk
(3)
or
αk =
sTk zk
zTk zk
, (4)
where sk = xk−xk−1 and zk = ∇f(xk)−∇f(xk−1) for k ≥ 1. We now apply the BB step size
to distributed optimization.
B. DGM-BB-C Algorithm
Notice that the step size cannot be straightly computed utilizing the formulae from (3) and (4),
because distributed optimization methods never compute the average gradient∇f(xk). Therefore,
we need to implement the BB method in distributed fashion. Briefly speaking, at each iteration
k, we replace the global variables xk and xk−1 in (3) and (4) with local variables xik and x
i
k−1.
Correspondingly, we replace the average gradients ∇f(xk) and ∇f(xk−1) by the local gradients
∇f(xik) and ∇f(xik−1). In this way, we obtain the distributed BB step sizes:
αik =
(sik)
T sik
(sik)
T zik
(5)
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αik =
(sik)
T zik
(zik)
T zik
, (6)
where sik = x
i
k − xik−1, zik = ∇fi(xik)−∇fi(xik−1).
Now we introduce the distributed BB step sizes into distributed optimization. In our algorithm,
at iteration k, each agent i maintains three variables, namely, xik, y
i
k, α
i
k ∈ Rp. Each agent
carries out the two steps: local optimization step and dynamic average consensus step. For
local optimization step, different from [14], we utilize the adapt-then-combine strategy for local
optimization:
xik+1 =
∑
j∈Ni∪{i}
wij [x
j
k − αjkyjk], (7)
where αik is computed by (5) or (6) and y
i
k is an estimated gradient to be computed in the
consensus step. For dynamic average consensus step, in order to ensure the algorithm with
distributed BB step sizes to seek the exact optimal solution, we use an adapt-then-combine
variation of the dynamic average consensus approach to track the average of the gradients of
objective functions:
yik+1 =
∑
j∈Ni∪{i}
wij[y
j
k +∇fj(xjk+1)−∇fj(xjk)]. (8)
However, this approach does not work well because of the deviation of the two gradient estimates.
Thus, we conduct multi-consensus inner loops to make sure estimated gradients are as close to the
average gradient as possible. In particular, we use a multi-consensus inner loop strategy for local
optimization step and dynamic average consensus step, respectively. Let R be a positive integer
which is the number of inner consensus iterations. We summarize the proposed DGM-BB-C in
Algorithm 1.
Based on the previous notations, the DGM-BB-C method can be rewritten as the following
compact matrix form:
xk+1 = W
R[xk −Dkyk], (9)
yk+1 = W
R[yk +∇f(xk+1)−∇f(xk)], (10)
where Dk is a diagonal matrix and [Dk]
ii = αik is computed by (5) or (6).
Remark 1: The number of inner consensus iterations R does not need to be too large, just
make sure that it satisfies some lower bound which depends on the objective function and the
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8Algorithm 1 DGM-BB-C for Undirect connected Graph
1: Initialization: for every agent i ∈ V , xi0 ∈ Rp, yi0 = ∇fi(xi0), αi0 > 0.
2: Local Optimization: for every agent i ∈ V , computes:
xik+1(0) = x
i
k − αikyik,
xik+1(r) =
∑
j∈Ni∪{i}
wijx
j
k+1(r − 1), r = 1, 2, ..., R,
where αik is computed by (5) or (6), and set x
i
k+1 = x
i
k+1(R).
3: Dynamic Average Consensus: for every agent i ∈ V , computes:
yik+1(0) = y
i
k +∇fi(xik+1)−∇fi(xik),
yik+1(r) =
∑
j∈Ni∪{i}
wijy
j
k+1(r − 1), r = 1, 2, ..., R,
and set yik+1 = y
i
k+1(R).
4: Set k → k + 1 and go to Step 2.
underlying network through µ, L, n, δ, and an adjustable parameter vector c ∈ R3, which will
be discussed in detail in Section III.
Remark 2: If we always set R = 1 and αik = α
i (αi is a constant with different values for
different agent i) in DGM-BB-C instead of using (5) or (6), then it reduces to ATC-DIGing.
From this point of view, our method can be considered as an extension of ATC-DIGing. There
are two important differences between them.
1) Our method computes the step size for each agent automatically which only depends on
its local information and is independent of the step sizes for other agents. This is totally
different from ATC-DIGing, where the step sizes are derived from perturbing the hand-
optimal identical step size by random variables satisfying the uniform distribution and are
required to be very close to each other.
2) DGM-BB-C uses a multi-consensus inner loop strategy for local optimization step and
dynamic average consensus step, respectively, whereas ATC-DIGing does not. Due to
these modifications, the larger step sizes are always permissible in our method, i.e., the
step sizes of DGM-BB-C can be allowed to be not less than 1
L
and can reach 1
µ
. In contrast,
the step sizes of ATC-DIGing can not be greater than 1
2L
theoretically. These differences
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9ensure DGM-BB-C has a better numerical performance than ATC-DIGing.
III. MAIN RESULTS
In this section, we present main convergence results of DGM-BB-C. We start the convergence
analysis by deriving the range of the distributed BB step sizes in DGM-BB-C, and then provide
several important lemmas. Finally, based on these lemmas, Theorem 1 presents the geometric
convergence of DGM-BB-C.
Lemma 1: Under Assumptions 1-2, for all k ≥ 0 and every agent i ∈ V , the BB step size αik
computed by (5) or (6) in DGM-BB-C satisfies
1
L
≤ αik ≤
1
µ
. (11)
Proof: Firstly, we give the proof of bounds on the BB step size αik computed by (5). By
the strong convexity of local objective function fi, we obtain
(xik − xik−1)T (∇fi(xik)−∇fi(xik−1)) ≥ µ‖xik − xik−1‖2.
Thus, we have the upper bound for each BB step size αik computed by (5) since
αik =
(xik − xik−1)T (xik − xik−1)
(xik − xik−1)T (∇fi(xik)−∇fi(xik−1))
≤ ‖x
i
k − xik−1‖2
µ‖xik − xik−1‖2
=
1
µ
. (12)
By the Cauchy inequality and the L-Lipschitz continuity of ∇fi(x), one can derive that αik is
uniformly lower bounded due to
αik =
(xik − xik−1)T (xik − xik−1)
(xik − xik−1)T (∇fi(xik)−∇fi(xik−1))
≥ ‖x
i
k − xik−1‖2
‖xik − xik−1‖‖∇fi(xik)−∇fi(xik−1)‖
≥ ‖x
i
k − xik−1‖2
L‖xik − xik−1‖2
=
1
L
. (13)
Now, we give the proof of bounds on the BB step size αik computed by (6). By the L-Lipschitz
continuity of ∇fi(x), we obtain
(xik − xik−1)T (∇fi(xik)−∇fi(xik−1)) ≥
1
L
‖∇fi(xik)−∇fi(xik−1)‖2. (14)
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Thus, αik computed by (6) is uniformly lower bounded by
1
L
. In terms of the strong convexity
of local objective function fi, we have (s
i
k)
T zik > 0 . Hence, α
i
k computed by (6) will not be
greater than 1
µ
. The desired result then follows.
We define αmax=max
k≥0
{αik} and αmax=max
k≥0
{
1
n
∑n
i=1 α
i
k
}
. It is immediately from Lemma 1
that
1
L
≤ αmax, αmax ≤ 1
µ
. (15)
By the above proof, we can see that αik computed by (5) is a longer step size while α
i
k computed
by (6) is a shorter one.
In the next lemma, we establish bounds on ‖xk+1−1xk+1‖, ‖yk+1−1yk+1‖ and ‖xk+1−(x∗)T‖
in terms of linear combinations of their past values.
Lemma 2: If 1
n
∑n
i=1 α
i
k <
2
L
for all k, the following linear time invariant system inequality
holds:
vk+1 ≤ Gαkvk, ∀k (16)
where vk ∈ R3, Gαk ∈ R3×3 are defined as
vk =
 ‖xk − 1xk‖‖yk − 1yk‖
‖xk − (x∗)T‖
 ,
Gαk =

δR+δRLαmax δ
Rαmax δ
RL
√
nαmax
2δRL+δRL2αmax δ
R+δRLαmax δ
RL2
√
nαmax
L√
n
αmax
1√
n
αmax λ
 ,
λ = max{|1− µ
n
∑n
i=1 α
i
k|, |1− Ln
∑n
i=1 α
i
k|}, R is the number of inner consensus iterations, and
δ is the spectral norm of the matrix W − 1
n
11T .
Proof: See Section V.
Note that a linear iterative relation between vk+1 and vk with matrix G
α
k is established in
(16). From Lemma 1, it follows that 1
n
∑n
i=1 α
i
k ≥ 1L . If 1n
∑n
i=1 α
i
k ≤ 2L − µL2 , then λ ≤ 1− µL .
Hence, for all k, we have Gαk  Gα with
Gα=

δR+δRLαmax δ
Rαmax δ
RL
√
nαmax
2δRL+δRL2αmax δ
R+δRLαmax δ
RL2
√
nαmax
L√
n
αmax
1√
n
αmax 1− µ
L
 , (17)
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where  denotes entry-wise less than or equal to. Thus, we get that ρ(Gαk ) ≤ ρ(Gα) [49,
Theorem 8.1.18]. If ρ(Gα) < 1, then (Gα)k converges linearly to 0 at rate O(ρ(Gα)k) [49,
Theorem 5.6.12], in which case ‖vk‖ also converges linearly to 0 at rate O(ρ(Gα)k). In order
to analyze the convergence rate of DGM-BB-C, we need the following lemma, which provides
conditions that ensure ρ(Gα) < 1.
Lemma 3: ([49, Corollary 8.1.29]) Let A ∈ Rn×n be a nonnegative matrix and ω ∈ Rn be a
positive vector. If Aω < qω, then ρ(A) < q.
We now show that when the largest step size αmax satisfies (15), with the appropriate lower
bound on the number of inner consensus iterations R, the spectral radius of Gα is less than 1.
Lemma 4: Suppose that the Assumptions 1-3 hold. Consider the matrix Gα defined in (17)
with the largest step size αmax satisfying (15). Let C = Lc1 + c2 + L
√
nc3 and
∆ ≡ min{ µc1
C+µc1
, µc2
LC+2Lµc1+µc2
}, where c1, c2 are any positive scalars and c3 > L(Lc1+c2)µ2√n . If
R ≥ ⌈ ln∆
ln δ
⌉ + ϕ( ln∆
ln δ
) where ϕ(x) =
{
1, for x ∈ N+
0, for x /∈ N+
, then ρ(Gα) < 1.
Proof: In light of Lemma 3, we derive the lower bound on the number of inner consensus
iterations R and a positive vector c = [c1, c2, c3]
T from
Gα

c1
c2
c3
 <

c1
c2
c3
 , (18)
which is equivalent to the following set of inequalities
(δRLc1+δ
Rc2+δ
RL
√
nc3)αmax<c1(1−δR),
δRL(Lc1+c2+L
√
nc3)αmax<(1−δR)c2−2δRLc1,
(Lc1√
n
+ c2√
n
)αmax<
c3µ
L
.
(19)
Since the right hand side of the second inequality in (19) has to be positive, we obtain
δR <
c2
2Lc1 + c2
. (20)
It follows from (19) that
αmax < α̂, (21)
where
α̂ ≡ min
{
(1−δR)c1
δRC
,
(1−δR)c2−2δRLc1
δRLC
,
µ
√
nc3
L(Lc1+c2)
}
,
(22)
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C = Lc1 + c2 + L
√
nc3, c1, c2, c3 are positive constants and the range of δ
R is given in (20).
Since the largest step size αmax satisfies (15), one has
1
L
≤ αmax ≤ 1
µ
. (23)
In order to ensure that the range of the largest step size given in (23) is contained in the range
given in (21), we require α̂ > 1
µ
. That is,
min
{
(1−δR)c1
δRC
,
(1−δR)c2−2δRLc1
δRLC
,
µ
√
nc3
L(Lc1+c2)
}
>
1
µ
.
(24)
Combining (20) with (24), we get
δR < min
{
µc1
C + µc1
,
µc2
LC + 2Lµc1 + µc2
}
≡ ∆, (25)
and
c3 >
L(Lc1 + c2)
µ2
√
n
. (26)
It follows from (25) that R ≥ ⌈ ln∆
ln δ
⌉ + ϕ( ln∆
ln δ
) where ϕ(x) =
{
1, for x ∈ N+
0, for x /∈ N+
. The desired
result follows.
Remark 3: We observe that the parameters µ, L, n, δ can be determined when the problem and
the underlying network under study are given. With these fixed parameters, the upper bound on
the largest step size in (22) depends on what the number of inner consensus iterations R and the
adjustable parameter vector c are chosen. In order to ensure that the range of the largest step size
given in (15) is contained in the range given in (21), we notice that the values of the first and
second terms in the minimum of (22) monotonically increase as R grows. As a result, we can
first obtain a lower bound on the number of inner consensus iterations R relying on parameter c
to make sure that these terms are greater than 1
µ
. Then we pick the suitable parameter c, which
has numerous options. One of the feasible methods is to obtain the parameter c by minimizing
the lower bound on the number of inner consensus iterations R under satisfying (26). As long
as guaranteeing R to satisfy the lower bound and selecting the parameter c to satisfy (26), we
can always make sure that α̂ is greater than the upper bound on the largest step size 1
µ
given in
(15). The numerical experiments in Section VI also show that the number of inner consensus
iterations R does not need to be large enough to guarantee that the range of the largest step size
αmax given in (15) is contained in the range given in (21).
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Remark 4: Although the proof of Lemma 4 is similar to those used in some exiting distributed
optimization methods such as [28], [32], [50], it is essentially different between them. With the
range of the largest step size given, we derive the lower bound on the number of inner consensus
iterations R such that the spectral radius of Gα is less than 1, whereas in these methods [28],
[32], [50], the authors derive the range of the largest step size or the step size such that its
counterpart is also satisfied.
We now present the main convergence result of this paper in Theorem 1, which shows the
geometric convergence rate of DGM-BB-C to the optimal solution.
Theorem 1: Let the Assumptions 1-3 hold. If 1
n
∑n
i=1 α
i
k ≤ 2L − µL2 for all k, and αmax, R
are used as that in Lemma 4, the sequence {xk} generated by DGM-BB-C converges exactly to
the unique optimizer x∗ = 1(x∗)T at a geometric rate, i.e., there exists some positive constant
M > 0 such that, for any k
‖xk − x∗‖ ≤M(ρ(Gα) + ξ)k, (27)
where ξ is a arbitrarily small constant.
Proof: Applying (16) recursively, we get
vk ≤
(
k−1∏
l=0
Gαl
)
v0, (28)
Taking the norm on both sides of the above relation gives
‖vk‖ ≤
(
k−1∏
l=0
ρ(Gαl )
)
‖v0‖,
≤ ρ(Gα)k‖v0‖, (29)
Denote vk =
∑k−1
l=0 ‖vl‖, then (29) can be written as
‖vk‖ = vk+1 − vk ≤ ρ(Gα)k‖v0‖, (30)
which implies that vk+1 ≤ vk + ρ(Gα)k‖v0‖. By Lemma 4, one has that vk converges and
therefore is bounded. For any γ ∈ (ρ(Gα), 1), it follows from (30) that
lim
k→∞
‖vk‖
γk
≤ lim
k→∞
ρ(Gα)k‖v0‖
γk
≤ ‖v0‖. (31)
Therefore, ‖vk‖ = O(γk). That is, there exists some positive constant T such that, for all k
‖vk‖ ≤ T (ρ(Gα) + ξ)k, (32)
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where ξ is a arbitrarily small constant. Moreover, since
‖xk − x∗‖ ≤ ‖xk − 1xk‖+ ‖1xk − x∗‖
≤ ‖xk − 1xk‖+
√
n‖xk − (x∗)T‖
≤ (1 +√n)‖vk‖, (33)
by combining (32) with (33), we obtain that
‖xk − x∗‖ ≤ (1 +
√
n)T (ρ(Gα) + ξ)k. (34)
The desired result follows immediately by letting M = (1 +
√
n)T .
Remark 5: Theorem 1 shows that the sequence {xk} converges geometrically to the optimal
solution x∗ with proper choices of R and c. DGM-BB-C can seek the exact optimum theoretically
in which the number of consensus steps does not need to be increasing at an appropriate rate.
We will show the details on selecting the value of c and the estimation of the lower bound on
R in Section VI.
Remark 6: In Theorem 1, the geometric convergence rate of DGM-BB-C is established given
that 1
n
∑n
i=1 α
i
k ≤ 2L − µL2 for all k, where 2L − µL2 ≥ 2µ+L . It means that the average of the step
sizes of all agents for all iterations has an upper bound which is no less than 2
µ+L
. For every
agent, the step size is automatically computed while running the algorithm, and it is no less than
1
L
and does exceed the upper bound 1
µ
. Hence, the step sizes of DGM-BB-C are larger than the
scalar 1
2L
or 1
L
requested by these methods [27]–[31]. In Section VI, we demonstrate that the BB
step sizes generated by our algorithm in numerical experiments meet their theoretical bounds.
IV. AUXILIARY RELATIONS
In this section, we provide several basic relations, which are prepared for the proof of
Lemma 2 in our later analysis. An iterative equation that governs the average sequence {yk} to
asymptotically track the average of local gradients is derived in Lemma 5. Lemma 6 presents
some inequalities that are obtained directly from Assumption 1. Lemma 7 is a standard result in
optimization theory, which states that the distance to optimizer shrinks by at least a fixed ratio
in the centralized gradient method for a smooth and strongly convex function.
Lemma 5: There holds yk =
1
n
1T∇f(xk) for all k ≥ 0.
July 19, 2019 DRAFT
15
Proof: Since W is doubly stochastic satisfying 1TW = 1T , we obtain that
yk =
1
n
1TWR[yk−1 +∇f(xk)−∇f(xk−1)]
= yk−1 +
1
n
1T∇f(xk)− 1
n
1T∇f(xk−1).
Do this recursively, we have yk = y0+
1
n
1T∇f(xk)− 1n1T∇f(x0). Since y0 = ∇f(x0), one can
get y0 =
1
n
1T∇f(x0). The proof is thus completed.
Lemma 6: Under Assumption 1, for all k ≥ 0, the following inequalities hold:
(i) ‖∇f(xk+1)−∇f(xk)‖ ≤ L‖xk+1 − xk‖ ;
(ii) ‖ 1
n
1T∇f(xk+1)− 1n1T∇f(xk)‖ ≤ L 1√n‖xk+1 − xk‖ ;
(iii) ‖ 1
n
1T∇f(xk)−∇f(xk)‖ ≤ L 1√n‖xk − 1xk‖.
Proof: The results follow from the proof of Lemma 8 in [28].
Lemma 7: For any u ∈ R1×p, assume that function h(u) is µ-strongly convex and has Lipschitz
continuous gradient with constant L. Let u∗ ∈ R1×p be the global minimum of h and 0 < α < 2
L
.
Then we have
‖u− α∇h(u)− u∗‖ ≤ λh‖u− u∗‖, (35)
where λh = max{|1− αµ|, |1− αL|}.
Proof: See Lemma 10 of [28] for reference.
V. CONVERGENCE ANALYSIS
We now provide the proof of Lemma 2 in this section. We will bound ‖xk+1−1xk+1‖, ‖yk+1−
1yk+1‖ and ‖xk+1 − (x∗)T‖ in terms of linear combinations of their past values, in which way
we establish a linear system of inequalities.
Proof: Step 1: Bound ‖xk+1 − 1xk+1‖.
From (9), it follows that
‖xk+1 − 1xk+1‖
= ‖xk+1 − 1
n
11Txk+1‖
= ‖(I − 1
n
11T )WR[xk −Dkyk]‖
≤ ‖(I − 1
n
11T )WRxk‖+ ‖(I − 1
n
11T )WRDkyk‖. (36)
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Using (I − 1
n
11T )W = (W − 1
n
11T )(I − 1
n
11T ) and by the definition of δ, it follows from (36)
that
‖xk+1 − 1xk+1‖ ≤ ‖(W − 1
n
11T )R(I − 1
n
11T )xk‖+ ‖(W − 1
n
11T )RDkyk‖
≤ δR‖xk − 1xk‖+ δRαmax‖yk‖. (37)
By Lemmas 5 and 6 and due to 1T∇f(x∗) = 0, we have
‖yk‖ = ‖yk − 1
n
11Tyk +
1
n
11Tyk − 1∇f(xk) + 1∇f(xk)− 1
n
11T∇f(x∗)‖
≤ ‖yk − 1yk‖+ ‖1[
1
n
1T∇f(xk)−∇f(xk)]‖+ ‖1[∇f(xk)− 1
n
1T∇f(x∗)]‖
≤ ‖yk − 1yk‖+ L‖xk − 1xk‖+ L
√
n‖xk − (x∗)T‖. (38)
Substituting (38) into (37) yields
‖xk+1 − 1xk+1‖ ≤ (δR + δRLαmax)‖xk − 1xk‖
+δRαmax‖yk − 1yk‖+ δRL
√
nαmax‖xk − (x∗)T‖. (39)
Step 2: Bound ‖yk+1 − 1yk+1‖.
Noticing the similarity between (9) and (10), it follows from (10) that
‖yk+1 − 1yk+1‖
≤ δR‖yk − 1yk‖+ δR‖∇f(xk+1)−∇f(xk)‖
≤ δR‖yk − 1yk‖+ δRL‖xk+1 − xk‖, (40)
where we have used Lemma 6(i) in the last inequality (40). Let us look into the last term in
(40), we have
‖xk+1 − xk‖ = ‖WR[xk −Dkyk]− xk‖
= ‖(WR − I)[xk − 1xk]−WRDkyk‖
< 2‖xk − 1xk‖+ αmax‖yk‖. (41)
By combining (38), (40) with (41), one has
‖yk+1 − 1yk+1‖ ≤ (2δRL+ δRL2αmax)‖xk − 1xk‖
+ (δR + δRLαmax)‖yk − 1yk‖
+ δRL2
√
nαmax‖xk − (x∗)T‖. (42)
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Step 3: Bound ‖xk+1 − (x∗)T‖.
Since W is doubly stochastic, we have 1TW = 1T . Taking the average of (9) over i gives us
xk+1 =
1
n
1TWR[xk −Dkyk]
= xk − 1
n
1TDkyk. (43)
It follows from (43) that
‖xk+1 − (x∗)T‖
= ‖xk − 1
n
1TDkyk − (x∗)T‖
= ‖xk − 1
n
1TDkyk +
1
n
1T (Dk −Dk)1yk − (x∗)T‖
≤ ‖xk − 1
n
1TDk1yk − (x∗)T‖+ ‖
1
n
1TDk(yk − 1yk)‖
≤ ‖xk − 1
n
1TDk1yk − (x∗)T‖+
αmax√
n
‖yk − 1yk‖. (44)
Consider the first term in (44), by Lemmas 5 and 6, we derive that
‖xk − 1
n
1TDk1yk − (x∗)T‖
= ‖xk − ( 1
n
n∑
i=1
αik)yk − (x∗)T‖
≤ ‖xk − ( 1
n
n∑
i=1
αik)∇f(xk)− (x∗)T‖+
1
n
n∑
i=1
αik‖
1
n
1T∇f(xk)−∇f(xk)‖
≤ ‖xk − ( 1
n
n∑
i=1
αik)∇f(xk)− (x∗)T‖+ (
1
n
n∑
i=1
αik)
L√
n
‖xk − 1xk‖. (45)
If 1
n
∑n
i=1 α
i
k <
2
L
, according to Lemma 7, we have
‖xk−( 1
n
n∑
i=1
αik)∇f(xk)−(x∗)T‖ ≤ λ‖xk−(x∗)T‖, (46)
where λ = max{|1− µ
n
∑n
i=1 α
i
k|, |1− Ln
∑n
i=1 α
i
k|}.
Recalling the definition of αmax and by Lemma 1, we get
1
n
∑n
i=1 α
i
k ≤ αmax. Combining (45)
with (46), we obtain
‖xk − 1
n
1TDk1yk − (x∗)T‖ ≤ λ‖xk − (x∗)T‖+
Lαmax√
n
‖xk − 1xk‖. (47)
By substituting (47) into (44), one gets
‖xk+1 − (x∗)T‖ ≤ Lαmax√
n
‖xk − 1xk‖
+
αmax√
n
‖yk − 1yk‖+ λ‖xk − (x∗)T‖. (48)
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The proof is completed.
VI. NUMERICAL EXPERIMENTS
In this section, we analyze the performance of DGM-BB-C and illustrate our theoretical
findings. Our numerical experiments are based on a distributed least squares problem over
undirect graph which is generated by using the Erdo˝s-Re´nyi model with connectivity ratio rc
[51]. We use the Metropolis constant edge weight matrix W [52].
We consider a distributed sensing problem for solving an unknown signal x ∈ Rp [53]. Each
agent i ∈ {1, 2, ..., n} holds its own measurement equation, yi = Mix+ ei, where yi ∈ Rmi and
Mi ∈ Rmi×p are measured data, ei ∈ Rmi is unknown noise. We apply the least squares loss
and try to solve
min
x∈Rp
f(x) =
1
n
n∑
i=1
1
2
‖Mix− yi‖22. (49)
In our experiment, we set n = 200, mi = 20, p = 10. In order to ensure that the objective
function f(x) is strongly convex, we choose Mi such that the Lipschitz constant of ∇f(x)
satisfies L = 1 and the strongly convex constant µ = 0.5. We initialize xi0 = 0 for every i ∈ V
and choose the BB step size αik computed by (6) (the practical performance of α
i
k computed
by (5) is similar). We test the performance with rc = 0.1 and rc = 0.3, respectively. As pointed
out by Remark 3, in order to ensure that the range of the largest step size given in (15) is
contained in the range given in (21), we require that α̂ > 1
µ
, which depends on R and the
adjustable parameter vector c. As shown in Theorem 1, DGM-BB-C converges geometrically to
the optimal solution given that 1
n
∑n
i=1 α
i
k ≤ 2L − µL2 for all k. To make the condition hold, it is
sufficient to require αmax ≤ 2L − µL2 . Then, we can estimate theoretical bounds of R, αmax and
αmax and the value of α̂ as follows:
(i) For rc = 0.1, R ≥ 4 with c=[0.9240, 0.9889, 0.6453]T , αmax ∈ [1, 2], αmax ∈ [1, 1.5] and
α̂ = 2.3853.
(ii) For rc = 0.3, R ≥ 3 with c=[0.9978, 1.0737, 0.6677]T , αmax ∈ [1, 2], αmax ∈ [1, 1.5] and
α̂ = 2.2793.
We can easily observe that the number of inner consensus iterations R can be moderate to
guarantee that the range of the largest step size given in (15) is contained in the range given in
(21), which is in agreement with the theory and Remark 3.
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Fig. 1. The performance of DGM-BB-C with different αi0.
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Fig. 2. The performance of DGM-BB-C with different R on random network with rc = 0.1 and rc = 0.3.
Fig. 1 shows the performance of DGM-BB-C with different initial step size αi0 for each i
when rc = 0.1. We can see that DGM-BB-C is not sensitive to the choice of α
i
0. For different
connectivity of network, there are similar results. Therefore, DGM-BB-C has very promising
potential in practice because it generates the step sizes automatically while running the algorithm.
For different connectivity of network, Fig. 2 shows the performance of DGM-BB-C with different
number of inner consensus iterations R. From Figs. 2(a) and 2(b), we can notice that DGM-BB-
C with R > 1 is faster than it with R = 1, which illustrates the need for an additional consensus
iterations. However, this does not mean that our algorithm performs better when R is larger. It
can be observed that our algorithm with R = 4 performs best for less well-connected network,
instead of R = 3 for well-connected network.
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Fig. 3. Convergence rates comparison of different distributed algorithms with rc = 0.1.
In order to show that the proposed algorithm is more effective and comparable to some existing
advanced methods, we do the corresponding numerical experiments. We compare the convergence
rate of DGM-BB-C with several distributed algorithms, including DGD [14], NEAR-DGD+ [22],
EXTRA [23], DIGing [27], ATC-DIGing [29]. For ATC-DIGing, we firstly tune an optimized
identical step size by hand for all agents, which is 1
L
in our experiment and then perturb it by
random variables satisfying the uniform distribution over interval (0.6, 1.2). For DGM-BB-C,
we set αi0 = 1.4 and R = 4 for rc = 0.1 and R = 3 for rc = 0.3. The step sizes employed in
other algorithms are hand-optimized. We also analyze the convergence rate of DGM-C, which is
a practical variant of DGM-BB-C. DGM-C uses the same step size rule as that of ATC-DIGing
instead of using the BB step sizes.
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Fig. 4. Convergence rates comparison of different distributed algorithms with rc = 0.3.
In Figs. 3 and 4, we plot the relative error ‖xk−x∗‖/‖x0−x∗‖ with respect to: (i) iterations,
(ii) number of gradient computations, (iii) number of communications, (iv) cost (as described
in [22] with cc = cg = 1). DGM-C performs better than ATC-DIGing which suggests that doing
inner loops of consensus iterations can improve the performance of the algorithm. It follows
from Figs. 3 and 4 that DGM-BB-C has the smallest number of iterations, gradient computation,
and communication, and the lowest adaptive cost to reach an ǫ-optimal solution because it allows
to use larger step sizes and does not need to increase the number of consensus steps in practice
and theory. Even though, at each iteration, having more communications, our algorithm has the
lower computation cost and communication cost to reach an ǫ-optimal solution, which means
that DGM-BB-C achieves both the optimal computation and communication cost for distributed
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optimization. NEAR-DGD+ seeks to the exact solution by increasing the number of consensus
steps linearly with the iteration number, whereas DGM-BB-C can converge to the exact solution
when the number of consensus steps stays constant.
To further illustrate that our theoretical results are consistent with the numerical experimental
results, we compute αmax and αmax of the BB step sizes generated by our algorithm when the
relative error reaches 10−10-accuracy. We also compute ρ(Gα) because the convergence rate of
DGM-BB-C is related to ρ(Gα). These values are computed as follows:
(i) For rc = 0.1, we have αmax = 1.8360, αmax = 1.3262 and ρ(G
α) = 0.8713.
(ii) For rc = 0.3, we have αmax = 1.8358, αmax = 1.3308 and ρ(G
α) = 0.8712.
We can see that αmax and αmax are in the range of our theoretical value estimated above. We
provide an estimate for the convergence rate.
VII. CONCLUSION
In this paper, based on an adapt-then-combine variation of the dynamic average consensus
approach and using multi-consensus inner loops, we propose a DGM-BB-C method. In contrast
to the exiting distributed gradient methods, our method computes the step size for each agent
automatically which only depends on its local information and is independent of the step sizes
for other agents, and always admits the larger step sizes. Most importantly, for smooth and
strongly convex objective functions, we have proved that DGM-BB-C converges geometrically
to the optimal solution. We conduct numerical experiments on the distributed least squares
problem, which has showed that our DGM-BB-C achieves both the optimal computation and
communication cost for distributed optimization. DGM-BB-C can seek the exact solution both
theoretically and empirically when the number of consensus steps stays constant. A possible
topic in the future work is to extend our result to stochastic networks where we have to deal
with asynchronous communication.
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