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Kurzfassung
Integrierte Vorauslegungsumgebung zur automatisierten Erzeugung
von Sekundärluftsystem- und Thermalmodellen für Flugtriebwerke
Schlüsselwörter: Triebwerkskonstruktion, Sekundärluftsystem, Thermal-Modellierung, Prozes-
sintegration.
Der Stand der Technik in der Triebwerkskonstruktion und -berechnung sind ausgereifte Me-
thoden, die über Jahrzehnte entwickelt und in Computerprogrammen umgesetzt wurden. Nach
dem klassischen Ansatz der Vorauslegung von Flugtriebwerken wird der komplexe Entwick-
lungsprozess in Disziplinen und Teilaufgaben aufgeteilt. Dadurch führen verschiedene Fachleute
die zeitaufwendigen Modellierungsarbeiten durch. Aufgrund der steigenden Anforderungen an
die Leistung eines Flugtriebwerks und zur Reduzierung der Entwicklungszeiten entwickeln sich
Prozessintegration, Modellgenauigkeit und Prozessgeschwindigkeit zu Schlüsselfaktoren.
Mit dieser Arbeit soll gezeigt werden, wie fachübergreifende Integration, Automatisierung und
CFD-erweiterte Thermalmodellierungsmethoden zur eﬃzienten Unterstützung in der Trieb-
werksvorauslegung eingesetzt werden können. Dafür wurde eine Java-basierte Vorauslegungs-
umgebung für die Integration der Disziplinen Sekundärluftsystemauslegung, Turbinenscheiben-
konstruktion und Wärmeübergang entwickelt, welche die automatisierte Erzeugung von CAD-,
Strömungsnetzwerk- und Thermalmodellen ermöglicht.
Der implementierte Prozess wird auf eine existierende Hochdruckturbine als Bezugsfall ange-
wendet, wodurch die Verbesserung der Prozessgeschwindigkeit und der Genauigkeit der Tem-
peraturvorhersage aufgezeigt wird. Zur Validierung dieser Arbeit wird die Vorauslegung des
Bezugsfalls nachgebildet. Dabei wird deutlich, dass mit diesem automatisierten Prozess die
gleiche Modelltreue erreicht werden kann, wie mit dem bisher genutzten manuellen Prozess.
Außerdem konnte mittels der CFD-erweiterten Thermal-modellierung die Temperaturvorher-
sage für Turbinenscheiben in der Vorauslegungsphase verbessert werden.
Abstract
Advanced Aero Engine Common Preliminary Design Environment for
the Automatic Construction of Secondary Air System and Thermal
Models
Key words: aero engine design, secondary air system, turbine rotors, thermal modelling, process
integration.
The state of the art in aero engine design and analysis methods is based on mature computer
programs, which have been developed during several decades. The classical approach to the
preliminary design phase of engine subsystems is to split the complex engineering process into
disciplines and subtasks. Diﬀerent experts manage the time-consuming modelling work. Due
to the increasing demand for higher aero engine performance and design cycle time reduction,
process integration, accuracy and agility have become key assets of the engineering work-ﬂow.
The intention of this work is to show how multi-disciplinary integration, work-ﬂow automation
and CFD-enhanced thermal modelling methods can be used eﬃciently to support the aero en-
gine preliminary design phase, with focus on the high pressure turbine subsystem. A Java based
common design environment for the engine secondary air system, rotors and thermal design
disciplines has been developed. This design environment enables the automatic generation of
CAD, ﬂow network and thermal models.
The improvements in terms of process agility and model prediction accuracy are demonstrated
with the application of the implemented process to a reference high pressure turbine subsystem.
For validation purposes, the preliminary design deﬁnition of the reference turbine case is repro-
duced. The automatically generated secondary air system and thermal models can replicate
the same level of detail as the previous manual approach. It was found that the CFD-enhanced
thermal model improves the prediction accuracy in the preliminary design stage, when no engine
test data is available.
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b Axial gap in a rotor-stator cavity
BPR Bypass ratio
cm Moment coeﬃcient
cp Speciﬁc heat at constant pressure
cs Speciﬁc heat for solids
cw Through ﬂow coeﬃcient
D Drag
E Young's elasticity modulus
Eˆ Total energy
F Force; Uninstalled engine thrust
G Axial gap ratio
Gc Shroud clearance ratio
gc Newton's gravity constant
H˙ Total enthalpy rate
HPU Heat pick up rate
HTC Heat transfer coeﬃcient
k Conductivity constant
Kf Flow friction resistance coeﬃcient
Krot Rotating ﬂow resistance coeﬃcient
Kij Head loss factor for ﬂow link ij
M Disc moment or torque
m˙ Mass ﬂow rate
Nu Nusselt number





q˙0 Heat rate per unit area
r Radial coordinate
Re Reynolds number
Reϕ Rotational Reynolds number
Rf Recovery factor
RPi Location reference point i
s Axial distance to disc wall
sc Clearance between shroud and rotor
T Temperature; Installed engine thrust
Tcref Reference normalising temperature of the incoming coolant ﬂow
into a rotor-stator cavity
t Time
u Velocity component in x-direction
V Volume
U Internal energy
v Velocity component in y-direction
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ϕ Tangential coordinate
ρ Material density
τ ﬂuid shear stress
τ¯ complete stress tensor








input Thermal boundary condition input
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prelim Previous preliminary design method
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1 Cavity inlet
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t Total or stagnation conditions
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CE Concurrent Engineering
CFD Computational Fluid Dynamics
CO2 Carbon dioxide
CSI Component System Integration (engineering environment
developed within this work)
FE Finite Element
HP High pressure
HPT High pressure turbine
IP Intermediate pressure
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11
Introduction
The European Commission has published the proposal Flightpath 2050: Europe's Vision for
Aviation pointing out the key assets and research challenges in quality & aﬀordability, safety,
environment, and European air transport system. The propulsion system is involved in these
challenges in terms of advanced design methods, validation through modelling and simulation,
concurrent engineering, probability and risk analysis, noise reduction, emission reduction, and
better aircraft-engine integration. The vision also suggests that the temperatures and pressures
in the core of the engine should increase and it calls for new ways to reach peak eﬃciency during
the whole ﬂight. In order to reach these objectives, the aero engine industries need to improve
the state of the art in design systems technology.
The design and development process of an aero engine is a complex and time-consuming task
that involves many disciplines and company departments with diﬀerent objectives and require-
ments. The initial stage of the design process, commonly known as preliminary design, is a
phase where multiple concepts are assessed in order to select technologies for a competitive
product. During this phase, the decisions taken in the concept creation and speciﬁcation of
requirements will have a high impact in the overall performance of the system during its full
life cycle. The biggest opportunities for cost reduction lie at this initial phase of the product
design, as analysed in the concurrent engineering (CE) approach for total quality design of
advanced technologies from Royal Aeronautical Society (1995). Figure 1.0.1 on page 3
2shows a plot of typical resource usage in an engine development program, guided by a plan of
engineering review gates. In order to use the potential of the early design stages, the current
engineering practice shifts resources into the preliminary design phase. To support this shift of
resources, it is well worth investing in preliminary design tools that improve concept ﬂexibility,
while delivering the best possible accuracy.
Furthermore, the engine design process, which was traditionally subdivided into modular com-
ponent tasks, is now considered as a multi-disciplinary approach. Having recognised the need
for developing advanced preliminary design tools, this thesis focuses on improving the integ-
ration of turbine design disciplines and the accuracy of models, as well as on shortening the
time to generate models. The presented methods facilitate an agile evaluation of multiple
architectures of the turbine Secondary Air System (SAS). This is accomplished with a novel
Java based approach to deﬁne the design of turbine discs and SAS features. Additionally, a
newly developed engineering work-ﬂow is presented, which automates the generation of SAS
ﬂow network models and turbine discs thermal FE-models.
The following sections of this chapter introduce the fundamentals of aero engine design. Therein,
the derivation of parameters that are relevant to the engine propulsive and thermal eﬃciencies
provide background on the main engine and SAS design contributors. The second part of the
chapter describes the principles of the engine heat management system and the role of the
secondary air system. The ﬁnal part of the chapter presents an overview of the structure of
this work and gives an insight into the research purpose, methods and conclusions.
1.1. The Aero Engine and its Subsystems
Jet propulsion systems can be divided into two broad categories: air-breathing and non-air-
breathing. This work focuses on the air-breathing propulsion system for aircraft, commonly
known as the aero engine. The core of the engine is the gas generator, whose purpose is to
supply high temperature and high pressure gas. In turn, the total energy of the gas generator
exhaust gases can be converted into mechanical energy and then used to provide power. In an
aero engine, the gas generator is typically a gas turbine.

































Figure 1.0.1.: Resource usage in a typical engine development program, as described in
Panchenko et. al. (2003). P-i represent the engineering cycle review gates.
The remaining energy after the turbine can be converted into thrust, deﬁned in Mattingly
et. al. (2002) as the force on the ﬂuid in one direction to create a reaction in the opposite
direction (Newton's principle of action-reaction). Thrust moves the aero engine, and the aircraft
it is attached to, in the opposite direction of the mass ﬂow of the ﬂuid. The uninstalled engine
thrust F refers to the thrust of the engine without nacelle and unattached to an aircraft. This
thrust can be evaluated with the momentum equation applied to the control volume of the ﬂuid
that goes through the engine, shown in Figure 1.1.1 on page 4. Since thrust is the sum of the
forces acting on the internal surface of the engine and the stream that contains the air ﬂowing
into the engine, it can be expressed in terms of the momentum ﬂux, as in (1.1.1). The installed
engine thrust T is produced by both engine and nacelle, and is therefore the uninstalled thrust
minus the drag D on the external nacelle surface and the pressure force on the external stream
tube T = F −D.














Figure 1.1.1.: The thrust control volume of an aero engine
In the case that the exhaust nozzle is not choked, which occurs when the exhaust jet speed v9
is lower than the speed of sound, the exit and inlet pressures are equal to the ambient pressure
and the exit pressure thrust term on (1.1.1) is no longer considered. This case is known as
momentum thrust, where the engine thrust can only be increase by a larger mass ﬂow m˙9 or
higher jet speed v9, for a given ﬂight speed v0. However, higher mass ﬂow is associated to larger
engine frontal area and higher jet speed v9 usually increases fuel consumption (see (1.1.2)) and
noise. Therefore, the aero engine designer must ﬁnd trade-oﬀs between these performance
parameters in order to optimally meet the thrust requirements of the aircraft customer.
1.1.1. Working principles
The purpose of the aero engine is to produce propulsive power. Thus, the propulsive eﬃciency
of the engine is the ratio of the propulsive power to the total power output. The total power
output is the net rate of kinetic energy increase of the ﬂuid passing through the engine per unit
time. Since the kinetic energy increase is the result of the energy transfer mechanisms from the








[(m˙0 + m˙f )v29 − m˙0v20]
(1.1.2)





For an engine where the fuel mass ﬂow rate is much lower than the one of the air, exit pressure
is equal to the ambient pressure, and has a single inlet and exhaust, the propulsive eﬃciency
can be simpliﬁed to (1.1.3). Thus, high propulsive eﬃciencies require exhaust velocities similar
to the ﬂight velocity.
The Brayton cycle is a simpliﬁed thermodynamic model of the working cycle of an aero engine
for an ideal gas. It is a varying volume cycle with four stages: compression, combustion,
expansion, and exhaust. The air enters through the intake (1), it is compressed (2) to (3),
heated after mixing with fuel in the combustor (3) to (4), expanded in the turbine to produce
power (4) to (5), and exhausted in the nozzle to the ﬁnal jet velocity (9). Figure 1.1.2 on page
6 shows the enthalpy and entropy evolution of the ﬂuid along an ideal Brayton cycle.
Assuming a caloriﬁc perfect gas, the rate of energy transfer of each component in the Brayton
cycle can be expressed with the following equations (1.1.4):

W˙c = m˙cp(T3 − T2); W˙t = m˙cp(T4 − T9)
Q˙in = m˙cp(T4 − T3); Q˙out = m˙cp(T9 − T2)
(1.1.4)
˙Net Woutput = m˙cp(T4 − T9 − T3 + T2) (1.1.5)
For an ideal gas circulating in the Brayton cycle, T3/T2 = T4/T9 = (P3/P2)
(γ−1)/γ, where γ
is the isentropic expansion ratio. The pressure ratio of the engine is deﬁned as PR = P3/P2.










For an ideal Brayton cycle, it can be demonstrated that there is an optimum compressor



























Therefore, the respective net power output per unit mass ﬂow is given by:







In summary, the thermal eﬃciency ηT of the gas generator is directly related to the overall
pressure ratio PR of the engine, (1.1.6), and the net speciﬁc power is proportional to the ratio
of combustor exit temperature to inlet temperature T4/T2, (1.1.8).
Finally, the overall eﬃciency of the engine is the combination of the propulsive and thermal
eﬃciencies.
ηO = ηP · ηT = T · v0
Q˙in
(1.1.9)
1.1.2. Aero engine design
The engine design process begins with the aircraft design deﬁnition. It starts with the overall
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engine system level, followed by the more detailed design of sub-systems, and down to the
design of speciﬁc parts at the component level. The manufacturing process moves forward in
the opposite direction, from the components to the system level.
There are three main phases in the design process: concept design, preliminary design, and
detail design. As previously introduced, this work deals with the preliminary design phase. In
this phase, several concepts are evaluated, which have been previously selected as high potential
in the concept design phase. The outcome of the preliminary phase is the selection of the engine
architecture and main design parameters leading into the detail design phase.
When designing an aero engine, the engineering teams are guided by a review process, which
stretches over the full life-cycle of the product. A thorough overview of the engine review
approach can be found in Rolls Royce (2005). Traditionally, this process is split in seven
stages: innovation and opportunity selection, concept and preliminary design, full concept
design, product realisation (also called development), production service support, and disposal.
Subsystems and disciplines
The design process is grounded in physical principles, which are categorised in so called en-
gineering disciplines. Along the process, there are many discipline interactions and inherited
contradictions that make the engineering task a challenge. For example, the introduction of
advanced turbine cooling systems leads to higher thermodynamic cycle eﬃciencies, but it also
increases the cost due to manufacturing complexity and the installed weight of the engine. Fig-
ure 1.1.3 on page 8 presents an overview of the levels and disciplines that support the engine
design.
The next paragraphs describe brieﬂy the function and design of each of the engine subsystems.
Furthermore, the main system level disciplines are introduced: ﬂuid systems and control sys-
tems. Fluid systems include the air, oil and fuel systems, which are the fundamental parts
of the heat management system. A more detailed explanation of the engine subsystems and
components can be found in Bräunling, Willy J. G (2009).
 The inlet captures the surrounding air and reduces its entering velocity to a level that















blades liners blades shaft
blisks injectors rotor gearbox
Design 
disciplines
vibrations fluids aerodynamics materials
structural heat transfer performance manufacturing
Figure 1.1.3.: Main engine product design levels and disciplines, demonstrated for Rolls-Royce
BR725 (printed by courtesy of Rolls-Royce Deutschland)
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eﬃciency, the external drag, and the mass ﬂow entering the engine. The inlet type is
commonly categorised into subsonic and supersonic.
 The fan blades at the front of the engine are the main contributors to the thrust of the
system. The fan also has a compression function and in turbofans it is the stage after
which the ﬂow is split into primary and secondary bypass ﬂow.
 The compressor increases the pressure of the air exiting the inlet, so that the com-
bustion process can be performed eﬃciently. Compressors are categorised into axial and
centrifugal operation. Currently, axial compressors are commonly used for aero engines,
partly because they have a smaller frontal area than centrifugal compressors. The air in
an axial compressor ﬂows in axial direction through a series of rotating (rotor) blades and
stationary (stator) vanes. Each set of blades or vanes is known as a stage.
 The combustor transforms the chemical energy in the fuel and air mixture into thermal
energy for expansion in the turbine. Additionally, the combustor tailors the temperature
proﬁle of the hot gases at the exit plane. The combustor exit proﬁle must be designed to
prevent the turbine components from exceeding the permissible structural temperature
levels.
 The turbine produces the power to operate the compressor, fan, and various engine
accessories. Aero engines commonly use axial ﬂow turbines, which consists of several
stages of stationary vanes and rotor wheels (discs) with blades. The vanes are also known
as Nozzle Guided Vanes (NGVs), since they form a series of small nozzles that discharge
the ﬂow into the rotating blades. The rotor blades then transform the kinetic energy
of the incoming ﬂow into mechanical work transmitted through the turbine discs to the
shaft.
 The exhaust nozzle increases the velocity of the exhaust gases and straightens the ﬂow
from the turbine. The typical types of nozzles used in aero engines are the convergent
and convergent-divergent nozzles. The latter ones have a throat at the duct position
where the cross-sectional area is a minimum, and they are usually employed in supersonic
aircraft.
 The transmissions subsystem is responsible for distributing the power output of the tur-
bine into useful mechanical work. It has two common goals: the transfer of mechanical
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power and the support of the rotating components within the engine. The main require-
ment of the transmissions subsystem is its high reliability during the entire product life
cycle.
 The lubrication or oil system is responsible for lubrication and cooling of the gears, bear-
ings and splines. Common for gas turbine engines is a recirculation lubrication system,
where the oil is distributed around the engine by pumps. The pressure and temperature
conditions of the oil are critical for the operation of the engine. Additionally, the oil
system plays a decisive role in heat management, which is further explained in Section
1.2, and in the vibration dynamics1 of the engine.
 The fuel system function is to supply the engine with fuel in a form suitable for com-
bustion and to control the ﬂow to the required quantity necessary for easy starting,
acceleration and stable running, at all engine operating conditions. Fuel pumps are used
to deliver the fuel to the fuel spray nozzles, which inject it into the combustion system in
the form of an atomized spray.
 The engine secondary air system (SAS) is deﬁned as those airﬂows which do not dir-
ectly contribute to the engine thrust. The air system functions include internal engine
and accessory unit cooling, bearing chamber sealing, prevention of hot gas ingestion into
the turbine disc cavities, control of bearing axial loads, control of turbine blade tip clear-
ances and engine anti-icing. This system also supplies air for the aircraft services. As a
general rule, up to one ﬁfth of the total engine core mass ﬂow is used for these various
functions.
 The control system monitors and controls the operation of the engine. It continuously
makes adjustments to the operational parameters, which are essential for the safety and
eﬃcient performance of the engine. This system manages hundreds of measurements,
with inputs such as the shaft speeds, engine gas temperatures, oil pressures, or actuator
positions. In turn, it adjusts a set of variables, such as fuel ﬂow, stator vanes incidence
angle, or air system ﬂows through the bleed valves, according to the power setting that
1As an example of vibration control using the oil system, the design of the oil ﬁlm squeeze ﬁlm dampers is
used to adjust the rotor-dynamics of each engine spool and the way that resonances are transmitted between
rotors, stator casing and the mounting to the aircraft.
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the engine operator has selected.
The next section explains the importance of each engine module in the heat management
system. It describes the heat sources and sinks that the engine designer needs to combine and
optimise. Furthermore, it presents the role of the SAS in the design for heat management.
1.2. Internal Heat Management
As a direct consequence of employing the Brayton cycle, the gas turbine thermal eﬃciency is
proportional to the turbine rotor inlet temperature (RIT). Thus, in order to achieve a compet-
itive speciﬁc power output in the aero engine industry, a heat source inside the engine needs
to supply the energy to quickly increase the ﬂuid temperature level right after the compressor.
The combustor is that heat source, as it converts the chemical energy bound in the fuel into
thermal energy. However, the current combustor technology operates eﬃciently at temperat-
ures much higher than the component material limits. Therefore, there is also a need for a heat
sink in the engine.
The task of the heat management system is to optimise the heat sources and sinks. To this
eﬀect, the engine designer looks for a heat balance between the oil, fuel and air systems. Already
introduced in the previous section, the cooling and lubricating functions of the oil system are
essential to guarantee the reliability of the transmission components, the bearings, couplings,
and the internal and external gearboxes. This implicates that the oil acts as a heat sink for the
power transmission mechanisms. Thus, the heat collected by the oil ﬂow must be given away in
another area of the engine, so the lubrication and cooling capacity of the oil does not degrade in
its recirculation. Furthermore, the heat that the oil evacuates is proportional to the eﬃciency
losses of the engine. Higher heat transfer rates to the oil system are associated with lower
eﬃciencies of the engine subsystems. Nonetheless, the heat that the oil system collects can be
further transferred to the fuel system. An adequate pre-heating of the fuel before injection in
the combustor leads to improved engine thermal eﬃciency, since the heat energy remains in the
thermodynamic cycle as it is transferred between internal sources and sinks.
Not only the oil, but also several components in the engine need continuous or partial cooling.
The combustor and high pressure turbine components are the main areas where continuous
12
cooling is required. Sometimes even the low pressure turbine is actively cooled. The combustor
is mostly cooled with the main annulus stream from the compressor, and a complex aero-
thermal design of gas mixing and dilution zones is used to control the combustion chemical
process. Five basic features are the basis of a modern combustor design: a primary zone, a
secondary zone, a dilution zone, the wall jets, and the management of heat transfer at the
combustor boundary.
The heat management of turbine components is solved with the internal or also called secondary
air system. The temperature level and gradients on the components of the turbine have to be
designed carefully, since the ﬂuid temperatures that the combustor can deliver are well above
the current material integrity levels. Current turbine blade technology allows operation at
temperatures above the material limits, and the fact that the combustor can supply more
energy reveals that there are still opportunities for improvement. There is therefore a need for
evacuating heat in the hot end components of the engine. With this purpose, air is extracted
from the compressor stages to cool the turbine. The engine designer must take into account
that the cooling air poses a penalty on the thermal eﬃciency, since a portion of the work that
could have been done by the turbine blades is lost or transferred as heat in the internal SAS
components.
The main turbine components that require speciﬁc design for cooling are the blade airfoils and
platforms, the upper disc post features, the casing segments above the rotor blades, and the
rim sealing features. Turbine discs and shafts heat up through heat conduction from the main
annulus, due to the temperature diﬀerence between the blade rows and the cooler internal
parts. Another requirement is that the turbine parts should operate with limited temperature
gradients to avoid high thermally induced stresses. This is of particular importance for the
diaphragm and inner radii of the turbine discs. At the disc cob, it is sometimes desirable to
have higher temperature levels in order to avoid big temperature diﬀerences along the disc
radius. The design goal of the engine cooling system is to ﬁnd an optimum for the maximum
temperature levels and gradients that comply with the life target of the engine.
There are highly sophisticated cooling technologies that allow the engine designer to achieve
high combustor outlet temperatures while complying with the metal material limits. For ex-
ample, turbine blade cooling techniques include ﬁlm cooling, impingement cooling, and aug-
mented convective cooling. A state of the art description of turbine cooling concepts and heat
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transfer methods can be found in Han et. al. (2013).
The heat management in the oil system is also linked with the secondary air system. The oil mist
in the power transmission components, such as bearings, has a narrow operating temperature
band. High temperatures in the bearings quickly degrade their life and increase the probability
of oil ﬁre events. The temperature of the bearings is a function of oil temperature, oil ﬂow and
air-oil mixture. Thus, a cooling air ﬂow from the secondary air system is required to control the
temperature levels in the bearing housing, especially in the area located in the hot end section
of the engine.
In summary, the heat management system has interfaces with most subsystems of the engine
and requires coupled design consideration of the air, oil and fuel systems. In the next section,
the design fundamentals of the secondary air system are explained.
1.3. Design Philosophy of the Secondary Air System
The secondary air system (SAS) is deﬁned as those air ﬂows not directly contributing to engine
thrust. There are two types of air system:
 The internal cooling and sealing air.
 The external bleed systems for aircraft anti-icing, cabin pressurisation, and handling
bleeds.
This work deals with the internal cooling and sealing air, and in particular, how it provides
cavity ventilation for the turbine discs. Figure 1.3.1 on page 14 shows a typical cross-section
diagram of the SAS ﬂows at the turbine area in an aero engine. The rotating components in
gas turbines are highly stressed purely as a result of the centrifugal loading. A main function
of the SAS is to ensure that the rotor discs are surrounded by air from the coolest available
source, which minimises the degrading of the rotor material properties. An additional problem
is that thermally induced stresses can be caused by temperature gradients, which result from
a much higher rate of heat transfer in one part of a component relative to another. The cavity
ventilation ﬂows have to be designed in such a way that the temperature gradients along the








Figure 1.3.1.: SAS cross-section diagram of the ﬂows in the turbine subsystem. Courtesy of
Rolls-Royce Deutschland.
The SAS is also responsible for the blade cooling supply. Aerofoil cooling air is necessary
at least for the ﬁrst high pressure turbine rotor and nozzle guide vanes (NGVs). This allows
higher temperatures to be reached in the engine cycle and therefore an increase in eﬃciency.
However, it is important that the amount of cooling air required for this purpose is minimised.
Another important function of the internal air is to prevent that hot gas from the main annulus
enters the disc rotor cavities. This function is called rim sealing and its intention is to keep
the air environment as cool as possible for the highly stressed rotating components. The hot
gas ingestion is excluded by means of an outﬂow of cooling air, which purges the disc's rim
cavity. This rim sealing ﬂow degrades the eﬃciency of the turbine and an optimum mass ﬂow
compromise needs to be found.
Additionally, the SAS provides bearing chamber sealing. The turbine rotors are supported
on rolling element bearings that are lubricated with oil. The oil is retained in the bearing
chamber by a ﬂow of air inwards to the chamber through close clearance labyrinth seals.
Rotor thrust load balance is a whole engine system function that the internal air system
performs. The net load in the thrust bearings can be adjusted by positioning the internal
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air seals at suitable radii. Compensating the cavity pressures provides an additional load to
counteract the diﬀerence between compressor and turbine aerodynamic loads.
As the cooling air is fed back to the main gas path, its velocity proﬁle and temperature condi-
tions do not match the main ﬂow state. This eﬀect is referred to as spoiling, and it degrades
the aerodynamic performance of the turbine. The impact of spoiling is hard to predict, as it
involves 3D ﬂuid dynamics phenomena, but CFD simulations can give a good understanding
of its importance, which was proven in the investigations of Rosic et. al. (2006). Not only the
geometry of the disc rim gaps have a direct inﬂuence in this eﬀect, but also the design of the
internal air system seals and cavities, which change the enthalpy of the cooling ﬂows via the
phenomenon known as rotor-stator windage.
The design of the secondary air system should minimise the impact on engine performance.
In order to achieve this, the lowest possible pressure source for each cooling function must be
chosen. A good practice is therefore to use the same air for several functions. Parasitic ﬂows are
to be avoided and margins for variation in engine service have to be taken into account. This
is therefore a discipline where reducing the uncertainty in the calculation will very favourably
contribute to reduce the impact on overall engine eﬃciency.
Turner et. al. (1997) presented an overview of problems and investigations of the SAS in gas
turbines. According to his research, an increase of the Speciﬁc Fuel Consumption (SFC) by
1% traduces into an increase of the operational costs of the engine by 0.5%. The impact of
SAS design is then critical, taking into account that in modern aero engines a 1% secondary
air increase, corresponds to a SFC from 0.4% to 0.6%.
In summary of the above, the SAS development process for an engine project needs to follow
a holistic approach, where essential requirements for cost, weight and performance are set. To
meet compromises between these trades at the initial concept phase, the air system design
method needs to interact with each sub-system of the engine. Thus, the preliminary design
method would proﬁt from coupled interaction across disciplines and more ﬂexibility of concept
variability.
There is a potential beneﬁt to be gained in engine performance by linking the SAS, discs design,
and discs thermo-mechanical analysis. The publication Rey Villazon, J. M. et. al. (2012)
highlights the impact of SAS and turbine internal ﬂow parameter variations in the life and design
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weight of HP turbine discs. These disciplines have been traditionally split in the turbine design
process. However, the life and weight design targets for the turbine discs could be optimised
by coupling the variations of the SAS and discs design parameters with the calculation of the
discs' thermal and mechanical performance. The state of the art in computing technology now
enables an integral coupled process to be employed. Such a process is presented in this work,
with a multi-disciplinary secondary air system and turbine discs design approach.
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1.4. Structure of the Thesis
Following the introduction, the next chapters of this work are structured as follows,
 Chapter 2 begins with an overview of future preliminary design engine requirements and
developments in engine design tools. The chapter then introduces the current methods
for SAS and thermal modelling, with an insight on how CFD methods are used to support
these disciplines.
 Chapter 3 describes the fundamentals of turbine discs and SAS design, and it provides a
theoretical understanding of the ﬂow ﬁeld in turbine internal cavities. Moreover, the gov-
erning equations for SAS and thermal modelling are presented, along with an application
example in a typical HP turbine.
 Chapter 4 presents the proposed advanced work-ﬂow to gather turbine design data and
automatically generate the SAS and thermal models. Within this chapter, the chain of
sub-processes and the requirements for the automatic operation of each individual module
are speciﬁed.
 Chapter 5 begins with the basics of object oriented programming and why it has been
chosen for the implementation of the methods in this work. It then describes the imple-
mentation of the automated CAD models generation work-ﬂow, as well as the support
algorithms needed to automatically generate SAS and thermal FE-models.
 Chapter 6 demonstrates the exemplary application of the proposed work-ﬂow to design
and analyse a HP internal turbine subsystem. The output of the automated process is
then compared to the predictions of existing validated models of a production 2-stage HP
turbine. In the ﬁnal application stage, a parameter study is presented, which shows how
SAS design variations aﬀect the overall power losses of a HP turbine subsystem.
 The last chapter of this work, chapter 7, presents the conclusions of the research. The
ﬁndings of applying the automated process are highlighted, together with the opportun-
ities of improving the temperature prediction of the turbine rotors at the preliminary
design stage. Finally, the outlook gives recommendations for future research in the ﬁeld
of secondary air system heat transfer modelling methods for virtual engine design systems.
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State of the Art Review
To set the context for the work, this chapter begins with an overview of future engine design
requirements and how this research can contribute to the vision of advanced aero engine design
methods. This is followed by the history of aero engine preliminary design methods. Then,
the chapter presents a review of the state of the art in internal air system modelling, thermal
analysis with CFD developments, and the recent progress in design automation.
2.1. Future Aero Engine Requirements
The future requirements of aero engines will very much be decided by their environmental
impact and the availability of fuel resources.
As to the environment, the main impact factors are noise and pollutant emissions. The emissions
of major importance to control are the CO2, NOX , and water vapour from the engine exhaust.
In current turbofans, the CO2 andNOX emissions are a function of OPR, maximum combustion
temperature (dependent on the air-fuel-ratio), and ﬂuid time of residence in the combustor,
which are at the same time essential performance parameters to improve the eﬃciency of the
engine. Noise emissions are becoming an important design and economic factor, since engines
with reduced operation noise are able to get reduced airport charges, better ﬂight routes, and
even ﬂight permissions in populated areas. The European authorities are addressing the future
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of air ﬂight with very challenging goals for environmental regulation. In the report European
Commission (2011), the authorities aim for 75% reduction in CO2 emissions, 90% reduction
in NOX emissions, and 65% reduction in perceived aircraft noise.
Fuel resources and alternatives will also shape the future of aero engine design. According to
Miller and Sorrell (2013), the concerns about peak oil have reached exceptional limits
at the start of the global economic recession in 2007. With the advent of shale oil production
in the United States, these concerns have somewhat diminished. However, the oil prices keep
on increasing and have almost doubled since 2010. Thus, oil remains critically important, and
therefore the requirement for lowering the speciﬁc fuel consumption of the engine.
Furthermore, the aero engine designer needs to consider trade-oﬀs between the stakeholders
that have an impact on the engine propulsive and thermal eﬃciencies, see (1.1.9). The
propulsive eﬃciency (1.1.2) is mainly a function of the Bypass-ratio and the way that the
engine is installed on the aircraft. Whereas the thermal eﬃciency (1.1.6) is a function of the
thermodynamic cycle properties, such as OPR, maximum temperature and the eﬃciency of
each component. The following paragraph describes some opportunities for improvement in
the engine thermodynamic cycle, concept design, and the eﬃciency of each subsystem.
The fan and exhaust jet noise emissions are the main contributors to the total engine noise,
and they are a function of the bypass ratio (BPR). An increase in BPR can be achieved by
novel propulsion designs, such as the geared turbofan1. Very high propulsive eﬃciencies can
be achieved with new concepts such as the open rotor or propfan2, described as a technological
game-changer by Peters (2010).
Another improvement potential lies in the thermal eﬃciency, which reduces the SFC of the
engine, leading to reductions in combustion emissions and more economical ﬂights. The thermal
1The geared turbofan uses a reduction gearbox between the fan and the LP turbine. By decoupling the
fan and turbine rotational speeds, higher speeds and fewer stages can be used in the LP turbine and the
IP compressor, thus increasing eﬃciency and reducing weight of this components. The downside of this
technology is that energy is lost as heat in the gear mechanism. There is also an associated weight penalty
due to the extra mass of the power transmission mechanism.
2An open rotor engine consists of a gas turbine driving an unshielded propeller like a turboprop. Its propeller
is designed with many short, highly twisted blades, which confer the propulsion system properties similar to
a turbofan. This concept is intended to have the fuels gains of a turboprop, while delivering the speeds and
performance of a turbofan. The challenge is to create low noise designs, since an optimum conﬁguration has
two contra rotating fans that generate noise without a nacelle containing noise absorption materials.
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eﬃciency can be improved with innovations in subsystem design. Examples of advances in
subsystem engineering include:
 Compressor: surge control, casing aspiration, all blisk rotors.
 Turbine: Ceramic Matrix Composite (CMC), novel blade cooling, turbine blisk, and
multidisciplinary integral 3D design with coupled main annulus, internal cooling,
disc, and cavities simulation.
 Combustor: Lean combustion operates with high air-fuel-ratio that reduces the maximum
combustion temperature and consequently NOX formation. High ﬁdelity simulation of
the combustion process is necessary for advanced combustor design.
Finally, the thermal eﬃciency of the engine can be highly improved with the employment of
unconventional thermodynamic cycles. Such is the case of the intercooled and intercooled
recuperated cycles. These cycles can reach higher thermal eﬃciencies, while keeping the OPR
in the currently viable band. A review on advanced core and engine thermodynamic cycle
innovations was presented in work of Wilfert G. and Sieber J. (2007).
In order to take these technological leaps, the engine design process has to become more ﬂexible
than ever before. The design tools need to be able to cope with a wider range of alternatives
employing fast procedures, which couple the detailed component design with the assessment
of the overall system thermodynamic cycle. Such is the approach taken in this thesis, where
an automated process is presented that couples the design disciplines of the whole turbine
subsystem. The proposed process is implemented in a common design environment for
main annulus, rotor, and transmission components, which automates the generation of
models for SAS and thermal analysis.
2.2. Engine Preliminary Design Process
The origins of computerised engine design can be traced to Wysong and Tabakoff (JUL
1965), who published the methodology of a program for the design calculations of a free vortex
turbine. Ten years later, under the guidance of the same author in Wysong et. al. (NOV
1978), the Turbine Design System (TDS) was presented, which oﬀered a completely compu-
terised interactive design and performance calculation platform for turbines. This software
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was implemented in Fortran code and was already a multidisciplinary approach that assembled
twelve modules that allowed the assessment of turbine aerodynamics, heat transfer, and mech-
anical design.
A design software to simulate the full engine system would initially appear in the work of
Stricker J. M. and Norden (1991), who developed the Computerised Preliminary
Design (CPD) that coupled all core components of the engine. Their work led to the conclusion
of importance of an integrated process in the conceptual design phase, presented in Stricker
J. M. (1998).
The basis of computerised engine simulation in the German aero engine community was ﬁrst
published by Münzberg and Kurzke (1977). In a next phase Kurzke (1998) developed
GasTurb, which started as an academic tool with the potential to evolve into a commercial
software. GasTurb presented already an advanced Graphical User Interface (GUI) and the
possibility to assemble a wide range of engine conﬁgurations (e.g. turboprop, turbofan with
two spools, turbofan with three spools, etc..).Jeschke et. al. (2002) describes the capabilities
of MOPEDS, a commercial development of GasTurb, which was adopted in the MTU3. The
prototype for the MOPEDS system was presented in the dissertation of Schaber (2000), who
puts special emphasis on the advantages of a preliminary design tool that couples all engine
core design disciplines and solves the interdepartmental interfaces in an automated way.
The approach of NASA to complete numerical simulation of engine systems was the Numer-
ical Propulsion System Simulation NPSS4, ﬁrst published in Claus et. al. (1992). In NPSS,
each component is represented by physically equivalent modules that capture the working prin-
ciples of each discipline. In this tool, CFD simulations are the basis for the calculation, with
automatic generation of meshed models (see example in Figure 2.2.1 on page 22 from Veres
(1999)). As an essential step on the preparation of each CFD module, a validation phase was
carried out, where the CFD results were compared with existing experimental data. The work
in Lytle (1999) describes in more detail the methods behind NPSS and provides examples of
its use. Additionally, the latter author gives importance to the concept of multi-ﬁdelity levels
of simulation. Lytle (1999) states that while the physics could be captured by modelling the
3MTU Aero Engines AG is a German aircraft engine manufacturer, http://www.mtu.de
4NPSS turned in 2007 into a consortium, http://www.swri.org/npss/
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Figure 2.2.1.: Example 3D Navier-Stokes simulation of a low pressure sub-system using NPSS,
from Veres (1999).
entire propulsion system at the highest level of ﬁdelity, 3-D, transient and multidisciplinary,
two problems prevent this from being a viable option in most cases. First, the level of detailed
information needed as boundary and initial conditions to get a converged, validated solution
will be extremely diﬃcult to collect. Second, the computational time and cost will be prohib-
itively high for eﬀective use in a design environment. Therefore, the designer or analyst must
tailor the ﬁdelity of the simulation to capture the appropriate physics for each component and
discipline.
Rolls-Royce5 considered a novel variable into the system: engine aﬀordability and cost, in
Jones et. al. (2003). This work introduced the concept of Through Life Costs (TLC's),
which includes the design, unit, development, in service and disposal costs. These trades of
engine capability vs. cost prove to be vital for the design and development of an optimum
aﬀordable system.
After the fundamentals for numerical simulation were laid, the state of the art advanced in
multi-disciplinarity of the tools and robustness of the solution. Panchenko et. al. (2003)
presented the development of a software system for Pratt & Whitney6, with focus on Prelim-
inary Multi-Disciplinary Optimisation (PMDO). Then a leap in the programming standards
was presented by Prado et. al. (2005), who proposed a more ﬂexible design system in a Java
5Rolls-Royce Holdings plc is a British multinational public holding company that through its subsidiaries,
designs, manufactures and distributes power systems
6Pratt & Whitney is a U.S.-based aerospace manufacturer, subsidiary of United Technologies Corporation
(UTC). It is one of the "big three" aero-engine manufacturers, with General Electric and Rolls-Royce.
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(Oracle (2014)) and XML based platform. The system was modularised in three blocks:
1. The Java data manager: comprising the core data processor of the design system, with
the data stored and transferred in XML format (also known as MultiServer).
2. The Java Graphical User Interface: providing the user access to the data and pro-
cesses, but programmed as a separate module from the data manager.
3. The commercial optimisation tool Isight (Simulia (2014)): providing the design vari-
ation and optimisation algorithms.
An improvement of the Pratt & Whitney tool was put forward in Brophy et. al. (2010):
PDMO-Lite. Its authors realised that compromises needed to be made between the accuracy
of models and the capability to analyse wider ranges of the design space. As stated in Brophy
et. al. (2010), it is usually more accurate to achieve closure over a wider range of alternatives
with a fast procedure that has a lower resolution than to run out of time, fail to achieve closure
or miss key strategic decision milestones by using a slower, process that oﬀers a theoretically
higher resolution. This approach opened the ﬁeld of surrogate modelling and approximation
functions being used as a replacement of high-ﬁdelity models in some steps of the preliminary
design process.
In later years, authors such as Chaudhari et. al. (2011) have focused on providing an integ-
rated preliminary design, which should reduce design cycle time and improve the ﬁdelity of
the engine general arrangement cross-sections. The objectives behind this system are to aid the
designer to create components and update the system level model iteratively, while monitoring
in an automatic way that the solution meets aerodynamic and mechanical design requirements.
Additionally, the system uses a hierarchical database in XML format to store data as objects
like engine, modules (i.e. HPC, HPT etc.) and components.
Probabilistic design techniques have also proven their high potential for the conceptual phase.
Such an approach has been presented by Flassig (2011), who used robust design methods
embedded into optimisation algorithms to design the blades of an aero engine compressor.
These algorithms have been thereafter applied to the design of a complete engine concept by
Kupijai et. al. (2012), in a Java based preliminary design optimisation system.
The research in this work takes the reviewed state of the art in design systems as a starting
point and focuses on improving the aero engine preliminary design process with an advanced
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integration of engine components into the air system. The proposed process consist of a Java
and XML based design and simulation environment, which includes the data model for
the main annulus, SAS and rotors design.
2.3. Modelling of the Secondary Air System
The secondary air system of an engine is typically modelled as a one dimensional ﬂow
network, consisting of nodes and links. This abstraction can be viewed as a series of cavities
or chambers, linked by ﬂow passages. The approach was originally proposed in Cross (1936),
well before the age of electronic computational engineering, who presented a method based on
successive corrections for solving the problem of distribution of ﬂows and loss of pressure head
(static pressure) in networks of pipes.
The fundamentals of a computer program to solve the ﬂow network was ﬁrst published by
Kutz and Speer (1994) and Majumdar (1998). The program comprised two independent
modules:
1. the solver, an algorithm to solve the system of equations in the ﬂuid network with a
hybrid numerical method, and
2. the GUI, a user interface to develop the model and construct the network of nodes and
links.
TheMajumdar (1998) method was already capable of modelling multiple ﬂuids, phase changes,
compressible ﬂows, and mixture thermodynamics. It additionally put high importance to the
convergence quality and speed of the program. The numerical method originally used was
based on the Newton-Raphson algorithm7 with successive substitution methods. This solver
algorithm was simple to implement and proved reliable in most cases. Recent developments in
the solver, such as in Merkler et. al. (2003) and in Muller and Monnoyer de Galland,
F. (2009), have focused in reﬁning the convergence of the solver and in new ways to overcome
special criteria that had been previously not taken into account. More speciﬁcally, Merkler
7Newton-Raphson is a numerical method for ﬁnding iteratively better approximations to the roots of a real-
valued function, detailed in Atkinson (2004).
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et. al. (2003) presented an strategy particularly developed for the preliminary design phase,
which coupled the SAS with the engine performance analysis. The main requirements of the
coupled procedure were ﬂexibility of design and rapidity to calculate the impact of the SAS in
the engine performance.
In all of the approaches, the key aspect is to abstract the complex engine geometry into a
synthesis model, which describes the physical behaviour of the ﬂow passages with basic geo-
metrical properties and ﬂow equations. Since the pattern of the ﬂow in the SAS is 3D or in
the simplest cases 2D, the SAS model developer needs to consider these ﬂow characteristics in
the one dimensional network. To this eﬀect, experimental results or CFD solutions have been
widely used to come up with acceptable correlations that are embedded in the 1D ﬂow network.
In order to make the construction of the ﬂow network manageable, the ﬂow elements are
categorised by their operation. Each ﬂow element is characterised by a pressure loss coeﬃcient
law, a ﬂow equation, and an energy equation. This data is supplied in form of tables or
graphical items that are usually company proprietary data. A publicly available compendium
of ﬂow characteristics can be found in Miller (1984).
Another way of ﬁnding suitable ﬂow correlations is by employing CFD simulation. The early
CFD analysis fromGosman (1975) showed it to be a promising approach, and CFD was already
considered as a high potential tool for the analysis of the SAS in Zimmermann (1990). Though
originally, there was no conﬁdence in the ability to produce validated methods. Nowadays, as
stated in Chew and Hills (2007), CFD is used with some conﬁdence in industry and is
considered essential as a research tool. The advances in CFD simulation for the internal air
system are directly linked with the developments in thermal modelling, which will be describe
in more detail in the next section (2.4).
Another state of the art topic in the modelling of air systems is the one of automation and
parameter studies. The parametric and stochastic analysis of the SAS ﬂow network is of high
interest to the gas turbine industry, given the wide range of failure combinations in the SAS and
their impact in engine Through-Life-Costs, see Turner et. al. (1997). Probabilistic analysis of
the SAS have been performed by Bischoff et. al. (2006) and Ramerth D. L. et. al. (2010).
More recently, Antinori et. al. (2013) have published a stochastic analysis of the SAS that
combines a sensitivity analysis followed by an uncertainty analysis. The sensitivity analysis
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is used to identify the relevant variables and to reduce the number of parameters, whereas
the uncertainty propagation analysis is used to determine the robustness of the responses (e.g.
pressure loss, mass ﬂows) to the input uncertainties.
Regarding the latest developments in SAS automation for preliminary design systems, Alexiou
and Mathioudakis (2009) published an approach for modelling secondary air systems within
an object oriented environment for gas turbine engine performance simulations. The goal
of their work was to compare the performance between diﬀerent SAS designs of individual
components as well as to integrate them automatically in the whole engine performance models.
A more advanced system, also object oriented based, is the virtual engine from Di Mare et. al.
(2011). The latter authors developed a system that allows simulations of whole gas-turbine
engines. The geometry information and physical models are organised in data trees. In this
way, the system can handle geometries and three-dimensional boundaries from the parametric
representations of gas-turbine features. This allows the automatic generation of full engine
cross-sections and the extraction of the SAS. The virtual engine tool was applied to demonstrate
the meshing and CFD analysis of a complete aero engine model through a transient operation
cycle.
2.4. Thermal Modelling and CFD Developments
For the design of aero engine components, thermo-mechanical analyses are used to predict
temperatures and displacements. An overview of these types of models can be found in Dixon
et. al. (2004). The thermal data is in turn employed for material selection, rotor-stator clearance
control, and liﬁng of components. Traditionally, the thermal boundary conditions have been
selected from a number of standard heat transfer solutions, which are then validated against
engine experiments equipped with thermocouples. The test measurements are used as reference
values to tune calibration factors on the thermal boundary conditions. These calibration or
matching factors are needed to adjust the standard boundary condition correlations to realistic
engine geometry and operation. However, deviations in secondary ﬂows and geometry from the
engine testing can hardly be extrapolated, which limits the ability to use the matched thermal
boundary conditions for new designs.
2.4. Thermal Modelling and CFD Developments 27
One of the ﬁrst investigations of the ﬂow and heat transfer in SAS disc cavities for turboma-
chinery is the work of Bayley and Conway (1964). These authors provided experimental
data for use in engine design calculations and investigated the ﬂow ﬁeld in a narrow cavity
between rotating and stationary discs. Moreover, this ﬁeld of research continued in Bayley
and Owen (1970), who investigated the rotating disc cavity ﬂows, and produced a widely used
correlation for the minimum ﬂow rate required to prevent hot gas ingestion of main annulus
ﬂow into the disc cavity.
The line of research was continued by Owen and others, who extended the investigations to a
wide range of cavity topologies, including co-rotating disc cavities. A compendium of this work
is described in the two part book: Flow and heat transfer in rotating-disc systems, Owen
and Rogers (1989, 1995). Another early research on rotating disc ﬂows is the one of Dorf-
man (1963), whose semi-empirical correlations and theory are frequently used in engineering
calculations. Additionally, the work of Daily and Nece (1958) published measurements and
correlations for rotor moment and ﬂow in a sealed shrouded disc system, which has been often
used as the basis for evaluation of CFD models.
Given that thermal boundary conditions in the SAS are the result of complex ﬂow physics,
CFD methods can be used to provide an insight into the ﬂow ﬁeld solution in SAS cavities
with new ﬂow conﬁgurations. The aero engine industry is currently applying and developing
CFD extensively for the analysis of internal ﬂow systems. Chew and Hills (2007) published
a review on the state of the art of computational ﬂuid dynamics for turbomachinery internal
air systems, which summarised the extent of CFD applications and methods in great detail.
In their work, it was stated that: the performance of CFD for basic axisymmetric rotor/rotor
and stator/rotor disc cavities with radial through-ﬂow is largely understood and documented.
Incorporation of three-dimensional geometrical features and calculation of unsteady ﬂows are
becoming commonplace. Automation of CFD, coupling with thermal models of the solid com-
ponents, and extension of CFD models to include both air system and main gas path ﬂows are
current areas of development. The main areas of research in CFD methods include:
 solution algorithms,
 parallelisation,
 turbulence modelling, and
28
 ﬂuid-structure interaction (FSI).
In the ﬁeld of solution algorithms, internal air system ﬂow was originally treated as incom-
pressible. Nowadays, with the advances on computing power, the solution algorithms consist of
either pressure correction methods extended to include compressibility eﬀects or density-based
methods extended where necessary to low Mach number regimes. A review on the application
case of each of these algorithms was presented in Chew and Hills (2007).
In terms of developments in parallelisation, current high-performance computing uses compu-
tational clusters. Thus, the ability to scale CFD models and codes eﬃciently to a large number
of processors has become of great importance. Hills and Chew (2009) described the methods
to obtain good parallel processor performance for an unstructured CFD code.
Regarding turbulence in CFD, Large eddy simulation (LES) is becoming common for research
purposes and it is gaining interest in the gas turbine industry, as recently documented in
Tyacke et. al. (2014). Nevertheless, most of the current industrial SAS applications of CFD
use the Reynolds-averaged NavierStokes equations (RANS) with a model of turbulence. In
the case of ﬂows with high Reynolds numbers, the conventional k −  turbulence model with
standard wall function treatment has been accepted as a fast convergence method for most
applications, as already demonstrated in Virr et. al. (1994). However, to be able to analyse
heat transfer between solid and ﬂuid domains, the lower Reynolds number ﬂows inside the
boundary layer need to be accurately solved. For this practice, it is preferred to use turbulence
models resolving the near-wall region such as the two layer realizable k−  model or the k− ω
and k−ω−SST models. Such two layer models have been described in Debuchy et. al. (2009),
and an overview of the recent most frequently used turbulence models has been presented in
Schobeiri (2012).
Another desirable analysis capability is that of coupling between the SAS, CFD and FE-thermo-
mechanical models. This type of simulations are usually referred to as analyses of Fluid
Structure Interaction (FSI). According to Muller and Monnoyer de Galland, F.
(2009): Indeed gas properties, i.e. temperature, pressure and mass ﬂow rate, greatly inﬂuence
material temperatures, which in turn control the thermal expansion of the engine parts. This
eﬀect, redeﬁning blade tip clearance and seal gap characteristics, modiﬁes considerably pressure
losses and mass ﬂow rates in the secondary air system. In turn, they impact ﬂow and material
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temperatures. The coupling eﬀect, estimated to be strong, must be precisely addressed to come
up with a valid secondary air system design. Furthermore, the thermal interactions between
structure and secondary air become more relevant as the size of the engine decreases.
FSI coupled methods consist on a two-way coupling between the CFD solution and the FE-
model solution. The boundary condition information is interchanged between the two models,
pursuing continuity of temperature and heat ﬂux at the ﬂuidsolid boundary. Originally, these
simulation methods were applied to turbine blade cooling by Heselhaus et. al. (1992). One
of the earliest applications of FSI to analysis of SAS cavities appeared in Verdicchio et. al.
(2001). Nowadays, state of the art FSI code has been newly developed by Chaquet et. al.
(2011). Moreover, Sun et. al. (2012) have applied the method to model a HPT pre-swirl
and cooling system through a full transient engine cycle, and Ganine et. al. (2012) have
demonstrated the CFD-thermal coupling application to a turbine model with multiple cavities,
illustrated in Figure 2.4.1 on page 30.
An alternative approach to CFD-FE coupling is the conjugate heat transfer method, where
a single code is used to run the full FSI simulation. The procedure to add conjugate capability
to a NavierStokes code was described by Rigby and Lepicovsky (2001). This type of FSI
calculation has been used by authors, such as Starke and Schiffer (2011), to test and
validate simpliﬁed heat loss preliminary design methods. However, there is a disadvantage
to applying the conjugate method, in that the temperature results may have to be exported
to a structural mechanics code for use in stress analysis. This presents an inconvenience for
embedding the new methodology in the complex validated design processes of the main engine
manufactures.
The ﬁeld of automation and design optimisation is becoming ever more important in the
aero engine industry. Automated simulation oﬀers the potential to reduce analysis time and
enables the use of multi-physics design optimisation methods. CFD simulation is still limited
by a relatively laborious analysis preparation time. Additionally, the results obtained from
a CFD analysis may be user-dependent, which presents a standardisation and quality control
problem. Aero-thermal analysis automation has been addressed extensively for turbine blading,
with state of the art multi-disciplinary process such as in Nouri et. al. (2014). However, the
more variable geometries of the SAS have restricted their automation. Nonetheless, Ciampoli

















Figure 2.4.1.: Thermal-CFD coupling in multiple cavities demonstrated for a 2D thermal FE-
model of HP rotor assembly from Ganine et. al. (2012). The turbine compon-
ents are coloured by rotational speed (above) and the coupled CFD cavities are
numbered 1-5 (below).
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CFD analysis of a SAS model, integrated within a design optimisation. The beneﬁts of coupling
the SAS, disc design and thermal analysis have also been shown by Rey Villazon, J. M.
et. al. (2012). Furthermore, CFD automated studies have been presented in Rey Villazon,
J. M. et. al. (2013) for the generation of CFD-enhanced thermal boundary conditions suited
for the engine preliminary design phase. As a contribution to this work, Grasselt (2011)
automated the complete CFD set-up and simulation process focusing on a non-ventilated HPT
cavity, and Berthold (2012) applied the automated CFD process to investigate preliminary
design ﬂow scaling methods for HPT rotor-stator cavities.
Even though ideally a FSI approach coupled with the full SAS ﬂow network model of an engine
would deliver the highest ﬁdelity level in preliminary design thermal results, such methodo-
logy has been considered outside the scope of this thesis due to the high computational cost
and complexity of implementing these methods in the time frame of this work. Since the
thermal model of a speciﬁc engine cavity is very case dependent, there is scarce research to
be found in the automation of thermal boundary conditions generation. This thesis presents
an automated approach to creating the thermal FE-model of turbine discs, considering that
the thermal boundary conditions may source either from engineering experience or advanced
CFD simulation. Following the outlook stated in Chew and Hills (2009): Both the attrac-
tion and complexity of including the main annulus ﬂow path, the full internal air system and
thermo-mechanical modelling in the same calculation are apparent [..]. Coupled modelling of
these aspects of the engine is today achieved to some extent through iteration between design
groups. More rapid coupling would make unforeseen consequences of design changes less likely
and should allow further exploration of design space.
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Fundamentals of Secondary Air System
and Rotor Thermal Modelling
The modelling of the secondary air system and the discs temperature ﬁeld involves a wide
range of tools, each oﬀering diﬀerent levels of model ﬁdelity. This chapter begins with the
fundamentals of secondary air system and rotor design methods. As a result of the SAS design
conﬁguration, a system of ﬂuid cavities and passages is formed, which deﬁnes the ﬂow ﬁeld
around the components of a turbine. A characterisation of these internal ﬂows is presented,
together with their eﬀects on heat transfer and power losses in turbine subsystems.
This chapter also explains the fundamentals of thermal analysis via the FE-method. A special
case of thermal modelling methods is the use of CFD data for the preparation of thermal
boundary conditions. Therefore, the ﬁnal section focuses on the extraction of CFD data for
use in thermal analysis.
3.1. Rotor and Secondary Air System Design
The use of rotor discs in turbomachinery is a direct consequence of the need for a component
to support the turbine blades and to transmit torque from the turbine to the compressor. Disc
design is the immediate step after blade rows design, and the starting point for the conﬁgur-
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ation of the secondary air system. In due order, this section begins with an overview of rotor
design requirements, features and methods. Accordingly follows the design methodology for
the secondary air system.
3.1.1. Rotor design
High pressure turbine discs of aero engines are classiﬁed as critical parts. Critical parts are those
whose failure is deﬁned as likely to have hazardous or even catastrophic eﬀects (e.g. damage
to or loss of aircraft structure, injury/loss of the crew/passengers) and therefore require special
control in order to achieve an acceptably low probability of individual failure. The design
requirements of the turbine discs are set at a very high standard and some of their failure
modes can cause that areas of the turbine discs become life limiting features.
Historically, aero engine rotor parts were designed to avoid any failure risks with large safety
factors that allow for scatter in diﬀerent parameters. With the advent of high power computing,
the computational time to conduct detailed thermo-mechanical assessments has drastically
reduced and is now open for parametric design methods to determine the inﬂuence of parameter
scatter on life and integrity. In order to use robust design engineering methods, the preliminary
design tools need to run automatically, while providing a high level of model ﬁdelity.
In the rotor design process, the geometry is the core of the design activities. At the early stage
of the concept design phase, the stakeholders of a project capture the design geometry in a
CAD model. The CAD model will then become the basis for the design and analysis steps to




 materials and manufacturing process modelling, and
 cost modelling.
Given these broad disciplines of CAD utilization, the requirements for state of the art rotor
design methods include: standardisation of design, automation ability, robustness of CAD
model to design changes, and model re-usability.
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The rotor design is organised in a hierarchy structure where the disc body acts as the
root, or level 1, for the next feature levels. The children feature levels can then be split into
categories, where the rule for each level is that it should be possible to directly add it to the
previous higher level (e.g. the disc body root for the level 2 features). In turn, deeper levels in
the hierarchy, such as level i, contain geometries that require level i-1 to exist before they can
be present. Figure 3.1.1 on page 35 presents a diagram with the typical design features and
hierarchies of a turbine rotor component.
According to Pahl et. al. (2007), a systematic design provides an eﬀective way to rationalise
the design and production processes. In the concept design phase, an structured approach will
provide re-usable solutions. This in turn makes it possible to deduce application possibilities
from previous projects and to use design libraries. For this purpose, the current engineering
CAD design methodology recommends the use of a parametrisation and tagging conven-
tion.
In order to produce a parametric CAD geometry, state of the art modelling methods include
the sketch based approach, the standardised user deﬁned feature (UDF) assembly, and the
programmatic design approach. These methods are described in detail in the review synthesis
from Chakrabarti et. al. (2011) on state of the art for CAD.
In a sketch based design, sketches are groups of geometric entities that represent the outline of
a feature. The sketch outline can be parametrically controlled with user predeﬁned expressions.
These represent parameters with a name and the expression deﬁnition, which can be a value, a
reference to other parameters or a formula. It presents advantages in that it is a well established
modelling method within the engineering designers community, it can be easily understood by
users of varying design skills, the geometry is quickly generated, and each sketch can be re-
utilised as a UDF. Its downside is that the geometry is not as ﬂexible as the one generated with
a programmatic approach, which leads to limitations in robust design automated loops.
The standard UDF modelling method was developed by the Technical University of Darm-
stadt, published in Wenzel et. al. (2013). It is a knowledge-driven approach, where the
geometry is constructed from a predeﬁned library of standardised reusable 3D UDF's, and
imported via the Standard Feature Agent. The features carry design know-how and manu-
facturing data, which enables component cost and weight calculations. However, it requires a
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Figure 3.1.1.: Diagram of feature hierarchy levels, demonstrated for the turbine rotor features.
3D geometry, so 2D geometry sections are diﬃcult to extract. This presents some limitation
at the preliminary design stage, where commonly thermo-mechanical analysis are based in 2D
geometry. Additionally, it requires a high skill level of design abilities to generate the database,
and needs high maintenance eﬀort to keep a reliable library of UDF's. A similar knowledge-
based master model CAD process for turbomachinery has also been published by Sandberg
et. al. (2011).
In the programmatic approach, all geometry is generated with a code command structure.
The geometry entities are deﬁned as programming objects and are assigned attributes at the
time of construction, e.g tag name, layer, etc. This method is especially well suited for auto-
mation, since it allows high control of each entity and post-processing of the geometry for use
in further analysis. Such a process was demonstrated for a turbomachinery application by Dye
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et. al. (2007), who focused speciﬁcally on the cross-section generation for preliminary design. It
involves two modelling skills: high end programming users, who are responsible for the coding,
and low end design users, who utilise the coded applications. There is a large preparation time
frame associated to this method, but once the code is ready, the geometry handling becomes
very quick.
Since the geometry is the basis for thermal and structural analyses, its processing will have a
direct inﬂuence in the ultimate goal of rotor liﬁng. As a short review of rotor liﬁng methods,
according to Reed (2008), the dominant damage mechanism of turbine discs is crack initiation
by low cycle fatigue (LCF), followed by crack growth by cycle fatigue propagation. Originally,
the typical method for liﬁng turbine discs was the life-to-ﬁrst-crack approach. Nowadays, a
more cost-eﬀective approach is the damage-tolerance liﬁng, and more recently the combination
of damage-tolerance and probabilistic liﬁng methods. In the latter case, due to the high number
of design iterations, the automated parametric CAD is a key asset to enable probabilistic
assessments in an adequate time frame. Furthermore, not only the CAD, but also the ﬂow
modelling methods should follow the parametric approach for the design process to be truly ﬁt
for probabilistic liﬁng.
3.1.2. Secondary Air System design
This section presents the process and main features of the SAS design, with a brief overview
of the inputs from higher level disciplines. It should be noted that unlike the rotor design,
traditionally, the SAS design approach has its focus on the ﬂow characteristics rather than the
geometric features that guide the ﬂow.
Inputs to the secondary air system design
The SAS design starts with the requirements for overall engine performance and main annu-
lus aerodynamics. Engine performance is the relationship between power output, revolutions
per minute, fuel consumption, and ambient conditions in which an engine operates. The results
of the performance analysis are the main ﬂow state properties at predeﬁned stations1 in the
1Described inWalsh and Fletcher (2008), international station numbering and nomenclature standards were
developed within the aerospace industry to improve eﬃciency and quality control of data passed between
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engine. The performance input to the SAS comprises the pressures, temperatures, mass ﬂows,
and operating speeds of the thermodynamic engine cycle.
Themain annulus aerodynamics input to the SAS is a more detailed ﬂuid-dynamic descrip-
tion of the ﬂow, including 2D annulus proﬁles of static pressures, total temperatures, and ﬂow
velocities. For the preliminary design aerodynamics, through-ﬂow tools are used to calculate
the ﬂow characteristics over the whole annulus height. An explanation on the fundamentals of
turbine through-ﬂow aerodynamics can be found in Aungier (2006). The state conditions of
the ﬂuid at hub and tip positions of the blade row stations are used as boundary conditions
for the SAS sources and sinks. Figure 3.1.2 on page 38 shows an example of the initial main
annulus geometry and conditions that serve as an input to the SAS and rotor design.
Interface of SAS and thermal analysis
The design of the SAS is very much coupled with the thermal analysis, as it requires a few
iterations in order to converge running clearances and thermal gradients. A change in the SAS
will aﬀect the temperature prediction of the thermal model. At the same time, new thermal
predictions imply changes in seal gaps and temperature gradient requirements, which need to
be fed-back to the SAS design. Furthermore, the engine preliminary design process needs to go
through a few iteration loops in order to converge the original performance requirements with
the cooling needs of modiﬁed SAS conﬁgurations.
Selecting the secondary air system architecture
In order to meet the main gas path cooling and sealing needs, the SAS designer chooses the
minimum pressure compressor oﬀ-takes that enable feeding of the turbine sinks. When possible,
the same oﬀ-take is used to feed several sinks. The selection of compressor oﬀ-takes leads
to the conﬁguration of pipes and passages that guides the ﬂuid to the turbine sinks.
In a next step, the number and radial location of disc seal arms is selected. The position of
seal arms can be adjusted to optimise bearing loads and the discs temperature gradient.
With the selection of disc arms, the type and characteristics of the so called SAS cavities has
companies. Station numbers identify locations on the engine and are usually appended to symbols, such as
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Figure 3.1.2.: Sketch of a typical turbine main annulus geometry for aero through-ﬂow design.
The annulus HPT hub locations point out the boundary condition positions for
the SAS and rotor layout.
been implicitly ﬁxed. These cavities are the ﬂuid volumes that result from the combination of
passages, stationary and rotating walls. Depending on the operation of the walls surrounding
the ﬂuid, the SAS cavities are categorised as purely static, rotor-stator, and purely rotating.
Once the basic sealing conﬁguration is set, the ﬂuid passages between the cavities are selected
to optimally guide the ﬂuid to the turbine sinks. A diagram of a typical SAS cavity with the
commonly employed SAS features and their associated ﬂow circulation pattern can be seen in
Figure 3.1.3 on page 41.
When conﬁguring the SAS, there should be one controlling restriction wherever possible for
each cooling subsystem. This practice favours that if a ﬂow needs to be adjusted there is only
one design change to be made. The restriction location is chosen downstream of any potential
leaks, while ensuring that the impact on performance is minimised. The SAS features used to
control the ﬂow through the internal turbine are described in the rest of this section.
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Flow oriﬁces are used as ﬂow regulating devices, pressure adjustment, or ﬂow guidance to
communicate cavities of diﬀerent pressure. The ﬂow through oriﬁces is usually described with
a discharge coeﬃcient Cd. However, the design speciﬁcation is usually the oriﬁce inlet radius,
since it leads to a higher and more predictable Cd, when taking into account the manufacturing
tolerances.
Pre-swirl nozzles are used to guide ﬂows from a purely static to a rotor-stator cavity, providing
the ﬂow a higher level of tangential velocity or swirl. This ﬂuid rotational eﬀect reduces the
temperature diﬀerence between disc solid wall and ﬂuid in the rotating relative system. There
are two types: the simple circular section nozzles and the small vane nozzles. The latter type of
nozzle resembles a cascade of turbine nozzle guide vanes. Its performance is somewhat better
than the plain nozzle, but it increases the weight and cost of the component.
Sealing devices are used to prevent oil leakage from bearing chambers, to control air ﬂows
and to prevent hot gas ingestion. They are categorised as contacting and non-contacting, which
is of importance in turbomachinery, since contact seals between rotating and static parts are
not always practicable due to the high relative speeds.
Among the non-contacting seals, labyrinth seals are most common, and they can be of the
type: straight-through, inclined ﬁn, stepped, combination seals, double-sided, and overlapping.
The labyrinth seal has a series of clearances between rotor and stator. In an ideal seal, the
dynamic pressure in each clearance is lost when entering the subsequent chamber. By having a
number of sealing clearances in series, the pressure drop across each one is made much smaller
than it would be if there were only one clearance to restrict the leakage ﬂow. The labyrinth seal
ﬁns is applied in conjunction with a static part, which can be a felt metal lining or a honeycomb
lining.
Contacting seals are used to prevent mixing of diﬀerent ﬂuids, for example to keep oil inside
a bearing chamber. The constant leakage through a labyrinth seal would not be acceptable,
and thus the gap is closed with a rubbing contact. Common types of contact seals include the
brush and the ring sealing devices.
Since seals enclose a ﬂuid between a rotating and a static part, they produce windage heating.
It is important to consider this eﬀect, since the viscous drag on rotating components represents
a loss of energy, and the heating of the ﬂuid requires increased quantities of cooling ﬂow to
40
maintain an optimal thermal ﬁeld. Detailed investigations on seal heat transfer eﬀects were
performed by Millward and Edwards (1996) and Willenborg et. al. (2001).
Another key aspect of sealing design is the running clearance. It is necessary to ensure that
the intended clearance is accurately maintained under all running conditions. The control of
the running clearance must address the multi-disciplinary aspects: manufacturing tolerances,
bearing movement, casing vibrations, seal vibrations, strain growth, and thermal expansion.
An accurate clearance control requires good knowledge of the thermal ﬁeld in the components
around the seal, and therefore a high ﬁdelity thermal FE-model.
Heat shields and cover-plates are used as a way to pump the cooling air into the blade
cooling passages, and additionally help to keep the highly loaded disc post shielded from high
temperatures at the turbine rim. The cover-plate is a smaller disc attached to the front of the
main disc. Its size depends on the required seal and pre-swirl nozzle radii, and the location
where this small disc needs to be supported.
The blade cooling feed system has to deliver a deﬁned mass ﬂow of cooling air below a
critical temperature, which are speciﬁed by the turbine blade design team. Since the blade
and rotor components are aﬀected by the relative total temperature of the surrounding ﬂuid,
pre-swirl systems are used to diminish the relative temperature ﬁeld. For moderate blade feed
pressure, no outer pre-swirl seal is required. In this case, the blade is fed through its shank.
However, whenever high feed pressure is needed, drilled air holes are used to guide the ﬂuid
from the turbine disc to the bucket groove.
Complex blade root systems can also include the ﬂuid transfer path into the next turbine stage.
The micro-turbine device achieves such inter-stage cooling air transfer through an air hole
in the blade shank that exhausts the air in the opposite direction of blade rotation. This air
ﬂow impulse into the next cavity provides some additional percentage of power to the turbine.
Cooled cooling air: there is recently a drive to ﬁnd cooler sources of air to cool the turbine
blades. An arrangement with high cooling potential is to take HPC delivery air and cool it
in a heat exchanger. With this device, it is possible to cool the air much more than with a
pre-swirl system. Another beneﬁt is that it allows to reach parts of the engine which cannot
be reached with pre-swirled air. There are high beneﬁts to be gained with this devices, but the
disadvantages of high pressure losses, weight and cost are signiﬁcant.






















Figure 3.1.3.: Diagram of a typical SAS turbine cavity showing the location of some commonly
employed SAS features and the associated ﬂow circulation pattern.
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In summary, the number of ﬂow elements and conﬁgurations of the SAS is quite large. However,
most conﬁgurations can be categorised in distinct cavity and ﬂow element families. The next
section gives an overview of the ﬂow ﬁeld and heat transfer phenomena that can be expected
in the system of cavities and ﬂow passages of the SAS.
3.2. Flow Phenomena in the Secondary Air System
The multiple combinations of features in the SAS yield a wide variety of 3D ﬂow phenomena
that lead to complex interactions between all directions of the momentum components. The
ﬂow in cavities and the ﬂow through passages is typically analysed separately. This adds some
simplicity to analyse the full system, since ﬂow passages, such as oriﬁces or seals, are considered
as the inlet and outlet boundaries of a cavity. Another practical ﬂow characterisation distin-
guishes whether the ﬂuid circulates between rotating or static components, or a combination
of both. The ﬂow conditions in most cavities of a turbine SAS will be aﬀected by the rotating
disc system.
This section begins with a description of the ﬂow around a free disc and its relevant non-
dimensional parameters, as depicted in Figure 3.2.1 on page 43. The enclosed disc ﬂow ﬁeld
is then introduced, as illustrated in Figure 3.2.3 on page 47. The real engine behaviour of the
ﬂow over a rotor disc surrounded by a static architecture is in between the theoretical ﬂow ﬁeld
of free and enclosed discs. While disc walls in narrow cavities, with a static part located in
their immediate surrounding, will behave like enclosed discs, it can be assumed that disc walls
in very wide cavities will be rather similar to the free disc.
Thereafter, the section describes the relevant sources of power losses in the SAS. In this con-
text, the frictional losses of rotor-stator systems and the phenomena known as windage are
introduced. An additional source of SAS losses is the pumping power required to guide the
ﬂow through narrow channels, such as the passages in the blade cooling feed system.
3.2.1. The free disc system
The main assumptions in the free disc system are that the disc rotates in a ﬂuid of inﬁnite
extent and the ﬂuid is initially at rest. By applying these boundary conditions, and considering





































Figure 3.2.1.: Diagram of the ﬂow around a free rotating disc (left) and proﬁle of velocity
components with dimensionless wall distance (right), as depicted in Owen and
Rogers (1989).
incompressible ﬂow ρ = constant, with dynamic viscosity µ = constant, Kármán (1946)
solved the Navier-Stokes equations for a free rotating disc. A diagram of the resulting ﬂow ﬁeld
structure and how the velocity components develop along the dimensionless wall distance ζ (in
x axis direction) can be seen in Figure 3.2.1 on page 43.
Within the relatively small boundary layer, which may be laminar, transitional or turbulent (de-
pending on the Reynolds number Re), there occurs a pumping eﬀect forcing the ﬂuid particles
to move radially outwards. In order to satisfy mass ﬂow continuity, additional ﬂuid is entrained
axially. Consequently, a three dimensional ﬂow ﬁeld develops with velocity components in axial,
circumferential and radial direction.
The relevant non-dimensional parameters that aﬀect the ﬂow ﬁeld around the free disc are the
rotational Reynolds number Reϕ (3.2.1)and the through ﬂow coeﬃcient cw (3.2.2). Owen and
Rogers (1989) describe how these coeﬃcients can be combined in the turbulent ﬂow parameter
λ (3.2.3), which compares the through ﬂow with the pumped ﬂow of a free rotating disc. An
additional relevant parameter is the dimensionless swirl ratio β (3.2.4), which relates the local
circumferential ﬂuid velocity to the angular speed of the rotor. The swirl ratio is useful to















Ω · r (3.2.4)
The experiments carried out by Theodorsen and Regier (1944) showed that a laminar
boundary layer proﬁle can be expected for Reϕ lower than the critical Reϕcritical = 0.5 · 105.
This value marks the beginning of the transition phase. The transition typically takes place
between 0.5 · 105 < Reϕ < 3.1 · 105. For higher Reϕ, the viscous boundary layer under
turbulent ﬂow is fully developed. It should be noted that these values also depend on material
and manufacturing properties like the disc roughness. In the typical operation of turbine discs,
Reϕ is suﬃciently high that all three boundary layer conditions are present over the disc, with
a predominance of viscous layer under turbulent ﬂow.
Heat transfer in the free disc system
The heat transfer from a free rotating disc depends on the disc temperature distribution To(r)
and the Prandtl number2 Pr = cpµ/k. The energy equation used to determine the temperature
distribution within the ﬂuid boundary layer can also be used to determine the heat transfer from
the disc and the temperature of the ﬂuid T∞ outside the boundary layer. Owen and Rogers
(1989) describe how the solution of temperature proﬁles for laminar ﬂow with isothermal and
quadratic disc temperature distributions can be determined. The ﬂuid temperature proﬁles
tend to the T∞ asymptote with the wall distance, as shown in Figure 3.2.2 on page 45.
2The Prandtl number is the ratio of momentum diﬀusivity (kinematic viscosity) to thermal diﬀusivity.









































(a) Isothermal disc temperature (b) quadratic disc temperature
𝑃𝑟 = 0.5 𝑃𝑟 = 1 𝑃𝑟 =2
Figure 3.2.2.: Temperature proﬁles for the free disc under laminar ﬂow, from Owen and Ro-
gers (1989). Inﬂuence of the Pr number and the disc solid temperature distri-
bution: isothermal (a) and quadratic (b).
Nu =
q˙0 · r
k · (T0 − T∞) (3.2.5)
The local Nusselt number3 Nu, deﬁned for radial ﬂows in 3.2.5, is used as a measure of convect-
ive heat transfer capability over the disc. There is an integral analytical solution for turbulent
ﬂow, in the case where the Reynolds analogy is valid. The Reynolds analogy assumes that the
boundary layer proﬁles of heat transfer and wall shear stresses are analogous. The conditions
for its validity in rotating discs are that Pr = 1, the disc temperature distribution is quadratic,
and the total enthalpy outside the boundary layer does not depend on the radius r. A sum-
mary of analytical, numerical and experimental results of the variation of Nu with Reϕ can
be found in Owen and Rogers (1989). The behaviour of the radially averaged Nuav can be
3The Nusselt number is the ratio of convective to conductive heat transfer across a boundary.
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summarised as follows:
 Nuav depends on the Pr number and the disc solid temperature distribution in an ana-
logous way for laminar and turbulent ﬂow.
 Nuav increases with Reϕ, but has a steeper slope dependency in turbulent ﬂow conditions
than laminar.
The theoretical solutions for the free disc system provide an understanding of the relevant ﬂow
phenomena that can be expected in the SAS cavities. Nevertheless for realistic applications,
analytical solutions are commonly not available and CFD is used to simulate the ﬂow ﬁeld and
heat transfer in rotor-stator cavities, which typically include complex 3D features.
3.2.2. The enclosed disc system
The enclosed disc system assumes that one disc rotates with angular velocity Ω about the x-
axis, and has in front of it another stationary disc (the stator side of the cavity). The right
side of Figure 3.2.3 on page 47 shows a diagram of the main cavity dimensions and the generic
velocity proﬁles in the enclosed system.
The fundamental research for this type of disc system was performed by Daily and Nece
(1958), who identiﬁed four regimens of ﬂow, see left side of Figure 3.2.3 on page 47. The ﬂow
pattern mainly depends on the axial gap ratio G = s/r2 and Reϕ. For close cavity clearance,
represented by regimes I and III, the boundary layers on the rotor and the stator are merged
and the ﬂow inertial terms across the gap are negligible. This type of ﬂow structure is known as
a Couette type of ﬂow. To describe the regimes, it is useful to deﬁne the gap Reynolds number,
Res as in (3.2.6). For Res ≥ 100, a rotating inviscid ﬂuid core develops, with sharp velocity
gradient near the boundary layer. This is typical of ﬂow regime IV, a Batchelor type of ﬂow
structure, which is the most common case found in turbine SAS applications of aero engines.
Res = Ω · s2/ν = G2 ·Reϕ (3.2.6)
The enclosed disc ﬂow phenomena are usually classiﬁed between system with and without
superposed ﬂow. A radial superposed ﬂow is in most cases present in ventilated SAS cavities.






























Figure 3.2.3.: Flow regimes of the enclosed disc system (left) and diagram of cavity dimensions
and velocity proﬁles (right), from Daily and Nece (1958).
This additional inlet ﬂow has an impact on the proﬁles of the boundary layer and the turbulence
intensity. The superposed ﬂow can cause premature transition to turbulent ﬂow. In turbine
rotor-stator systems, a superposed radial ﬂow is created by the pressure gradient in between
the SAS cavities. At the rim cavities, such a superposed ﬂow prevents hot gas ingestion from
the main annulus through the rim seals. When a superposed radial ﬂow is present, the net
ﬂow is radially outwards. However, that does not necessarily imply that all of the local ﬂow
is directed outwards. In most enclosed disc systems, a local recirculation forms, with opposite
ﬂow directions over the stator and disc walls.
The mass ﬂow distribution between the rotor and the stator wall depends on the value of
the ﬂow parameter λ and the amount of superposed mass ﬂow ˙msup. Typically, the incoming
superposed mass ﬂow has some swirl velocity. Under these conditions, there is a source region
with a tendency for angular momentum to be conserved. Therefore, the ﬂuid tangential velocity
in the core decreases with increasing radius.
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Heat transfer in the enclosed disc system
Extensive research has been performed previous to this work on heat transfer in rotor-stator
systems. When no superposed mass ﬂow is present, the Nu number is deﬁned with a temper-
ature diﬀerence relating to the temperature of core Tc, as in (3.2.7). When a superposed ﬂow
is considered, Nu is deﬁned as in (3.2.8), where the temperature diﬀerence is referenced to the
temperature of the incoming ﬂuid TI or to the adiabatic temperature T0,ad, as in (3.2.9).
Nu =
q˙0 · r
k · (T0 − TC) (3.2.7)
Nu =
q˙0 · r
k · (T0 − TI) (3.2.8)
T0,ad = TI +R
f · Ω
2 · r2
2 · cp (3.2.9)
Historically, the investigations on heat transfer in enclosed discs distinguish between shrouded
and unshrouded systems. The shroud refers to an upper horizontal solid boundary, which is
usually present in engine SAS in the form of a disc arm or a sealing structure. The shroud
clearance ratioGc = sc·r2 is a useful geometrical parameter to describe the impact of the shroud.
Owen and Rogers (1989) present a thorough summary of numerical and experimental results
for heat transfer in rotor-stator systems. The main conclusions of their work, based on the
radially averaged Nusselt number Nuav, can be summarised as follows:
 for unshrouded discs:
 Nuav increases as G decreases for small gap ratios and becomes independent of G
for large ones.
 with large rotational speed, Nuav tends to the free-disc case as Reϕ increases, and
with small speeds, the results tend to an asymptote independent of Reϕ.
 for shrouded discs:
 Nuav is higher than the unshrouded disc result, but the dependencies to Reϕ and
G remains analogous to the unshrouded case.
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 Nuav decreases with Gc and increases with the ﬂow coeﬃcient cw.
3.2.3. Frictional losses of rotating components: Windage
The ﬂuid frictional shear stresses over the disc suppose an additional torque requirement to the
turbine subsystem. Since this torque does not contribute to engine thrust, nor to the thermal
eﬃciency of the gas generator, it is considered as a power loss. The frictional shear stresses
result from the ﬂuid's viscosity, which generates tangential forces within the boundary layer.
The momentum integral equations of a rotating disc can be found in Owen and Rogers
(1989), and are included in Section A.4.
In practice, the associated forces over the disc can be expressed as the integrated torque M
over one wetted side of the disc, (3.2.10), where the tangential shear stress at the wall, τϕ,0 can









For a non-dimensional characterisation, the torque can be described with the moment coeﬃcient
cm for a complete disc (2 wetted sides), deﬁned in (3.2.12).
cm =
M
Ω2 · r52 · ρ/2
(3.2.12)
The correlations and parameter laws that describe cm have been the scope of many investiga-
tions, since it can also provide information about the power loss of the disc and the temperature
pick up of the ﬂuid in a rotor-stator cavity. Based on the ﬁrst law of thermodynamics, the sum
of the heat rate Q˙ and the power input W˙ equals the diﬀerence of total enthalpy rate H˙2− H˙1,
which for a perfect gas is a function of total temperature diﬀerence, (3.2.13).
Q˙− W˙ = H˙2 − H˙1 = m˙·cp·(Tt,2 − Tt,1) (3.2.13)
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The heat term is associated to convective heat transfer and sometimes even a source of radiation.
If the system would be considered to be adiabatic, Q˙ would be zero. The term W˙ is the power
that is put into the ﬂuid system by the disc. It includes what is commonly known as viscous
heating or windage W˙ = M · Ω . Windage is therefore deﬁned as the power applied by the
rotor moment on the ﬂuid bathing it.
When combining the above formulation, it can be concluded that windage changes the total
temperature of the ﬂuid from the inlet to the outlet of the rotor-stator system. There is a
direct relation between cm and the temperature change of the ﬂuid in the rotor-stator cavity,
as expressed in (3.2.14). Therefore, the heat pick up of the ﬂuid per unit area, HPU , is the
sum of the energy input in form of the convective heat rate HPUconv and the windage power
HPUwind, as in (3.2.15).
∆Twindage =
cm · Ω3 · r52 · ρ/2
m˙ · cp (3.2.14)




In practice, the heat pick up due to windage can be determined with the correlations for the
moment coeﬃcient cm (3.2.12) or via CFD analysis. Ultimately, cm is a measure of the wall
shear stresses, which strongly depend on the ﬂow ﬁeld properties, the ﬂow ﬁeld regimes (section
3.2.2) and the associated Reynolds number Reϕ. Berthold (2012) summarises the commonly
used cm correlations for SAS rotor-stator cavities and seals.
3.2.4. Pumping losses of rotating channels
When the ﬂuid enters a rotating channel from a cavity where the swirl number is below 1,
power is needed to increase the tangential velocity of the ﬂow and to pump the ﬂow from a
lower to a higher radius. The power associated to these pumping eﬀects can be simplistically
calculated by the Euler's pump and turbine equation of turbo-machinery (3.2.16).
W˙ = m˙ · (uϕ,2 · Ω · r2 − uϕ,1 · Ω · r1) (3.2.16)
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The rotating channel pumping eﬀect can be split in two separate power contributions: the
power to increase the ﬂuids swirl and the power to move the ﬂuid radially outwards. When the
ﬂuid enters a rotating channel from a cavity, it usually has a diﬀerent tangential velocity (in
most cases lower) than the rotating speed of the channel. Thus, the power needed to accelerate
the ﬂuid from a swirl of β to swirl of 1 can be determined with (3.2.17). Once the ﬂuid is inside
the rotating channel, its tangential velocity is very close to the rotational speed of the channel
walls (not necessarily true for wide channels, but these would fall under the category of rotating
cavities). Hence, with the assumption that uϕ(r) = Ω · r, the power needed for bringing the
ﬂuid to a higher radius within the rotating channel can be determined with (3.2.18).
W˙ = m˙ · Ω2 · r2 · (1− β) (3.2.17)
W˙ = m˙ · Ω2 · (r22 − r21) (3.2.18)
The pumping losses within rotating channels can account for a very relevant percentage of the
whole SAS power losses. One of the highest contributors is the pumping power required to
guide the ﬂuid through the blade cooling system, since the ﬂuid needs to be fed from the lower
turbine cavities into the higher radii of the turbine main annulus. The complex system of blade
cooling passages supposes a large increase in both radius and swirl for the ﬂuid.
3.3. Flow Network Modelling
The tool most commonly used in the analysis of air systems is the 1D ﬂow network model. An
introduction to the state of the art and functions of ﬂow network modelling has been presented
in Section 2.3. This section describes the fundamentals of this type of modelling program and
the general arrangement of typical SAS ﬂow network models.
To create the model, the complex engine geometry needs to be simpliﬁed into a 1D synthesis
model, which describes the physical behaviour of the ﬂow passages and cavities with basic
geometrical properties and ﬂow equations. The computer program to build the 1D ﬂow network






































































Figure 3.3.1.: Diagram of the 1D ﬂow network model of a typical 2-stage HPT.
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of the ﬂow paths, and nodes, where links meet. In order to assemble the network, the modeller
needs to go through the SAS design identifying all of the signiﬁcant ﬂow paths deﬁning the links.
Then, one or more elements have to be placed within the links (called bits), which represent
the features in the network that produce changes of pressure or enthalpy. Figure 3.3.1 on page
52 shows an example of the 1D ﬂow network model of a typical HP turbine SAS.
3.3.1. Flow network analysis
In order to compute the ﬂow, pressure, and temperature in a ﬂow network, the network is
discretised into a ﬁnite number of control volumes. The conservation equations for mass,
momentum, and energy must be accounted for in each control volume. The resulting system
of equations is a coupled and non-linear system that is solved by a numerical method.
Governing equations
The mass and energy conservation equations are used to solve the state of the ﬂuid in the
internal nodes, and the momentum conservation equation is used for the ﬂow rate in each link.
Figure 3.3.2 on page 55 shows a diagram of the nodes and links arrangement, together with a
typical orientation with respect to the engine axis. The following formulation assumes that the
problem is steady state (∂/∂t = 0). Therefore, whenever a transient cycle analysis with the
ﬂow network model is attempted, the solution will be a set of interpolated steady state points.
Mass conservation requires that the net mass ﬂow from a given node must equate to zero. The
integral form of mass conservation in a control volume V , in (3.3.1), shows that the time rate
of mass change in the volume V plus the net rate of mass ﬂow through its surfaces A must be
equal to zero. Thus, for the ﬂow network nodes, it can be formulated as in (3.3.2), where m˙S








ρ(v¯ · n¯)dA = 0 (3.3.1)
n∑
j=1
m˙ij + m˙S = 0 (3.3.2)
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The momentum conservation equation shows that the ﬂuid body forces X¯ (gravity, inertia,
etc.), pressures and viscous stresses on a control volume equal the rate of momentum change
in the volume plus the rate of the momentum ﬂow through its surfaces, as in (3.3.3). This
can be formulated for a given ﬂow link as (3.3.4), where Inertia, pressure, gravity, friction and
centrifugal forces are considered. In addition to these terms, a source term S is provided in the
equation to input pump characteristics or other external force in a given link. The momentum
conservation equation requires the knowledge of the density, speciﬁc heats and viscosity of the
ﬂuid within the branch. These properties are functions of the temperatures and pressures at













ρ(v¯ · n¯)v¯dA (3.3.3)
inertia
m˙ij · (uj − ui) =
pressure
A · (pi − pj)
gravity
−ρ · gc · V · cosθ −
friction
Kfm˙ij· | m˙ij | ·A
+
centrifugal
ρ ·K2rot · Ω2 · A
2
(r2j − r2i ) · cosθ +
source
S (3.3.4)
Energy conservation for a control volume as in the ﬁrst law of thermodynamics, (3.3.5), states
that the rate of total energy change plus the energy ﬂow through its surfaces equals to the
heat transferred into the volume plus the work applied on the volume. The total energy is
deﬁned as the sum of internal, kinetic, potential energies and other terms, Eˆ = U + mv¯2/2 +
mgr. Moreover, the power terms can be split into work from body forces, pressures, viscous
terms, and from other applied forces, as in (3.3.6). The heat terms Q˙ are then attributed to
conduction, convection and radiation across the boundaries, as well as internally generated heat.
Additionally, the equation terms can be regroup using the enthalpy of the ﬂuid, which is deﬁned
as H = U+pV , and therefore the speciﬁc enthalpy h = H/m. For the ﬂow network formulation,
this means that the net energy ﬂow from a given node must equate to zero. Thus, the total
energy leaving a node is equal to the total energy coming into the node from neighbouring
nodes plus any external heat and power sources. (3.3.7) presents the energy governing equation
for a control volume in the ﬂow network formulation. Energy conservation is applied to each






















Figure 3.3.2.: Diagram of 1D ﬂow network nodes and ﬂow links arrangement (a), with typical
relative position to engine axis (b).
node, and n is the total number of ﬂow links connected with node i. The MAX operator in
(3.3.7) is known as an upwind diﬀerencing scheme, which allows the transport of energy only









































MAX [−m˙ij, 0]hj −MAX [m˙ij, 0]hi + MAX [−m˙ij, 0]| m˙ij |
[




+ Q˙i = 0 (3.3.7)
56
Solver algorithm
A combination of a successive substitution method and the Newton-Raphson method is used
to solve the ﬂow network set of equations. The successive substitution method is based on
successive correction iterations to the variables until the errors in the conservation laws are
minimised. The Newton-Raphson method is a numerical technique that solves the system
of equations simultaneously. The mass and momentum conservation equations are solved by
the Newton-Raphson method. The energy and constituents (case of multi-ﬂuids) conservation
equations are solved by the successive substitution method. In this way, the equations which
are more strongly coupled are solved by the Newton-Raphson method, which has a signiﬁcantly
faster convergence rate but requires additional computing memory.
Initial values
A set of initial values to start the calculation needs to be estimated by the algorithm or given
by the user. The algorithm estimate begins by applying ambient temperatures to all internal
nodes. The unknown pressures are then estimated by using the Laplacian law of repartition.
This algorithm uses the pressure boundary conditions to assign the average of the total pressure
values of the adjacent nodes to a given node. Once pressures and temperatures are ﬁxed, an
estimate for mass ﬂow rates is computed using the momentum equation. With the guessed
unknown variables, the residuals corresponding to each of the conservation equations are com-
puted (mass, energy and momentum equations), which sets the start of the iterative process.
Convergence criteria
With each solution iteration, the set of equations is locally linearised and solved using the
Newton-Raphson method. Two basic conditions are checked at each step:
1. the largest residual of the nodal values at a given iteration k is less than the largest
correction at iterations k − 1 and k − 2.
2. the largest residual at iteration k is less than the prescribed convergence value.
These two conditions need to be fulﬁlled in order to ensure that convergence cannot be acci-
dentally reached if there are signiﬁcant residual oscillations between consecutive iterations.
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3.3.2. Flow network elements
The creation of the ﬂow network requires the user to follow a physical abstraction process,
where the SAS design features are reduced to categories of ﬂow elements. The process starts by
setting the nodes of the ﬂow network and then applying appropriate thermodynamic bits to the
ﬂow links, which represent energy and momentum addition terms. Following is a description
of the most common elements that are needed to build the turbine ﬂow network.
The basic ﬂow network node types include: boundary, internal and velocity nodes. Bound-
ary nodes represent the interface of the model with the not-modelled environment. These nodes
can either be set as sink or source, providing state information of pressure and temperature.
The internal nodes are the most common nodes in the ﬂow network, representing the internal
states of the ﬂuid. Finally, the velocity nodes are internal nodes that allow for changes in the
frame of reference. These latter nodes are used in combination with the change-of-reference
elements to switch between rotating and stationary reference modelling.
Flow elements
Flow elements are characterised by a pressure loss coeﬃcient and a ﬂow equation. As already
mentioned in Section 2.3, loss coeﬃcients can be determined either experimentally or via CFD
simulation. This data is loaded into the ﬂow network program in the form of tables or diagrams
that are usually company proprietary data.
Oriﬁces are used as ﬂow regulating devices or for pressure adjustment means. They are
modelled with a discharge coeﬃcient cd, which is the ratio of actual-to-ideal mass ﬂow. Their
constitutive equation relates the mass ﬂow to the pressure drop across the oriﬁce, given by
(3.3.8).
m˙ · √Tin
cd · A · pin =
√
2γ

















The labyrinth seal ﬂow element approximates the seal as a series of oriﬁces, with a dynamic
pressure loss after each ﬁn. This eﬀect is summarized in the carry over factor (COF). The
cd value for the seal constitutive equation, (3.3.9), depends on diﬀerent parameters such as:
presence of honeycomb and its characteristics, height and width of the ﬁns, shape of the ﬁn
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tip, size of the steps, gap between the ﬁn and the honey comb step, and the inﬂuence of the
Reynolds number.
m˙ · √Tin














For complex ﬂow elements it is best practice to use experimental measurements or CFD results.
Such elements are modelled with a ﬂow-characteristic, which provides the pressure losses
and mass ﬂow constitutive law of a given element depending on its geometric and operational
parameters. The ﬂow-characteristic is employed for complex SAS devices such as pre-swirl
nozzles or blade cooling channels.
Cavities
The ﬂow in SAS cavities is the result of a complex interaction of ﬂow characteristics. In the 1D
ﬂow network, they are usually modelled as a combination of simpler thermodynamic eﬀects,
such as dynamic head loss, vortex, and change of reference.
Dynamic head loss elements model the total pressure losses by a ﬁxed pressure loss coeﬃcient,
as fraction of the dynamic head. These elements are used to represent pipe inlets and outlets,
sudden restrictions and enlargements, and junctions or bifurcations.
The swirling ﬂows that occur in rotor-stator cavities are modelled with vortex elements, which
condense the 3D ﬂow ﬁeld eﬀects into a momentum and power term input into the ﬂow network
between two nodes. As a simplistic vortex element, free or forced vortices can be chosen. Forced
vortices are characterised by their tangential velocity being proportional to the rotor speed
uϕ = β · Ωr. On the other hand, free vortices are usually the result of upstream swirl, such as
pre-swirl nozzles, and their tangential velocity is best represented by uϕ = K/r.
Another common cavity element is the change-of-reference, which models the transition
from the absolute frame of reference to the rotating frame and vice versa. Since the change is
performed over an element, the two adjacent nodes of the element are in two diﬀerent frames
of reference.
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3.4. Thermal FE-Modelling
An introduction to the state of the art and purpose of thermal analysis with the ﬁnite element
(FE) method has been presented in chapter 2.4. For the research undertaken in this work, the
Rolls-Royce in-house FE tool SC03, Edmunds (1993), has been used. This section describes
the necessary inputs to construct a thermal FE-model, how a solution is obtained, and the type
of output data that results from the analysis.
Creation of the thermal FE-model
To create a thermal FE-model of an engine component, the inputs from several engineering
departments are needed as a pre-requisite. The process requires to gather the component's
design, performance, air system and material data. Additionally, the thermal engineer follows
a process of abstraction of physical principles, where the ﬂow ﬁeld and heat transfer mechanisms
around the component are reduced to thermal boundary conditions.
The geometry of the thermal model represents the solid contour of the component to be
modelled. The thermal boundary conditions will be assigned to the geometry curves and
faces, and the solid material information to the internal geometry domains. The geometry
for thermal FE-analysis may be 2D or 3D. This work concentrates on thermal analysis with
2D engine axisymmetric geometries, since 2D thermal models are currently the standard for
assessments in the preliminary design phase. A summary of CAD modelling best practices
has been presented in chapter 3.1.1. There, the importance of systematic geometry tagging
was pointed out, which will be used in the thermal modelling for the association of thermal
boundary conditions to model curves.
The thermal FE-model geometry is modulated in domains. Each domain deﬁnition is an area
of the model with distinct solid properties. Usually, domains represent diﬀerent parts and
features of a component. The set of domain properties contains:
 Domain identiﬁer name, used in the program code to associate properties to the domain.
 Material properties, which include information such as Young modulus E, Poisson ratio
ν, coeﬃcient of thermal expansion α and the thermal conductivity k.
 Rotational speed, deﬁning also whether the component is rotating or static.
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 Domain symmetry type, which can be 3D, axisymmetric, plane stress or plane strain.
Even 2D models contain non-axisymmetric domains, which represent purely 3D features
such as bolts or holes.
 Thickness properties, used only for plane stress or strain domains.
 Thermal loads, used to apply prescribed temperature ﬁelds.
 Structural loads, used to apply prescribed mechanical loading of the component.
Additionally, the engine cycle and ﬂuid environment description needs to be loaded in the
model. The deﬁnition of the cycle performance data is the start of the process to set up the
ﬂuid boundary data in the thermal model. The performance input to the model comprises the
pressures, temperatures, and mass ﬂows at engine stations, plus the operating speeds of the
thermodynamic engine cycle. This data is loaded together with an engine cycle deﬁnition,
which in turn deﬁnes the time steps and conditions for the analysis of the model. The cycle
deﬁnition might be a simple time-marching operation between two stabilised conditions (e.g.
idle and high power operation) or a complex ﬂight proﬁle suited for component life prediction
(e.g. idle, taxi-way, take-oﬀ, climb, cruise, approach and landing).
Another necessary set of inputs relating the thermal model to the ﬂuid environment is the
secondary air system data. Again, this data set needs to be associated to the cycle time
steps. It includes the results of the SAS ﬂow network model, and it provides the main cavity
pressures, mass ﬂows, and initial temperatures for the boundary conditions of the model. How-
ever, it should be noted that the SAS ﬂow description is rather macroscopic, and the thermal
designer still needs to determine how to distribute the ﬂows at the local level.
Also cycle dependent, the set of oil data is of particular importance for the modelling of
bearing chambers. And another set of cycle inputs includes the aerodynamic loads from
the main annulus blades and vanes. The aerodynamic loads are necessary to determine model
displacements, but are not needed for the computation of temperatures.
Once the previous inputs to the thermal design are available, thermal boundary conditions
have to be applied to the model to be able to simulate the local ﬂow ﬁeld around the solid parts.
Each of these contains a set of properties that describe the ﬂow ﬁeld in order to compute heat
transfer between solid and ﬂuid boundaries. The deﬁnition of a thermal boundary condition
includes: boundary condition type, mass ﬂow, inlet temperature, inlet pressure, heat pick up,
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heat transfer correlation and swirl velocity. Further detail on thermal boundary condition types
and their inputs is presented in the appendix Section A.1.
Figure 3.4.1 on page 63 shows a thermal FE-model of a rotor-stator cavity in a typical HPT
disc. The lines along the edges of the solid geometry characterise diﬀerent boundary condition
types like streams, ducts and voids.
Thermal analysis solver
In order to obtain the temperature distribution within the solid, a system of partial diﬀerential
equations needs to be solved through a time marching steady-state calculation. The ﬁnite
element method is the basis for solving the thermal model. This method consists on discretizing
the solution domain into many small and interconnected elements, which leads to a piece-wise
approximation of the governing equations. Thus, the ﬁnite element procedure reduces the
continuum problem to one with a ﬁnite number of unknowns at speciﬁed points referred to
as FE-nodes. A description of the fundamentals of FE-analysis can be found on Rieg et. al.
(2012).
The governing equation to solve the thermal problem in the FE-model is the heat diﬀusion
equation solved at the solids, (3.4.1). Depending on the type of thermal boundary condi-
tion, diﬀusion is solved with either Dirichlet, T = T0, or Newmann-like boundary conditions,
−(k∇T ) · n¯ = q0, at the boundaries.
ρ · cs∂T
∂t
= ∇ · (k∇T ) + Q˙ (3.4.1)
Heat diﬀusion in the FE-problem is weakly non-linear, since the material properties have a
non-linear dependency with the temperature, and the boundary conditions usually include
sophisticated correlations of the Nusselt number, which intrinsically depends on T .
The FE-solver proceeds to solve the equations at the nodes with a temporal discretization,
which can be implicit or explicit. At each time step iteration, the material properties, which
are temperature dependant, are frozen from the previous step. Additionally, the non-linear
boundary condition coeﬃcients, such as in convecting or radiating walls, are linearised by
calculating them with the temperatures of the last step. Convective boundary conditions are
solved with Newton's law of cooling, (3.4.2), and radiating heat ﬂux is calculated based on the
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thermal power emitted by a perfect diﬀuse radiating grey boundary, (3.4.3).
Q˙0 = A · h · (T∞ − T0) (3.4.2)
Q˙ = A ·  · σB · T 40 (3.4.3)
Results of the thermal FE-model
The results of a thermal analysis applied to an engine component over a time cycle are the
ﬁelds of temperature and displacements at each FE-node. The temperatures are used to assess
material integrity and liﬁng the components, in combination with the structural analysis to
determine the distribution of mechanical stresses and strains. The model node displacements
are useful to determine running part interfaces and rotor-stator gaps. Furthermore, the thermal
gradients are used to better adequate the loading of the component and the heat ﬂux informa-
tion is fed-back to the SAS model for better assessment of the condition of the SAS ﬂows when
they are returned to the main annulus.
3.4.1. Example of turbine rotor-stator cavity thermal model
As a practical application example, a thermal model of a typical turbine rotor-stator system is
shown in Figure 3.4.1 on page 63.
The 2D geometry of the example model represents the front features of a HP turbine disc with
the static structures around it. The disc is build from a disc body, front and rear drive arms
with bolted joints, and two front labyrinth seal arms. Additionally, the disc includes a cooling
air hole that guides the ﬂuid to the blade cooling channels. The static structure encloses the
cavities in front of the disc, leading to a rotor-stator ﬂuid system. In this application, the static
structure holds the honeycomb features associated to the labyrinth seals, and a pre-swirl nozzle
that accommodates the air coming into the cavity where the cooling air hole is located.
The 2D solid geometry is broken down into domains. The disc domains are deﬁned as rotating,
with rotational speed Ω = NH, and the static domains are assigned no speed (Ω = 0). Most





























Figure 3.4.1.: Thermal FE-model of a typical HPT disc and front static structure. (a) Deﬁnition
of 2D geometry, domains and FE-mesh; and (b) diagram of thermal boundary
conditions representing the ﬂow ﬁeld around the FE-model.
of the domains are set with kinematic deﬁnition axisymmetric, except for the cooling air
holes, seal honeycombs, and pre-swirl nozzles, which are set as plane stress. The plane stress
domains are assigned a user deﬁned thickness property, which is lower than 2pir.
In order to perform the FE discretization of the 2D domains, the mesh generation functionality
of the FE-tool (SC03) is used. It should be noted that the number of discretization elements
needed for thermal analysis is less than for structural analysis. The very ﬁne meshes usu-
ally employed for mechanical analysis are not necessary for an accurate resolution of the heat
diﬀusion equation in the solid (3.4.1).
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To complete the set of inputs, the performance and SAS data is loaded in the model as a table
deck. The performance input includes the spool rotational speeds and the total pressures and
temperatures at the main engine stations. The SAS input includes the mass ﬂows from the
compressor oﬀ-takes ﬂowing into the turbine main annulus, total pressures at the cavities, and
the temperatures of the compressor ﬂows that are inlets into this turbine sub-system. Both,
the performance and SAS data are cycle dependent, and they are associated to a set of time
and operating conditions. In the example shown in Figure 3.4.2 on page 67, the operating cycle
consists of an acceleration in 20 s between ambient still condition and a high power condition,
followed by stabilisation at the high power condition.
With the previous inputs, it is the task of the thermal designer to model the local ﬂow ﬁeld
eﬀects around the solid parts. Due to the pressure diﬀerence speciﬁed by the SAS design, the
air tends to ﬂow from the inner to the outer cavities. With typical rotational speeds of round
NH = 1200 rad/s, radii of the order of 100 to 200 mm, and cavity widths larger than 5mm,
the Reϕ is well into the turbulent ﬂow zone. Thus the rotor-stator cavities operate in ﬂow
regime IV, see Figure 3.2.3 on page 47. The superposed mass ﬂow in the cavities is provided
by the SAS input, which in this case is less than the pumping mass ﬂow that the disc manages
to impulse radially outwards. There is therefore ﬂow recirculation in the radial rotor-stator
cavities, as depicted in Figure 3.4.1 on page 63.
A categorisation of thermal boundary conditions can be found in the appendix Section A.1. In
this example, thermal streams are used as boundary conditions to model the heat transfer of
the ﬂows around the disc and static structures in the cavities. Thermal voids are used for small
air pockets forming where there is a quick air recirculation mixing zone. Additionally, ducts
are used for narrow channels, such as in seals and air holes. Figure 3.4.1 on page 63 shows the
location of thermal boundary conditions in the model. For each thermal boundary condition,
a set of thermal inputs is speciﬁed. The work of Berthold (2012) contains a summary of the
inputs that are needed for the thermal boundary conditions and it provides an understanding
of the inﬂuence of each thermal input on the temperature distribution of a typical turbine
rotor-stator cavity.
The results of the thermal analysis include the model prediction of the solid temperature dis-
tribution, ﬂuid temperatures along the boundaries, heat ﬂuxes, and the distribution of the heat
transfer coeﬃcient. A typical thermal output of solid temperature contours for the HP turbine
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example is shown in Figure 3.4.2 on page 67. Additionally, the thermal model provides in-
formation on the transient development of temperatures with cycle time, which is of particular
importance for the prediction of thermal gradients and their inﬂuence on induced stresses.
Focusing on the shown thermal result, both the solid and ﬂuid temperatures increase rapidly
during the acceleration phase. During this phase, the thermal boundary condition inputs (e.g.
the heat transfer coeﬃcient HTC) change with every time step as a result of their dependency
to the operation parameters (e.g. NH). The temperatures however keep on rising, even when
the operation parameters are frozen at high power condition. This is due to the diﬀusion of
heat in the solid, which requires a time lag until the heat transfer eﬀects stabilise. Given that
the thermal capacity of the solid is much higher than the ﬂuid, the ﬂuid temperatures stabilise
quicker than the solid ones. This in turn leads to transient temperature gradients, which need
to be accounted for in the liﬁng methodology of the component.
3.4.2. Extraction of CFD Data for Thermal FE-Modelling
As already described in chapter 2.4, CFD methods can be used to provide a more accurate
understanding of the ﬂow ﬁeld in SAS cavities. The thermal modelling data that can be
extracted from CFD includes: stream directions, modelling of ﬂow recirculation, local mass
ﬂow distribution, swirl number, heat transfer coeﬃcients, and heat pick up due to windage
eﬀects. This data can then be used to improve the ﬁdelity of thermal inputs, as well as to
better deﬁne the orientation and type of boundary conditions (e.g. a new recirculation zone
might be considered).
The CFD models can either be used as information means to improve the way thermal boundary
conditions are created, or as a module of the thermal model whenever coupled CFD-thermal
analysis is employed. Either way, an interface between the CFD and the thermal model needs
to be speciﬁed. In this work, the automated thermal modelling process is equipped with
the capability to use CFD-enhanced thermal boundary conditions, but due to research time
limitations CFD-thermal coupling has not been considered within the scope of the work.
Interpretation of CFD results
The ﬁrst step to introduce CFD data into a thermal model is to split the ﬂow ﬁeld into smaller
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parts. This can be attempted based on the knowledge of the ﬂow structure simulated with
the CFD model. The next step is to go through all of the zones and to extract the mass ﬂow
distribution and the swirl numbers, which ﬁx the ﬂow ﬁeld in the thermal model. Finally, the
windage heating HPU and the HTC distribution from the CFD model are translated into
correlations that can be applied to the thermal model. This process is described in detail in
the appendix Section A.3.
Cycle scaling of thermal boundary conditions
A set of thermal data extracted from a CFD model for a given design operating condition
needs a cycle operation scaling rule to be used in thermal transient prediction. It is common
to have CFD data available for a single operating point, and the thermal model being used
to analyse full complex time cycles, such as engine ﬂight cycles. The methods and eﬀects of
scaling the CFD extracted thermal input data to other engine conditions are discussed in the
appendix Section A.4. In order to evaluate the validity of scaling the CFD extracted data, it
is necessary to assess the changes in the ﬂow ﬁeld with at least another operating condition.
Thus, CFD results should be made available for the design operating point and at least one
other operating point, such as an idle condition. In case that the ﬂow ﬁeld signiﬁcantly changes
between operating conditions, simple scaling equations may not be valid. For these cases,
coupled CFD-thermal analysis could provide an adequate level of accuracy.















































Figure 3.4.2.: Thermal results of a typical HPT front cavity over an operating cycle with ac-
celeration in 20s from ambient still condition to high power condition, followed
by stabilisation at the high power condition: (a) transient normalised solid and
ﬂuid temperature at a virtual probe point vs. time; and (b) thermal FE-model
temperature distribution at the stabilised high power operating condition.
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4
Advanced Turbine Design Environment
and Automated Work-ﬂow
The methods developed in this work facilitate an automated SAS and turbine discs preliminary
design process implemented in a common design environment. Furthermore, the process of
design and model generation should be accelerated via automation of the engineering work-ﬂow.
Since the full process is rather complex, the proposed work-ﬂow follows a modular approach,
while keeping all disciplines integrated into a single framework. The automated process has
been arranged in three main modules:
1. A common design environment, where the design deﬁnition and requirements are captured
in a programming data-model.
2. A chain of automated processes that can be applied to the data-model to produce the
design outputs.
3. A database to gather modelling instructions, which is readily expandable by the engin-
eering departments of each discipline.
This chapter describes the functions of this suite of modules and how they achieve the automa-
tion goals. The Rolls-Royce in-house developed preliminary design platform SMART has been
taken as a basis to implement the automated processes developed in this work. The SMART
platform already contains a design environment for the turbine main annulus. As an extension
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to SMART, the array of processes developed within this work have been called the Component
System Integration (CSI). The engineering work-ﬂows within the CSI framework automate the
design of engine components and their integration in simulation environments of the air system
(i.e. generation of SAS and thermal models).
This chapter begins presenting the common design environment, with focus on the design of
the turbine discs components and the SAS architecture. Next, the automated work-ﬂow to
generate the design simulation models is outlined. Then, each of the individual work-ﬂow
modules is described in detail. The basis for engine component simulation is the geometry,
and thus the automated work-ﬂow for generation of CAD models is described ﬁrst. Thereafter,
the automated processes to generate SAS ﬂow network models and thermal FE-models are
explained. Finally, the chapter describes how a database of standardised modelling practices
ﬁlls in the engineering knowledge within the automated simulation environment.
4.1. Common Design Environment
The initial step in the virtual design environment is to capture the design deﬁnition from the
engineering user in a programmable language. The implementation details of this environment,
developed in Java, are further described in Chapter 5. The design data model is saved in a
data tree structure containing the engine component features. Each feature contains a list of
design parameters, design rules, associated analysis output, and other properties needed in the
processes to be performed. Additionally, design features can be associated with one another
and can contain sub-features. This feature object-oriented approach can gather the design
parameters and requirements in a directly programmable context. The advantage of such a
programmable design platform is that it allows design changes to be automatically propagated
throughout the design data tree. Furthermore, this approach allows the design features and
turbine architecture to be manipulated automatically via programming code.
A Graphical User Interface (GUI) is used to gather the design deﬁnition in the data-model.
It should be noted that the data-model contains the design details, but it has no processing
functionality. To that respect, the processing algorithms in the common design environment are











Figure 4.1.1.: GUI arrangement of the CSI common design environment. This platform arrange-
ment shows ﬁelds for the engineering user deﬁnition of the design data-model in
a data tree and 2D sketch plotter format. The arrangement also shows windows
for the selection of design features (palette), overview of feature properties, and
setting of task work-ﬂows to be applied on the design.
data. Such algorithms can be used for calculating further design parameters or for executing
the tasks to generate simulation models. Figure 4.1.1 on page 70 shows a GUI arrangement
of the CSI design environment. The data-model deﬁnition is supported by a 2D sketch plotter
representation. Therein, the design of discs and SAS features can be integrated with the turbine
main annulus deﬁnition.
Each engine component feature available in the environment contains a programming data
package, which is loaded as a plug-in in a NetBeans module (NBM)1. The NBM of a design
1A NetBeans module is a group of Java classes that provides an application with a speciﬁc feature.
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Figure 4.1.2.: Process of CSI project setup and main annulus data deﬁnition.
feature includes the instructions to construct its CAD model and to integrate it in the SAS
and thermal FE-models. The rest of this section describes the process intended for the CSI
designer to follow in order to construct the turbine discs and SAS design data model.
Main annulus design deﬁnition
The turbine main annulus design data is a prerequisite to the turbine discs and SAS design
process. The requirements for engine performance and aerodynamic design data for the main
annulus have been explained in chapter 3.1.2.
The CSI data-model is prepared to capture a simplistic design deﬁnition of the main annulus
geometry and aerodynamic data. This simplistic main annulus model, together with the
engine performance deck, constitute the input data to design and model the SAS ﬂows.
The turbine radii and the axial positions of aerofoil stages are an envelop to the design of
the SAS and disc features. In the CSI platform, the main annulus data can be manually
implemented (via GUI) or automatically loaded from an existing turbine aerodynamics model.
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The process steps for the CSI main annulus data deﬁnition are illustrated in Figure 4.1.2 on
page 71.
Discs design deﬁnition
Once the turbine blade stages have been deﬁned, the disc design is accommodated to drive the
turbine power to the compressor and fan components. The fundamentals of the disc design
process have been explained in chapter 3.1.1.
The initial step in the CSI disc design process is the selection of a disc-assembly architec-
ture. Disc-assembly templates are available or can be implemented in the engine geometries
database. These assemblies are usually spool dependent and each of them has partial ﬂexib-
ility of automatic geometry manipulation. A disc-assembly template can be inserted into the
data-model via the GUI drag-and-drop functionality. Each disc assembly template is loaded as
a NBM module that includes the association and interface of design features to a parametric
CAD model. Thus, the user selection of a speciﬁc disc-assembly automatically links it to a
parametric CAD geometry. The details of what the component NBM plug-ins contain are
further explained in chapter Section 4.3.
The process steps for the CSI disc-assembly sub-features deﬁnition are illustrated in Figure
4.1.3 on page 73. The system automatically recognises the number of disc stages needed, de-
pending on the previously deﬁned blade rotor stages. For special cases, the user can override
the automatic disc stages setting and add or remove discs. The disc body parameters are
automatically loaded with the user selection of a disc architecture template. The system popu-
lates a default set of parameter values, which can then be modiﬁed by the user or an automated
algorithm. If a diﬀerent set of parameters would be required, another disc-assembly plug-in
should be loaded, either a complete new NBM disc-assembly template or a modiﬁcation of an
existing one. The next step is the deﬁnition of the disc power transmission, which involves
the user selection of number and style of drive arms in the data model. For each drive arm, a
joint type can be chosen (e.g. bolted, welded, or splined), as well as its orientation with respect
to engine axis.
At this stage, each sub-feature of the disc-assembly has been automatically set with a tag-
fragment, which ﬁts its associated CAD model tagging convention. This feature tag-fragment
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Figure 4.1.3.: Process of CSI disc-assembly data deﬁnition.
enables the mapping of geometry curves between the feature in Java and its mirror geometry
in the CAD model. The tag-fragment default setting for each feature can also be overridden
by the user for special CAD handling tasks.
SAS design deﬁnition
The geometry of the main annulus blade rows and the discs assemblies sets the initial envelop
to the construction of a SAS architecture. In this context, the design process to select a SAS
concept has been explained in chapter 3.1.2. It is supposed from here on that the choice of SAS
compressor oﬀ-takes and turbine ﬂow sink requirements has been ﬁxed. This pre-selection might
be a user choice or an automated setting from a parametric algorithm, such as for example an
iteration of a design optimisation.
The approach in the CSI common design environment is to select directly SAS manufacturable
features, which guide the ﬂow in an intended pattern. This approach is somewhat diﬀerent
than the traditional SAS design process, where ﬂow characteristics were ﬁrst chosen to form a
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SAS ﬂow network. This step was then followed by the selection of geometry features that would
lead to the chosen ﬂow network. The CSI methodology automatically associates manufacturable
features to ﬂow-network model representations, thus enabling the SAS designer to focus on the
technology selection.
In the CSI SAS construction process, the SAS features are added to the data-model either by
direct insert or via a GUI feature-node dragging functionality. However, not only the SAS ﬂow
channels need to be inserted, but also the geometry of static structures leading to the system
of rotor-stator cavities. The design functionality developed in this work provides a simplistic
deﬁnition of turbine internal static structures. This level of static structure's modelling ﬁdelity is
suﬃcient for ﬂow-network and thermal FE-model assessments in the preliminary design phase.
It should be noted that the static structures deﬁnition in the overall engine design process
depends on additional disciplines such as whole engine dynamics, bearing chamber design or
oil system design.
The process steps for the CSI SAS features deﬁnition are illustrated in Figure 4.1.4 on page
75. First, a disc feed system for blade cooling is selected. Then an architecture for the
stage front, rear and interstage cooling feeding arrangement is chosen. Following, the type of
rim sealing features, number and location of sealing arms, and seal types is speciﬁed. Once
the SAS concept around the disc-assembly has been ﬁxed, the preliminary static structure
scenery is deﬁned with block modules. The SAS ﬂow oriﬁces and pre-swirl nozzles can
then be added to the static blocks. As closing elements, virtual boundaries have to be
introduced, to represent the boundaries of the modelled sub-system with the non-modelled
environment. Also associated to the virtual boundaries, feature solid walls that are not to be
considered have to be marked as external walls.
Ideally, a complete SAS design would include the deﬁnition of all engine components (com-
pressors, combustor, turbines, casings), which would enclose the SAS without the need of a
virtual boundary. In practice, it is desirable to be able to model sub-systems independently.
Thus, the virtual boundary is used to enclose the ﬂuid walls at the edges of the geometry fea-
tures that have been left unconnected to a partner component (e.g. turbine disc drive arm left
unconnected, due to compressor drum not being modelled). This type of boundary is linked
to two geometry points, usually belonging to a static and a rotating geometry. The CSI code
will then recognise that no cavities should be considered beyond these edges, and thus the ﬂow
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Figure 4.1.4.: Process of CSI SAS data deﬁnition.
network will end at this boundary. Moreover, the CSI user can select between several types of
virtual boundaries: general boundary, compressor oﬀ-take, turbine rim boundary, blade cooling
ﬂow, bearing chamber ﬂow, or turbine inter-stage sink.
When a SAS feature is loaded in the data tree, its class deﬁnition package carries the required
interface code to generate its CAD geometry, to model its associated ﬂow network elements,
and to generate its FE-domain and thermal boundary conditions. Further details about the
CAD model generation of the SAS features are speciﬁed in Section 4.3. A relevant distinction
is made between features that belong to rotating disc-assemblies and to static structures. The
interface between a feature class and the database of ﬂow network modelling instructions is
described in Section 4.4 and Section 4.5.
As a ﬁnal step in the SAS design deﬁnition, an intended ﬂow orientation for each ﬂow
channel must be selected by the user. For this purpose, the class of SAS ﬂow channels, like
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seals or holes, carries an inlet and an outlet ﬂuid wall. The user speciﬁes an initial setting of
the ﬂuid wall as inlet or outlet. This setting does not rule out a reverse ﬂow, but it is required
for the initialisation of the ﬂow network. In order to aid the initialisation, the coordinates of
these ﬂuid walls are automatically calculated based on the geometry of their containing feature.
Parametric design connectivity
Whenever a design modiﬁcation is introduced, either by a parameter change or by a new feature
being introduced, the rest of design features need to be adapted to ﬁt the new geometry. The
CSI element feature-connection has been introduced to enable the automated propagation
of design variations across features. This element imposes a parametric linkage between two
location points of diﬀerent features or the same feature.
The feature-connection function constrains the location of a point in a feature to another point
in the CSI design environment. Additionally, a gap parameter in radial and axial coordinate
can be speciﬁed to keep the connected points at a ﬁxed distance from each other. For example,
the origin point of a static block can be connected to the end point of another static block.
Likewise, the origin and end points of a single block can be connected with a gap, thus ﬁxing
the block length. In this manner, complex chains of connected structures can be build. The
connection logic for a structure should be speciﬁed by the engineering user, depending on the
design modiﬁcations that are to be evaluated. Whenever a parameter is modiﬁed, the system
updates automatically the rest of parameters in the data model to satisfy the connectivities
imposed.
As an example application of this functionality, it enables the automated adjustment of static
structures when a disc sealing or drive arm radial position is modiﬁed. The variation of disc
arm radii is common in the preliminary design phase to optimise bearing loads or cavity cooling
arrangements. The CSI parametric design connectivity function triggers a chain of parameter
modiﬁcations, which scales the features in the static structures that have been connected to
the disc arms.
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4.2. Automated Work-ﬂow for SAS and Thermal
Simulation
The parametric deﬁnition of the component and SAS design leads the way for the application of
the automated simulation work-ﬂow. The goal of the process is the generation of the FE-model,
progressing through the CAD model generation, the SAS ﬂow network model generation and
processing of interface data.
Starting point
The above described user deﬁnition of the subsystem design in the CSI common design en-
vironment constitutes the data model to run the automated processes. These prerequisites
include:
 performance data,
 main annulus geometry,
 aerodynamic data,
 disc design deﬁnition,
 SAS conﬁguration and design parameters.
Work-ﬂow
The application of automated processes onto the data model is usually performed in either
single tasks, a tasks sequence, or a conditional loop of tasks. Each sequence contains a set of
algorithms with a processing goal (e.g. producing the CAD model or working with the data
model for the recognition of the ﬂow network). The individual tasks can also be operated
separately from the rest of the sequence, which adds ﬂexibility at the time of re-using and
porting the algorithms.
The CAD model generation sequence would typically be launched ﬁrst, unless a fully pre-
pared parametric CAD model of the design is already available. The CAD sequence starts
with processing of the individual feature CAD models. This step involves manipulating the
rotor models (discs with transmission and sealing arms) and generating the block models of the
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static structures. Then, the individual models are combined in the subsystem model. This lat-
ter model goes thereafter through a post-processing algorithm that trims overlapping geometry
lines and results in a clean subsystem CAD model ﬁt for FE-analysis.
In order to automatically work out the interaction between ﬂuid and solid boundaries, a ﬂow
network recognition algorithm has been developed. This algorithm resolves the network of
cavities, ﬂow channels, and their connections to one another. As previous steps to the ﬂow
network recognition, the CAD model curves are automatically collected in the CSI data model,
and the ﬂuid boundaries are initialised. The result of the ﬂow network recognition sequence
consists of the list of cavities in the subsystem, their inter-connectivity through ﬂow passages,
and the automatically assigned cavity types.
The process to generate a SAS ﬂow network model requires the previously described network
of cavities to be available in the data model. It is recommendable that the CSI user checks the
speciﬁc settings of each SAS feature at this point. The automated SAS sequence constructs
and exports the SAS 1D ﬂow network model ﬁle, followed by solving of the model, and saving
of a SAS output ﬁle.
The automated thermal FE-model process also requires a sequence of tasks. First, the SAS
output data needs to be made available to the thermal data model. A thermal sub-model of
each ﬂow network feature (cavities and ﬂow passages) is initialised based on a template-engine.
Each thermal model contains a list of thermal boundary conditions. The user should check
if the default initialisation needs some modiﬁcation to fulﬁl the project requirements. Each
thermal boundary condition automatically gets a dependency to the list of geometry curve tags
where it will be located in the FE-model. Thereafter, the FE-model domains are automatically
allocated. The list of domains and thermal boundary conditions are then exported to the FE-
tool journal deﬁnition ﬁle (JNLF), and the FE-geometry ﬁle is exported from the CAD model,
which still retains the CAD-tagging information. Finally, all input modules of the FE-model
are assembled and the model is meshed. The thermal FE-model is at this stage ready to run.
Figure 4.2.1 on page 80 presents a full overview of the CSI work-ﬂow process.
Outputs
After running the above described processes, the user can access various output data in the
project folder. The automatically generated data includes:
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 CAD models of the discs rotor assembly and integrated disc assembly with static struc-
tures scenery. These output CAD models are parametric and tagged.
 The SAS ﬂow network model ﬁle and SAS results output ﬁle. Additionally, the ﬂow
network nodes and cavity types can be accessed in the CSI data model.
 The thermal FE-model base ﬁle, the JNLF ﬁle with the domains and thermal boundary
conditions listing, and the cycle and performance BDD ﬁle. Finally, the results ﬁle of the
FE-model is also made available in the project folder.
4.2.1. Database of Modelling Instructions
The automatic construction of models relies on a database of SAS and thermal modelling
instructions. Both, the ﬂow network model and the thermal model of the subsystem, are
assembled from smaller standardised feature models. The individual models are structured in
categories, such as seals, holes, rotor-stator cavities, etc. In the CSI approach, a database of
standardised ﬂow network elements and thermal model templates is the basis for the automatic
processes. The requirements that were set for developing the database of modelling instructions
include:
 fast accessibility during run time.
 Easy expandability by discipline experts without programming background.
 Moderately compact storage of data.
 Global tracking and version monitoring capability.
 Ability to store modelling methods of diﬀerent ﬁdelity levels.
4.3. Geometry Model
A parametric and tagged CAD geometry model can be automatically generated with the CSI
environment, once the user has deﬁned the design data tree. The user selected features in
the GUI are a visual representation of the NBM plug-ins containing the part deﬁnition and




























































































































































































































































































































































































































































































































































Figure 4.2.1.: Overview of CSI work-ﬂow.
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models is already made available to the system as the user adds features to the CSI data tree.
Chapter Section 5.2 describes in further detail how the interface of the NBM plug-ins and CAD
processing routines have been implemented.
4.3.1. Geometry generation sequence
The work-ﬂow sequence to produce a CAD model ready for the subsequent ﬂow network and
FE-analysis is described in Table 4.1 on page 81. Firstly, the rotors parameter values are
mapped from the CSI data tree to the CAD model of the disc assembly. Secondly, the CAD
models of the individual static features are generated. Finally, the rotors and statics geometries
are combined and automatically trimmed.





Mapping of discs assembly parameter values




Generation of block feature models from a
template, followed by mapping of parameter
values and curve tag names from CSI to the
CAD tool
3
Combine rotor and static
structure models
Importing individual static structure block
models into the discs assembly model
4 Trim combined model
Cleaning of internal geometry lines for
consistency in FE-analysis
4.4. Secondary Air System Model
Each SAS feature that the user has previously loaded in the CSI environment is an instance
of a class, which carries the interface data to access its ﬂow network modelling instructions.
The ﬂow parameters automatically get a default value, which can be modiﬁed by the user.
Other ﬂow network settings can also be adjusted, such as the source of graphical item data
for complex ﬂow characteristics (i.e. pre-swirl nozzle or blade cooling). This section explains
the user operability of the CSI SAS model generation utilities. The goal is to automatically














A) Flow network features B) 1D flow network model
Figure 4.4.1.: Typical HPT front ﬂow network arrangement. A) Diagram of the air system
features that are automatically recognised with the CSI algorithms, and B) auto-
matically assembled 1D ﬂow network model.
4.4.1. Flow network recognition sequence
The ﬂow network recognition work-ﬂow takes as a starting point a data model in the CSI
environment with available disc-statics combined and trimmed CAD models, as previously
described. There are a few preparation tasks that need to be performed before the ﬂow network
recognition algorithm is able to operate. The work-ﬂow steps in Table 4.2 on page 83 describe
the automatic process to recognise the ﬂow network. The ﬁrst task involves setting the ﬂuid
and solid boundaries for the subsystem that is suppose to be analysed. The user has to deﬁne
in either a manual or automated way the borders of the engine area in focus. These subsystem
boundaries can be deﬁned in the CAD tool, marked with an attribute as virtual ﬂow passage
and let the following automated algorithms collect them into the data model. Additionally, the
component solid walls that are adjacent to the geometry in focus, but should not be taken into
account in the ﬂow network, need to be marked as external.
In the next step, an automated algorithm collects the curves information from the subsystem
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Table 4.2.: Flow network recognition work-ﬂow sequence
Sequence Task Description
1
Set up of subsystem
boundaries
Deﬁning the ﬂuid and solid external
boundaries to the subsystem in focus
2
Collect curves from CAD to
CSI
Gathering curve tags, attributes, origin and
end coordinates from the CAD tool into CSI
3
Set up of CSI ﬂow passage
ﬂuid walls
Setting ﬂow passage inlet and outlet ﬂuid walls
coordinates based on the solid information
from the CAD model
4 Flow network recognition
Construction of the ﬂow network graph of
cavity nodes and ﬂow passage edges, as well as
initialisation of cavity types and cavity ﬂow
network sub-nodes (inlets, outlets, ﬂow
conjunctions inside a cavity).
CAD model. This algorithm establishes an interface between the CSI data model and the CAD
model. The curve information being sent to the CSI data model includes tags, attributes and
curve origin and end point coordinates. A further automated task is needed to initialise the
coordinates and attributes of ﬂuid walls in the CSI data model. These are for example the
ﬂuid inlet and outlet of seals or ﬂow oriﬁces. Finally, with all wall and boundary information
saved in the CSI data model, the ﬂow network recognition method works out the cavities in the
subsystem and how they are interconnected to one another via ﬂow passages. The output of the
method is a mathematical graph, where the nodes represent cavities and the edges represent
ﬂow passages between cavities. As a visual output of this method, the list of cavities with their
associated types is made available in the CSI data model. The default characterisation of cavity
types (e.g. rotor-stator outwards ﬂow, rotor-stator axial ﬂow, etc.) can also be overridden by
a CSI user. Moreover, each cavity is assigned a list of ﬂow network sub-nodes, which identify
inlets, outlets and ﬂow conjunctions inside a cavity.
Figure 4.4.1 on page 82 presents an example of a typical HPT front ﬂow network arrangement
that can be automatically recognised using the CSI environment. Further detail on how the
algorithm for ﬂow network recognition has been implemented is described in Section 5.3.
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Table 4.3.: Flow network generation and solver work-ﬂow sequence
Sequence Task Description
1
User check through of SAS
settings
User checking of correct ﬂow passage
orientation, ﬂow network templates, and cavity
deﬁnition
2
SAS ﬂow network model
generation
Generating the ﬂow network base model and
saving it in the project out folder
3
SAS ﬂow network model
solver
Launching the ﬂow network base model
simulation and saving the results ﬁle in the
project out folder
4.4.2. 1D ﬂow network model generation and solver sequence
The work-ﬂow steps in Table 4.3 on page 84 describe the automatic process to generate and solve
the 1D ﬂow network model. Before the ﬂow network model generation task is automatically
launched, the CSI user should check the speciﬁc settings of the SAS features in the data model.
This involves making sure that each ﬂow passage has been assigned the desired ﬂow direction2,
that the available ﬂow network templates for each SAS feature are appropriate for the engine
project being modelled, and that the previous ﬂow network recognition algorithm has produced
a sensible list of cavities with their associated ﬂow network nodes.
The algorithm to generate the ﬂow network model runs fully automatic in the CSI environment.
The output is a ﬂow network base ﬁle suitable to be used in a ﬂow network tool. A subsequent
task is able to launch the simulation solver of the ﬂow network model and an output results ﬁle
is made available in the CSI project out folder. The 1D ﬂow network solver algorithm has not
been considered as part of this work, but an overview of its basic functions has been provided
in Section 3.3. Figure 4.4.1 on page 82 presents an example of a typical HPT front 1D ﬂow
network model that has been automatically generated using the CSI environment. Moreover,
Section 5.4 describes in detail how the instructions to generate the integral ﬂow network model
have been implemented.
2Flow passages such as seals and oriﬁces need a default ﬂow orientation in order to automatically generate
their link in the ﬂow network model. This default ﬂow orientation does not rule out reverse ﬂow that could
be a possible outcome of a simulation with the ﬂow network model.
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4.5. Thermal FE-Model
This section explains the user operation of the CSI thermal FE-model generation utilities.
In Section 5.5 will be described how the interface of the CSI environment classes with the
thermal FE-modelling instructions has been implemented. Generating the full set of inputs to
construct a thermal FE-model is currently a time consuming and somewhat complex process.
The automated routines developed in this work especially focus on accelerating the process to
generate the FE-model domains and thermal boundary conditions.
4.5.1. Thermal FE-model inputs generation sequence
The work-ﬂow steps in Table 4.4 on page 85 describe the automatic process to generate all
input ﬁles needed to assemble the thermal FE-model.
Table 4.4.: Thermal FE-model inputs generation work-ﬂow
Sequence Task Description
1 Generate FE domains
Generating the FE domains deﬁnition and




User or system default selection of thermal
model templates for each ﬂow network feature.
Automatic mapping of thermal boundary





interdependencies and mapping of ﬂow
network outputs into the thermal boundary
conditions.
4 BDD ﬁle constructor
Exporting performance, oil system, and aero
loads data into BDD ﬁle format. Additionally
exporting the deﬁnition of the simulation cycle
into the BDD ﬁle.
5 JNLF ﬁle constructor
Exporting of FE-domain allocation, domain
properties, thermal boundary conditions, and
analysis settings into JNLF ﬁle format.
The key automated steps in this process are the generation of FE-model domains and thermal
boundary conditions. The domains are allocated based on the available CAD-curves informa-
tion. Regarding the thermal boundary conditions, a thermal modelling scheme is assigned to
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each ﬂow network feature (e.g. cavities and ﬂow passages). The selection of a thermal model
for each cavity category is performed on the basis of pre-stored thermal boundary conditions
templates. Furthermore, the CSI environment oﬀers the user the possibility to assign CFD-data
proﬁles to the thermal boundary conditions. A detail explanation of the CSI thermal modelling
functionality can be found in Section 5.5.
4.5.2. Thermal FE-model base ﬁle construction and solver
Table 4.5 on page 86 describes the work-ﬂow sequence to construct and start the simulation
of the thermal FE-model with the previously generated inputs. This involves the assembly
of several data sets: the FE-model geometry, the domain allocation, the thermal boundary
conditions, and the performance and cycle data. Further details on how the FE-model assembly
process has been implemented can be found in Section 5.5.
Table 4.5.: Thermal FE-model construction and solver work-ﬂow
Sequence Task Description
1
Load CAD geometry into
FE-model
Loading 2D or 3D geometry deﬁnition into the
FE-tool
3 Load BDD ﬁle
Loading BDD ﬁle with cycle deﬁnition,
performance, and various other cycle speciﬁc
data
4 Load JNLF ﬁle
Loading JNLF ﬁle with domain deﬁnition and
thermal boundary conditions list associated to
geometry curve-tags
5 Mesh model Thermal FE-model automated meshing process
6 Start FE-model solver Solving the thermal FE-model
7 Process thermal results Processing of thermo-mechanical results
Most of the steps in this process involve loading the automatically generated ﬁles in the FE-
tool using its scripting programming language. The mesh generation and solver settings are
detailed inside the JNLF ﬁle. Regarding the meshing and solving processes themselves, these
are intrinsic to the FE-tool, so their algorithms have not been considered as part of this work.




Implementation of the Automated
Design and Analysis Processes
This chapter describes how the algorithms and methods for the automation of the engineering
work-ﬂow have been implemented. The implementation approach is based on Java object
oriented programming and a brief overview is given in order to understand the methodology
that this implies. The chapter further describes how the CAD modelling interface in the CSI
design environment has been solved, providing an insight on the diﬀerences between modelling
of rotor and static structures. Then, the algorithm to automatically recognize the ﬂow network
conﬁguration of a turbine design is explained, and thereon, the steps to construct the 1D ﬂow
network model. Finally, the last section focuses on the functionality to automatically generate
the thermal FE-model building blocks.
5.1. Object Oriented Data Modelling
The fundamentals of object oriented programming (OOP) have been extensively described in
previous literature. Java has been chosen in this work to implement the developed methods in
an OOP fashion. Even though Java is of course not the only OOP language, its characteristics
make it easy to program the functions that are the purpose of this work, and it oﬀers a modular
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and eﬃcient way to build interfaces between the preliminary design platform and the rest of
tools that need to be automated. A state of the art reference to Java OOP can be found in
Ullenboom (2012), which describes the Java methods from a design and engineering point of
view.
The key to object-oriented software development is how to model objects and how to deﬁne
their interfaces. Objects are critical to understand object oriented methods and they have three
important properties:
 a unique identity as long as the object exists (in runtime),
 their state is stored in ﬁelds, and
 their behaviour is exhibited through methods.
A class is a template or blueprint from which individual objects are created (in programming
language, instantiated). A class declares two main properties of an object:
 the attributes, which describe the object properties, and
 the operations, which describe the actions that the object can perform.
In this context, classes in OOP can make use of two important functionalities: inheritance
and interface. OOP allows classes to inherit state and behaviour from other classes. In Java
language, each class can have one direct superclass, and each superclass has the potential to
contain an unlimited number of subclasses. The other function, implementing an interface,
allows a class to communicate its behaviour with outside classes, which is executed at build
time by the compiler.
Every new engineering project can make use of the know-how accumulated in earlier projects,
where similar problems were already solved. A great deal of resources, in terms of both economy
and time, can be saved when parts are reused in diﬀerent contexts. Such is the goal of object
oriented methods for engineering practices. The re-usability of modules and components of
a software is greatly facilitated by object-oriented programming. This approach is further
strengthened by the fact that programming classes can be bundled in libraries, with which
many thousands of classes can be reused for the implementation of data structures or for
the buﬀering of data streams. The beneﬁts of an object oriented data model structure and
programming re-usability apply to the engineering methods developed in this work.
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5.2. CAD Geometry Interface
The work-ﬂow sequence to automate the generation of subsystem CAD models has been de-
scribed in Section 4.3. It was explained how the user loads into the CSI design data tree the
turbine features, which contain the parametrisation and interface data to create a CAD repres-
entation of the geometry. Each turbine feature is an instance of a Java class, which is loaded
as an NBM plug-in containing the part deﬁnition and interface code to communicate with the
CAD tool.
The NBM plug-in of a feature is a data package with the following ﬁles:
 a part deﬁnition class, which contains the part ﬁle naming interface and parameter map-
ping instruction,
 a plotting class, which contains the feature drawing instructions for the CSI GUI,
 an initialisation class, which contains standardised default instructions for connecting the
new added feature with the rest of the parts (e.g. attachment of disc to rotor blade),
 a parametrised and tagged CAD part ﬁle, which replicates the feature in the CAD tool.
In order to operate the CAD tool from the CSI environment, a connector class has been pro-
grammed that builds a client-server interface between both tools. This allows direct communic-
ation with the CAD tool via its own programming classes, while manipulating features within
the CSI environment.
5.2.1. Modelling of rotor structures
Disc assemblies belong hierarchically to an engine subsystem or spool. In a typical turbofan
conﬁguration, each subsystem (i.e. HP, IP, and LP) would have one disc assembly. However,
the CSI environment is able to cope with multiple disc assemblies per shaft, which might be
an option for advanced aero engine concepts with counter rotating disc assemblies in the same
subsystem.
Each disc assembly in CSI is associated to a NBM plug-in including the parametric CAD part
ﬁle that mirrors it. This predeﬁned disc assembly CAD model should resemble the realistic
90
geometry as best as possible. The CAD model may include switch-able features, such as seal
arms, drive arms, or joint types (e.g. bolted or splined). In this sense, the parametrisation
of the model should take into account that the desired design variability will be achieved by
modifying expression values. Additionally, the CADmodel curve tags should follow a systematic
nomenclature, to ensure the appropriate interface of lines with the CSI environment.
The robustness of the CAD model should be checked beforehand. It is important to make
sure that the parameter modiﬁcations in the desired range do not break the integrity of the
model. An approach to ensure CAD model stability for automated parameter studies has been
presented in Rey Villazon, J. M. et. al. (2012).
It should be noted that rotor disc's liﬁng is very sensitive to the ﬁdelity of the CAD model.
This is not as restrictive during the preliminary design phase for the static structures, which
work under no centrifugal loading. Therefore, the CSI approach for the modelling of the rotors
concentrates in the highest possible model ﬁdelity of rotors for automatic concept studies. The
disc assembly model is loaded as a complete CAD part with some design variability. A more
ﬂexible approach would consist on building the disc assembly automatically from individual
features (e.g. arms, ﬁrtree, etc). However, this latter process results in a model that is usually
more unstable to later design changes. As an example of the level of ﬁdelity that has been
implemented in the automated process, Figure 5.2.2 on page 92 shows a 2D sketch with the
disc post of the CAD model assembled in the CSI environment.
Within the category of rotating structures, the CSI environment also enables to plug-in block-
built structures. These features might be helpful to represent unconnected shafts when only a
subsystem of the engine is intended to be modelled. In a realistic engine, no such structure could
exist without a connection to a bearing housing, but for simulation purposes it is sometimes
useful to be able to model rotating pipe structures that are unattached to other components.
5.2.2. Modelling of static structures
Static structures are modelled as a chain of interconnected block features. This is a somewhat
diﬀerent approach to the one followed with the discs assembly. The static structure will be
build during runtime from the connection of basic features. In the 2D GUI representation, the
blocks resemble a bar. As they represent axisymmetric features, in reality each block is a









Figure 5.2.1.: CAD model 2D view of static structure block features.
ring shaped casing. The block features can replicate simple pipes with a thickness property,
or have some more complex geometries including 3D features such as pre-swirl nozzles and
seal honeycombs. A library of structure blocks has been made available. The library contains
several CAD UDF's that serve as a template to produce a manifold of structure arrangements.
Figure 5.2.1 on page 91 shows some of these static structure block features.
The CSI process to generate the static structures CAD geometry starts by creating the indi-
vidual blocks and switching of special features. The individual blocks are then inserted as a
chain in the discs assembly model. Finally, the combined statics geometry is trimmed auto-
matically to produce clean internal surfaces with no line overlapping. Figure 5.2.2 on page 92
presents a comparison of a combined untrimmed model with a trimmed model, focusing on an
area of the discs assembly with a static structure.
Regarding the CAD model representation of the SAS features, it should be distinguished
between features that belong to rotating disc assemblies and to static structures. SAS fea-
tures that belong to a disc-assembly, such as a labyrinth seal, are switched on in the associated
CAD model of the disc-assembly. On the other hand, SAS features that belong to a static
structure block, are loaded with the individual block part ﬁle. Examples of SAS static struc-
ture features include the block with an oriﬁce, block with a pre-swirl, or the seal honeycomb
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Figure 5.2.2.: CAD model 2D view comparison of a combined untrimmed model with a trimmed
model, focusing on an area of the HPT discs assembly with adjacent static struc-
ture.
block.
5.3. Automated Flow Network Recognition
The ﬂow network recognition algorithm relies on the interdependency rules between the features
and their associated walls. Several types of subsystem walls are considered in the CSI data
model:
 Solid walls, which can be the contour of a solid feature, internal to a solid feature, or
external to the subsystem being considered.
 Fluid walls, which represent inlets and outlets of SAS features (e.g. seals).
 Virtual boundary walls, which deﬁne the ﬂuid borders of the subsystem (e.g. rim bound-
ary or upstream oﬀ-take).
Another important categorisation of the ﬂow network features is that of cavities and ﬂow
passages. The ﬂow passages are ﬂuid devices intended to transfer the ﬂuid between cavities.
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In order to abstract the ﬂow architecture information, a mathematical directed multigraph1 is
used to store the information of cavity nodes in the system and ﬂow passage edges connecting
cavities. The chosen graph is of type directed to keep track of the ﬂow orientation and it can
store multiple edges between two nodes in order to capture connections between two cavities
of more than one ﬂow passage (e.g. the ﬁrtree feature with leakages and interstage ﬂows).
This graph entity, which is build in the CSI algorithms during runtime, has been called the
ﬂow-network-graph.
The assembly of the ﬂow network graph is performed via a Java-implemented procedure that
recognises cavities and the ﬂow passages that link them on the basis of the geometry deﬁnition.
The cavity class has methods for instantiating objects that contain a list of surrounding walls
and have at least one inlet or outlet ﬂow. The ﬂow network recognition algorithm starts by
collecting all walls of the subsystem. Thereafter, solid external walls, solid internal walls, and
ﬂow passage inlet and outlet walls are ﬁltered out. The procedure then determines which walls
are connected to each other and form a graph close loop (enclosed cavity). A new cavity object
is then created and added to the data tree. Additionally, the new cavity object is added to the
ﬂow network directed graph as a node, with the cavity inlet and outlet ﬂow passages as edges
of the graph.
The outcome of the process is the list of cavities found in the enclosed subsystem, including
their ﬂow passage connections, and the cavity types. Each cavity type is deﬁned according to
the following criteria,
 Operation: rotor-stator, purely rotating, or purely static.
 Flow orientation: radial outwards, radial inwards, or axial.
 Flow passage connections: number and type of inlets and outlets.
The above described information is the basis for the 1D ﬂow network model construction
algorithm and for the assignation of a thermal boundary conditions scheme.
1In mathematical graph theory, a graph is a representation of a set of objects, where some pairs of objects
are connected by links. The objects are represented by mathematical abstractions called vertices, and the
links that connect some pairs of vertices are called edges. The term directed means that the edges have a
direction associated with them. The term "multigraph" means that multiple links or edges connecting two
vertices (and sometimes loops) are allowed.
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5.4. Flow Network Model Construction
As a starting point for the SAS 1D ﬂow network model construction, the ﬂow network directed
multigraph is constructed automatically as soon as the algorithm is run. The construction
algorithm further relies on a database of 1D ﬂow network elements categorised by ﬂow passage
type and cavity type. This database is stored in XML format, and its elements need to be
previously agreed as best practice standard from the ﬂuid systems engineering department.
Following, the model assembly method is described.
5.4.1. 1D ﬂow network model assembly method
A diagram of the 1D ﬂow network model assembly process is shown in Figure 5.4.1 on page 95.
In the ﬁrst step of the 1D ﬂow network model assembly, the bits of every ﬂow passage (graph
edges) are loaded. Secondly, the procedure iterates through the virtual boundaries to load the
model boundary nodes and elements (note that the rim boundary feature contains a complex
set of nodes and ﬂow characteristic bits).
The next step in the procedure involves setting up the cavity elements. This begins with loading
of internal nodes, with a logic depending on the number and type of inlets and outlets. Then,
linking of the internal cavity ﬂow network is performed by adding internal bits, such as vortex
or heat-power bits, and by linking the nodes and bits inside the cavity.
In the ﬁnal step, the system of cavities and ﬂow passage components is linked together. The
linking process is based on the connections provided by the ﬂow network graph. In some cases,
additional vortex and change of reference frame elements are added, in order to accommodate
the radial and rotor to stator ﬂow changes.
The fully linked SAS 1D ﬂow network model represents a customised model ﬁtted to the
requirements of the SAS design and features speciﬁed in the CSI environment. The parameter
information of each SAS element is mapped from the CSI data model into the corresponding
1D ﬂow network element during the model construction process.
During this process, if speciﬁed in the cavity deﬁnition, CFD derived correlations for modelling
of windage and pumping power losses are included in the heat and power elements of the 1D

















Figure 5.4.1.: Diagram of the 1D ﬂow network model assembly procedure. A) Exemplary datum
geometry of a rotor-stator cavity with a seal inlet, seal outlet, pre-swirl nozzle
inlet, and rotor air holes outlet; B) Flow network graph; C) Added ﬂow passage




5.5. Thermal FE-Model Construction
This section describes the details of the implemented functionality to enable the automatic
generation of thermal FE-model inputs. The CSI procedure and necessary inputs have been
already presented in Section 4.5.
The key steps of this process are the selection of a thermal boundary conditions scheme for a
given design and the allocation of FE-model domains. The other part of the process involves
exporting the additional data ﬁles for the thermal FE-model, such as the performance and SAS
data ﬁle, in the correct format. These latter steps do not present an academic value and are
therefore not described in detail, since the formatting of data ﬁles is very speciﬁc to the tools
being used and is prone to changes in the near future.
5.5.1. Thermal boundary conditions template engine
The CSI programming data model nodes that represent features with solid-ﬂuid interface need
to capture thermal modelling information. These features are the ones that belong to the SAS
ﬂow network, i.e. cavities and ﬂow passages (oriﬁces, seals, cooling holes, etc.). The classes
of ﬂow network elements are thus equipped with a class interface to contain lists of thermal
boundary conditions (BC's). At the same time, each thermal BC can have interdependencies to
other thermal BC's, for example linking their mass ﬂows or their outlet to inlet temperatures.
A typical arrangement of thermal boundary conditions has been shown in Figure 3.4.1 on page
63. The thermal BC's and thermal modelling properties of each ﬂow network feature are stored
in an object thermal-model, attached to each feature in the CSI data tree.
Each thermal BC contains a set of BC inputs that deﬁne the ﬂuid-solid heat transfer mechan-
isms. The thermal BC inputs can be of the following types:
 a user deﬁned function,
 a proﬁle extracted from CFD models,
 an interdependency to another BC, or
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 a parameter from the performance and secondary air system output ﬁle.
The thermal model objects are a type of directed graphs, where the ﬂow network ﬂow conjunc-
tions are abstracted as nodes and the thermal boundary condition ﬂows are abstracted as edges.
In such, the thermal model of each feature retains at all times its ﬂows-linkage information.
Regarding the application of CFD-enhanced boundary conditions, CFD extracted proﬁles of
thermal functions (e.g. the HTC) can be stored in the template of a particular cavity. The
CFD proﬁles can be deﬁned as tables of speciﬁc values or parametric functions that adjust the
proﬁle to changes in the cavity operation or dimensions. A more detailed description of how
the CFD data proﬁles are prepared can be found in the appendix Section A.2.
Thermal modelling templates
In order to facilitate the creation of thermal models within the CSI environment, an XML-
format database with template thermal models for each ﬂow network feature has been made
available. For expansion purposes, the management (adding and removing) of thermal model
templates in the database is an available option for CSI thermal users (in practice thermal
systems experts).
The list of applicable thermal model templates for a speciﬁc ﬂow network category is automatic-
ally ﬁltered based on the category type (e.g. rotor-stator cavity with pre-swirl inlet, axial-stator
cavity, seal, cooling hole, etc.). Then, the template engine automatically initialises the thermal
BC's for a speciﬁc design, resolving interdependencies, applying speciﬁc geometric parameter
values, and mapping ﬂow data from the SAS model outputs.
Moreover, the thermal model initialisation identiﬁes the list of CAD geometry walls (via curve
tags) that are associated to each thermal BC. The list of BC edges deﬁnes the linkage between
thermal BC's and the geometry ﬁle. In some cases, the deﬁnition of a thermal BC might require
a CAD curve to be split. For these cases, the CAD model is modiﬁed automatically via the
CSI-CAD remote interface in order to accommodate the geometry ﬁle to the newly assigned
thermal BC's.
New thermal model templates can be added to the database via exporting functionality of
predeﬁned thermal models in the CSI environment. As a future work recommendation, a
version and tracking control system should be taken into account to keep record of the created
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thermal model templates.
Interdependencies of the integral thermal model
After the individual thermal models ﬂow network features have been initialised, the integral
thermal model of the subsystem needs to be linked together via the interdependencies in thermal
boundary conditions.
This process involves updating the thermal BC's inputs of the individual thermal models with
references to ﬂuid properties of other thermal BC's (such as ﬂuid temperature or mass ﬂow).
The BC interdependencies across thermal models of diﬀerent ﬂow features are resolved using
the information stored in the CSI ﬂow network directed multigraph, which has been described
in Section 5.3.
5.5.2. Thermal FE-model domains allocation
FE-model domains and their properties are stored as a list of data objects associated to each
solid feature in the CSI data tree (e.g. disc body, disc arms, or solid block with oriﬁce). Each
domain is identiﬁed by a line or a series of lines that make it a unique solid area in the FE-model.
The CSI automated algorithm resolves the lines that identify a domain by considering the
set of solid walls as an undirected graph. The algorithm then searches for closed solid wall
loops, which deﬁne an enclosed solid domain. This results in the relation between a wall of
an enclosed graph loop and its corresponding feature, since the solid wall is an object whose
parent containing feature can be traced back in Java.
Once the list of FE-domains for each CSI data tree feature has been instantiated, the domains
allocation syntax is exported into a data ﬁle, which is readable by the FE-tool. Given that
the domain allocation and naming has been controlled from the CSI environment, the domain
properties such as material or thickness can then be automatically updated in the data ﬁle that
is sent to the FE-tool. This functionality would then enable automated optimisation studies to
be performed with varying materials and kinematic properties.
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6
Application on an HP Turbine
Subsystem
This chapter illustrates how the process developed can improve the preliminary design and
analysis of engine subsystems by applying it to a realistic HP Turbine case. For demonstration
purposes, an existing turbine design has been chosen, with the intention of verifying the outputs
of the proposed automated process against available validated engine models. The chosen
demonstration case focuses on the front SAS of a typical 2-stage HP turbine conﬁguration used
in corporate aviation engines.
First, the preliminary design of this turbine subsystem is replicated using the previously de-
scribed CSI common design environment. Followed by the automatic construction of the corres-
ponding CAD models. Secondly, the automated CSI work-ﬂow is used to recognise and generate
the SAS ﬂow network model. Lastly, the thermal modelling scheme of each ﬂow network feature
is instantiated, the set of input data for the FE-model is generated, and the thermal FE-model
is assembled and run. The automatically constructed models and their simulation results are
compared against existing experimentally validated models of the selected turbine application
case.
In the last phase of the investigation, a design variation study is performed. The purpose of
this study is to demonstrate the preliminary design capability of the newly developed process.
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The results of applying the advanced preliminary design process are discussed at the end of
this chapter, highlighting the ﬁndings of this work.
6.1. Application Case Description
The HPT subsystem
The exemplary application case of this work focuses on the front cavities of a typical aero engine
HPT. The HPT components operate at high temperatures and rotating speeds in the engine,
which makes their performance highly dependent on the ﬂow ﬁeld phenomena. Regarding the
main annulus conﬁguration of the selected case, this HP turbine subsystem includes the ﬁrst
stage rows of vanes, immediately after the combustor exit, the ﬁrst row of rotor blades, the
second row of vanes, and the second row of rotor blades. Usually, the HPT subsystem includes
also the blades outer casing. However, this work did not take this component into account, as
it focuses on the sub gas-path architecture of the turbine. Regarding the architecture of the
disc assembly, each rotor blade is mounted around a rotor disc via a ﬁrtree blade-disc root. The
discs transmit the turbine power to the compressor through a front drive arm with a bolted
and curvic coupling. The two HPT discs are joined to each other via a bolted joint, and the
rear disc is bolted via a drive arm to a short stub shaft that supports the rotating structure
inside the rear bearing housing.
A description of the considered SAS features and their operation is presented in Table 6.1
on page 101. Figure 6.1.1 on page 101 shows a sketch of the HPT front SAS conﬁguration,
presenting a summary of the SAS cavities and features that will be relevant throughout the
next sections. The main SAS passages in the front of the HPT consist of two labyrinth seals A
and B that enclose a rotor-stator Cavity B with a pre-swirl nozzle inlet. The pre-swirl nozzle
adapts the ﬂow conditions for entry into the disc cooling holes of the blade cooling system.
Additionally, a rim seal at the main annulus hub, outlet of Cavity A, controls the rim sealing
ﬂow and a micro-turbine in the blade root feeds the HPT interstage cavity with air from the
front stage. It should also be taken into account that a moderately high mass ﬂow in between
the ﬁrtree lobes feeds the interstage cavity.
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Table 6.1.: Description of the application case features and SAS conﬁguration
SAS feature Description Operation
Cavity A rotor-stator at rim radial outﬂow
Cavity B rotor-stator at mid radius radial outﬂow
Cavity C purely static walls axial ﬂow
Cavity D rotor-stator at drive cone axial ﬂow
Seal A labyrinth seal feeds cavity B
Seal B double labyrinth seal feeds cavity A
Pre-swirl skewed oriﬁce feeds cavity B
Firtree micro-turbine and ﬁrtree slots interstage ﬂow




















Figure 6.1.1.: A) Diagram of the HPT subsystem application case; and B) sketch of SAS cavities
and ﬂow passages as an abstraction of the ﬂow network in the front of the ﬁrst
HPT stage.
There are ﬁve boundaries to the model. The inlet ﬂow boundaries are the air ﬂows that source
from two separate oﬀ-takes in the high pressure compressor. The outer one of these ﬂows,
passes in between the combustor inner casings and leads through Cavity C to the pre-swirl
nozzle. Additionally, the conditions of the air that sinks through the front and rear rim gaps
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into the main annulus are taken as a boundary (outlets of Cavity A). The outlet conditions of
the blade cooling ﬂow are set also as a sink boundary. To close the subsystem, the interstage
cavity conditions are set as the sink boundary for the micro-turbine and ﬁrtree ﬂows.
Available engine data
The following set of data for the validation of the application case was made available by
courtesy of Rolls-Royce Deutschland Ltd & Co KG:
 performance deck for high power design point,
 main annulus geometry and through ﬂow data,
 disc assembly geometry CAD model,
 validated SAS 1D ﬂow network model and output data,
 HP turbine preliminary design and validated thermal FE-models,
 HP turbine thermal survey experimental data.
6.2. Rotors and SAS Design using the CSI environment
This section deals with the demonstration of the CSI environment design capability. Herein,
the process of building the rotors and SAS architecture is exempliﬁed, with the subsequent
automated generation of CAD models. As a starting point, it is assumed that the turbine main
annulus design is frozen. This is a common assumption when the turbine blade rows geometry
are ﬁxed as an iteration of the preliminary design process or in the transition phase to detailed
design. In this chapter, the outcome of the automated CAD model generation work-ﬂow will
be discussed and its ﬁdelity compared with available former engine CAD models.
CSI common design environment
The details of the process for the deﬁnition of a subsystem design have been described in
Section 4.1. The application process starts by loading the engine performance data, the HP
and LP turbine main annulus geometry and the aerodynamic data. Even though the application
focuses on the HP turbine subsystem, the LP turbine aerodynamic data is needed as boundary
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condition for the SAS sink ﬂows. Figure 6.2.1 on page 105 shows the turbine main annulus
design loaded into the CSI environment.
The CSI rotor design process begins with the selection of a disc assembly plug-in. Since the
annulus design has been ﬁxed, the number of rotor stages is also ﬁxed. In this case, a disc
assembly was chosen that could replicate the geometry of the available validated models; i.e. a
2-stage disc structure with bolted drive arms. The selected disc assembly plug-in from the CSI
palette already contains an associated parametric and tagged CAD model. This CAD model
has already been prepared with a high level of ﬁdelity, featuring detailed disc body shape,
ﬁllets, and blends. Within the CSI environment, the user selects then the number, location
and orientation (front, rear) of drive arms, as well as the design of the bolted joints (inwards,
outwards, number of bolts, etc.). The disc body parameters can also be modiﬁed, including the
rim, diaphragm and cob dimensions. At this point, it should be veriﬁed that the disc assembly
has been assigned the proper material code and domain kinematic properties. Figure 6.2.1 on
page 105 shows the CSI design after the rotor features have been added.
The SAS conﬁguration process starts with the selection of compressor oﬀ-take stations that are
necessary to feed the turbine needs. The main design requirement is to keep the SAS ﬂows
penalty to the turbine overall eﬃciency to a minimum. Within this application case, the oﬀ-
take to sink conﬁguration has been set to match the SAS of the available validated models.
The sealing arrangement is then adjusted by adding seal arms to the discs and modifying their
parameter values. In the next step, the disc ﬁrtree ﬂows, the blade cooling arrangement, and the
interstage micro-turbine ﬂow are set. The next design step involves replicating the construction
of the static structures surrounding the discs and adding the SAS ﬂow passage features, such
as the pre-swirl nozzle, seal honeycombs, and oriﬁces. The ﬁdelity of the static structures
deﬁnition at this point is very basic, since these features act as a scenery to the subsequent
simulation models. In this stage of the process, the material selection and kinematic domain
properties for the static features should be ﬁxed. Figure 6.2.1 on page 105 shows the CSI data
model sketch after the SAS scenery has been added.
Another scenery feature that needs to be added to the subsystem is the LP spool shaft below
the HPT discs. This simple horizontal block structure belongs to the LP spool, and it can be
modelled with low ﬁdelity as it serves mainly for enclosing the HP components and supporting
the passage for the inner SAS ﬂows.
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The ﬁnal preparatory step before the automated work-ﬂows are able to run involves setting the
CSI virtual boundaries1. The following virtual boundaries have been set for the application
subsystem:
 HP compressor mid stage oﬀ-take air ﬂowing to the HPT disc cobs.
 HP compressor last stage oﬀ-take air ﬂowing through the drive-cone cavity.
 HP compressor last stage oﬀ-take air ﬂowing to the pre-swirl nozzle.
 HP turbine sink into the rear bearing housing.
 HP turbine sink into interstage cavity.
 HP turbine sinks into the main annulus.
The above described CSI data model is used as the basis for the automated processes to follow.
1Virtual boundaries represent the boundaries of the modelled sub-system with the non-modelled environment,
a more description can be found in Section 4.1.































































Figure 6.2.1.: CSI design deﬁnition process: A) Loaded main annulus design data; B) Added
disc assembly; and C) Added static structure scenery, LP shaft and SAS features.
106
CAD model generation
With the data model deﬁned above, a CAD model of the subsystem can be automatically
generated following the work-ﬂow described in Section 4.3 with Table 4.1 on page 81. The
resulting combined subsystem parts CAD model is shown in Figure 6.2.2 on page 106.
CSI rotors and statics CAD modelCSI rotors CAD model
Figure 6.2.2.: 2D sketches of the CSI automatically generated CAD model, showing the geo-
metry of rotors and the geometry of rotors with static structure scenery.
Comparison to the available engine models
The output CAD geometry from the CSI environment compares well to the CAD models of
the reference turbine, from here on called baseline models. As a main diﬀerence, the baseline
preliminary design model had no static structures geometry, whereas the baseline detailed design
model had a very accurate deﬁnition of the static structures. The CSI generated geometry
presents an intermediate solution, where the static structures have been sketched in a premature
level, since the structural and vibration analysis have not been performed yet. At the intended
design stage, the simplistic CSI static structures have the purpose of assisting in the composition
of the SAS ﬂow network.
Furthermore, the automatically generated geometry of rotors contains the same level of detail
as the baseline detailed design model. Some detailed 3D ﬁrtree features, which correspond to
the detailed design phase, have not been applied in the automated process. However, if the
project team would considered these features of importance, they could readily be included
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in the automated process by applying a small modiﬁcation to the CAD part ﬁle in the NBM
plug-in of the disc assembly.
6.3. Automated SAS Model Construction and Results
This section deals with the demonstration of the CSI SAS ﬂow network model generation cap-
ability. The process starts with the automated ﬂow network recognition algorithm, followed
by the automated construction of the 1D ﬂow network model. As a starting point, it is con-
sidered that the CSI data model contains the design deﬁnition of the main annulus, rotors, and
SAS features. The CSI generated 1D ﬂow network elements and results are compared to the
available validated engine 1D ﬂow network model and output data.
CSI 1D flow network model
Figure 6.3.1.: Diagram showing the CSI automatically generated 1D ﬂow network model over
a 2D sketch of the HPT application case.
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Table 6.2.: List of automatically extracted ﬂow network information for the application case
Cavities Cavity description Flow passages









Cavity C static axial ﬂow
oﬀ-take boundary inlet
pre-swirl nozzle outlet
Cavity D rotor-stator axial ﬂow
oﬀ-take boundary inlet
seal outlet
Cavity E inner ﬁrtree ﬂows conjunction
disc post cooling hole inlet
blade cooling boundary outlet
ﬁrtree lobes slots inlet
micro-turbine outlet
ﬁrtree lobes slots outlet
Flow network recognition results
The ﬂow network recognition process is performed with the automated work-ﬂow described in
Section 4.4 Table 4.2 on page 83. The results of applying the algorithm are the list of ﬂow
network cavities and their connecting ﬂow passages, shown in Table 6.2 on page 108. The
algorithm automatically associates the list of CAD geometry curves that surround each cavity
(as a dependency to a Java object with the curve tag and coordinates).
Comparison of ﬂow network elements and SAS analysis outputs
The ﬂow network construction process is performed with the automated work-ﬂow described
in Section 4.4 Table 4.3 on page 84. The algorithm automatically creates the 1D ﬂow network
base ﬁle elements and maps its parameter values, based on the information collected from the
ﬂow network recognition process. In summary, the resulting CSI generated 1D ﬂow network
model is shown in Figure 6.3.1 on page 107.
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Figure 6.3.2.: Comparison of HPT front 1D ﬂow network model output link mass ﬂows and
node pressures from the CSI automatically generated model vs. the validated
reference model. Mass ﬂows are shown normalised as % of W26 and pressures
are shown normalised with P3.
The 1D ﬂow network outputs presented in focus within this work are the mass ﬂows and
pressures in the ﬂow network links and nodes. Figure 6.3.2 on page 109 shows a back-to-back
comparison of the CSI model output against the validated model. The link mass ﬂows have
been normalised with the core engine compressor main annulus mass ﬂow (W26) and the node
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pressures have been normalised with the HP compressor outlet pressure (P3). It should also be
noted that at the rim boundary nodes, there are two pressure values being shown, corresponding
to the minimum and maximum of the hub pressure wave distribution. In accordance, the double
link mass ﬂow is shown as the sum of egress minus hot gas ingestion. In this application case,
the sum is positive, meaning that the net mass ﬂow at the rim is outwards, towards the main
gas path.
In general, the mass ﬂows at the network links between the CSI generated data and the validated
data are in good agreement, with some moderate diﬀerences (below 10%) in the interstage
cooling feed system. The node pressures are also well matched, with the highest diﬀerence (still
below 5%) at the disc inlet of the blade cooling passage. Further discussion on the automated
process outcomes is put forward in Section 6.6.
Flow network windage and pumping power losses
The previously described 1D ﬂow network model can be employed to assess the HPT subsys-
tem windage and pumping power losses. A physical understanding of these factors has been
presented in Section 3.2. Now, the rotor-stator windage and channel pumping powers that
result from the CFD-enhanced 1D ﬂow network model generated with the CSI approach are
compared to the previously available preliminary design results.
In the ﬂow network, each bit represents a known ﬂuid thermodynamic eﬀect, e.g. vorticity,
sealing, pipe loss or hole's discharge. Additionally, heat transfer and power terms into the
ﬂuid can be implemented and calculated inside every network bit (e.g. windage eﬀects in
vortex bits). The 1D-cavity bits in the network that calculate windage power, swirl and thus
total temperature changes have been enhanced with data extracted from parametric CFD
calculations. The fundamentals of the CFD-enhanced approach and how windage proﬁles are
generated are described in Section A.3. For the application case treated in this work, the CFD
was pre-run on the front HPT pre-swirl rotor-stator cavity. As a result, generalized surrogate
functions were extracted that can be used for the same cavity type in any new designs. These
CFD-surrogates can be used as long as the cavities of the new design are analogous to the pre-
run cavity. The surrogate CFD functions should be newly generated for designs with completely
new cavity morphology.
Figure 6.3.3 on page 111 shows the windage and pumping power results of the CFD-enhanced
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Figure 6.3.3.: Comparison of the front HPT SAS windage and pumping powers calculated with
the enhanced ﬂow network model and the previous preliminary design model.
The power splits are normalized with W˙SAS.
ﬂow network in comparison to the previous preliminary design calculation. In the shown ﬁgure,
the power splits are normalised with the whole power loss of the HPT front SAS W˙SAS, as
calculated with the previous preliminary design model. In addition to the values shown in
Figure 6.3.3 on page 111, the pumping power of the blade cooling ﬂow to the turbine blade
rows gas path accounts for 48% of the front HPT SAS power losses W˙SAS. This contribution
takes into account the radius change from the blade root to a mean main annulus exit radius.
It has been omitted from the ﬁgure, because it would show the other contributions too small
in the scale.
The CFD-enhanced calculated windage power splits of the rotor-stator cavities are smaller than
the ones from the original preliminary design calculation. This in turn has an eﬀect on the swirl
velocity of the ﬂuid entering the rotating channels. When the swirl decreases, the blade feed
and ﬁrtree pumping power increases moderately. Considering the whole system, the integral
power loss of the front HPT SAS calculated with the enhanced 1D ﬂow network adds up to
0.83% of the overall HPT power, including the full blade cooling pumping power. The diﬀerence
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to the previous preliminary design calculation is 12%, which traduces into 0.1% of the overall
turbine eﬃciency.
The presented comparison does not show which prediction is more accurate. Given that subsys-
tem power splits cannot be practically measured experimentally in engine testing, the validation
of these power split results would need to rely on temperature predictions with these new wind-
age power assumptions. Thus, the accuracy of the CFD-enhanced thermal functions employed
in this work will be demonstrated with the thermal analysis results in Section 6.4.
6.4. Automated Thermal FE-Model Construction and
Results
This section deals with the demonstration of the CSI thermal FE-model generation capability.
The process starts with the automated thermal FE-model inputs generation process, followed by
the automated thermal FE-model construction and solver. As a starting point, it is considered
that the CSI data model contains already the design deﬁnition of main annulus, rotors, and
SAS features, as well as the ﬂow network deﬁnition (Graph of cavities and ﬂow passages) and
the SAS output data. In the next part of the section, the CSI generated thermal FE-model
inputs and results are going to be compared with the reference validated thermal FE-model.
Automated thermal FE-model inputs
The generation of thermal FE-model inputs is performed with the automated work-ﬂow de-
scribed in Section 4.5 Table 4.4 on page 85. The resulting ﬁles after applying the automated
process are listed below:
 the geometry deﬁnition ﬁle (2D *.igs format),
 the journalising ﬁle (*.jnlf) including domain allocation, domain properties, mesh settings,
analysis settings, and boundary conditions,
 the engine performance deﬁnition ﬁle (*.bdd) including the analysis cycle, performance
and aerodynamic data.
The geometry ﬁle is the result of exporting a 2D cross section of the CAD model in the
appropriate format for the FE-tool (in this case *.igs). Thus, the accuracy of the FE-model 2D
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Table 6.3.: Ramp times and conditions of the application analysis cycle




4 high power 2007
5 high power 4000
6 idle 4015
7 idle 6000
geometry is as good as the one already shown in Figure 6.2.2 on page 106.
Regarding the analysis cycle, a so called squared operation cycle has been considered. The
FE-tool will then solve the model through a transient time marching steady-state calculation.
The cycle ramp times and conditions are shown in Table 6.3 on page 113.
The CSI automated algorithm to allocate and initialise the FE-model domains is able to rep-
licate almost exactly the domain splits of the validated model. The CSI generated FE-model
geometry highlighting the diﬀerent domains is shown in Figure 6.4.1 on page 114, and it contains
as much detail as any typical turbine FE-model.
It should also be noted that a turbine detailed design model contains typically a larger number
of dummy-block domains, used for the detailed modelling of recirculation ﬂows and leakages.
Such high ﬁdelity of recirculation modelling is usually out of scope in the preliminary design
phase. Nonetheless, the CSI generated FE-model does contain some dummy-block domains to
be able to simulate the most relevant recirculation ﬂows, which demonstrates that the auto-
mated domain allocation algorithm is able to cope with all required modelling complexity. In
addition, this algorithm automatically assigns the material, thickness and kinematic deﬁnition
properties to the solid domains. This functionality enables the future application of automated
optimisation strategies to select these properties.
The CSI algorithm to generate the thermal boundary conditions is one of the most complex
parts of the work-ﬂow, since it needs to take into account know-how from multiple disciplines:
the design, engine performance, SAS ﬂow network, and thermal modelling best practice. The
results of applying the CSI automated process demonstrate that it captures the same complexity
of structure and type of thermal boundary conditions as the previous manual process. The
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Figure 6.4.1.: Comparison of the HPT ﬁrst-stage FE-model domains between the CSI generated,
the reference preliminary model and the reference detailed design model.
automatically generated list of thermal boundary conditions replicates very nearly the validated
thermal modelling scheme of the reference model. Some diﬀerences exist, which concentrate
in the ﬁrtree area and the pre-swirl nozzle domains. These diﬀerences are due to the simpler
representation of the ﬁrtree and pre-swirl nozzle features in the preliminary design models.
Additionally, some of the cavity thermal boundary conditions in the CSI-generated model have
been updated with the CFD-enhancement method, which is further explained in the appendix
Section A.3. Figure 6.4.2 on page 115 shows the CSI-generated thermal boundary conditions
applied onto the FE-model. For academic purposes, the comparison focuses on the front HPT
cavities of the application case.
Regarding the CFD-enhanced thermal boundary conditions, the diﬀerences between the refer-
ence and the CFD-enhanced thermal modelling lie not only on the thermal inputs, but also
on the orientation and type of thermal boundary conditions (e.g. after CFD analysis, a new
recirculation zone has been introduced). The CFD-enhanced thermal modelling modiﬁcations
include: stream directions, modelling of ﬂow recirculation, mass ﬂow distribution, swirl number,
heat transfer coeﬃcients, and heat pick up due to windage eﬀects.
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CSI generated thermal boundary conditions around the FE-model solid domains
Figure 6.4.2.: Scheme of CSI generated FE-model thermal boundary conditions on the ﬁrst
HPT stage.
With all required inputs available, the ﬁnal steps are the assembly of the thermal FE-model, the
mesh generation and the solver processes, which are carried out with the work-ﬂow described
in Table 4.5 on page 86. The prediction of the thermal ﬁeld that results at the end of these
automated processes is discussed below.
CFD-enhanced thermal FE-model results
The results of the thermal FE-model consist of the temperature distribution across solid do-
mains, as well as of heat ﬂux and ﬂuid temperatures along the thermal boundary conditions.
These results are typically analysed over a transient operating cycle, which in this application
case considers a square cycle with acceleration and stabilisation phases between idle and high
power operating conditions.
It is important for the understanding of the results to point out that the reference validated
thermal FE-model was originally matched to a few thermocouple locations along the HPT disc
walls. Figure 6.4.3 on page 117 shows the location of these thermocouples in the HPT front
rotor-stator cavity that has the pre-swirl nozzle inlet and the disc cooling air holes outlet. The
following results discussion will especially focus on this cavity.
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In order to compare the temperature ﬁeld resulting from the manual thermal modelling process
to the CSI automated process, temperature results are shown in detail for the high power
operating condition, as well as transient temperatures along the square cycle for one of the
thermocouple points. Figure 6.4.3 on page 117 shows the temperature distribution over the
ﬁrst HPT stage rotor and static parts at the high power condition, when applying the CSI
CFD-enhanced thermal boundary conditions. The temperature ﬁeld has been normalised with
the temperature of the incoming coolant ﬂow Tcref from the HP compressor oﬀ-take ﬂow, which
ﬂows into the pre-swirl rotor-stator cavity through the inner seal. A more detailed explanation
on how the CSI generated model was enhanced with CFD extracted data can be found in the
appendix Section A.3.
The temperature ﬁeld that results from the thermal FE-analysis provides a valuable under-
standing of the heat transfer phenomena in the HPT subsystem. This temperature gradient
across the disc radius is critical to the design for optimal component liﬁng. In a typical operat-
ing condition, the HPT disc cobs are cooler than the disc post, with a gradient that is controlled
by the SAS cooling ﬂows distribution. The impingement jet from the pre-swirl nozzle has a
cooling eﬀect in the area around the entry to the blade cooling air holes. However, the amount
of cooling is a critical design parameter, since lower temperatures at local areas can lead to
thermal gradients that deteriorate the disc's structural behaviour.
Now focusing on the pre-swirl rotor stator cavity, Figure 6.4.4 on page 118 shows the temper-
ature deviations to the validated model along the rotor wall radius at high power condition.
These temperature deviation results are normalized with the deviation of the previous prelim-
inary design model at the location of thermocouple RP1. The curves in Figure 6.4.4 on page
118 thus present the uncertainty of models to the experimentally validated solution: one being
the CFD-enhanced model uncertainty and the other one being the previous preliminary design
model uncertainty.
The rotor wall temperature prediction with the CFD-enhanced thermal inputs is much closer
to the validated data. The previous preliminary design thermal inputs led to results with
deviations 4 to 7 times higher than the CFD-enhanced inputs. Not only is the temperature at
the thermocouple location closer to the experimental data with the new technique, but also the
surface distribution of temperatures runs smoother in between thermocouple points.
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Figure 6.4.3.: A) Normalised temperature contours at high power condition, resulting from
applying the CFD-enhanced thermal boundary conditions to the reference de-
tailed design thermal FE-model; B) Shows detail on the temperature ﬁeld at the
pre-swirl rotor-stator cavity area; and C) shows the temperature measurement





































Deviation of the radial temperature distribution prediction 
to the reference experimentally validated model
Prediction uncertainty: 𝑌 𝑥𝑖
𝐸𝑥𝑝 = 𝑌 𝑥𝑖
𝑀𝑜𝑑𝑒𝑙 + 𝛿(𝑥𝑖)
𝑀𝑜𝑑𝑒𝑙 + 𝜖𝐸𝑥𝑝
Figure 6.4.4.: Comparison of the pre-swirl cavity's rotor wall temperature prediction from the
CFD-enhanced to the reference preliminary model, plotted as deviation to the
experimentally validated model. The values are normalised with the temperat-
ure deviation at the thermocouple location RP1. The engine cycle conditions
correspond to the stabilised high power operating condition.
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Figure 6.4.5.: Comparison of the time dependant temperature prediction at location RP1 from
the CFD-enhanced to the reference preliminary model, plotted as deviation to the
experimentally validated model. The values are normalised with the temperature
deviation at the thermocouple location RP1.
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Figure 6.4.5 on page 119 presents the transient evolution of the uncertainty in the models at
one of the rotor wall radial locations (RP1). Since the thermal inputs carry a correlation to
operation and air system parameters, they are updated as the speed, air system pressures and
mass ﬂows vary along the diﬀerent cycle time steps.
The deviations to the experimental data at the high power stabilised condition in Figure 6.4.5
on page 119 are the same as in Figure 6.4.4 on page 118, only with inverted sign. However,
the uncertainty of the previous preliminary design model is a factor of 2 higher during the
cycle transients than the uncertainty of the CFD-enhanced model. It should be noted that the
CFD-enhanced prediction at deceleration phase is still not fully accurate, with a high peak of
normalized uncertainty.
As a direct conclusion of this uncertainty analysis on the temperature predictions, there is some
gained conﬁdence on the CFD-enhanced thermal functions and therefore also on the SAS power
splits from the CSI process, which were previously shown in Figure 6.3.3 on page 111.
6.5. Design Variation Study
This section presents an evaluation of how SAS design variations typical of the preliminary
design phase can inﬂuence the HPT power losses. The CSI-generated ﬂow network model
with CFD-enhanced windage functions has been used to predict the power losses of the HPT
subsystem, while varying an array of the SAS design parameters. Taking the reference front
HPT SAS conﬁguration as the baseline geometry (see Figure 6.1.1 on page 101), the following
variations are applied in the parameter study:
 scaling of the main annulus inner rim radii (constant axial gaps),
 widening of radial rotor-stator cavity gaps,
 modiﬁcation of pre-swirl system radius and skew angle,
 modiﬁcation of seal radii,
 variation of operation speed.
Each design parameter has been varied from the baseline in a bandwidth of ±10%. The
parametric investigation in this work focuses on turbine power losses and disc ventilation ﬂows.
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Figure 6.5.1.: Percentage impact of each SAS design variation of ±10% on the power loss of the
whole HPT front SAS. The baseline whole HPT front SAS pumping and windage
power W˙SAS is the addition of the individual feature powers, presented in Figure
6.3.3 on page 111.
Nonetheless, it should be mentioned that the proposed variations would have consequences in
engine bearing loads, performance, manufacturing costs, and robustness. A realistic design
should take trade-oﬀs for all of these disciplines into account.
Figure 6.5.1 on page 121 shows the impact of each parameter on the integral pumping and
windage power of the front HPT SAS W˙SAS. The main annulus radii changes, which are
common during the engine concept phase, have the highest impact on the subsystem power
loss. The turbine rim line modiﬁcations shift the radial position of the cavities below, leading
to variations of the rotor wall area that directly aﬀect the viscous heating surface. The seal
radii changes also imply higher surface and rotor wall tangential speed, thus higher windage.
The operation speed of the turbine evidently has a high impact on the integral power loss,
since the pumping power W˙ is proportional to Ω2 for the channels and the windage power is
proportional to Ω3 for the cavities. A parameter that has shown smaller impact is the rotor-
stator cavity gap, at least in the parameter range where it has been varied. When increasing
the gap, the cavity behaves more like a free disc system. The recirculation eﬀect lessens and
122
the windage power slightly rises.
The pre-swirl nozzle radius has a moderate impact on the added subsystem powers W˙SAS. It has
a negative correlation, where a higher radius reduces the losses. Even though a higher pre-swirl
nozzle radius increases the windage in the pre-swirl cavity, it also beneﬁts the inlet conditions to
the blade cooling system. The optimisation of the pre-swirl system should be treated carefully,
as its operation also depends on the oﬀ-take pressure conditions of the compressor where the
air comes from.
In summary of these results, the assessed SAS design changes have a considerable impact on
the overall HPT power W˙HP . For example, the +10% scaling of main annulus radius leads to
around 0.2% change of the total HP power due to pumping needs. The positions of the seals
and pre-swirl also have a considerable impact, which could be used on the beneﬁt of a design
optimization. Further conclusions about the methodology used to produce these results are
drawn in the following chapter.
6.6. Results Discussion
The newly developed CSI common design environment has been used to demonstrate the pre-
liminary design modelling of a HP turbine subsystem. An existing turbine design has been
chosen to verify the outputs of the proposed automated process against available validated en-
gine models. In such, the preliminary design deﬁnition of the reference turbine subsystem has
been reproduced using the newly developed CSI tool. Then, the automated work-ﬂows have
then been used to generate the corresponding CAD models, to recognise the subsystem ﬂow
network, to generate the SAS 1D ﬂow network model, and to generate the thermal FE-model.
The automatically constructed models and their simulation results have been compared against
the experimentally validated models of the reference turbine case. Upcoming is a discussion of
the results to each part of the work.
Subsystem Design
The following conclusions can be drawn from the application of the CSI processes to the pre-
liminary design deﬁnition of the reference HP turbine case:
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 The CSI environment facilitates a more agile design process of the rotors and SAS features,
where the parameters of the various disciplines are integrated and can be interconnected.
 Every design feature of the subsystem has been stored in XML format as an object in
a programmable Java based data tree. The beneﬁt of this approach is that the design
data or parts of it can now be readily transferred, reused or modiﬁed. Furthermore, since
the design data is stored as Java objects, which have interdependencies to one another, it
is easier to manipulate the data with programmable algorithms that aid the engineering
processes.
 The CSI CAD model generation process can automatically assemble a geometry model
containing a high ﬁdelity deﬁnition of the rotors and a low ﬁdelity deﬁnition of static
structures with SAS features. The automatically generated HPT rotors geometry is ana-
logous to the geometry of the reference detailed design CAD model.
 Some CAD diﬀerences can be found in the discs ﬁrtree area, associated to the higher
level of 3D detail deﬁnition proper of the production design phase. The CSI generated
static structure geometry was not present in the previous preliminary design model. On
the other hand, the static geometry in the detailed design model has much higher ﬁdelity
than the CSI-generated one. Nevertheless, the CSI static structures deﬁnition is suﬃcient
to capture the complexity of the SAS layout needed to build the ﬂow network.
SAS modelling
The application of the CSI automated SAS modelling process has led to the following results:
 The CSI algorithm for ﬂow network recognition is able to resolve the relevant ﬂow passages
and cavities of the given HP turbine design. The automated process can even recognise
complex multi passage features, such as the turbine disc ﬁrtree with blade cooling passages
and a micro-turbine interstage ﬂow.
 It has been demonstrated that the automated work-ﬂow can generate a high ﬁdelity
SAS 1D ﬂow network model. Its results of node pressures and link mass ﬂows have
been compared against data from the reference validated engine model. There is good
agreement between both sets. Some diﬀerences exist between both models, which seem
to be caused by the somewhat diﬀerent boundaries of the subsystem and the ﬁne detailed
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leakage ﬂows in the validated model.
 The CSI generated 1D ﬂow network model has been enhanced with power and heat
functions within the individual ﬂow elements. Some of these power functions have been
derived from CFD analysis data. This functionality has then been used to calculate the
subsystem pumping and windage power splits.
 The diﬀerence on estimated HPT front power loss between a previous preliminary design
calculation and the CFD-enhanced ﬂow network is 12%. These power losses add up to
0.83% of the overall HP power.
Thermal FE-modelling
The application of the CSI automated thermal FE-modelling process and the CFD-enhanced
thermal modelling methods has led to the following results:
 It has been demonstrated that the thermal FE-model inputs can be automatically gener-
ated with the CSI automated work-ﬂows.
 The FE-model geometry ﬁle is exported from the automatically generated CAD model,
featuring its same level of ﬁdelity. As a new functionality, the CSI process can resolve
automatically the FE-model domains allocation. The domain properties such as material,
speed, or thickness, are then captured in the Java deﬁnition of the design and associated
to each individual feature. This functionality enables the automatic control of material
selection and kinematic properties.
 Moreover, the performance, aerodynamics and cycle data for the FE-model can also be
automatically managed within the CSI environment. Here, the SAS ﬂow network model
outputs can now be mapped into the SAS features in the Java data tree. This further
enables the SAS data to be automatically mapped into the thermal boundary conditions.
 A key function of the CSI work-ﬂow is the automatic generation of the thermal boundary
conditions. This is not trivial, since the process needs to take into account the physical
understanding of how features aﬀect ﬂows. It has been demonstrated that a high ﬁdel-
ity set of thermal boundary conditions can be automatically generated. As an added
capability, these boundary conditions are able to carry CFD-enhanced thermal inputs.
 The temperature results of the CSI-generated thermal FE-model are in good agreement
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with the reference validated model prediction. The CSI CFD-enhanced thermal results
improve the prediction of the previous preliminary design model. The improvement can
be seen in both the radial gradient of temperatures for a given operating condition and
in the transient evolution of a point temperature across the analysis cycle.
 More speciﬁcally, the results indicate that the temperature prediction deviation to the
validated data of the previous modelling techniques is 4 to 7 times higher than the devi-
ation of the CFD-enhanced thermal model. When analysing the transient behaviour of
the rotor through accelerations between idle and high power, the temperature prediction
of the model with CFD-enhanced inputs is even 10 times closer to the test data than the
prediction from the traditional method.
 The reference validated model had been matched to the engine test data at discrete
points (thermocouple locations). However, in between measurement points there is still
a model prediction uncertainty in the validated model. Therefore, which technique truly
represents the real rotor surface temperature distribution is still uncertain. Nevertheless,
the CFD-enhanced technique provides a deeper physical understanding of the ﬂow heat
transfer phenomena.
Design variations study
The design variation study performed with the CSI work-ﬂow has helped to assess the impact
of the SAS parameters in the subsystem pumping and windage power needs. This assessment
has led to the following results:
 The CSI environment enables parameter studies to be performed, where a parameter
modiﬁcation can be propagated to the rest of subsystem features. Such functionality can
provide a better understanding of the impact of the design parameters on the general
subsystem performance outputs, such as the integral subsystem pumping and windage
power losses.
 It was found that rim line radii scaling and operation speed are the biggest contributors
to the HPT SAS power losses. Moreover, the eﬀect of the rotor-stator cavities' windage
should not be underestimated in designs with very large radial cavities, since it has a very
strong dependency to the radial hight of a cavity: r52 − r51.
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 This investigation focused on HPT front SAS variations, which lead to deviations on HP
overall power in the order of 0.1%. When considering the complete SAS of an aero engine,




This work illustrates the proof of concept of a novel process for the preliminary design of aero
engine subsystems, focused on the automation of the design and analysis of turbine components.
The research began with the review of previous work and the preparation of the scenario to set
the purpose for this work. It was followed by the development and implementation of the newly
automated process, and it ends with the application of the process to a real turbine design in
order to validate the implemented advanced common design environment.
In the ﬁnal section, an outlook is given with future steps to continue this research. The future
perspective includes a proposal to apply the newly developed methods to the concept design
phase of further subsystems and arising aero engine technologies.
7.1. Conclusions
The combination of geometry, secondary air system, and ﬂow ﬁeld thermal parameters involves
such a large number of variables that traditional manual design evaluation can rarely optimise
all characteristics of the system in the short time frame of the preliminary design phase. The
application of parametric studies using probabilistic and optimization algorithms opens the
possibility to search for multi-disciplinary optimised designs. In this framework, a large number
of parameters and their interdependencies can be adjusted in such a way that aero engine
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subsystems could be greatly improved. However, a key prerequisite for applying such algorithms
is the automation of the engineering work-ﬂow to drive the design and analysis models. This
work has concentrated on the integration and automation strategy of the design and analysis
tools.
Regarding the design and analysis disciplines to simulate the aero engine, the state of the art
in virtual engine methods has reached a mature state. The current tools oﬀer high level of
ﬁdelity and are able to capture the ﬁne detail of heat transfer phenomena in the cavities of the
secondary air system. However, these tools have until now required a careful manual set up of
many model data sets, which made this task one of the most time-restricting in the preliminary
design phase of an aero engine.
Within this work, a common preliminary design environment has been developed that captures
in one platform the integral subsystem design data: main annulus aerodynamic design, rotors
design, SAS layout, parametric CAD models, ﬂow network deﬁnition, ﬂow network simulation
results, detailed cavity ﬂow CFD analysis, and thermal analysis via the FE-method. The
missing engineering disciplines, planed for future work, are the structural analysis, liﬁng, and
cost management of the subsystem components.
Conclusions of the automated CAD modelling process
The automation of CAD model generation has been solved with a combination of three previous
strategies, i.e. the parametric sketch design, the standard UDF's approach, and the CAD
programming approach. Within the newly developed CSI environment, parametric sketch CAD
models can be loaded as plug-ins, which act as enhanced UDF's with a Java NBM interface.
The CAD geometry of turbine rotors can be loaded as one of these plug-ins, including high
ﬁdelity of curves, ﬁllets, and detailed features. The CAD geometry of static structures is built
from individual blocks, with a connection logic that is speciﬁed by the user. To ﬁnalise the
process, the automated programming CAD approach is applied to merge geometry blocks, trim
model lines and produce a clean geometry model suited for the thermo-mechanical analyses.
Conclusions of the automated ﬂow network recognition and modelling process
A key step in the process of generating secondary air system and thermal models is the recog-
nition of the subsystem ﬂow network. This process has been automated by making use of the
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CSI data model object oriented capabilities and the storage of ﬂow network data in the form
of a directed multi-graph.
The availability of ﬂow network data in graph format enables the management of SAS ﬂows,
cavities and ﬂow passages within the programming environment. This capability, joined with
a database of standardised ﬂow network elements, enables the automated assembly of 1D ﬂow
network models. The intention behind this approach is to facilitate the engineering end user
the ability to rapidly perform ﬂexible modiﬁcations of the SAS layout.
Conclusions of the automated thermal FE-modelling process
An additional advantage of the graph with ﬂow network features is the management of thermal
modelling schemes for each cavity and ﬂow passage type. Again, joining this capability with
a database of thermal modelling templates has made the automatic generation of thermal
boundary conditions possible. Since the thermal boundary conditions are now associated to
ﬂow network graph objects, their interdependencies can automatically be resolved and updated
when design modiﬁcations are introduced.
Furthermore, the CSI data objects that represent thermal boundary conditions have been im-
plemented with the ability to carry ﬂow ﬁeld data proﬁles from CFD analysis. This permits
the use of CFD-enhanced thermal functions, which have been proven to improve the accuracy
of temperature prediction during design stages where no engine test data is available.
In order to automatically generate the thermal FE-model inputs, data sets from all previous
disciplines need to be combined. Having the integral subsystem data gathered in a common
design environment facilitates this process. The last step in the automation challenge is to
export each set of data in the correct format readable by the FE-tool. To complete the thermal
FE-model inputs, the CSI work-ﬂow automatically resolves the FE-domain allocation, allowing
the end user to ﬂexibly modify the material and kinematic properties.
Conclusions of applying the process to a real HP turbine design
The newly developed CSI environment has been applied to reproduce the preliminary design
and model generation of an existing HP turbine internal system.
The results of the automated process have been compared to the available experimentally
validated SAS and thermal FE-models of the chosen reference design. The CAD geometry of
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turbine rotors from the automated process compares very well to the detailed design geometry.
The automated static structures CAD geometry is rudimentary, but it fulﬁls the purpose of
providing a frame for building the SAS ﬂow network.
Regarding the SAS 1D ﬂow network model results, the nodal pressures and link mass ﬂows
from the automatically generated model are in good agreement with the validated data. There
are some result diﬀerences within acceptable tolerances for the preliminary design phase, which
are attributed to the calibration of subsystem boundaries.
Moreover, the results of the automated CFD-enhanced thermal model present an improvement
with respect to the previous preliminary design model. Both, the rotor surface heat transfer
proﬁle and the transient evolution of temperatures, are better replicated by the CFD-enhanced
thermal model, when compared to the available validated model prediction that had been
matched to engine test data.
As a ﬁnding of the application, having the possibility to gather design data from the various
engineering disciplines in one data model has proven a valuable aid for the management of design
modiﬁcations. Furthermore, the process of CAD, SAS and thermal FE-model generation, which
previously lasted weeks, can now be performed in less than 1 hour. However, this gained agility
can only be expected once the standard features database contains the adequate set of data
for the attempted design. Otherwise, the database preparation time needs to be taken into
account, which for a full new design could suppose a time period in the order of the traditional
process. Nevertheless, as the database is expanded, more and more designs can be automated.
Thus, unlike in the traditional process, the CSI environment and database approach makes full
usage of work re-usability beneﬁts.
In the last part of the research, the CSI automated work-ﬂow has been used to perform a
SAS design variation study of the reference HP turbine. This study demonstrates some of the
CSI design modiﬁcations ability and it helps to understand the behaviour of the subsystem
when design variations are introduce. As a conclusion of the study, it has been realised that
there is big room for optimising the performance of the aero engine subsystem, and it is also
clear that the user of the engineering process must always maintain close communications with
the engineering stakeholders, so that the automated approach does not forget the assumptions
behind the design criteria.
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7.2. Outlook
The next step for this research is the deployment of the simulation environment and automated
work-ﬂows in the application of an aero engine component optimisation. This would involve
applying the CSI process to new component design systems of aero engines. The following future
work proposals are recommendations to continuously improve the CSI engineering process:
 For the developed processes to be of practical use, it is crucial to continue the extension of
the standard feature databases with the parametric CAD model NBM plug-ins, the SAS
ﬂow network elements, and the thermal modelling templates with further CFD analysis
data.
 The ﬁdelity of the automated geometry generation process can only be as good as the
template CAD models stored in the database. Therefore, improved parametric CAD
models of further components would have a direct beneﬁt in the outcomes of the CSI
work-ﬂows.
 Regarding the modelling of the SAS, an identiﬁed potential functionality is the automatic
loading of existing full engine 1D ﬂow network models into the CSI Java data model. This
would enable the user to integrate former models without necessarily going through the
automated ﬂow network process. Additionally, the interface process between the 1D ﬂow
network model and the thermal FE-model could be further improved. This has been solved
in the current work with a parameter interface ﬁle (BDD ﬁle), but the communication
between the two models could be solved with direct programming linkage.
 In relation to the FE-model capabilities, the combination of 2D and 3D geometry for
thermal and structural analysis is considered as high potential. This would enable thermo-
mechanical analysis to be performed with mixed critical features deﬁned in high 3D ﬁdelity
together with less relevant features deﬁned in 2D.
 To further improve the automation of the process, it would be recommended to implement
a programming-driven extraction of CFD analysis proﬁles and translation into traditional
thermal boundary conditions. Furthermore, there is an interest to automatically deliver
the inputs and solve the interfaces for a fully coupled transient simulation of the 1D ﬂow
network model, the thermal FE-model, and multiple cavity CFD models. This capability
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would enable the transient convergence of running clearances and gaps with very high
accuracy.
 In a further engineering step, the developed common design environment could be exten-
ded with the functions to handle structural analysis, vibrations, component liﬁng, and a
life-cycle cost calculation unit.
As the state of the art in virtual engine systems advances, the methods which used to be
considered adequate for detailed design move into the category of preliminary design. The
detailed design methods are substituted with new ones of higher accuracy and the preliminary
design methods beneﬁt from the experience of the detailed design legacy.
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Appendix on Applied Thermal
FE-Modelling
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A.1. Categorisation of thermal boundary conditions
In thermal FE-analysis, thermal boundary conditions are used to simulate the conditions of the
ﬂuid around the solid geometry that is to be meshed and resolved. The most common thermal
boundary condition types are presented below.
 Prescribed heat ﬂux: application of a known heat ﬂux or heat ﬂux distribution.
 Prescribed temperatures: Application of a known temperature or temperature distribu-
tion, which typically comes from a measurement on a component test.
 Convecting zone: Assumes a region of inﬁnite heat capacity. The ﬂuid temperature will
not change regardless of the heat transfer to the solid components.
 Thermal void: In contrast to a convecting zone, a thermal void can be considered as
a region of negligible heat capacity. It represents a region with a uniform temperature
which is in equilibrium with its surroundings. The heat ﬂux can however vary along the
void contour.
 Stream: represents a ﬁnite ﬂow of ﬂuid with given direction and a ﬁnite heat capacity. A
stream is able to absorb heat from one location on the surface and transport it to another.
The change of ﬂuid temperature along the edge is calculated considering the convection
heat transfer and additional energy inputs, such as windage.
 Duct: similar to a thermal stream, with the diﬀerence that a duct is deﬁned on two edges
of narrow passages. As a result, heat can be exchanged between both surfaces and can
be transported via the ﬂow.
 External radiation: used to simulate radiative heat transfer from a source outside the
model. The temperature of this source is not inﬂuenced by the heat transfer to or from
it.
 Internal radiation: applied on internal model edges which are able to receive and transmit
radiative heat from themselves to other boundaries.
 Thermal contact: used to apply full or partial heat conduction on an interface.
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A.2. CFD-enhanced Thermal FE-Modelling
There are four basic ﬂow ﬁeld properties that carry the information of how heat transfer occurs
between solid and ﬂuid domains: the mass ﬂow m˙, the swirl number β, the heat transfer
coeﬃcient HTC, and the heat pick up rate HPU due to rotational power (i.e. windage). The
fundamentals of ﬂow phenomena in rotor-stator systems of the SAS have been presented in
Section 3.2.
These four ﬂow ﬁeld properties can be extracted from 3D CFD simulations and implemented as
inputs to the thermal FE-model via the boundary conditions. In the approach presented in this
work, each of the four thermal properties is built from three part functions, as it is exempliﬁed
in (A.2.1) for the HTC. The three part functions are deﬁned as follows:
1. dependency to the geometry proﬁle extracted from CFD: f input(xi),
2. correlation to engine operation parameters: ginput(Ω),
3. dependency to cavity topology via a factor from the parametric CFD simulations, which
scales the input when dimensions are varied: Fcinput(cavity).
HTC = fHTC(xi) · gHTC(Ω) · FcHTC(cavity) (A.2.1)
The CFD analysis is pre-run on cavities where the local ﬂow ﬁeld phenomena are relevant to the
heat transfer modelling of the system. As a result from the CFD analysis, generalised surrogate
functions are extracted that can be used for the same cavity types in any new designs. These
CFD-surrogate models are used as long as the cavities of the new design are analogous to the
pre-run cavities. The surrogate CFD functions should be newly generated for designs with
completely new cavity topology. To exemplify this methods, an application of CFD-enhanced
heat transfer functions is demonstrated for the topology rotor-stator cavity in Section A.3.
A.3. Rotor-Stator cavity application of CFD-enhanced
thermal functions
As an example application of the CFD extracted heat transfer functions, this section describes
the process followed for a turbine rotor-stator cavity with a seal inlet, a seal outlet, a pre-swirl
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nozzle inlet, and rotor cooling air holes outlet. A diagram of this cavity can been seen in
Figure 3.4.1 on page 63. Before describing the process for this particular cavity, it should be
noted that the methods for extraction of heat transfer functions from CFD analysis are very
case dependant. As such, the methods presented here are well suited for the ﬂow ﬁeld of this
example cavity, but should be treated with care for other types of SAS cavities.
In order to extract the ﬂow ﬁeld functions f input(xi) from the pre-run CFD model, some post-
processing needs to be performed. The mass ﬂow and swirl ratio distributions can be directly
extracted from the CFD output by applying post-processing planes to areas of ﬂow streams
or recirculation. The outwards mass ﬂow rate in a recirculation zone can be determined by
integrating the ﬂuid density times radial velocity across the axial direction at the radial location
of the recirculation centre. (A.3.1) presents the ratio of rotor side mass ﬂow over cavity inlet
mass ﬂow, which is greater than 1 in a rotor-stator cavity with recirculating mass ﬂow. The
swirl ratio at every radial position can be calculated as the mass-weighted averaged swirl ratio





(|ρ · ur · A|+ ρ · ur · A)
2 · m˙1 (A.3.1)
The HTC and windage HPU functions require some more post-processing from the CFD
output. The HTC in this application case can be determined via Reynolds analogy, (A.3.2),
and the windage power input is calculated as the moment of the wall shear stresses, (A.3.3).
HTC =
τϕ(r) · cp(r)
uϕ(r) · Pr0.4 (A.3.2)
HPU = τϕ(r) · r · Ω (A.3.3)
As an example of the CFD extracted heat transfer functions, Figure A.3.1 on page 137 shows
the windage proﬁle along rotor radius of the example turbine rotor-stator cavity. The plot
compares three windage functions: the raw CFD extracted data, the traditional preliminary
design windage function, and the new CFD-enhanced windage function. The piece-wise linear
function that approximates the CFD data, rather than the raw CFD data itself, is what will be
implemented in the thermal boundary conditions of the FE-model. An analogous plot is shown












































Figure A.3.1.: Radial distribution of rotor windage HPU in a typical HP turbine front rotor-
stator cavity.
in Figure A.3.2 on page 138 for the HTC proﬁle along rotor wall radius of the example turbine
rotor-stator cavity. It should be pointed out that no direct CFD HTC proﬁle data is shown at
the zones where the pre-swirl nozzle impingement and the cooling holes inlet are located, since
the Reynolds analogy is not valid in areas where the tangential velocity tends to null.
The HTC radial proﬁle from Figure A.3.2 on page 138 is then combined with the functions of
operation and cavity topology dependency, as described in (A.2.1). Regarding the dependency
to operation parameters, so called ginput(Ω), the scaling functions for each thermal input and
their implications are described in Section A.4.
Finally, the functions of cavity topology Fcinput(cavity) are generated through a DOE set of
analyses with a parametric CFD process. This parametric CFD surrogates can be a polynomial
approximation as in (A.3.4) or (A.3.5), where the coeﬃcients are chosen to best ﬁt the CFD
results across the design space of the cavity parameters (xi being one of the cavity dimension











































Figure A.3.2.: Radial distribution of HTC in a typical HP turbine front rotor-stator cavity.
can be found a more detailed description of how a parametric CFD process can be set up to
generate the CFD-enhanced heat transfer functions.












A.4. Cycle scaling of CFD-enhanced thermal boundary
conditions
In order to prepare scaling rules for thermal functions extracted from CFD analysis data, it
is necessary to assess the changes in the cavity ﬂow ﬁeld when the operating condition of the
A.4. Cycle scaling of CFD-enhanced thermal boundary conditions 139
engine is changed. In case that the ﬂow ﬁeld is signiﬁcantly changed for diﬀerent operating
conditions, simple scaling equations will not be valid and diﬀerent sets of CFD data will have
to be used to create the CFD-enhanced thermal functions. However, it is common in most
turbine rotor-stator cavities that the ﬂow ﬁeld is only slightly modiﬁed in between the typical
operating conditions. For these cases, it is possible to use simple scaling equations to extrapolate
the CFD-enhanced thermal functions along the engine operating cycle.
Following is a description of cycle scaling rules for the four fundamental thermal functions: the
mass ﬂow m˙, the swirl ratio β, the heat transfer coeﬃcient HTC, and the heat pick up rate
HPU due to rotational power.
The local mass ﬂows in a rotor-stator cavity, including the recirculation mass ﬂow, can in most
cases be scaled with the cavity through ﬂow. For the application HP turbine front rotor-stator
cavity, shown in Figure 3.4.1 on page 63, the cavity inlet mass ﬂow through the inner seal is
a good variable to drive the local mass ﬂows when operating conditions are changed. In this
sense, the ratio of recirculation to inlet cavity mass ﬂows can be assumed constant, thus scaling
the recirculation ﬂow with the cavity inlet mass ﬂow along the engine cycle.
The swirl ratio distribution is very dependent on the cavity type being analysed, and thus, the
scaling factor for a cavity category cannot be read across for other cavity categories. In the
example cavity, the swirl ratio distribution remains mostly unchanged through the operation
of the engine (except for very low start up speeds). Therefore, a time-constant swirl ratio
distribution is a fair approximation for this case. It should be noted that when the swirl ratio
remains constant, the ﬂuid tangential velocities are scaled with the rotational speed of the
turbine.
For the HTC, the traditional correlations dependent on the Re number that are available in
the literature can be used as the scaling rule for the operating condition. This implies using the
HTC radial proﬁle from the CFD analysis, but scaling the proﬁle with an adequate correlation,
such as the forced convection from a free disc with turbulent ﬂow from Dorfman (1963), shown
in (A.4.1).
HTC = 0.0267 · Pr0.6Re0.8λ
r
(A.4.1)
The windageHPU function scaling equation can be derived taking into account the correlations
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of the moment coeﬃcient cm, as deﬁned in (3.2.12). For a typical rotor-stator cavity under
turbine high power operating conditions, the HPU is a function of the operational parameters,
as in (A.4.2). Thus, the scaling rule for the HPU can be expressed as in (A.4.3).
HPU = f(r) · Ω2 · r2 · m˙
A
(A.4.2)




As a ﬁnal note, the scaling rules for CFD-enhanced thermal boundary conditions present a
quick and low ﬁdelity method to extrapolate CFD results along the engine cycle. However,
a method of better accuracy, computational resource permitting, would be to use transient
thermal-CFD coupling that resolves the ﬂuid-solid heat transfer problem with more physical
detail across all time points of the engine operation.
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