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THE RUELLE ZETA FUNCTION AT ZERO
FOR NEARLY HYPERBOLIC 3-MANIFOLDS
MIHAJLO CEKIC´, SEMYON DYATLOV, BENJAMIN KU¨STER, AND GABRIEL P. PATERNAIN
Abstract. We show that for a generic conformal metric perturbation of a hyperbolic 3-
manifold Σ, the order of vanishing of the Ruelle zeta function at zero equals 4 − b1(Σ),
contrary to the hyperbolic case where it is equal to 4 − 2b1(Σ). The result is proved by
developing a suitable perturbation theory that exploits the natural pairing between resonant
and co-resonant differential forms. To obtain a metric conformal perturbation we need to
establish the non-vanishing of the pushforward of a certain product of resonant and co-
resonant states and we achieve this by a suitable regularisation argument. Along the way
we describe geometrically all resonant differential forms (at zero) for a closed hyperbolic
3-manifold and study the semisimplicity of the Lie derivative.
Let (Σ, g) be a compact connected oriented 3-dimensional Riemannian manifold of negative
sectional curvature. The Ruelle zeta function
ζR(λ) =
∏
γ
(
1− eiλTγ), Imλ≫ 1 (1.1)
is a converging product for Imλ large enough and continues meromorphically to λ ∈ C
as proved by Giulietti–Liverani–Pollicott [GLP13] and Dyatlov–Zworski [DZ16]. Here the
product is taken over all primitive closed geodesics γ on (Σ, g) and Tγ is the length of γ.
In this paper we are concerned with the order of vanishing n(g) of ζR at λ = 0. The
number n(g) is defined as the unique integer such that λ−n(g)ζR(λ) is holomorphic near zero
and has a non-zero value at zero. Fried [Fri86, Theorem 3] used the Selberg trace formula
to show that for the hyperbolic metric gH we have n(gH) = 4 − 2b1, where b1 denotes the
first Betti number of Σ. We will show that for a generic conformal perturbation g of gH the
order of vanishing is n(g) = 4− b1 and thus if b1 6= 0, n(g) jumps relatively to the hyperbolic
metric. This is in stark contrast with the 2-dimensional case where n(g) was shown to be
−χ(Σ) for any negatively curved surface, as proved by Dyatlov–Zworski [DZ17].
The quantity n(g) is closely related to resonant spaces of distributions invariant under
the geodesic flow with values in the (complexified) bundle of exterior forms. We are going
to introduce these spaces in a more general context, namely, that of a contact Anosov flow.
Suppose M is a closed 5-manifold with contact form α and let X be the Reeb vector field,
i.e., ιXα = 1 and ιXdα = 0. We assume that the flow ϕt generated by X is Anosov. If
we write the Anosov splitting as TM = E0 ⊕ Eu ⊕ Es, where E0 = RX, we also obtain a
dual decomposition of T ∗M = E∗0 ⊕E∗u⊕E∗s , where E∗0 annihiliates Eu⊕Es, E∗u annihilates
E0⊕Eu, and E∗s annihilates E0⊕Es. We let D′E∗u(M ; Ωk) be the space of distributions with
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values in the bundle of exterior k-forms and with wave front set contained in E∗u (see Section
2 for background on these notions). The resonant spaces that we are interested in are:
Resk0 := {u ∈ D′E∗u(M ; Ωk) : ιXu = 0, ιXdu = 0}.
We call the dimension of Resk0 the geometric multiplicity. We can as well consider generalised
resonant spaces by setting:
Resk,ℓ0 := {u ∈ D′E∗u(M ; Ωk) : ιXu = 0, LℓXu = 0},
where LXu = dιXu+ ιXdu is the Lie derivative. Finally set
Resk,∞0 :=
⋃
ℓ≥1
Resk,ℓ0
and call mk,0 := dimRes
k,∞
0 the algebraic multiplicity. Obviously Res
k
0 ⊆ Resk,∞0 and when
equality holds the geometric and algebraic multiplicities coincide. In this case we say that
semisimplicity holds. It turns out that all these resonant spaces are finite dimensional; this
is a consequence of the fact that LX acting on suitable anisotropic Sobolev spaces has good
Fredholm properties. Concerning the order of vanishing n(X) for the Ruelle zeta function
ζR at zero of the Anosov Reeb vector field X, we shall see in Section 2 that n(X) is related
to the algebraic multiplicities as follows
n(X) = m0,0 −m1,0 +m2,0 −m3,0 +m4,0. (1.2)
Moreover, semisimplicity for k = 0, 4 always holds and m0,0 = m4,0 = 1. The real challenge
will be to understand m1,0 and m2,0 and semisimplicity for k = 1, 2 as resonant 1-forms and
resonant 3-forms are isomorphic via wedging with dα and thus m1,0 = m3,0.
Resonant states that are closed forms play a distinguished role. Similarly to [DZ17] one
may introduce natural linear maps πk : Res
k
0 ∩ ker d → Hk(M ;C). In Lemma 2.8 we show
that π1 is always an isomorphism and thus m1,0 ≥ dimRes10 ≥ b1(M). A priori, there is no
reason to expect additional forms in Res10 except the closed ones, but the hyperbolic metric
gH is exceptional in this regard. We show in Lemma 3.5 below that for gH , dimRes
1
0 = 2b1(Σ)
and that k = 1 is semisimple, so that m1,0 = 2b1(Σ) (note that for M the sphere bundle
of Σ, b1(Σ) = b1(M)). Even more remarkably, we show that for gH , dimRes
2
0 = b1(Σ) + 2
and m2,0 = 2b1(Σ) + 2 (cf. Lemmas 3.7 and 3.8) and hence semisimplicity fails for k = 2
if b1(Σ) 6= 0. Of course, once we have a complete understanding of all resonant states for
forms, we can see from (1.2) that n(gH) = 4 − 2b1(Σ) which matches the calculation done
with the Selberg trace formula. One may explain the excess of resonant forms on hyperbolic
manifolds by noting that gH possesses an additional invariant closed 2-form. We use this
form in Section 3 to describe all resonant states. Having understood the locally symmetric
picture, it is natural to try to remove the excess of resonant states by perturbations. This
leads to our main result:
Theorem 1. Let Σ = Γ \ H3 be a closed hyperbolic 3-manifold with hyperbolic metric gH .
There exists an open and dense set O ⊂ C∞(Σ) such that if h ∈ O, there exists an ε > 0
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such that for s ∈ (−ε, ε) and s 6= 0, the conformal metric gs = e−2shgH has
m
(s)
1,0 = b1(Σ), m
(s)
2,0 = b1(Σ) + 2
and semisimplicity holds for k = 1, 2. Thus, the order of vanishing n(gs) of the Ruelle zeta
function ζR at zero is 4− b1(Σ).
An important ingredient in our proofs is the natural pairing between resonant and cores-
onant states. Coresonant states and the spaces Resk,ℓ0∗ are defined just as the resonant ones
but requiring the wavefront set of the distribution to be contained in E∗s . Since E∗u and E∗s
intersect only at the zero section, we can define the product u ∧ v for any u ∈ Resk,∞0 and
v ∈ Res4−k,∞0∗ and thus a pairing
〈〈u, v〉〉 =
∫
M
α ∧ u ∧ v.
We show in Lemma 6.1 that if the bilinear form 〈〈h•, •〉〉 is non-degenerate in d(Res10) ×
d(Res10∗), then for s small enough and not zero, we have m1,0 = b1(Σ) and m2,0 = b1(Σ) + 2
as claimed in Theorem 1. Thus, the bulk of the work for proving Theorem 1 lies in establishing
that for generic h, the pairing above is non-degenerate. This is challenging, because h only
depends on configuration space variable and hence the pairing reduces to an integral on Σ.
Thus to show non-degeneracy we need to establish the non-triviality of certain pushforwards,
as we now explain. We shall see that elements in d(Res10) give rise to distributions f− ∈
D′E∗u(SΣ) (SΣ is the unit tangent bundle of Σ) such that Xf− − 2f− = 0 (with additional
horocyclic invariance). Similarly, elements in d(Res10∗) may be identified with distributions
f+ ∈ D′E∗s (SΣ) such that Xf+ + 2f+ = 0 and the pairing we are interested in reduces to∫
Σ
hπ∗(f−f+) dvolΣ,
where π∗ stands for pushforward to Σ. The crux of the matter will be to show the non-
vanishing of the pushforward w := π∗(f+f−) when a non-zero f− is given and f+ = J ∗f−,
where J is the flip in SΣ given by J (x, v) = (x,−v). The distributions f± determine
naturally harmonic 1-forms u± (the Fourier modes of degree 1 in the expansion in verti-
cal spherical harmonics) and we are going to relate these with w after applying a suitable
convolution operator that we now introduce.
For s ∈ R, let us consider the kernels ks : H3 ×H3 → R given by
ks(x, z) = (cosh dH3(x, z))
−s.
Associated with these kernels, we have integral operators
Qs : C
∞
0 (H
3)→ C∞(H3), Qsf(z) :=
∫
H3
ks(x, z) f(x) d vol(x).
The integral converges absolutely for f bounded and any s > 2 and Qs is Γ-equivariant, so
that it induces an operator on Σ. In fact, it defines a smoothing operator
Qs : D′(Σ)→ C∞(Σ).
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The next result unlocks the proof of Theorem 1.
Theorem 2. The following relation holds:
Q4w(z) =
1
24
∆z(u+(z) · u−(z)), (1.3)
where ∆z denotes the Laplacian of Σ and · denotes the inner product on T ∗Σ.
When f+ = J ∗f−, it is not hard to check that u+ ·u− = |u−|2 and thus if the pushforward
w = 0, then Theorem 2 would give that the harmonic form u− has constant norm and
this can only happen if u− = 0 which in turn implies f− = 0 (cf. Proposition 3.9). An
extension of this argument supplemented by the appropriate linear algebra will allow us to
derive Theorem 1 in full.
If one is interested only in contact perturbations of the contact structure of a hyperbolic
metric, then it is possible to give a more elementary proof which does not require Theorem
2, cf. Theorem 3 below. For contact perturbations, we are only required to show that the
form 〈〈h•, •〉〉 is non-degenerate in d(Res10)×d(Res10∗), where h ∈ C∞(SΣ), thus to produce a
perturbation giving order of vanishing 4− b1(Σ) for ζR it is enough to check that f+f− = 0
implies f+ = 0 or f− = 0.
Theorem 1 is the first known result to exhibit instability of the order of vanishing of ζR
for Riemannian metrics. For 3D volume preserving Anosov flows a jump in the order of
vanishing was observed by Cekic´–Paternain [CP19] when deforming an Anosov geodesic flow
to a volume preserving flow with non-zero winding cycle. In both instances one could argue
that we are perturbing a flow that exhibits more symmetries than its generic neighbour within
its relevant class (geodesic flows, contact flows, volume preserving flows, etc.). For example,
as mentioned above, the geodesic flow of a hyperbolic 3-manifold possesses an additional
invariant 2-form that we do not expect to see for generic Riemannian metrics; in fact there
is rigidity in this regard as shown by Hamensta¨dt [Ham95]. Keeping these examples in mind
it is natural to speculate that generically for metrics (or in the contact world), the resonant
spaces should be semisimple and they should contain only those resonant forms that are
found for topological reasons, like those related to the maps πk mentioned above. Thus we
would like to venture:
Conjecture 1.1. For a generic contact Anosov flow on an n-dimensional manifold M (n
odd) we have:
(1) the semisimplicity condition holds in all degrees;
(2) d(Resk0) = 0 for all k;
(3) for k = 0, . . . , n−12 , πk is onto, ker πk = dα ∧ Resk−20 , and dimker πk = dimResk−20 .
In particular, for a generic contact Anosov flow on a 5-manifold the order of vanishing of
the Ruelle zeta function at zero is 3− 2b1(M) + b2(M).
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One can also hope for similar genericity results in the Riemannian category, but these
should be harder to come by due to the more restrictive nature of the perturbations. For
simplicity we state the following conjecture just in the 3-dimensional case.
Conjecture 1.2. Let (Σ, g) be a generic negatively curved closed 3-manifold. Then
(1) the semisimplicity condition holds in all degrees;
(2) d(Resk0) = 0 for all k;
(3) for k = 0, 1, 2, πk is onto, ker πk = dα ∧ Resk−20 , and dimker πk = dimResk−20 .
In particular, for a generic negatively curved metric, the order of vanishing of the Ruelle zeta
function at zero is 4− b1(Σ).
One can be even more adventurous and speculate that a stronger rigidity result holds: the
order of vanishing is always 4− b1(Σ), unless b1(Σ) 6= 0 and the metric is hyperbolic.
We note that it would have been possible to introduce a flat unitary twist in our discussion.
Namely, we can consider a Hermitian vector bundle over Σ endowed with a unitary flat
connection A. Resonant spaces can be defined using the operator dA and the holonomy of A
provides a way to twist the Ruelle zeta functions as well, we refer to [CP19] for details; we
do not pursue this extension here in order to simplify the presentation.
1.1. Existing literature. The treatment of Pollicott–Ruelle resonances of an Anosov flow as
eigenvalues of the generator of the flow on anisotropic Banach and Hilbert spaces has been de-
veloped by many authors, including Blank–Keller–Liverani [BKL02], Baladi [Bal05], Baladi–
Tsujii [BT07], Butterley–Liverani [BL07], and Goue¨zel–Liverani [GL06] (some of the above
papers considered the related setting of Anosov maps). In this paper we use the microlo-
cal approach to dynamical resonances, developed by Faure–Sjo¨strand [FS11] and Dyatlov–
Zworski [DZ16]; see also Faure–Roy–Sjo¨strand [FRS08] and Dyatlov–Guillarmou [DG16].
Ku¨ster–Weich [KW20] showed that the algebraic multiplicity m1,0 is stable under small
contact perturbations of the geodesic flow on closed hyperbolic manifolds in all dimensions
other than 3 and proved horocyclic invariance of the resonant states in Res10 in any dimension
using techniques from [KW19] and [DFG15]. It was left open whether m1,0 can jump under
contact perturbations in dimension 3. In the setting of hyperbolic 3-manifolds (Σ, gH), Dang–
Guillarmou–Rivie`re–Shen [DGRS20, Proposition 7.7] computed the algebraic multiplicities
mk,0. The work [DGRS20] centered on Fried’s conjecture, which relates the coefficient at
zero of the Ruelle zeta function twisted by an acyclic connection to the analytic torsion; see
also Chaubet–Dang [CD19].
Dang–Rivie`re [DR17, Theorem 2.1] showed that the chain complex (Res•,∞, d) is homo-
topy equivalent to the usual de Rham complex and hence their cohomologies agree. We
remark that Conjectures 1.1 and 1.2 are compatible with this result: indeed a straightfor-
ward argument, using the content of the conjectures and that (dα)k∧ : Ω
n−1
2
−k
0 → Ω
n−1
2
+k
0 is
a bundle isomorphism for k ≥ 0, shows that the cohomology of (Res•,∞, d) agrees with the
de Rham cohomology.
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1.2. Structure of the paper.
• Section 2 discusses contact Anosov flows on 5-manifolds and sets up the scene for the
rest of the paper giving at the same time background on Pollicott-Ruelle resonances,
resonant and coresonant states and the Ruelle zeta function. The pairing between
resonant and coresonant states is introduced here and various relevant lemmas about
the maps πk and semisimplicity are proved.
• Section 3 gives a complete description of the resonant states for hyperbolic 3-manifolds.
The approach in this section is geometric as opposed to algebraic and it pivots on
the aforementioned additional invariant 2-form. Of particular note is the description
of generalised resonant 2-forms given by Lemma 3.8.
• Section 4 contains the perturbation setting and the important Lemma 4.2 which can
be regarded as the workhorse perturbation lemma. This is immediately applied to
contact perturbations and Theorem 3 is derived.
• Section 5 contains the proof of Theorem 2 and Section 6 gives the proof of Theorem 1.
• Finally, the paper is supplemented with three appendices each providing a subsidiary
result needed for the proofs in the main text.
2. Contact 5-dimensional flows
In this section we study general contact Anosov flows on 5-dimensional manifolds. Some
of the statements below apply to non-contact Anosov flows and to other dimensions, however
we use the setting of 5-dimensional contact flows for uniformity of presentation.
2.1. Contact Anosov flows and geodesic flows. Assume thatM is a compact connected
5-dimensional C∞ manifold and α ∈ C∞(M ;T ∗M) is a contact 1-form on M , namely
d volα := α ∧ dα ∧ dα 6= 0 everywhere.
We fix the orientation on M by requiring that d volα be positively oriented. Let X ∈
C∞(M ;TM) be the associated Reeb field, that is the unique vector field satisfying
ιXα = 1, ιXdα = 0. (2.1)
Note that this immediately implies (where LX denotes the Lie derivative)
LXα = dιXα+ ιXdα = 0.
We assume that the flow generated by X,
ϕt := e
tX :M →M,
is an Anosov flow, namely there exists a continuous flow/unstable/stable decomposition of
the tangent spaces to M ,
TρM = E0(ρ)⊕ Eu(ρ)⊕ Es(ρ), ρ ∈M, E0(ρ) := RX(ρ)
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and there exist constants C, θ > 0 and a continuous norm of the fibers of TM such that for
all ρ ∈M , v ∈ TρM , and t
|dϕt(ρ)v| ≤ Ce−θ|t| · |v| if
{
t ≤ 0, v ∈ Eu(ρ) or
t ≥ 0, v ∈ Es(ρ).
(2.2)
The flow/stable/unstable decomposition gives rise to the dual decomposition of the cotangent
spaces to M ,
T ∗ρM = E
∗
0(ρ)⊕ E∗u(ρ)⊕ E∗s (ρ), E∗0 := (Eu ⊕ Es)⊥,
E∗u := (E0 ⊕ Eu)⊥, E∗s := (E0 ⊕Es)⊥.
(2.3)
Since LXα = 0, we see from (2.2) that α|Eu⊕Es = 0 and thus
E∗0 = Rα.
Since α is a contact form and dα vanishes on Eu×Eu and on Es ×Es (as follows from (2.2)
and the fact that LXdα = 0), we have dimEu = dimEs = 2.
Bundles of differential forms. We define the vector bundles over M
Ωk := ∧k(T ∗M), Ωk0 := {ω ∈ Ωk | ιXω = 0} ≃ ∧k(E∗u ⊕E∗s ). (2.4)
Note that smooth sections of Ωk are differential k-forms on M .
We have
Ωk ≃ Ωk0 ⊕ Ωk−10
with the canonical isomorphism and its inverse given by
u 7→ (u− α ∧ ιXu, ιXu), (v,w) 7→ v + α ∧ w. (2.5)
Denote by dα∧ the map u 7→ dα∧u and by dα∧2 the map u 7→ dα∧ dα∧u, then we have
linear isomorphisms
dα∧ : Ω10 → Ω30, dα∧2 : Ω00 → Ω40. (2.6)
We also have a nondegenerate bilinear pairing between sections of Ωk0 and Ω
4−k
0 given by
u ∈ C∞(M ; Ωk0), v ∈ C∞(M ; Ω4−k0 ) 7→ 〈〈u, v〉〉 :=
∫
M
α ∧ u ∧ v
which in particular identifies the dual space to L2(M ; Ωk0) with L
2(M ; Ω4−k0 ). IfA : C
∞(M ; Ωk0)→
D′(M ; Ωk0) is a continuous operator, where D′ denotes the space of distributions, then its
transpose operator is the unique operator AT : C∞(M ; Ω4−k0 )→ D′(M ; Ω4−k0 ) satisfying
〈〈Au, v〉〉 = 〈〈u,AT v〉〉 for all u ∈ C∞(M ; Ωk0), v ∈ C∞(M ; Ω4−k0 ). (2.7)
Geodesic flows. A large class of examples of contact Anosov flows is given by geodesic flows
on negatively curved manifolds, which is the setting of the main results of this paper. More
precisely, assume that (Σ, g) is a compact connected 3-dimensional Riemannian manifold.
Define M to be the cosphere bundle
M := S∗Σ = {(x, ξ) ∈ T ∗Σ: |ξ|g = 1}
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and let α be the restriction to S∗Σ of the canonical 1-form ξ dx on T ∗Σ. Then α is a contact
form, the corresponding flow ϕt is the geodesic flow, and d volα is the standard Liouville
volume form up to a constant. If the metric g has negative sectional curvature, then the flow
ϕt is Anosov, see [Kli95, Theorem 3.9.1].
If M = S∗Σ as above, then we have the time reversal involution
J : M →M, J (x, ξ) = (x,−ξ) (2.8)
which satisfies
J ∗α = −α, J ∗X = −X, ϕt ◦ J = J ◦ ϕ−t (2.9)
and the differential of J maps E0, Eu, Es into E0, Es, Eu.
Throughout the paper we identify
S∗Σ ≃ SΣ (2.10)
using the metric g.
De Rham cohomology. We use the de Rham cohomology groups
Hk(M ;C) :=
{u ∈ C∞(M ; Ωk) | du = 0}
{dv | v ∈ C∞(M ; Ωk−1)} (2.11)
where we complexify the bundles Ωk. We define the Betti numbers
bk(M) := dimH
k(M ;C).
Since M is connected and by Poincare´ duality we have
b0(M) = 1, bk(M) = b5−k(M).
In case M = S∗Σ we have by the Gysin exact sequence (or from the fact that every compact
oriented 3-manifold is parallelizable, so M is homeomorphic to Σ× S2)
b0(M) = b5(M) = 1, b1(M) = b4(M) = b1(Σ), b2(M) = b3(M) = b1(Σ) + 1. (2.12)
In fact, if πΣ : M → Σ is the projection map and π∗Σ : Hk(Σ;C) → Hk(M ;C), πΣ∗ :
Hk+2(M ;C) → Hk(Σ;C) are the induced pullback and pushforward maps, then we have
isomorphisms
π∗Σ : H
1(Σ;C)→ H1(M ;C), πΣ∗ : H4(M ;C)→ H2(Σ;C)
and the exact sequences
0→ H2(Σ;C) π
∗
Σ−−→ H2(M ;C) πΣ∗−−→ H0(Σ;C)→ 0,
0→ H3(Σ;C) π
∗
Σ−−→ H3(M ;C) πΣ∗−−→ H1(Σ;C)→ 0.
Take some closed 2-form
ωS2 ∈ C∞(M ; Ω2), πΣ∗(ωS2) = c
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where c 6= 0 is some constant. Then for any v ∈ C∞(Σ;Ωk) we have
πΣ∗(ωS2 ∧ π∗Σv) = cv,
so the map v 7→ c−1(ωS2 ∧ π∗Σv) induces a right inverse of the map πΣ∗ : Hk+2(M ;C) →
Hk(Σ;C). We will study pushforwards of differential forms further in Section 3 and a nice
geometric choice of ωS2 in the hyperbolic case will be given in (3.5).
2.2. Pollicott–Ruelle resonances. We now review the theory of Pollicott–Ruelle reso-
nances in the present setting. Define the first order differential operators
Pk := −iLX : C∞(M ; Ωk)→ C∞(M ; Ωk),
Pk,0 := −iLX : C∞(M ; Ωk0)→ C∞(M ; Ωk0);
strictly speaking, here we complexify the bundles Ωk,Ωk0 defined in (2.4). Note that Pk,0 is
the restriction of Pk to C
∞(M ; Ωk0) which is the space of all u ∈ C∞(M ; Ωk) which satisfy
ιXu = 0.
For λ ∈ C with Imλ large enough, the integral
Rk(λ) := i
∫ ∞
0
eiλte−itPk dt : L2(M ; Ωk)→ L2(M ; Ωk) (2.13)
converges and defines a bounded operator on L2 which is holomorphic in λ. Here the evolution
group e−itPk is given by e−itPku = ϕ∗−tu. It is straightforward to check that Rk(λ) is the
L2-resolvent of Pk:
Rk(λ) = (Pk − λ)−1 : L2(M ; Ωk)→ L2(M ; Ωk), Imλ≫ 1 (2.14)
where we treat Pk as an unbounded operator on L
2 with domain {u ∈ L2(M ; Ωk) | Pku ∈
L2(M ; Ωk)} and Pku is defined in the sense of distributions.
Meromorphic continuation. Since ϕt is an Anosov flow, the resolvent Rk(λ) admits a
meromorphic continuation
Rk(λ) : C
∞(M ; Ωk)→ D′(M ; Ωk), λ ∈ C,
see for instance [DZ16, §3.2] and [FS11, Theorems 1.4, 1.5]. The proof of this continuation
shows that Rk(λ) acts on certain anisotropic Sobolev spaces adapted to the stable/unstable
decompositions, see e.g. [DZ16, §3.1]; this makes it possible to compose the operator Rk(λ)
with itself. Instead of introducing these spaces here, we give the following easier to state
corollary of the wavefront set property of Rk(λ) proved in [DZ16, (3.7)] and of the wavefront
set calculus [Ho¨r03, Theorem 8.2.13]: Rk(λ) defines a meromorphic family of continuous
operators
Rk(λ) : D′E∗u(M ; Ωk)→ D′E∗u(M ; Ωk) (2.15)
where, with WF(u) denoting the wavefront set of a distribution u and E∗u := {(ρ, v) | ρ ∈
M, v ∈ E∗u(ρ)} a closed conic subset of T ∗M , we define
D′E∗u(M ; Ωk) := {u ∈ D′(M ; Ωk) |WF(u) ⊂ E∗u}.
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The topology on D′E∗u is fixed following [Ho¨r03, Definition 8.2.2]. Note that differential
operators (in particular, d, ιX ,LX) define continuous maps on the regularity classes D′E∗u .
We have
Rk(λ)(Pk − λ)u = (Pk − λ)Rk(λ)u = u for all u ∈ D′E∗u(M ; Ωk). (2.16)
For Imλ ≫ 1 and u ∈ C∞(M ; Ωk) this follows from (2.14); the general case follows from
here by analytic continuation and since C∞ is dense in D′E∗u .
We also have the commutation relations
dRk(λ)u = Rk+1(λ)du, ιXRk(λ)u = Rk−1(λ)ιXu for all u ∈ D′E∗u(M ; Ωk). (2.17)
As with (2.16) it suffices to consider the case Imλ≫ 1 and u ∈ C∞(M ; Ωk), in which (2.17)
follows from (2.13) and the fact that d and ιX commute with ϕ
∗−t.
The poles of the family of operators Rk(λ) are called Pollicott–Ruelle resonances on k-
forms. At each pole λ0 ∈ C we have an expansion (see for instance [DZ16, (3.6)])
Rk(λ) = R
H
k (λ;λ0)−
Jk(λ0)∑
j=1
(Pk − λ0)j−1Πk(λ0)
(λ− λ0)j (2.18)
where RHk (λ;λ0) : D′E∗u(M ; Ωk) → D′E∗u(M ; Ωk) is a family of operators holomorphic in a
neighborhood of λ0, Jk(λ0) ≥ 1 is an integer, and Πk(λ0) : D′E∗u(M ; Ωk) → D′E∗u(M ; Ωk)
is a finite rank operator commuting with Pk and such that (Pk − λ0)Jk(λ0)Πk(λ0) = 0 and
Πk(λ0)
2 = Πk(λ0).
Taking the expansions of (2.17) at λ0 we see that
dΠk(λ0) = Πk+1(λ0)d, ιXΠk(λ0) = Πk−1(λ0)ιX . (2.19)
Resonant states. The range of the operator Πk(λ0) is equal to the space of generalised
resonant states (see for instance [DZ16, Proposition 3.3])
Resk,∞(λ0) :=
⋃
ℓ≥1
Resk,ℓ(λ0)
where we define
Resk,ℓ(λ0) := {u ∈ D′E∗u(M ; Ωk) | (Pk − λ0)ℓu = 0}.
We define the algebraic multiplicity of λ0 as a resonance on k-forms by
mk(λ0) := rankΠk(λ0) = dimRes
k,∞(λ0). (2.20)
The geometric multiplicity is the dimension of the space of resonant states
Resk(λ0) := Res
k,1(λ0) = {u ∈ D′E∗u(M ; Ωk) | (Pk − λ0)u = 0}.
We say a resonance λ0 of Pk is semisimple if the algebraic and geometric multiplicities
coincide, that is Resk,∞(λ0) = Resk(λ0). This is equivalent to saying that Jk(λ0) = 1
in (2.18). Another equivalent definition of semisimplicity is
u ∈ D′E∗u(M ; Ωk), (Pk − λ0)2u = 0 =⇒ (Pk − λ0)u = 0. (2.21)
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Operators on the bundles Ωk0. The above constructions apply equally as well to the
operators Pk,0 (except that the operator d does not preserve sections of Ω
k
0, so the first
commutation relation in (2.19) does not hold, and the second one is trivial); we denote the
resulting objects by
Rk,0(λ), Jk,0(λ0), R
H
k,0(λ;λ0), Πk,0(λ0), Res
k,ℓ
0 (λ0), mk,0(λ0).
Under the isomorphism (2.5) the operator Pk is conjugated to Pk,0⊕Pk−1,0. Therefore (2.5)
gives an isomorphism
Resk,ℓ(λ0) ≃ Resk,ℓ0 (λ0)⊕ Resk−1,ℓ0 (λ0). (2.22)
Since LXdα = 0, the operations (2.6) give rise to linear isomorphisms
dα∧ : Res1,ℓ0 (λ0)→ Res3,ℓ0 (λ0), dα∧2 : Res0,ℓ0 (λ0)→ Res4,ℓ0 (λ0) (2.23)
which in particular give the equalities
m1,0(λ0) = m3,0(λ0), m0,0(λ0) = m4,0(λ0). (2.24)
Transposes and coresonant states. Since LXα = 0 and
∫
M LXω = 0 for any 5-form ω,
we have (Pk,0)
T = −P4−k,0 where the transpose is defined using the pairing 〈〈•, •〉〉, see (2.7).
Thus the transpose of the resolvent (Rk,0(λ))
T is the meromorphic continuation of the re-
solvent corresponding to the vector field −X; the latter generates an Anosov flow with the
unstable and stable spaces switching roles compared to the ones for X. Similarly to (2.15)
we have
(Rk,0(λ))
T : D′E∗s (M ; Ω4−k0 )→ D′E∗s (M ; Ω4−k0 ) (2.25)
where D′E∗s is the space of distributional sections with wavefront set contained in E∗s . Same
applies to the transposes of the operators RHk,0(λ;λ0) and Πk,0(λ0) appearing in (2.18). The
range of (Πk,0(λ0))
T is the space of generalised coresonant states Res4−k,∞0∗ (λ0) where
Resk,∞0∗ (λ0) :=
⋃
ℓ≥1
Resk,ℓ0∗ (λ0),
Resk,ℓ0∗ (λ0) := {v ∈ D′E∗s (M ; Ωk0) | (Pk,0 + λ0)ℓv = 0}.
The space of coresonant states is defined as
Resk0∗(λ0) := Res
k,1
0∗ (λ0) = {v ∈ D′E∗s (M ; Ωk0) | (Pk,0 + λ0)v = 0}.
Similarly to (2.23) we have the isomorphisms
dα∧ : Res1,ℓ0∗ (λ0)→ Res3,ℓ0∗ (λ0), dα∧2 : Res0,ℓ0∗ (λ0)→ Res4,ℓ0∗ (λ0). (2.26)
In the special case when ϕt is a geodesic flow with the time reversal map J defined in (2.8),
the pullback operator J ∗ gives an isomorphism between D′E∗u(M ; Ωk0) and D′E∗s (M ; Ωk0). More-
over, J ∗Pk,0 = −Pk,0J ∗. This gives rise to isomorphisms between the spaces of generalised
resonant and coresonant states
J ∗ : Resk,ℓ0 (λ0)→ Resk,ℓ0∗ (λ0). (2.27)
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Coresonant states and pairing. Since E∗u and E∗s intersect only at the zero section, we can
define the product u ∧ v ∈ D′(M ; Ω40) and thus the pairing 〈〈u, v〉〉 for any u ∈ D′E∗u(M ; Ωk0),
v ∈ D′E∗s (M ; Ω
4−k
0 ), see [Ho¨r03, Theorem 8.2.10]. In particular, we have a pairing
u ∈ Resk,∞0 (λ0), v ∈ Res4−k,∞0∗ (λ0) 7→ 〈〈u, v〉〉 ∈ C (2.28)
which is nondegenerate since Πk,0(λ0)
2 = Πk,0(λ0).
Consider the operators on finite dimensional spaces
Pk,0 − λ0 : Resk,∞0 (λ0)→ Resk,∞0 (λ0), (2.29)
−P4−k,0 − λ0 : Res4−k,∞0∗ (λ0)→ Res4−k,∞0∗ (λ0) (2.30)
which are transposes of each other with respect to the pairing (2.28). The kernels of ℓ-th pow-
ers of these operators are Resk,ℓ0 (λ0) and Res
4−k,ℓ
0∗ (λ0), thus (using the isomorphisms (2.26))
dimResk,ℓ0 (λ0) = dimRes
4−k,ℓ
0∗ (λ0) = dimRes
k,ℓ
0∗ (λ0). (2.31)
We now give a solvability result for the operators Pk,0. It follows from the Fredholm property
of these operators on anisotropic Sobolev spaces but we present instead a proof using the
Laurent expansion (2.18).
Lemma 2.1. Assume that w ∈ D′E∗u(M ; Ωk0). Then the equation
(Pk,0 − λ0)u = w, u ∈ D′E∗u(M ; Ωk0) (2.32)
has a solution if and only if w satisfies the condition
〈〈w, v〉〉 = 0 for all v ∈ Res4−k0∗ (λ0). (2.33)
Proof. First of all, if (2.32) has a solution u, then for each v ∈ Res4−k0∗ (λ0) we have
〈〈w, v〉〉 = 〈〈(Pk,0 − λ0)u, v〉〉 = −〈〈u, (P4−k,0 + λ0)v〉〉 = 0,
that is the condition (2.33) is satisfied.
Now, assume that w satisfies the condition (2.33); we show that (2.32) has a solution. We
start with the special case when w ∈ Resk,∞0 (λ0). We use the pairing (2.28) to identify the
dual space to Resk,∞0 (λ0) with Res
4−k,∞
0∗ (λ0). By (2.33), w is annihilated by the kernel of
the operator (2.30). Therefore w is in the range of the operator (2.29), that is (2.32) has a
solution u ∈ Resk,∞0 (λ0).
We now consider the case of general w satisfying (2.33). Taking the constant term in the
Laurent expansion of the identity (2.16) at λ = λ0, we obtain
(Pk,0 − λ0)RHk,0(λ0;λ0)w = w −Πk,0(λ0)w. (2.34)
We have Πk,0(λ0)w ∈ Resk,∞0 (λ0) and it satisfies (2.33), thus (2.32) has a solution with this
right-hand side. We may take as u the sum of this solution and RHk,0(λ0;λ0)w. 
Lemma 2.1 implies the following criterion for semisimplicity:
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Lemma 2.2. The semisimplicity condition (2.21) holds for the operator Pk,0 if and only if
the restriction of the pairing (2.28) to Resk0(λ0)× Res4−k0∗ (λ0) is nondegenerate.
Proof. The condition (2.21) is equivalent to saying that the intersection of Resk0(λ0) with
the range of the operator Pk,0 − λ0 : D′E∗u(M ; Ωk0)→ D′E∗u(M ; Ωk0) is trivial; that is, for each
w ∈ Resk0(λ0) \ {0} the equation (2.32) has no solution. By Lemma 2.1, this is equivalent to
saying that w does not satisfy the condition (2.33), i.e. there exists v ∈ Res4−k0∗ (λ0) such that
〈〈w, v〉〉 6= 0. This is equivalent to the nondegeneracy condition of the present lemma. 
Zeta functions. We now discuss dynamical zeta functions. We assume that the unsta-
ble/stable bundles Eu, Es are orientable; this is true for the case of geodesic flows on ori-
entable manifolds as follows from the fact that the vertical bundle trivially intersects the
weak unstable bundle RX ⊕ Eu (see [GLP13, Lemma B.1]).
We say γ : [0, Tγ ] → M is a closed trajectory of the flow ϕt of period Tγ > 0 if γ(t) =
ϕt(γ(0)) and γ(Tγ) = γ(0). We identify closed trajectories obtained by shifting t. The
primitive period of a closed trajectory, denoted by T ♯γ , is the smallest positive t > 0 such that
γ(t) = γ(0). We say γ is a primitive closed trajectory if Tγ = T
♯
γ .
Define the linearised Poincare´ map Pγ := dϕ−Tγ (γ(0))|Eu⊕Es . We have detPγ = 1 since
the restriction of dα ∧ dα to Eu ⊕ Es is a ϕt-invariant nonvanishing 4-form. Since ϕt is an
Anosov flow, the map I − Pγ is invertible (in fact Pγ has no eigenvalues on the unit circle).
For 0 ≤ k ≤ 4, define the zeta function
ζk(λ) := exp
(
−
∑
γ
T ♯γ tr(∧kPγ)eiλTγ
Tγ det(I −Pγ)
)
, Imλ≫ 1 (2.35)
where the product is over all the closed trajectories γ. The series in (2.35) converges for
sufficiently large Imλ, see e.g. [DZ16, §2.2].
The zeta function ζk continues holomorphically to λ ∈ C and for each λ0 ∈ C, the multi-
plicity of λ0 as a zero of ζk is equal to mk,0(λ0), the algebraic multiplicity of λ0 as a resonance
of the operator Pk,0 defined similarly to (2.20) – see [DZ16, §4] for the proof.
By Ruelle’s identity (see e.g. [DZ16, (2.5)]) the Ruelle zeta function defined in (1.1) fac-
torizes as follows:
ζR(λ) =
ζ0(λ)ζ2(λ)ζ4(λ)
ζ1(λ)ζ3(λ)
.
Using (2.24) we see that the order of vanishing of the function ζR at λ0 is equal to
4∑
k=0
(−1)kmk,0(λ0) = 2m0,0(λ0)− 2m1,0(λ0) +m2,0(λ0). (2.36)
2.3. Resonance at 0. This paper focuses on the resonance at 0, which is why we henceforth
put λ0 := 0 unless stated otherwise. For instance we write
RHk,0(λ) := R
H
k,0(λ; 0), Πk,0 := Πk,0(0), Res
k,ℓ
0 := Res
k,ℓ
0 (0).
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Our main goal is to study the order of vanishing of the Ruelle zeta function at 0, which
by (2.36) is equal to
2m0,0(0)− 2m1,0(0) +m2,0(0), mk,0(0) = dimResk,∞0 .
Since LX = dιX + ιXd, the space of resonant states at 0 for the operator Pk,0 is
Resk0 = {u ∈ D′E∗u(M ; Ωk) | ιXu = 0, ιXdu = 0}.
In particular, the exterior derivative defines an operator d : Resk0 → Resk+10 . (Unfortunately
this is no longer true for the spaces of generalised resonant states Resk,ℓ0 with ℓ ≥ 2, since d
does not necessarily map these to the kernel of ιX .)
0-forms and 4-forms. We first analyze the resonance at 0 for the operators P0,0 and P4,0.
The following regularity result is a special case of [DZ17, Lemma 2.3]:
Lemma 2.3. Assume that
u ∈ D′E∗u(M ;C), Xu ∈ C∞(M ;C), Re〈Xu, u〉L2(M ;d volα) ≤ 0.
Then u ∈ C∞(M ;C).
Using Lemma 2.1 we show the following statement similar to [DZ17, Lemma 3.2]:
Lemma 2.4. The semisimplicity condition (2.21) holds at λ0 = 0 for the operators P0,0, P4,0
and
m0,0(0) = m4,0(0) = 1.
Moreover, Res00 = Res
0
0∗ is spanned by the constant function 1 and Res
4
0 = Res
4
0∗ is spanned
by the form dα ∧ dα.
Proof. We only give the proof for 0-forms (i.e. functions); the case of 4-forms follows from
here using the isomorphisms (2.23), (2.26).
Assume that u ∈ Res00. Then Xu = 0, so Lemma 2.3 implies that u ∈ C∞(M ;C).
Thus the differential du ∈ C∞(M ; Ω1) is invariant under the flow ϕt; the stable/unstable
decomposition (2.3) gives that du ∈ E∗0 at every point. Together with the equation Xu = 0,
this implies that du = 0 and thus (since M is connected) u is constant. We have shown that
Res00 is spanned by the function 1; applying the above argument to −X we see that Res00∗ is
spanned by 1 as well.
To show the semisimplicity condition (2.21), assume that u ∈ D′E∗u(M ;C) satisfiesX2u = 0.
Then Xu ∈ Res00, so Xu is constant. Together with the identity
∫
M (Xu) d volα = 0 this gives
Xu = 0 as needed. 
Closed forms. We now study resonant states which are closed, that is elements of the space
Resk0 ∩ ker d = {u ∈ D′E∗u(M ; Ωk) | ιXu = 0, du = 0}.
We use a special case of [DZ17, Lemma 2.1] which shows that de Rham cohomology in the
spaces D′E∗u(M ; Ωk) is the same as the usual de Rham cohomology defined in (2.11):
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Lemma 2.5. Assume that u ∈ D′E∗u(M ; Ωk) and du ∈ C∞(M ; Ωk+1). Then there exist
v ∈ C∞(M ; Ωk), w ∈ D′E∗u(M ; Ωk−1) such that u = v + dw.
Similarly to [DZ17, §3.3] we introduce the linear map
πk : Res
k
0 ∩ ker d→ Hk(M ;C), πk(u) = [v]Hk
where u = v + dw, v ∈ C∞(M ; Ωk), w ∈ D′E∗u(M ; Ωk−1).
Here v,w exist by Lemma 2.5. To show that the map πk is well-defined, assume that u = v+
dw = v′+dw′ where v, v′ ∈ C∞(M ; Ωk) and w,w′ ∈ D′E∗u(M ; Ωk−1). Then d(w−w′) = v′−v ∈
C∞(M ; Ωk), thus by Lemma 2.5 we may write w−w′ = w1+dw2 where w1 ∈ C∞(M ; Ωk−1),
w2 ∈ D′E∗u(M ; Ωk−2). Then v′ − v = dw1 where w1 is smooth, so [v]Hk = [v′]Hk .
Similar arguments apply to the spaces Resk0∗ ∩ ker d of closed coresonant k-forms; we denote
the corresponding maps by
πk∗ : Resk0∗ ∩ ker d→ Hk(M ;C).
From Lemma 2.4 we see that π0 is an isomorphism and π4 = 0.
We now establish several properties of the spaces Resk0 ∩ ker d and the maps πk; some of
these are extensions of the results of [DZ17, §3.3].
Lemma 2.6. The kernel of πk satisfies
d(Resk−10 ) ⊂ kerπk ⊂ d(Resk−1,∞).
Proof. The first containment is immediate. For the second one, assume that u ∈ Resk0 ∩ ker d
and πk(u) = 0. Then u = v + dw where v ∈ C∞(M ; Ωk) satisfies [v]Hk = 0 and w ∈
D′E∗u(M ; Ωk−1). We have v = dζ for some ζ ∈ C∞(M ; Ωk−1) and by (2.19)
u = Πku = Πkd(ζ +w) = dΠk−1(ζ + w).
Therefore u ∈ d(Resk−1,∞). 
Lemma 2.7. Assume that for some k all the coresonant states in Res5−k0∗ are exact forms.
Then the map πk is onto.
Proof. Take arbitrary v ∈ C∞(M ; Ωk) such that dv = 0. We will construct u ∈ Resk0 ∩ ker d
such that πk(u) = [v]Hk by putting
u := v + dw for some w ∈ D′E∗u(M ; Ω
k−1
0 ).
Such u is automatically closed, so we only need to choose w so that ιXu = 0, that is
ιXdw = LXw = −ιXv (2.37)
where the first equality is immediate because ιXw = 0.
To solve (2.37), we use Lemma 2.1. It suffices to check that the condition (2.33) holds:
〈〈ιXv, ζ〉〉 = 0 for all ζ ∈ Res5−k0∗ .
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We compute
〈〈ιXv, ζ〉〉 =
∫
M
α ∧ (ιXv) ∧ ζ =
∫
M
v ∧ ζ = 0.
Here in the second equality we used that ιXζ = 0 (thus ιX of the 5-forms on both sides are
the same) and in the last equality we used that v is closed and, by the assumption of the
lemma, ζ is exact. 
Lemma 2.8. The map π1 is an isomorphism, in particular dim(Res
1
0 ∩ ker d) = b1(M).
Proof. To show that π1 is one-to-one, we use Lemma 2.6 and the fact that Res
0,∞ = Res00
consists of constant functions by Lemma 2.4.
To show that π1 is onto, it suffices to use Lemma 2.7: by Lemma 2.4, the space Res
4
0∗ is
spanned by dα ∧ dα = d(α ∧ dα). 
Lemma 2.9. We have d(Res30) = 0.
Proof. Assume that u ∈ Res30. Then du ∈ Res40, so by Lemma 2.4 we have du = cdα∧ dα for
some constant c. It remains to use that
c
∫
M
d volα =
∫
M
α ∧ du =
∫
M
dα ∧ u = 0
where in the second equality we integrated by parts and in the third equality we used that
ιX(dα ∧ u) = 0, thus dα ∧ u = 0. 
We also have the following nondegeneracy result for the pairing between closed resonant
and coresonant forms when k = 1:
Lemma 2.10. The pairing induced by 〈〈•, •〉〉 on (Res10 ∩ ker d) × (dα ∧ (Res10∗ ∩ ker d)) is
nondegenerate.
Proof. We show the following stronger statement: for each closed but not exact v ∈ C∞(M ; Ω1),
Re〈〈π−11 ([v]H1), dα ∧ π−11∗ ([v]H1)〉〉 < 0. (2.38)
We have
π−11 ([v]H1) = v + df, π
−1
1∗ ([v]H1) = v + dg
where f ∈ D′E∗u(M ;C), g ∈ D′E∗s (M ;C) satisfy
Xf = Xg = −ιXv. (2.39)
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We compute
Re〈〈π−11 ([v]H1), dα ∧ π−11∗ ([v]H1)〉〉 = Re
∫
M
α ∧ dα ∧ (v + df) ∧ (v + dg)
= Re
∫
M
α ∧ dα ∧ (df ∧ v + v ∧ dg + df ∧ dg)
= Re
∫
M
dα ∧ dα ∧ (fv − gv − gdf)
= Re
∫
M
(
fιXv − gιXv − (Xf)g
)
d volα
= −Re〈Xf, f〉L2(M ;d volα).
Here in the second line we used that Re(v ∧ v) = 0. In the third line we integrated by parts
and used that dv = 0. In the fourth line we used that ιXdα = 0 (the 5-forms under the
integral are equal as can be seen by taking ιX of both sides). In the last line we used the
identity (2.39).
Thus, if (2.38) fails, we have Re〈Xf, f〉L2(M ;d volα) ≤ 0 which by Lemma 2.3 implies that
f ∈ C∞(M ;C) and thus u := π−11 ([v]H1) lies in Res10 ∩C∞(M ; Ω1). Now the fact that u is
invariant under the flow ϕt and the stable/unstable decomposition (2.3) imply that u ∈ E∗0
at each point, and the fact that ιXu = 0 then gives u = 0. This shows that v is exact, giving
a contradiction. 
We finally give the following result in the case when all forms in Res10 are closed:
Lemma 2.11. Assume that Res10 consists of closed forms, i.e. d(Res
1
0) = 0. Then:
1. The semisimplicity condition (2.21) holds at λ0 = 0 for the operators P1,0 and P3,0.
2. d(Res20) = 0, π2 is onto, and ker π2 is spanned by dα.
3. m1,0(0) = m3,0(0) = b1(M), dimRes
2
0 = b2(M) + 1, and π3 = 0.
Remark. Lemma 2.11 does not provide full information on the resonance at 0 since it does
not prove the semisimplicity condition for the operator P2,0.
Proof. 1. Since dim(Res10 ∩ ker d) = b1(M) = dim(Res10∗ ∩ ker d) by Lemma 2.8 and its analog
for coresonant states, and dimRes10 = dimRes
1
0∗ by (2.31), we have d(Res
1
0∗) = 0. By (2.26)
we have Res30∗ = dα ∧ Res10∗. Now Lemma 2.10 shows that 〈〈•, •〉〉 defines a nondegenerate
pairing on Res10×Res30∗, which by Lemma 2.2 shows that the semisimplicity condition (2.21)
holds at λ0 = 0 for the operator P1,0. By (2.23) semisimplicity holds for P3,0 as well.
2. We first show that Res20 consists of closed forms. Assume that ζ ∈ Res20, then dζ ∈ Res30.
By (2.23), dζ = dα ∧ u for some u ∈ Res10. Put u∗ := π−11∗ (π1(u¯)) ∈ Res10∗. Then
〈〈u, dα ∧ u∗〉〉 =
∫
M
α ∧ dζ ∧ u∗ =
∫
M
dα ∧ ζ ∧ u∗ = 0
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Here in the second equality we integrate by parts and use that du∗ = 0; in the last equality
we use that ιX applied to the 5-form under the integral is equal to 0. Now by (2.38) we have
u = 0, which means that dζ = 0 as needed.
Next, by Lemma 2.6 we have kerπ2 ⊂ d(Res1,∞). By (2.22), Lemma 2.4, and the fact that
Res1,∞0 = Res
1
0 we have Res
1,∞ = Res10⊕Cα. Since d(Res10) = 0 and dα ∈ ker π2, we see that
ker π2 is spanned by dα.
Finally, to show that π2 is onto, it suffices to use Lemma 2.7: since all elements of Res
1
0∗
are closed, all elements of Res30∗ = dα ∧ Res10∗ are exact.
3. This follows immediately from the above statements. To show that π3 = 0 we note that
Res30 = dα ∧ Res10 consists of exact forms. 
3. Resonant forms at zero for hyperbolic 3-manifolds
In this section we complete the picture for resonant forms at zero, in the case of hyperbolic
3-manifolds, developed in Section 2.3. We remark that the geometric multiplicities of the
resonance at 0 for hyperbolic 3-manifolds were computed in [DGRS20, Proposition 7.7] using
different methods. Here we give a more refined description: we construct the resonant forms,
prove pairing formulas and discuss the existence of Jordan blocks. In this section we view
the geodesic flow as a flow on the unit tangent bundle SΣ = {(x, v) ∈ TΣ : |v| = 1}, using
the identification (2.10).
We first recall the splitting of SΣ into horizontal and vertical parts (see [Pat99, Chapter
1.3]). Let (Σ, g) be a Riemannian 3-manifold and π : SΣ → Σ the footpoint projection.
Define the vertical subbundle
V(x, v) := ker d(x,v)π ⊂ T(x,v)SΣ.
We recall the definition of the connection map K : TSΣ → TΣ. Let ξ ∈ T(x,v)SΣ and let
z : (−ε, ε) → SΣ be a curve with z(0) = (x, v) and z˙(0) = ξ. Consider the curve α = π ◦ z
and write z(t) = (α(t), Z(t)), where Z(t) is a unit vector field along α. Define
K(x,v)(ξ) := ∇α˙(0)Z(0),
where ∇ denotes the Levi–Civita covariant derivative. One checks this is well-defined and
gives rise to the horizontal subbundle as
H(x, v) := kerK(x,v) ⊂ T(x,v)SΣ.
Moreover, we have a splitting
T(x,v)SΣ = H(x, v) ⊕V(x, v). (3.1)
We may use the isomorphisms
K(x,v) : V(x, v)→ {v}⊥, d(x,v)π : H(x, v)→ TxΣ
THE RUELLE ZETA FUNCTION AT ZERO FOR NEARLY HYPERBOLIC 3-MANIFOLDS 19
to define the identification
T(x,v)SΣ ∋ ξ = (ξH , ξV ), ξH = d(x,v)πξ ∈ TxΣ, ξV = K(x,v)ξ ∈ {v}⊥.
We also recall that the contact 1-form on SΣ is defined as
α(x,v)(ξ) = 〈ξH , v〉x. (3.2)
Then
dα(x,v)(ξ, η) = 〈ξV , ηH〉x − 〈ξH , ηV 〉x. (3.3)
3.1. The additional invariant 2-form. Let Γ be a co-compact group of isometries of the
hyperbolic 3-space H3 such that Σ = Γ\H3 is a closed, orientable 3-manifold. The space of
smooth flow invariant 2-forms on SΣ is known to be 2-dimensional, see Lemma B.3, [Kan93,
Claim 3.3] or [Ham95]. In addition to dα, this space is spanned by a closed 2-form ψ defined
as follows.
Given v ∈ TxH3, let iv : TxH3 → TxH3 be defined by ivv = 0 and let iv be the clockwise
rotation by π2 in {v}⊥ according to the orientation of H3, i.e. so that {ivu, u, v} is orthonormal
and oriented for u, v unit and u ⊥ v. Introduce the bundle map
J(x,v) : T(x,v)SH
3 → T(x,v)SH3, J(x,v)(ξH , ξV ) = (ivξV , ivξH). (3.4)
Depending on context, we sometimes write J, Jv or J(x,v); this is also true for other quantities
defined in this section. Then
ψ(x,v)(ξ, η) := dα(x,v)(Jvξ, η) = 〈ivξH , ηH〉x − 〈ivξV , ηV 〉x. (3.5)
Next we check ψ is flow invariant. Recall [Pat99, Lemma 1.40] that
dϕt(ξH , ξV ) = (Y (t), Y˙ (t)),
where Y (t) is the unique Jacobi field along the geodesic πϕt(x, v) with initial conditions
(ξH , ξV ). Using Y¨ − Y = 0, we thus obtain for w ⊥ v
dϕt(w,±w) = e±t(ew(t),±ew(t)), (3.6)
where ew(t) is the parallel transport of w along the geodesic πϕt(x, v). This implies
Es(x, v) = {(w,−w) : w ⊥ v}, Eu(x, v) = {(w,w) : w ⊥ v}. (3.7)
Next, parallel transport being an isometry implies iϕtvew(t) = eivw(t) and so J is flow
invariant. Since dα is invariant, so is the 2-form ψ. Moreover, ιXψ = 0 and since dα|Eu×Es
is non-degenerate, so is ψ|Eu×Es . Thus similarly to (2.23) the map
ψ∧ : Ω10 → Ω30
is an isomorphism. Finally, note that both J and ψ commute with isometries and thus
descend to the quotient Σ.
The following relates the action of ψ∧ and dα∧ on 1-forms.
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Proposition 3.1. For any 1-form β ∈ Ω10(v), we have
dαv ∧ β = ψv ∧
(
β ◦ J).
Proof. This is fibrewise claim and we prove it by providing a basis of kerαv for any given
(x, v) ∈ SΣ, and looking at the dual level explicitly. Before proceeding, we recall the canonical
complex structure on kerα (see [Pat99, Section 1.3.2])
J ′v(ξH , ξV ) = (−ξV , ξH). (3.8)
By definition J ′2v = −1 and from (3.7) we see J ′v : Es(v)→ Eu(v) is an isomorphism; also by
(3.4), J ′J = −JJ ′ on kerα. By (3.3), we have for ξ, η ∈ kerαv
dαv(ξ, J
′
vη) = −〈ξH , ηH〉x − 〈ξV , ηV 〉x. (3.9)
Take any e1 = (w,w) ∈ Eu(v) with ‖w‖x = 1. If e2 := Jve1, {e1, e2} spans Eu(v). Define
f1 = −1
2
J ′ve1, f2 =
1
2
JvJ
′
ve1,
a basis of Es(v). One may check that by (3.9), {e1, f1, e2, f2} ⊂ kerα is a symplectic basis
with respect to dα
dαv(e1, f2) = dαv(e2, f1) = 0, dαv(e1, f1) = dαv(e2, f2) = 1.
On the other hand, by the computation above
ψv(e1, f2) = −ψv(e2, f1) = 1, ψv(e2, f2) = ψv(e1, f1) = 0.
Thus we may write in the dual basis
dαv = e
∗
1 ∧ f∗1 + e∗2 ∧ f∗2 , ψv = e∗1 ∧ f∗2 − e∗2 ∧ f∗1 .
This further implies that
dαv ∧ e∗1 = −ψv ∧ e∗2, dαv ∧ e∗2 = ψv ∧ e∗1,
dαv ∧ f∗1 = ψv ∧ f∗2 , dαv ∧ f∗2 = −ψv ∧ f∗1 ,
which completes the proof. 
We now prove a few global properties of the differential form ψ.
Proposition 3.2. We have
1. The invariant 2-form ψ is closed but not exact and ψ2 = (dα)2.
2. The 3-form α ∧ ψ is closed but not exact.
Proof. The 3-form dψ is invariant under ϕt and is annihilated by X, so comparing the precise
expansion/contraction rates in (3.6) gives dψ = 0. In order to show that [ψ]H2 6= 0, consider
ιx : Sx −֒→ TxΣ the 2-sphere of unit vectors. A tangent vector ξ ∈ TvSx ∼= {v}⊥ has the form
ξ = (0, w) where w ⊥ v. If we take two tangent vectors ξ = (0, w), η = (0, u) ∈ TvSx, from
(3.5) we see
(ι∗xψ)v(w, u) = ψv(ξ, η) = −〈ivw, u〉x, (3.10)
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which implies that [ψ]H2 6= 0 and the restriction of ψ to each Sx ⊂ TxΣ is precisely the area
form.
A calculation shows that dα ∧ ψ = 0: pick ξ1, ξ2 ∈ Eu(v) and η1, η2 ∈ Es(v). Then using
ψ|Eu,Es = dα|Eu,Es = 0, we obtain
dα ∧ ψ(ξ1, ξ2, η1, η2) = −dα(ξ1, η1)ψ(ξ2, η2) + dα(ξ1, η2)ψ(ξ2, η1)
+ dα(η2, ξ2)ψ(ξ1, η1)− dα(η1, ξ2)ψ(ξ1, η2). (3.11)
Now pick ξ2 = Jvξ1 and η2 = Jvη1 and observe that by (3.5) and as J
2
v = −1 on {v}⊥
ψ(Jvξ1, Jvη1) = −ψ(ξ1, η1), dα(Jvη1, Jvξ1) = dα(ξ1, η1), (3.12)
so going back to (3.11), we get dα∧ψ = 0. A similar computation as in (3.11) for (dα)2 and
ψ2 gives
ψ2v(ξ1, Jvξ1, η1, Jvη1) = (dαv)
2(ξ1, Jvξ1, η1, Jvη1) = 2
(
dαv(ξ1, η1)
)2
+ 2
(
dαv(ξ1, Jvη1)
)2
,
so ψ2 = d(α ∧ dα) is exact.
Therefore α ∧ ψ is closed and using ψ2 = (dα)2, we get ∫SΣ α ∧ ψ2 = ∫SΣ α ∧ (dα)2 6= 0,
implying α ∧ ψ is non-exact and completing the proof. 
We recall some facts about the algebraic topology of differential forms. If π : E → B is
a fibre bundle and r is the dimension of the fibre, for a differential k-form β ∈ Ωk(E) we
define, for w1, . . . , wk−r ∈ TxB
(π∗β)x(w1, . . . , wk−r) =
∫
π−1x
γ,
where the r-form γ is defined at v ∈ π−1x as, for ξ1, . . . , ξr ∈ Tvπ−1x
γv(ξ1, . . . , ξr) = βv(ξ1, . . . , ξr, w˜1, . . . , w˜k−r), (3.13)
and w˜i ∈ TvE is such that dπvw˜i = wi for each i. It can be checked that π∗ : Ωk(E) →
Ωk−r(B) is well-defined and that for differential forms β1 and β2 (see [BT82, Propositions
6.14.1 and 6.15])1
π∗(β1 ∧ π∗β2) = π∗β1 ∧ β2,∫
E
β1 ∧ π∗β2 =
∫
B
π∗β1 ∧ β2,
π∗d = dπ∗.
(3.14)
In our case E = SΣ and B = Σ, so we have a natural choice for the lifts: w˜ = Lvw. Here
Lv : TxΣ→ TvSΣ is the horizontal lift, defined using the Levi–Civita connection and it may
be checked that the range of Lv is equal to H(x, v) and dπvLv = Id |TxΣ (see [Pat99, Lemma
1.15]).
1Note however our definition differs by a sign to the one in [BT82] in general, but when fibre has even
dimension the two agree.
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We may now describe more precisely the relations of α ∧ ψ with the cohomology ring
H∗(SΣ).
Proposition 3.3. We have
1. π∗ψ = vol(Sx0Σ) = c0 for any x0 ∈ Σ is constant.
2. π∗(α ∧ ψ) = π∗(α ∧ dα) = 0.
3. [α ∧ ψ]H3 = [π∗(d volg)]H3 .
4. α ∧ (dα)2 = α ∧ ψ2 = −2ψ ∧ π∗(d volg).
Proof. For the first claim, note that by definition
π∗ψ(x) =
∫
SxΣ
ι∗xψ = vol(SxΣ),
where ιx : SxΣ −֒→ SΣ is the natural inclusion. Here we used (3.10), which says that ι∗xψ is
the natural volume form on SxΣ.
For the second item, note that for x ∈ Σ, v ∈ SxΣ and η ∈ TxΣ, the corresponding 2-form
from (3.13) is defined as, for ξ1, ξ2 ∈ ker dπv
γv(ξ1, ξ2) = (α ∧ ψ)v(ξ1, ξ2, Lvη) = αv(Lvη)ψv(ξ1, ξ2) = 〈η, v〉xψv(ξ1, ξ2).
Here we used that αv|V(v) = 0 (see (3.2)). Therefore
π∗(α ∧ ψ)x(η) =
∫
SxM
〈η, v〉xι∗xψ = 0,
since 〈η, v〉x is odd. For π∗(α ∧ dα), the corresponding γv form is given by
γv(ξ1, ξ2) = (α ∧ dα)v(ξ1, ξ2, Lvη) = 0,
as αv|V(v) = 0 and dαv |V(v)×V(v) = 0, implying π∗(α ∧ dα) = 0.
For the third item, note firstly by the Leray-Hirsch theorem (see [BT82, Theorem 5.11])
H∗(SΣ) ∼= H∗(Σ)⊗ C{1, ψ}. (3.15)
In particular, we have H3(SΣ) = π∗H1(Σ) ∧ ψ ⊕ π∗H3(Σ). Thus we may write
[α ∧ ψ]H3 = a[π∗(d volg)]H3 + b[π∗β ∧ ψ]H3 ,
for some a, b ∈ C and closed one form β ∈ Ω1(Σ). We claim that we may take b = 0 and
a = 1. Apply the pushforward to both sides of this equation to obtain, using item 2. above
and (3.14)
0 = c0b[β]H1 .
Thus we may assume b = 0, which proves the first part of the claim. To see a = 1, simply
wedge with ψ and integrate, use Proposition 3.2 1., item 1. above and (3.14) to obtain∫
SΣ
α ∧ ψ2 = vol(SΣ) = a
∫
SΣ
π∗(d volg) ∧ ψ = a vol(Sx0Σ)vol(Σ). (3.16)
This shows a = 1 and completes the proof of item 3.
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For the first equality of the last point, use Proposition 3.3 1. For the second part, evaluate
the 5-forms in question on suitable orthonormal frames. Let (x, v) ∈ SΣ and pick u ∈ SxΣ
with v ⊥ u, so that u, ivu lift to η1, η2 ∈ H(v) and ξ1, ξ2 ∈ V(v), respectively. Then
(α ∧ ψ2)v(X, η1, η2, ξ1, ξ2) = 2ψv(η1, η2)ψv(ξ1, ξ2) = −2,
since ψv|H(v)×V(v) = 0 by (3.5). On the other hand, using dπvX(x, v) = v we get
(ψ ∧ π∗(d volg))v(X, η1, η2, ξ1, ξ2) = (d volg)x(v, u, ivu)ψv(ξ1, ξ2) = 1,
which completes the proof. 
3.2. Resonant 1-forms at zero. In this Section we apply the properties of the 2-form ψ
to determine the precise structure of resonant 1-forms. Let us introduce some notation for
resonant and co-resonant 1-forms
C(∗) := Res10(∗) ∩ ker d, Cψ(∗) := C(∗) ◦ J,
where the subscript (∗) means we either suppress the star or we include it, respectively
corresponding to resonances or co-resonances; we apply this convention to other notions
appearing in this Section. Note that since J is invariant by the flow, so are the forms in Cψ
and also Cψ ⊂ ker ιX , thus Cψ(∗) ⊂ Res10(∗). Recall by Lemma 2.8 we know dim C = b1(Σ).
Lemma 3.4. We have C(∗) ∩Cψ(∗) = {0} and dimCψ(∗) = b1(Σ). Moreover, the resonant-co-
resonant pairing 〈〈•, •〉〉 on (C ⊕ Cψ)× (dα ∧ (C∗ ⊕ Cψ∗)) is non-degenerate.
Proof. For the first claim we focus only on the case of resonances, the case of co-resonances
follows analogously. The forms in C ∧ dα are clearly exact and we claim that the forms in
(C \ 0)∧ψ are non-exact. By the Gysin sequence, π∗ : H1(Σ)→ H1(SΣ) is an isomorphism,
so by Lemma 2.8 it suffices to prove [π∗ϕ ∧ ψ]H3 6= 0 if [ϕ]H1 6= 0.
As [ϕ]H1 6= 0, there is a closed geodesic γ such that
∫
γ ϕ 6= 0. If Sγ = SΣ|γ , using (3.10)
and pulling back with the parametrisation j : [0, T ] × Sx0Σ → Sγ, (t, w) 7→ (γ(t), ew(t)) for
x0 = γ(0) and where T is the length of γ, we thus obtain∫
Sγ
π∗ϕ ∧ ψ = vol(Sx0Σ)
∫
γ
ϕ 6= 0.
Hence [π∗ϕ ∧ ψ]H3 6= 0, proving the claim.
Now if u = J∗v for u, v ∈ C, by Proposition 3.1 we obtain u ∧ ψ = dα ∧ v is both exact
and non-exact, hence u = v = 0 and so C ∩ Cψ = {0}.
By Lemma 2.8, we know that the pairing 〈〈•, •〉〉 is non-degenerate on C × (dα ∧ C∗). We
then show the pairing is diagonal with respect to the splitting C ⊕ Cψ: take u ∈ C and
u∗ ◦ J ∈ Cψ∗. By Lemma 2.8, we may write u = π∗ω + dϕ and u∗ = π∗ω∗ + dϕ∗ for some
smooth closed one forms ω, ω∗ on Σ, ϕ ∈ D′E∗u(SΣ) and ϕ∗ ∈ D′E∗s (SΣ). Using Proposition
3.1 we compute∫
SΣ
α∧u∧dα∧J∗u∗ = −
∫
SΣ
α∧(π∗ω+dϕ)∧ψ∧(π∗ω∗+dϕ∗) = −
∫
SΣ
α∧ψ∧π∗(ω∧ω∗) = 0,
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by the second item in Proposition 3.3 and (3.14). Similarly we get the pairing to vanish if u
and u∗ swap roles. Moreover, we have the pairing on Cψ to be minus the pairing on C: with
u ∈ C, u∗ ∈ C∗ ∫
SΣ
α ∧ J∗u ∧ dα ∧ J∗u∗ = −
∫
SΣ
α ∧ u ∧ dα ∧ u∗,
by Proposition 3.1. This completes the proof. 
We are left to prove that C⊕Cψ spans Res10: for that, we prove a Hodge decomposition-type
statement for resonant 1-forms. We say a distributional k-form u is invariant under unstable
horocyclic operators if ιY u = 0 and LY u = 0 for Y ∈ C∞(Σ;Eu).
Lemma 3.5. We have
Res10(∗) = C(∗) ⊕ Cψ(∗).
Moreover, the resonance zero for −iLX on Ω10 is semisimple.
Proof. We focus on the first claim: by Lemma 3.4 and Lemma 2.2, if we prove the first
equality, then the semisimplicity follows. We consider resonances only and the case of co-
resonances follows analogously.
Let u ∈ Res10. By Lemma B.2, we have u and its lift u˜ to SH3 are invariant under unstable
horocyclic operators. Next, we briefly recall of the map B− and its properties (see [DFG15,
Section 3.4])
B− : SH3 → S2 = ∂∞H3, B−(x, ξ) = lim
t→−∞π(ϕt(x, ξ)).
Then ker dB− = E0 ⊕ Eu and thus B∗−(D′(S2; Ω1)) is equal to the set S consisting of
{w ∈ D′(SH3; Ω10) : LX w = 0, and for any Y ∈ C∞(SH3;Eu), ιYw = 0, LY w = 0}.
Note that for w ∈ S we have WF(w) ⊂ E∗u automatically satisfied and B− is equivariant
under the action of the isometry group G of H3. As u˜ ∈ S, we have u˜ = B∗−η, where η is a
Γ-invariant one form on S2.
We further claim that the operator J∗ acting on one forms, commutes with the action of
B∗− and the Hodge star ⋆ on S2. More precisely for ω ∈ C∞(S2; Ω1(S2)) we have J∗B∗−ω =
−B∗−(⋆ω). This is equivalent to having for (x, v) ∈ SH3 and ξ ∈ TvSH3
(B∗−ω)v(Jvξ) = ωB−v(dB−Jvξ) = ωB−v(⋆dB−ξ), (3.17)
or in other words dB−Jvξ = ⋆dB−ξ. This is clear for ξ ∈ Eu⊕E0, as Jv leaves ker dB−(v) =
E0(v) ⊕ Eu(v) invariant. Thus it suffices to prove dB−(v) : Es(v) → TB−vS2 is conformal.
Recall the map ξ−(x, ·) : S2 → SxH3, such that
B−(x, ξ−(x, ν)) = ν, ν ∈ S2.
It has the property that dνξ−(x, ν) : TνS2 → V(x, ξ−(x, ν)) is a conformal isomorphism (see
[DFG15, Equation (3.22)]). By the chain rule dB−|V(v) = (dνξ−)−1 is also conformal and
using that dB−(w,−w) = −2dB−(0, w) for w ∈ {v}⊥ the claim follows.
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Next, η has its Hodge decomposition on S2 into closed and co-closed parts η1 and η2,
respectively
η = η1 + η2.
Using that the action of G is conformal on S2, for γ ∈ G the pullback action by γ∗ commutes
with the Hodge star on 1-forms. Thus a one form β is in the kernel of the codifferential
d∗ = − ⋆ d⋆ if and only if γ∗β is. By the uniqueness of Hodge decomposition η1 and η2 are
Γ-invariant and so descend to resonant states u1, u2 ∈ Res10,
u = u1 + u2,
such that du1 = 0. Moreover, d ⋆ η2 = 0 implies that the lift u˜2 = B
∗−(η2) of u2 satisfies,
using (3.17)
dJ∗u˜2 = −B∗−(d ⋆ η2) = 0
and since J commutes with isometries, we deduce dJ∗u2 = 0. Therefore u1 ∈ C and u2 ∈ Cψ,
so Res10 = C ⊕ Cψ. 
3.3. Resonant 2-forms at zero. Here we complete the picture for resonant 2-forms, proving
that Jordan blocks do appear.
Proposition 3.6. If ω ∈ C∞(Σ;Ω2) is closed and [ω]H2 6= 0, the following equation has no
solutions
ιXdβ = −ιXπ∗ω, β ∈ D′E∗u(SΣ;Ω1). (3.18)
Proof. Without loss of generality we may assume that ω is harmonic. Take u∗ ∈ C∗ such that
π1∗u∗ = [π∗(⋆ω)]H1 . If (3.18) admits a solution
0 =
∫
SΣ
(dβ + π∗ω) ∧ dα ∧ J∗u∗ =
∫
SΣ
π∗ω ∧ dα ∧ J∗u∗ = −
∫
SΣ
π∗ω ∧ ψ ∧ π∗(⋆ω)
= −c0
∫
Σ
ω ∧ ⋆ω 6= 0,
where we used Proposition 3.1 and integration by parts in the second (to say that the integral
involving dβ vanishes) and third equalities and (3.14) in the fourth one. However, the first
integral is zero since the integrand is a 5-form in ker ιX , contradiction. 
The structure of generalised resonant 2-forms is determined in two steps: we first consider
Res20.
Lemma 3.7. We have dRes20(∗) = 0, the image of the map π2(∗) : Res
2
0(∗) → H2(SΣ) equals
C[ψ]H2 , with ker π2(∗) = Cdα⊕ dCψ(∗) and
Res20(∗) = Cdα⊕ Cψ ⊕ dCψ(∗).
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Proof. We consider the case of resonances only and the case of co-resonances follows analo-
gously; let u ∈ Res20. Then du ∈ Res30 is exact and by the proof of Lemma 3.4 du = v ∧ dα
for some v ∈ C or equivalently if β := u+ v ∧ α, dβ = 0. By Lemma 2.10, if du 6= 0 there is
a v∗ ∈ C∗ such that 〈〈v, dα ∧ v∗〉〉 6= 0. Thus
0 6= 〈〈v, dα ∧ v∗〉〉 =
∫
SΣ
α ∧ v ∧ dα ∧ v∗ = −
∫
SΣ
β ∧ dα ∧ v∗ = 0.
Here we used Stokes’ theorem, substituted ιXβ = −v and used dβ = 0, dv∗ = 0 and ιXv∗ = 0.
This contradicts our assumptions and so du = 0, proving the first claim.
If u ∈ ker π2, by definition we have u = dβ for some β ∈ D′E∗u(SΣ;Ω1). Applying the
projector Π2(0) and using (2.19), together with Lemma 3.5 we may assume β ∈ Res1:
β = cα+ β1 + β2, β1 ∈ C, β2 ∈ Cψ, c ∈ C,
so u = dβ = cdα + dβ2, proving the claim about the kernel. Note here we used that
Cdα ∩ dCψ = {0}, following from dα ∧ dCψ = d(dα ∧ Res10) = {0}.
Finally, note that π2(ψ) = [ψ]H2 . Recall by (3.15) we have H
3(SΣ) = C[ψ]H2 ⊕ π∗H2(Σ)
and assume π2(u) ∈ π∗H2(Σ). Thus by definition, there are β ∈ D′E∗u(SΣ;Ω1) and [ω]H2 ∈
H2(Σ), such that u = dβ+π∗ω. Since ιXu = 0, by Proposition 3.6 we immediately conclude
π2u = 0 and so the image of π2 is precisely C[ψ]H2 . The final claim follows. 
We finally describe the set Res2,∞0 of generalised resonant 2-forms.
Lemma 3.8. We have dimRes2,20(∗) = 2b1(Σ) + 2 and Res
2,2
0(∗) = Res
2,∞
0(∗). There exists an
isomorphism
I(∗) : H2(Σ)
∼=−→ Res2,20(∗) /Res20(∗) . (3.19)
Moreover, ιXd : Res
2,2
0(∗) /Res
2
0(∗)
∼=−→ dCψ(∗) is an isomorphism. Thus there are b1(Σ) worth
of 2× 2 and two 1× 1 Jordan blocks in Res2,20(∗).
Proof. We construct the map I first. Let [ω]H2 ∈ H2(Σ) and define v := Π1(0)ιXπ∗ω. Note
first that ιXv = 0 by (2.19), so v ∈ Res10 by Lemma 3.4. We claim that v 6= 0 if [ω]H2 6= 0.
Set β = iRH1,0(0)ιXπ
∗ω so by (2.34) we obtain
ιXdβ = −ιXπ∗ω + v, β ∈ D′E∗u(SΣ;Ω10). (3.20)
Therefore v 6= 0 by Proposition 3.6.
Next, we claim that dv 6= 0 if [ω]H2 6= 0. To see this, assume dv = 0 so v ∈ C. By Lemma
2.10, there is a v∗ ∈ Cψ∗ with 〈〈v, dα ∧ v∗〉〉 6= 0, so
0 6= 〈〈v, dα ∧ v∗〉〉 = 〈〈ιXπ∗ω,Π1,0(0)T (dα ∧ v∗)〉〉 =
∫
SΣ
π∗ω ∧ dα ∧ v∗ = 0,
contradiction. Here we used that v = Π1,0(0)ιXπ
∗ω (since v ∈ Res10) and that the trans-
pose Π1,0(0)
T of Π1,0(0) with respect to 〈〈•, •〉〉 is the projector to co-resonant states so
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Π1,0(0)
T (dα∧ v∗) = dα∧ v∗ (see (2.25)), as well as integration by parts and that v∗ and π∗ω
are closed.
Define
I(ω) := v ∧ α+ π∗ω + dβ, (3.21)
so that by (3.20) ιXI(ω) = 0 and
ιXdI(ω) = dv = dΠ1(0)ιXω ∈ dCψ. (3.22)
The map I is clearly linear in ω ∈ C∞(Σ;Ω2) and satisfies for θ ∈ C∞(Σ;Ω1)
I(dθ) = d(π∗θ + β) ∈ Res20, (3.23)
since in that case Π1(0)ιXπ
∗dθ = ιXdΠ1(0)π∗θ = 0 (we use (2.19)). Thus I descends to a
map as in (3.19). By above, it satisfies the property that [ω]H2 6= 0 implies L2X I(ω) = 0,
but LX I(ω) 6= 0, so it is injective. Moreover, the map
ιXd : I(H2(Σ))→ dCψ (3.24)
is well-defined, as dRes20 = 0 and using (3.22). It is also injective, since (3.22) is non-zero
for [ω]H2 6= 0, so an isomorphism by Lemma 3.4 and dimension counting.
We claim that I is surjective. Let u ∈ Res2,20 , so by Lemma 3.7 we may write
ιXdu = adα+ bψ + dJ
∗v, a, b ∈ C, v ∈ C.
Using the isomorphism (3.24), there is an [ω]H2 ∈ H2(Σ) with ιXdI(ω) = dJ∗v. Define
u′ := u− I(ω) ∈ Res2,20 , ιXdu′ = adα+ bψ.
Pairing this equation with 〈〈•, •〉〉 against dα and ψ, and using Proposition 3.2, we obtain
a = 0 and b = 0, respectively. Thus u′ ∈ Res10, proving the claim.
We are left to show Res2,∞0 = Res
2,2
0 . To see this, we prove that the pairing 〈〈•, •〉〉 is
non-degenerate on Res2,20 ×Res2,20∗ (see Lemma 2.1). Integrating by parts, we first observe
the following identities
〈〈dα, ψ〉〉 = 0, 〈〈dα, dJ∗v∗〉〉 = 0, 〈〈dα, dα〉〉 = 〈〈ψ,ψ〉〉 = vol(SΣ),
〈〈ψ, dJ∗v∗〉〉 = 0, 〈〈dJ∗v, dJ∗v∗〉〉 = 0,
(3.25)
for any v ∈ C and v∗ ∈ C∗. Similarly using (3.21) we obtain
〈〈I(ω), dα〉〉 = 〈〈I(ω), ψ〉〉 = 0. (3.26)
Finally, observe that 〈〈•, •〉〉 induces a pairing on the cohomology of Σ
H1(Σ)×H2(Σ) ∋ ([ω1]H1 , [ω2]H2) 7→ 〈〈I(ω2), dJ∗π−11∗ [π∗ω1]H1〉〉. (3.27)
This is well-defined by (3.25) and (3.23), and non-degenerate by the computation
〈〈I(ω2), dJ∗π−11∗ [π∗ω1]H1〉〉 =
∫
SΣ
dα ∧ π∗ω2 ∧ J∗π−11∗ [π∗ω1]H1
= −
∫
SΣ
ψ ∧ π∗(ω1 ∧ ω2) = −c0
∫
Σ
ω1 ∧ ω2.
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In the first equality we used integration by parts and (3.21) (note ιXβ = 0), in the second
one we also used Propositions 3.1 and in the last one (3.14) and Proposition 3.3. Thus the
pairing is non-degenerate by Poincare´ duality on Σ.
Consider u ∈ Res2,20 and assume 〈〈u, u∗〉〉 = 0 for all u∗ ∈ Res2,20∗ . By (3.19) we write
u = adα + bψ + cdJ∗w + eI(ω), a, b, c, e ∈ C, w ∈ C, [ω]H2 ∈ H2(Σ).
Pairing with 〈〈•, •〉〉 against dα and ψ and using (3.25) and (3.26) we get a = b = 0. Pairing
against dJ∗v with v ∈ C and using (3.25) and the non-degeneracy of (3.27) we get e = 0.
Finally, introducing the map I∗ similarly to (3.21) corresponding to co-resonant states and
using that the relation analogous to (3.27) is non-degenerate, we get c = 0, completing the
proof. 
3.4. Correspondence with harmonic 1-forms. The aim of this section is to prove a
correspondence between resonant 1-forms on SΣ and harmonic 1-forms on Σ. Define the
bundle map
ℓ : TSΣ→ TSΣ, ℓv(ξH , ξV ) = (ξV , ξH − 〈ξH , v〉xv). (3.28)
Observe a relation between the Hodge star on the base and Jℓ: if β ∈ C∞(Σ;Ω1), then
ιXπ
∗(⋆β) = −π∗β ◦ J ◦ ℓ. (3.29)
To see this, compute for (x, v) ∈ SΣ and ξ ∈ TvSΣ
(π∗(⋆β))v(X, ξ) = (⋆β)x(v, ξH) = −βx(ivξH) = −βx(dπvJℓξ),
since {v, ξH ,−ivξH} is an oriented basis of TxΣ, if ξH not parallel to v. Denote by Hk(Σ)
the set of harmonic k-forms on Σ.
Proposition 3.9. We have
1. π∗ : ψ ∧ C(∗)
∼=−→ H1(Σ) is an isomorphism. The pairing formula
〈π∗(u ∧ ψ), π∗(u∗ ∧ ψ)〉L2 = c0〈〈u, dα ∧ u∗〉〉
holds for any u ∈ C and u∗ ∈ C∗, where c0 is the volume of the fibre.
2. π∗ is trivial on dα ∧ C(∗).
Proof. We first show the image of π∗ lands in harmonic forms. If u ∈ C, u ∧ ψ is closed, so
by (3.14) we have dπ∗(u∧ψ) = 0. So it suffices to show π∗(u∧ψ) is co-closed. Consider the
pairing with df for f ∈ C∞(Σ)∫
Σ
π∗(u ∧ ψ) ∧ ⋆df =
∫
SΣ
α ∧ u ∧ ψ ∧ ℓ∗J∗π∗df =
∫
SΣ
α ∧ u ∧ dα ∧ dπ∗f = 0, (3.30)
where in the first equality we used (3.14) and (3.29), in the second one
α(J ·) = 0, ψ(ℓ·, ℓ·) = −ψ(·, ·), dα(ℓ·, ℓ·) = −dα(·, ·) and ℓ∗u = −u, (3.31)
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where the last relation follows from Lemma B.2, since we have ιY u = 0 for Y ∈ C∞(Σ;Eu);
finally we used Proposition 3.1 and in the last equality integration by parts. As f was
arbitrary, this implies d ⋆ π∗(u ∧ ψ) = 0 and so π∗ is well-defined.
Let now u ∈ C and u∗ ∈ C∗, with π1∗u∗ = [π∗ω]H1 for some [ω]H1 ∈ H1(Σ), so that∫
Σ
π∗(u∧ψ)∧⋆π∗(u∗∧ψ) =
∫
SΣ
α∧u∧ψ∧ℓ∗J∗π∗π∗(u∗∧ψ) =
∫
SΣ
α∧u∧ψ∧π∗π∗(u∗∧ψ)
= c0
∫
SΣ
α ∧ u ∧ dα ∧ π∗ω = c0〈〈u, dα ∧ u∗〉〉.
Here the first two equalities are obtained analogously as in (3.30), the third one by using
π1∗u∗ = [π∗ω]H1 , (3.14) and integration by parts, which is also used in the last equality. This
proves that π∗ is an isomorphism onto H1(Σ), as by Lemma 2.10 the pairing 〈〈•, •〉〉 between
C and dα ∧ C∗ is non-degenerate.
For the second item, if u ∈ C note that u ∧ dα = d(α ∧ u) is exact so by (3.14) π∗(u ∧ dα)
is exact. For any f ∈ C∞(Σ), we have∫
Σ
π∗(u ∧ dα) ∧ ⋆df =
∫
SΣ
α ∧ u ∧ dα ∧ ℓ∗J∗π∗df = −
∫
SΣ
α ∧ u ∧ ψ ∧ dπ∗f = 0.
This is obtained similarly as in (3.30), using additionally (3.31) and the fact that J2 = − Id
on kerα in the second equality. This implies π∗(u ∧ dα) is co-closed, thus harmonic. But it
is also exact, so identically zero. 
4. The perturbation problem on hyperbolic 3-manifolds
In this section, we consider a closed oriented hyperbolic manifold Σ of dimension 3. As
before, we use the notation SΣ and S∗Σ for the unit sphere bundle and the dual unit
sphere bundle over Σ. The main result of this section concerns the (in)stability of the order
of vanishing of the Ruelle zeta function ζR under perturbations of the contact form α on
M = S∗Σ given by a smooth family of 1-forms ατ , τ ∈ R, such that α0 = α. Then ατ
is a contact form for small enough τ ; we consider its Reeb vector field Xτ and define the
associated zeta function ζR as in (1.1) using the primitive closed orbits γ of the flow of Xτ .
Theorem 3. For every J -invariant non-empty open set U ⊂ M there is a function h ∈
C∞(M ;R) with supph ⊂ U and an ǫ > 0 such that for all τ 6= 0 with |τ | < ǫ the order of
vanishing of ζR at zero for the perturbed contact form ατ := e
τhα is equal to 4− b1(Σ).
On the other hand, the order of vanishing of ζR at zero is equal to 4 − 2b1(Σ) in the
unperturbed case τ = 0.
We will prove this result on page 33 using our machinery from the previous sections and
the appendix, as well as the following technical main result of this section:
Proposition 4.1. For all u ∈ Res10, v ∈ Res10∗ with du 6= 0, dv 6= 0, the distributional 5-form
α ∧ du ∧ dv fulfills supp(α ∧ du ∧ dv) =M.
30 MIHAJLO CEKIC´, SEMYON DYATLOV, BENJAMIN KU¨STER, AND GABRIEL P. PATERNAIN
The proof of Proposition 4.1 will be given on page 36 after some preparations. Before we
start with them, we outline some basic perturbation theoretic preliminaries and show how
they imply Theorem 3 in the next subsection.
4.1. Perturbations of contact flows. To begin, put
Y := ∂τXτ |τ=0, β := ∂τατ |τ=0.
Differentiating the relations ιXτατ = 1 and ιXτ dατ = 0 at zero, we get
ιY α = −ιXβ, ιY dα = −ιXdβ. (4.1)
Define the corresponding operators
P
(τ)
k := −iLXτ : C∞(M ; Ωk)→ C∞(M ; Ωk),
P
(τ)
k,0 := −iLXτ : C∞(M ; Ωk0)→ C∞(M ; Ωk0).
We obtain associated τ -dependent resonance spaces Resk,Resk∗ ,Res
k
0 ,Res
k
0∗, generalised reso-
nance spaces, and algebraic multiplicities which we denote by m
(τ)
k (0),m
(τ)
k,0(0). When study-
ing perturbations it will be more convenient to work with the resolvent of P
(τ)
k rather than
P
(τ)
k,0 because the latter operator acts on sections of a bundle that depends itself on τ .
Lemma 4.2. If the bilinear form 〈〈ιXβ•, •〉〉 on d(Res10) × d(Res10∗) is nondegenerate for
τ = 0, then there is an ǫ > 0 such that for all τ 6= 0 with |τ | < ǫ
m
(τ)
1,0(0) = m
(τ)
3,0(0) = b1(Σ), m
(τ)
2,0(0) = b1(Σ) + 2.
Consequently, by (2.4), (2.12), and (2.36), the order of vanishing of ζR at zero is precisely
4− b1(Σ) when 0 < |τ | < ǫ.
Proof. Take a small contour γ surrounding zero but no other resonances of the unperturbed
operators P
(0)
k , for k = 0, 1, 2 and define
Π˜
(τ)
k := −
1
2πi
∮
γ
R
(τ)
k (λ) dλ.
We will denote by Π˜
(τ)
k,0 the analogous projector acting on the bundle of forms in Ω
k∩ker ιXτ .
Recall there are parameter independent anisotropic Sobolev spaces HrG, where r > 0 and G
is a suitable escape function (see [Bon20] and [CP19, Section 6]) such that for each k, Π˜
(τ)
k is
a family of operators on HrG depending in a C2 fashion on τ and (Π˜(τ)k )2 = Π˜
(τ)
k , by [CP19,
Lemma 6.3]. We have
P
(τ)
1 Π˜
(τ)
1 = −
1
2πi
∮
γ
λR
(τ)
1 (λ) dλ.
Combining (2.22) and Lemma 2.4 with Lemmas 3.4 and 3.5 we get
P
(0)
1 Π˜
(0)
1 = 0, rank Π˜
(0)
1 = 2b1(Σ) + 1.
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From basic perturbation theory (see [CP19, Lemma 6.2]) we know that the rank of Π˜
(τ)
1 is
equal to 2b1(Σ) + 1 for all small τ . Next, we know from Lemma 2.8 that for all τ the space
Res10 ∩ ker d has dimension b1(Σ), so Res1 has dimension at least b1(Σ) + 1 by (2.22). Any
element u ∈ Res1 satisfies Π˜(τ)1 u = u and P (τ)1 u = 0. So the intersection of the kernel of
P
(τ)
1 with the range of Π˜
(τ)
1 is at least (b1(Σ)+ 1)-dimensional. This implies that the rank of
P
(τ)
1 Π˜
(τ)
1 is bounded above by b1(Σ).
On the other hand, we compute
∂τ (P
(τ)
1 Π˜
(τ)
1 ) = −
1
2πi
∂τ
∮
γ
λR
(τ)
1 (λ) dλ = −
1
2π
∮
γ
λR
(τ)
1 (λ)L∂τXτR(τ)1 (λ) dλ.
For τ = 0 we compute this using the Laurent expansion of R
(0)
1 (λ) as in (2.18). Due to the
extra λ factor we get (recall that Y = ∂τXτ |τ=0)
∂τ (P
(τ)
1 Π˜
(τ)
1 )|τ=0 = −iΠ˜(0)1 LY Π˜(0)1 . (4.2)
Together, the statements
(S1) P
(τ)
1 Π˜
(τ)
1 = 0 for τ = 0;
(S2) the rank of P
(τ)
1 Π˜
(τ)
1 is bounded above by b1(Σ);
(S3) the rank of ∂τ (P
(τ)
1 Π˜
(τ)
1 )|τ=0 is equal to b1(Σ)
imply that the rank of P
(τ)
1 Π˜
(τ)
1 is equal to b1(Σ) for all small nonzero τ . Since
2b1(Σ) + 1 = rank Π˜
(τ)
1 ≥ rank
(
P
(τ)
1 Π˜
(τ)
1
)
+ dimRes10+1,
dim
(
Res10 ∩ ker d
) ≥ b1(Σ),
we can immediately deduce
dimRes10 = b1(Σ), d(Res
1
0) = 0
for all small nonzero τ . By Lemma 2.11, this implies that m
(τ)
1,0(0) = m
(τ)
3,0(0) = b1(Σ),
dimRes20 = b1(Σ) + 2.
We now show that m
(τ)
2,0(0) = b1(Σ) + 2 for all τ 6= 0, i.e. the semisimplicity for P (τ)2,0
is restored. Denote by Π
(τ)
k and Π
(τ)
k,0 the projectors onto the space of generalised resonant
forms at zero in Ωk and Ωk ∩ ker ιXτ , respectively (note these operators do not depend
continuously on τ). Observe that Π˜
(τ)
k ,Π
(τ)
k , Π˜
(τ)
k − Π(τ)k are all idempotent operators. By
lower semicontinuity of rank we have for all small τ
rank(ατ ∧ dΠ˜(τ)1 ) ≥ rank(α ∧ dΠ˜(0)1 ) = b1(Σ) + 1.
Now, take τ small but τ 6= 0. Since d(Res10) = 0, the range of ατ ∧ dΠ(τ)1 is spanned by
ατ ∧ dατ . Thus by subadditivity of rank
rank
(
ατ ∧ d(Π˜(τ)1 −Π(τ)1 )
) ≥ b1(Σ).
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Since d(Π˜
(τ)
1 −Π(τ)1 ) = (Π˜(τ)2 −Π(τ)2 )d (cf. (2.19)), we see that
rank
(
ατ ∧ (Π˜(τ)2 −Π(τ)2 )
) ≥ b1(Σ). (4.3)
Using the splitting in (2.5), we get
ran(Π˜
(τ)
2 −Π(τ)2 ) = ran(Π˜(τ)2,0 −Π(τ)2,0)⊕ ατ ∧ ran(Π˜(τ)1,0 −Π(τ)1,0), (4.4)
so combining (4.3) and (4.4)
rank(Π˜
(τ)
2,0 −Π(τ)2,0) ≥ b1(Σ). (4.5)
Using rank(Π˜
(τ)
2 ) = 4b1(Σ) + 2 for all τ and the analogous splitting for ran(Π˜
(τ)
2 ) as in (4.4),
as well as (4.5), we may write
2b1(Σ) + 2 = rank(Π˜
(τ)
2,0) = rank(Π
(τ)
2,0) + rank(Π˜
(τ)
2,0 −Π(τ)2,0).
Thus we obtain rank(Π
(τ)
2,0) ≤ b1(Σ) + 2, as needed.
Thus, all that is left to complete the proof is to show that non-degeneracy of the pair-
ing 〈〈ιXβ•, •〉〉 on d(Res10) × d(Res10∗) implies the statement (S3). To this end, we define a
sesquilinear form Sk on Res
k
0 ×Resk0∗ by
Sk(u, v) := 〈〈(dα)
n−1
2
−k ∧ LY u, v〉〉 =
∫
M
α ∧ (dα)n−12 −k ∧ (LY u) ∧ v.
Here n = dimM = 5 in our case and we are primarily interested in the case k = 1 but
we temporarily allow arbitrary n and k for future reference. By Lemma 3.4 the pairing
〈〈dα∧ •, •〉〉 on Res10×Res10∗ is non-degenerate for τ = 0, so the rank of the sesquilinear form
S1 at τ = 0 is equal to the rank of the operator Π˜
(0)
1 LY Π˜(0)1 , which agrees with the rank of
∂τ (P
(τ)
1 Π˜
(τ)
1 )|τ=0 by (4.2).
Using that LY = ιY d+ dιY and the identities
0 = ιY
(
α ∧ (dα)n−12 −k ∧ du ∧ v) = ιY (α ∧ (dα)
n−1
2
−k) ∧ du ∧ v
− α ∧ (dα)n−12 −k ∧ ιY du ∧ v + (−1)kα ∧ (dα)
n−1
2
−k ∧ du ∧ ιY v,
d(α ∧ (dα)n−12 −k ∧ ιY u ∧ v) = (dα)
n+1
2
−k ∧ ιY u ∧ v − α ∧ (dα)
n−1
2
−k ∧ dιY u ∧ v
+ (−1)kα ∧ (dα)n−12 −k ∧ ιY u ∧ dv
we write (using (4.1) and the relations ιXdα = 0, ιXu = ιXv = 0, ιXdu = ιXdv = 0)
Sk(u, v) = (−1)k+1
(n− 1
2
− k
)∫
M
ιXβ · α ∧ (dα)
n−3
2
−k ∧ du ∧ dv
+ (−1)k
∫
M
α ∧ (dα)n−12 −k ∧ du ∧ ιY v −
∫
M
α ∧ (dα)n−12 −k ∧ dv ∧ ιY u.
We now restrict to the case k = 1. In this case
α ∧ (dα)n−12 −k ∧ du = 0, α ∧ (dα)n−12 −k ∧ dv = 0.
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Indeed, the above forms are in Resn (respectively Resn∗ ) so they must be constant multiples
of the volume form. On the other hand, these forms integrate to 0.
We arrive at the following formula for n = 5, k = 1:
S1(u, v) =
∫
M
ιXβ · α ∧ du ∧ dv = 〈〈ιXβ · du, dv〉〉. (4.6)
This shows that the rank of the sesquilinear form S1 at τ = 0, and hence the rank of
∂τ (P
(τ)
1 Π˜
(τ)
1 )|τ=0, agrees with the rank of the bilinear form 〈〈ιXβ•, •〉〉 on d(Res10)× d(Res10∗).
Since dim d(Res10) = b1(Σ) by Lemmas 2.8 and 3.5, the proof is finished. 
Remark 4.1. Note that by the Gray stability theorem, perturbations of contact structures are
all equivalent up to a conformal multiple. Thus for this section, it would suffice to consider
a conformal perturbation only in Lemma 4.2. However, in the following sections we consider
metric perturbations and then the form β receives a geometric interpretation.
We are now in good shape to prove Theorem 3 using Proposition 4.1 and the preceding
lemma:
Proof of Theorem 3. Fix an isomorphism Ψ : H2(Σ;C)
∼=→ Cb2(Σ) = Cb1(Σ) (b1(Σ) = b2(Σ)
by Poincare´ duality) which maps H2(Σ;R) ⊂ H2(Σ;C) to Rb1(Σ) ⊂ Cb1(Σ). Composing Ψ−1
with the isomorphism ιXdI : H2(Σ)
∼=→ dCψ from Lemma 3.8 and recalling from Lemma 3.5
that Res10 = C ⊕ Cψ, we get an isomorphism Υ := ιXdIΨ−1 : Cb1(Σ)
∼=−→ dCψ = d(Res10).
Since d(Res10) is a space of distributions with values in a complexified real vector bundle,
there is a natural notion of complex conjugation on d(Res10); in particular, we have a natural
real subspace d(Res10)R ⊂ d(Res10). We claim that Υ restricts to an isomorphism of real vector
spaces Υ : Rb1(Σ)
∼=→ d(Res10)R. To check this, it suffices to check that ιXdI maps H2(Σ;R) to
d(Res10)R, which by (3.22) and the fact that the exterior derivative d and the contraction ιX
by the real vector field X are real operators reduces to verifying that the spectral projector
Π1(0) is a real operator.
2 From the relations Pk = −iLX , (Pk − λ)Rk(λ) = id it follows that
Rk(λ) = −Rk(−λ). By comparing the expansions (2.18) for the left and right hand sides of
the latter equation, one obtains Πk(0) = Πk(0) as desired.
Pulling back along the flip J provides an isomorphism J ∗ : d(Res10) → d(Res10∗) which
restricts to a real isomorphism J ∗ : d(Res10)R → d(Res10∗)R. Now, let h ∈ C∞(M ;R) and
consider the real bilinear form Bh := 〈〈hΥ•,J ∗Υ•〉〉 on Rb1(Σ) × Rb1(Σ). To check if Bh is
symmetric, we take v, v′ ∈ Rb1(Σ) and compute with J ∗α = −α and J 2 = id (using that J
is orientation-reversing)
Bh(v, v
′) =
∫
M
α ∧ hΥv ∧ J ∗Υv′ =
∫
M
α ∧ (h ◦ J )Υv′ ∧ J ∗Υv = Bh◦J (v′, v).
We see that Bh is symmetric iff h is even in velocity variables, i.e., h ◦ J = h.
2Here we say that a C-linear operator A : V → W between complex vector spaces V,W equipped with
complex conjugations is real if A = A, where the C-linear operator A : V →W is defined by Av := Av, v ∈ V .
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Let now U ⊂ M be a J -invariant non-empty open set and let WU be the linear space of
all bilinear forms on Rb1(Σ)×Rb1(Σ) of the shape Bh with h ∈ C∞(M ;R) supported in U and
h◦J = h. Then, since each such Bh is symmetric, it corresponds to a symmetric real matrix
Sh and WU can be identified with a subspace VU of the space ⊗2SRb1(Σ) of symmetric real
b1(Σ)× b1(Σ) matrices. We claim that, by Proposition 4.1, there is for each v ∈ Rb1(Σ) \ {0}
a matrix Sh ∈ VU such that Sh(v, v) 6= 0. Indeed, the statement that the support of the
distributional 5-form α ∧ Υv ∧ J ∗Υv is all of M implies that there is a smooth function f
supported in U such that
∫
M fα ∧Υv ∧ J ∗Υv 6= 0. But then also
∫
M hα ∧Υv ∧ J ∗Υv 6= 0,
where h := f + f ◦ J is even and supported in U . Lemma A.2 now says that VU contains
an invertible matrix, which means that WU contains a non-degenerate bilinear form Bh0
associated with some even function h0 ∈ C∞(M ;R) supported in U .
Now put ατ := e
τh0α and observe that the one-form β = ∂τατ |τ=0 is equal to h0α. By
the above, the real bilinear form 〈〈ιXβ•, •〉〉 = 〈〈h0•, •〉〉 = Bh0(Υ−1•,Υ−1J ∗•) on d(Res10)R×
d(Res10∗)R is non-degenerate. Since the complex bilinear form 〈〈ιXβ•, •〉〉 on d(Res10)×d(Res10∗)
is the complex-bilinear extension of the real bilinear form on d(Res10)R × d(Res10∗)R denoted
by the same name, we deduce that 〈〈ιXβ•, •〉〉 is non-degenerate on d(Res10) × d(Res10∗). It
now suffices to apply Lemma 4.2 to get the first claimed statement of Theorem 3.
The statement on the order of vanishing in the case τ = 0 is obtained by combining
Equations (2.36) and (2.12) with Lemmas 2.4, 2.8, 3.5, and 3.8. 
4.2. Algebraic description of the geometry of H3. Here we explain the Lie theoretic
description of the hyperbolic space H3, its unit sphere bundle, and the Anosov decomposition.
4.2.1. Relevant Lie groups and Lie algebra elements. Let G := SO+(1, 3) with Lie algebra
g = so(1, 3), considered here as a matrix algebra. With respect to the standard basis for
R
1,3 we obtain a basis of g consisting of the elements
X =

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 , R =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0
 , U+1 =

0 0 −1 0
0 0 −1 0
−1 1 0 0
0 0 0 0
 ,
U+2 =

0 0 0 −1
0 0 0 −1
0 0 0 0
−1 1 0 0
 , U−1 =

0 0 −1 0
0 0 1 0
−1 −1 0 0
0 0 0 0
 , U−2 =

0 0 0 −1
0 0 0 1
0 0 0 0
−1 −1 0 0
 .
The commutation relations between these elements are
[X,U±i ] = ±U±i , [U+i , U−i ] = 2X, [U±1 , U∓2 ] = 2R,
[X,R] = 0, [R,U±1 ] = −U±2 , [R,U±2 ] = U±1 .
(4.7)
The vector space g splits into a direct sum g = k⊕ p, where the subspaces k, p are given by
k = spanR(R,K1,K2), p = spanR(X,P1, P2)
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with
Kj :=
1
2
(U+j − U−j ), Pj :=
1
2
(U+j + U
−
j ), j = 1, 2.
Note that the group
K := exp(k) ∼= SO(3)
(where exp is the matrix exponential) is precisely the subgroup of G = SO+(1, 3) consisting
of those matrices that have a 1 as the upper left entry and otherwise zeroes in the first row
and column. The commutation relations (4.7) imply the commutation relations
[X,Ki] = Pi, [X,Pi] = Ki, [Ki, Pj ] = δijX. (4.8)
We can introduce on g an inner product 〈·, ·〉 by declaring that {R,K1,K2,X, P1, P2} form an
orthonormal basis of g with respect to 〈·, ·〉. This inner product has the convenient property
that it is invariant under the adjoint action Ad(K) of K on g. We shall use the inner product
to identify g = g∗. Writing
a := spanR(X), m := spanR(R), n
± := spanR(U
±
1 , U
±
2 ),
we have an orthogonal decomposition
g = a⊕m⊕ n+ ⊕ n−.
An important role will also be played by the group
K0 := exp(m) ∼= SO(2),
which is a subgroup of K (because m is a subalgebra of k). Usually K0 is called M in Lie
theory but in our case the symbol M already denotes the manifold on which the Anosov flow
lives (in this section, M = S∗Σ).
Every Y ∈ g acts on C∞(G) by the left invariant vector field associated to Y , i.e., as
a differential operator of order one, which we shall also denote by Y . It then also acts on
distributions by duality. We denote the left invariant one-form dual to Y by Y ∗.
4.2.2. Hyperbolic space, sphere bundle, geodesic flow, and Anosov decomposition. We can
identify as Riemannian manifolds
G/K = SO+(1, 3)/SO(3) = H
3.
Indeed, the tangent bundle of H3 is an associated3 vector bundle
TH3 = T (G/K) ∼= G×Ad(K) p,
and the chosen Ad(K)-invariant inner product on g (which leaves p invariant by construction)
defines a Riemannian metric on TH3 which is precisely the metric with constant sectional
curvatures−1. The identification g = g∗ provided by the inner product induces identifications
TH3 = T ∗H3 , SH3 = S∗H3.
3For a principal G-bundle pi : P → Σ and a representation ρ : G→ End(V ), the associated vector bundle
P ×ρ V is defined as P ×ρ V := (P × V )/ ∼, where (p, v) ∼ (p · g, ρ(g
−1)v). Writing [p, v] for an element in
P ×ρ V , the vector bundle projection P ×ρ V → Σ is given by [p, v] 7→ pi(p).
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The unit sphere bundle SH3 ⊂ TH3 can also be written as a quotient space:
G/K0 = SO(1, 3)+/SO(2) = SH
3. (4.9)
Indeed, one checks that the map
G/K0 ∋ gK0 7→ [g,X] ∈ SH3 ⊂ G×Ad(K) p (4.10)
is a well-defined diffeomorphism.
The Lie algebra element X is Ad(K0)-invariant, therefore its left regular vector field G
descends to G/K0. The obtained vector field, also denoted by X, is the generator of the
geodesic flow on the sphere bundle SH3 = G/K0, as becomes transparent from the iso-
morphism (4.10). Moreover, as the subspaces n+, n− and a of g are each Ad(K0)-invariant,
T (G/K0) = T (SH
3) splits according to T (G/K0) = E0 ⊕ Es ⊕ Eu, where
E0 = G×Ad(K0) a, Es = G×Ad(K0) n+, Eu = G×Ad(K0) n−. (4.11)
This is precisely the Anosov decomposition.
4.3. Proof of Proposition 4.1. Let u ∈ Res10, v ∈ Res10∗. By Lemma B.2 and its analogue
for coresonant states, resonant states in Res10 are known to take values in E
∗
u, while co-
resonant states in Res10∗ take values in E∗s . We can therefore write in the Lie algebra notation
from Section 4.2 (recalling the algebraic description (4.11) of the Anosov decomposition):
u = u1U
+∗
1 + u2U
+∗
2 , v = v1U
−∗
1 + v2U
−∗
2 ,
where u1, u2 ∈ D′E∗−(SΣ), v1, v2 ∈ D
′
E∗
+
(SΣ). In our notation we will not distinguish between
distributional forms on SΣ and their lifts to SH3.
Let us first collect some properties of the distributions uj , vj . A smooth section s of Es
can be regarded as a right-K0-invariant smooth function s¯ : G → spanR(U+1 , U+2 ), which
means that s¯(gm) = Ad(g−1)s¯(g) for every g ∈ G and m ∈ K0. Similarly, a smooth section
s of Eu can be regarded as a right-K0-invariant smooth function s¯ : G → spanR(U−1 , U−2 ).
The generator R of the Lie algebra of K0 acts on such a section according to
Rs(g) =
d
dt
∣∣∣
t=0
s¯
(
getR
)
=
d
dt
∣∣∣
t=0
Ad
(
e−tR
)
s¯(g) = −ad(R)s¯(g) = [s¯(g), R].
The obtained relation Rs¯ = [s¯, R] then extends by continuity to distributional sections.
Applying this dually to u, v using the commutation relations
[U±k , R] = δ1kU
±
2 − δ2kU±1 , k ∈ {1, 2}
gives
(Ru1)U
+∗
1 + (Ru2)U
+∗
2 = u1[U
+
1 , R]
∗ + u2[U+2 , R]
∗ = u1U+∗2 − u2U+∗1 ,
(Rv1)U
−∗
1 + (Rv2)U
−∗
2 = v1[U
−
1 , R]
∗ + v2[U−2 , R]
∗ = v1U−∗2 − v2U−∗1 ,
from which we read off the equivariance relations
Ru1 = −u2, Ru2 = u1, Rv1 = −v2, Rv2 = v1. (4.12)
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By Lemma B.2, we have
U−j uk = U
+
j vk = 0 ∀ j, k ∈ {1, 2}. (4.13)
Recall from Appendix B that the Lie derivative LX is shifted with respect to ∇X on E∗u
according to LX = ∇X − 1 and on E∗s according to LX = ∇X + 1, so that LXu = LXv = 0
is equivalent to
Xuj = uj , Xvj = −vj , j ∈ {1, 2}. (4.14)
This completes the list of properties of the uj , vj that we are going to need.
Next, we use the commutation relations
[U+1 , U
−
1 ] = [U
+
2 , U
−
2 ] = 2X, [U
±
1 , U
∓
2 ] = 2R (4.15)
to compute
du = f−U+∗1 ∧ U+∗2 , f− = U+1 u2 − U+2 u1
dv = f+U
−∗
1 ∧ U−∗2 , f+ = U−1 v2 − U−2 v1.
(4.16)
We have du ∈ Res20 and dv ∈ Res2,∗0 . Since LX = ∇X − 2 on Λ2E∗u and LX = ∇X + 2 on
Λ2E∗s (see Appendix B), the distributions f− ∈ D′E∗u(SΣ) and f+ ∈ D′E∗s (SΣ) fulfill
(X ± 2)f± = 0. (4.17)
Moreover, using (4.12)-(4.15), we calculate
U−1 f− = U
−
1 U
+
1 u2 − U−1 U+2 u1 = −2Xu2 + U+1 U−1 u2 − U+2 U−1 u1 − 2Ru1 = 0, (4.18)
U−2 f− = U
−
2 U
+
1 u2 − U−2 U+2 u1 = −2Ru2 + U+1 U−2 u2 − U+2 U−2 u1 + 2Xu1 = 0, (4.19)
and similarly
U+1 f+ = U
+
1 f+ = 0. (4.20)
Now, consider some point ζ ∈ SΣ. There is an open neighborhood V ⊂ Tζ(SΣ) of 0 and an
open neighborhood U ⊂ SΣ of ζ such that the exponential map E := exp |ζ : V → U with
respect to the Sasaki metric is a diffeomorphism. We can identify Tζ(SΣ) = R
5 in such a
way that
E0|ζ = {(z, 0, 0, 0, 0) : z ∈ R} ⊂ R5,
Es|ζ = {(0, x+1 , x+2 , 0, 0) : x+1 , x+2 ∈ R} ⊂ R5,
Eu|ζ = {(0, 0, 0, x−1 , x−2 ) : x−1 , x−2 ∈ R} ⊂ R5.
Then (4.17)-(4.20) imply that the distributions a± := e±2zE∗f± ∈ D′(R5) satisfy
∂za± = 0, ∂x±j a± = 0, j ∈ {1, 2}.
Suppose that (α∧du∧dv)|U = 0 for some open set U ⊂ SΣ. By choosing ζ in U and making
U smaller, we get (α∧du∧dv)|U = 0. Then f+f−|U = 0 because α∧du∧dv = f+f−α∧(dα)2,
and
a+a− = e2zE∗f+e−2zE∗f− = E∗f+E∗f− = E∗(f+f−) = 0.
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We can now apply the elementary Lemma A.1 to conclude that a+ = 0 or a− = 0, from
which we get f+|U = 0 or f−|U = 0. Now, f+ and f− are scalar (co-)resonant states. We
can therefore apply a result of Weich [Wei17], which says that every scalar (co-)resonant
state has full support, to conclude that f+ = 0 or f− = 0 on all of SΣ. By definition of the
f±, this means that du = 0 or dv = 0.

5. The convolution computation
Motivation. Let u ∈ D′E∗u(SΣ) and v ∈ D′E∗s (SΣ). By Ho¨rmander’s theorem, we know
the product uv ∈ D′(SΣ) exists. We may also look at what happens on the level of the
Fourier content in the vertical fibres: we write u =
∑
m um and v =
∑
m vm, where um, vm ∈
C∞(SΣ;Ωm) correspond to the spherical harmonics of degree m (these are smooth due to
the wavefront set condition), and the sum converges in the distributional sense. Moreover,
we formally have
(uv)0 =
∑
m
(umvm)0,
where the subscript 0 denotes zeroth order Fourier mode. Note unless u or v are smooth, they
have infinite Fourier content. In most situations, u and v will be resonant and co-resonant
states, i.e. will satisfy additional equations. However, it seems a non-trivial problem to
deduce properties of (uv)0 from these assumptions, and this will be the main content of this
section.
5.1. Setup. Let R1,3 be the Minkowski space. Denote its elements by (x0, x
′) where x0 ∈
R, x′ ∈ R3. The inner product is
〈x, y〉M = x0y0 − 〈x′, y′〉
where 〈•, •〉 is the Euclidean inner product on R3.
Let H3 be the hyperbolic space, defined as the upper half of the two-sheeted hyperboloid:
H
3 := {x ∈ R1,3 | x0 > 0, 〈x, x〉M = 1}
with the hyperbolic metric being the restriction of −〈•, •〉M .
Define also the positive part of the light cone
C := {x ∈ R1,3 | x0 ≥ 0, 〈x, x〉M = 0}.
The sphere bundle of H3 is
SH3 = {(x, ξ) ∈ R1,3 ⊕ R1,3 | 〈x, x〉M = 1, 〈ξ, ξ〉M = −1, 〈x, ξ〉M = 0}.
Define the maps
Φ± : SH3 → (0,∞), B± : SH3 → S2
by the relations
x± ξ = Φ±(x, ξ)(1, B±(x, ξ)).
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The geodesic flow vector field is
X = ξ · ∂x + x · ∂ξ. (5.1)
Then the unit sphere bundle decomposes as
T(x,ξ)SH
3 = RX(x, ξ)⊕⊥ {(vx, vξ) | 〈x, vx〉 = 〈x, vξ〉 = 〈ξ, vξ〉 = 〈ξ, vx〉} ⊂ R1,3×R1,3. (5.2)
We set the natural product metric on the latter factor: |(vx, vξ)|2 = −〈vx, vx〉M − 〈vξ, vξ〉M
and set X to be of unit length (cf. (3.1)). Note that
XΦ± = ±Φ±, XB± = 0.
Isometry group. The group
G := SO+(1, 3)
acts homogeneously on H3 and SH3. If we denote by ej the canonical basis vectors, then the
projection map from G to SH3 is given by
A 7→ (Ae0, Ae1).
We recall the basis of left-invariant vector fields and their commutations relations (4.15).
Denote by
X∗, R∗, U±∗j
the dual basis of left-invariant differential 1-forms on G. Then we have
dX∗ = 2(U−∗1 ∧ U+∗1 + U−∗2 ∧ U+∗2 ), dR∗ = 2(U+∗2 ∧ U−∗1 + U−∗2 ∧ U+∗1 ),
dU±∗1 = ∓X∗ ∧ U±∗1 −R∗ ∧ U±∗2 , dU±∗2 = ∓X∗ ∧ U±∗2 +R∗ ∧ U±∗1 .
From here we also get
LXU±∗j = ∓U±∗j , LRU±∗1 = −U±∗2 , LRU±∗2 = U±∗1 .
Note that differential forms u on G with ιRu = 0, LRu = 0 are pullbacks of the forms on
SH3.
The maps Φ±, B± (or rather their lifts to G) are invariant under U
j
±.
Each γ ∈ G defines an isometry on H3. Moreover, it acts on the conformal infinity S2 by
the formula
γ · (1, y) = Nγ(y)(1, Lγ(y)), y ∈ S2 ⊂ R3, Nγ(y) > 0, Lγ(y) ∈ S2.
Then the maps Φ± and B± satisfy the following equivariance property under the action of
G (see [DFG15, eq. (3.28)])
Φ±(γ · (x, ξ)) = Nγ(B±(x, ξ)) · Φ±(x, ξ), B±(γ · (x, ξ)) = Lγ(B±(x, ξ)). (5.3)
Resonant states and distributions at the conformal infinity. Assume that we have
1-forms u ∈ Res10 and v ∈ Res10∗. Lifting u and v to 1-forms on G we see by Lemma B.2 that
u = u1U
+∗
1 + u2U
+∗
2 , v = v1U
−∗
1 + v2U
−∗
2 .
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By (4.16), we recall that dv = f+U
−∗
1 ∧ U−∗2 and du = f−U+∗1 ∧ U+∗2 , where f+ := U−1 v2 −
U−2 v1 and f− := U
+
1 u2 − U+2 u1. A direct computation shows that Rf± = 0 and so f± are
distributions on SH3. Moreover, by (4.17), (4.18), (4.19) and (4.20)
(X ± 2)f± = 0, U j±f± = 0. (5.4)
Therefore, by [DFG15, Lemma 5.6] for m = 0 we may write
f± = Φ−2± (g± ◦B±) (5.5)
for some distributions g± ∈ D′(S2) that satisfy (and by (5.3) this is equivalent to f± being
Γ-invariant)
L∗γg±(ν) = Nγ(ν)
2g±(ν), γ ∈ Γ, ν ∈ S2. (5.6)
Our aim is to compute the pushforward under the projection map π : S∗H3 → H3
π∗(f+f−) = π∗
(
Φ−2+ Φ
−2
− (g+ ◦B+)(g− ◦B−)
)
.
Define the Poisson kernel
P (x, y) = (x0 − 〈x′, y〉)−1 =
(〈x, (1, y)〉M )−1, x ∈ H3, y ∈ S2.
Observe that for x ∈ H3 and ν ∈ S2, there are unique points
ξ±(x, ν) = ∓x± P (x, ν)(1, ν) ∈ SxH3, such that B±(x, ξ±(x, ν)) = ν. (5.7)
It may be shown (see [DFG15, eq. (3.20) and (3.22)]) that ν 7→ ξ±(x, ν) is a conformal map
with
〈∂νξ±(x, ν)ζ1, ∂νξ±(x, ν)ζ2〉M = −P (x, ν)2〈ζ1, ζ2〉R3 , ζ1, ζ2 ∈ TνS2. (5.8)
Moreover, the following relation holds (see [DFG15, eq. (3.21)])
Φ±(x, ξ±(x, ν)) = P (x, ν). (5.9)
We then have the following pushforward property:∫
SxH
3
f±(x, ξ) dS(ξ) =
∫
S2
f±(x, ξ±(x, ν))|P (x, ν)|2dν =
∫
S2
g±(y) dS(y), (5.10)
where we used (5.8) and (5.9). In particular, we see that the Poisson transform is not
injective.
The Poisson kernel. We now discuss a bit the properties of the Poisson kernel. Consider
the set {x˜0 > |x˜′|} ⊂ R1,3. On this set we have polar coordinates (r, x) such that x˜ = rx,
r > 0, and x ∈ H3. Then we have the following formula for the d’Alembertian in polar
coordinates:
x˜ = ∂
2
x˜0 −∆x˜′ = r−2
(
(r∂r)
2 + 2r∂r −∆x
)
(5.11)
where ∆x = ∆H3 is the hyperbolic Laplacian. Plugging in the function f(x˜) =
(〈x˜, (1, y)〉M )−s =
r−sP (x, y)s where y ∈ S2 is fixed and using that f = 0, we get
−∆xP (x, y)s = s(2− s)P (x, y)s. (5.12)
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Next, plugging in the function f(x˜) = − log〈x˜, (1, y)〉M = log P (x, y)− log r where y ∈ S2 is
fixed and using that f = 0, we get
−∆x logP (x, y) = 2. (5.13)
Now, assume that z ∈ H3. Plugging in the function f(x˜) = 〈x˜, z〉−sM = r−s〈x, z〉−sM and using
that f = s(s+ 1)〈x˜, z〉−s−2M , we get
−∆x〈x, z〉−sM = s(2− s)〈x, z〉−sM + s(s+ 1)〈x, z〉−s−2M . (5.14)
We also get
−∆x log〈x, z〉M = −2− 〈x, z〉−2M .
Finally, we note that for γ ∈ G, we have the equivariance property
P (γ · x, γ · y) = (〈γ · x, (1, Lγy)〉M)−1 = Nγ(y)〈γ · x, γ · (1, y)〉−1M = Nγ(y)P (x, y), (5.15)
for x ∈ H3 and y ∈ S2, by the definition of the Lγ action.
The Θz coordinates. Fix some z ∈ H3. Define the 4-dimensional manifold Ez which is the
tangent bundle of the fibre SzH
3 by (equivalently, this is the vertical bundle)
Ez := {(ζ, η) ∈ SzH3 × TzH3 | 〈ζ, η〉M = 0}.
In other words, (ζ, η) ∈ Ez if ζ, η ∈ R1,3 and
〈z, ζ〉M = 〈z, η〉M = 〈ζ, η〉M = 0, 〈ζ, ζ〉M = −1. (5.16)
We equip Ez ⊂ TzH3×TzH3 with the subspace metric; for each γ ∈ G, the map γ : Ez → Eγz
is an isometry. Define the map
Θz : R× Ez → SH3
as follows:
Θz(t, ζ, η) = e
tX(〈η〉z + η, ζ).
Here by definition |η|2 = −〈η, η〉M and 〈η〉 :=
√
1 + |η|2. That is, (x, ξ) = Θz(t, ζ, η) is
explicitly given by (see [DFG15, eq. (3.11)])
x = (〈η〉z + η) cosh t+ ζ sinh t,
ξ = (〈η〉z + η) sinh t+ ζ cosh t.
Note here that 〈η〉z + η ∈ H3 and observe the map Θz is equivariant under any γ ∈ G:
Θγ(z)(t, γ(ζ, η)) = e
tX (γ · (〈η〉z + η), γ · z) = γΘz(t, ζ, η),
as etX commutes with isometries. In the special case z = e0 = (1, 0, 0, 0) we have the
identities
Φ±(Θe0(t, ζ, η)) = e
±t〈η〉, B±(Θe0(t, ζ, η)) = 〈η〉−1(η′ ± ζ ′) (5.17)
which gives the following inversion formula for (t, ζ, η) = Θ−1e0 (x, ξ):
t =
1
2
log
Φ+(x, ξ)
Φ−(x, ξ)
, ζ ′ =
√
Φ+(x, ξ)Φ−(x, ξ)
B+(x, ξ)−B−(x, ξ)
2
,
η′ =
√
Φ+(x, ξ)Φ−(x, ξ)
B+(x, ξ) +B−(x, ξ)
2
.
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These formulas show that Θe0 and thus by equivariance, any Θz, is a diffeomorphism.
We need to compute the Jacobian of the map Θz.
Lemma 5.1. We have for all z ∈ H3, t ∈ R and (ζ, η) ∈ SH3
det d(t,ζ,η)Θz = 〈η〉−1.
Proof. By the equivariance of Θz under G, using that G acts by isometries and as G acts
transitively on the frame bundle of H3, it suffices to consider the case
z = e0, ζ = e2, η =
√
s e1 (5.18)
where s > 0. Moreover, since the flow etX on SH3 is volume preserving, we may assume that
t = 0 as well. Note that
Θe0(0, e2,
√
s e1) = (
√
1 + s e0 +
√
s e1, e2).
By identifying Ez ⊂ TzH3 × TzH3 and using (5.16), we get
T(e2,
√
se1)Ee0 = {(u, v) ∈ R1,3 × R1,3 | u0 = v0 = 0, u2 = 0,
√
su1 + v2 = 0},
so an orthonormal basis of T(0,e2,
√
se1)
(
R× Ee0
)
is given by Y1 = (1, 0, 0) and
Y2 = (0, 0, e1), Y3 =
1√
1 + s
(0,−e1,
√
s e2), Y4 = (0, 0, e3), Y5 = (0, e3, 0). (5.19)
Similarly, using the identification (5.2) we write
T(
√
1+se0+
√
se1,e2)
SH3 = RZ1 ⊕⊥ {(u, v) ∈ R1,3 ×R1,3 | u2 = v2 = 0,√
1 + sv0 −
√
sv1 = 0,
√
1 + su0 −
√
su1 = 0},
where Z1 = X(
√
1 + se0 +
√
se1, e2) is the geodesic vector field. Using the formula (5.1), we
write an orthonormal basis of T(
√
1+se0+
√
se1,e2)
(SH3) as
Z1 = (e2,
√
1 + s e0 +
√
s e1), Z2 = (
√
s e0 +
√
1 + s e1, 0), Z3 = (e3, 0),
Z4 = (0,
√
s e0 +
√
1 + s e1), Z5 = (0, e3).
By the definition of Θe0 we see d(t,ζ,η)Θz(∂t) = X(Θz(t, ζ, η)); thus dΘe0(Y1) = Z1, where
we suppress the choice of ζ and η made in (5.18). Note that Θe0 extends to a map on the
ambient space and we may compute its differential as
d(0,e2,
√
se1)Θe0(ζ˜ , η˜) =
( √sη˜1√
1 + s
e0 + η˜, ζ˜
)
, ζ˜ , η˜ ∈ Te0H3.
Therefore the differential dΘe0(0, e2,
√
se1) maps
Y1 7→ Z1, Y2 7→ Z2√
1 + s
, Y3 7→
√
s
1 + s
Z1 − Z4, Y4 7→ Z3, Y5 7→ Z5.
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It follows that
det d(0,e1,
√
se2)Θe0 = det

1 0
√
s
1+s 0 0
0 1√
1+s
0 0 0
0 0 0 1 0
0 0 −1 0 0
0 0 0 0 1
 =
1√
1 + s
= 〈√se2〉−1,
which completes the proof. 
The Ξz coordinates. Next, we consider the diffeomorphism
Ξz : Ez → S˜2zH3, S˜2zH3 := {(η−, η+) ∈ SzH3 × SzH3 | η− + η+ 6= 0}
defined by the formula
Ξz(ζ, η) =
(〈η〉−1(ζ − η), 〈η〉−1(ζ + η)). (5.20)
We equip S˜2zH
3 ⊂ (SzH3)2 with the subspace metric. The inverse is given by
Ξ−1z (η−, η+) =
( η+ + η−
|η+ + η−| ,
η+ − η−
|η+ + η−|
)
,
and using 〈ζ, ζ〉M = −1 as well as ζ = η++η−2 〈η〉 one checks that
〈η〉 = 2|η+ + η−| . (5.21)
Moreover, Ξz is equivariant under any γ ∈ G:
Ξγz(γ(ζ, η)) = Ξγz(γζ, γη) = γ · 〈η〉−1(ζ − η, ζ + η) = γ(Ξz(ζ, η)).
We compute the Jacobian of the map Ξz.
Lemma 5.2. We have for any z ∈ H3, (z, η) ∈ Ez
|det dΞz(ζ, η)| = 4〈η〉−5.
Proof. Due to equivariance under G we may assume similarly to Lemma 5.1 that
z = e0, ζ = e2, η =
√
s e1.
Note that
Ξe0(e2,
√
s e1) =
(e2 −√s e1√
1 + s
,
e2 +
√
s e1√
1 + s
)
.
We take the orthonormal basis Y2, Y3, Y4, Y5 of T(e2,
√
s e1)Ee0 defined as in (5.19), suppressing
the R factors from the latter equation. An orthonormal basis of TΞe0 (e2,
√
s e1)S˜
2
e0H
3 is given
by
W1 =
(e1 +√s e2√
1 + s
, 0
)
, W2 =
(
0,
e1 −
√
s e2√
1 + s
)
, W3 = (e3, 0), W4 = (0, e3).
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The map Ξz extends to the ambient space and we may compute its differential as follows
d(e2,
√
se1)Ξe0(ζ˜, η˜) =
1√
1 + s
(ζ˜ − η˜, ζ˜ + η˜)− (1 + s)− 32√sη˜1(e2 −
√
se1, e2 +
√
se1),
where ζ˜, η˜ ∈ Te0H3. Then the differential dΞe0(e2,
√
s e1) maps
Y2 7→ W2 −W1
1 + s
, Y3 7→ − 1√
1 + s
(W1 +W2), Y4 7→ W4 −W3√
1 + s
, Y5 7→ W3 +W4√
1 + s
.
Therefore we compute
det d(e2,
√
se1)Ξe0 = det

− 11+s − 1√1+s 0 0
1
1+s − 1√1+s 0 0
0 0 − 1√
1+s
1√
1+s
0 0 1√
1+s
1√
1+s
 = −4(1 + s)− 52 = −4〈√se2〉−5,
which completes the proof. 
We record for future purposes some relations of Θz and Ξz coordinates with the maps B±
and Φ±.
Lemma 5.3. The following formulas hold for (ζ, η) ∈ Ez and t ∈ R
B±(Θz(t, ζ, η)) = B±(z, η±),
Φ+(Θz(t, ζ, η))Φ−(Θz(t, ζ, η)) = 〈η〉2Φ+(z, η+)Φ−(z, η−).
Proof. For the first claim, we compute
B±(Θz(t, ζ, η)) = B±
(
(〈η〉z + η) cosh t+ ζ sinh t, (〈η〉z + η) sinh t+ ζ cosh t)
=
〈η〉z′ + η′ ± ζ ′0
〈η〉z0 + η0 ± ζ0 .
On the other hand
B±(z, η±) =
〈η〉−1(ζ ′ ± η′)± z′
〈η〉−1(ζ0 ± η0)± z0 =
〈η〉z′ + η′ ± ζ ′
〈η〉z0 + η0 ± ζ0 ,
completing the proof of the first relation. For the second claim note that
Φ±(Θz(t, ζ, η)) = e±t
(〈η〉z0 + η0 ± ζ0),
Φ±(z, η±) = z0 ± 〈η〉−1(ζ0 ± η0),
from which the second equation follows straightforwardly. 
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5.2. The regularisation Iα,ε. Assume for now that g± integrate to 0. Define the pushfor-
ward
w(x) =
∫
SxH3
f+(x, ξ)f−(x, ξ) dS(ξ), x ∈ H3
which is a Γ-invariant distribution on H3. Fix some cut-off function χ ∈ C∞c (R) such that
suppχ ⊂ (−2, 2) and χ = 1 on [−1, 1].
Definition 5.1. For any α > 0, ε > 0, define the (α, ε)-regularisation of w
Iα,ε(z) =
∫
H3
χ
(
ε〈x, z〉M
)〈x, z〉−αM w(x) d vol(x), z ∈ H3.
Here we note that 〈x, z〉M ≥ 1 for all x, z ∈ H3. In fact, it is related to the geodesic
distance between x and z on H3 by the formula
〈x, z〉M = cosh dH3(x, z). (5.22)
Thus Iα,ε(z) is well-defined for each ε > 0. Note also that if w = 0, then Iα,ε(z) = 0 for
all z and ε > 0. We would like to compute the asymptotic behavior of Iα,ε(z) as ε→ 0+ and
relate it to the resonances f±. By the definition of w we write
Iα,ε(z) =
∫
SH3
χ
(
ε〈x, z〉M
)〈x, z〉−αM (Φ+(x, ξ)Φ−(x, ξ))−2g+(B+(x, ξ))
· g−(B−(x, ξ)) d vol(x, ξ). (5.23)
Using the (t, ζ, η) parametrization provided by the map Θz, Lemma 5.1, as well as 〈x, z〉M =
〈η〉 cosh t and integrating in t
Iα,ε(z) =
∫
Ez
〈η〉−α−1(Φ+(x, ξ)Φ−(x, ξ))−2g+(B+(x, ξ))g−(B−(x, ξ))Fα(ε〈η〉) d vol(ζ, η),
(5.24)
where we note that Φ+(x, ξ)Φ−(x, ξ) and B±(x, ξ) depend only on (ζ, η) and not on t, ac-
cording to the proof of Lemma 5.3, and we introduced
Fα(τ) :=
∫
R
(cosh t)−αχ(τ cosh t) dt.
Note that Fα(τ) = 0 when τ ≥ 2, since suppχ ⊂ (−2, 2). In particular, the integral in (5.24)
is well-defined.
Performing another change of coordinates using the Ξz map (5.20), we obtain using Lemma
5.2 and Lemma 5.3
Iα,ε(z) = 1
4
∫
S˜2zH
3
〈η〉−αFα(ε〈η〉)(Φ+(z, η+)Φ−(z, η−))−2g+(B+(z, η+))
· g−(B−(z, η−)) dS(η−)dS(η+).
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Define S2zH
3 := SzH
3 × SzH3, so that using (5.21)
Iα,ε(z) = 2−2−α
∫
S2zH
3
|η+ + η−|αFα
( 2ε
|η+ + η−|
)
· (Φ+(z, η+)Φ−(z, η−))−2g+(B+(z, η+))g−(B−(z, η−)) dS(η−)dS(η+).
(5.25)
Note that the integral is well-defined as for |η+ + η−| small Fα( 2ε|η++η−|) = 0. Introduce the
functions in C∞(H3)
F±(x) :=
∫
S2
log P (x, y)g±(y) dS(y), x ∈ H3.
By (5.13) and the fact that g± integrate to 0 we see that F± are harmonic functions, i.e.
∆xF± = 0. Moreover, due to Γ-equivariance of g± in (5.6), (5.15), for each γ ∈ Γ:
F±(γ · x) =
∫
S2
logP (γ · x,Lγy′)g±(Lγy′)Nγ(y′)−2 dS(y′)
=
∫
S2
(
logNγ(y
′) + log P (x, y′)
)
g±(y′) dS(y′)
= F±(x) +
∫
S2
log(Nγ(y))g±(y) dS(y),
where in the first line we used the change of variables y = Lγy
′ and detLγ(y) = Nγ(y)−2
(see [DFG15, eq. (3.28)]). Therefore, the 1-forms u± := dF± are Γ-invariant and moreover
u± define harmonic 1-forms on Σ = Γ\H3 as F± are harmonic. We will identify 1-forms with
tangent vectors in TH3 ⊂ TR1,3 by the hyperbolic metric. One checks that
∇xP (x, y) = (1, y)P 2(x, y)− xP (x, y), (5.26)
where ∇ is the gradient with respect to the hyperbolic metric. Using that g± integrate to 0,
we have
u±(x) =
∫
S2
P (x, y)g±(y)(1, y) dS(y) ∈ TxH3. (5.27)
Now, we fix x and make the change of variables y = B±(x, ξ±) where ξ±(x, y) ∈ SxH3. By
(5.8), the Jacobian of the map ξ± 7→ y is equal to P (x, y)−2. By (5.7) we get (1, y) = ± ξ±±xP
and so using (5.9)
u±(x) = ±
∫
SxH3
Φ±(x, ξ±)−2g±(B±(x, ξ±))ξ± dS(ξ±)
+ x
∫
SxH3
=f±(x,ξ±)︷ ︸︸ ︷
Φ−2± (x, ξ±)g(B±(x, ξ±)) dS(ξ±)︸ ︷︷ ︸
=0
, (5.28)
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where the last integral vanishes by (5.10). It follows that, with u+(z)·u−(z) := −〈u+(z), u−(z)〉M ,
and using 〈ξ+, ξ−〉H3 = 12(|ξ+ + ξ−|2 − 2), as well as that f± integrate to zero by (5.10)
u+(z) · u−(z) = 1
2
∫
S2zH
3
|η+ + η−|2
(
Φ+(z, η+)Φ−(z, η−)
)−2
· g+(B+(z, η+))g−(B−(z, η−)) dS(η+)dS(η−).
(5.29)
We also compute ∆H3(u+ · u−). For that it is easiest to note 〈(1, y+, y−〉M = 1 − y+ · y−,
from (5.27)
u+(x) · u−(x) = −
∫
S2×S2
P (x, y+)P (x, y−)g+(y+)g−(y−)(1− y+ · y−) dS(y+)dS(y−).
Using (5.26) and (5.12), we compute
−∆x(P (x, y+)P (x, y−)) = 2P (x, y+)2P (x, y−)2(1− y+ · y−).
Therefore
−∆x(u+(x) · u−(x)) = −2
∫
S2×S2
P (x, y+)
2P (x, y−)2g+(y+)g−(y−)
· (1− y+ · y−)2 dS(y+)dS(y−).
Making the change of variables y± = B±(x, ξ±) as before and using
1− y+ · y− = 〈(1, y−), (1, y+)〉M =
〈 ξ+ + x
P (x, y+)
,
−ξ− + x
P (x, y−)
〉
M
=
|ξ+ + ξ−|2
2P (x, y+)P (x, y−)
,
as 〈x, ξ±〉M = 0, we finally obtain
−∆z(u+(z) · u−(z)) = − 1
2
∫
S2zH
3
|η+ + η−|4
(
Φ+(z, η+)Φ−(z, η−)
)−2
· g+(B+(z, η+))g−(B−(z, η−)) dS(η+)dS(η−).
(5.30)
Finally, we verify the assumption that g± integrate to zero and relate the harmonic 1-forms
u± to the harmonic one forms in Proposition 3.9.
Lemma 5.4. We have ∫
S2
g±(y)dS(y) = 0.
Moreover, for each u ∈ Res10 and v ∈ Res10∗ and f± defined in (5.4), we have
π∗(u ∧ dα) = u−, π∗(v ∧ dα) = u+.
Proof. By definition U+∗i vanish on the unstable bundle for i = 1, 2 and thus U
+∗
i (w,w) = 0
for w ∈ TxH3 under the identification given by the Sasaki splitting (3.7). Fixing an w ∈ SxH3
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and fixing an orthonormal, oriented basis of u, v ∈ {w}⊥ ⊂ TxH3
U+∗1 ∧ U+∗2
(
(0, u), (0, v)
)
= U+∗1 (0, u)U
+∗
2 (0, v) − U+∗1 (0, v)U+∗2 (0, u)
= −1
2
(
U+∗1 (u,−u)U+∗2 (v,−v)− U+∗1 (v,−v)U+∗2 (u,−u)
)
= −U+∗1 ∧ U+∗2 (U+1 , U+2 ) = −1,
where we used that U+1 , U
+
2 are an orthonormal basis of Es(x, v) (we work on G). Therefore
if ιx : SxH
3 −֒→ SH3, then
ι∗x
(
U+∗1 ∧ U+∗2
)
= −ι∗xψ,
according to (3.10). Now by Stokes’ theorem and since we are allowed to restrict du to each
fibre by [GS94, Corollary 7.9] we have
0 =
∫
SxH
3
dι∗xu = −
∫
SxH3
f−ι∗xψ = −
∫
SxH3
f−(x, ξ)dS(ξ).
By (5.10) the claim for g− follows, as well as the analogous claim for g+.
To see the second claim, we claim first that π∗(u ∧ α) = 0. This follows by duality, since
for any 3-form β on Σ ∫
SΣ
π∗(u ∧ α)β =
∫
SΣ
u ∧ dα ∧ π∗β = 0,
as α ∧ π∗β = 0, where we use (3.14). It follows that
π∗(u ∧ dα) = −dπ∗(u ∧ α) + π∗(du ∧ α) = π∗(du ∧ α).
By the definition (3.13) of the pushforward, we may formally compute the pushforward of
du ∧ α for (x, v) ∈ SΣ, ξ1, ξ2 ∈ ker dπv and η ∈ TxΣ
γv(ξ1, ξ2) = f−U+∗1 ∧ U+∗2 ∧ α(ξ1, ξ2, Lvη) = −f−ι∗xψ(ξ1, ξ2)αv(Lvη) = −f−ι∗xψ(ξ1, ξ2)〈v, η〉x,
so that
π∗(u ∧ dα)x(η) = −
∫
SxH3
f−(x, ξ)〈ξ, η〉xdSx(ξ) = (u−)x(ξ), (5.31)
by (5.28); here we note that the identification in (5.28) is via the hyperbolic metric. The
result now follows by continuity and the density of C∞(SΣ) ⊂ D′E∗u(SΣ). The equation for
the co-resonant state v is obtained similarly, observing that ι∗x(U
−∗
1 ∧U−∗2 ) = ι∗xψ, hence the
distinction in the sign.

5.3. On the regularization issues. It is evident that expressions (5.30) and (5.25) for
α = 4 are related. Here we give a precise description of this connection and outline our
strategy for the proof of the main theorem of the section. Recall from (5.25) that, fixing
α := 4 and writing I4,ε =: Iε
Iε(z) = 1
64
∫
S2zH
3
|η+ + η−|4F4
( 2ε
|η+ + η−|
)
f+(z, η+)f−(z, η−) dS(η+)dS(η−) (5.32)
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and
F4(τ) =
∫
R
(cosh t)−4χ(τ cosh t) dt, τ ≥ 0.
Note that (putting s := tanh t, ds = cosh−2 t dt, cosh−2 t = 1− s2)∫
R
(cosh t)−4 dt =
∫ 1
−1
(1− s2) ds = 4
3
.
Define
G(r) = r4
(4
3
− F4
(2
r
))
= r4
∫
R
(cosh t)−4
(
1− χ
(2 cosh t
r
))
dt, r > 0.
Making the change of variables s = sinh t we get
G(r) = r4
∫
R
〈s〉−5χ1
( r
〈s〉
)
ds (5.33)
where χ1 ∈ C∞c (R) is defined by
χ1(x) = 1− χ
(2
x
)
.
Therefore, G ∈ C∞(R). Next we introduce the fibre-wise operator Tε : L2(SzH3)→ L2(SzH3)
Tεf(η+) = 1
64
∫
SzH3
G
( |η+ − η−|
ε
)
f(η−) dS(η−). (5.34)
If we define f˜+(z, η) := f+(z,−η), we obtain
ε4〈Tεf˜+(z, •), f−(z, •)〉L2(SxH3)
=
1
64
∫
S2zH
3
|η+ + η−|4
(4
3
− F4
( 2ε
|η+ + η−|
))
f−(z, η−)f+(z, η+)dS(η−)dS(η+)
=
1
24
∆z(u+(z) · u−(z))− Iε(z),
(5.35)
by changing the variables η+ 7→ −η+ and using (5.30) and (5.32).
The hope is that Tε looks like a semiclassical pseudodifferential operator, with ε playing
the role of h. What we really need is a H−2−δ → H2+δ operator norm bound for any δ > 0
which is o(ε−4). Note that ∆ commutes with Tε. Next, we can compute powers of the
Laplacian applied to our operator. Finally, the L2 → L2 bound can be obtained by Schur’s
inequality.
5.4. Fibre-wise radial convolution operators. Let E be a Euclidean 3-space, i.e. a 3-
dimensional inner product space. We denote by SE ⊂ E the unit sphere equipped with the
subspace metric and by −∆S2E its positive Laplacian. Assume that F ∈ C
∞(R). Define the
radial convolution operator
AF : D′(S2E)→ C∞(S2E)
by
AF f(v) =
∫
S2E
F (|v − v′|2)f(v′) dSE(v′)
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where |v − v′| is the Euclidean distance between v, v′ ∈ S2E ⊂ E.
Fix an orthonormal basis e1, e2, e3 ∈ E, inducing a linear isometry j : E → R3 and denote
by (y1, y2, y3) the induced coordinates on R
3. Note that AF j
−∗ = j−∗AF on C∞(S2E), where
j−∗ is the pullback by j−1 and the AF on the left hand side acts on C∞(S2). Thus from
now on we identify S2 and S2E via j, as well as the corresponding actions of AF . Note that
j−∗ : Hs(S2E) → Hs(S2) is an isometric isomorphism for any index s ∈ R of the Sobolev
space Hs.
We first note that AF is a function of the Laplacian −∆S2 . Indeed, since |y − y′| is
invariant under rotating y, y′ simultaneously, we see that AF commutes with the vector
fields generating the Lie algebra of rotations
V1 = y2∂y3 − y3∂y2 , V2 = y3∂y1 − y1∂y3 , V3 = y1∂y2 − y2∂y1 .
Thus AF also commutes with the spherical Laplacian ∆S2 = V
2
1 + V
2
2 + V
2
3 . Now, each
eigenspace of ∆S2 is an irreducible representation of the Lie algebra so(3), and AF gives a
homomorphism of this representation, so it must be a scalar.
We have the following useful formula for composing AF with the spherical Laplacian:
Lemma 5.5. The following formula holds
AF∆S2 = ∆S2AG = AG, G(r) = (4− r)rF ′′(r) + (4− 2r)F ′(r). (5.36)
Proof. Directly from the definition we get G(y, y′) = ∆yF (|y−y′|2). Fix spherical coordinates
with y′ = (0, 0,−1) and y = (cos θ cosϕ, cos θ sinϕ, sin θ), so that |y−y′|2 = 2+2 sin θ. From
the formula for ∆S2 in spherical coordinates we get
G(y, y′) = ∆y
(
F (|y − y′|2)) = 1
cos θ
∂
∂θ
(
cos θ
∂
∂θ
)
F (2 + 2 sin θ)
= −4 sin θ∂rF + 4cos2 θ∂2rF =
(
(4− 2r)∂rF + r(4− r)∂2rF
)
(|y − y′|2),
where we used the substitution r = 2 + 2 sin θ. This completes the proof. 
From here we deduce an estimate on AF between Sobolev spaces.
Lemma 5.6. Let s1, s2 ∈ R with s1 ≥ s2 and k := s1 − s2 ∈ Z≥0. The following holds
‖AF ‖Hs1 (S2)→Hs2 (S2) ≤ Ck
2k∑
j=0
‖rmax(j−k,0)∂jrF (r)‖L1([0,4]). (5.37)
Proof. As in Lemma 5.5, take y = (0, 0,−1) and write y′ = (cos θ cosϕ, cos θ sinϕ, sin θ) in
spherical coordinates, to compute∫
S2
|F (|y − y′|2)| dS(y′) = 2π
∫ π/2
−π/2
|F (2 + 2 sin θ)| cos θ dθ = π
∫ 4
0
|F (r)| dr.
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Thus by Schur’s inequality we have
‖AF ‖L2(S2)→L2(S2) ≤ π
∫ 4
0
|F (r)| dr. (5.38)
Recall that Hs(S2) = (1−∆S2)−
s
2L2(S2) for s ∈ R, so using that AF commutes with ∆S2
‖AF ‖Hs1→Hs2 = ‖(1−∆S2)kAF ‖L2→L2 ≤ π
∥∥(r(r−4)∂2r+(2r−4)∂r+1)kF (r)∥∥L1([0,4]), (5.39)
where we used (5.36) and (5.38). To prove (5.37), we write
(
r(r − 4)∂2r + (2r − 4)∂r + 1
)k
=
2k∑
j=0
Pj,k(r)∂
j
r ,
where Pj(r) is a polynomial in r. Define Pj,k = 0 for j < 0 or j > 2k and observe that
degPj,k = j for 0 ≤ j ≤ 2k. Moreover, we have the following inductive formulas
Pj,k+1 = Pj,k + (2r − 4)
(
Pj−1,k + ∂rPj,k
)
+ r(r − 4)(Pj−2,k + 2∂rPj−1,k + ∂2rPj,k). (5.40)
We claim that rmax(j−k,0) divides Pj,k(r) and prove this by induction on k. The case k = 1 is
clear and to check the inductive step, we may assume j ≥ k+2. By the inductive hypothesis,
we then have rj−k divides Pj,k, rj−k−1 divides Pj−1,k and rj−k−2 divides Pj−2,k. Combining
this with (5.40) yields the result, i.e. rj−k−1 divides Pj,k+1. The final estimate now follows
from (5.39) by observing
∥∥(r(r − 4)∂2r + (2r − 4)∂r + 1)kF (r)∥∥L1([0,4]) ≤ Ck 2k∑
j=0
‖rmax(j−k,0)∂jrF (r)‖L1([0,4]).

5.5. Our application. We would like to put the operator Tε into our framework of fibre-wise
radial convolutions developed in the previous section. First we re-scale G and define
Fε(r) = r
2
∫
R
〈s〉−5χ˜
( r
ε2〈s〉2
)
ds, (5.41)
where χ˜ ∈ C∞c (R) is defined by
1− χ(τ) = χ˜(4τ−2), τ > 0,
and symmetrically extending to χ˜(−t) = χ˜(t). We see that χ˜(x) = 0 for |x| ≥ 4, χ˜(x) = 1
for |x| ≤ 1. Thus
Fε(r
2) = ε4
(r
ε
)4 ∫
R
〈s〉−5
(
1− χ
(2ε〈s〉
r
))
= ε4G
(r
ε
)
,
where we used (5.33). Therefore from the definition of Tε we get
AFε = 64ε
4Tε. (5.42)
According to the previous section, our task from now on will be to prove some derivative
bounds on Fε depending on powers of ε.
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Lemma 5.7. The following derivative bounds hold, for some C = C(j, ℓ) > 0
‖rℓ∂jrFε(r)‖L1([0,4]) ≤

Cε4, j < ℓ+ 1;
Cε4 log(1/ε), j = ℓ+ 1;
Cε6−2j+2ℓ, j > ℓ+ 1.
(5.43)
As a consequence, we obtain for some C = C(k) > 0
‖(1 −∆S2)kAFε‖L2(S2)→L2(S2) ≤

Cε4, k = 0;
Cε4 log(1/ε), k = 1;
Cε6−2k, k ≥ 2.
(5.44)
Proof. From the definition (5.41) of Fε we obtain
∂jrFε(r) = ε
4−2j
∫
R
〈s〉−1−2jχj
( r
ε2〈s〉2
)
ds, χj(τ) := ∂
j
τ (τ
2χ˜(τ)). (5.45)
Now we compute for all j, ℓ ≥ 0
rℓ∂jrFε(r) = ε
4−2j+2ℓ
∫
R
〈s〉−1−2j+2ℓχjℓ
( r
ε2〈s〉2
)
ds, χjℓ(τ) := τ
ℓ∂jτ (τ
2χ˜(τ)). (5.46)
Next, we claim that for all j, ℓ ≥ 0 and some Cjℓ > 0
‖rℓ∂jrFε(r)‖L1([0,4]) ≤ Cjℓε4−2j+2ℓ
∫
R
〈s〉−1−2j+2ℓmin ((ε2〈s〉2)−ℓ−max(0,2−j), ε2〈s〉2, 1) ds.
(5.47)
To see this, compute using (5.46)
‖rℓ∂jrFε(r)‖L1([0,4]) = ε4−2j+2ℓ
∫
R
〈s〉−1−2j+2ℓ
∫ 4
ε2〈s〉2
0
|χjℓ|(t)ε2〈s〉2dtds
≤ Cε4−2j+2ℓ
∫
R
〈s〉−1−2j+2ℓmin(1, ε2〈s〉2)ds,
where we used the substitution t = r
ε2〈s〉2 and the fact that supp(χjℓ) ⊂ [−4, 4]; note C =
4‖χjℓ‖L∞ . For the first part of (5.47), use the expansion
χj(τ) = τ
2∂jτ χ˜(τ) + j · 2τ · ∂j−1τ χ˜(τ) +
(
j
2
)
2∂j−2τ χ˜(τ)
to estimate∫ 4
0
|χjℓ|
( r
ε2〈s〉2
)
dr = (ε2〈s〉2)−ℓ
∫ 4
0
rℓ|χj |
( r
ε2〈s〉2
)
dr ≤ C(ε2〈s〉2)−ℓ−max(0,2−j),
for some C > 0 depending on j, ℓ (and χ˜). Combined with (5.46), this completes the proof
of (5.47).
Consider the case j > ℓ+ 1 of (5.43). Using (5.47), we obtain
‖rℓ∂jrFε(r)‖L1([0,4]) ≤ Cε4−2j+2ℓ
∫
R
〈s〉−1−2j+2ℓε2〈s〉2ds ≤ Cε6−2j+2ℓ
∫
R
〈s〉1−2j+2ℓds,
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where the integral in the s variable converges as 1− 2j + 2ℓ < −1.
Next, assume j = ℓ+ 1. By (5.47) we estimate
‖rℓ∂jrFε(r)‖L1([0,4]) ≤ Cε4
∫
R
〈s〉−1min(ε−2〈s〉−2, 1)ds
≤ Cε4
∫ √ε−2−1
0
〈s〉−1ds+ Cε2
∫ ∞
√
ε−2−1
〈s〉−3ds
≤ Cε4 log(ε−1) + Cε4 ≤ Cε4 log(ε−1).
Here we used that ε−2〈s〉−2 ≤ 1 if and only if s ≥ √ε−2 − 1. Also note that C > 0 changes
from line to line.
Assume finally j < ℓ+ 1. We write using (5.45)
‖rℓ∂jrFε(r)‖L1([0,4]) = ε4−2j
∫
R
〈s〉−1−2j
∫ 4
0
rℓ|χj |
( r
ε2〈s〉2
)
drds
≤ Cε4−2j
∫
R
〈s〉−1−2j
∫ 4
0
rj−
1
2 |χj |
( r
ε2〈s〉2
)
drds
≤ Cε4−2jε2(j− 12 )
∫
R
〈s〉−1−2j〈s〉2(j− 12 )
∫ 4
0
|χj|
( r
ε2〈s〉2
)
drds
≤ Cε3
∫
R
〈s〉−2
∫ 4
ε2〈s〉2
0
|χj|(t)ε2〈s〉2dtds
≤ Cε5
∫
R
min(1, ε−2〈s〉−2)ds
≤ Cε5
∫ √ε−2−1
0
ds+ Cε3
∫ ∞
√
ε−2−1
〈s〉−2ds
≤ Cε4 + Cε4 ≤ Cε4.
In the second line we used that rℓ ≤ Crj− 12 for r ∈ [0, 4] for some C > 0, where we used the
assumption j ≤ ℓ. In the third line we used that suppχj ⊂ [−4, 4], so r ≤ 4ε2〈s〉2 on this
set. Next, we substituted t = r
ε2〈s〉2 . Finally, we used suppχj ⊂ [−4, 4] again and estimated
|χj | trivially. This completes the proof of (5.43).
To show (5.44), we consider first k = 0. By Lemma 5.6 and (5.43) we obtain
‖AFε‖L2(S2)→L2(S2) ≤ C‖Fε‖L1(0,4) ≤ Cε4.
Next, for k = 1 we obtain similarly
‖(1−∆S2)AFε‖L2(S2)→L2(S2) ≤ C(‖Fε‖L1(0,4) + ‖∂rFε‖L1(0,4) + ‖r∂2rFε‖L1(0,4))
≤ Cε4 + Cε4 log(ε−1) ≤ Cε4 log(ε−1).
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Finally, for k ≥ 2 we have
‖(1 −∆S2)kAFε‖L2(S2)→L2(S2) ≤ C
2k∑
j=0
‖rmax(j−k,0)∂jrF (r)‖L1([0,4])
≤ Cε4 + Cε4 log(ε−1) +Cε6−2k ≤ Cε6−2k,
completing the proof. 
For s ∈ R and a compact manifold M , define Hs−(M) := ∩δ>0Hs−δ(M).
Lemma 5.8. We have f± ∈ H−2−(SΣ). Moreover the restrictions f±|Sx0Σ ∈ H−2−(Sx0Σ)
for any x0 ∈ Σ.
Proof. We consider only the case of f−; the case of f+ follows analogously. For the first
claim, recall that E∗u is a radial sink (see [DZ19, Definition E.50]) for the Hamiltonian flow
Hp on T
∗SΣ generated by the semiclassical symbol of −ihX, by the definition of an Anosov
flow (2.2). Recall that f− ∈ D′E∗u(SΣ) and set P := −ihX + 2ih. Then Pf− = 0 and note
that h−1 ImP = 2 where ImP is the imaginary part of P . Observe that
σh(h
−1 ImP ) + s
Hp〈ξ〉
〈ξ〉 = 2 + s
Hp〈ξ〉
〈ξ〉
is eventually negative if s < −2 near E∗u, in the sense of [DZ19, Proposition E.51], by (3.6).
Applying the low regularity radial estimate [DZ19, Theorem E.54] shows f− ∈ H−2−(SΣ).
Then, we observe that E∗u ∩ N∗(Sx0Σ) = {0}, where N∗ denotes taking the conormal
bundle. Indeed, assume ξ(Eu(x0, v)⊕ RX(x0, v)) = ξ(V(x0, v)) = 0. Using that Eu ⊕ RX ∩
V = {0} (by (3.7) or see [Kli95] more generally), by linearity and dimension counting we
immediately obtain ξ ≡ 0. Thus f−|Sx0Σ exists as a distribution (see [GS94, Corollary 7.9])
and we obtain the analogous result for f+.
By the first paragraph above, we obtain that the lift of f± to SH3 belongs to H−2−loc (SH
3).
From (5.5) and since Φ± is smooth and positive we obtain B∗±g± is in H
−2−
loc (SH
3). Finally,
since B± is a submersion we obtain g± ∈ H−2−(S2). Using that the restriction B±|Sx0H3 :
Sx0H
3 → S2 is a diffeomorphism, this implies that f±|Sx0H3 ∈ H−2−(Sx0H3) which concludes
the proof.

5.6. Relation with a global convolution operator. We now study in more detail the
convolution operator
Qs : C
∞
0 (H
3)→ C∞(H3), Qsf(z) :=
∫
H3
〈x, z〉−sM f(x) d vol(x).
By going to polar coordinates at a given point and using (5.22), we note that the integral
converges absolutely for any s > 2. Note that for any γ ∈ G, Qs is G-equivariant, i.e. it
satisfies for γ∗(Qsf) = Qsγ∗f for any f ∈ C∞0 (H3). Thus we may consider Qs as a map
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Qs : L
∞(Σ) → L∞(Σ), C∞(Σ) → C∞(Σ) where we view L∞(Σ), C∞(Σ) as the set of Γ-
invariant functions in L∞(H3), C∞(H3). In fact, an estimate of the following form can be
obtained for f ∈ L∞(Σ) and any z ∈ H3, s ∈ R and ε > 0
∣∣∣ ∫
〈x,z〉M≤ 1ε
〈x, z〉−sM f(x)d vol(x)
∣∣∣ ≤ {C‖f‖∞(1 + εs−2), s 6= 2,
C‖f‖∞(1 + | log ε|), s = 2.
(5.48)
Here C = C(s) > 0. Next, Qs commutes with the hyperbolic Laplacian ∆H3 and we compute,
using (5.14)
(−∆H3 − s(2− s))Qs = s(s+ 1)Qs+2.
Thus for each k and each s > 2, we have
∆k
H3
Qs∆
k
H3
: L∞(Σ)→ L∞(Σ),
which implies that Qs actually defines a smoothing operator:
Qs : D′(Σ)→ C∞(Σ).
We may then relate the regularisation Iα,ε with Qs.
Lemma 5.9. We have for s > 2 and any w ∈ D′(Σ)
lim
ε→0
Is,ε(z) = Qsw(z).
Proof. Write w = (1 − ∆Σ)kw′ where k ∈ Z≥0 and w′ ∈ L∞(Σ). Integrating by parts and
using that Qs commutes with ∆H3 , the first claim is equivalent to
lim
ε→0
∫
H3
(1−∆H3)k
(
χ(ε〈x, z〉M )〈x, z〉−sM
)
w′(x)d vol(x) =
∫
H3
(1−∆H3)k(〈x, z〉−sM )w′(x)d vol(x).
To prove this, we claim that there is an expansion, for each k ≥ 0
(1−∆H3)k
(
χ(ε〈x, z〉M )〈x, z〉−sM
)
= 〈x, z〉−sM
2k∑
j=0
εjχ(j)
(
ε〈x, z〉M
)
Pj,k(〈x, z〉M ), (5.49)
where χ(j) denotes the j-th derivative of χ, Pj,k is a Laurent polynomial of positive degree
j4 and
P0,k(〈x, z〉M ) = 〈x, z〉sM (1−∆H3)k〈x, z〉−sM .5
4A Laurent polynomial of the form
∑P
i=−N ait
i is said to have positive degree P .
5This is a polynomial of positive degree 0 by iterating (5.14).
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Given the expansion (5.49), we prove the main result as follows. Consider a 1 ≤ j ≤ 2k and
compute ∣∣∣ ∫
H3
〈x, z〉−sPj,k(〈x, z〉M )εjχ(j)(ε〈x, z〉M )w′d vol(x)
∣∣∣
≤ ‖χ(j)‖∞‖w′‖∞εj
∫
1
ε
≤〈x,z〉M≤ 2ε
〈x, z〉−sPj,k(〈x, z〉M )d vol(x)
≤ C‖χ(j)‖∞‖w′‖∞εj
∫
〈x,z〉M≤ 2ε
〈x, z〉−(s−j)d vol(x)
≤ C‖χ(j)‖∞‖w′‖∞εj ·
{
(1 + εs−j−2), j 6= s− 2,
(1 + | log ε|), j = s− 2,
= o(1).
(5.50)
In the second line we used that j ≥ 1 and χ = 1 on [−1, 1] and suppχ ⊂ [−2, 2], in the third
one that Pj,k is a Laurent polynomial of positive degree j, so the highest (positive) degree
part dominates in the range of integration for ε small and finally we used (5.48). Thus by
(5.50)
Is,εw(z) =
2k∑
j=0
εj
∫
H3
〈x, z〉−sM χ(j)(ε〈x, z〉M )Pj,k(〈x, z〉M )w′(x)d vol(x)
= o(1) +
∫
H3
〈x, z〉−sM χ(ε〈x, z〉M )w′(x)d vol(x),
and the main claim now follows upon taking ε→ 0, since the integral converges absolutely.
We now show (5.49) by induction; the case k = 0 is clear and we may assume (5.49) holds
for all positive integers ≤ k. We compute various contributions coming from the expression
(1−∆H3)
(
〈x, z〉−sM
2k∑
j=0
εjχ(j)
(
ε〈x, z〉M
)
Pj,k(〈x, z〉M )
)
. (5.51)
Observe firstly that the term with no derivatives on χ precisely equals
〈x, z〉−sχ(ε〈x, z〉M )P0,k+1(〈x, z〉M ),
where P0,k+1 = 〈x, z〉sM (1 − ∆H3)k+1〈x, z〉−sM . Next, recalling the formula (checked using
normal coordinates) −∆g(f◦h) = −f ′′◦h|∇gh|2+f ′◦h(−∆gh), where (M,g) is a Riemannian
manifold, −∆g is the Laplacian, f ∈ C∞(R;R) and h ∈ C∞(M ;R) are functions, we obtain
−∆H3χ(ε〈x, z〉M ) = −ε2χ(j+2)(ε〈x, z〉M )|∇H3〈x, z〉M |2 + εχ(j+1)(ε〈x, z〉M )(−∆H3〈x, z〉M )
= −ε2χ(j+2)(ε〈x, z〉M )(〈x, z〉2M − 1)− 3εχ(j+1)(ε〈x, z〉M )〈x, z〉M ,
(5.52)
where we use formula (5.14) and also
|∇H3〈x, z〉M |2 =
1
2
∆H3〈x, z〉2M −∆H3〈x, z〉M 〈x, z〉M = 〈x, z〉2M − 1. (5.53)
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Moreover, consider for ℓ ≤ j
∇χ(j)(ε〈x, z〉M ) · ∇〈x, z〉ℓM = χ(j+1)(ε〈x, z〉M )ε|∇〈x, z〉M |2ℓ〈x, z〉ℓ−1M
= ℓεχ(j+1)(ε〈x, z〉M )(〈x, z〉ℓ+1M − 〈x, z〉ℓ−1M ),
(5.54)
where we use (5.53). Finally, using (5.14) again the expression −∆H3Pj,k(〈x, z〉M ) is a Lau-
rent polynomial of positive degree j. Applying this, (5.52) and (5.54) to (5.51) shows that
the expansion of (5.51) is of the required form, thus completing the proof of the induction
step. 
We are in good shape to prove the main theorem of the section.
Proof of Theorem 2. Define cε(λ) by AFεu = cε(λ)u whenever −∆S2u = λ2u. If we assume
u is in addition L2-normalised, we have for k ≥ 0
〈λ〉2kcε(λ) = ‖(1−∆S2)kAFεu‖L2(S2),
which combined with the estimates in (5.44) gives
|cε(λ)| ≤ Cε4min(1, 〈λ〉−2 log(1/ε)),
|cε(λ)| ≤ Ckε6(ε〈λ〉)−2k , k ≥ 2.
(5.55)
Coming back to (5.35), we write for any δ > 0 using (5.42) and Cauchy-Schwartz
|〈ε4Tεf˜+, f−〉L2(SzH3)| ≤ Cε4‖Tεf˜+‖H2+δ‖f−‖H−2−δ
≤ C‖f−‖H−2−δ‖f+‖H−2−δ‖(1 −∆S2)2+δAFε‖L2
≤ C sup
λ
(〈λ〉4+2δ |cε(λ)|)
≤ C( sup
λ
(〈λ〉4|cε(λ)|))1−δ · ( sup
λ
(〈λ〉6|cε(λ)|))δ = O(ε2−2δ).
Here we write C > 0 for some constant independent of ε and use Lemma 5.8 which guarantees
f±|SzH3 ∈ H−2−δ(SzH3). In the last line we used (5.55). Alternatively, use the Sobolev
interpolation bound directly
‖AFε‖H−2−δ→H2+δ ≤ C‖AFε‖1−δH−2−δ→H2−δ‖AFε‖δH−2−δ→H4−δ = O(ε2−2δ),
where we applied Lemma 5.6.
This shows the remainder term in (5.35) goes to zero (once we take 0 < δ < 1) as ε → 0
and thus
lim
ε→0
I4,ε(z) = 1
24
∆z(u+(z) · u−(z)).
The main claim now follows directly from Lemma 5.9. 
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6. Proof of the Main Theorem
In this section we prove our main result: generic conformal metric perturbations of closed
hyperbolic 3-manifolds yield resonant spaces of smaller dimension and the order of vanishing
of the Ruelle zeta function changes accordingly. In order to do this, we study rescaling under
metric perturbation and implement the convolution relation from the previous section in a
first order variational formula.
6.1. Metric rescaling. Let g1, g2 be Riemannian metrics on a manifoldM with unit tangent
bundles π1 : SM1 →M and π2 : SM2 →M . We have a scaling map
ρ : SM1 → SM2, (x, v) 7→
(
x,
v√
g2(v, v)
)
which is a fibre-bundle isomorphism covering the identity onM . For i = 1, 2, denote by αi the
induced contact 1-form on SMi. Let us compute ρ
∗α2, for (x, v) ∈ SM1 and ξ ∈ T(x,v)SM1
(ρ∗α2)(x,v)(ξ) = (α2)ρ(x,v)(dρ(ξ)) = g2
(
dπ2dρ(ξ), v/
√
g2(v, v)
)
= (g2(v, v))
−1/2g2(dπ1(ξ), v).
(6.1)
Next, let gs be a smooth family of Riemannian metrics on M with g0 =: g and let h be the
symmetric 2-tensor given by
h :=
∂gs
∂s
∣∣∣
s=0
,
that is, the tangent vector at zero to the curve of metrics. Now let αs := ρ
∗
sαgs , which is a
family of contact forms on SM = {(x, v) ∈ TM : |v|g = 1}; denote α := α0. Using (6.1) we
get for β := ∂sαs|s=0:
β(x,v)(ξ) = −
1
2
h(v, v)α(x,v)(ξ) + h(dπ(ξ), v).
In particular
2ιXβ = h(v, v).
For a smooth conformal deformation of the metric gs = e
−2fsg, we get
β = −∂sfs|s=0 α.
Assume now (Σ, g) is a closed, oriented hyperbolic 3-manifold. Combining the computations
above with Lemma 4.2, we obtain
Lemma 6.1. If the bilinear form 〈〈∂sfs|s=0•, •〉〉 is non-degenerate on d(Res10) × d(Res10∗),
then the conclusions of Lemma 4.2 hold for the metric perturbation gs = e
−2fsg.
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6.2. Conformal metric perturbations. As before, consider a closed oriented hyperbolic
3-manifold (Σ, gH) and a family of smooth conformal metric perturbations gs = e
−2shgH for
some h ∈ C∞(Σ). We will say a property is generic if it holds on an open and dense set
of the relevant function space. We will add the superscript (s) to all s-dependent objects:
denote by P
(s)
k,0 the corresponding Lie derivatives and bym
(s)
k,0(0) the dimensions of generalised
resonant spaces, analogously to Section 2.2. Our main result is
Proof of Theorem 1. By Lemma 6.1, it suffices to show that the condition that 〈〈h•, •〉〉 is
non-degenerate on d(Res10)×d(Res10∗) is generic. It is clear from the definition that it is open,
so we just need to show it is dense.
Introduce the following sets
F− = {f− : f−U+∗1 ∧ U+∗2 = du for some u ∈ Cψ} ⊂ Res0(−2i),
F+ = {f+ : f+U−∗1 ∧ U−∗2 = dv for some v ∈ Cψ∗} ⊂ Res0∗(−2i).
(6.2)
We claim that F+ = J ∗F−. To see this, note that J ∗E∗u = E∗s , J ∗ιX = −ιXJ ∗ and observe
(J ∗ψ)(x,v)(ξ, η) = ψ(x,−v)(dJ ξ, dJ η) = ψ(x,−v)
(
(ξH ,−ξV ), (ηH ,−ηV )
)
= 〈i−vξH , ηH〉 − 〈i−vξV , ηV 〉 = −ψ(x,v)
(
ξ, η).
Here we used (3.5), i−v = −iv and that dJ (ξH , ξV ) = (ξH ,−ξV ). Therefore, using Proposi-
tion 3.1 and (2.9)
ψ ∧ J ∗Cψ = J ∗(−ψ ∧ Cψ) = dα ∧ C∗.
This shows J ∗Cψ = Cψ∗, which combined with J ∗(U+∗1 ∧ U+∗2 ) = U−∗1 ∧ U−∗2 proves the
claim.
By Lemma 3.5 we may identify d(Res10)
∼= F− and d(Res10∗) ∼= F+ and so we recast the
pairing 〈〈h•, •〉〉 as
Ph(f−, f ′−) := 〈〈hdu, dv〉〉 =
∫
SΣ
hf−J ∗f ′−d volSΣ =
∫
Σ
hπ∗(f−J ∗f ′−)d volΣ, (6.3)
where f−, f ′− ∈ F−, u ∈ Cψ corresponds to f− and v ∈ Cψ∗ to J ∗f ′−, according to (6.2). Since
J preserves volume (but reverses orientation), we obtain that Ph is symmetric:
Ph(f−, f ′−) = Ph(f ′−, f−). (6.4)
Next, we claim that
π∗(f−J ∗f−) 6= 0 if 0 6= f− ∈ F−. (6.5)
To see this, assume π∗(f−J ∗f−) = 0 and apply the operator Q4 to obtain by Theorem 2
0 = Q4π∗(f−J ∗f−) = 1
24
∆Σ(|u−|2).
Here u− = π∗(u ∧ dα) and we note that the harmonic form u+ corresponding to J ∗u (see
(5.31) and Lemma 5.4) is given by
(u+)x(η) = π∗(J ∗u ∧ dα)x(η) =
∫
SxΣ
J ∗f−〈ξ, η〉xdS(ξ) = (u−)x(η),
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where x ∈ Σ and η ∈ TxΣ and we changed variables in SxΣ using J . This implies that |u−|2
is constant and since u− is also harmonic, Proposition C.3 implies u− ≡ 0, and so f− = 0 by
Proposition 3.9. This contradicts our assumption and shows (6.5).
Identifying F− ∼= Rb1(Σ) and using (6.4), we may identify each Ph with a symmetric matrix.
Now pick an arbitrary h ∈ C∞(Σ); we show it may be approximated arbitrarily well with
“good” perturbations. Assume rankPh = k < b1(Σ) is not of full rank and diagonalise it,
obtaining an orthonormal basis e1, . . . , eb1 , such that Phei = λiei and λi = 0 for i > k, λi 6= 0
for i ≤ k. By (6.5), there is a function f ∈ C∞(Σ) such that 〈π∗(ek+1J ∗ek+1), f〉L2 6= 0 and
so by (6.3), Pf (ek+1, ek+1) 6= 0. Denote by P(k+1)h+tf the upper left k+1 by k+1 submatrix of
Ph+tf , so that for some parameter t (cf. Lemma A.1):
∂t|t=0 detP(k+1)h+tf = 〈Pfek+1, ek+1〉λ1 · · ·λk 6= 0.
Thus for all t 6= 0 sufficiently small, the rank of Ph+tf is at least k + 1. We may do this
inductively to obtain a perturbation h+ f of h for which Ph+f is invertible, where f can be
chosen arbitrarily close to zero in C∞(Σ). This completes the proof. 
Remark 6.1. It is evident from the proof of Theorem 1 that the same argument would yield
the main result for more general perturbations e−2hsgH of the hyperbolic metric, where
hs ∈ C∞((−1, 1) × Σ) is generic.
Appendix A. Supplementary proofs
A.1. An elementary statement on the product of two distributions.
Lemma A.1. For some n ∈ N, let I± ⊂ {1, . . . , n} be two index sets with I+ ∪ I− =
{1, . . . , n}, and let a+, a− ∈ D′(Rn) be distributions such that
∂xi±a± = 0 ∀ i± ∈ I±, (A.1)
which in particular implies that their product a+a− ∈ D′(Rn) is well-defined since the
Ho¨rmander wave front set condition [Ho¨r03, Thm. 8.2.10] is fulfilled. Then one has
a+a− = 0 =⇒ a+ = 0 or a− = 0.
Proof. Let V± := {(x1, . . . , xn) : Rn : xi = 0 ∀ i ∈ I±} and ι± : V± → Rn the inclusions.
Then the pullbacks ι∗±a± ∈ D′(V±) are well-defined because (A.1) implies that WF(a±) is
disjoint from the conormal bundle of ι±(V±) in Rn, and moreover (A.1) implies
a±(ϕ) = ι∗±a±(ϕ ◦ ι±) ∀ ϕ ∈ C∞c (Rn), (A.2)
as can be seen by approximating the a± with smooth functions, for example. Let p± : Rn →
V± be the orthogonal projections. Then (A.2) implies
a± = p∗±ι
∗
±a±, (A.3)
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where the pullbacks along p± are well-defined because the p± are submersions. Recall (e.g.,
from [Ho¨r03, Thm. 8.2.10]) that the product a+a− ∈ D′(Rn) is defined by
a+a− ≡ ∆∗(a+ ⊗ a−) (A.4)
with ∆ : Rn → Rn ⊕ Rn the diagonal map and a+ ⊗ a− ∈ D′(Rn × Rn) the tensor product
(see [Ho¨r03, Thm. 5.1.1] for the definition). Inserting (A.3) into (A.4) yields
a+a− = ∆∗((p∗+ι
∗
+a+)⊗ p∗−ι∗−a−) = ((p+ ⊕ p−) ◦∆)∗(ι∗+a+ ⊗ ι∗−a−). (A.5)
Here the map Π := (p+ ⊕ p−) ◦ ∆ : Rn → V+ ⊕ V− is the orthogonal projection onto
V+ ⊕ V− ⊂ Rn and therefore surjective, which implies that the pullback along Π is injective.
Now, suppose that a+a− = 0. Then (A.5) and the injectivity of Π∗ imply that ι∗+a+⊗ι∗−a− =
0, hence ι∗+a+ = 0 or ι∗−a− = 0 by definition of the tensor product, and we conclude from
(A.3) that a+ = 0 or a− = 0. 
A.2. A linear algebra lemma.
Lemma A.2. Denote by ⊗2SRn the space of symmetric real n × n matrices. Assume that
V ⊂ ⊗2SRn is a subspace such that for each v ∈ Rn \ {0} there exists B ∈ V such that
〈Bv, v〉 6= 0. Then V contains an invertible matrix.
Proof. Let A ∈ V be a matrix of maximal rank in V . We assume that k := rankA < n
and reach a contradiction. After conjugation by an orthogonal matrix, we may assume that
A = diag(λ1, . . . , λk, 0, . . . , 0) is a diagonal matrix where λ1, . . . , λk 6= 0. Let ek+1 be the
k + 1-st vector in the canonical basis of Rn. By the assumption of the lemma, there exists
B ∈ V such that 〈Bek+1, ek+1〉 6= 0. Consider the matrix At = A+tB ∈ V for t ∈ R and let ft
be the minor of At which is the determinant of the matrix of the first k+1 rows and columns of
At. Then f0 = 0 and a direct computation shows that ∂tft|t=0 = 〈Bek+1, ek+1〉λ1 . . . λk 6= 0.
Therefore, for t 6= 0 small enough we have ft 6= 0. This implies that rankAt ≥ k + 1, giving
a contradiction since At ∈ V . 
Appendix B. Continuous invariant 2-forms and horocyclic invariance for
resonant 1-forms
Let Σ be a hyperbolic 3-manifold. In this Appendix we show in a self-contained way,
that if u ∈ Res10 then u is invariant under unstable horocyclic operators, as well as that the
dimension of the space of continuous invariant 2-forms on Σ equals two. The former claim
was proven by [KW20, Equation (2.2)] and here we give an alternative geometric proof of
this result. The latter claim was shown in [Kan93, Claim 3.3] and we give a short proof of
this fact for completeness.
Recall that J ′ is defined in (3.8) as J ′v(ξH , ξV ) = (−ξV , ξH) and ℓ in (3.28) as ℓv(ξH , ξV ) =
(ξV , ξH) on kerαv. Note that J
′ℓ = −ℓJ ′ and ⋆2 = Id since we are in an odd dimensional
manifold and recall that L∗X = − ⋆LX ⋆. Here the Hodge star ⋆ is with respect to the Sasaki
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metric gS on SΣ defined by declaring the splitting into horizontal and vertical subbundles
to be orthogonal
‖(ξH , ξV )‖2v := ‖ξH‖2x + ‖ξV ‖2x.
Proposition B.1. The following relations hold
1. LX J ′ = 2J ′ℓ.
2. L∗X = − ⋆ LX ⋆ = −LX +2ℓ∗ on C∞(SΣ;Ω10).
3. We have on
L∗X = −LX on C∞(SΣ;E∗u ⊗ E∗s ) ⊂ C∞(SΣ;Λ2(E∗u ⊕ E∗s )),
L∗X = −LX +4 on C∞(SΣ;E∗s ∧ E∗s ),
L∗X = −LX −4 on C∞(SΣ;E∗u ∧ E∗u).
Proof. To see the first point, compute for ξ = (w,w) ∈ Eu(v)
(LX J ′)v(ξ) = ∂t|t=0(dϕ−t)ϕtvet(−ew(t), ew(t)) = ∂t|t=0e2t(−w,w) = 2(−w,w).
Here we used that dϕt(w,±w) = e±t(ew(t),±ew(t)) (see (3.6)). Similarly for ξ = (w,−w) ∈
Es(v) we obtain (LX J ′)v(ξ) = −2(w,w) and combining the two computations gives LX J ′ =
2J ′ℓ.
To see the second item, we claim first that for β ∈ Ω10(v)
⋆ β = α ∧ dα ∧ J ′∗β. (B.1)
Pick an oriented orthonormal basis X(v), ξ1, ξ2 ∈ H(v) and add J ′vξ1, J ′vξ2 ∈ V(v) to complete
the oriented orthonormal frame at (x, v). Then, if the upper star denotes the dual basis to
{X(v), ξ1, ξ2, J ′vξ1, J ′vξ2}
ξ∗1 ∧ α ∧ dα ∧ ξ∗1J ′v(X, ξ1, ξ2, J ′vξ1, J ′vξ2) = −dα ∧ ξ∗1J ′v(ξ2, J ′vξ1, J ′vξ2) = 1. (B.2)
Here we used that J ′2v = −1 on kerα and (dα)v(ξ2, J ′vξ2) = −1 by (3.9). Similarly
(J ′vξ1)
∗ ∧ α ∧ dα ∧ (J ′vξ1)∗J ′v = ξ∗1 ∧ α ∧ dα ∧ ξ∗1J ′v = (d volgS)v,
where we used ξ∗1J
′
v = −(J ′vξ1)∗ and (J ′vξ1)∗J ′v = ξ∗1 in the first equality and (B.2) in the
second. This proves (B.1), since by linearity we may always assume β = ξ∗1 or β = (J
′
vξ1)
∗.
If β ∈ C∞(SΣ;Ω10)
L∗X β = − ⋆ LX ⋆β = J ′∗ LX J ′∗β = −LX β + β ◦ (LX J ′)J ′ = −LX β + 2β ◦ ℓ,
by (B.1), ⋆2 = Id, J ′2 = − Id on kerα, the product rule and the first item above.
For the last item, we claim that
⋆γ = α ∧ J ′∗v γ, γ ∈ E∗s (v) ∧ E∗s (v)⊕ E∗u(v) ∧ E∗u(v), (B.3)
⋆γ = α ∧ J∗vγ, γ ∈ E∗u(v) ⊗E∗s (v) ⊂ Λ2v(E∗u ⊕ E∗s ). (B.4)
For (B.3), it suffices to consider γ = ξ∗1 ∧ ξ∗2 , where ξ1, ξ2 ∈ Eu(v) is an oriented orthonormal
basis. Here we orient both Eu(v) and Es(v) using the isomorphism dπv to {v}⊥ and note
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this is compatible with the orientation on SΣ. We complete the oriented frame by adding
X(v), J ′vξ1, J ′vξ2 and observe
ξ∗1 ∧ ξ∗2 ∧ α ∧ J ′∗v (ξ∗1 ∧ ξ∗2) = ξ∗1 ∧ ξ∗2 ∧ α ∧ (J ′vξ1)∗ ∧ (J ′vξ2)∗ = (d volgS)v.
For (B.4), consider unit ξ1 ∈ Eu(v) and ξ2 ∈ Es(v); complete this to an oriented orthonormal
basis {X(v), ξ1, Jvξ1, Jvξ2, ξ2}. Then
ξ∗1 ∧ ξ∗2 ∧ α ∧ J∗v (ξ∗1 ∧ ξ∗2) = ξ∗1 ∧ ξ∗2 ∧ α ∧ (Jvξ1)∗ ∧ (Jvξ2)∗ = (d volgS )v.
As ξ1 ∈ Eu(v) and ξ2 ∈ Es(v) were arbitrary and we may always choose γ = ξ∗1 ∧ ξ∗2 by
linearity, this proves (B.4). For the main claim, let γ ∈ C∞(SΣ;E∗s ∧ E∗s ) and compute
L∗X γ = − ⋆ LX ⋆γ = −J ′∗ LX J ′∗γ = −LX γ + γ((LX J ′)J ′·, ·) + γ(·, (LX J ′)J ′·)
= −LX γ + 2γ(ℓ·, ·) + 2γ(·, ℓ·)
= −LX γ + 4γ,
by item 1. above and the fact that ℓ = 1 on Eu. Note the minus sign in second equality
persists as (J ′∗)2 = 1 on E∗s ∧ E∗s . Similarly for γ ∈ C∞(SΣ;E∗u ∧ E∗u), as ℓ|Es = − Id
L∗X γ = −LX γ − 4γ.
Finally, for γ ∈ C∞(SΣ;E∗u ⊗ E∗s ) we compute
L∗X γ = − ⋆ LX ⋆γ = −J∗LX J∗γ = −LX γ,
as LX J = 0 by the line below (3.7). 
Introduce the operator acting on C∞(SΣ;Ω)
∇X := LX −L
∗
X
2
and note it satisfies ∇∗X = −∇X . We remark that ∇X coincides with the covariant derivative
of the canonical connection along X on SΣ, see [KW20, Equation (2.13)]. We are now in
shape to prove the horocyclic invariance property of resonant 1-forms
Lemma B.2. Let u ∈ Res10. Then ιY u = 0 and LY u = 0 for Y ∈ C∞(SΣ;Eu).
Proof. By the second item in Proposition B.1, we have ∇X = LX −ℓ∗ on C∞(SΣ;Ω10). In
particular, if u ∈ Res10 a resonant state, we may restrict it to E∗s to see that
(∇X + 1)(u|E∗s ) = 0,
since ℓ|Eu = Id. Since ∇X is anti-self adjoint, so (∇X + 1)−1 exists in L2 sense we get
u|E∗s = 0, i.e. ιY u = 0 for any Y ∈ C∞(SΣ;Eu).
Let us now analyse du. By the third item in Proposition B.1 we obtain
(∇X + 2)(du|E∗s∧E∗s ) = 0,
so du|E∗s∧E∗s = 0 as there are no resonance with positive real part. Moreover
∇X(du|E∗u⊗E∗s ) = 0,
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so by [DZ17, Lemma 2.3] we get du|E∗u⊗E∗s is smooth. By Lemma B.3 this implies
du|E∗u⊗E∗s = c1dα|E∗u⊗E∗s + c2ψ|E∗u⊗E∗s , c1, c2 ∈ C.
Now observe the pairing formulas
0 =
∫
SΣ
α ∧ dα ∧ du =
∫
SΣ
α ∧ dα ∧ (du|E∗u⊗E∗s + du|E∗u∧E∗u) = c1 vol(SΣ),
0 =
∫
SΣ
α ∧ ψ ∧ du =
∫
SΣ
α ∧ ψ ∧ (du|E∗u⊗E∗s + du|E∗u∧E∗u) = c2 vol(SΣ),
implying c1 = c2 = 0, since
dα ∧ E∗s ∧ E∗s = dα ∧ E∗u ∧ E∗u = ψ ∧E∗s ∧ E∗s = ψ ∧ E∗u ∧ E∗u = 0.
Thus ιY du = 0 for every Y ∈ C∞(SΣ;Eu) completing the proof. 
Finally we give a direct simple proof for classifying invariant smooth (continuous) 2-forms
on closed hyperbolic 3-manifolds.
Lemma B.3. The space of continuous invariant 2-forms on SΣ is two dimensional, spanned
by dα and ψ.
Proof. Consider an arbitrary invariant continuous two form β – then ιXβ is an invariant
1-form and using the Anosov condition (3.6) we get ιXβ = 0. Again by (3.6) we obtain
β|E∗u∧E∗u = 0 and β|E∗s∧E∗s = 0. We are therefore left to study β on E∗u ⊗ E∗s .
Since dα is non-degenerate on E∗u ⊗ E∗s (see (3.9)), there is a continuous invariant endo-
morphism B : Es → Es such that
β|Es×Eu(·, ·) = dα|Es×Eu(B·, ·).
Note that B and β are completely determined by each other. We denote the set of invariant
sections of E∗s ⊗ Es by I2. Thus it suffices to show Id and J |E∗s⊗Es span I2.
Since J acts on I2 by right multiplication and squares to − Id, we know dimI2 is even.
Moreover, we claim that the elements of I2 are pointwise linearly independent. To see this,
assume an element of C ∈ I2 vanishes at (x0, v0). By topological transitivity, using the
invariance of C and (3.6), along with the fact that the parallel transport map ew(t) is an
isometry, one obtains C ≡ 0. The claim now follows and as rank(E∗s ⊗ Es) = 4 we get
dim I2 ≤ 4.
Assume for the sake of contradiction that dimI2 = 4. By the previous paragraph, restric-
tions of elements of I2 span fibres of E∗s ⊗ Es at every point. As B is invariant, we get for
every (x, v) ∈ SΣ
dϕ−t(ϕtv)B(ϕtv)dϕt(v) = B(v),
thus obtaining detB and tr(B) are invariant, so constant by topological transitivity. There-
fore we may find a B ∈ I2 with tr(B) = 0 and detB = −1 globally on SΣ. So the eigenvalues
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of B are ±1 and we have two continuous linearly independent eigenvectors Bu± = ±u±, sec-
tions of Es. Restricting u+ to a fibre Sx0Σ and projecting to V(v), we obtain a nowhere
vanishing vector field on the topological sphere S2, contradiction. 
Appendix C. Harmonic 1-forms of constant length
The purpose of this appendix is to give an elementary proof of the fact that there are
no harmonic 1-forms of constant non-zero length on closed hyperbolic 3-manifolds. This
statement follows directly from the more general work of [Zeg93]. The presentation in the
appendix borrows from ideas in [HP16].
Let (Σ, g) be a closed Riemannian three-dimensional manifold, and W a smooth vector
field of constant unit length. We will be interested in vector fields W with the additional
property that its integral curves are geodesics of g, i.e. ∇WW = 0, where∇ is the Levi–Civita
connection of g. These vector fields are called geodesible with respect to g. The geodesibility
condition is easily characterised in terms of the 1-form λ obtained by contraction of g by W .
Indeed, since λ(W ) ≡ 1 given any smooth vector field Y we have
dλ(W,Y ) =W (λ(Y ))− Y (λ(W ))− λ([W,Y ])
=W (g(W,Y ))− g(W, [W,Y ])
= g(∇WW,Y ) + g(W,∇WY )− g(W, [W,Y ])
= g(∇WW,Y ) + g(W,∇YW )
= g(∇WW,Y )
since 0 = Y (g(W,W )) = 2g(∇YW,W ). Hence ∇WW = 0 if and only if the contraction
ιW dλ ≡ 0.
Every such W defines a smooth section W : Σ → SΣ, where SΣ is the 5-manifold cor-
responding to the unit-sphere bundle. As before, let X denote the geodesic vector field on
SΣ and α the natural 1-form dual to X in the Sasaki metric, then the foot-point projection
π : SΣ→ Σ is such that π∗(X |W (Σ)) =W . Note that λ =W ∗α. LetW⊥p denote the orthog-
onal complement to W at the point p. Note that λ being closed is equivalent to the planes
W∗(W⊥p ) ⊂ ker(α)(p,W (p)) being Lagrangian in relation to the symplectic form dα |ker(α).
For every u ∈W⊥p , we have
W∗(u)H = u and W∗(u)V = ∇uW
and we let βp : W
⊥
p → W⊥p be the linear map defined by βp(u) := ∇uW . The map βp is
symmetric for all p iff λ is closed. We next show (with ℓ(ξH , ξV ) = (ξV , ξH) as previously):
Lemma C.1. The subspace W∗(W⊥p ) is invariant under the action of the flip ℓ : ker(α) →
ker(α) if and only if β2 = Id.
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Proof. If W∗(W⊥p ) is invariant under the action of ℓ, then given u ∈ W⊥p , the vector
(∇uW,u) ∈ W∗(W⊥p ) and hence there is v ∈ W⊥p such that v = ∇uW and ∇vW = u,
i.e. β2(u) = u. The converse is clear. 
The next general formula will be useful for our purposes.
Lemma C.2. Let (Σ, g) be a Riemannian 3-manifold and let W be a unit vector field with
∇WW = 0 (i.e. W is geodesible and has unit length). Let β be as above. Then
−W (trace(β)) = 2Ric(W ) + trace(β2).
Proof. Let e be a unit parallel vector field along the geodesic determined by (p,W (p)) such
that e ∈W⊥. By definition of the Riemann curvature tensor:
R(W, e)W = ∇e∇WW −∇W∇eW +∇∇W eW −∇∇eWW
= −∇W∇eW − β2(e),
since ∇WW = ∇W e = 0. Taking inner product of the above equality with e we derive
g(R(W, e)W, e) = −Wg(∇eW, e) − g(β2(e), e).
The term g(R(W, e)W, e) is the sectional curvature of the 2-plane spanned byW and e, hence
if we consider now a parallel orthonormal frame of W⊥ and sum the identity above over each
element in the frame we obtain
−2Ric(W ) =W (trace(β)) + trace(β2).

C.1. Harmonic 1-forms. Here we show:
Proposition C.3. There are no harmonic 1-forms of constant non-zero length in Γ \H3.
Proof. Suppose λ is such a form with constant length 1 and let W be its dual vector field.
Since λ is closed, W is geodesible; moreover E :=W∗(W⊥) is Lagrangian. Next observe that
since ∇WW = 0, divW = trace(β). Since λ is harmonic, W has zero divergence and hence
trace(β) = 0. Lemma C.2 gives that trace(β2) = 2 since Ric(W ) = −1. Since β2+detβ Id = 0
we obtain that det β = −1 and thus β2 − Id = 0. By Lemma C.1 this implies that ℓ leaves
E = W∗(W⊥) invariant. Consider ℓ|E . Clearly det(ℓ|E) = ±1, so we split the proof into
two cases. In the first case det(ℓ|E) = 1 and this implies that ℓ|E = ± Id. It follows that E
must coincide with Eu or Es (everything is continuous). And now we use that Σ = Γ \ H3
is compact. If E = Eu or Es, the differential of the flow of the vector field W becomes
purely expanding or contracting in the transversal direction. This clearly contradicts that
W preserves volume (and we do not even need that much to get a contradiction).
The second case det(ℓ|E) = −1 also leads to a contradiction as follows. In this case we
can split E = E+ ⊕ E− according to the eigenvalues ±1 (both must occur). This implies
that W is the generator of a volume preserving Anosov flow on Σ. The closed 1-form λ may
THE RUELLE ZETA FUNCTION AT ZERO FOR NEARLY HYPERBOLIC 3-MANIFOLDS 67
be approximated by another one with rational periods. Hence there is an integral closed
1-form ω such that ω(W ) > 0 and thus there exists a smooth function f : Σ → S1 such
that df(W ) 6= 0. This implies that f is a submersion. Observe that the fibres of f must be
tori since the stable and unstable bundles of W induce continuous line bundles on the fibres
given that df(W ) 6= 0. It follows that Σ is a 2-torus bundle over the circle. Such manifolds
do not admit hyperbolic metrics.

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