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Introduction
In this paper, we introduce tlie $ge\uparrow ierali\approx ed$ capacitated tree-routing problem (GCTR), which is described as follows. Given a connected graph $G=(V, E)$ with a demand capacity $\wedge^{-},$ $>0$ , a bulk edge capacity $\lambda>0$ , a sink $s\in V$ , and a set $M\subseteq V-\{s\}$ of terminals with a nonnegative demand $q(v),$ $c^{1}\in$ A4, we wish to find a collection means the iiet $(a] )a(it\}[)\Gamma(1^{\gamma(rtioiia1}$ to $t1l()$ arnount $q(\ulcorner/\lrcorner j\cap l)_{7^{\tau}},$ $(\iota_{j}^{\epsilon}'))$ of demands that passes through edge $\rho$ along $T_{i}$ . Hence. given a set $\mathcal{T}=\{T_{1} , T\underline{)}, \ldots , \tau,\}$ of trees. $(^{) }a(1\iota$ edge $e$ needs to have capacity $l_{T}(c)\lambda$ for the $1eatb^{\urcorner}$ integer $\tau_{7_{\mathcal{T}()}}\supset$ such that $\sum_{\Gamma_{1}\in \mathcal{T}:T_{j}containse}(\alpha+\beta q(Z_{i}\cap D_{T_{j}}(\iota_{j}^{1}\epsilon)))\leq h_{T}(e)\lambda$ , and th $e$ total installation cost of edges incurred by $\mathcal{T}$ is given as $\sum_{e\in E}h_{\mathcal{T}}(e)u(e)$ , where $h_{\mathcal{T}}(e)=0$ if $1\iota oT_{i}\in T$ contains $e$ . The objective of GCTR is to find a set $\mathcal{T}$ of trees that minimizes the total installation cost of edges. $ have a variant of GCTR if it is allowed to purchase edge capacity in any required quantity. In this niodel. for each edge $e$ of the underlying network, we assign capacity of $\lambda_{\epsilon}-0|\mathcal{T}'|+\beta\sum_{T_{j}\in T},$ $q(\lrcorner 7_{i}\cap D_{T_{j}}(t_{j}'e))$ on $e$ . where $\mathcal{T}'$ is the set of trees containing $e$ . That is, the total cost of the constructed trees equals $\sum_{e\in E}\lambda_{e}u|(e)$ . $W' e$ call this variant of GCTR. the fractional $ge\uparrow ierali\approx ed$ capacitated tree-routing problem (FGCTR). $W^{\tau}e$ easily see that GCTR and FGCTR contain two classical NP-hard problems, the Steiner tree problein and the $bl\uparrow l$ packing problent [2] . We see that $GC^{t}TR$ with an edge weighted graph $G$ , cv $=\lambda=1$ , and $\beta=0$ is equivalent to the Steiner tree problem in $G$ when $\kappa\geq\sum_{\iota\in I_{1}1}q(\iota')$ . whereas it is equivalent to the bin packing problem with bin size $\kappa$ when $(_{r}^{\gamma}$ is a coniplete graph, $u'(e)=1$ for all edges $e1_{11(}\cdot id\supset$ to $s$ and $u|(e)=0$ otherwise. We $sc\epsilon\supset$ that $l^{4}\urcorner C^{t}\cdot C^{1}TR$ also has a siiiiilar relationship with tlie Steiner tree problem and tlie bin $pa\langle ki_{1l}g$ problem. [7] for the definitions of these probleins. Table 1 shows a summary of the recent approximation algorithms for CND, C'MTR, CTR. and GCTR.
As observed above. $GC^{t}TR$ is a considerably general model for routing problelns. In this paper, we first prove tbat GCTR admits a $(2[\lambda/(\alpha+\beta\kappa) ]/\lfloor\lambda/(\alpha+\beta\kappa)\rfloor+\rho_{ST})$ -approximation algorithm if $\lambda\geq\alpha+\beta\kappa$ holds. The high-level description of the proposed algorithm resembles our algorithm for CTR, but we need to derive a new lower bound to the problem. Namely, given all instance $I=$ $(G, u1, \kappa, \lambda, cy\beta, s, 1lI, q . the minimum cost of a Steiner tree to $(G, u, 1tJ\cup\{ .s\})$ is a $lo\iota ver$ bound on the $opti\uparrow\gamma\iota al$ value to GCTR instan ce I.
$\square$
The second lower bound is derived from an observation (11 tbe distance from vertices to sink $s$ .
Lemma 2.2. Let $I=(G, u, \kappa, \lambda, ct, \beta, s_{\}1II, q)$ be an instance of GCTR. Then
is a $lo\iota ferbo$ und on the optimal value to $GC^{t}TR$ instance I. by adding a shortest path between $s$ and $t_{Z_{i}}$ in $(G, n^{1})$ . We describe the algorithm in the following form which will be used for the case of
Step 1 
Step 2. Find a partition $\mathcal{M}$ of $M$ . By sumniing inequality (3) 
By Leinlna 2.2. this proves (2 
It should be noted that the flow on an edge $e\in E(T)$ may be more than $\lambda$ and (1) may not hold for the current tree-routing.
Finally we perform Step 4 in order to modify the assignment of hub vertices so that (1) $|_{d}\vee t_{d_{tl}n}(e)|+|\mathcal{M}_{\iota\prime p}(e)|+|\mathcal{M}(e)|>\lfloor\lambda/(\alpha|\beta\kappa)\rfloor$ , which implies $|\{T'\in \mathcal{T}'|e\in E(T')\}|>\lfloor\lambda/(\alpha+\beta\kappa)\rfloor$ .
Step 4 repeats a swapping process for any edge of . See [7] for the details of such a swapping process. Step 4 never changes the set As we inentioned before. it is not straightforward to modify tlie algorithm in the $pre$ vious section so that it also delivers a constant-factor approxiinate solution in the case of $\lambda<\alpha+\dot{(}9\kappa$ . In this section, we introduce a new lower bound on $C_{\tau}^{1}C^{t}TR$ by introducing a generalization of CND in Section 4.1, and use a balanced Steiner tree as a base tree from which we coiistrn $(t$ a collection of trees to send deniands to sink. We prove an approximation algorithm of 13.037 for the problem in this case.
The following lemma introduces another lower bound to GCTR based on the Steiner tree problem which is equivalent to that given in Lemma 2.1 for a GCTR instance with . where $t_{i}^{7}e\in C^{\gamma}h_{T_{i}}(c\iota_{i}^{e})$ . Let $E(\mathcal{T}^{*})=\cup\tau_{i}\in\tau*E(T_{i})(\subseteq E(G))$ , i.e., the set of all edges used in the optimal solution. Then opt(I) $=$ $\sum_{e\in E(\mathcal{T}^{*})}r_{T_{i}}\sum_{\epsilon\in E(T_{i})}(\alpha+\beta q(Z_{i}\cap D_{T_{i}}(1_{i}'e)))/\lambda\rceil w(e)$ $\geq$ $\lceil\alpha/\lambda\rceil\sum_{e\in E(\mathcal{T}^{*})}u)(e)\geq\lceil\alpha/\lambda\rceil\sum_{e\in E(T^{*})}uf(e)$ , since the edge set $E(\mathcal{T}^{*})$ contains a tree that spans $M\cup\{s\}$ in G.
$\square$
Generalized capacitated network design problem
In this section, we propose a generalized version of CND, the $generali_{4}^{-}ed$ capacitated netufork design problem (GCND), which defines a new lower bound to the optimal value of GCTR. We show that such a lower bound can be used to construct a constant factor approximation algorithm to GCTR instances with $\lambda<\alpha+\beta\kappa.$ . We are given a graph $G=(V, E)$ with a bulk edge capacity $\lambda>0$ , a sink $s\in V$ , and a set $M\subseteq V-\{s\}$ of terminals with a nonnegative demand $q(v),$ $t)\in Al.$ The problem asks to choose a path Step 2. For each $i=1,2,$ $\ldots,$ $p- 1$ , . We have $\xi<j/(j-1)\leq 7/6$ and hence the approximation factor $2\xi+2\rho_{ST}+4\sqrt{2\xi\rho_{ST}}$ proved in Theorem 4.4 is bounded from above by $2\xi+2\rho_{ST}+4\sqrt{\underline{)}\xi\rho_{ST}}\leq 13.037$ since $2\xi+2\rho_{ST}+4\sqrt{2\xi\rho_{ST}}$ is an increasing function of $\xi$ over [1, 2) . This completes the proof of the theorem. (FGCND) is a variant of GCND in which it is allowed to purchase edge capacity in any required quantity. Namely, we assign capacity of $\lambda_{e}=\alpha+\beta\sum_{v:e\in E(P_{v})}q(v)$ on each edge $e$ in $E(\mathcal{P})=$ $\bigcup_{v\in M}E(P_{v})$ . That is. the total cost of installed capacities equals $\sum_{e\in E(P)}\lambda_{e}w(e)$ .
Corresponding results to that in Sections 4.1 and 4.2 can be obtained similarly. 
