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Abstract 
Price elasticity is one major factor of businesses which want to be competitive in mar-
ketplace and make the most of the products‘ profit. The term price elasticity means the 
range of price values which can refer to a product depending on financial and social sit-
uations. Willingness to pay defines the elasticity of goods and it varies in many levels 
which are concerning most of the companies worldwide. In order for a company to suc-
ceed, there are many pricing strategies used to find the best corresponding prices, suita-
ble for a new-entry product to a product which is stock. These strategies are reclaimed 
via models which work with large data series and are able to provide a competitive ad-
vantage and long term stability. Elasticity has three types: Elastic, Unitary and Inelastic. 
The method of least squares is very commonly used for this purpose and there are many 
techniques to apply for better results. Business intelligence is the section which deals 
with handling amounts of information and transforms it to knowledge. It supports deci-
sion making due to the statistics it is based on that can predict and forecast. Time to 
time, even more companies turn to business intelligence because data mining techniques 
and analysis can benefit from the Enterprise Resource Planning implementations and 
achieve current trends on behalf of profit. A certain challenge for the 21
st
 century busi-
ness analysts are an absolute important competency for an IT company for being able to 
reduce complexity and optimize business process. 
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1 Introduction 
Pricing products is a difficult and demanding task in the functionality of every organiza-
tion. Nowadays, Enterprise Resource Planning (ERP) systems provide an integrated re-
al-time view of the main business processes, using various databases to collect infor-
mation which can lead to useful knowledge (1). Marketing-sale is one section of infor-
mation gathered which leads to better pricing products and finding new opportunities in 
becoming competitive. In theory, there are many kinds of pricing strategies that a com-
pany can follow according to the demand in market. Knowledge of the demand is nec-
essary to predict the variations that may arise from changing prices. This knowledge is 
known as Willingness-To-Pay (WTP) (2). A lot of factors matter in measuring WTP, 
such as the financial situation of a country, seasonal observations, regions of a country, 
offers and type of products. In order to have an integrated view of the situation of a 
company, many measurements have to be done and compared so as to examine many 
possible outcomes.  
Data mining can provide to an organization a sufficient way to optimize the processing 
of its data. It is the analysis step for Knowledge Discovery in Databases which extracts 
out valid and previously unknown information for using it to make crucial decisions in 
company (3). The specific kind of data mining addresses to a separate section of busi-
ness, known as Business Intelligence (BI). In BI there are Business Analysts who are 
responsible for the extraction of knowledge using appropriate methods. It has been a 
long time ago, since people started identifying patterns with data mining techniques. 
Regression analysis is one of the most commonly used methods, which has many sets in 
correspondence to the kind of data that is willing to be examined. 
Regression analysis combined with least-squares method can achieve a remarkable sim-
ulation of trends, for long time gathered information. If it is established that there is cor-
relation between two variables, then a well-fitted curve can depict it and reveal behavior 
and patterns. These two variables can be price and sales which can define the appropri-
ate price strategy.  
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Before implementing any kind of mining and analyzing, it is essential to pre-process the 
data. Data algorithms have specific inputs and outputs so defining the form of data is 
important for knowing how to handle them. Moreover, a data set has to be large enough 
but concise, as well, to be mined in an acceptable time limit. Every outlier should be 
checked and categorized either as interesting observation or as probable error. When 
there are multivariate data, there should be an analysis of them into sets in order to 
adapt groups for the preferred algorithms. These sets are also cleaned from observations 
which contain noise and which are missing data. 
The process of pricing continues with finding the best functions that can describe a 
price-sales behavior of a product. There are many mathematic functions which can be 
used but the most common and effective ones are the linear and exponential. In terms of 
misfitted data with the already mentioned techniques, Fourier series and Gaussian dis-
tribution can be used as well.  
The definition of well fitted data is done by a metric known as Mean Square Error 
(MSE) which calculates the difference between the actual values and the estimated by a 
model values (4). The smaller this metric is, the better is the fitting. MSE represents 
both the variance of the estimator and its bias, so for the unbiased estimator the squared 
root of this quantity is taken. Root mean Square Error (RMSE) is the square root of var-
iance known as the standard deviation. 
Every depiction of price-sales observations reveals a general behavior of the product at 
a specific store in a specific time interval. This general behavior may mislead to as-
sumptions and have negative results. The factor of place and time is really important to 
have better achievements so the data mining has to be done under various circumstances 
and the knowledge should be extracted after examining all relevant factors. 
1.1 Structure of the Thesis 
In this thesis, there is an approach of up-to-date pricing strategies with their advantages 
and disadvantages. A large amount of dataseries is provided by Veltio company and is 
analyzed using the popular regression method with least-squares techniques. A compar-
ison of the dataseries takes place after defining how well they are fitted by the model. 
The thesis is organized as follows: In chapter 2, every pricing strategy is described and 
the term Willingness-To-Pay is explained. In chapter 3, there is a presentation of how 
regression analysis works and what are the least squares techniques. Chapter 4 discusses 
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the implementation of the regression model and presents the results of experimenting 
with the provided data of a retail chain and their analysis based on mathematic and 
business theories. In chapter 5, the outline of price elasticity according to time is shown 
and explained. In the last chapter there is a discussion of further research and future 
work. 
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2 Pricing Strategies 
The process of determining the value of a product is called pricing and the way to im-
prove profits is called pricing strategy (5). There are many approaches which the com-
panies try in order to adopt the best one and all are based on three main ideas. First, cut 
on costs, second sell more or third find more profit by using another approach. Each 
company has a pricing strategy which fits its needs and time after time it may change 
according to the marketplace demands (6). Surely, there is no strategy to fit all so for 
every situation the important thing is to study the behaviors between the customers and 
the products or services according to price changes.  
 
 
Figure 1: Main Factors for Pricing Strategies  
 
In order to succeed in pricing strategy, one has to take into consideration the pricing 
factors which are the manufacturing cost, the market place, the market condition, the 
quality of the product and the competition. The manufacturing cost is the direct material 
and the conversion into the product along with the testing of the end item. When the 
market place is mentioned, it is considered to be the space, real or virtual, where the 
market operates. It is characterized by the market condition as well, which is the current 
state of the market when for example, a new product is introduced or when a new firm 
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is entering. For every product, its quality is an important factor in order to be charged 
realistically and address to the customers‘ needs and expectations. Finally, the competi-
tion is closely matched with the market condition as it refers to the number of competi-
tors, the level of competitiveness and the market‘s growth rate which the product and 
the company is going to encounter. 
Obvious as it is, a pricing strategy is important if a business wants to succeed because it 
gives a subtle cue about the quality of its products and services. It involves evaluating 
the price which is charged for the products/services. This states the most important fac-
tor of the overall marketing plan as far as the clients are concerned, especially for a new 
entry in the market. It is crucial for the sales and moreover for covering the costs and 
earn at least a modest profit. The whole process needs to be overviewed over some de-
fault period so that any necessary change to be done. 
2.1 Background   
With the coming of internet and database storage, a great opportunity of evaluating 
price along with sales has arisen. Extraction of patterns from data concerning pricing 
has been a crucial issue for centuries. Since the 18
th
 century, the Bayes‘ theorem has 
been a method of identifying patterns and in 19
th
 century, regression analysis was first 
presented and has been used widely since then. Growing power of computer technology 
has dramatically increased data collection, storage, and manipulation ability. The size 
and complexity of data has been grown exponentially in the last decades so direct 
"hands-on" data analysis has increasingly been augmented with indirect, automated data 
processing. In 1950, methods like neural networks, clustering and genetic algorithms 
helped as well as decision trees in 1960 and support vector machines in 1990. Data min-
ing with artificial intelligence started to provide a range of prices that is called price 
elasticity. They bridge the gap from applied statistics and artificial intelligence (which 
usually provide the mathematical background) to business intelligence and pricing strat-
egies by exploiting the way data is gathered and indexed in databases. Afterwards, exe-
cution of the actual knowledge and discovery of new algorithms is more efficient, al-
lowing such methods to be applied to ever larger data sets in the future. (3) 
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2.2 Willingness to Pay (WTP) 
"Pricing decisions can be complex and difficult, but they are some of the most important 
marketing decision variables a manager faces"  
When talking about Willingness To Pay, the main idea is the maximum price a con-
sumer is prepared to pay in order to get a product or service. Many times this price is 
higher than the actual price of the product/service and this is called the consumer sur-
plus. On the other hand, producer surplus is the difference between the price the pro-
ducer is willing and able to put on the product and the actual price that receives. Moreo-
ver, there is the reservation price which is the maximum amount of money a consumer 
is prepared to pay and he/she is not paying higher than this. In other words, it is the 
price at which the customer is indifferent between purchasing or not the product. Lastly, 
there is the “walk away” point which is the point that neither the consumer pays nor 
the seller sells (7).  
While designing a pricing strategy, these terms should be taken into consideration and 
have results based on actual research of real data. Important fact is to find the equilibri-
um point, see Figure 2, where the curve of supply meets the curve of demand.   
 
  
Figure 2: Levels of producer and consumer surplus shown in the shaded area 
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From the graph, the important aspects that arise are that the product starts from a mini-
mum price (Pm) that is required to supply it to the marketplace and while the price gets 
higher, the quantity demanded gets lower until it reaches the point of equilibrium. The 
total revenue is estimated at this point as 
Total Revenue = Price per unit * quantity sold = P1 *  Q1 
Notice that in Figure 1, the consumer surplus is also shown, confirming that the two 
definitions are supplementary. 
Furthermore, there is another concept called maximum price that is often confused with 
the reservation price. Maximum price can be described as follows:  
 ―A products 'economic value,' then, is the price of the customer's best alternative 
(called the reference value) plus the value of whatever differentiates the offering from 
the alternative (called the differentiation value). Differentiation value may have both 
positive and negative elements. Economic Value is the maximum price that a 'smart 
shop- per,' fully informed about the market and seeking the best value, would pay. 
Nagle and Holden (2002, p. 75) 
In a mathematical form maximum price is: 
Pmax =Pref +Pdiff' 
 
An important aspect considering the computation of maximum and reservation price is 
the measurement of Willingness to Pay (WTP). A lot of methods are used which are ap-
plied under different circumstances. There are the monadic tests which elicit infor-
mation about pricing into a non-competitive environment while there are the competi-
tive tests taken into a competitive context. Moreover, one can evaluate the price elastici-
ty of a product by distinguishing the information taken from individuals and group of 
people. Some techniques measure the WTP by controlled environments where people 
are aware of the situation while in others the information is taken spontaneously. Final-
ly, an interesting differentiation is studying the purchase behavior in relation to the pur-
chase intention.  
An informative way to classify these methods is: 
 1. Revealed Preference 
 1.1. Market Data  
 1.2. Experiments 
 a) Laboratory Experiments 
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 b) Field Experiments 
 2. Stated Preference 
2.1.Direct Surveys  
2.1.1 Expert Judgments 
2.1.2 Customer Surveys 
2.2.Indirect Surveys 
2.2.1 Conjoint Analysis 
2.2.2 Discrete Choice 
Some of the methods give directly the information needed while others need a bit of 
studying to extract knowledge. Market data are divided to panel data and store scan-
ner data. The former are reported by members of a customer panel and the latter are 
recorded sales from retail outlets which are believed to help to future predictions. How-
ever, the amount of store scanner data has to be large in order to give realistic results. 
Regression analysis is the technique modeling the demand curves which are based on 
these data as long as the requirements of the independent variables are met. Usually the 
data are gathered from different stores and during long periods. The latter are data ag-
gregated at an individual level which give a controversial image of the market.   
Moving on to experiments there is the differentiation of the laboratory ones and the 
field ones. For the first kind of experiments, a specific amount of money is given to the 
subjects who are asked to choose from a list of goods according to their priorities. Both 
goods and prices are changing systematically. Here, the conditions are known to the 
subjects, issue which may be thought as disadvantage for the method, not mentioning 
the fact of the shopping simulation. As far as the second kind of experiments is con-
cerned, there does not exist the problem of simulation because everything happens in 
real-world shopping environment. Sometimes the customers are aware of the experi-
ment and sometimes they are not. The main issue, however, is to gather data from  a 
small scaled marketplace which is crucial for the target that the research has.  
A famous kind of experiment for measuring WTP is the auctions, which can be either 
laboratory or field. (8) (9) 
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2.3 The current state of pricing strategies 
 
Below, there is going to be a description of the pricing strategies which are used nowa-
days from businesses. Let‘s not forget that there is no such thing as ―one right way‖ to 
calculate the pricing so once the various factors are concerned there will be a determina-
tion for the actual numbers.  
 
 
Figure 3: All kinds of Pricing Strategies 
 
2.3.1 Penetration Pricing 
The use of this strategy introduces new products to the marketplace and brings new cus-
tomers by increasing market share and building loyalty. Especially in cases where the 
company wants to draw attention from customers or to alienate competitors (10). 
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―A penetration strategy is the price war; this strategy goes for the deepest price cuts 
driving at every moment to have your price be the lowest on the market,‖ reports Joern 
Meissner, of Meissner Research Group, a Lecturer in Management Science at the Lan-
caster University Management School. 
The process of ‗penetrating‘ the market is to set the price of the product at a low level in 
order to secure high volumes (11). It is applied mostly in mass market products like 
chocolate bars, food stuffs and household goods. Moreover, it is suitable for products 
that have long anticipated life cycles. Usually, it is more successful when there is a 
mass-produced product since the cost of each unit is lower under these circumstances.  
Considering a company that introduces a new product at a low price P, it expects to sell 
a specific amount of units A so the revenue is going to be R=P*A. This price P is de-
termined according to the price elasticity and the marginal cost of the product.  
―Price elasticity is a measure of the market's responsiveness to a price change,‖ defines 
Georgetown University McDonough School of Business, ―If the quantity demand in-
creases more than a price decreases, then revenue goes up and demand is said to be 
price elastic at that point.‖ It is necessary to have a price elastic market in order for this 
strategy to be successful (12). 
 
Advantages Disadvantages 
 Positive branding between initial 
customers 
 Increase of market share 
 High sales volume, lower production 
costs 
 Sales of related products even if 
regular or high-priced 
 Customers‘ dissatisfaction, false 
loyalty 
 Limits to the growth and declining 
phases 
 Drop of profits 
 
2.3.2 Influence of elasticity 
This specific kind of strategy includes measuring the main factors which influence price 
elasticity. Speaking of them, the important topic is to distinguish necessities over luxu-
ries. There are more substitutes for luxuries so the demanded quantity will change easi-
er for them causing a higher volume in price elasticity. Imagine of a situation where 
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cookies increase their price in an unproportional way to their quality or quantity. The 
consumers‘ preference will change from buying these cookies to buying another kind of 
competitors or even choose candies or ice cream over them. Substitutes in luxuries are 
of great importance and companies need to be aware of them. Additionally, the availa-
bility of these substitutes results in change of elasticity, as the more available they are, 
the easier for the costumers to move away from the expensive ones. On the other hand, 
if a product is broadly defined in the marketplace, it is easier for the substitutes to ex-
ists and compete. Time availability matters too, as the longer a product in the market, 
the more substitutes one can find. Last but not least, the size of the product in relation 
with the price is an important factor too, as the demand of the product will be inelastic 
if it adds a small expenditure on the total cost of a purchase. 
Of course in countries where the economic situation is poor and consumers have a lim-
ited income, price elasticity is even more sensitive.  
In general elasticity refers to the relationship that exists between a product‘s or service‘s 
price based on three major factors: 
1. Consumer demand 
2. Consumer income  
3. Available supply 
The definition of the two terms of elasticity follows below, with the advantages and dis-
advantages each one has. 
Price Inelastic 
When a product is price inelastic it means that the change of price doesn‘t affect the 
demand of it or the supply. Necessities usually have low elasticity. Think of milk and 
gasoline. The possible changes in price don‘t affect the demand as these goods are nec-
essary, so a consumer may pay as much as asked if he/she cannot find a substitute. 
Elasticity of demand is measured by the following equation: 
Price elasticity of demand = %change in quantity demanded/%change in price 
If this amount is less than 1 then the product is price inelastic. Graph 2 shows the plot of 
perfectly price-inelastic goods. 
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Graph 1: Elasticity equals to zero 
Price Elastic 
When a good or service is price elastic, it means that a probable change in price may 
increase or decrease rapidly the demand from both consumers and producers. Luxuries 
such as cars and technology items are the ones which present sensitive elasticity. A 
small fall in price may increase their demand a lot instantaneously.  
In this situation the price-elasticity-of-demand amount is equal to or more than 1. 
Graph 3 shows the plot of perfectly elastic goods. 
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Graph 2: Elasticity equals to infinity 
Most goods and services lie in the middle of the two extreme situations which are de-
scribed already. The main idea is that an X% change in price has as a result the X% 
change in demand too (13) . Although it is a bit strict even in this form, the result is 
more realistic. So, the plot of price-quantity demand is the following: 
 
Graph 3: Elasticity equals to one 
Additionally to the mathematic illustration of price-demand issue, a researcher always 
has to take into consideration factors of many fields, as it is described in value-cost 
strategy. 
 
2.3.3 Cost-Plus Pricing 
In cost pricing strategy the process is simple and depended on the production costs and 
the percentage of profit that the company wants to add. For example if the cost of a pen 
is 0,5 euros and the company wants a profit up to 15% then the final price is going to be 
0,5*1,15=0.575 euros (14) . 
Unfortunately, simple as this strategy may be, it has some drawbacks which are im-
portant. It does not take into account competitors and their prices, so if a similar product 
is of lower price then this strategy will fail. Additionally, it ignores the demand factor 
and how this affects the consumers. Maybe a group of people, to whom the product ad-
dresses, is willing to pay more for it so the company misses a larger profit.  
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A sequential process of cost pricing versus value pricing strategy, which is analyzed be-
low, follows in Figure 4: 
 
Figure 4: Different approaches of two basic strategies 
2.3.4 Contribution Margin-based Pricing 
It is a strategy very similar to marginal cost pricing but yet different. The cost of the 
production of each unit is measured and then the price is set at a higher level in order to 
have a contribution, not a profit. By this meaning, the company will cover only the un-
paid fixed or indirect costs of production (15) . The price is set in a way to certainly 
cover the whole cost and the contribution is calculated by: 
Contribution = Selling Price – Variable (direct costs) 
Examine the following example: 
A company produces a product of 35 € per unit and has 50.000€ of annual fixed costs. 
In order to cover these costs the company assumes the volume of sales and calculates 
the contribution which each sale should offer. If it is expected to have 5,000 sales then 
the contribution should be of -> 50.000/5.000= 10 € per unit. So the final price of the 
product will be 45€. 
This way the company benefits of the price if the initial assumption of sales is correct 
and the annual costs are not of higher volume. 
Sometimes the products are priced with different value of contribution according to 
their special characteristics. For example consider a company which sells cars and the 
fixed costs are 200.000€ per year. The following table shows the data of its sales: 
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Product  Sales  Direct costs 
per unit (€)  
Price (€)  Contribution 
per unit (€)  
Total 
contribution 
($)  
Nissan 17  25 000  26 000  1 000  17 000  
Peugeot 18  30 000  33 000  3 000  54 000  
Mazda 15  42 000  48 000  6 000  90 000  
Alfa Romeo 11  68 000  71 000  3 000  33 000  
VW 11  70 000  78 000  8 000  88 000  
    Total 
contribution 
$282 000 
Table 1 : Data from a car company 
It is obvious that the costs are covered and the company makes a profit of 82.000€ from 
the contribution of each car's firm. However, this contribution differs for many possible 
reasons: 
 The more luxurious cars may have great demand 
 Consumers may trust german cars more, so they are more successful in sales 
and enable the company to set a greater contribution 
 The Alfa Romeo car may be of an older version so the company just keep the 
contribution low to maintain the demand or maybe it is a new entrance so even 
if it is in the luxurious category it is priced in low contribution to become 
known firstly. 
It would appear although, that this company is based on the luxurious cars to make a 
profit. 
In the following matrix, the most important advantages and disadvantages of this meth-
od are summarized (16). 
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Advantages Disadvantages 
 Flexibility in pricing individual 
products 
 Successful products can be priced 
with higher contribution 
 Ability to take into consideration 
demand factors 
 Product‘s nature and position can 
link with the pricing 
 Many times wrong pricing be-
cause of difficulty in allocation 
 Production of excessive goods 
which become inflexible to cus-
tomer needs 
 Difficulties in changing costs and 
compute contribution 
 
 
 
2.3.5 Target Pricing 
As the name of this strategy is, a company sets a price target in order to contribute a 
specified profit level. The actual aim is to have a mark-up equal to (profit/cost)*100 by 
estimating the cost and revenue at different prices. There are three steps which a com-
pany follows for target pricing: 
1. Set a price that makes the product competitive in the marketplace 
2. Clarify the profit which the company wants to make 
3. Calculate the target cost for the product by this form: 
Target Cost = Target Price – Desired Profit 
Target cost -> Maximum cost to cover the production costs by engineers and designers. 
The product should be created up to this limit of cost. This method is often used by pub-
lic utilities like gas and electric companies, generally companies which have quite high 
investment. That happens because with low investment  the selling price would be un-
derstated. Moreover, the demand of the product is not taken into account so if the whole 
volume is not sold the company may suffer an overall loss on the product (17) . 
The most basic way of estimating target prices is the Fibonacci analysis which is used 
by traders or investors often. Many times this method is ignored because it is assumed 
to be old and complex but for those who want to enter the market is very useful. There 
are tools such as previous support, resistance, Fibonacci extensions and moving averag-
es to help setting the appropriate price target. By identifying support and resistance 
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levels it is easy to define buying and selling levels as long as not placing a product in 
market too. 
Support level is when the price will not go any lower so the target is able to be set above 
it. In contrast, resistance level is when the price stops going higher so the upper limit of 
the target should be calculated according to this. The levels are more often in the area of 
the lines in the Fibonacci target pricing and lines are estimated by the distance between 
Fibonacci numbers. Taken a simple Fibonacci series like 1,1,2,3,5,8,13,21,34,55…, if 
three of the numbers are used the result is: 
 (34-21)/34=38.2% 
  (34-21)/55=23.6% 
  (34-21)/21 = 61.8% 
This way the ratios are found, so are the lines, and the price targets usually move 
around them. With the term retracements, these horizontal lines are defined and indi-
cate the support and resistance areas. This happens by drawing a line between two ex-
treme points and then dividing their vertical distance by the ratios found above. 
It is significant to point here that Fibonacci retracement applications use the golden ratio 
or golden mean of 1 : 1.618 which is the ratio of the stock prices‘ movement and finan-
cial analysts find it useful because this way, they can predict them. Taking the high and 
low point of a charge and draw five horizontal lines. The first at 100%, the chart high-
point, the second at 61.8%, the third at 50% , the forth at 38.2 % and the last at 0% the 
low on the chart. After a significant movement upwards-down a new support and re-
sistance level are frequently at or near these lines. Fibonacci retracement helps explain-
ing prior movements but Fibonacci arc helps predict future activity. To create this arc, 
take again the high and low points (100% and 0%) and draw a line that connects both of 
them. Now, with the help of a compass draw a circle that interferes this line at the point 
where the 61.8%-line meets it. Do the same for the 50%-line and the 38.2%-line too. 
These curves present the future support and resistance levels of this activity. This pro-
cess can also be done on every pair of points that an analyst is interested to (18) . 
The following Figure shows an example on Fibonacci arcs: 
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Figure 5: Support and resistance levels with Fibonacci series  
Moreover, an example taken from a recent analysis, clarifies the future increase in the 
proximate future. 
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Figure 6: Fibonacci Retracements Analysis 
The Figure 6 shows an analysis that was made on 09.04.2013 and shows the likelihood 
of moving towards the level of 38.2%, possibility found by Fibonacci arcs. The four 
fibo-levels-except for the 0% level- indicate that no matter what happens afterwards, 
there will be an upper and lower limit of target prices. 
2.3.6 Marginal Cost Pricing 
In a perfectly competitive marketplace, the public utility is working according to the 
price-marginal cost rule of efficiency which is: 
Price = Marginal Cost 
In such environments, decisions are taken based on marginal costs, in other words, the 
quantity which is produced is based on the comparison between marginal cost and sale 
price. If marginal cost is higher than sale price, the company refuses to sell until they 
become at least of the same value. If the marginal cost is lower than the sale price, the 
company produces supply and sells it (19) . 
As shown in the following graph, the marginal curve is U-shaped indicating that at 
some point this cost decreases, while it starts increasing again when the diseconomies of 
scale enter. This curve shows how many products a seller is willing to sell at specific 
prices.   
 
Graph 4 : Marginal Cost shape 
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In general, marginal cost is any additional cost which is required in order to produce the 
next unit. It may be the same to the previous unit or it may be higher if there are more 
factors required. For example, in order to produce more bicycles, more people should be 
hired, so the new marginal cost may include employees‘ costs too. These costs that exist 
at any level of production are the marginal ones while the rest are called fixed. 
It is important here to mention the social costs too. The distinction between the private 
and social costs is one section in the theory of economics and marginal pricing that de-
serves focus. Every production cost that charges the company is private cost.  Business 
decision makers use private costs to achieve the maximization of the profit. On the other 
hand every external cost from production are added to private ones and called social 
cost. In the following graph, the curve of demand meets social cost curve and private 
curve. 
 
Graph 5: Graphic illustration of marginal cost 
When marginal private cost curve meets demand curve, this P point indicates the price 
and quantity where the company can pay only the private costs and ignore the external 
ones. Besides, private and external costs are paid by the company at point S where mar-
ginal social cost curve and demand curve are intersected. The fact that Ps > Pp and Os < 
Op is noticeable as far as the resources are concerned, because with  higher price for the 
product and less output, the profit is achieved and there is reduction in the amount of 
pollution.   
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The matrix below sums up the advantages and disadvantages of the marginal cost pric-
ing strategy (20). 
Advantages Disadvantages 
 Facilitates cost control 
 Simple to understand and operate 
 Eliminates the variation of prices per 
unit 
 Break-even charts and profit graphs 
help short-term planning 
 Prevents illogical carry-forwards 
 Accurate overhead recovery rate 
 Maximum return to the company 
 Misleading results 
 Distorted picture of profits 
 Avoidance of semi-variable costs* 
 Problem of recovery of Overheads 
 Ignorance of time factor 
 
 
2.3.7 Absorption/Full cost Pricing 
Absorption and full cost pricing strategies are setting prices by considering both direct 
and indirect costs.  
With full cost pricing every factor that consists cost, is measured and results in the final 
price. If, for example, a product made in a factory takes up 10% of the factory space, 
this means it consumes 10% of the factory allowances so the price will be: 
Total price = direct costs + 10% indirect costs + profit mark-up 
Absorption pricing is a bit more sophisticated method. The indirect costs are allocated 
proportionally to the responsibility of each product. Each indirect cost is computed sep-
arately and added in different percentage to each product. A good that takes up 10% of 
the factory will be charged for 10% of the rent while another one that takes up 30% will 
be charged accordingly. The absorption pricing strategy can be called a method of in-
ventory costing in which the production costs – fixed and indirect – are included as in-
ventorial costs. (21) 
Many times these two strategies are confused but the truth is that they differ in some 
certain point. The examples which follow may illustrate the distinction: 
Absorption Costing 
As it has already been mentioned that in this method direct and indirect costs are allo-
cated to products. One important factor is setting the mark up value which provides the 
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company with a profit and covers all the period costs that have been identified before. It 
calculates the price of the product according to the cost of finished goods which are 
ready to sell.  
  € € % 
Production value of finished goods 
 
70 70 
Mark up  
 
30 30 
Mark up distributed as follows: 
   
Administration costs 15 
  
Distribution costs 7 
  
Marketing costs 7 
  
Finance costs 1 
  
Profit 22 30 30 
  
The setting of mark-up is very insecure and difficult process and the choice of values 
should be done carefully.  
 
Full Costing 
The main difference between full costing and absorption costing is that full costing es-
timates all the period costs when setting the selling price.  
Cost Base 
Estimated 
Cost Per Unit 
Markup 
Percentage 
Markup 
Component 
Prospective 
Selling Price 
Variable 
manufacturing 
costs 
$483.00 0.65 $313.95 $796.95 
Variable costs of 
the product 
547 45 246.15 793.15 
Manufacturing 
function costs 
540 50 270 810 
Full costs of the 
product 
720 12 86.4 806.4 
 
All the period costs are not overheads as it has been clarified that overheads are the in-
direct costs (21). 
In conclusion, these two strategies are very similar with their advantages and disad-
vantages which are shown in the matrix below (22): 
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Advantages Disadvantages 
 All costs are covered 
 Correct profit calculation and sea-
sonal production and sales for the 
future 
 Conformation with accrual and 
matching accounting concepts 
 Preparation of external report and 
stock valuation purposes 
 Avoidance of fixed and variable el-
ements 
 Provides awareness and responsibil-
ity for the costs and services to oth-
ers 
 Unsuitable strategy for decision 
making 
 Difficulty in controlling cost, plan-
ning and control functions. 
 Focus on products and costs and 
ignorance of customers‘ needs and 
demand. 
 
2.3.8 Market Skimming 
Market skimming, also known as price skimming, is the strategy of setting price of a 
new product to a high level. This applies to new high-end products or unique technical 
products. The aim of this strategy is to get maximum revenue before competitors an-
swer with substitutes. When this happens, slowly the prices adjust to more accessible 
levels in order to gain low-end buyers too and avoid the exclusion of the competitors. 
Another name for this strategy is ―riding down the demand curve‖. The major idea is to 
put the highest initial price which the customer is willing to pay for the product. As far 
as this fact is feasible the price becomes lower to attract more price-sensitive customers. 
This technique is usually helpful to recover fast from developing costs and it generally 
tries to capture the surplus of the consumers. 
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Figure 7: Expected curve for skimming pricing strategy 
The appropriate conditions to use price skimming are: 
1. Enough customers which are willing to buy the product at the initial high price. 
2. Competitors are not attracted by this high price. 
3. Certainty that the elimination of the price will affect neither the sales nor the 
unit costs. 
4. High price which implies high quality.  
By using this strategy, the company aims to sell on high price and low volumes and it is 
suitable for products that have short life cycles or which will face competition at some 
point in the future (23) . Such products are jewelry, digital technology new DVDs, mo-
bile phones, ipads, tablets and many more similar products. The figure below shows the 
contrast between skimming and penetration strategies: 
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Figure 8: Difference between penetration and skimming pricing strategies 
Considering now the maximum levels which a price of a product can get, it is obvious 
that there are some problems with this strategy. Obviously, the price competition is high 
and not every business owner can deal with it. For example, if there are competitors 
who can release same or even similar products to lower prices then the highest price 
product will be supplanted. Furthermore, there are some countries where the laws and 
the government regulations are strict as far as the consumer‘s rights are concerned. Of 
course, this strategy is risky too, because if a company uses it in a regular base then the 
consumers will not buy a product newly introduced with the initial high price, but they 
will wait a few months to buy it at a lower price (24). 
 
2.3.9 Value Pricing 
Studying about value-based pricing strategies, the main idea is that the costs are set ac-
cording to the benefits which the product provides to the consumers (25). In contrast to 
the cost-plus pricing strategy, this is based only to the amount of money that was used 
to produce the products. For example, a company that produces basic, white and 100% 
cotton athletic T-shirts would probably use the cost-based strategy while for a company 
that sells sweat-wicking, extra-padded T-shirts would use the value-based one. The dif-
ference is that in the second occasion there are some special attributes that could be 
evaluated by pricing. The motto describing this strategy is: it‘s all about the customer. 
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Figure 9: Evolution of strategies 
 Interesting fact is that value-based strategy depends on the willingness to pay of the 
consumer. Hundreds of different aspects should be taken into consideration and a com-
bination of them will give, at most, the proper price for specific products. Despite the 
other methodologies which are more common, this one focuses on the customer. That‘s 
why there is the need of extensive research before concluding to a certain price. When 
depending on human beings it is quite impossible to fabricate a number that correctly 
reflects how they feel. So a significant amount of models and software utilize data col-
lected from customers as well as their opinion of different competing products in order 
to conclude to a complete decision about the most suitable price to maximize the profit. 
These data are collected through direct or indirect surveys which create a bond between 
consumers and the company in a way that they will always trust this company if the 
products continue to be the same in price and quality, as they were claimed to be in the 
beginning (26). 
 Before analyzing one of the most interesting and used value-based strategy, let‘s focus 
on the advantages and disadvantages which result after describing it: 
 
 
 
 
 
-34- 
Advantages Disadvantages 
 Real willingness to pay data 
 Development of higher quality prod-
ucts 
 Providing customer service in a more 
personable and considerate way 
 Time and resource consuming 
 Not 100% accurate, many impon-
derable factors to take into consider-
ation 
 
Conjoint Analysis 
 
The most well-known method of value-based pricing is the Conjoint Analysis (CA) 
which estimates Willingness-To-Pay (WTP) from the consumer‘s perspective. There are 
three basic steps that should be followed in this process: 
1. Customer and product segmentation to understand and put prices on individual 
attributes 
2. Adoption of sales approach in order to value selling 
3. Continuous focus on the sales team and empowerment with tools and training. 
It is important to understand that this method needs a lot of understanding on many lev-
els. Be aware of the segments and product propositions that will provide maximum 
profit by understanding the proposition and its characteristics as well as the consumer‘s 
evaluation on them. With CA a product‘s price splits into different values each one of 
them characterizing a specific attribute. In this way, there is a more detailed view of the 
product evaluation so a better future decision for similar approaches will be made. A 
researcher here asks questions via surveys that reveal the consumers preferences and 
estimate if she/he will pay more for a new product versus an existing one. The results 
are usually a combination of several attributes of products. The isolation of specific el-
ements is called part-worth utility and defines the importance of them for causing dif-
ferences in pricing. 
In CA and especially in Adaptive CA (ACA) the major approach is considering the 
price as an additional attribute and obviously as a part-worth utility. As mentioned be-
fore, one major point of these studies is to find the reservation price of the products and 
by which attributes it is influenced. As shown below to an example been done on com-
puter devices by well-known company, what matter is the price and the brand of the de-
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vice as attributes. It is often to have 2 or 3 main attributes that determine the whole pric-
ing strategy. 
 
Figure 10: Example of conjoint pricing 
 
A factor that should not be forgotten is the awareness of the product. It is necessary for 
the consumer to know the product in order to take seriously his/her evaluation. Further, 
the consumers should estimate also pricing when making decisions about preferences or 
else they are not trustworthy. Lastly, there is the chance that CA creates a bias since the 
factors that matter are not always realistic but more focused on special attributes that 
may differ in normal circumstances  (7). 
In general Value Based Pricing is recognized as having the highest possibility of prov-
ing profit to a company especially when used with Conjoint Analysis. A successful exe-
cution of this strategy needs advanced analytic techniques along with effective customer 
and product segmentation. All in all, in order to get the most out of this strategy, there 
should be a strong team in the company with helpful tools, continuous training and a 
well-structed database of customers and products (27). 
-36- 
2.3.10 Loss Leader 
In order to encourage sales, companies sometimes sell their goods and services below 
cost. This strategy is called ―Loss Leader‖ and is typical to supermarkets and grand re-
tail stores especially on holidays to attract customers. Also, some kind of bundling sales 
are done using this strategy, by offering one product ‗free‘ along with another product 
or service (28). For example, sign a contract package for mobile telecommunication and 
get the mobile phone for free. 
It is especially efficient when: 
 there is a lot of stock commodity that occupies space, so by removing it in less 
than cost price, the company frees up space and makes money flow. 
 a company wants to be known for the low prices. Always keep in mind that 
even for low priced products there should be good quality and not junk in order 
to succeed. 
 new customers should be added to the company. It is a useful tool for market-
ing. 
The main idea of this strategy is figured like: 
 
 
Figure 11 : Example of normal price vs Loss Leader price 
Imagine purchasing a bicycle from the suppliers at £160 and the costs for selling it 
would be £40. The total amount is £200 so far. Now by selling it at £189, the company 
loses £11 but the bargain remains to the customer as economic while the rest of compa-
nies sell it more than £200 to make also a profit. This strategy makes a good bounding 
between customers and company and also makes a nice entrance in the marketplace 
(29). 
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In a nutshell, the advantages and disadvantages of selling in loss leader pricing strategy 
are (30): 
 
Advantages Disadvantages 
 Competitive genre due to low 
prices 
 Makes a good brand for the 
company, good quality for less 
money 
 Good for ―word of mouth‖ ad-
vertisement 
 Selling products related to pre-
vious sales and revisit for simi-
lar ones 
 Inconvenience of the suppliers, 
lower prices damage their im-
age 
 Competitors take advantage 
and buy from the company to 
sell for their own profit 
 Consumers may be disappoint-
ed if prices go up again 
 
 
2.3.11 Psychological Pricing 
A lot of psychological studies have been made and still are made on pricing because 
although marketers and business owners understand their customers‘ needs, they cannot 
charge absolutely correct their products and services. 
Psychology of the customer is almost as important as the quality offered because it bi-
ases the customer to purchase or not. In this section some of the most important psycho-
logical factors will be analyzed. 
a) Comparative Pricing 
In this method, the selling price of a product is usually accompanied by the benefits 
it offers in contrast to the competitive ones. Actually, the marketer forms a strategy 
based on the comparison to the competitor‘s price. 
The process is simple: 
 Find the unit price 
Find how much the gram, meter etc costs. 
 Calculate the unit price 
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Cost of Item/ Quantity= Unit Price 
 Compare unit prices and sizes from competitors to verify that the most profit is 
made 
b) Selling Time Over Money 
‗It is the time of your life‘  
An insurance company could use this slogan to persuade customers that this is 
somewhat of an odd choice. Timing is vital for selling goods and services and many 
times is better than a favourable price.  
―Because a person‘s experience with a product tends to foster feelings of personal 
connection with it, referring to time typically leads to more favorable attitudes—and 
to more purchases.‖ says Jennifer Aaker, the General Atlantic Professor of Market-
ing at Stanford Graduate School of Business. 
c) Effect of ―Useless‖ Price Points 
Tricky psychological pricing way is to quote a company list of prices with some re-
dundant price points. One service can be offered with a specific price and in se-
quence the same service with a good are offered for the same price. Now a customer 
becomes a value seeker and is more possible to choose the second offer. This is usu-
ally happening when a new entry product appears, so in order to sell it isolated, 
companies bundle it with another product or service. 
d) The Power of Number 9 
This tactic is the very widely used one of pricing a product 99 € instead of 100€. It 
is ―charm price‖ if a consumer outfaces  it in this way. Actually, the tactic appears 
to work after a lot of experiments which have taken place. The only tactic that over-
comes the power of 9, is the sale price. Pointing out the initial price of a product in 
comparison to the sale price, is a very strong way for an organization to sell its 
goods.  
e) The Price Perception: Context Matters 
Every product can be accepted as worth-buying or the opposite, according to what 
surrounds it. The same refreshment can be sold more at a local grocery store than in 
at the next hotel because there is the assumption of different prices. A product which 
distinguish among the others is probable to sell in a large price beacause of the dif-
ferentiation (jewelry). 
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Psychological factors are important and usually address to every organization that want 
to sell in wholesale or retail price. (31) 
2.3.12 Going Rate (Price Leadership) 
The accurate definition of this strategy is, the leader firm in its sector sets the price of 
products and services and the competitors just follow. Especially if the leader firm is 
accomplished in the marketplace, the competitors may only try to eliminate their prices 
in case consumers prefer them for financial reasons. High prices, although, may result 
in great profitability for all firms. The leader firms are actually those which have the 
largest market share or the strongest customer base because of the good quality of prod-
ucts. 
The benefits of this strategy are a bit blur to most of the financial analysts. When a 
company raises prices, it tries to cover operating costs but in this situation higher prices 
assume better quality. Consumers tend to match high prices with better prod-
ucts/services while sometimes this does not happen. There is the situation where some 
of the leader firms collude in order to raise prices and gain profit without offering some-
thing better to the consumer. Unfortunately it is difficult to understand when this hap-
pens in this pricing method (32). 
Price leadership is the opposite of loss leadership method. Both strategies carry risks as 
long as the cash flow is concerned because of two reasons. Firstly, if a company attracts 
customers by loss-leader pricing and doesn‘t convert sales on higher margin products, 
the overall margins decrease. Secondly, if the company often uses a leader-pricing strat-
egy customers have interest only when the loss-leader products are on sale.  
Despite the disadvantages of this method, there is a list of advantages as well (33) .  
 Price leadership provides some certainty to the pricing forecasting by reducing 
the possible reactions to a price change 
 The leader firm set the price at a specific value and simultaneously provides sta-
bility in the marketplace. Prices do not have great fluctuations. 
 For inelastic products, this strategy offers a limit to price reduction. 
 Price leadership protects from price wars 
 Small firms can avoid expenses on market surveys, production and cost analysis 
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2.3.13 Tender Pricing 
There is a method focusing on offers made to customers which is called tender pricing. 
Many companies use this one to provide goods or services at an entrance level or for 
maintaining in demand. Moreover, a lot of contracts are based on tender pricing, where 
forms set their prices for carrying out the work and purchasers select the one they think 
is the most representative. These processes are usually done in secret. In order to pre-
pare a tender, there are some steps that should be done for successful offerings.  
To start with, a company has to check the instructions in the client‘s bid specification so 
it would be easier to make comparisons among other tenders. There should be a list of 
component costs at each stage of the project as well as working time and cost of the 
staff. Furthermore, there are the administration and management time and cost that 
should be evaluated and some expenses which could be returned somehow. Every ten-
der pricing strategy should be presented in a document accompanied by graphs and pic-
tures which illustrate why the specific offer is the best for the client.  
It is very important to set prices in an accurate way because even if the tender is won it 
should also be profitable (34) . But if for once, a tender price is established, then this 
price can be used to several tenders too. 
Below, it follows the process of pricing for a tender (35): 
 Start with what the customers need and put the lowest possible price for simple 
and specific services/goods. 
 For more services, put a separate price as for the extra service. 
 Always have prices that make a reasonable profit from each product separately 
or from all of them as total revenue. 
 Try and meet the consumers‘ price objectives. Even try to be lower than his/her 
expectations. 
 Avoid single fixed prices. 
 Be aware of what the price will be including the warranty. 
 Rating should be done in English in order to avoid manipulation. 
 Take taxes into consideration. 
 If needed take currency fluctuation, custom duty and more similar factors into 
consideration. 
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Figure 12: Process of tendering pricing strategy 
2.3.14 Price Discrimination 
Many times consumers deal with different prices for the same product or service. This is 
called price discrimination strategy and is depended on order-size lot and geographical 
location. The main idea for this strategy is to charge consumers with the maximum price 
which each one is willing to pay for the goods. In more practical level, companies make 
groups of their customers based on certain attributes and set different prices according 
to the willingness of the group. This method allows the company to have higher profits 
than standard ones, as it reclaims every dollar available from each of its consumers. One 
very illustrative example of price discrimination is theatre tickets. The prices here have 
three different values addressing to 3 different groups of people. There are the youth, 
the adults and the seniors and from each group there is an expected income. According 
to this income, the charges are calculated and the highest one is given to the adults be-
cause they represent the group with the most population. More examples are found in 
markets as travel and transport, telecommunication and many other services.  
There are three types of price discrimination: 
 First Degree: Set prices as high as the marketplace can bear. The process of auc-
tions. 
 Second Degree : Have discounts for buying large quantities 
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 Third Degree: Separate the market into distinct groups. 
The first/second/third degree taxonomy of price discrimination is due to Pigou  
Some necessary conditions for this strategy are:  
1. The marketplace should be imperfect as far as the competition is concerned be-
cause otherwise there would be no influence on price for the producer. 
2. The consumers must be separated in groups and be kept separated so that it 
would be difficult to transfer a product from one group to the other and have the 
same profit. This separation is usually based on the following factors : 
a) Geographical -> Consumers are separated according to distance factors. 
Goods are sold overseas at a price lower than at the home market or many 
times below the cost of production! 
b) Temporal -> Consumers are separated according to time. Goods have differ-
ent prices during the day. Early in the morning train tickets may be more ex-
pensive than at the midday. 
c) Customer type Consumers are separated according to some significant fea-
tures of themselves. Age, sex, income and occupation are some very com-
mon features that distinct consumers‘ groups. 
3. There should exist different price elasticity of demand in each market otherwise 
price discrimination would have no meaning. If price elasticity is the same then 
there would be a common price which it would represent the profit maximized 
in each market. 
 
The main reason of price discrimination is to capture the market‘s consumer surplus, 
meaning the opportunity of customers to pay more than the set price of a good or ser-
vice (36) . In telecommunication market there are situations where customers are will-
ing to pay different amounts for the same service. For example, for an internet connec-
tion two people are willing to pay different amount in a way that one covers the other. 
By this meaning, person A is able to pay less than half of the cost and person B can pay 
the rest but not the entire cost. In this occasion, price discrimination will result to higher 
revenues than single price strategy. It can be also viewed in the following diagrams:  
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In the top diagram a single price (P) is set for all the consumers and a specific quantity 
of products are demanded (Q). The revenue is the area between P,A,Q,0 while the con-
sumer‘s surplus is the area above line P,A and below curve D. 
Now, with price discrimination in the second diagram, there are two prices P1, P2 so 
there are two segments for the demand curve. The first one is P1, B, Q1, 0 and the se-
cond one is E,C,Q2,Q1. There two summed up are the total revenue. Under similar cir-
cumstances,  
price discrimination will always give greater 
profit than single price, therefore the more the 
variety of prices the higher the profit. 
 
Diagrams 1 & 2: Single pricing vs discrimination 
pricing 
As discussed in previous sector, there are two 
kinds of market, the elastic and the inelastic 
one. For this reason it is very useful for price 
discrimination to set the optimum price to 
each market. In order to find this price, an 
analyst should examine the demand curve for 
both elastic and inelastic markets. The inter-
section of the marginal cost curve (MC) with 
the marginal revenue curve (MRt) for the whole market is the point where the profit 
output is maximized (Qt).   
 
 
Diagram 3: Equilibrium of marginal cost and marginal revenue in marketplace  
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In these diagrams, it is shown that the total optimum output is divided to the markets 
according to the intersection of marginal cost and marginal revenue (37) . This is called the 
equilibrium marginal revenue level and determines the two optimum outputs too (Qa, Qb). 
In addition, the profit maximizing prices (Pa, Pb) are found by the diagram. So by naming 
E1 the price elasticity of demand of inelastic market and E2 the one of elastic market, the 
optimal pricing ratio can be expressed as: 
P1/P2 = [1 + 1/E2]/[1+1/E1] 
Price discrimination strategy is often used in many domains of marketing so it is interesting 
to see the advantages and disadvantages of it (38): 
Advantages Disadvantages 
 Benefits for the producers. 
 Customers consuming the lower 
price goods may not have the 
opportunity to do so if there 
was no discrimination. 
 Both consumers and producers 
may benefit from a firm that 
turns from a loss making to a 
profitable one. 
 Disapproval of consumers due 
to the high prices. Many of 
them would claim that the dis-
crimination is done on behalf 
of the producers and makes it 
difficult for the consumers to 
correspond. E.g. public trans-
ports in peak time are too ex-
pensive for the massive travel-
lers. 
 
2.3.15 Destroyer Pricing/Predatory Pricing 
By using this strategy, a company can force out of the market all its competitors. Prices 
are set to a very low value so that it would be very difficult even for new competitors to 
enter. At most of the times, companies that use this strategy are de facto monopoly. 
Sometimes prices, within predatory strategy, are set to free and this characteristics result 
into making it illegal under competition. When a new product is about to enter the mar-
ketplace but the barriers are set very low considering the price, then this product will 
not enter and the consumers will lose a wider choice (39).  
Generally a company counts on a short term pain for a long term gain. It is crucial for it, 
to have strong bases in financial level in order to succeed during the initial period and 
be able to acquire the facilities employees and equipment of the competitors so as to 
prevent them from coming back. Although, competitors may appear to be stronger than 
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they were considered or maybe the time provided weren‘t enough so as to dominate the 
marketplace. Obviously, it is quite risky strategy but in some cases it has the expected 
results. 
Predatory pricing is difficult to prove because it is largely theoretical and the few com-
panies which use it have actually engaged in it (40). 
One classic example of this strategy is a chain coffee shop which opens across the street 
of a locally owned coffee shop. It is logically assumed that the prices in coffee, muffins 
and all the provided products should be similar. Despite this assumption, the new coffee 
shop lowers its prices to the cost- price value in order to gain customers and become 
known to the neighborhood. This new coffee shop relies on its corporate backing and 
prefers to facilitate its candidate customers financially so as to gain them from their 
previous routine. 
This way the predatory strategy works legally as no one can say that competition is out 
of table. In business rules, a new-entrance product is able to set low prices and achieve 
an amount of customers.  
The diagram that follows explains the way of calculating the monopoly pricing and af-
terwards evaluates the predatory one:  
 
Figure 13: Entrant‘s residual demand curve 
As said before the predatory pricing not only prevents new entrance products, but it also 
drives competitors out of the market. Looking in the diagram, a company may produce 
QL quantity and sell it at a PL price which is lower to the monopoly price. Probably a 
potential entry may think that the company will continue to produce QL quantity so the 
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residual demand will be DM – QL. This amount is the residual demand curve shown in 
blue color in figure (x). Any product that is priced below the intersection of the blue line 
and the monopolist‘s demand curve (QL) is not profitable. 
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3 Optimization Algorithm 
Price elasticity modeling 
The basic idea in modeling price elasticity is to combine a market understanding with 
specialized analytical capabilities and extract the appropriate results. This combination 
consists of many factors in the marketplace and in the consumers‘ attitude. In other 
words, apart from the quantitative results derived from the methods, there are the quali-
tative characteristics as well, which are gained from the following factors: 
1. Psychological and demographical attributes of the country, the mentality of the 
customer due to financial economy  
2. Discrimination between necessities and luxuries 
3. Evaluation of the total amount of money being spent 
4. Circumstances under which the products are bought 
5. Payment type 
6. Level of competition and choice of substitutes 
7. Time over which elasticity is measured 
8. Ease of changing suppliers as far as the cost is considered 
9. Emotional bundling between customers and product/provider 
Definitely an algorithm which is accompanied by a qualitative model is more accurate 
for future predictions. 
As for the quantitative calculation of price elasticity, two formulas are used: Point-price 
elasticity and Arc elasticity (41). In order to understand the two methods, a demand 
curve of an example is given below with specific values for price and quantity demand-
ed: 
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Graph 6: Demand curve 
In general the quantity is the independent variable and the price is the dependent. Now 
for this curve, analysts calculate price elasticity at any given point with the two formu-
las mentioned before.  
Point-price elasticity 
Picking a point from the demand curve gives some characteristics which calculate the 
elasticity as follows: 
 
 
This approach uses differential calculus and avoids any accuracy problem by minimiz-
ing the difference between start and end price values and quantities. The elasticity 
equals the first derivative of quantity with respect to the price, multiplied by the price at 
the specific point and divided by the quantity. 
This formula works only if the demand function   is known so as to have 
value for the derivative . 
Arc Elasticity 
This formula is used by target pricing, as discussed before, and finds the average elas-
ticity between two points of the demand curve. An analyst would be able to determine 
which of the two points is the ―original‖ and which is the ―new‖ just by comparing the 
percentage change of price (P) and quantity (Q) with the average of the two prices 
(P1,P2) and the two quantities (Q1,Q2). The mathematical definition is:  
 
 
  -49- 
It is also known as the midpoints formula because the two average values which are cal-
culated are the coordinates of the midpoint of a straight line that passes between the two 
initial points. However this formula is not very accurate, if the curvature of the demand 
curve is great, because it assumes that the distance between the two points is linear. 
Keeping these two basic formulas in mind, data analysis has moved forward in develop-
ing algorithms which help process data and gain important information for pricing strat-
egies and price elasticity.  
Six basic methods of finding elasticity of demand are described below, using regression 
analysis. 
3.1 Regression Analysis 
It is already discussed that the fundamental equation of computing price elasticity of 
demand is ED= 2* Price/Quantity. In order to conclude in the right estimation, regres-
sion analysis is the statistical process that an analyst should use. This process estimates 
the relationship between data when they are formed in equations with one dependent 
variable and one or more independent. The main idea is how the value of the dependent 
variable changes when the value of an independent varies. Usually, the actual estima-
tion is the expectation of future changes, issue which is used broadly in business mar-
keting. 
Regression analysis is the most common tool for predicting and forecasting especially 
when used with machine learning. Furthermore, an analyst can clarify the independent 
variables that are related with the dependent one. There are many methods which are 
developed for regression analysis, each one designed for corresponding to many kind of 
variables and data. Most familiar are the linear and nonlinear regression analysis which 
are appropriate for two different kinds of structures in data. Linear regression is more 
limited than non linear and nonlinear in accordance to the nonparametric regression can 
find the relationship amongst a large number of observations where the computations 
are intense. In this paper, the dataseries which are used to compute price elasticity are of 
large size so the nonparametric regression is basically used. 
This type of analysis is also known as least squares fitting due to the minimization of 
the sum squares which it does in every iteration of the process. Moreover, regression 
analysis uses nonlinear optimization methods which apply to every equation between 
two variables, so it is important to find the best fitting function for the dataseries each 
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time estimation is calculated. Most known functions are the Gaussian, exponential, ra-
tional, power and Fourier ones which are experimentally evaluated in this paper. In 
terms of comparison there is also the linear-polynomial function tested too, which gives 
some interesting results. The basic least-squares method and the six functions are pre-
sented in mathematical base for the facilitation of the reader. 
3.2 Least-Squares Regression  
In general, two variables are extremely unlikely to present a perfect linear relationship 
for two reasons (42) 
a) Experimental error 
b) Underlying relationship may not be exactly linear but approximately 
The method of Least Squares, though, is the process which uses some mathematical 
functions and finds the best fitting line to the data. In other words, it minimizes the dis-
crepancy between the data points and the curve. The criterion for least-squares regres-
sion to be successful is to minimize the following value: 
 
 
To define the a0 and a1 factors, differentiate the Sr which is the mean square error:  
 
 
 
 
 
 
 
and set these derivatives equal to zero in order to get the so-called normal equations  
0 
 
 
0 
 
 
The coefficients of a straight line are  
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One important value for effective results in this method is measuring the error of linear 
regression. This procedure requires three main factors:  
a) The sum of the square of the estimate residual  
From a sampled data system: 
           
and from a linear regression system: 
  
b) The standard deviation  
A metric showing the variation about the mean, Sy quantifies how much a set of data 
fluctuates about its mean. Again from a sampled data system: 
  
and from a linear regression system where Sy/x quantifies the spread around the regres-
sion line:  
 
c) The goodness of a fit  
 
where r
2
 is called the coefficient of determination and r is the correlation coefficient  
(43).  
See the following figure explaining the concept of error, 
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Graph 7: The residual in linear regression 
 
General Linear Least-Squares  
 
The general linear least-square model is:  
 
 
while in matrix form is: 
 
 
 
 
 Note that Z is not a square matrix but we want to know 
about : 
 
            So A is:  
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3.2.1 Gaussian Model 
The reason to implement Gaussian model is that it is a stochastic process which associ-
ates every point in a range of time with random values normally distributed. It is im-
portant in statistical modeling because the data are usually based on some normal facts. 
A Gaussian model includes averages values and error estimations through time which 
are derived by the normal distributions and are needed in these experiments. The form 
of the function is: 
 
 
where e is the Euler‘s number and a,b,c and d are some real constants. 
An important factor is the covariance function which presents the spatial covariance of a 
random variable process and usually the ‗squared exponential‘ function is the choice. It 
has the following form: 
 
 
where the covariance function C describes this covariance between two point x,y with 
distance d and a scaling parameter V. This function gives smooth sample paths. 
Gaussian process models interfere directly in data space, especially when the model in-
cludes weights in the form of f(x|w) = x
T
w, y = f + e, 
by
 computing the parameters of the 
above equation. Assuming noise to be e = N(0,σ2)  the likelihood of the parameters is:    
P(y|X,w) = N(X
T
w,σ2)  
where it is needed to have a Gaussian prior over them by the following: 
P(w) = N(0, Σp) 
and obtain posterior value by Bayes‘ theorem: 
P(w|y,X) ∝ P(y|X,w)P(w) 
So, after computing the most suitable parameters with the maximum probability the 
posterior distribution over w is: 
P(w|y,X) = N((1/ σ2)*A-1*X*y,A-1 where A = Σp
-1
 + (1/σ2)*X*XΤ 
As mentioned already, the Gaussian process is defined by a mean function and a covari-
ance function which collect random variables that have a joint Gaussian distribution. 
More specifically, assuming any set of inputs X, the joint distribution of them is over 
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the values f(X) ~ N(0,K). Actually, it is over functions where the mean is zero and the 
covariance is computed as Cp,q = Cov(f(x
(p)
),f(x
(q)
)) = C(x
(p) 
, x
(q)
). 
In this study the Gaussian model has three parameters: 
 the first, a, scales the curve along the horizontal axis 
 the second, b, defines the shape of the curve 
 the third, c, scales the curve along the vertical axis 
y = c * (x/a)
(b-1)
*exp(-(x/a)
b
 
This is not a density function because of the parameter c, which is necessary to allow 
the curve's height to adjust to data. Moreover, Gaussian function can have one to nine 
different factors defined by the analyst, which consist the way the curve fits the data. 
The larger the number of factors, the better the fit but it incurs the loss of trends and pat-
terns due to overfitting. So, it is wise to conclude to a model after trying the most possi-
ble forms. 
The Gaussian curve process is often used as a model when the response variable is 
nonnegative. Ordinary least squares curve fitting is appropriate when the experimental 
errors are additive and can be considered as independent draws from a symmetric distri-
bution, with constant variance (44).  
3.2.2 Exponential Model 
In exponential regression the process is to take the independent variable-dataseries t and 
fit it in an exponential function of the form:  
y = a * r
bt
         
where ‗a‘ is the amplitude or the initial value (the y-intercept) and ‗b‘ is the exponent of 
this function. 
In this kind of fitting, the idea is that datasets do not change linearly in order for the 
curve to fit better. The value r which is one output of this process can define if the fit is 
good or bad by its value. If r is close to 1 the fit is good, if it is between 0.5 and 0.9 it 
depends to the analyst and if it is less than 0.5 the model is wrong. 
The exponential function can be expressed by logarithms too, in a linear function of t as 
follows: 
log(y) = log(a) + b*t* log(r). 
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Now, assuming that a product is tested and data for its price-sale behavior are collected, 
an analyst can suppose that this correlation is of the exponential type. The distribution 
of the sales as y axis and the price as x axis is exponential. The main issue apart from 
finding some possible trends is to have expectations about future sales on specific pric-
es. Parameter estimation is the process of determining the parameters of the exponential 
distribution that fit this data best in some sense (45). 
One popular criterion of goodness is to maximize the likelihood function. The likeli-
hood has the same form as the exponential pdf but for the pdf, the parameters are known 
constants and the variable is x. The likelihood function reverses the roles of the varia-
bles (46). Here, the sample values (the x's) are already observed. So they are the fixed 
constants. The variables are the unknown parameters.  
One very useful toolbox in Matlab, the Curve Fitting Toolbox, involves calculating the 
values of the parameters that give the highest likelihood given the particular set of data. 
So, having as inputs the prices of a product and the corresponding sales, the model fits a 
curve which shows the behavior. In many cases, it is necessary to have also the density 
curve fitting the results, in order to be more accurate on how trustful the predictions are. 
3.2.3 Power Model 
A functional relationship between two quantities, where one quantity varies as a power 
of another. For instance, the number of cities having a certain population size is found 
to vary as a power of the size of the population. 
Y = Ax
B
 
A = e
a 
B = b 
The following picture shows how to compute the ‗a‘ and ‗b‘ values: 
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The most important properties of power function are: 
 Universality 
The equivalence of power laws with a particular scaling exponent can have a deeper 
origin in the dynamical processes that generate the power-law relation 
 Scale invariance 
One attribute of power laws is their scale invariance (47). Given a relation f(x) = ax
k
, 
scaling the argument x by a constant factor c causes only a proportionate scaling of the 
function itself. That is, f(cx) = a(cx
k
 = c
k
 f(x) ∝ f(x). 
The input values are prices and are the independent variable which will give a correla-
tion of how the sales are varied as power of prices. This nonlinear regression technique 
estimates the value of the scaling exponent for a power-law tail; however it does not 
always yield to unbiased and consistent answers. Some of the most reliable techniques 
are often based on the method of maximum likelihood. Alternative methods are often 
based on making a linear regression on either the log-log probability, the log-log cumu-
lative distribution function, or on log-binned data, but these approaches should be 
avoided as they can all lead to highly biased estimates of the scaling exponent. Despite 
this fact, the power process is quiet common in researching many interesting topics as 
the sizes of earthquakes, craters on the moon and of solar flares, the foraging pattern of 
various species, the sizes of activity patterns of neuronal populations, the frequencies of 
words in most languages, frequencies of family names, the species richness in clades of 
organisms, the sizes of power outages, wars, and many other quantities. So experiment-
ing with it is important for having a more complete knowledge of analysis. (Wikipedia) 
3.2.4 Fourier Model 
Fourier process is using a sum of sine and cosine functions which describe a periodic 
signal (48). It is represented in either the trigonometric form or the exponential form. 
For this study, the trigonometric form took place: 
Y = a0 + sum(ai cos(xw) + bi sin(xw) 
where a0 is a constant (intercept) term in the data and is associated with the i = 0 cosine 
term, w is the fundamental frequency of the signal, n is the number of terms (harmon-
ics) in the series, and 1 ≤ n ≤ 8. 
To illustrate it better: 
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 a0 is integrating on both sides of the Y equation from –π to π. 
 ai is multiplying  both sides of Y by cos(x) and integrates 
 bi is multiplying  both sides of Y by sin(x) and integrates 
This function has two matrices as inputs, corresponding to price and sales values of a 
product and gives as a result the curve that fits better its behavior. Using again the least-
squares fit, the aim is to minimize the equation: 
 
Furthermore, Fourier method for processing data is a common technique when cyclical 
behavior over time is to be studied. Such cyclical behaviors can be diurnal, seasonal or 
man-made and it is more than certain that products‘ behavior is an outstanding example. 
The Fourier analysis compares two data sets with cyclical behavior and is a tool for pre-
dicting the variable where data is missing. According to how many factors-terms are 
chosen in Fourier equation, the level of fitting varies. It is profound that the more the 
terms the better is the fitting, but again, as with the Gaussian method, the aim is to find 
patterns and trends. So, an overfitting situation would not meet the expectations. 
    
3.2.5 Linear-Polynomial Model 
This method is the simplest of all as far as the computing is concerned, though it is usu-
ally the best base for having an overall estimation of a product‘s behavior (49). Simple 
as its equation, the linear regression fits a straight line to a set of paired observations. 
The mathematical expression for the straight line is: 
 
Polynomial regression has the same behavior in fitting, apart from the straight line. It is 
of the following form, so actually, it is an expansion of linear(assuming there is also 
the error term e): 
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The error, or residual, is the discrepancy between the true value of y and the approxi-
mate value, a0 + a1x  and that is  
 
The goal again, is to define the coefficients ‗a0‘ and ‗a1‘ such that y fits the data well. In 
order to decide if the data are fitted well, there is a method for computing the error and 
is presented below. Important to mention that this method is used in all the previous 
methods too, for computing the level of fitting (46).  
Initially, the following data are fitted by both the red and blue line. Obviously, blue line 
fits better, and the reason is explained based on mathematic formulas. 
 
Figure 14: Sample of data with two linear curves for fitting 
 Consider the distance between the data and points on the line    
 Add up the length of all the red and blue vertical lines 
 This is an expression of the ‗error‘ between data and fitted line 
 The one line that provides a minimum error is then the ‗best‘ 
straight line 
 
Extending a lit bit the regression method, the computation of this minimum error is 
done by quantifying it in the curve fit. In this study, the error is measured by assuming 
that 
a) positive and negative error have the same effect because the only difference is if the 
position of the points is above or below the line 
  -59- 
b) weights of points influence the value of the error 
Thereafter, actual points are denoted as x,y pairs while computed corresponded points 
are x,f(x). See figure below: 
 
Figure 15: Two observations of a data set and the depiction on the curve 
The distances are squared to avoid negative values and the sum of the error is computed 
by: 
 
The best fitting curve is the one that gives the minimum value for the above equation, in 
other words the curve that gives minimum error between data y and the fit f(x) is ‗best‘. 
This technique is known as the least squares approach because the square of errors is 
minimized. 
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4 Implementation Process 
4.1 Pre-Processing Data 
The study in this paper is done on a large amount of real data, given by a company 
which works on business intelligence. The applications which are used are NetBeans 
7.2.1 and Matlab R2012b, while the form of the data is two text files of different size 
which contain the prices of some products and the corresponding sales of them for three 
and a half years. The price file, matrix 1, is of size 162 KB and contains the data in 
string form separated by commas and every line is a different continuous day. Same 
form has the sale-file too, matrix 2, which is of size 464 KB because it contains more 
products than the price-file. At first step, it is interesting to deal with the correlation of 
price and sales. 
20090501,1.5L_COCA_COLA_LIGHT,Store1,0 
20090502,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090503,1.5L_COCA_COLA_LIGHT,Store1,0 
20090504,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090505,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090506,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090507,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090508,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090509,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090510,1.5L_COCA_COLA_LIGHT,Store1,0 
20090511,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090512,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090513,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090514,1.5L_COCA_COLA_LIGHT,Store1,1.266 
20090515,1.5L_COCA_COLA_LIGHT,Store1,1.266 
. 
. 
. 
Image 1: Sample of price.txt file 
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. 
. 
20120830,0021323,Store1,1 
20120831,0021323,Store1,1 
20090502,1.5L_COCA_COLA_LIGHT,Store1,55 
20090504,1.5L_COCA_COLA_LIGHT,Store1,23 
20090505,1.5L_COCA_COLA_LIGHT,Store1,37 
20090506,1.5L_COCA_COLA_LIGHT,Store1,8 
20090507,1.5L_COCA_COLA_LIGHT,Store1,39 
20090508,1.5L_COCA_COLA_LIGHT,Store1,55 
20090509,1.5L_COCA_COLA_LIGHT,Store1,50 
20090511,1.5L_COCA_COLA_LIGHT,Store1,30 
20090512,1.5L_COCA_COLA_LIGHT,Store1,29 
20090513,1.5L_COCA_COLA_LIGHT,Store1,23 
20090514,1.5L_COCA_COLA_LIGHT,Store1,24 
20090515,1.5L_COCA_COLA_LIGHT,Store1,26 
20090516,1.5L_COCA_COLA_LIGHT,Store1,56 
. 
. 
Image 2: Sample of sales.txt file 
 
So it is important to have the join of the files in order for the price-sales pair appearing 
in the same file and be appropriate for processing. This implementation is done in the 
NetBeans 7.2.1 application using Java language. 
The data files are opened and read in a buffer path, line by line, and the commas are the 
tokens which separate the strings in order to recognize the different kind of data. While 
reading them, only the products which appear in both the two files are stored and a new 
file is created to group them in the form of date-store-label-price-sales under the name 
‗join.txt‘, matrix 3. 
Some observations in the data may not have appropriate values either for prices or for 
sales, so at first they are given zero values. 
 
 
2009-05-02,Store1,1.5L_COCA_COLA_LIGHT,1.266,55 
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2009-05-04,Store1,1.5L_COCA_COLA_LIGHT,1.266,23 
2009-05-05,Store1,1.5L_COCA_COLA_LIGHT,1.266,37 
2009-05-06,Store1,1.5L_COCA_COLA_LIGHT,1.266,8 
2009-05-07,Store1,1.5L_COCA_COLA_LIGHT,1.266,39 
2009-05-08,Store1,1.5L_COCA_COLA_LIGHT,1.266,55 
2009-05-09,Store1,1.5L_COCA_COLA_LIGHT,1.266,50 
2009-05-11,Store1,1.5L_COCA_COLA_LIGHT,1.266,30 
2009-05-12,Store1,1.5L_COCA_COLA_LIGHT,1.266,29 
2009-05-13,Store1,1.5L_COCA_COLA_LIGHT,1.266,23 
2009-05-14,Store1,1.5L_COCA_COLA_LIGHT,1.266,24 
2009-05-15,Store1,1.5L_COCA_COLA_LIGHT,1.266,26 
2009-05-16,Store1,1.5L_COCA_COLA_LIGHT,1.266,56 
2009-05-18,Store1,1.5L_COCA_COLA_LIGHT,1.266,21 
2009-05-19,Store1,1.5L_COCA_COLA_LIGHT,1.266,34 
. 
. 
Image 3: Sample of join.txt file 
The join of the data is done using hash mapping for finding pair of price-sales for the 
same product appearing on the same date at the same store. 
Second step is to create 18 different lists for the products which were found in the join 
file. In order to study the behavior of each product separately through the three and a 
half years it is useful to have each one in a different .txt file. The implementation con-
tinues in NetBeans by reading the new join file line by line and separating the products 
by the label appearing in a specific place in the line. Afterwards, 18 new list files, ma-
trix 4, are created containing only the price-sale pair where every line represents a dif-
ferent day. For this study, the variation of prices and sales are enough and the time issue 
is mentioned for possible future work.  
1.5L Coca Cola Light 
1.266 
55 
1.266 
23.0 
1.266 
37.0 
1.266 
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8.0 
1.266 
39.0 
. 
. 
Image 4: Sample of 1.5L Coca Cola Light file with the price-sales pair 
All 18 files are named after the label of the product and have the form shown above in 
order to be easy for Matlab to read them. In the next section, the data are fit in matrices 
and are analyzed by 5 methods of regression analysis to derive the best results regarding 
the correlation and behavior of products. 
4.2 Data Analysis of Measurements and Results 
The data are stored in the 18 files with all the given values which have some inconsist-
encies. Some prices are set to zero value due to insufficient observations and some other 
have negative values as well. Before analyzing, a last processing is done to delete them. 
A replacement would be also done by using nearest neighbor’s values but the amount of 
data is large enough to fit the right results even without these observations.  
Regression analysis is implemented by the following steps: 
1. Find level of correlation between the price-sales data for each product. 
2. Smooth the column of prices to avoid outliers 
3. Fit curves to data with 6 different methods  
4. Compare results of fitting and forecasting 
Using the correlation syntax of Matlab toolbox, the total level of correlation is presented 
in matrix 5, separately for each product (46). By this means, the strength of a linear rela-
tionship between two variables is estimated.  
 If value is near 1 there is a positive elastic relationship between the data col-
umns. 
 If value is near -1 there is a negative elastic relationship to another column of 
data (anticorrelation). 
 If value is near or equals 0 there is no elasticity between the data columns. 
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No  Product Label Value of 
correlation 
in store 1 
Value of 
correlation 
in store 2 
1 Carlsberg Beer -0.1707 -0.3887 
2 Coca Cola Classic -0.2402 -0.0481 
3 Coca Cola Light -0.0060 -0.0700 
4 Coca Cola Zero -0.2969 -0.2552 
5 Cte Provence Wine -0.0531 -0.1080 
6 Ctx Aix Moncigale Wine -0.2307 -0.3630 
7 Ctx Aix Provence Wine -0.0730 -0.2794 
8 Fischer Beer -0.0787 -0.1928 
9 Luberon Aigueburn Wine -0.1303 0.0965 
10 Merlot Wine -0.2056 -0.5094 
11 Mineral Evian Water 0.0293 -0.1907 
12 Mini Draft Heineken -0.1961 -0.3320 
13 Pepsi Max -0.1026 -0.1091 
14 Rose Corsica Wine -0.1037 -0.0547 
15 Volvic Fontaine Water -0.0719 -0.0319 
16 Water Source Cristaline 0.0952 -0.2149 
17 3L Rose Wine 0.1099 -0.2758 
18 5L Rose Wine -0.1503 -0.1406 
Table 1: Correlation Coeffients for Price-Sales values 
These values show how the 18 products behave in the first two stores of this study. The 
first evaluation is that these products are inelastic in these stores as their correlation val-
ues are almost 0, but the trend appears to be a negative elastic correlation due to the 
negative values. It is obvious this trend means that an increase in price will result in a 
decrease in sales. Additionally, there are many parameters which may interfere too in 
the evaluation of a product‘s behavior such as the location of the store, the economic 
situation of the customers and the time periods. Consequently, an interesting result 
could be derived for every store separately, by studying the variation of price-sales val-
ues which took place there. 
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Moving on with the analysis, products behave differently among the stores. In the fol-
lowing figures, the products from the first two stores, that fit better linear and exponen-
tial function through least squares, are presented and analyzed.  
 
Store 1 
 
Matlab 1: Coca Cola Zero Linear model- Store1 
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Matlab 2: Coca Cola Zero Exponential model- Store1 
In figure Matlab2 is shown that product Coca Cola Zero has an elastic behavior accord-
ing to the fitting curve which has a negative inclination. Moreover, the correlation factor 
for this product is -0.2969 meaning that it is close to zero with a tendency to elasticity. 
Negative elasticity illustrates why the two variables in this situation are conversely de-
pending. When prices go up, sales go down proportionally to this curve.  
The difference between the two curves (linear-exponential) is how well each one fits the 
data. A sufficient way to check it is by measuring the error, especially the mean square 
error (RMSE) which is analyzed in the next section. This product does not have great 
difference between the two fittings so the trends are almost the same.  
Interesting though is the fact that predictions and forecasting is more reliable in areas 
that have larger density of points than the spare ones. Additionally the distance that the-
se points have from the line matters as well as the number of them in every spaced area. 
So the graph that presents the price-values density actually shows the amount of sales in 
every observed price. In this study the model is trusted more in prices that have high 
density for predicting a future behavior.  
By choosing two prices with different density in sales, one can evaluate the results in 
the graph. Obviously, for 1.6 euros the graph shows the greatest peak so the prediction 
is better than any other value. 
The following matrix shows the results after running the model with 1.5 and 1.6 prices: 
 
-68- 
Sales/Prices Linear RMSE Lin Exponential RMSE Expo 
1.5 € 26 20.904 28 20.78 
1.6 € 20 20.904 19 20.78 
Table 2: Predictions for Coca Cola Zero in Store 1 
The error is almost the same so the two fitting are similar, fact that reflect to the pre-
dicted values too. Furthermore, it has small value proportionally to the amount of data 
so it can be said that the model fits well. Important it is to notice that for larger density, 
price value 1.6, both techniques give almost the same result because the fitting is more 
reliable. 
In the same way, the next product although it appears to be positively elastic, meaning 
that even if prices go a bit up the sales are same or even more, in business terms means 
that the product is a first need good so sales are independent from the prices. This is the 
form of inelastic products and in this case water (correlation value = 0.0952) can be cat-
egorized like that.  
 
Matlab 3: Water Source Cristaline Linear Model in Store1 
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Matlab 4: Water Source Cristaline Exponential Model in Store1 
 
It has to be mentioned as well, that the density graph shows an extreme peak in a certain 
price area which can have many explanations. Because the data are collected through 
3,5 years, it is possible that 0.17 is the standard price the water has most of the time. 
Meanwhile, the prices may increase in summer and sales remain in a high level, justify-
ing the peak in 0.18 value.  
Running the model here gives the following: 
Sales/Prices Linear RMSE Lin Exponential RMSE Expo 
0.17 € 573 527.8 577 516.7 
~0.18 € 828 527.8   807 516.7 
Table 3: Predictions for Water Source Cristaline in Store 1 
Another interesting fact is that exponential technique fits better these data according to 
the RMSE value. In this amount it may present a small difference in results but in a 
much larger it would be more obvious. 
As far as the results in sales are concerned, mathematically if the prices go up the sales 
will increase too. But the conditions under which the observations were taken may in-
fluence a lot. So, it is a lot safer to say that with 0.17 € this company will sale ~570 
units than rely on the result of 0.18€. There were significantly less sales as the graph of 
density shows and there could be many factors that an analyst should take into account 
before extracting a realistic induction. 
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The most inelastic product in the first store, according to this method, is presented in the 
next figure. Definitely, the curve shows there is almost no change in the amount of sales 
due to the prices. The significant point in this graph is again the density of data which 
give a more confident result in prices that are of high probability density function. 
 
Matlab 5: Coca Cola Light Linear Model Store 1 
 
In the matrix below, the confirmation of almost same sales in all the range of prices is 
shown. Despite this fact, the likelihood of sales computed right by the model, is greater 
in prices like ~1.3 and 1.35 than in ~1.2 and ~1.4.  
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Sales/Prices Linear RMSE Lin 
~1.3 € 24 13.3304 
1.35 € 24 13.3304 
~1.2 € 23 13.3304 
~1.4 € 24 13.3304 
Table 4: Predictions for Coca Cola Light in Store 1 
The RMSE value is small enough to show that the model fits well the data and the ex-
ponential technique would be unnecessary to be studied. 
 
STORE 2 
Some different and interesting behavior of products is presented in Store 2. The first one 
is the Merlot Wine which is a negative inelastic product with high inclination, compar-
ing to the previous ones. This first idea is made by running all the data in the model, 
containing some obvious outliers. There is an important amount of points grouped at 
certain prices which is necessary to be studied separately, maybe for a more realistic 
result. For now, the predictions of some specific price values are shown in the next ma-
trix. They concern both linear and exponential techniques with sharp decreases. 
 
Sales/Prices Linear RMSE Lin Exponential RMSE Expo 
7 € 20 11.1445 23 11.286 
9.8 € 5 11.1445 4 11.286 
10.5 € 2 11.1445  3 11.286 
Table 5: Predictions for Merlot Wine in Store 2 
The forecasting in this situation has some small differences according to the techniques 
but it is expected by seeing the following graphs.  
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Matlab 6: Merlot Wine Linear Model Store 2 
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Matlab 7: Merlot Wine Exponential Model Store 2 
 
After the execution of Merlot Wine‘s graphs, the great cumulation of data in prices 
greater than 9 € leads to analyzing its behavior without the sales of price under 9 €. The 
model gives the following graph which is less steep and appears to be more reliable.  
 
Matlab 8: Merlot Wine Linear Model Store 2 for Prices >9 
Similarly the exponential function fits better the data if the scattered points of prices be-
low 9 are vanished.  
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Matlab 9: Merlot Wine Exponential Model Store 2 for Prices >9 
 
Running this form of the model for the same prices as before, the forecasting is updated 
as the following matrix shows: 
 
Sales/Prices Linear RMSE Lin Exponential RMSE Expo 
9.8 € 5 5.843 6 5.811 
10.5 € 3 5.843 3 5.811 
Table 6: Predictions for Merlot Wine in Store 2  
The RMSE value decreases in half value showing how much better now the model with 
both techniques fits the data. The predictions are of greater trust and this is shown even 
better in the density graph below: 
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Matlab 10: Distribution of observations without outliers 
The same way of analyzing is used for the next product because of the same appearance 
of the observations. The first impression is that the product is positive elastic or other-
wise, in business terms, inelastic meaning that even if the prices go up the sales are the 
same or even better. The matrix shows the predictions in sales at some indicative prices 
for the general behavior.  
 
Sales/Prices Linear RMSE Lin Exponential RMSE Expo 
1.45 € 55 187.160 68 197.541 
1.55 € 90 187.160 89 197.541 
2 € 249 187.160 284 197.541 
Table 7: Predictions for Coca Cola Classic in Store 2 
The graphs below show exactly the reason for these results. 
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Matlab 11: Coca Cola Classic Linear Model Store2 
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Matlab 12: Coca Cola Classic Exponential Model Store2 
 
Similarly, the cumulation is leading in study the data under new conditions. While ex-
cluding all sales over ~1.7, an unexpected result executes. 
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Matlab 13: Coca Cola Classic Linear Model Store 2 for Prices <1.7 
 
Matlab 14: Coca Cola Classic Exponential Model Store 2 for Prices <1.7 
The product concludes in being negative elastic, exactly the opposite result from the ini-
tial one, showing how important is to choose the data carefully. Obviously, the correct 
categorization of Coca Cola Classic is the latter because it depends on the massive ob-
servations which present a high density in specific prices.  
The updated matrix for forecasting sales, in same prices, follows:  
Sales/Prices Linear RMSE Lin Exponential RMSE Expo 
1.45 € 169 140.983 205 140.93 
1.55 € 105 140.983 102 140.93 
Table 8: Predictions for Coca Cola Classic in Store 2 
These values are chosen proportionally to the probability density plot as the most indic-
atives. 
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Matlab 15: Distribution of observations without outliers 
Similarly to the first store, the second store‘s more inelastic product, according to the 
correlation value, is presented to be the one in the next figure. It is obvious because the 
linear fitting curve has almost no deviation. Running the model for Volvic Fontaine 
Water gives the next matrix: 
Sales/Prices Linear RMSE Lin 
2.2 € 6 7.4327 
2.3 € 7 7.4327 
2.5 € 7 7.4327 
2.7 € 8 7.4327 
Table 9: Predictions for Volvic Fontaine Water in Store 2 
It is the same way as the product in Store 1, where according to the Density graph; the 
result for 2.5 is much more reliable than the others even though the values are almost 
the same. Unnecessary the use of exponential technique as well. 
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Matlab 16: Inelastic Volvic Fontaine Water Linear Model Store2 
 
4.3 Evaluation of Models 
When comparing regression models that use the same dependent variable and the same 
estimation period, one effective way to evaluate a model is the root-mean-squared-
error (RMSE). This metric is a quadratic scoring rule which measures the average 
magnitude of the error, meaning that it measures the differences between values pre-
dicted by the model and the values actually observed from the products being modeled 
or estimated. This difference between the two values is squared and then averaged over 
the sample. At last, the square root of the average is taken so due to the fact that the er-
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rors are squared before they are averaged, the RMSE gives a relatively high weight to 
large errors. This means the RMSE is most useful when large errors are particularly un-
desirable (50). 
Since the RMSE is a good measure of accuracy, it is ideal if it is small. RMSE relates to 
the adjusted R-squared metric in such a way that when the former goes down the latter 
goes up. Hence, the model with the highest adjusted R-squared will have the lowest root 
mean squared error, so one can just as well use adjusted R-squared as a guide (51).  
The RMSE of model prediction is defined by the following mathematical formula: 
 
n
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n
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where Xobs are the actual observations and Xmodel are the modeled values at time or place 
i.  
In this study there are 18 products analyzed by the regression process with linear and 
exponential techniques and the RMSE factor is presented in the following four graphs. 
The factor shows how well every product was fitted by the techniques according to its 
observed values. The smaller the RMSE, the better the fitting. For those products that 
have a large error, regression analysis with Fourier or Gaussian technique may be better 
as well as a more sophisticated choice of the range of data. An example is given at the 
end of this section. 
For the following graphs the products are: 
1.  Carlsberg beer 2.  Coca Cola Classic                     
3.  Coca Cola Light 4.  Coca Cola Zero 
5.  Cte Provence Wine 6.  Ctx Aix Moncigale Wine 
7.  Ctx Aix Provence Wine 8.  Fisher Beer 
 
9.  Luberon Aiguebrun Wine 
 
10.  Merlot Wine 
 
11.  Mineral Evian Water 12.  Mini Draft Heineken 
 
13.  Pepsi Max 
 
14.  Rose Corsica Wine 
 
15.  Volvic Fontaine Water 
 
16.  Water Source Cristaline 
 
17.  3L Rose Wine 
 
18.  5L Rose Wine 
  Table 10: The sequence of the products  
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RMSE of products in Store 1 for linear modeling and exponential modeling 
 
 
The metrics for both techniques are same with small differences showing that it is up to 
the analyst to choose the best fitting mostly according to how the data are spread. 
For the three misfitted products, as already mentioned, the spread would show which 
curve could make a better model in order to have better forecasting. 
The same behavior is presented for the second store as well, in a larger database though, 
as the observations are more but have almost same trend. 
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RMSE of products in Store 2 for linear modeling and exponential modeling 
 
Matlab 17 & 18: Best fitted products for linear and exponential techniques 
For the Water Source Cristaline which appears to be the most misfitted product in store 
2 with RMSE over 1200, a better choice of data can decrease it to RMSE 1130. 
 
 
 
Matlab 19: Distri-
bution of Water 
Source Cristaline 
observations with-
out outliers
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5 Elasticity through time 
Observations in this thesis are gathered from 01-05-2009 to 31-08-2012 by stores in all 
over France. The time period regards three years and 3 months so it is considerable time 
interval for interesting changes. France, like many other European countries, had faced 
economic crisis for a specific time interval. The whole financial turbulence started in 
2009, after a severe contraction was recorded in the last quarter of 2008 and the conse-
quences were obvious in the trade balance. Not a lot of importance was given to the 
technological innovation content of their products so many French firms were obliged to 
shift part of their production offshore. Additionally, large firms were fairly price-
competitive, fact which was many times at the expense of their margins due to lack of 
competitiveness. In the next years, a serious effort is made to pull the economy out of 
recession without depleting the customers and encumbering the cash flow. From the last 
months of 2010 and clearly in 2011 a moderate recovery was on the way to relieve 
France from the traces of the previous years and this is going to influence the consum-
ers‘ behavior as well (52). The housing market has to be improved and many kinds of 
strategies are used to make: 
1. More responsive supply 
2. More fluid market 
3. More limited distortions 
The following figure captures the household confidence which is matching with the 
economic situation of the country in these years. 
 
According to the stores which are studied in the previous section, an overview of the 
whole behavior of consumers would give results which are justifiable by the economic 
status and situation of the country from 2009 to 2012. Starting with Coca Cola Zero 
from Store 1, the following plot shows the product‘s elasticity. 
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Matlab 19: Elasticity of Coca Cola Zero from 2009 to 2012-Store 1 
In the previous section, Coca Cola Zero is generally characterized as elastic due to scat-
ter plot and fitting curve. The correlation value though is -0.296, meaning that there is 
no obvious elasticity and this is explained in this graph. The trend of negative elasticity 
is presented in 2009 and 2010 where an analyst can associate it with the economic situa-
tion of France. Afterwards, there is an inelastic behavior and a low level in sales which 
proves that there had been bad consequences due to this situation. In the last quarter of 
2010 a drop is noticed which continues until the last quarter of 2012, independently of 
the prices. 
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Matlab 20: Elasticity of Water Source Cristaline from 2009 to 2012-Store 1 
As far as the next product is concerned, it is an essential so there is no elasticity in ad-
vance. Certainly when the prices are lower, sales are going to be greater but there is no 
sharp drop only because of price. In this case it is interesting to see correlation seasonal-
ly. In 2009 and 2010, there is variety of prices and sales remain up, specifically in 
spring and summer. In the beginning of 2011 a continuous drop in sales happens but 
after stabilizing the price of the product, sales keep maximum and minimum limit. This 
product, Water Source Cristaline, is the less well-fitted product comparing to the rest 
and its observations prove it when scattered. (See Matlab 3&4) 
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Matlab 21: Elasticity of Coca Cola Light from 2009 to 2012-Store 1 
The product of Coca Cola Light has correlation value -0.006, and according to its plot 
and fitting curve is the most inelastic product in store one from 2009 to 2012. In the fig-
ure above sales are independent from prices generally, except for some time intervals 
where elasticity appears.  
Next figure is indicative for an elastic product in store 2, Merlot Wine, of which obser-
vations show exactly how sales go down when prices go up. Interesting thing is the fact 
that a small decrease in price may trigger a significant increase in sales. The range of 
the price is from 9 € to 11€ at most, while the sales range is from 1 bottle of wine to al-
most 60 bottles in one day. It appears that this product can be saved for a long time 
without considering going out-of-date, so consumers can wait for offers and low prices. 
Besides, when the time interval contains celebration days, sales of this product will in-
crease anyway. This basic concept is represented above: 
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Matlab 22: Elasticity of Merlot Wine from 2009 to 2012-Store 2 
Coca Cola Classic in store 2 has the same behavior to Coca Cola zero in Store 1, with 
great variations in sales until September 2010. Elasticity matters for the first half of ob-
servations while the rest of them are more firm. The prices for both halfs are of similar 
range but sales have important difference. It seems like after the extreme increase of 
prices around March 2003, the store encounters a huge drop in sales. The financial con-
sultants, then, result in using already known prices and take a small step at a time in in-
creasing them again (53). 
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Matlab 23: Elasticity of Coca Cola Classic from 2009 to 2012-Store 2 
Last but not least, the most inelastic product in store 2 for the time interval of this study 
is Volvic Fontaine Water. In order to illustrate this better, one could not take into ac-
count the observations where price is 2.6 € and more. In this level of price the density of 
observations is sparse and there are maybe seasonal reasons that conclude to these sales. 
This product is again an essential and independently of the price, sales will remain in 
fixed limits. Every possible tolerance to extreme increases in price is because of the ne-
cessity of the product. Moreover, when speaking about extreme increase in such prod-
ucts, usually the increase is of 25% from the initial price. In this case the initial price 
started from 2.2€ and reached 2.8€ with similar amount of sales through the whole in-
terval. Inelasticity is obvious in this case but, when the same product, having reached 
2.8€, drops a little to 2.7€, immediately a huge increase happens in sales. After all, 
while water is of the most inelastic products, with small smart moves a company 
achieves evanescent elastic behaviors on behalf of its profit. 
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Matlab 24: Elasticity of Volvic Fontaine Water from 2009 to 2012-Store 2 
Every product is characterized with one sort of elasticity while it can present two oppo-
site behaviors from time to time. It is important to know if it is a staple or a luxury for 
analyzing better observations about prices and sales. Furthermore, the time interval of 
them is crucial because of the financial situation of a country and its citizens which 
leads to understand the willingness to pay (WTP). Finally, an analysis should be done 
after studying many optical views and after taking into consideration factors which can 
be combined to give definite results. 
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6 Conclusion and future work 
The area of Business Analytics is the present and future of organizations and companies 
all over the world. Business models changes because of the dynamic interdependent 
economy and IT departments have to adjust with it. Many processes are automated and 
customers become smarter. Rules change in marketplace so adaptation, innovation and 
reinvention are the three keys for success and maintenance of competitiveness. Organi-
zations need to change fast and as Moore‘s Law suggests, familiarize with new technol-
ogy. 
Business Analysis provides a disciplined approach for data that matter, introduces and 
manages them into datasets and concludes into eliminating the complexity of the organ-
ization. By controlling complexity, the organizational needs are transformed into solu-
tions. The most important need of an organization is, without a doubt, profit. Profit de-
pends on many factors analyzed in pricing strategies but the basic one is knowledge of 
price elasticity. A company can increase or decrease its profit by knowing the time and 
manner to sell its goods. 
Price elasticity of demand can vary in large or small range according to the kind of the 
good or service and the time interval. Concerning the first factor, a good can be a neces-
sity meaning that the behavior is generally inelastic or maybe it is monopoly so custom-
ers cannot turn into a substitute. If a good is a luxury then demand is elastic. The second 
factor is the season of selling which can affect in the amount of sales independently of 
the price. These indicative variables are two of the most commonly examined factors for 
making decisions in pricing. Understanding price elasticity is vital for all businesses and 
especially retailers, if they want to become and remain competitive in the marketplace. 
There are many ways to examine observations of dataseries and they depend on the 
form of data too. 
In the present thesis, regression analysis was used to study how products were sold in 
two stores in France during three and a half years. This time interval includes the begin-
ning of economic crisis in the country and the first recovery steps. The analysis is done 
with linear and exponential fitting curves while experimentation with the amount of data 
occurred in order to discover more realistic trends. With the use of the model, predic-
tions and forecasting can be done for any price the company is willing to ask. The dif-
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ferences between the two functions (exponential and linear) are small and depend on the 
spread of the data. Every function has each own coefficients which define the form of 
the curve while describing similar behaviors. The estimated results give the main con-
cept of products but reliability varies due to density of observations and variance. 
At this point products have been analyzed and the most representative ones were shown, 
separated into two categories: elastic and inelastic. Two variables, one dependent and 
one independent, defined the correlation of them in these years. In order to have better 
results, observations are separated in levels so that a more accurate conclusion is de-
rived. The lowest level is each product in every single store of the retail chain during the 
time interval and the upper level is the same product in all stores of the country. 
Further research is also necessary to compare this approach to an even more specialized 
analysis. Increasing the levels would be interesting as well as clustering the products 
into similar behaviors. An analytic description of every product‘s behavior in every 
store and the comparison between them would lead to a detailed knowledge of action. 
The further description of products‘ behavior by changing level, e.g. geographical, 
would characterize the region and its financial situation. The scientific area is large and 
many experiments, much analysis and many results could be achieved which may lead 
to new opportunities unknown till now. The future of Business Analysis is not what it 
used to be, it is the core of the organization.  
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Appendix 
The figures of all the products that appear in the two stores for studying according to the 
analysis that has been done in previous section. 
Linear Regression 
 
 
 Carlsberg Beer Store1 
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Carlsberg Beer Store2 
  -101- 
 
 
 Water Source Cristaline Store1 
 
-102- 
 
Water Source Cristaline Store2 
 
  -103- 
 
3L Rose Wine Store1 
-104- 
 
3L Rose Wine Store2 
 
 
  -105- 
5L Rose Wine Store1 
 
-106- 
 
5L Rose Wine Store2 
  -107- 
 
 
 Merlot Wine Store1 
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Merlot Wine Store2 
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Mineral Evian Water Store1 
-110- 
 
Mineral Evian Water Store2 
 
  -111- 
 
Mini Draft Heineken Store1 
-112- 
 
Mini Draft Heineken Store2 
 
  -113- 
 
Pepsi Max Store1 
 
-114- 
 
Pepsi Max Store2 
 
  -115- 
 
Rose Corsica Wine Store1 
 
-116- 
 
Rose Corsica Wine Store2 
 
  -117- 
 
Volvic Fontaine Water Store1 
-118- 
 
Volvic Fontaine Water Store2 
 
  -119- 
 
Cte_Provence_Wine Store1 
 
-120- 
 
Cte_Provence_Wine Store2 
 
 
  -121- 
 
Ctx_Aix_Provence_Wine_L Store1 
 
-122- 
 
Ctx_Aix_Provence_Wine_L Store2 
 
 
  -123- 
 
Ctx_Moncigale_Wine_L Store1 
 
 
-124- 
 
Ctx_Moncigale_Wine_L Store2 
 
  -125- 
 
Fischer_Beer_L Store1 
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Fischer Beer Store2 
 
  -127- 
 
Luberon Aiguebrun Wine Store1 
 
-128- 
 
Luberon Aiguebrun Wine Store2 
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Coca Cola Classic Store1 
 
-130- 
 
Coca Coca Light Store2 
 
