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An explicit  representation of a   C1    piecewise rational cubic             
function is developed which can be used to solve the problem of                 
shape preserving interpolat ion.     I t  i s  shown that  the  interpolat ion               
method can be applied to convex and/or monotonic sets of data and                  
an error analysis of the interpolant is given.    The scheme includes,                     
as a special case, the monotonic rational quadratic interpolant                   
considered by the authors in [1] and [5].   However, the requirement                
of convexity necessitates the generalization to the rational cubic                  

























1 .    I n t r o d u c t i o n
The problem of shape preserving interpolation has been c ons i de r e d 
by  a  number  o f  au thors .   F r i t sch  and  Car l son  [4 ]  and  Fr i t sch  and  
But land  [3 ]  have  d i scussed  the  p iecewise  cub ic  in te rpo la t ion  o f  mono-
ton ic  da ta .   Also ,  McAl l i s t e r ,  Passow and  Roul ie r  [6 ]  and  Passow and  
Roul ie r  [9 ]  cons ide r  the  p iecewise  po lynomia l  in te rpo la t ion  o f  mono-
ton ic  and  convex  da ta .   In  pa r t i cu la r ,  an  a lgor i thm fo r  quadra t i c 
s p l i n e  i n t e r p o l a t i o n  i s  g i v e n  i n  M c A l l i s t e r ,  a n d  R o u l i e r  [7 ] .  A n  a l t e r n - 
a t i ve  t o  t he  use  o f  po lynomia l s ,  fo r  the  in te rpo la t ion  o f  monoton ic 
da ta ,  i s  the  app l i ca t ion  o f  p iecewise  ra t iona l  quadra t i c  func t ions ,  a s  
d e s c r i b e d  b y  t h e  a u t h o r s  i n  r e f e r e n c e s  [ 1 ]  a n d  [ 5 ] .  
In this paper we describe a piecewise rational cubic function which 
can  be  used  to  so lve  the  p rob lem of  shape  p rese rv ing  in te rpo la t ion . 
The ra t iona l  cubic  inc ludes  the  ra t iona l  quadra t ic  func t ion  as  a  spec ia l  
case .   However ,  the  ra t iona l  quadra t ic  i s  no t  necessar i ly  appl icab le  to 
the in te rpola t ion  of  convex  da ta  and  th i s  necess i ta tes  the  genera l iza t ion 
to the rational cubic form employed here.  
The  paper  begins  wi th  a  def in i t ion  and  e r ror  ana lys i s  o f  the 
r a t i o n a l  c u b i c  i n t e r p o l a n t .  T h e  a p p l i c a t i o n  o f  t h e  i n t e r p o l a n t  t o 
m o n o t o n i c  a n d / o r  c o n v e x  s e t s  o f  d a t a  i s  t h e n  d i s c u s s e d  i n  S e c t i o n  3 .  
It  is  shown that  O(h4)  error bounds can be expected when exact derivative 
in fo rmat ion  i s  g iven  a t  the  da ta  po in t s .  For  the  case  where  the  de r iv -
at ives  are  not  known,  these have to  be es t imated and var ious schemes for 
th i s  a re  cons ide red .   F ina l ly ,  in  Sec t ion  4 ,  examples  o f  the  ra t iona l  
in te rpo lan t s  app l i ed  wi th  va r ious  de r iva t ive  schemes  a re  g iven .  
 
2 .    The  Rat iona l  Cubic  In te rpolan t
         L e t  ( x i ,  f i )   i  =  1 , . . . , n   b e  a  g i v e n  s e t  o f  d a t a  p o i n t s ,  w h e r e  




h i   =  ,xx 11i −+  
Δ i  =      (2.1) .ii1i h/)( ff +
A  p i e c e w i s e  r a t i o n a l  c u b i c  f u n c t i o n  s  ∈  C 1 [x 1 , x n ]  i s  de f i ned  a s  
f o l l o w s .   F o r  x  ∈  [ x i ,  x i + 1 ]  l e t  








Pi(θ) = f i+1 θ 
3 + (ri f i+1 – hi di+1) θ
2 (1- θ) + ( ri fi + hi di )θ(1- θ)
2 + fi (1- θ)




Q i (θ) =  θ 3  +  ri   [θ2 (1- θ)  +  θ (1- θ)2]  +  (1- θ)3
 
 =  1  +  (ri - 3) θ  (1- θ) .     (2.5) 
 
T h e  r a t i o n a l  c u b i c  h a s  t h e  f o l l o w i n g  i n t e r p o l a t o r y   p r o p e r t i e s  
 
    s (x i )    =   f i ,      s (x i+1 )   =  f i+1  , 
   .  
 s (1) (X i )   =   di ,   s 
(1) ( xi+1 )  =  d i+1  ,   (2.6) 
 
w h e r e  s ( 1 )  d e n o t e s  d i f f e r e n t i a t i o n  w i t h  r e s p e c t  t o  x  a n d  t h e  d i  
d e n o t e  d e r i v a t i v e  v a l u e s  g i v e n  a t  t h e  k n o t s  x i .  
The  pa ramete r  r i  i s  to  be  chosen  such  tha t  
ri  >  -  1     (2.7) 
w h i c h  e n s u r e s  a  s t r i c t l y  p o s i t i v e  d e n o mi n a t o r  i n  t h e  r a t i o n a l  c u b i c . 
W h e n  r i = 3  t h e  r a t i o n a l  c u b i c  c l e a r l y  r e d u c e s  t o  t h e  s t a n d a r d  c u b i c  
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Hermite polynomial.  For our purposes r i  will  be chosen to ensure that               
the interpolate preserves the monotonic or convex shape of the data.               
This choice requires a knowledge of s( 1 )  (x) and s( 2 )  (x) which are given            
in the relevant sections below. 
 
Remark    It  should be noted that the interpolant will  define a non-linear 
operator,  since the r i .  will  be dependent on the data. However the inter- 
polant to the zero function is zero.  Also, the interpolant to the data                      
K + fi ,  i  = 1,…,n, where K is a constant,  is K. + s(x),  provided the                    
r i ,  are independent of such translations. This will  be the case for the 
choices of r i  in this paper.  
An error bound for the rational cubic is given by the following 
theorem. 
 
Theorem 2.1   Let f ∈   C4 [x1, xn] and let s be the piecewise rational cubic  
i n t e r p o l a n t  s u c h  t h a t  s ( x i )  =  f ( x i )  a n d  s ( 1 )  ( x i )  =  d i ,   i  =  1 , . . . , n .   































i                                     
(2.9)
   
    
a n d     d e n o t e s  t h e  u n i f o r m  n o r m  o n  [ x i ,  x i + 1 ] .  •





f (x )  -  s (x )  =  F i (θ )  -  P i (θ )  /  Q i (θ )  
 
where 0 ≤   θ  ≤  1 .   Consider 
 
,)(/])()(*)(*)()([)(/)()( θθθθθθθθθ iiiiiiiii QPPPQFQPF −+−≤−  (2.10) 
 








1ii −+−++−−+= +++  (2.11) 
 
Then  is  the cubic Hermits interpolant to F)θ(*Pi i  ( θ )  Qi  ( )  on 0 ≤ ≤  1 with θ θ










iii ≤≤≤−  












i ++≤≤  
 






iii −=θ−≤θ−+≤  




{ 3r||f||4h)4/|3r|1(||f||h1)(θ*P)(θQ)(θF i(3)3ii(4)4iiii 384 −+−+≤−  






1i1iii −++−−=− ++   







ii ++ −+≤    )13.2(  
5 
Finally 







Combining (2.12), (2.13) and (2.14) in inequality (2.10) completes              
t he  proof of the theorem. 
A direct consequence of Theorem 2.1 which is of relevance in
t h e  r e m a i n i n g  s e c t i o n s  i s  t h e  f o l l o w i n g  c o r o l l a r y .  
 
C o r o l l a r y  2 . 1     L e t  x  ∈  [ x i , x i + 1 ] .  
( i )  I f  d i -  =  0 ( )  =  d(1)if
2
ih i + 1 - a n d  r
(1)
1if + i-3= 0  ( h i )  
    t hen  |  f (x )  –  s (x )  |  =  0  ( )  .  3ih
( i i )    I f  d i -  =  0 ( )  =  d(1)if
3
ih i + 1 - a n d  r
(1)
1if + i - 3 =  0  ( )  
2
ih
          t h en  |  f ( x )  –  s (x )  |  =  0  ( )  .  4ih
      The above theorem and corol lary show that  r i  should ideal ly  be 
such tha t  r i  -  3  =  0 (h
2 )  .We now cons ider  how r i  can  be  chosen  to  
preserve the monotonic  or  convex shape of  the data ,  whils t  maintaining 
t h i s  o p t i m a l  0 ( h 2 )  r e q u i r e m e n t .  
 
3 .    Shape  Prese rv ing  In te rpo la t ion  
3.1   Monotonic Data
        For  s impl ic i ty  o f  p resen ta t ion ,  we  assume a  monoton ic  inc reas ing 
set  of  da ta  so  tha t  
f 1  ≤  f 2  ≤…≤  f n ,      ( 3 . 1 )  
or  equiva len t ly  
                             Δ i  ≥ .  0 ,  i  =  1 , . . . , n -1 .     (3 .2)  
( T h e  c a s e  o f  a  m o n o t o n i c  d e c r e a s i n g  s e t  o f  d a t a  c a n  b e  t r e a t e d  i n          




n e c e s s a r y  t h a t  t h e  d e r i v a t i v e  p a r a me t e r s  s h o u l d  b e  s u c h  t h a t  
     d i  ≥  0  ,  i  =  1 , . . . , n  .     (3.3) 
Now s(x) is monotonic increasing if and only if 
s ( l ) ( x )≥0      (3.4) 
f o r  a l l  x  ∈  [ x 1 , x n ] .  F o r  x  ∈  [ x i , x i + 1 ]  i t  c a n  b e  s h o w n ,  a f t e r  s o m e  
s impl i f ica t ion ,  tha t  
 















++−+−+−+= +   (3.5) 
where 
       ,)dΔ2(rα iiii −=
   ,)d(dr3)Δ(r 1iiii
2
ii ++−+=β  
   )dΔ2(rγ 1iiii +−= .       (3.6) 
 
T h u s  s u f f i c i e n t  c o n d i t i o n s  f o r  m o n o t o n i c i t y  o n  [ x i , x i + 1 ]  a r e  
 
                         (3.7) 0γ0,β0,α iii ≥≥≥
 
w h e r e  t h e  n e c e s s a r y  c o n d i t i o n s  d i  ≥  0  a n d  d i + 1≥  0  a r e  a s s u m e d .  
 I f  Δ i  >  0  ( s t r i c t  i n e q u a l i t y )  t h e n  a  s u f f i c i e n t  c o n d i t i o n  f o r  
(3 .7 )  i s  
ri ≥  ( d i + d i + 1 ) / Δ i .  .     (3.8) 
In  pa r t i cu la r ,  i f  
ri =1 +( d i + d i + 1 ) / Δ i      (3.9) 




quadra t i c  fo rm   
 
















++−+ ,    (3.10) 
 
f o r  w h i c h  d i   0  a n d  d≥ i + 1 ≥ 0  a r e  n e c e s s a r y  a n d  s u f f i c i e n t  c o n d i t i o n s  
f o r  a  m o n o t o n i c  i n c r e a s i n g  i n t e r p o l a n t .   I t  s h o u l d  b e  n o t e d  t h a t  i f  
i  =  0 ,  t h e n  d i  =  d i + 1  =  0  a nd         Δ
    s (x )  =  f i  =  f i + 1      (3.11) 
i s  a  c o n s t a n t  o n  [ x i , x i + 1 ]  .  
The  ra t iona l  quadra t i c  fo rm (3 .10)  has  been  inves t iga ted  in 
d e t a i l  e l s e w h e r e  b y  t h e  a u t h o r s ,  s e e  r e f e r e n c e s  [ 1 ]  a n d  [ 5 ] .   I t            
i s  w o r t h  r e m a r k i n g  t h a t  ( 3 . 9 )  g i v e s  r i  -  3  =  ( d i  + d i + 1  - 2 Δ i ) /  Δ I 
a n d  i t  c a n  t h e n  b e  s h o w n  t h a t         





T h u s ,  T h e o r e m 2 . 1  a n d  i t s  c o r o l l a r y  s h o w  t h a t  ( 3 . 9 )  i s  a  g o o d  c h o i c e  
f o r  r i ,  s i n c e  t h e  o p t i m a l  0 ( h 4 )  b o u n d  o n  t h e  i n t e r p o l a t i o n  e r r o r  c a n 
b e  a c h i e v e d  i f  d i  an d  d i + 1  a r e  c h o s e n  w i t h  0 ( h 3 )  a c c u r a c y .  
 
3.  2 Convex Data
        W e  a s s u m e  a  s t r i c t l y  c o n v e x  s e t  o f  d a t a  s o  t h a t  
 
                                 Δ 1  < Δ 2  < ... < Δ n - 1  .    (3.12) 
(The  case  o f  concave  da ta ,  where  the  inequa l i t i e s  a re  reversed  can  
b e  t r e a t e d  i n  a  s i mi l a r  w a y . )   T o  h av e  a  c o n v e x  i n t e r p o l a n t  s ( x ) ,  a n d  t o  
a v o i d  t h e  p o s s i b i l i t y  o f  s ( x )  h a v i n g  s t r a i g h t  l i n e  s e g m e n t s ,  i t  i s  






  d1 < Δ 1, < d2 <  ...  < Δ i -1  < di < Δ i   <  ...  < dn.   (3.13) 
 
Now s(x)  i s  convex  i f  and  only  i f  
  s (2) (x)  ≥  0                                                           (3.14) 
for  a l l  x  ∈  [x 1  ,x n ] .   Af te r  some s impl i f ica t ion ,  i t  can  be  shown 




















                     i1ii1iii dd)d(r +−Δ−=α ++  ,  
          i1iiii1iii d]d)d(r[2 Δ−+Δ−Δ−=β ++  ,  
                    )dd(2)d()3r( i1ii1iii −+Δ−+=γ ++  ,  
           )dd(2)d()3r( i1iiiii −+−Δ+=δ + ,  
           iii1iiiii d]d)d(r[2 −Δ+Δ+−−Δ=ε +  , 
          )dd)d(r i1iiiii +−−Δ=ζ + .      (3.16) 
H e n c e ,  f r o m  ( 3 . 1 5 ) ,  n e c e s s a r y  c o n d i t i o n s  f o r  c o n v e x i t y  a r e  
                                and  0i ≥α 0i ≥ζ       (3.17) 
T h e s e  c o n d i t i o n s ,  t o g e t h e r  w i t h  i n e q u a l i t i e s  ( 3 . 1 3 ) ,  a r e  a l s o  
s u f f i c i e n t  s i n c e  w e  h a v e  
                0,0,, iiiiii >δ>γζ>εα>β  
i n  ( 3 . 1 5 ) .   T h u s ,  f r o m  ( 3 . 1 7 ) ,  w e  h a v e  t h e  c o n d i t i o n  t h a t  t h e  i n t e r -


























ddmaxr                   
                                                 =  1  +  Mi / mi ,                                                          (3.18) 
where 
                                M i  =  max  {d i + 1 - Δ i  ,  Δ i  –  d i } ,  
                                               m i  =  ma x  {d i + 1 - Δ i  ,  Δ i  –  d i } ,                   (3.19) 
a n d  t h e  n e c e s s a r y  c o n d i t i o n s  ( 3 . 1 3 )  a r e  a s s u m e d .  
         We have  found two choices  of  r i  which  sa t i s fy  (3 .18)  and  
 p r o d u c e  p l e a s i n g  g r a p h i c a l  r e s u l t s .   T h e s e  a r e  
 
              r i   = 2 + Mi/mi ,                                                                                          (3.20) 
              r i   =  3  +  (Mi /mi -1 )
2 / (  Mi /mi )  
                   =  1  + Mi/mi  + mi /Mi ,  
              =  1  +  ( d i + 1  - Δ i ) / (  Δ i  - d i )  +  ( Δ i  - d i ) / ( d i + 1  - Δ i )  ,                 (3.21) 
 
the  la t te r  be ing  the  smal le r  va lue .   The i r  use  i s  jus t i f ied  by  
T h e o r e m  2 . 1 a n d  i t s  c o r o l l a r y  a s  f o l l o w s .  S u p p o s e  d i  -  =  0 ( )  )I(if
2
ih
a n d  d i + 1 -  = 0 ( )  .  T h e n  i t  c a n  b e  s h o w n  t h a t  M)1( 1if +
2
ih i / m i  =  1  + 0 ( h i ) .  
Thus  r i .  - 3  =  0 ( h i )  f o r  ( 3 . 2 0 )  a n d  r i  - 3  =  0 ( )  f o r  ( 3 . 2 1 ) .   I n  2ih
p rac t i ce ,  the re fo re ,  we  p re fe r  the  use  o f  (3 ,21) ,  s ince  the  op t imal  
0 (h 4 )  bound  on  the  in te rpo la t ion  e r ro r  can  be  ach ieved  i f  0 (h 3 ) 
der ivat ive values  are  given.  
 
Remark  In  the  above  we have  assumed s t r ic t ly  convex  da ta .   Otherwise
i f  Δ i .  =  Δ i + 1 then  on  [x i ,x i + 1 ]  we  must  have  d i  =  d i + 1  =  Δ i .  As  would  




                                   s (x)   =  (1- θ )  f i   +   θ f i + 1  ,
 
w i t h  a n  e q u i v a l e n t  r e s u l t  o n  [ x i + 1 , x i + 2 ] .  
 
3 . 3  C o n v e x  a n d  M o n o t o n i c  D a t a
        We now consider  the possibi l i ty  that  the  data  sat isfy both the 
monotonic increasing condition (3.1) and the strictly convex condition 
( 3 . 1 2 ) .  T h e  d e r i v a t i v e  p a r a me t e r s  mus t  t h e n  s a t i s fy  t h e  i n e q u a l i t i e s  
 
           0   d≤ 1  <  Δ 1  <  d 2  <  . . .  <  Δ i + 1   <  d i   <  Δ I  <  . . .  <  d n  .             (3.22) 
 
Any convex interpolant must then also be monotonic.   This result  
follows since 
 






                 =  d+∫ dx)x(sxx )2(1 1  .  
Hence  d 1≥  0 and  the  convexi ty  condi t ion  s ( 2 )  (x )  ≥  0 imply  tha t  
s ( 1 )  (x )  ≥  0  fo r  x  ∈  [x 1 ,x n ] .  Thus  the  convex  in te rpo la ton  method  o f  
the previous subsect ion is  a lso sui table  for  the interpolat ion of  convex 
and  monoton ic  da ta .   Th i s  r esu l t  i s  conf i rmed  by  the  fac t  tha t  
                             1  +  M i / m i  ≥  ( d i + d i + 1 ) / Δ i
for  data  sat isfying (3.22) .  Thus the convexi ty  condi t ion (3.18)  is  
suf f ic ien t  to  ensure  tha t  the  monotonic i ty  condi t ion  (3 .8)  i s  sa t i s f ied .  
    I t  should be noted that  if  the data is  convex but not str ict ly convex, 
then the interpolant can produce straight line (and hence monotonic) 






3 .4  Approx imat ions  fo r  the  Der iva t ive  Paramete r s
        In  mos t  appl ica t ions ,  the  der iva t ive  parameters  d .  wi l l  no t  be  
g i v e n  a n d  h e n c e  m u s t  b e  d e t e r m i n e d  f r o m  t h e  d a t a  ( x i , f i ) ,  i  = 1 , . . . , n .  
An obvious  choice  i s  the  0(h 2 )  th ree  po in t  d i f fe rence  approximat ion  
 
             d i  -  (h i Δ i - 1  +  h i - 1 Δ i )  /  (h i - 1 +h 1 )  ,  i  =  2 , . . . , n -1   (3.23) 
wi th  end  condi t ions  
d 1  =  ( 1 + h 1 / h 2 )  Δ 1  -  ( h 1 /  h 2 )  Δ 3 , 1 ,  Δ 3 , 1  =  ( f 3 - f 1 )  /  ( X 3 - X 1 )  
d n  =  ( 1 + h n - 1 / h n - 2 )  Δ n - 1  -  ( h n - 1 / h n - 2 )  Δ n , n - 2  , Δ n , n - 2  =  ( f n - f n - 2 )  /  ( X n - X n - 2 )   
(3.24) 
 
These arithmetic mean approximations are suitable for the convex inter-
polat ion problem, s ince they sat isfy inequal i t ies  (3 .13) .  However ,  for 
the  interpolation of monotonic  increasing data,  (3.24) may give negative 
resul ts ,  thus  violat ing the necessary condi ton (3.3) .   Also (3 .23)  does  
not define a continuous functional on the space of monotonic C1 functions, 
s ince  we can  have  l im d i |=0 as  e i ther  l im Δ i - 2=0or  l im Δ i  =  0 .  
           Alternative 0(h2) approximations which avoid the above problems 
are  the geometr ic  means 
 
             ,    i  =  2  , . . . ,  n - 1               (3.25) )ih1ih/(1ih)ih1ih/(ih i1iid
+−−+− ΔΔ= −
 
w i t h  e n d  c o n d i t i o n s  
 
           d 1 = ,2h/1h)2h/1h1( 1,31
−+ ΔΔ  





−−+− ΔΔ                     (3.26) 
 
These approximations,  which are  discussed in  detai l  in  Delbourgo and 
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Gregory [2] ,  are  sui table  for  the interpolat ion of  monotonic  data .  
Furthermore,  if  the data is  monotonic and convex, then the geometric 
mean approximations are also appropriate,  since they satisfy inequali t ies 
(3.22). Reference [2] also considers the use of harmonic mean approx- 
imations.  However,  we do not discuss these here.  
        The above 0(h2) derivative approximations give 0(h3) bounds on the  
interpolation error,  see Corollary 2.1. The use of 0(h3) derivative approx-
imat ions  for  monotonic  in te rpola t ion  i s  d i scussed  in  de ta i l  in  re fe rence  
[2 ] .  Unfor tuna te ly  these  approx imat ions  do  no t  necessa r i ly  sa t i s fy  the   
convexity constraints and the existence of 0(h3) approximations which a 
priori  satisfy such constraints is  an open question.  Finally i t  should be 
no ted  tha t  the  ra t iona l  quadra t i c  (3 .10)  can  be  used  to  cons t ruc t  a  C 2  
ra t iona l  sp l ine  which  in te rpola tes  s t r ic t ly  monotonic  da ta .  This  i s  
discussed in  detai l  in  Delbourgo and Gregory [1]  where i t  i s  shown that  
the  sp l ine  produces  0(h 3 )  der iva t ive  approximat ions .  
 
4 .   Numer ica l  Resu l t s
        We cons ider  the  appl ica t ion  of  the  ra t iona l  schemes  to  two se t s  of   
da ta .  The  f i r s t  i s  the  monotonic  and  convex  se t  def ined  by  f (x)  =  1 /x2
 
on [ -2 , -0 .2 ] ,  wi th  the  in te rpo la t ion  po in t s  a t  x  =-2 ,  -1 ,  -0 .3  and  -0 .2 .  
This  is  the example used by McAll is ter  e t  a l  [6] ,  Since few data  points 
are  g iven ,  th i s  i s  a  fa i r ly  severe  tes t  o f  any  scheme,  par t icu la r ly  one  
where the derivatives are estimated from the data.  Also,  we cannot expect 
the  ra t ional  interpolants  to  reproduce 1/x2  ,  because of  the non-l inear  
nature  of  the interpolat ion method.  
           Figure 1 shows the application of the rational cubic scheme of sub-
sect ion 3.2 to  the above data ,  where r .  i s  def ined by (3.21) .   The graphs 
(i)  and ( i i )  are  respect ively the interpolants  with  the ar i thmetic  and 
geometric 0(h2) derivative approximations of subsection 3.4, and graph (iii) 




graphs are convex but the graph with the arithmetic derivative approximations 
is not monotonic.  It can be seen that the graph with the exact derivative 
settings gives the best result. 
Since the data is monotonic, the rational quadratic scheme of subsection 
3.1 is also applicable. Figure 2 shows the application of this scheme with 
various choices of the derivative parameters.   These are (i)  the 0(h2)  
geometric approximations of subsection 3.4, (ii) the C2  spline approximations 
of Delbourgo and Gregory [1],  and (iii)  the known exact derivatives.  All  
curves  are  monotonic  but  ( i )  exhibi ts  an inf lexion.   Curves  ( i i )  and ( i i i )   
give good results.   It  should be noted that exact end conditions have been 
used for the C2 spline scheme.  The alternative use of geometric approx-
imations to the end derivatives give comparable results for this set  of 
data.   The curves illustrate that although the monotonic rational quadratic 
schemes are not a priori convex, in practice they might be so. An a posteriori 
test for convexity is the necessary and sufficient condition (3.18). 
Our second set of data consists of points uniformly spaced at 15°  
intervals  over  a  half  or  quar ter  c i rc le .   The half  c i rc le  of  points  is  a                 
convex but not monotonic set and the set of points on the quarter circle             
is convex and monotonic. 
The results of applying the convex rational cubic schemes and the  
monotonic rational quadratic schemes to the circle data are given in Figures  
3 and 4.  Figure 3 shows that convexity is assured for all choices of the  
der ivat ive parameters ,  the  ar i thmetic  set t ings  being sui table  for  the 
convex half circle data and the geometric settings being appropriate for             
the convex and monotonic quarter circle data.  The choice of exact deriv-
atives has once more produced a good result, although here the end derivative 
values ±50, which replace the infinite gradients of the circle data, have  
been set by trial and error. 
It can be seen from Figure 4 that the monotonic rational quadratic 
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scheme wi th  geometr ic  der iva t ive  approximat ions  has  a  s l igh t  in f lex ion 
in the curve.   The choice of exact derivatives or the   C2    spline approx-
imations have again produced good curves,  where at  the end, where the  
q u a r t e r  c i r c l e  h a s  i n f i n i t e  g r a d i e n t ,  w e  h a v e  s e t  t h e  d e r i v a t i v e  d n   by   
t r i a l  a n d  e r r o r .   T o o  l a r g e  a  v a l u e  o f  d n  c r e a t e s  a n  i n f l e x i o n  i n  t h e   
l a s t  i n t e r v a l  a n d  i t  i s  o f  i n t e r e s t  t o  c o m p a r e  t h e  b e h a v i o u r  o f  t h e   
rational quadratic and rational cubic schemes as the end condition dn  is  
made  la rge .   F igure  5  i l lus t ra tes  th i s  for  the  case  d n  =  1000 wi th  exac t  
der iva t ive  se t t ings  e l sewhere .   S ince  the  ra t iona l  quadra t ic  has  on ly  to  
maintain monotonici ty ,  the  graph begins  to  behave in  a  s tep funct ion  
manner.  However, the additional convex constraint on the rational cubic 
e l imina tes  th i s  behav iour  and  ins tead  p roduces  a  s t r a igh t  l ine  a lmos t   
v e r t i c a l  s e c t i o n  a t  t h e  e n d .  
 
5.     Conclusion 
A shape preserving piecewise rational cubic scheme has beendescribed 
which can be used to interpolate convex and/or monotonic data.  The method 
seems to produce visually pleasing C1 curves and good error bounds can be  
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Fig. 5. The effect of large end conditions for circle data. 
 
