In the modeling of traffic networks, a signalized junction is typically treated using a binary variable to model the on-and-off nature of signal operation. One way of approximating such signal control is through a continuum approach where the on-and-off control variable is replaced by a priority parameter. Advantages of such approximation include elimination of the need for binary variables, lower time resolution requirements, and more flexibility and robustness in a decision environment. It also resolves the issue of discontinuous travel time functions arising from the context of dynamic traffic assignment.
Introduction
Signalized intersections play a vital role in the design, management and control of urban traffic networks. These locations are often very important restrictive bottlenecks, and therefore urban traffic control strategies tend to focus on the operation of signalized intersections (Miller, 1963; Robertson and Bretherton, 1974; Shelby, 2004; Guler and Cassidy, 2012; Gayah and Daganzo, 2012) . Thus, it is imperative that we are able to accurately predict traffic dynamics at these locations, and the resulting impact on a network. Fortunately, modeling these common junctions is relatively straightforward: for a given movement at an intersection, the impact of the signal on traffic dynamics is incorporated using a single binary variable. When the signal is green for the subject movement, the binary variable allocates the entirety of the downstream link's capacity to the downstream end of the subject approach. When the signal is red, the binary variable ensures that this capacity is zero.
Unfortunately, the discrete nature of this 'on-and-off' signal timing makes studying and optimizing the control parameters of these network junctions rather complex. Incorporating the binary traffic signal state variables in a signal optimization process usually results in mixed integer mathematical programs; examples include Improta and Cantarella (1984) , Lo (1999a) and Lo (1999b) . For large networks, these mixed integer mathematical programs can be very difficult to solve exactly. Even when possible, the solutions require a tremendous amount of time, which makes real-time applications impossible. Realistic extensions that account for the combination of dynamic traffic assignment (DTA) with signal optimization, such as the so-called dynamic user equilibrium with signal control (DUESC) problems, become especially difficult (Aziz and Ukkusuri, 2012; Ukkusuri et al, 2013) .
To simplify the modeling of signalized intersections in networks, recent studies have proposed an elegant continuum model to approximate traffic dynamics at traffic signals in an intuitive way (Smith, 2010; Ge and Zhaou, 2012) . This model works as follows. Consider a simple merge junction with two incoming links, I 1 and I 2 , and one outgoing link, I 3 , as depicted in Figure 1 . Assume now that the junction A is controlled by a fixed-time traffic signal which controls the movement of the exit flows on links I 1 and I 2 . The capacity of the outgoing link I 3 is assumed to be time-dependent and given by the function S 3 (t). Additionally, the fraction of the cycle dedicated to link I 1 is given by η, and the fraction dedicated to link I 2 is 1 − η for some η ∈ (0, 1). The continuum model asserts that the proportion η and 1 − η of the downstream link capacity S 3 (t) is assigned to links I 1 and I 2 , respectively, during the entirety of the signal cycle. A more detailed and formal definition of such model will be provided later in Section 2. While this continuum model will not predict traffic dynamics at the intersection exactly, it does have a number of advantages when compared to the on-and-off signal model that is typically used:
• In a discrete-time setting, the binary representation of signal control strategies will be replaced with a real-valued parameter η. This eliminates the need of using binary variables for the signalized junction, and significantly reduces the computational burden of mixed-integer programs such as those reviewed above.
• The on-and-off signal model usually demands a very fine time resolution to accommodate certain signal splits. For example, a cycle with 35 seconds of green phase and 25 seconds of red phase requires a time step of at most 5 seconds to be properly implemented. These fine time resolutions increase the computational requirements of the network simulations and/or optimizations. Such constraints do not apply to the continuum case, thus one has more flexibility in choosing the time step for computational convenience and efficiency.
• For an optimal fixed-cycle-and-split signal control problem on a prescribed time grid, the on-and-off signal strategies can only take on several discrete values, while the continuum model yields a continuous spectrum of choices and outcomes.
• The on-and-off signal control naturally results in discontinuities in the travel time functions, which poses difficulties in quite a few dynamic traffic assignment models. For example, a dynamic user equilibrium problem (Friesz et al., 2013 ) cannot be properly defined with the on-and-off signal controls unless some sort of indifference of drivers in travel time is introduced (Szeto and Lo, 2006) . Such obstacle can be easily avoided by the continuum signal model.
Despite the appealing features of the continuum signal model mentioned above, the model has never been rigorous analyzed in connection with its counterpart, the on-and-off model. From an application point of view, it is of fundamental importance to identify circumstances where such continuum approximation accurately describes the aggregate behavior that exists at signalized intersections and, perhaps more importantly, to identify when it is invalid and may induce significant error. It is also worthwhile to investigate to what extent is the continuum model a good approximation of the on-and-off signal control. Solving these objectives can help to identify situations where this approximation can be used, and when its advantages can be realized without sacrificing model accuracy. This serves as the motivation of the current paper and are fully addressed by the findings made herein.
Our analysis of the continuum signal model is based on the network extension of the Lighthill-Whitham-Richards conservation law model that explicitly captures the temporal and spatial distributions of congestion as well as vehicle spillback. This paper employs the most general assumptions on the fundamental diagram to ensure the validity of the convergence result and the error estimates. Our specific findings and/or contributions regarding the continuum signal model are listed as follows. 1(a). For a signalized network, if no spillback 1 occurs on any junction, then the traffic evolution on the network using the on-and-off signal model converges to the solution using a corresponding continuum signal model as the signal cycles tend to zero. This is true for any type of fundamental diagram assumed.
1(b). In application, when the signal cycles are not infinitesimal, the difference between the aforementioned two solutions are time-independent and uniformly bounded if spillback does not occur anywhere in the network. This is again true for any type of fundamental diagram assumed. In addition, expression of such difference is provided explicitly.
2(a). If spillback occurs at some junction and lasts for a significant period (e.g., on the scale of several signal cycles), then the above convergence does not hold if the fundamental diagram is triangular, while the convergence continues to hold if the fundamental diagram is smooth and strictly concave.
2(b)
. Under the same assumption of 2(a), and that the signal cycles are not infinitesimal, the difference between the two solutions grows with time, independent of the fundamental diagram assumed. However, when using a strictly concave fundamental diagram, the difference is significantly smaller than when a triangular fundamental diagram is assumed. Again, the differences are provided explicitly for any type of fundamental diagram.
3. If spillback takes place and recurs on a smaller time scale (e.g., smaller than a signal cycle), which we call transient spillback, then the convergence of the solution using the on-and-off signal model to the one using the continuum signal model does not hold when the signal cycles tend to zero. Moreover, the approximation error may be very large and grows with time when the signal cycles are not infinitesimal. These statements are true for any fundamental diagram.
4. We provide a traffic signal optimization procedure in the form of a mixed integer linear program which employs either the continuum traffic signal model or the on-and-off signal model. The performances and results of these programs highlight the unique advantages of using the continuum model and illustrate some of its solution characteristics in line with our theoretical results.
The link dynamics employed in this paper are described by the following first order scalar conservation law:
where [0, T ] is some fixed time horizon and the link is expressed as a spatial interval [a, b] , ρ(t, x) ∈ [0, ρ j ] denotes local vehicle density, where ρ j denotes the jam density. Regarding
, we impose the following mild assumptions.
(F) The fundamental diagram f (ρ) is continuous and concave, and vanishes at ρ = 0 and ρ = ρ j .
Analysis of the conservation law models involves shocks and rarefaction waves, which are very case-sensitive especially in the presence of a family of signal controls. Therefore, attacking the proposed problem directly using conservation laws is quite difficult. As part of our contribution in methodology, we invoke the analytical framework of variational theory (Claudel and Bayen, 2010a; Daganzo, 2005; Newell, 1993) and weak value conditions (Aubin et al., 2008) to analyze the models of interest. As we shall demonstrate, solution representation of the signalized network, asymptotic behavior of the solutions in regimes of diminishing signal cycles, as well as error estimates for the two types of signal models are all tremendously simplified by considering the variational theory and the weak value conditions. The rest of this paper is organized as follows. Section 2 introduces additional concepts and notations pertaining to signalized junctions, where the on-and-off and the continuum signal models are formally defined. Section 3 reviews some essential background on variational theory and weak conditions. Section 4 establishes, in the absence of vehicle spillback, convergence of the on-and-off model to the continuum model as the signal cycles tend to zero. We also provide error estimates for the continuum approximation of the on-and-off model when the signal cycles are not infinitesimal. These results are independent of the type of fundamental diagram employed. In Section 5, we conduct similar investigations of convergence and error estimates, assuming that spillback occurs and is sustained at a signalized intersection. The corresponding results are dependent on the type of fundamental diagram employed. Section 6 provides a discussion of convergence in the presence of transient and recurring spillback. Section 7 supports the theoretical results from previous sections using numerical examples. In Section 8, we propose an application of the continuum signal model, namely, a mixed integer linear programming approach for optimal signal timing problem. This is used to illustrate the modeling and computational advantages of the continuum model over the on-and-off one, as well as its solution characteristics and qualities. Finally, Section 9 provides some concluding remarks.
Signalized junction with fixed cycle and split
In order to illustrate the key features of signalized junctions, we focus on a signalized merge node A, as depicted in Figure 1 . At this node, there are two incoming links, I 1 and I 2 , and one outgoing link, I 3 . We also note that an additional signal exists at the downstream node B of link I 3 , which will be used to discuss some queue spillbacks in Sections 5 and 7. Although all subsequent results are stated for such junction, extensions of our methodology and insights to more general junctions are straightforward and will be elaborated in a follow-up work.
In signal timing, a period containing one complete green phase and one complete red phase is called a cycle. The cycle length for I 1 (and also for I 2 ) is denoted by ∆ A ∈ R + . Fix a split parameter η 1 ∈ (0, 1). We let the green time for I 1 be η 1 ∆ A and the green time for I 2 be (1 − η 1 )∆ A in a full cycle. 
We define the demand functions D i (t) for I i , i = 1, 2 and the supply function S 3 (t) for I 3 (Lebacque and Khoshyaran, 1999) :
where f i (·) is the fundamental diagram, C i denotes the flow capacity, i = 1, 2, 3. Based on S 3 (t), we define the "effective supplies" S 1 3 (t) and S 2 3 (t) associated with link I 1 and I 2 respectively as
Quantities S 1 3 (t) and S 2 3 (t) represent, respectively, the capacity provided by the downstream link that is available for I 1 and I 2 to utilize. They will be used to define the on-and-off and the continuum signal models as below.
We consider the periodic, piecewise constant control functions u 1 (t) and u 2 (t) : [0, T ] → {0, 1}, such that u 1 (t) = 1 when the signal is green for I 1 0 when the signal is red for I 1 (2.5) u 2 (t) = 1 when the signal is green for I 2 0 when the signal is red for I 2 (2.6)
One obvious identity must be satisfied by these controls is u 1 (t) + u 2 (t) ≡ 1, ∀t ∈ [0, T ]. One can now write the boundary flows corresponding to an on-and-off control as
where f 1 ρ 1 (t, b 1 ) , f 2 ρ 2 (t, b 2 ) denote the exit flows of I 1 and I 2 ; f 3 ρ 3 (t, a 3 ) denotes the inflow of I 3 . On the other hand, the continuum signal model states that
Although subsequent analyses regarding convergence and error estimate are only stated for link I 1 , the treatment of I 2 is completely symmetric and quite similar.
3 The Hamilton-Jacobi equation and the weak boundary conditions
We introduce the Moskowitz function N (t, x) (Moskowitz, 1965) , also know as the Newellcurve, which measures the cumulative number of vehicles that have passed location x by time t. The function N (t, x) satisfies the following Hamilton-Jacobi equation
subject to initial condition, upstream and downstream boundary conditions to be defined below.
The generalized Lax-Hopf formula
Our analysis of the signalized junction involves a semi-analytical solution representation of the Hamilton-Jacobi equation (3.9) known as the generalized Lax-Hopf formula (Aubin et al., 2008; Claudel and Bayen, 2010a,b) . For the convenience of invoking weak conditions, we employ a class of lower-semicontinuous viability episolutions of (3.9) in the sense of BarronJensen/Frankowska (Barron and Jensen, 1990; Frankowska, 1993) . The viability episolution to (3.9) associated with value condition C(·, ·) is given by
where f * (·) is the concave transformation of the Hamiltonian f (·), namely,
Proof. The reader is referred to Aubin et al. (2008) for a proof.
The weak value conditions
Let us introduce, for equation (3.9), the initial condition N ini (x), the upstream boundary condition N up (t), and the downstream boundary condition N down (t). We make note of the fact that a viability episolution N (t, x) given by (3.10) needs only satisfy the above conditions in an inequality (≤) sense. In other words, we have
The reader is referred to Aubin et al. (2008) and Claudel and Bayen (2010a) for more detailed explanation.
Remark 3.3. Throughout this paper, N up (t) is taken as the time-integral of the demand function of the preceding link(s), rather than the time-integral of the link entry flow; similarly, N down (t) is taken as the time-integral of the supply function of the following link(s), rather than the time-integral of the link exit flow.
In the presence of weak conditions N ini (x), N up (t) and N down (t), the Lax-Hopf formula (3.10) can be instantiated as follows. 
and N down (t), the viability episolution given by (3.10) can be explicitly expressed as
A(u; t, x) (t, x) ∈ Ω II (3.14)
A(u; t, x), min u∈[−w,
and
Proof. The speeds of the kinematic waves fall within the interval [−w, v] , thus the temporal-
can be partitioned into four parts, depending on whether or not a point (t, x) can be influenced by the initial, upstream boundary, and downstream boundary conditions. See Figure 2 for an illustration. To establish (3.13)-(3.16), it suffices, for each subregion, to locate the domain of influence and apply the Lax-Hopf formula (3.10). In view of the signalized junction in Figure 1 and the two signal models expressed in (2.7) and (2.8), we define the weak downstream boundary conditions for the H-J equation on link I 1 respectively as
(the on-and-off case) (3.21) and
4 Convergence results and error estimation in the absence of spillback
In this section, under the assumption that no spillback occurs at the signalized junction, we are interested in finding out the asymptotic behavior of the on-and-off signal model, and whether or not it converges to the continuum model, when the signal cycle length tends to zero. As we shall explain, the no-spillback assumption is crucial for the established results below. The case with spillback will be presented later in Section 5. Note that all the results presented in the rest of this section are valid for any type of fundamental diagram as long as the very mild assumptions (F) mentioned in the introduction are satisfied.
Convergence result without spillback
Let us re-visit the merge junction A depicted in Figure 1 . The absence of spillback at node A implies that the entrance of link I 3 remains in the uncongested phase. In other words, the supply function S 3 (t) of I 3 is equal to its flow capacity. The following convergence theorem holds under such circumstance.
Theorem 4.1. Consider the merge junction depicted in Figure 1 , and a signal control u 1 (t) for link I 1 with cycle ∆ A and split parameter η 1 ∈ (0, 1). We let N up (t) and N ini (x) be the weak upstream boundary condition and initial condition for the H-J equation (3.9) on I 1 . Let N ∆ A (t, x) and N 0 (t, x) be the solutions of the H-J equation with additional downstream boundary conditions N ∆ A down (t) and N 0 down (t) respectively, where N ∆ A down (t) and N 0 down (t) are given by (3.21) and (3.22). Furthermore, assume that the entrance of link I 3 remains in the uncongested phase. Then
Proof. We readily notice that the control function u 1 (t) defined in (2.5) converges weakly to the constant function η 1 on the time interval [0, T ] as ∆ A → 0. According to the no-spillback hypothesis, the effective supply S 1 3 (t) . = min{C 1 , S 3 (t)} ≡ min{C 1 , C 3 } where C 3 denotes the flow capacity of I 3 . Therefore by the definition of weak convergence, we have
By (3.13) and (3.14), we deduce that
∈ Ω I ∪ Ω II , since the solution in these regions is not affected by the downstream boundary condition.
We next turn our attention to region Ω III ∪ Ω IV . Given any ε > 0, by virtue of (4.23), there exists a δ > 0 such that whenever ∆ A < δ, we have
According to (4.24) and (4.26),
We may similarly deduce from (4.24) and (4.25) that
In view of (3.15) and (3.16), the above estimate gives the difference in min u∈[−w,
down (·) are respectively used. Since the rest of the quantities appearing in (3.15)-(3.16) do not depend on the downstream boundary condition, we conclude that
This implies the desired uniform convergence.
Remark 4.2. One important observation from the proof of Theorem 4.1 is that when conditions N ini (x) and N up (t) are fixed, the difference of the two Moskowitz functions is bounded by the maximum difference of their respective weak downstream boundary conditions, that is,
In other words, approximation of the Moskowitz function is only "as good as" how N
Such fact is crucial for our error analysis presented later. The next corollary generalizes the convergence result stated for a single junction to a network.
Corollary 4.3. Consider a network with a fixed-cycle-and-split signal control at each intersection, with merge rules given by (2.7). Assume the flow dynamic on each link is governed by a scalar conservation law (1.1) with a continuous and concave fundamental diagram. In addition, assume that the entrance of every link remains in the uncongested phase; i.e., no spillback occurs in the network. Then the solution on this network converges to the one corresponding to the continuum signal model (2.8), when the traffic signal cycles tend to zero.
Proof. Without loss of generality, assume the network is initially empty. Under the stated hypothesis, for each link, the supply function of this link is always a constant and equal to its flow capacity. According to Theorem 4.1, convergence to a continuum model holds at each signalized intersection. Further notice that the error of the continuum approximation (2.8) on each link adds up linearly throughout the network. Thus the convergence also holds on a network level.
Approximation errors without spillback
In the previous section, we have established convergence results for the continuum signal models in regimes where the signal cycles are infinitesimal. While providing theoretical foundations for a class of approximate signalized junction models, these convergence results are not satisfying from a practical point of view since any signal cycle must be bounded away from zero. To make our investigations more practical, we conduct further analysis on the approximation error of the continuum model when the cycles are not infinitesimal. Results presented below may assist practitioners with applying the continuum approximation of the on-and-off signal models and evaluating its efficacy.
Theorem 4.4. (Error estimate without spillback) Consider the signalized merge junction depicted in Figure 1 . Assume the Hamilton-Jacobi equation (3.9) for link I 1 has weak value conditions N ini (x) and N up (t). Furthermore, let N ∆ A (t, x) and N 0 (t, x) be the solutions of this H-J equation with additional downstream boundary conditions N ∆ A down (t) and N 0 down (t) respectively, where N ∆ A down (t) and N 0 down (t) are given in (3.21) and (3.22). In addition, assume that the entrance of link I 3 remains in the uncongested phase. Then for all (t,
Proof. According to the hypothesis, we have that
(4.29) Therefore, using the same argument as in the proof of Theorem 4.1, we conclude that
, and the equality holds if and only if η 1 = 1 2 .
In parallel to Section 4.1, we state the error estimates for a whole network in the corollary below.
Corollary 4.5. Consider a network with a fixed-cycle-and-split signal control at each intersection, with merge rules given by (2.7). Assume the flow dynamic on each link is governed by a scalar conservation law (1.1) with a continuous and concave fundamental diagram. In addition, assume that the entrance of every link remains in the uncongested phase. Then for every link I i of the network, let N ∆,i (t, x) and N 0,i (t, x) be the two Moskowitz functions obtained from the on-and-off and the continuum modeling approaches respectively. Then |N ∆,i (t, x) − N 0,i (t, x)| is less than or equal to the sum of such differences of preceding links including I i .
Proof. Without loss of generality, we again assume that the network is initially empty. If the upstream condition N i up (t) of I i is fixed, the error |N ∆,i (t, x) − N 0,i (t, x)| is estimated by (4.28). However, N i up (t) may be subject to errors due to the continuum signal approximations on the preceding links. Clearly such error adds up linearly throughout the network, therefore the actual |N ∆,i (t, x)−N 0,i (t, x)| is bounded by a summation of errors from previous links.
Remark 4.6. The error estimation established in Corollary 4.5 is quite conservative. In order to obtain a more accurate estimation, one needs to look at specific network topology and actual signal split and cycles used, including the initial phase of each signal. The key message from Corollary 4.5 is that the continuum approximation picks up errors additively from one link to another.
Convergence results and error estimation in the presence of spillback
In the previous section, asymptotic behavior of the on-and-off signal model as well as the approximation error of its continuum counterpart are investigated under the assumption that the entrance of I 3 remains in the uncongested phase. On the other hand, if I 3 is dominated by the congested phase, the signal control u 3 (t) located at node B may directly affect supply S 3 (t) and hence S 1 3 (t). As we shall explain below, when this happens the previously stated convergence result and error estimation no longer hold in certain cases, depending on the type of fundamental diagram employed.
For the remainder of this section, we will examine the behavior of the continuum approximation model assuming that spillback persists for a significant period of time (i.e., for at least several signal cycles). The case where spillback persists for a shorter period of time will be discussed in Section 6.
Convergence result with spillback

The case with triangular fundamental diagram
We will first demonstrate analytically that the convergence does not hold with vehicle spillback if a triangular fundamental diagram is assumed. A triangular fundamental diagram has the following form:
where v and w are the speeds of the forward-and backward-propagating kinematic waves respectively. In the case of triangular fundamental diagram, v also coincides with the freeflow speed. ρ c denotes the critical density, and ρ j denotes the jam density. We introduce the following concave transformation of the triangular fundamental diagram, where C = vw/(v + w)ρ j denotes the flow capacity:
Consider the merge junction in Figure 1 . Let us focus on I 3 which remains in the congested phase. In the spatial-temporal domain of I 3 , characteristic lines with slope −w 3 emit from the right boundary and reach the left boundary, where w 3 denotes the backward wave spedd on link I 3 (see Figure 3) . When the light is red, the exit flow q 3 is equal to zero, creating a kinematic wave with speed −w 3 and density value ρ 3 j where ρ 3 j denotes the jam density of I 3 ; when the light is green, the exit flow q 3 is equal to the flow capacity C 3 , creating a kinematic wave with speed −w 3 and density value ρ 3 c , where ρ 3 c denotes the critical density on I 3 . As a result, the supply function S 3 (t) at the entrance of I 3 fluctuates between 0 and C 3 , leading S 1 3 (t) to fluctuate between 0 and min{C 1 , C 3 }. The scenario where link I 3 is in the congested phase. Dashed lines represent characteristics traveling backward at speed w 3 . C 3 denotes the link flow capacity; q 3 denotes the link exit flow; ρ 3 c and ρ 3 j denote the critical density and the jam density respectively; S 3 denotes the supply at the entrance of the link.
The key observation is that the effective supply S 1 3 (t) does not have bounded variation as the signal cycle of u 3 (t) tends to zero. As a consequence, the convergence expressed in (4.23) no longer holds. To see this, we simply adjust u 1 and u 3 such that S 3 (t) = C 3 · u 1 (t) (in this case, we say that signal controls u 1 and u 3 are resonant) and perform the following calculation:
which never converges to η 1 t 0 S 1 3 (τ ) dτ regardless of the cycle length ∆ A . Even if u 1 and u 3 are not resonant, due to the fact that S 1 3 (t) does not have bounded variation as the cycle of u 3 (t) becomes smaller and smaller, the convergence will not hold in general (in fact, S 1 3 (t) will oscillate more and more violently as the cycle of u 3 (t) diminishes). We thus conclude that in the case of a triangular fundamental diagram, the proposed continuum junction model does not yield a sound approximation of networks controlled by more than one on-and-off signal lights, unless the spillback case depicted in Figure 3 does not occur.
The case with smooth and strictly concave fundamental diagram
This section establishes convergence result for the on-and-off signal model with smooth and strictly concave fundamental diagram. A smooth and strictly concave fundamental diagram f (·) satisfies, in addition to (F), that
Let us re-visit the scenario where link I 3 is dominated by the congested phase, but now assume a strictly concave fundamental diagram. We begin with the observation that in this case the characteristic field is genuinely nonlinear. As a result, any flux variation generated by signal control at the exit of the link gets instantaneously reduced when the waves propagate backwards, see Bressan (2000) for more mathematical details. Therefore, it is expected that the convergence may still hold even in the presence of spillback. The following lemma is the key ingredient of our convergence result and its proof is quite informative.
Lemma 5.1. Given the merge junction in Figure 1 , we focus on the link I 3 expressed as a spatial interval [0, L] with a smooth and strictly concave fundamental diagram f (·). Assume that a signal control u 3 (t) with a fixed cycle-and-split is present at the exit of I 3 (node B) and that the whole link I 3 remains in the congested phase. Then the supply function S 3 (t) converges to some constant S * 3 uniformly as the cycle length of u 3 (t) tends to zero.
Proof. The proof is divided into several parts. Part 1. We begin by noticing that when I 3 is in the congested phase, in the presence of alternating phases of red and green at the downstream boundary of I 3 , the density profile on this congested link consists of shock and rarefaction waves. As Part I of Figure 4 shows, during the green time, a rarefaction wave is formed which then interacts with the characteristic lines generated by the red phase that comes afterwards. As a result of such interaction, a shock is formed which propagates backward until it reaches the entrance of I 3 (x = 0). It is quite obvious from Part I of Figure 4 that the flow variable at the entrance of I 3 , and hence the supply S 3 (t), will display a repeated pattern with downward jumps, which is illustrated in Part II of Figure 4 . Therefore, to show the desired result it suffices to estimate the magnitude of such jumps using an Oleinik-type estimate, as follows. Part 2. We readily notice that due to the prevailing congested phase, one can represent the dynamics with a scalar conservation law in the flow variable q(t, x) instead of the density variable ρ(t, x). In particular, we define
which is the inverse of the fundamental diagram corresponding to the congested phase, where ρ c denotes the unique critical density and C denotes the flow capacity. We introduce the conservation law with a downstream boundary condition
where q(t, x) denotes the flow at a point in the temporal-spatial domain, q exit (t) denotes the link exit flow which is determined by the signal control u 3 (t). The conservation law in (5.34) is equivalent to (1.1) under the assumption that the link is dominated by the congested phase. A similar technique has been applied in Bressan and Han (2011) , and the reader is referred to Friesz et al. (2013) for a proof of the equivalence. We further notice that by switching the roles of x and t, the downstream boundary condition q exit (t) can be viewed as a "terminal condition" for (5.34). Since the Oleinik estimate holds only in a time-forward fashion (Bressan, 2000) , we introduce the dummy variable y = −x and write
with what is now the "initial condition"
For such an initial value problem (5.35)-(5.36), the standard Oleinik estimate holds, that is,
(5.37) whenever (t, −y) or (t, x) is away from shock waves, where c < 0 is any upper bound on g (·).
2 The value of c can be determined as follows. In view of (5.33), we have for any ρ ∈ [ρ c , ρ j ] that
where b is given by (5.32). Setting x = 0, the Oleinik estimate (5.37) yields the following critical result on the gradient of the flux at the entrance of I 3 :
Part 3. We are now in a position ready to estimate the magnitude of the downward jumps depicted in Part II of Figure 4 . To do so, we readily notice that the duration between two consecutive jumps is comparable to a cycle length ∆ B . Thus the magnitude of the jump is bounded by
which tends to zero as the cycle length goes to zero. We thus conclude that the flow q(t, 0), and hence the supply S 3 (t) converges to a constant uniformly as ∆ B → 0.
Remark 5.2. In contrast to the triangular case, the convergence result holds for the strictly concave case even in the presence of vehicle spillback. An intuitive explanation, as we mention before, is related to the nonlinear effect caused by the strictly concave fundamental diagram. Figure 5 compares the supply profiles observed at the entrance of link I 3 when the whole link is in the congested phase. As ∆ B → 0, in the triangular case the oscillation in S 3 (t) has the biggest amplitude and becomes more and more frequent, causing the total variation to blow up and the convergence (4.23) to fail. On the other hand, in the strictly concave case the oscillation in S 3 (t) is damped as it gets more and more frequent. In fact, one may easily show by (5.39) that the supply S 3 (t) has uniform bounded variation regardless of the cycle length ∆ B . Thus the convergence (4.23) continues to hold in this case. We are now in a position ready to state and prove the convergence result for the strictly concave case.
Theorem 5.3. Consider a network with a fixed-cycle-and-split signal control at each node, where the flow dynamic on each link is governed by a Hamilton-Jacobi equation (3.9) with a smooth and strictly concave fundamental diagram. We further assume that the entrance of each link may remain in the congested phase for some time. Then the solution of this network converges to the one corresponding to the continuum signal model, when the traffic signal cycles tend to zero.
Proof. For the junction depicted in Figure 1 , if the entrance of I 3 is in the uncongested phase, the convergence is proven in Theorem 4.1. If I 3 is dominated by the congested phase, Lemma 5.1 asserts that S 3 (t) converges to some S * 3 (t) uniformly and in the L 2 -norm as ∆ B → 0, which implies the same convergence S 1 3 (t) → S 1, * 3 (t), where S 1 3 (t) = min{C 1 , S 3 (t)}, S 1, * 3 (t) = min{C 1 , S * 3 (t)}. Thus we have
uniformly for all t ∈ [0, T ]. We then apply a proof similar to that in Theorem 4.1 and conclude the Moskowitz function N ∆ A (t, x) converges to N 0 (t, x) on I 1 as ∆ A → 0. Finally, notice that the approximation error of the continuum model adds up linearly through the network, thus such convergence holds on the whole network.
Approximation errors with spillback
This section is devoted to establishing the approximation error of the continuum signal model when the signal cycles in the on-and-off model are not infinitesimal, and when spillback occurs at the intersection. When compared to the non-spillback case, the difference between the two models in the presence of spillback may be larger and grow with time.
Let us recall the signalized merge junction shown in Figure 1 , and focus on the link I 1 . All notations employed earlier will remain in effect in this section. 
where C 1 and C 3 denotes the flow capacity of link I 1 and I 3 respectively. If the Hamiltonian is smooth and strictly concave,
, where ∆ B denotes the cycle length of signal u 3 (t) located at the downstream boundary of I 3 , f (·) denotes the strictly concave fundamental diagram of I 3 with f (ρ j ) = −w, ρ j and L denotes the jam density and the length of I 3 respectively.
Proof. Case 1. (Triangular Hamiltonian) When the entrance of link I 3 becomes congested, the scenario described in Figure 3 occurs. As a result, the supply function S 3 (t) ∈ {0, C 3 }, which implies that S 1 3 (t) ∈ 0, min{C 1 , C 3 } . Therefore for any t
And we have that N
Whenever the entrance of I 3 becomes uncongested, the additional difference between N ∆ A down (t) and N 0 down (t) is always bounded by η 1 (1 − η 1 )∆ A min{C 1 , C 2 } and independent of time, as we have shown in Theorem 4.4. For any t ∈ [0, T ] we deduce, in the same way as in Theorem 4.1, that
Case 2. (Strictly concave Hamiltonian) When the entrance of link I 3 is in the congested phase, our calculation in the proof of Lemma 5.1 shows that the density profile at the entrance of I 3 consists of shocks and rarefaction waves. In order to establish a close estimate of the magnitude of the jumps depicted in Part II of Figure 4 , we notice that the duration between two consecutive jumps is approximately ∆ B . Define [t 1 , t 1 + ∆ B ] to be the time interval between two consecutive jumps; then we have t 1 ≥ t 0 + L/w where t 0 denotes the time at which this rarefaction emerges. See Part I of Figure 4 for an illustration. Note that for every
, which is given by the rarefaction wave, is a concave function in t. We deduce that 
Again, an additional term η 1 (1−η 1 )∆ A min{C 1 , C 3 } is attached to the error when the entrance of I 3 is in the uncongested phase. This establishes (5.41).
Remark 5.5. Notice that in the presence of spillback, the errors associated with triangular or strictly concave fundamental diagrams both grow with time. However, the error in the strictly concave case is much smaller than the triangular case. This is quite clear from Remark 5.2 and will be numerically verified later in Section 7. Inequalities (4.28), (5.40) and (5.41) are three of the most significant expressions in this paper, as they not only provide comprehensive error estimates, but also explain the convergence/non-convergence we established earlier when the signal cycles tend to zero.
Continuum approximation in the presence of transient spillback
In the previous two sections, we have considered the case with and without spillbacks. In both cases, it is assumed that the uncongested phase or the congested phase persists at the entrance of link I 3 for a significant period of time, usually on the scale of several signal cycles. Such assumption is crucial for our analysis since the continuum signal model is one type of aggregate models which approximates the cumulative throughput of a signalized junction within at least one full signal cycle. If the spillback/non-spillback state of the system fluctuates on a much smaller time scale, say shorter than a full cycle, then the previously established convergence and error estimates may not hold. We will refer to such situation as transient spillback.
Let us illustrate the impact of transient spillback on the approximating quality of the continuum signal model using a specific example. Consider the three-incoming, one-outgoing signal junction shown in Figure 6 . Assume vehicles flow into links a 1 and a 3 with the maximum rate (flow capacity), while link a 2 remains empty. Let a 4 be congested. In addition, assign equal signal split of 1/3 to each incoming link. We also stipulate that the sequence of links allowed to enter a 4 is a 1 , a 2 , a 3 , a 1 , a 2 , a 3 . . .. In an on-and-off scenario, when the light for a 1 is green, the supply from downstream is limited since a 4 is in the congested phase. On the other hand, when the light turns green for a 3 , due to the previous green phase for the empty link a 2 which allows the entrance of a 4 to clear up a little bit, the supply from a 4 will be maximum and equal to its flow capacity. When vehicles from a 3 fill up this empty space on link a 4 , vehicles from a 1 are once again faced with a limited downstream supply. Therefore, it is reasonable to expect the throughputs of links a 1 and a 3 are quite different, despite the fact that they are assigned equal signal split. Such an asymmetric situation will persist even if signal cycles tend to zero.
A numerical simulation is conducted to confirm this observation. Figure 7 shows the throughputs (cumulative exiting vehicle curves) of links a 1 and a 3 , when then same signal split of 1/3 is assigned to each approach. In these figures, the bifurcation point of the cumulative curves indicates the first time spillback occurs. We clearly observe that convergence of the on-and-off model to the continuum model does not hold, no matter how small the signal cycle is. Figure 8 shows the supply profiles on link a 4 , where we observe the predicted transient spillbacks (where the supply is lower). Such transient spillback resonates with the signal phases, causing links a 1 and a 3 to face completely different downstream supplies when their respective lights are green. The computation presented above employs the LWR model with a Greenshields fundamental diagram (Greenshields, 1935) . However, it is not difficult to conclude that such nonconvergence will hold for any type of fundamental diagram. Such example reveals a technical difficulty arising from the theoretical investigation of the continuum approximation, although one may argue that modeling these phenomena exactly loses importance in large scale applications. Therefore, this should not completely diminish the value of the continuum signal model in the venue of engineering applications.
Numerical Study
The goal of this section is to numerically verify the convergence results and error analysis established in the previous sections. Let us again focus on the merge node depicted in Figure 1 , with signal controls at the exits of I 1 , I 2 and I 3 . Two types of fundamental diagrams are considered in this numerical study: the triangular fundamental diagram (5.30) and the Greenshields fundamental diagram (Greenshields, 1935) 
where v 0 denotes the free-flow speed, ρ j denotes the jam density. Related link parameters are given in Table 1 . For simplicity, all three links are assumed to have the same attributes. 
Without spillback
Assume that the entrance of I 3 remains in the uncongested phase so that spillback does not occur. In addition, we let the signal control u 1 (t) for I 1 satisfy: ∆ A = 60 seconds, η 1 = 0.5. Thus the theoretical error bound given by Theorem 4.4 is η 1 (1 − η 1 )∆ A C 3 = 20 (vehicles). The Moskowitz functions for I 1 are shown in Figure 9 , where both the on-and-off signal model and the continuum signal model are employed. It is clearly observed that the continuum signalized junction model yields very good approximation to the one with the on-and-off signal controls, for both triangular and Greenshields fundamental diagrams. In particular, the absolute differences in the Moskowitz functions are uniformly bounded by 20 (vehicles) and are independent of time, which coincides with the theoretical result established in Theorem 4.4. We are also assured that such errors are almost negligible when compared with the actual Moskowitz functions.
With spillback
Triangular fundamental diagram
Assume that link I 3 is dominated by the congested phase, then the supply function S 3 (t) is illustrated in Figure 3 . Let us now examine the difference |N
First notice that it is entirely possible that whenever the control u 1 (t) = 1, the supply S 3 (t) = 0. In this case we have N ∆ A down (t) ≡ 0 since no car can go through, while N 0 down (t) is proportional to the integral of S 3 (t). Thus huge error is expected in this case. This is illustrated in Figure 10 with two different values of η 1 . We also observe from the upper right picture that the established error bounds are tight, as they can be approached in some actual cases.
Smooth and strictly concave fundamental diagram
Let us turn to the case with a strictly concave fundamental diagram, for instance, the Greenshields fundamental diagram. The damping effect on the flow variations caused by the strictly concave Greenshields fundamental diagram is demonstrated in Figure 11 , where the supply at the entrance of I 3 is plotted with different choices of parameters. Notice that when the Figure 9 : Moskowitz functions on link I 1 with the triangular fundamental diagram (left column) and the Greenshields fundamental diagram (right column). The first row corresponds to the on-and-off signal model; the second row corresponds to the continuum signal model; the third row presents the absolute differences in the Moskowitz functions from the first two rows.
fundamental diagram f (·) takes the form of (7.47), the upper bound on the jumps given by (5.43) is instantiated by
It is clearly observed that while the exit flow of I 3 can have a big variation due to the presence of the signal u 3 (t), the supply function on the other end of the link has a reduced variation, in particular when the cycle ∆ B decreases and when the length L increases. This is consistent with (7.48). To further verify the bounds, Table 2 below compares the computed jumps in supply with the theoretical bound (7.48). From this table we see that the approximation error conveyed by inequality (5.41) (a) is valid and correct; and (b) provides a tight bound of the error.
Finally, in Figure 12 we show the maximum absolute difference between N ∆ (t, x) and congested. We show such error with both triangular and Greenshields fundamental diagrams and for different values of signal cycle ∆ A and split η 1 . Compared to the triangular fundamental diagram, the strictly concave (Greenshields) one yields a much lower error since the supply function S 3 (t) has a smaller variation due to the nonlinear effect discussed in Remark 5.2 and verified in Figure 11 . Table 2 : Comparison of the actual jumps in the supply profile S 3 (t) with the theoretical bound on the jumps, when link I 3 is completely in the congested phase. 
Application
Mixed integer linear programming approach for optimal signal control
In a signal optimization process usually realized by mixed integer mathematical programs, usage of the continuum signal model has several distinct advantages over the on-and-off one, such as those mentioned at the introductory part of this paper. This section presents a concrete example that demonstrates such advantages. We will provide two mixed integer linear programing (MILP) formulations using the continuum and the on-and-off signal models respectively, that aim at optimizing the dynamic network profile with proper constraints. Unlike many existing approaches that employ a cell-based dynamic, we consider a link-based kinematic wave model (Han et al., 2012b) , also known as the link transmission model (Yperman et al., 2005) , in order to reduce the number of (integer) variables involved in the program. These MILP formulations will not be elaborated here but are instead moved to the Appendix. A somewhat more comprehensive discussion of the MILP formulation is available in Han et al. (2012a) .
Numerical experiment
In this section, we will solve the two mixed integer linear programs (MILP) using the on-andoff signal model and the continuum signal model respectively on the same traffic network.
Performances of these two MILPs and their outcomes will be compared, which illustrates the advantages of using the continuum signal model over the on-and-off one.
We consider the network depicted in Figure 13 with three signalized intersections A, B and D. Note that node C is a diverge junction with no conflict of flows, therefore a signal control is not present. Traffic dynamics on each link are governed by the LWR model with a triangular fundamental diagram 3 . All the links in the network are assumed to have the same attributes as given in Table 1 . In addition, the length of each link is set to be 400 meters.
The signal cycle length and the time step in the on-and-off model is fix to be 60 seconds and 10 seconds, respectively. In other words, signal control within each cycle is determined by six binary variables. For practical reasons, we stipulate that the green time and the red time must be no less than 20 seconds, so that the signal split variable can take on only three values: 1/3, 1/2, and 2/3. Moreover, in order to adapt the signal controls to a dynamic decision environment, we allow the signal splits in both the on-and-off case and the continuum case to change every 5 minutes. 
Performances of the two MILPs
The inflows into the test network are randomly generated and remain the same for all the computation scenarios mentioned below. Given that decisions on signal splits are made for every 5 minutes, we solve the MILPs on the network for time periods of 5, 10, 15, and 20 minutes. The computational times are presented in the first and second rows of Table 3 4 . Furthermore, we increase the time step size in the continuum case from 10 seconds to 30 seconds; this can be done since the time step in the continuum model is not constrained by the signal cycle or the split, which is in contrast to the on-and-off case. Results in such scenario is presented in the third row of Table 3 . Notice that with a larger time step h = 30 seconds, the continuum-based MILP is capable of solving for a much larger time period, namely, one hour. This is shown in the last column of Table 3 .
3 The demonstrated disadvantage of using the triangular fundamental diagram in the continuum signal model is circumvented by explicitly imposing in the programs that spillback does not occur at any junction. The reason is that: 1) a non-spillback situation is reasonable to maintain in a signal optimization process; and 2) the continuum model yields a good approximation of the on-and-off model in the absence of spillback. 
Solution quality
In Table 4 we show, for a time period of 15 minutes, the optimal signal splits in the on-and-off case and in the continuum case provided by the two MILPs. We observe not only very different signal strategies in both cases, but also splits in the continuum case that are nontrivial and difficult to accommodate by the on-and-off signal model. Table 4 : Signal split for each link as a result of the MILPs with the on-and-off (OAO) signal control and the continuum (Cont) signal control.
In order to verify the approximation accuracy of the continuum signal model, we conduct the following calculation. The signal splits shown in Table 4 corresponding to the on-and-off case are taken as given parameters to simulate the dynamic signalized network using both on-and-off and continuum models. The respective network throughputs, expressed by the cumulative exiting vehicle counts on links 7, 8, and 9, are compared in Figure 14 . Notice that for the continuum model, we employ both a smaller time step (10 seconds) and a larger time step (30 seconds) for comparison with the on-and-off case. The differences between these network throughputs are consistent with the established theoretical bounds, indicating the effectiveness of the continuum model in approximating the on-and-off model in the absence of vehicle spillback. In particular, we see that the continuum model yields a good approximation of the on-and-off model even when the time step increases significantly (30 seconds). This is because the error estimates established in Theorem 4.4 is in continuous time and independent of the time step selected for discrete-time computations. Such fact further illustrates the robustness of the continuum signal model.
Conclusion and future research
This paper is concerned with a continuum signalized junction model as an approximation of the on-and-off signal model. We provide comprehensive theoretical and numerical results on the asymptotic behavior of the on-and-off signal model and its convergence to the corresponding continuum counterpart as the signal cycle tends to zero. We also provide estimations of the difference between the two types of signal models with non-infinitesimal cycles under various scenarios. The main findings and their implications can be summarized as: 1) the continuum signal model with any type of fundamental diagram yields a good approximation of the onand-off model in the absence of spillback on the network. 2) When spillback occurs somewhere in the signalized network, the continuum approximation may or may not be valid, depending on the fundamental diagram: if a triangular fundamental diagram is used, then the continuum model does not yield a valid approximation; if the fundamental diagram is strictly concave, the continuum model approximates the on-and-off model relatively well and induces much smaller error.
Note should be taken on the following fact: in deriving the convergence results and error estimates in the presence of spillback, the assumption of strict convexity needs only apply to the congested branch of the fundamental diagram. In other words, one can choose the uncongested branch arbitrarily as long as the minimum requirements (F) are satisfied, and the established results still hold. For example, one may consider a piecewise-defined fundamental diagram with a linear uncongested branch and a smooth and strictly concave congested branch.
This paper is the first to rigorously analyze the continuum junction model that employs a traffic-signal-type control mechanism, and to provide a foundation and guidance for applications of such model, which is an efficient and flexible alternative to the on-and-off signal model. Future research will be primarily focused on the application of such continuum model in light of the results shown here, but extension of our analysis to other types of traffic flow dynamics remain an important aspect of theoretical investigation.
A Two mixed integer linear programs for optimal signal control A.1 The link-based kinematic wave model (LKWM)
Discussion of the LKWM below follows Han et al. (2012a) , and the resulting discrete-time model is equivalent to the link transmission model proposed by Yperman et al. (2005) . Let us consider a homogeneous link [a, b] , whose dynamic is governed by the LWR model. A triangular fundamental diagram is used with the same set of notations as given in (5.30). Define a binary variabler(t) that indicates whether the entrance of the link is in the free-flow phase (r(t) = 0) or in the congested phase (r(t) = 1). A similar notationr(t) is used for the exit of the link. We also define the entering flowq(t) and the exiting flowq(t) of the link. The variational theory then asserts that .50) where v and w denote the forward and backward wave speeds respectively, ρ j denotes the jam density and L denotes the link length.
A.2 Discrete-time formulation of the traffic dynamics • For the intersection on the right of Figure 15 , we need to introduce additional turning rates α 4,6 + α 4,7 = 1, α 5,6 + α 5,7 = 1. It is straightforward to verify that the on-and-off and the continuum models are: It remains to express the operator min(·) appearing in (A.55)-(A.58) as a set of linear inequalities by using additional binary variables, which, due to space limitation, will not be elaborated in this paper. The reader is referred to Han et al. (2012a) for more detail.
Finally, one has a lot of flexibility in choosing the objective function once the constraints are articulated as above. For our specific example presented in Section 8.2 and Figure 13 , the following linear objective function is selected: .59) where N is the total number of time intervals. Choosing such objective function ensures that the throughput of the network is maximized at any instance of time.
To summarize, for the problem of finding optimal signal timing that avoids spillback, the mixed integer linear program with the on-and-off signal model is given by (A.51), (A.53), (A.54), (A.55), (A.57) and (A.59); the MILP with the continuum model is given by (A.51), (A.53), (A.54), (A.56), (A.58) and (A.59). Notice that both programs are subject to some other minor constraints, e.g., no conflict in signal lights, upper and lower bounds on green and red time, and so forth. These are quite straightforward and are omitted from this paper.
