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Abst rac t - -A  frequency-stepping algorithm for solving multifrequency (acoustic) wave propaga- 
tion is considered. A two-grid method is employed for the problems of single frequency. For high 
frequency applications, the coarse grid problem is still huge, since one has to choose at least six to 
eight grid points per wavelength for a stability reason. The coarse grid problem is solved by a nonover- 
lapping domain decomposition (DD) method. The solution of the former frequency problem is used 
as the initial guess for the solution of the next larger frequency problem. Such an algorithm turns 
out to be efficient for multifrequency, as well as single-frequency problems, as shown in numerical 
results. Also, it is easily parallelizable with a high efficiency. 
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1. INTRODUCTION 
Let f /=  (0, 1) 2 and r = 0~. Consider the following Helmholtz problem: 
(i) 
(ii) 
-Au  - K2(x,w)u = S(x,w),  x E f~, 
Ou + i s (x ,~)u  O, x ~ r. 
Ov 
(i) 
Here, i is the imaginary unit, u is the unit outward normal from F, and w denotes the angular 
frequency defined as w = 21r. f ,  where f is the frequency. Equation (1.ii) is assumed to represent 
a first-order absorbing boundary condition that allows normally incident waves to pass out of f/ 
transparently. Problem (1) models the propagation of, e.g., time-harmonic waves uch as acoustics 
and electromagnetics, seismic waves, and ocean acoustics. In this paper, we are interested in 
multifrequency simulation for the problem with the coefficients having the form 
u} 2 o3 
K2(x,w) = c2(x ) iq2(x,w), a(x,w) = c(x)' (2) 
where  q > 0 is the damping  factor, assumed to be small or zero, and c is the speed of acoustic 
waves in the med ium.  (In most  of the earth materials, c has its values between 1.5 Km/sec  and  
6 Km/sec. )  
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Problem (1) is hard to solve numerically when 0 <_ q << w/c: it is neither Hermitian nor 
coercive. The matrices obtained from its discretizations are no longer diagonally dominant and 
their Hermitian parts are singular. As a consequence, most standard iterative algorithms (relax- 
ation methods and conjugate gradient (CG)-type iterative algorithms) either fail to converge or 
converge prohibitively slowly. It is known [1] that for sufficiently smooth c, the errors of finite 
element methods are 0 (wS+2hs+l), where s is the order of the spline basis functions. So the 
number of points per wavelength (:= c / f  = 2rc/w) will have to increase with the wave number 
to maintain a given accuracy. This makes the problem more difficult, in particular, for high 
frequency applications. 
For linear, isotropic, homogeneous electromagnetic waves, we have K2(x,w) -- #~2 _ i#aw, 
where e is the dielectric permittivity, # denotes the magnetic permeability, and a is the electric 
conductivity. Note that #e w 2 << #aw for earth materials at frequencies less than f = 105 Hz [2]. 
So electromagnetic waves are relatively easy to solve due to the nature of high damping. 
For iterative numerical solvers for solving single-frequency problem (1), we refer to [3-5] for 
preconditioned CG-type algorithms, and [6,7] for ADI algorithms. Despr6s [8] studied a domain 
decomposition (DD) method in a differential level, and Kim [9-11] analyzed nonoverlapping 
DD methods for solving the problem by finite difference and finite element methods. Kim and 
Lee [12] proposed an artificial damping iteration as a preconditioning technique. The authors 
studied DD methods incorporating the cell-centered finite difference methods in 3-D [13]. 
Concerning multifrequency simulations, we refer to [14] for solving the time domain acoustic 
and elastic wave equations, and [15, and references therein] for the estimation of the sound velocity 
in the earth media. In the papers Cited above, the authors olved single-frequency problems by 
direct methods uch as Gauss eliminations. Such algorithms are not efficient for the solutions of 
high frequency problems, due to a high cost (measured in both computation time and computer 
memory) of the direct inversion of huge matrices. The goal of this paper is to introduce an 
efficient iterative method for solving single-frequency problems and to apply it to a frequency- 
stepping algorithm for multifrequency problems. In the algorithm, each single-frequency problem 
is solved by a two-grid method and the solution of the former frequency is used as an initial guess 
for the solution of the next larger frequency problem. 
In the next section, we present he frequency-stepping algorithm incorporating a two-grid 
method solving single-frequency problems. The Gauss-Seidel smoothing is considered. It seems 
that no one has tried nonsymmetric multigrid methods for the Helmholtz problem before. (In [4], 
one can find a CG-type iteration preconditioned by a multigrid method applied to the discrete 
Laplacian. When IKI is small, the operator -A -  K 2 can be viewed as a perturbation of -A .  But 
it is not the case for larger wave numbers. In general, -A  - ~2 cannot be a good approximation 
of - -A -  K 2 unless Re(.~ 2) ~ Re(K2).) In Section 3, numerical results are given to show 
the effectiveness of the algorithm. The algorithm has been verified to be effective for solving 
multifrequency, aswell as single-frequency problems. 
2. THE ALGORITHM 
Let (1) be discretized by an approximation scheme, e.g., the bilinear finite element method 
or the second-order finite difference method, on a finite dimensional space V h, where h is the 
parameter of the grid size. Then, for given frequency w, the approximate solution u h of (1) can 
be obtained by solving the following algebraic system: 
Ahu h = b~. (3) 
Here A ha, is a complex-valued symmetric (but, not Hermitian) N × N matrix, where N is the 
number of unknowns, and b h is the source vector corresponding to S. For high-frequency appli- 
cations, it is required to choose 12 to 25 grid points per wavelength for accuracy reasons [11,16]. 
So N is huge for realistic problems. 
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h We will solve the single-frequency problem (3) iteratively and use the solution u03 as an initial 
guess for u h It is obvious that u h approximates u h well Cat least near source points) 03+Aw"  w+A03 
for Aw small. It is well known that inverting A h of (3) is hard due to the size and/or poor- 
conditioning of the matrix. We will introduce a two-grid algorithm for solving (3). Let H > h 
be a coarser grid size and V H be the corresponding (proper) subspace of V h. We often choose H 
to be an integer multiple of h. Then, the two-grid algorithm solving (3) can be given as follows: 
select " h,0 and e and find u h't+l l = 0, 1,. satisfying t103 03 , • " ,  
(i) 
(ii) 
(iii) 
(iv) 
(v) 
rh, t ~_ b h _ A huh,t. 
03 0*3 03 03 
if IWII-< stop; 
H H find e H such that A03 e03 =/h  g (rh't) ; 
uh,~+ll2 _ h,~ + ihH (ell);  
03 ~ t l~ j  
03 
(4) 
M 
g= ajna  =0, j#k.  
j=l 
Assume that flj are rectangles with their boundaries being parts of grid lines. Let Fj = F n ¢0flj, 
['jk = Fkj = O~ i N O~k, and uj = uIn j . Let AHUj be the centered finite difference approximation 
Ou"  
of Auj and Oc,juj be the centered ifference for ~ on the boundary Fj. For a subset D C ~, 
we denote the set of grid points on D by D H. Then, the finite difference DD algorithm can be 
defined as follows: for given initial guess {u°}, j = 1, . . . ,  M, find {u~}, n >_ 1, by solving 
(i) -A .u7  - 2 K uj =f ,  X•f~H,  
(ii) ac,ju~ + iau~ = o, z e F H, 
n • n-1 Ft~k, (iii) Of,jkuj + iBu~ : --Ob,kjU~ -1 + ~Bu k , x • 
(5) 
where B is the relaxation parameter, Re(B) > 0, and Of,jkuj and Ob,kjuk denote, respectively, 
the forward finite difference of uj and the backward finite difference of u~. For example, for a 
Here A H is the discretization matrix corresponding to V H, where the operators I~  and I h denote 
the projection from V h to V H and the interpolation from V H to V h, respectively, and Sm is a 
smoothing operator. The above two-grid algorithm (a V-cycle) is the simplest case of multigrid 
(MG) methods. An MG algorithm can be obtained by a recursive application of the two-grid 
method, i.e., by trying to solve (4.iii) in another proper subspace V H' C V H corresponding to
another coarser grid mesh, and so on. A step of the above algorithm consists of two substeps: a
coarse grid correction ((4.iii) and (4.iv)) and a smoothing step (4.v). The coarse grid correction 
reduces the low/medium-frequency components of the error significantly, while the smoothing 
step reduces the high-frequency omponents of the error. This is the reason why MG methods 
are efficient provided that the coarsest grid is fine enough. The coarse grid solution may have 
few characteristics of the original physical problem unless the grid is sufficiently fine. 
The coarse grid problem (4.iii) is still a huge task for high frequencies. Note that we need 
to choose at least six to eight grid points per wavelength (= 21rc/w) for a stability reason [16]; 
the dimension of A H is often very large. It is clear that the efficiency of algorithm (4) depends 
strongly on the solution procedure of the coarse grid problem (4.iii). We would like to employ the 
DD method in [11] for solving (4.iii) by the second-order finite difference method. (The second- 
order finite difference method with a weight on boundary grid points is equivalent to the bilinear 
finite element method incorporating the Trapezoidal quadrature rule.) Let H be the coarse grid 
size of a uniform mesh and {f~j, j = 1, . . . ,  M} be a partition of f~: 
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vertical interface Fjk with its left being f~S and its right being f~k, the first-order finite differences 
are defined by 
n - n (xp,q) 
of,sku  (xp ,q )= us u s 
H 
where Xp,q • FSk and Xp+l,q = Xp,q + (H, 0). 
Ob,kjU~ (Xp,q) = U~ (Xp,q) -- U~ (Xp+l,q) 
H 
For certain (complex-valued) parameters/~, one 
can prove the convergence of algorithm (5); see [11] and [10] for the convergence analysis and 
automatic parameter determination, respectively. The above algorithm was first analyzed by 
Despr~s [8] in the differential, rather than discrete, level. He used the following interface boundary 
condition (instead of (5.iii)): 
OUT 0U~ -1 n--1 
Ouj + i/~ u~ = Ouj + i/3 u k , x E Fjk, (6) 
where vj is the unit outward normal to Fj. The above interface condition imposes the continuity 
of the pressure and the normal component of its flux on the subdomain interfaces, while most 
approximation methods admit discontinuities of either the discrete pressure or the normal com- 
ponent of its flux. For example, for conforming finite element methods, the normal components 
of fluxes do not have to be continuous on the element interfaces. Equation (5.iii) is the finite 
difference version of (6) which imposes the continuity of the discrete pressure only. The first key 
to designing a DD algorithm is to find a consistent interface boundary condition; otherwise, we 
may not recover the original discrete solution which has optimal approximation properties. See 
[10,11,17] for more details. 
Now, let us introduce the frequency-stepping al orithm for solving the multifrequency problem. 
Let w • [w.,w*], w. < w*, and wj = w, + jAw,  j = 0 ,1 , . . . , L ,  where Aw = (w* -w . ) /L  for 
some integer L > 1. Then, the algorithm is defined as follows: 
select uwoh'°, e; 
h,0 ~ uh,0. set u~ ~o, 
solve (4) for uho; 
for j = 1 , . . . , L  (7) 
set u h'° u h • 
02 ~ t~,'j - -  1 ' 
solve (4) for u h • 0~j, 
endfor 
Multifrequency computations of acoustics have been studied by many authors [14,15, and 
references therein]. But all have used direct methods to solve single-frequency problems. For 
this, we may consider two reasons. First, the wave fields far from the source points can be totally 
independent even though the wavenumbers differ very little. The other reason is that there was 
no efficient iterative algorithm for solving a single-frequency problem. As mentioned earlier, most 
standard iterative algorithms either fail to converge or converge so slowly when the wave speed c 
is nonconstant and/or 0 <: q <<: w/c. 
3. NUMERICAL  RESULTS 
In this section, we report numerical performances of algorithms (4) and (7). The algorithm is 
implemented in FORTRAN and run on one processor of the SGI Power Challenge L with 75 MHz 
T8000 processors. Recall w = 27r f ,  where f is the frequency, and let x = (x, y). The wave speed c 
is chosen as 
( 3, x _< 0.5, 
C(X) 
1 + e x + sin(2~-xy), x > 0.5, (8) 
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and q - O. The point source is given at the center of the domain: 
S(x ,  •) = ~(x  - x0), xo = (0.5, 0.5). 
We choose the uniform grid size h (= hz = h u) and the coarse grid size H = 2h. For 
the coarse grid problem, the domain is decomposed into M= (respectively, Mu) subdomains in 
the x- (respectively, )-direction. Each single-frequency omputation (algorithm (4)) is stopped 
when the relative residual is less than 10 -4 in the maximum norm, and the innermost loop 
(algorithm (5) preconditioned by the artificial damping iteration [12]) solving (4.iii) is stopped 
with relative L °° error being less than 5%. Three symmetric Gauss-Seidel iterations are selected 
for the smoother Sm in (4). Zero initial values are given for the solution of the first frequency. 
In Table 1, we will see the effectiveness of algorithm (7). The fine grid size is given as h = 1/256 
(H = 2h) and the subdomain geometry for the coarse grid problem is M= x M~ = 16 x 1. For Aw 
given, the angular frequencies are set from 27r. 35 + Aw to 27r. 40 with the step size Aw. (So the 
numbers of different frequencies are 20 and 40, respectively, for Aw = 27r/4 and A~ = 27r/8.) 
The total number of V-cycle iterations of (4) for the whole computation is denoted by Nv, the 
total number of DD iterations of (5) by NDD,  and the computation time by CPU (seconds). In 
the frequency-stepping, we consider two different initial guesses: U h'0  = U h the one as in (7), 
and u h'° = 0, zero initial guess. Algorithm (7) saves 24% of CPU-time when Aw = 27r/4 and 36% wj 
when Aw = 2r/8,  compared to the CPU-times of the zero guess computations. The smaller Aw's, 
the better savings[ Also it should be noticed that algorithm (4) solves a single-frequency problem 
of 35 < f <_ 40 and 257 × 257 grid points in 8.1 V-cycles (in average) taking 17.13 seconds, even 
starting from zero initial guess. 
Table 1. The grid size h = 1/256 and the subdomain geometry M= x My = 16 x 1. 
The angular frequencies are set from 2~r • 35 + Aw to 27r • 40 with the step size /kw. 
Initial Guess 
uh~ ° = u h 
wj -  I 
= o 
27r 27r 
Aw = Aw -- 
4 8 
Nv NDD CPU Nv NDD CPU 
114 1178 261.90 201 1783 437.16 
162 1693 342.60 324 3388 686.38 
Table 2. The angular frequencies are uniformly distributed on [w,, w*} with the step 
size Aw, where w, = Aw and w* = 2r .  50. The initial grid size and the initial 
subdomain geometry are h = 1/64 and Mz x M u = 4 x 2; the finals are h = 1/512 
andMx x My=32x2.  
A~ 
2~ 
4 
27r 
5 
2__~ 
8 
L Nv NDD CPU 
200 1145 9545 1660.76 
250 1424 11702 2050.87 
400 2083 16193 2902.85 
Table 2 presents the results of (7) (when u h'° = uhj_l) for various Aw's. We let the grid sizes wj 
and the subdomain geometry be automatically adjusted uring the computation as the frequency 
increases. The number of different frequencies i denoted by L. The angular frequencies are 
uniformly distributed on [w,, w*] with the step size Aw, where w, = Aw and w* = 27r. 50. The 
initial grid size and the initial subdomain geometry are given as h = 1/64 and Mx x M u = 
4 x 2, respectively. During the computation, the grid size h and the subdomain umber in the 
x-direction Mx are adjusted (by dividing/multiplying by 2) so that there are at least 11 grid 
points per wavelength (5.5 grid points in the coarse grid level) and that the bandwidth of the 
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algebraic system arising in the DD iterat ion (5) is at most eight. The final grid size and the 
subdomain  geometry  turns out to be 1/512 and 32 x 2, respectively. From the table, we can 
see that  the computat iona l  cost (Nv,  NDI), and CPU) is a sublinear function of the number of 
frequencies L. 
For Aw being smaller, we have seen that  u h is a better  approximat ion (and therefore, a better  
init ial  guess) for uw+A .h  In conclusion, we can say a lgor i thm (7) is efficient when the wave 
number  is not so large and Aw is small. As a solver for single-frequency problems, a lgor i thm (4) 
seems to be optimal: it  has been observed from various numerical  exper iments that  a lgor i thm (4) 
converges with a sublinear dependence on the frequency and independence on the grid size h. 
Convergence analysis and computat iona l  results for (4) will appear  elsewhere. 
The algor i thm is now being appl ied to numerical  investigation of f requency-dependent wave 
propagat ion  phenomena of acoustics, e.g., at tenuat ion and dispersion. In part icular ,  we are 
interested in studying the effects of microscale heterogeneity o the macroscale wave behavior. 
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