Introduction.
This paper is concerned with the conjectural correspondence between Galois representations and modular forms. Although such relation has been fully established in the case the Galois representation is realizable on the -adic Tate module of an elliptic curve over Q (cf. [24] , [20] , [5] ), very little is known in general.
As a first step towards the understanding of more complicated cases, we consider a Galois representation constructed from the complex hypersurface X ⊂ A 4 defined by the set of zeroes of the equation: P 5 (x, y) = P 5 (z, w) P 5 (x, y) = x 5 + y 5 − 5xy(x 2 + y 2 ) + 5xy(x + y) + 5(x 2 + y 2 ) − 5(x + y).
The geometric properties of X that we need are summarized in the following Theorem 0.1.
(1) The projective closureX ⊂ P 4 of X has 120 isolated, ordinary double points and no other singularities. In this article we study the (semi-simplification of the) Galois representation ρ : Gal(Q/Q) → GL(H 3 (XQ, Q ( √ 5))) ( prime integer) and its complex L-function L(ρ, s) = p L p (ρ, s). Let F = Q( √ 5) and denote by F ac an algebraic closure. Let G F = Gal(F ac /F) and G Q = Gal(Q/Q). Our first main result is Theorem 0.2. There exists a 2-dimensional representation σ of the Galois group G F such that: ρ = Ind
Conjecturally, the L-function attached toX has an analytic continuation to C and it satisfies a functional equation. One associates to ρ its conductor: a positive integer number N which enters in the definition of the complete L-function as at the primes of bad reduction. In the paper we illustrate and make use of an analytic procedure that allows one to test numerically the functional equation under the assumption of its analytic continuation. By applying such method we obtain strong numerical evidence for the following statements:
(1) The Euler factors at the three primes of bad reductions are resp. : L p (ρ, Let us re-examine theorem 0.2. Outstanding conjectures in arithmetic predict the modularity of σ. Namely, one conjectures the existence of a holomorphic Hilbert modular new-form f on F , a finite extension E λ of Q with ring of integers O λ and a two-dimensional compatible system of continuous, λ-adic Galois representations
such that σ f,λ is equivalent to σ (up to semi-simplification) (cf. [19] ). Let denote by D(f, s) the Dirichlet series associated to f and let δ = √ 5 be the different of the extension F/Q. It follows from the work of Shimura (cf. [15] : section 2) that the complete L-function of a holomorphic Hilbert modular new-form f on F , of weight k = (2, 4) and conductor c f verifies the functional equation (ss = semi-simplification).
Let assume that in fact this is the case and let π f = ⊗ v π f,v be the cuspidal automorphic representation of GL 2 (A F ) (A F = group of the adèles of F ) associated to f. Then, statement 1. implies that the local representation π f,v is special at the two places v = 2, 3. Let B be a totally definite quaternion algebra over F that ramifies at {2, 3}. Consider on this algebra an Eichler order of level 5. Then, it follows from the JacquetLanglands correspondence (cf. [9] : section 10) that π f corresponds to an automorphic representation π = ⊗ v π v of the algebraic group G B (A F ) = (B ⊗ F A F )
× . The latter π is associated to a function (often called quaternionic modular form) defined on a finite, double coset of G B (A f F ) (A f F = finite part of the adèles) and taking values on a finite, complex vector space.
The action of the Hecke operators on the space of the quaternionic functions is given by the Brandt matrices. These matrices are naturally associated to an Eichler order and describe the representation of the Hecke operators on a space of theta series attached to the norm form of the algebra B.
In the paper we provide a description of the algorithm used for the definition of the Brandt matrices. It is known that the Brandt matrices generate a commutative semisimple ring and satisfy the same identities fulfilled by the classical Hecke operators. Hence, throughout a process of simultaneous diagonalization of them, we obtain Theorem 0.3. There exists a holomorphic Hilbert modular new-form f of weight (2, 4) and conductor c f = 30 on F that is a simultaneus eigenvector of the Hecke operators T ℘ . For a rational prime 5 < p < 100 the following property is verified If p splits in the extension F/Q and ℘ 1 , ℘ 2 are the two primes in F above p, then
where Fr p denotes a geometric Frobenius of G Q . If p is inert in F/Q and ℘ is the prime above p in F , then
Theorem 0.3 provides a strong evidence toward the expected modularity of σ as in (0.3).
All along the paper we have included several tables that summarize the high number of computations needed. In many situations, the help of an appropriate computer program (Mathematica, Maple, Pari, Magma) was fundamental.
The following is a short summary of the arguments illustrated in the various paragraphs.
In section 1 we prove Theorem 0.1. Section 2 contains the computation of the Euler factors of L(ρ, s), for 5 < p < 100 (cf. (8.1)). In paragraph 3 we prove Theorem 0.2. Section 4 establishes the numerical evidence for the statements 1.-3. In paragraph 5 we review the theory of Hilbert modular forms appropriate for this paper and we state Conjecture 5.1 that is motivated by the example studied in this paper. Section 6 contains the definition of the quaternion algebra B and the related Eichler order as well as some of their properties. In paragraph 7 we introduce the Brandt matrices as a tool for describing the Hecke algebra. Finally, in section 8 we use the Brandt matrices to prove Theorem 0.3. and Bert van Geemen. The thesis [17] was an inestimable source of reference. The first author gratefully thanks the Max-Planck Institut für Mathematik, the Institut des HautesÉtudes Scientifiques and the Institute for Advanced Study for the support received in the years 1998-2000. The second author wishes to thank the first author for asking him to join this project and for the hospitality received during various visits.
Let consider the following quintic polynomial with complex coefficients
The function P 5 (x, y) has 16 non-degenerate critical points and its highest homogeneous part is non-degenerate (i.e. it has only one critical point at zero). A very important property of this polynomial is that of taking only three different values at its critical points. One can easily verify that P 5 has 10 critical points with critical value −2, 2 critical points with value 6 and 4 critical points with value −3.
Consider the related fibration of affine plane curves (generically of genus 6)
Let {z, w} be a new couple of variables and consider the self-fiber-product of the above fibration. One gets the following family of quintic hypersurfaces in A
LetX ⊂ P 4 be the projective closure of the fiber at t = 0 in (1.1).
The main result of this paragraph is the following Theorem 1.1.
(1) The singular locus of the threefoldX is made out by: (10) 2 + (4) 2 + (2) 2 = 120 non-degenerate double points. The varietyX − X is nonsingular.
(2) The varietyX, obtained by blowing-upX along its singular locus has the following Hodge numbers h
X has good reduction outside the set {2, 3, 5}.
Proof. 1. is a straighforward consequence of the description of (and the values at) the critical points of P 5 (x, y). All the singular points ofX belong to X: in fact, the divisor at infinity, defined by the zeroes of the equation
For the proof of 2. we introduce the following auxiliary threefold Y ⊂ A 4 : Y is defined by the set of zeroes of the equation
This variety was defined by van Geemen and Werner in [22] and [23] in relation with their study of a skew pentagon configuration of 5 lines in the plane. The projective closureȲ ⊂ P 4 has 120 ordinary double points. The authors calculated the Hodge numbers of a desingularizationỸ ofȲ . Their computations show that h 3 (Ỹ ) = 4, h 3,0 (Ỹ ) = h 2,1 (Ỹ ) = 1 and h 2 (Ỹ ) = h 1,1 (Ỹ ) = 141. In the following lines we will define a Q(i)-isomorphism betweenX andȲ . First, we observe that the maximal real subfield of the cyclotomic field Q(ζ 20 ) (ζ 20 = primitive 20-th root of 1) is the minimal field extension of Q over which each fiber of family F (x, y) = t is defined. Let ζ re = ζ 20 + ζ −1 20 . Then, the polynomial F (x, y) splits in the extension Q(ζ re ) into five linear factors A similar property holds for P 5 (x, y). Namely, Q(ζ 5 ) (ζ 5 = primitive 5-th root of 1) is the minimal field extension of Q over which every fiber of the fibration P 5 (x, y) = t splits into a product of 5 lines. Precisely
We claim (the proof is straightforward) that P 5 (x, y) = −10F (x, y) − 2 by means of the Q(i)-algebra isomorphism
A complete knowledge of the Hodge numbers ofX follows. The proof of 3. requires a study on the behavior of the critical points of P 5 (x, y) mod. p (p integer prime number). At the beginning of this paragraph we observed that P 5 (x, y) has 16 critical points. One can easily check that these points reduce to different points modulo primes of Q(ζ 15 ) above rational primes bigger than 5. One way to verify this statement is to compute the discriminant, with respect to y, of the resultant of dP 5 dx and dP 5 dy with respect to x. It turns out that this number is only divisible by the primes within the set {2, 3, 5, 11, 19, 31}. Hence, these are the only primes modulo which the critical points may coincide. A finite calculation shows that the critical points reduce to different points modulo primes above 11, 19 and 31.
For p = 5, the resultant of (say with respect to x) is not identically zero. This implies that these polynomials do not have a common factor modulo p. By Bezout's theorem one concludes that the reduction of P 5 (x, y) modulo p, has at most 16 critical points. Hence, for p > 5 there are precisely 16 critical points: the reductions of the 16 critical points in characteristic zero.
Note that the values −2, −3 and 6 that P 5 assumes at the critical points remain different when reduced modulo primes bigger than 5. It follows that the number of singular points of X does not increase upon reducing modulo primes bigger than 5.
At each of the critical points of P 5 one can check that the local expansion of P 5 has a non-degenerate degree-2-part which remains non-degenerate when one reduces it modulo primes of Q(ζ 15 ), above rational primes bigger than 5. It follows that the part ofX above the affine part P 5 (x, y) = P 5 (z, w) remains non-singular after the reduction mod p > 5.
In the second part of this paragraph we indicate some interesting relations between the polynomial P 5 (x, y) and Dickson polynomials of the first kind. Some of the properties stated below will be used later on in the paper.
Consider the following function in three variables
We will show that this polynomial is the sum of two Dickson polynomials of the first kind. In the following lines we recall the definition and some properties of Dickson polynomials of the first kind in several variables. For a complete report on this theory we refer to [12] . Let R be a commutative ring with identity. n (x 1 , x 2 , a), i = 1, 2 satisfy the recurrence relation
For k = 2 and a = 1, one has
3) x i = s i (y 1 , y 2 , y 3 ) and y 1 y 2 y 3 = 1 s 1 = y 1 + y 2 + y 3 , s 2 = y 1 y 2 + y 1 y 3 + y 2 y 3 , s 3 = y 1 y 2 y 3 .
Hence, one obtains that the sum D 5 (x 1 , x 2 , 1) is the polynomial f in (1.2). The recurring relation shows that f may be described by a symmetric equation of degree 5 in the variables x 1 , x 2 (for x i = s i (y 1 , y 2 , y 3 ), under the condition y 1 y 2 y 3 = 1). Therefore, f is implicitly defined by
, where P 5 (x 1 , x 2 ) is the symmetric quintic polynomial defined at the beginning of this section.
Dickson's polynomials share a number of interesting properties, especially when R is the finite field F q with q elements. For future reference, we recall one of these properties. Proof. We refer to [12] : theorem 3.41 for a complete proof. In op.cit. it is also shown under what condition the Dickson vector D(k, n, a) induces a permutation on the field
2. Computing the L-function at good primes.
LetX be a desingularization ofX ⊂ P 4 Q . In this section and in the next two we will study the L-function of the Galois action on H 3 (X Q , Q ). This section we will explain how to compute the local L-factors at good primes. We start by recalling the definition of the L-function. Let p be a rational prime. We write I p for an inertia group at p, and Fr p will denote a (geometric) Frobenius element of G Q = Gal(Q/Q). The L-function is defined as the product
IfX has good reduction at p, then it is known that I p acts trivial on
For those p, L p (s) can be determined by counting the points onX over various finite fields and using the Lefschetz trace formula. We shall explain this fact in more detail. We refer to the section 4 for the discussion on how to obtain likely candidates for the L p (s) at the primes of bad reduction.
Let p be a prime of good reduction forX, and let q be a power of p. One knows that Trace(Fr q |H 0 (X Q , Q )) = 1 and Trace(Fr q |H 6 (X Q , Q )) = q 3 . The H 1 and H 5 both vanish (see theorem 0.1).
Lemma 2.1. There exists an integer k, with −141 ≤ k ≤ 141, such that
Proof. According to the Lefschetz (1, 1) theorem,
is equal to the subspace of H 2 (X, C) that is generated by algebraic divisors. In our case H 1,1 (X, C) = H 2 (X, C) (see theorem 1.1). Hence the whole H 2 (X, C) is generated by algebraic divisors. It follows that H 2 (X Q , Q )) is generated by algebraic divisors. Let Div(X) denote the divisor group ofX, which we consider as a (1) is known to be G Q -equivariant. Each divisor is defined over some extension of F q . Hence some power of Fr q acts trivial. It follows that the eigenvalues of Fr q acting on H 2 (X Q , Q ))(1) are roots of unities, and
Using the Lefschetz trace formula one obtains
Therefore, the computation of the trace on H 3 is accomplished once one knows k and #X(F q ). As long as q is not too large one can compute #X(F q ) with a computer. To determine k one could try to understand the Galois action on the divisors generating H 2 . However, we preferred to proceed differently. In paragraph 1 we saw that dim H 3 = 4 and by the Weil conjectures one knows that the eigenvalues of Fr q |H 3 have absolute value q 3/2 . Hence one gets the inequality
For q big enough, there will be a unique k that satisfies this inequality. We found that k is uniquely determined if q > 20. The local L-factor at a prime p can be expressed in terms of the traces of Fr p and Fr
If 7 ≤ p ≤ 19, we determined a p 2 , a p 3 and a p 4 . The first and third number enables one to compute the eigenvalues of Fr p 2 (one uses the fact that the eigenvalues of Fr p (H 3 ) look like {α, β,
} as the Galois action on the inertia invariants is given by symplectic matrices). The eigenvalues of Fr p are the square roots of these numbers. To determine which square root one should take, one can use the value of a p 3 . The first few traces are listed in the last two columns of table (8.1).
Two 2-dimensional Galois representations.
The traces a q listed in table (8.1) are 0 for q ≡ ±2 mod 5. In this paragraph we will give a general proof to this result and we will show that this behaviour implies theorem 0.2. 5 ) gives rise to a bijection from F q × F q to itself (cf. Proposition 1.3). Hence P 5 considered as a function from F q × F q to F q assumes each value exactly q times. The part ofX above X (recall that X is defined by the equation P 5 (x 1 , x 2 ) = P 5 (x 4 , x 5 )) has exactly q 3 points defined over F q . At infinity,X is defined by the homogeneous equation x , therefore none of these singular points is defined over F q , and hence #X(F q ) = #X(F q ). So we obtain #X(F q ) = q 3 + q 2 + q + 1. The inequality in (2.2) yields:
Hence, k = 1 for q big enough. Using the trace formula (2.1) it follows that a q = 0. For small q the a q are listed in the table (8.1).
Let ρ denote the semisimplification of the Galois representation
. First we will discuss some properties of the characteristic polynomials of the restriction ρ| Gal(Q/F ) . If p is inert in the extension F/Q, and ℘ is the prime above p then Fr ℘ = (Fr p ) 2 , and the characteristic polynomial of Fr ℘ is (
If p splits and ℘ is a prime above p, then Fr ℘ is a Frobenius element at p, and hence Fr ℘ and Fr p have the same characteristic polynomial.
Clearly, the characteristic polynomials of ρ| Gal(Q/F ) at inert primes split in two quadratic factors. The polynomials we computed at split primes also split in two quadratic factors over Q( √ 5). For example, at p = 11 the polynomial is
It turns out that there is no quartic field such that all the characteristic polynomials split further in this quartic field. This suggests the following theorem, which is a reformulation of theorem 0.2. Proof. Let V denote the vectorspace H 3 (X Q , Q )⊗Q , and letρ : Gal(Q/Q) → Aut(V ) be the extension of scalars of ρ. Let χ be the Dirichlet character of Gal(Q/Q) with kernel Gal(Q/F ). By Lemma 3.1 we have that Trace(ρ(Fr p )) = 0 for all Fr p not in ker χ. So Trace(ρ(Fr p )) = Trace((ρ ⊗ χ)(Fr p )) for all p > 5. It follows thatρ and ρ ⊗ χ are isomorphic (this certainly follows from the much stronger result of Satz 5 in [8] ). Let T : V → V be an isomorphism that intertwinesρ andρ ⊗ χ. So T (ρ(g)v) =ρ(g)χ(g)T (v) for all g ∈ Gal(Q/Q) and v ∈ V . Let λ be an eigenvalue of T , and V λ its eigenspace. Clearly, T can not be a scalar map, so V λ is a proper subspace of V . Sinceρ andρ ⊗ χ actually have coefficients in Q , the eigenvalue λ is contained in an extension of Q of degree at most 4. The imageρ(Gal(Q/F )) commutes with T , so its action on V λ is a subrepresentation ofρ| Gal(Q/F ) . From the remarks made above about the splitting behaviour of the characteristic polynomials it follows that the only possible dimension of V λ is 2, and that λ is contained in Q ( √ 5). It also follows T has only one other eigenspace V λ , with eigenvalue λ . Denote the representation on V λ by σ and the representation on V λ by σ .
Let g ∈ Gal(Q/Q) be an element that represents the non-identity element of Gal(F/Q). Suppose v ∈ V λ . Then
Soρ(g)v is an eigenvector with eigenvalue −λ = λ , andρ(g) sends V λ to V λ . It follows that ρ = Ind Q F σ.
The functional equation of the L-function.
Conjecturally, an L-function attached to an algebraic variety has an analytic continuation to C, and satisfies a functional equation (cf. [14] ). In this section we explain how one may use this information to find candidates for the local L-factors at the bad primes, and find evidence for statements 1, 2 and 3 from the introduction.
Let N be the conductor of ρ, as defined in [14] . It is not known whether N is independent of . The complete L-function and the corresponding (conjectural) functional equation have the following shape
for some w ∈ {±1}. The product L p (s) is known to converge for Re(s) > .
In what it follows we use a well known trick that allows one to test numerically the functional equation under the assumption of its analytic continuation (cf. e.g. [6] ). Let m ≥ 0 be an integer such that all the derivatives L (j) (2) vanish for 0 ≤ j ≤ m − 1. Choose a real number t. The idea is to integrate the function of one complex variable
along a path in C around 0. By Cauchy's theorem this integral is Λ (m) (2)/(m!). The Γ factors in the definition of Λ(s) causes the function G to tend to 0 very rapidely as |Im(s)| gets large. This allows one to stretch the path more and more in such a way that in the limit it becomes a union of two lines, (the first going from r − i∞ to r + i∞ and the other going from −r +i∞ to −r −i∞, for some real r > 1 2 ), so that one obtains
We refer to [6] for a discussion on how to compute values of F m efficiently. The first integral of (4.2) is equal to
Using the functional equation in (4.1) one can rewrite the second integral of (4.2) as
Consequently, one obtains
We know how to compute L p (s) for p > 5. But we do not know how to compute N , w, and L p (s) for p ≤ 5. We will make a (reasonable) guess for these. For each guess one can use (4.3) to compute L (m) (2) for a few m. We did this computation for several values of t. One knows that L (m) (2) is independent of t. If the computations give different results for different t, one has probably made wrong guesses! We made new guesses until the computation appeared to be independent of t. The candidates for w are ±1. Because the threefoldX has bad reduction only at 2, 3 and 5, these are the only primes that can appear in the factorization of N . Hence, one may assume that N = 2 a 3 b 5 c for some integers a, b and c. To guess L p (s) for p ≤ 5 we recall that the characteristic polynomial of Frobenius acting on the inertia invariants has degree at most 4. Its roots are conjectured to have absolute value p j/2 for some 0 ≤ j ≤ 3 (cf. [14] ). This condition restricts the possible choices to a finite number. One can reduce this number by using the fact that ρ is induced from a 2-dimensional representation σ. From this it follows that the characteristic polynomial at p = 2 or 3 is an even polynomial. If ρ really ramifies (i.e. p|N ), then it has degree at most 2. At p = 5, the characteristic polynomial has degree at most 2, and if ρ really ramifies then it has degree at most 1. If we assume the aforementioned conjecture and the ramification at 2, 3 and 5, then the possible characteristic polynomials are 1 and T 2 ± p j for p = 2 or 3, and 1 and T ± p 
) −1 and L 5 (s) = 1 we computed (4.2) by considering all terms with n < 30000 in the infinite sums. We repeated this computation for t = 1, 1.4, 1.6, 2.0 and 2.5. We found the same value 0 upto 48 decimal places. This clearly suggests that the L-series vanishes at s = 2. For m = 1 we computed (4.2) for n < 3000. We took the same values for t, and found that the answer remained constant upto 14 decimal places. The value for L (2) that we found in this way is L (2) = 2.83811389801282.
Note that the exponents in the (Artin) conductor are equal to the codimension of the inertia invariants implied by the degree of the local L-factors. This suggests that ρ is only tamely ramified away from .
Modular forms on quaternion algebras.
In the first part of this paragraph we review the description of the space of quaternionic modular forms, namely functions defined on the multiplicative group of a quaternion algebra. The theory is illustrated only in the particular case appropriate for this paper.
The main subject of this section is the Jacquet-Langlands correspondence. Roughtly said, this correspondence relates certain systems of eigenvalues attached to the spaces of classical modular forms to the system of eigenvalues found in the spaces of quaternionic cusp forms. Within the paper, the term "classical" modular forms means holomorphic Hilbert cusp forms over a totally real field F , with weight k and conductor c (an integral ideal of the ring of integers of F ).
In the second part of this section we will consider Conjecture 5.1. The representation ρ defined in paragraph 3 will be used to motivate that assertion.
Here some notations to which we will often refer. Similar notations and related definitions are also used in the next paragraphs. We indicate by F a real, quadratic field with ring of integers o. We denote by ℘ an integral prime ideal of F . Let I = {ι τ } τ =1,2 be the set of the embeddings F → R. We write A = A f × A ∞ for the ring of adèles of F , decomposed into its finite and infinite parts.
The symbol B denotes a totally definite quaternion algebra with center F and discriminant D(B/
We consider the following algebraic group G B over F :
If v a finite place of
We choose a subfield K of C which is Galois over Q and that splits B, so that there is an isomorphism i :
The space L k inherits a (G B ) ∞ action via the injection i : (G B ) ∞ → GL 2 (C) I . We will reconsider this action in section 7. We introduce the following functions
Consider the following open compact subgroup of (
The local description of the order O is given by (cf. also section 6)
The global units B × act via the map i :
Let h = h(O) be the class number of the order O. The following result is well known (cf. [21] : chapter V) Proposition 5.1.
(
f /U can be canonically identified with the right equivalence classes of left O-ideals I λ and in particular it is finite.
The elementsg λ ∈ X (U) correspond to left O-ideals I λ , each of which determines a different class in O. In this way, the elements of S B k (U) are completely determined by their values atg λ . In other words, one obtains an isomorphism
The Hecke algebra T
) is the algebra generated by the Hecke operators (cf. [19] for details)
where U is an open compact subgroup and UgU = i Ugg i is the decomposition in double cosets. For U = U , [UgU] ∈ T B k (U) and UgU = i Ug i is the decomposition into disjoint right cosets. One obtains a representation
Let ξ ∈ o + be a totally positive element in the ring of integers of F . The corresponding Hecke operator is defined as
N r denotes the usual extension of the norm N r B/F to G B (A) (cf. next section for details). For f ∈ S B k (U), we set f λ = (f (g λ )) (cf. (5.3) ). Fix an isomorphism of vector spaces Sym 0 (C 2 ) ⊗ Sym 2 (C 2 ) C 3 . Using this, one gets the identification
Therefore, one may represent (ξ) = (T (ξ)) as the h × h (block) matrix
. The map i j is the j-th injection of C 3 into (C 3 ) ⊕h and pr i is the i-th projection of (C 3 ) ⊕h onto C 3 . In the next paragraph we will give an explicit description of the matrix B(ξ). We refer to [9] (section 10) for a proof of the (Hecke equivariant) isomorphism between S B k (U) and the space of holomorphic Hilbert modular cusp forms on F of weight k and conductor c. These spaces have an equivalent description in terms of representations of resp. the groups G B (A) and GL 2 (A). The eigen-forms correspond to irreducible representations of the groups of the adèles of G B and GL 2 .
In view of the example studied in this paper we consider the following Conjecture 5.1. Let V be a smooth, projective variety over Q such that
Let F be a real quadratic extension of Q and let F λ be a corresponding finite extension of Q ( prime integer). Let ρ : G Q → GL(H 2i−1 (VQ, Q ) ⊗ F λ ) be the associated Galois representation. Assume that ρ is irreducible and that ρ ss ∼ ρ ss ⊗ χ where χ is the Dirichlet character of G Q with kernel Gal(Q/F).
Then, there exists a Hilbert modular new-form g on F of weight k = (2i − 2, 2i) such that ρ ss = Ind
), where σ g is the compatible system of (continuous) Galois representations associated to g.
In the case of the threefold: i = 2 and we write f for the modular form g. In such case, ρ ss ∼ ρ ss ⊗ χ is verified as a consequence of the vanishing of the traces of Frobenius at every inert prime in the extension F/Q (cf. paragraph 3: lemma 3.1). In general, the above condition is equivalent to ρ ss = Ind Q F (σ ss ), where σ is a twodimensional Galois representation of Gal(F ac /F ). Our goal is to explain how to use the information supplied by the Galois representation ρ at each prime where ρ ramifies, to deduce local properties of the modular form g.
On the Galois-side, important informations are encoded in the shape of the Euler factors (Archimedean and non-Archimedean of bad reduction) as well as in the description of the (Artin) conductor N . Both these objects appear in the functional equation that the complete L-function of the Galois action defined by ρ (conjecturally) verifies
Note that the the condition on the Hodge numbers forces the shape of the Archimedean factor to be L ∞ (ρ, s) = (2π) −2s Γ(s)Γ(s − 1). Because ρ ss = Ind Q F (σ ss ), the information supplied by the functional equation (5.5) is enough to determine 1) the weight k = (2i − 2, 2i) of the Hilbert modular form g, 2) the primes at which the Galois representation attached to g (cf. [19] ) should ramify.
Here some details on the Jacquet-Langlands correspondence in order to explain the above statement.
Let B be a totally definite quaternion algebra over F . The Jacquet-Langlands Theorem establishes a (Hecke equivariant) injection π → JL(π) from the set of (classes of) automorphic representations
× with dim π > 1 (i.e. not characters), to the set of cuspidal automorphic representations of GL 2 (A). The theorem characterizes the image of the "JL" map as the set of cuspidal automorphic representations of GL 2 (A) that are discrete series (i.e. special or supercuspidal at a finite place) at all places at which B ramifies. In the case considered by the conjecture, this means at all primes at which σ g ramifies.
In general, the representation JL(π) is locally characterized, at a place v, only in terms of the related π v , in the sense that the image only depends on π v . If v is a finite place at which B splits, then JL(π) v = π v . In the case of the threefold, the numerical tests described in section 4 give strong evidence in favour of the possibility that 2, 3 are both places at which π f is special.
A holomorphic Hilbert modular form g of weight k = (2i − 2, 2i) on F verifies the following functional equation (cf. [15] : section 2)
where D(g, s) is the Dirichlet series associated to g, c is the conductor of g and δ is the different of the extension F/Q. A comparison of (5.5) and (5.6) (keeping in mind the invariance of the L-function for induced representations) implies that one must have N = N r F/Q (cδ 2 ). Note that the sign in the functional equation (5.5) is required to be negative! In the case of the threefold, our numerical tests of (5.5) determined N = 2 2 3 2 5 4 as an optimal candidate for the conductor of ρ. This forces the conductor of the form f to be c f = 30. As a consequence of the fixed weight k = (2, 4), the Archimedean component π ∞ turns out to be isomorphic to the representation
where the C-module L k was defined in (5.1). By applying the Jacquet-Langlands map, one concludes that JL(π) ∞ σ k is the discrete series representation of GL 2 (R) I whose Langlands' parameter at each archimedean place is (k = (k τ ) = (2, 4) ∈ Z I )
Here, (c τ ) = (1, 0) ∈ Z I and¯denotes the complex conjugation.
A quaternion algebra and an Eichler order.
In view of what we said in section 5, the aim of this paragraph is to define the quaternion algebra B and the Eichler order O which are relevant for our construction. The computation of the class number of the order is also included. Some of the results obtained in this section will be used in the next paragraphs for the description of the Brandt matrices.
We keep the same notations as in the last section and we set F = Q( √ 5) (o is its ring of integers). We write w =
for a fundamental unit in F and we denote by ℘ an integral, prime ideal of F . The notation ℘ p stands for a prime ideal of o above a rational prime p. We write F ℘p for the corresponding local extension of Q p .
If O is an order of a quaternion algebra B over F , we write h(O) and d r (O) to denote resp. its class number and its reduced discriminant (cf. [21] chapter I and V. for the definitions). The order O is said to be an Eichler order if locally at each prime ℘, it is the intersection of two maximal orders in B ℘ = B ⊗ F F ℘ (cf. op.cit. chapter II). Let π be a uniformizer at ℘ (i.e. ℘ = (π)). If O is an Eichler order at ℘, then
In this section we will consider a totally definite quaternion algebra B with center F and ramified at ℘ 2 and ℘ 3 (i.e. D(B/F ) = ℘ 2 ℘ 3 ).
Lemma 6.1. The quaternion algebra B is uniquely determined (up to isomorphism) by the following setting
The algebra B can be shortly described as B = (−6,
) = (−6, w − 3). Namely, B is the central, simple, 4-dimensional division algebra over F generated by the elements 1, X, Y, XY ∈ B satisfying the relations
Proof. We only need to show that the explicit description of the quaternion algebra B, as given in the lemma is the correct one, i.e. we will show that B = (−6, w −3) ramifies at the primes ℘ 2 , ℘ 3 and at both the infinite places. For more details on the properties of B, as well as for the proof of its uniqueness up to isomorphism, we refer to [21] (chapter III). B is totally definite as −6 and
are totally negative numbers. Note that
is not a square mod ℘ 3 , therefore the Hilbert symbol in the local field F ℘ 3 takes the value (−6,
is a skew field. At ℘ 5 (ramified prime in the extension F/Q), the Hilbert symbol is (−6,
) ℘ 5 = 1. Hence, B does not ramify at ℘ 5 . The only other prime where B can possibly ramify is ℘ 2 . This is in fact the case as a quaternion algebra in known to ramify at an even number of primes in a field.
On B, one defines an involutive anti-automorphism (i.e. conjugation) as Note that because B is totally definite, the norm form on B defines a totally positive quadratic form. Also, because h(F ) = 1 (h(F ) class group order), every o-ideal in B and more in general every lattice in B is given by a basis of four elements.
We consider the following two orders on B
Proof. The proof of 1.-3. is easy and it is left to the reader. It follows from 3. that O is an Eichler order of level
To an order Λ on B one can locally associate an integer called the Eichler invariant e(Λ) (cf. [1] for the definition and its properties). The values taken by this invariant range in the set {±1, 0}. It follows from the theory of Eichler orders developed in op.cit. that 
Note that q Λ * ∩B 0 is (locally) o-integral and it is well defined as o is a principal ideal domain. Furthermore, q Λ * ∩B 0 is primitive, that is, the o-ideal generated by its coefficients is equal to o. It follows from the theory developed in op.cit. that
where (q O * ∩B 0 )˜denotes the reduction of (the coefficients of) q O * ∩B 0 in the residue field at ℘ 5 and where l 1 and l 2 are linear factors.
One associates to such L the maximal order
. It is easy to see that the four orders Ω's so obtained are all isomorphic to Ω = o + o[
The four extensions L are unramified at ℘ 2 , ℘ 3 and they ramify at ℘ 5 . Then, theorem 2 of [11] determines the class number h(O), as
Here, m(O) denotes the mass of O and E(Ω v , O v ) is the (local) embedding number at each finite place v i.e. the number of classes of optimal embeddings Ω v → O v (cf. [3] and [21] 
.
We refer to the theory developed in Vigneras book (cf. op.cit. Théorème 3.1) and due to Hijikata for the computation of the embedding numbers at ℘ 2 , ℘ 3 . Because the extension L is unramified at v = ℘ 2 , ℘ 3 and because the orders Ω v and O v are maximal, it follows that the number of optimal embeddings (modulo the action of the units Proof. It follows from condition (6.2) that O is an Eichler order provided one verifies that e(O ℘ 5 ) = 1. The chosen basis for the order O (cf. (6.1)) can be equivalently written as:
Its dual basis, with respect to the reduced trace form (i.e. g i such that T r B/F (f i ·ḡ j ) = δ ij ) is (1 + 3w) 1 5 (1 + w) 1 10 (1 + 3w) 0 0 1 60
The first three columns represent a basis for the o-lattice O * ∩ B 0 . As elements of B, they are described, in terms of the chosen quaternionic basis, as
The corresponding quadratic form (cf. (6.3) ) is
The reduction of (the coefficients of) this form in the residue field at ℘ 5 gives (q O * ∩B 0 )˜= X 2 X 3 . This is equivalent (cf. 7. The Brandt matrices.
In this section we describe the action of the Hecke operators on the space of the quaternionic forms S B k (U) defined in paragraph 5. More precisely, we will introduce certain square matrices (the Brandt matrices) that are naturally associated to the quaternion algebra B and the Eichler order O of section 6. We refer to the "basis problem" theory (cf. [16] and [25] ) for a proof of the well-known fact that these matrices determine on S B k (U) the same action as the matrices B(ξ) in (5.4). The Brandt matrices describe a representation of the Hecke operators on a space of theta series. They satisfy certain commutation relations similar to the ones verified by the Hecke operators. The aim of this paragraph is to define these matrices in our contest. The explicit realization of them will be given in section 8.
We keep the same notations of the last two paragraph.
In section 5 we saw that the group (
and (5.7)). Because the quaternion algebra B is totally definite, the image of (
,2 set of the embeddings F → R, cf. beginning of paragraph 5) is isomorphic to (H × ) I , where H is the skew-field of Hamilton's quaternions. Hence, the action of (G B ) ∞ on L k is determined once one defines the action of H × on S 0,1 (C) and S 2,0 (C). In other words, let fix isomorphisms S 0,1 (C) = Sym 0 (C 2 ) C and S 2,0 (C) = Sym 2 (C 2 ) C 3 , then (G B ) ∞ acts simultaneusly on these spaces through the real embeddings ι i . This tensor product action determines the representation of (G B ) ∞ on L k . In the following we give an overview of this construction.
Let consider the description of the C-algebra H as the sub-algebra of Mat(2, C): 
· K is an element of H × , then the matrix representation of Φ 1 , in terms of the canonical basis {e 1 , e 2 } of C 2 , is given by (z = x 1 + ix 2 , w = x 3 + ix 4 )
Consider the determinant representation associated to Φ 1
Its matrix representation is given by
. Another representation attached to Φ 1 is the 3-dimensional representation
Choose as a basis for Sym 2 (V ) the set of elements {e 
In term of the canonical basis {e 1 , e 2 } of C 2 and in terms of the matrix representation
Similarly, Φ 2 (α)(e 1 e 2 ) is described by
and Φ 2 (α)(e 2 1 ) takes the following form X 2 (α)(e 1 ⊗ e 1 ) = (X 1 (α)e 1 ) ⊗ (X 1 (α)e 1 ) = (ze 1 + we 2 )
By patching together (row way) these three vectors, one obtains the explicit description of the matrix
The entries p ij (X) are the following quadratic, harmonic polynomials with complex coefficients (B(ξ)) ij := e
Here N r s (α) stands for the scaled norm of α ∈ I The matrices (B(ξ)) ij are blocks matrices (each block is a 3 × 3 matrix) and have size 36 × 36.
Note that as ξ varies among the set of totally positive elements of o, the entries of the Brandt matrix series
represent holomorphic Hilbert cusp forms of weight k = (2, 4) on which the Brandt matrices act. We end this section by recalling the following elementary property of the totally positive elements of F . For a proof of it, we refer to any introductory book in algebraic number theory (w is the fundamental unit of F defined in section 5)
Using this property, one can order the elements of o + lexicographically (i.e. first by a and then by b) so that the sum in (7.2) makes sense.
The description of the algorithm.
In this paragraph we describe an algorithm for the definition of the representatives of the left-ideal classes I i in the order O. The explicit description of the Brandt matrices will follow. In the second part of the section we determine an eigenvector of the Brandt matrices (and its eigenvalues) which is the most likely candidate to represent the Hilbert modular form f of paragraph 5: cf. theorem 8.4.
We keep the same notations as in the previous paragraphs. In particular F = Q(
is a fundamental unit in the field. We write B to denote the quaternion algebra with center F : (−6, w − 3) and O is the Eichler order defined in section 6.
The method used for the definition of the left-ideal classes I i is similar to the one applied in the process of computing the ideal class group in a number field. The properties h(F ) = 1 and N r F/Q (w) = −1 guarantee that any ideal of o (ring of integers of F ) can be generated by a totally positive element and every totally positive unit is a power of w 2 . For a fixed α ∈ B \ F , the quadratic field extension K = F (α) is contained in B. The non-trivial field automorphism σ of K that fixes F may be thought of as the conjugation in B: α σ =ᾱ. In this way, the relative norm N r K/F becomes the restriction to K of the norm N r B/F defined on B (cf. paragraph 6).
If I is an ideal of o K (the ring of integers of K) then the modulus I = OI represents a left-ideal of O. In fact O(OI) = OI. Therefore: N r B/F (I) = N r | K (I), as 1 ∈ O. Finally, note that the representatives of the same class in the ideal class group of K give rise to elements that belong to the same class as left ideals in O.
In order to check whether two left ideals of O belong to different classes, one uses the following Q and values in Z. Because B is totally definite, Q 1 is symmetric and positive definite. For ξ = ξ 1 +ξ 2 w ∈ o, the (finite) set {Y ∈ Z 8 | Q 1 (Y ) = ξ 1 } (as well as the similar set associated to Q 2 (Y )) is computable throughout a process of diagonalization of Q 1 (Y ). The efficiency of the algorithm used for the diagonalization depends on the choice of the basis for I. It is quite natural to expect (and it can be easily verified) that the optimal choice is the one associated to a Hermite normal form of the 4 × 4 matrix of the coefficients of B. The existence of such form is a consequence of the fact that F is an Euclidean domain. The application of the condition stated in Proposition 8.1 relies on an efficient computer algorithm program that runs the search of a complete set of solutions of the system:
The following is a description of the left-ideals I i and their right orders. The 12 = h(O) (cf. theorem 6.3) left-ideals of B were found by considering five distinct quadratic extensions
The definition of α i , in terms of the basis {1, X, Y, XY } of B is as follows
In the next table we have described the minimal polynomials p i over F for the extension K i and their class numbers. We denote by f i i = 1, . . . 4 the basis of O defined in (6.8) The following table collects together the definitions of the ideals I i = (a i + wb i , γ i ) (i = 1, . . . , 12) in the quartic extensions K i . The different classes were tested by using proposition 8.1 The theta series of the ideals I i may be used to provide a necessary (but not sufficient!) condition for testing whether two ideals belong in the same class. In fact Proof. cf. [13] : section 3.
For the explicit computation of the Brandt matrices (B(ξ)) i,j one needs to know, for the first few totally positive elements ξ ∈ o, the number of elements α ∈ I −1 j I i with scaled norm ξ. In fact, due to the symmetry of the Brandt matrices (cf. [13] ), it suffices to compute these numbers for the 78 ideals I −1 j I i as j ≥ i. Because the Brandt matrices generate a commutative semi-simple ring it is possible to diagonalize them simultaneously. This means that one can choose a finite set of totally positive elements ξ, compute for each of them the corresponding Brandt matrix and then search for a simultaneous diagonalization.
We decided to compute, for ξ = 3 + w (one of the two primes in F above 11), the characteristic polynomial (of degree 36) of the matrix t X 2 (ι 2 (α)) (cf. (7.1)). This is the matrix representation of one of the two factors in the representation of (G B ) ∞ (cf. paragraph 7). This polynomial splits in 10 linear factors (each factor appears with multiplicity greater than one) and a factor of degree 3 (counted with multiplicity 2). Then, we considered the contribution of the determinant representation X(ι 1 (α)). It turns out that one of the o-roots of the completed Brandt polynomial (appearing with multiplicity 3) is: −4(4 + w)(4 − w) = 4(−15 + w). The factor −4(4 + w) represents the root associated to the matrix X 2 , whereas 4−w describes the action of the determinant representation. In fact, 4(−15 + w) − 4(14 + w) = −116 coincides with the trace of the Frobenius at 11 for the Galois action on H 3 (XQ, Q ) (cf. section 2: (8.1)). Using the same technique we computed the characteristic polynomial of the matrix (B(ξ)) i,j at the (inert) prime ξ = 7. This polynomial has 16 rational roots (counted with multiplicities). One of these is −10 · 7 = −70 (with multiplicity 4), where −10 is the root associated to X 2 . Table (8.1) shows that −140 = 2(−70) = T r(ρ(F r p 2 )) = a p 2 at p = 7.
Then, we considered the common (1-dimensional) eigenspace of the two matrices at the eigenvalue of interest. The above computations show that its eigenvector ε is the natural candidate for representing the Hilbert modular form f whose existence was conjectured in paragraph 6. Right below is the description of the (transpose of the) eigenvector ε (we denote by v = √ 3 − w) ε = [0, −w − 2, 0, 0, 1, 0, 0, − otherwise. So B(ξ)ε also has this property, hence the eigenvalue of ε is in F ( √ −6). In fact, it is known that for our construction the eigenvalues of the Hecke action on Hilbert modular new-forms are contained in a totally real field (cf. [7] ). This implies that the eigenvalues of are in F .
The result obtained in this section are summarized in the following Theorem 8.4. There exists a holomorphic Hilbert modular new-form f of weight (2, 4) and conductor c f = 30 on F that is a simultaneus eigenvector of the Hecke operators T ℘ . For a rational prime 5 < p < 100 the following property is verified If p splits in the extension F/Q and ℘ 1 , ℘ 2 are the two primes in F above p, then
where Fr p denotes a geometric Frobenius of G Q . If p is inert in F/Q and ℘ is the prime above p in F , then T ℘ (f) = a ℘ f and 2a ℘ = Tr(ρ (Fr p 2 ) ).
