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ALGEBRAIC SYSTEMS OF MATRICES AND GRÖBNER BASIS
GERALD BOURGEOIS August 21,2007
Abstrat. One studies a partiular algebrai system where the unknowns
are matries. We solve this system aording to the parameters values
thanks to the theory of Gröbner basis.
1. Introdution
1.1 The problem in question. K is a ommutative eld of harateristi 0
and algebraially losed; n ≥ 2; let In and 0n be the identity and null (n, n)
matries.
Some (n, n)matries are said ST i they are simultaneously similar to upper-
triangular matries.
The parameters α, β, γ ∈ K are given; one studies the symmetrial system
in the (n, n) matries a, b, c with oeients in K:
S :


a+ b+ c = αIn
a2 + b2 + c2 = βIn
a3 + b3 + c3 = γIn
If a, b, c onstitute a solution of S and pairwise ommutate, then it's easy to
prove that r(x) = 6x3−6αx2+(3α2−3β)x+3αβ−2γ−α3 is a zero polynomial
for a, b, c.
The r's disriminant is (up to the multipliative fator 216):
dis(r) = 9α4β − 8α3γ − 21α2β2 + 36αβγ − 18γ2 − α6 + 3β3.
dis(r) = 0⇐⇒ r has a multiple root.
One arries out in S the hanges of funtions: a = a1 +
α
3
In, b = b1 +
α
3
In,
c = c1 +
α
3
In. One dedues that: a1 + b1 + c1 = 0, a
2
1 + b
2
1 + c
2
1 = (β −
α2
3
)In,
a31 + b
3
1 + c
3
1 =
δ
9
In where δ = 2α
3 − 9αβ + 9γ.
Remark 1.1.1. δ = 0⇐⇒ one of the roots of r is the half sum of the 2 others.
One an thus rewrite the system as follows:
S :


a+ b+ c = 0
a2 + b2 + c2 = σIn
a3 + b3 + c3 = τIn
with r(x) = 6x3 − 3σx− 2τ, dis(r) = 3(σ3 − 6τ2) and δ = 9τ .
1.2. The hosen method. In the literature we didn't nd any result about
exat solutions of algebrai system where the unknowns are matries; on the
other hand there exist methods of numerial alulation whih gives approxi-
mations of suh solutions.
Key words: systems of matri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Here rst one seeks a Gröbner basis of the ideal generated by S in the ( non
commutative) ring of the polynomials in the unknowns a, b, c. For that, one
uses the formal omputation software Bergman (cf . [1℄); it will be noted that
this one works only on homogeneous polynomials.
Initially one highlights 4 ases aording to dis(r) or δ is zero or not. Then
one alulates a Gröbner basis in eah ase. In the ontinuation, these ases are
lassied from the most simple to the most omplex.
Remark 1.2.1. The non ommutative ideals don't admit neessarily nite
Gröbner basis but the ideal generated by S has always a nite basis as it would
be also the ase, for example, for the nonhomogeneous system
{ab = c, bc = a, ca = b}; on the other hand its assoiated homogeneous system
{ab = ct, bc = at, ca = bt, at = ta, bt = tb, ct = tc} hasn't any nite Gröbner
basis.
1.3. Solutions of the system. There exist 4 ases:
1.3.1. The generic case δdis(r) 6= 0: the evaluations of r(x) in a, b, c are 0 and
a, b, c are simultaneously diagonalizable. The resolution of S is thus brought
bak to the ase n = 1.
1.3.2. δ 6= 0 and dis(r) = 0: the evaluations of r(x) in a, b, c are 0; a, b, c pairwise
ommutate and generally aren't diagonalizable; one obtains the general solution
S in 3.
1.3.3. δ = 0 and dis(r) 6= 0: the evaluations of r(x)(x2 − σ
3
) in a, b, c are 0;
a, b, c are diagonalizable but generally don't ommutate; one obtains the general
solution of S in 4.
1.3.4. The ”nilpotent” case δ = dis(r) = 0: the evaluations of any polynomial
of degree 5 in a, b, c are null; in general a, b, c don't ommutate but are ST .
In view of expliit solutions one will use the J.C. Faugere's software FGb
(cf . [2℄) whih alulates Gröbner basis of ideals in a (commutative) ring of
polynomials in the unknowns in K.
There exist solutions suh that x4 isn't a zero polynomial for a, b, c i n ≥ 9.
The algebra < a, b, c >, generated by a, b, c, is a nilpotent semi group; if
a4 6= 0 then its nilpoteny lass is 5; one exposes some results about the assoi-
ated ag: in partiular if n = 9, there exists, up to isomorphism, only one ag
of length 5. The algebras < a, b, c > are lassied up to isomorphism.
1.4. Speial elds. In 6 one proves that if α, β, γ are real, if n = 3 and if r
has only one real root then S hasn't any real solution .
Then one studies the system

a+ b+ c = 0
a2 + b2 + c2 = v
a3 + b3 + c3 = 1
where v is a known quaternion whih isn't real, and a, b, c are unknown quater-
nions. One obtains a neessary and suient ondition on v so that there exist
solutions whih don't ommutate with v. To do that one uses software SALSA
( cf . 4); this software, whih is a prolongation of the FGb software, works on
the real solutions of algebrai systems and its results are ertied.
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1.5. Generalization. In 7 one expounds some ideas about the system in the
matries (n, n) a, b, c: Σ {ak + bk + ck = αkIn, k = 1, 2, 3, 4}.
It will be shown that the solutions of the system Σ have a more omplex
struture than those of S.
2. The generi ase δ 6= 0 and dis(r) 6= 0
2.1 Gröbner basis. Let u, v be (n, n) matries suh that u2v3 = v3u2.
Let the system
S :


a+ b+ c = 0
a2 + b2 + c2 = u2
a3 + b3 + c3 = v3
1st case: v is invertible and a, b, c ommutate with u2, v3.
The Bergman software provides a Gröbner basis from whih one extrats the
relations: 2.1.0: 2b2 + 2ab+ 2a2 − u2 = 0, 2.1.1: ab− ba = 0,
2.1.2: 6a3 − 3au2 − 2v3 = 0.
Remark 2.1.1. Let v = In; then for eah a's eigenvalues λ, there exists an u's
eigenvalue µ suh that 6λ3 − 3λµ2 − 2 = 0; it admits a multiple root if µ6 = 6.
2nd case: a, b, c ommutate only with v3.
This time we obtain relations of whih those whih follow:
2.1.3: 2(a2 + b2) + ab+ ba = u2, 2.1.4: b3a− ab3 = ba3 − a3b,
2.1.5: ba3 − a3b = a2b2 + abab− b2a2 − baba.
2.2 Proposition 1. Let the system in a, b, c
S∗1 :


a+ b+ c = 0
a2 + b2 + c2 = u2
a3 + b3 + c3 = In
where u2 is a known (n, n) matrix whih isn't an homothety.
i) There always exists a solution whih doesn't ommutate with u2.
ii) If u2 isn't diagonalizable, then there doesn't exist neessarily some solution
(a, b, c) of S∗1 suh that u ommutates with a, b, c. For n = 2 a neessary and
suient ondition of existene of suh a solution is that 6I2−u6 isn't nilpotent
of order 2.
Proof . i) It's enough to prove it for n = 2; one is redued to the two following
ases:
u2 =
(
v 0
0 w
)
with v 6= w or u2 =
(
v 1
0 v
)
with v 6= 0
.
The FGb software says that S∗1 always has solutions satisfying u
2a 6= au2. How-
ever these solutions don't seem strutured.
ii) 1st ase: If u2 is diagonalizable then one an nd a solution suh that a, b, c
are simultaneously diagonalizable with u2.
The matriial polynomial 6X3− 3Xu2− 2 has as (matriial) resolvant poly-
nomial q(X) = X2 − 9X + 27
8
u6.
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In the ontinuation we assume n = 2.
2nd ase: Let u be suh that q isn't a zero polynomial for a matrix whih om-
mutates with u, ie suh that the q's matriial disriminant: 6I2 − u6 isn't a
square. Then 6I2 − u6 is nilpotent of order 2 and one an be redued to
u =
(
e 1
0 e
)
where e6 = 6; let a, b, c be a solution whih ommutates with u;
a is in the form:
(
k l
0 k
)
and satises 2.1.2;


e4
3
2e3
9
0
e4
3

 is the unique
solution for a. Now one seeks b satisfying 2.1.1 and 2.1.0. Then neessarily
the disriminant 2u2 − 3a2 =
(
0
4e
3
0 0
)
must be a square what isn't.
3rd ase: If u is suh that u2 isn't diagonalizable and I2 − 1
6
u6 is the square
of a matrix w, then neessarily spectrum(u) = {α, α} where α 6= 0, u6 isn't
diagonalizable, spectrum(I2 − 1
6
u6) = {1 − α
6
6
, 1 − α
6
6
} with α6 6= 6; w isn't
diagonalizable and an be seleted as a polynomial in u, spectrum(I2 + w) =
{1 + ǫ
√
(1 − α
6
6
), 1 + ǫ
√
(1 − α
6
6
)} where ǫ = ±1; thus I2 + w isn't nilpotent
and is invertible; it's the ube of an invertible matrix t what one an hoose as
a polynomial in u. Then (Cardan's formula) a = 6
−1
3 t+ 6
−2
3 u2t−1 is a solution
of 2.1.2 (if w and t are orretly seleted) whih ommutates with u and suh
that spectrum(a) = {λ, λ} where 6λ3 − 3λα2 − 2 = 0.
Existene of b: if 2u2 − 3a2 is nilpotent then 2α2 = 3λ2; the two relations be-
tween α and λ imply α6 = 6, whih is ontraditory. From where we dedue
the existene of a solution whih ommutates with u.
2.3. Resolution of S. Theorem 1. If δ 6= 0 and dis(r) 6= 0 then any solution
(a, b, c) of S is suh that the evaluations of r(x) in a, b, c are 0 and a, b, c are
simultaneously diagonalizable.
Proof : aording to relations 2.1.1 and 2.1.2, a, b, c pairwise ommutate and r
is a zero polynomial for a, b, c; dis(r) 6= 0 allows to onlude.
3. The ase δ 6= 0 and dis(r) = 0
3.1 Installation. Here σ3 = 6τ2 and τ 6= 0; using a homothety on a, b, c ,
one is redued to τ = 1 and σ3 = 6; after possible multipliation of a, b, c by
j = e
2ipi
3
or j2 one may assume σ = 3
√
6 and τ = 1.
One plaed oneself in C but the reasoning is valid in K.
Thus all the ases are brought bak to a ase hosen in advane.
Here the model is the system obtained for α = β = γ = 1 and that we note S∗.
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3.2. Solution of S∗. Theorem 2. If δ 6= 0 and dis(r) = 0 then the resolution
of S is brought bak to that of S∗; any solution of S∗ is suh that a, b, c are
simultaneously similar to the blok-matries:
a′ =

Iϕ 0 00 α 0
0 0 β

 , b′ =

γ 0 00 Iψ 0
0 0 −β

 , c′ =

−γ 0 00 −α 0
0 0 Iθ

 ,
where α2 = 0ψ, β
2 = 0θ, γ
2 = 0ϕ and ϕ+ ψ + θ = n.
Proof : Relations 2.1.1, 2.1.2 remain valid: thus a, b, c ommutate 2 by 2 and
x3− x2 is a zero polynomial for a, b, c. a2, b2, c2 are three projetors whose sum
is In; by a basis hange one is redued to:
a2 =

Iϕ 0 00 0 0
0 0 0

 , b2 =

0 0 00 Iψ 0
0 0 0

 , c2 =

0 0 00 0 0
0 0 Iθ

 , where ϕ+ψ+θ = n.
Thus ker(a2) = ker(b2 − In)⊕ ker(c2 − In) = ker(b− In)⊕ ker(c− In) and
Kn = ker(a − In) ⊕ ker(b − In) ⊕ ker(c− In) = E ⊕ F ⊕ G; a, b, c pairwise
ommutate thus E,F,G are stable by a, b, c; in a basis adapted to this deom-
position:
a =

Iϕ 0 00 a1 a2
0 a3 a4

 , b =

b1 0 b20 Iψ 0
b3 0 b4

 , c =

c1 c2 0c3 c4 0
0 0 Iθ

 ; but c = In−a−b
implies that a, b, c are as announed in the statement. 
4. The ase δ = 0 and dis(r) 6= 0
4.1 Gröbner basis.
Let the system S2 :


a+ b+ c = 0
a2 + b2 + c2 = u2
a3 + b3 + c3 = 0
One is interested in the solutions whih ommutate with u.
The Bergman software provides a Gröbner basis of S2 from whih one extrats
the relations: 4.1.1 a2b− ba2 = 0,
4.1.2 −bab− a2b+ 2a3 − u2a = 0, 4.1.3 6a5 − 5u2a3 + u4a = 0.
4.2 Resolution of the system. Theorem 3. If δ = 0 and dis(r) 6= 0 then
every solution a, b, c of S is suh that r(x)(x2− σ
3
) is a zero polynomial for a, b, c
and a, b, c are diagonalizable but generally they don't ommutate.
Moreover Kn = E ⊕ F where E,F are a, b, c-stable and suh that:
i) The E's dimension m is even and the restritions of a, b, c to E are
simultaneously similar to: A =
√
σ
3
(
1 0
0 −1
)
⊗ Im
2
,
5
B =
√
σ
3

−
1
2
√
3
2√
3
2
1
2

⊗ Im
2
, C =
√
σ
3

−
1
2
−
√
3
2√
3
2
1
2

⊗ Im
2
.
Note that these matries aren't ST .
ii) r is a zero polynomial for the restritions of a, b, c to F and the later are
simultaneously diagonalizable.
Proof : Here τ = 0, σ 6= 0 and r(x) = 3x(2x2 − σ). 4.1.3 and σ 6= 0 imply
Kn = E⊕F where E = ker(a2− σ
3
In) and F = ker(r(a)); one dedues the rst
laim.
Proof of i): by 4.1.1 E is b, c-stable; let u ∈ E be a b2's eigenvetor: b2(u) = λu
where λ ∈ {σ
3
,
σ
2
, 0}.
c2(u) = σu−x2(u)− y2(u) = (2σ
3
−λ)u where 2σ
3
−λ ∈ {σ
3
,
σ
2
, 0}; this implies
that λ =
σ
3
and if v ∈ E then b2(v) = c2(v) = σ
3
v,
ker(a2 − σ
3
In) ⊂ ker(b2 − σ
3
In) hene
4.2.1 ker(a2 − σ
3
In) = ker(b
2 − σ
3
In) = ker(c
2 − σ
3
In).
By 4.1.2.1 a′, b′, c′, the restritions of a, b, c to E, satisfy:
−b′a′b′ − a′2b′ + 2a′3 − σa′ = −b′a′b′ − σ
3
b′ − σ
3
a′ = 0; thus
0 = trace(−b′2a′ + σ
3
c′) =
σ
3
trace(−a′ + c′).
Then trace(a′) = trace(b′) = trace(c′) = 0 and m is even.
Thanks to a homothety one may assume that σ = 3.
Thanks to a hange of basis we may assume that a′ = diag(Im
2
,−Im
2
); we seek
b′ in the following form:
b′ =
(− 1
2
Im
2
+ Y U
V 1
2
Im
2
+ Z
)
; the onditions b′2 = (a′ + b′)2 = Im imply
Y = Z = 0m and UV =
3
4
Im
2
; thanks to a basis hange matrix in the form
(
P 0
0 Q
)
( leaving invariant a′) we may assume that
b′ =

 −
1
2
Im
2
PUQ−1
QV P−1
1
2
Im
2

 ; there exist P,Q suh that PUQ−1 =
√
3
2
Im
2
therefore b′ =

−
1
2
Im
2
√
3
2
Im
2√
3
2
Im
2
1
2
Im
2

 .
These matries aren't ST beause (a′b′ − b′a′)2 = −3Im.
Proof of ii): Thanks to a homothety we may assume that σ = 2.
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F = ker(a) ⊕ ker(a2 − In) = ker(a2)⊕ ker(a2 − In). By 4.1.1 F is b, c-stable.
Let a”, b”, c” be the restritions of a, b, c to F .
By 4.2.1 r(x) = 6x(x2 − 1) is a zero polynomial for a”, b”, c” and the later are
thus diagonalizable.
We an onlude thanks to the fat that a”2, b”2, c”2 are projetors or more
quikly by the searh of a Gröbner basis of the ideal generated by the following
system in a, b, c where u is a known invertible matrix:
S3 :


a+ b+ c = 0
a2 + b2 + c2 = 2u2
a3 − au2 = b3 − bu2 = c3 − cu2 = 0
We beome interested in the solutions whih ommutate with u; the Bergman
pakage provides a basis whose one element is ab − ba = 0. Thus a”, b”, c”
ommutate 2 by 2 and are simultaneously diagonalizable.
5. The ase δ = 0 and dis(r) = 0
5.1 Gröbner basis. Let the system
S4 :


a+ b+ c = 0
a2 + b2 + c2 = 0
a3 + b3 + c3 = 0
The Bergman pakage provides a sytem equivalent to S4: 5.1.0 a + b + c = 0,
5.1.1 ab+ ba = −2a2 − 2b2, 5.1.2 a2b = ba2, 5.1.3 2a3 = a2b+ bab,
5.1.4 a2ba = a3b = −1
2
a4, 5.1.5 a5 = 0.
5.2 Resolution of S4. Let Jk = [(Jk)ij ] be the Jordan nilpotent matrix of
dimension k ((Jk)ij = 0 exept (Jk)i,i+1 = 1).
Theorem 4. If δ = 0 and dis(r) = 0 then every solution a, b, c of S satises:
i) a4 = b4; abab = baba =
5
2
a4; the value of the other monomials of degree 4 in
(a, b) is −1
2
a4.
ii) x5 is a zero polynomial for a, b, c and more generally every monomial of de-
gree 5 in (a, b, c) is zero.
iii) There exists a solution suh that a, b, c don't ommutate 2 by 2 i n ≥ 3.
iv) There exists a solution suh that a4 6= 0 i n ≥ 9.
v) < a, b, c >, the algebra generated by a, b, c, is a nilpotent semi-group and
a, b, c are ST ; if a4 6= 0 then its nilpoteny lass is 5.
To this semi-group we an link a ag; for n = 9 there exists, up to isomorphism,
only one suh ag of length 5.
Remark 5.2.1. It's the single ase where one doesn't provide expliitly the
general solution.
Proof : i) 5.1.3 and 5.1.4 imply 2a4 = a3b+abab = −1
2
a4+abab and abab =
5
2
a4;
thanks to the (a↔ b) exhange: baba = 5
2
b4. 5.1.3 and 5.1.4 imply
7
2a4 = a2ba+ baba = −1
2
a4 + baba and baba =
5
2
a4.
The remaining relations an be easily proved.
ii) It's suient to prove the result for the monomials in (a, b) beause c = −a−b.
By i) it's suient to prove that a5 = b5 = 0; the rst is 5.1.5 and the (a ↔ b)
exhange provides the seond.
iii) If n = 2 then the solutions are in the form: a = αJ2, b = βJ2, c = −a − b
where α, β ∈ K.
If n = 3 then a = J3, b =


0 x y
0 0
−2− x
2x+ 1
0 0 0

 , c = −a− b ( where x 6= −1
2
and
x2 + x+ 1 6= 0) is a solution whose elements don't ommutate, although
r(x) = x3 is a zero polynomial for a, b, c.
iv) The selected method: we hoose a Jordan form of a and we seek the matrix
b; the unknowns are the n2 b's entries. We rewrite the equations 5.1.1 to 5.1.5
by interhanging the roles of a and b; we simplify the system with the linear
relations: a4b = a3ba = a2ba2 = aba3 = ba4 = 0; we seek a Gröbner basis of
the ideal generated by this system in the (commutative) polynomial ring in n2
unknowns in K. To do that we use the FGb pakage of J.C. Faugère whih is
onsistent with Maple 10.
a4 6= 0 implies n ≥ 5; we review the ases from n = 5 to n = 9.
n = 5 : a = J5 doesn't provide a solution for b.
n = 6 : a = diag(J5, 0) doesn't provide a solution for b.
n = 7 : a = diag(J5, J2) and a = diag(J5, 02) don't provide a solution for b.
n = 8 : a = diag(J5, J3), a = diag(J5, J2, 0) and a = diag(J5, 03) don't provide
a solution for b.
n = 9 : a = diag(J5, J4), a = diag(J5, J2, 02), a = diag(J5, 04) and
a = diag(J5, J2, J2) don't provide a solution for b.
a = diag(J5, J3, 0) is the only hoie whih provides solutions; here is a solution
over Q: 

0 −1
2
0 0 0
3
4
0 0 0
0 0
−1
2
0 0 0
−9
4
0 1
0 0 0
−1
2
0 0 0
3
4
0
0 0 0 0
−1
2
0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 −1
2
0 0
0 0 0 3 0 0 0
−1
2
0
0 0 0 0 −1 0 0 0 0
0 0 0 6 0 0 0 0 0


The b's value relies on the hoie of 9 parameters in K and of 2 parameters
8
in K*.
v) The rst laim is a onsequene of ii),i) and of the fat that the elements of
a nilpotent semi-group are ST .
Now the denitions are those of [3℄.
Definition: a ag F of length l is a lter of Kn subspaes: (Vi)0≤i≤l
suh that {0} = V0 $ ... $ Vl = Kn. The F 's signature is the sequene:
(dim(Vi+1/Vi))i.
To a nilpotent semi-group S of nilpoteny lass l we an assoiate a ag of
length l as follows: let {0} ⊂ [Sl−1(Kn)] ⊂ ... ⊂ [S(Kn)] ⊂ Kn where [Si(Kn)]
is the vetor spae generated by the images of the produts s1...si where ∀j ≤ i
sj ∈ S.
If a4 6= 0 then the ag assoiated to < a, b, c > is of length 5 and by i)
V1 = a
4(Kn); moreover ∀i ≤ 4 Vi = [a(Vi+1, b(Vi+1)].
Now we look over the partiular ase where n = 9 and the ag is of length 5:
We have seen in iv) that neessarily a ( therefore also b and c beause
a4 = b4 = c4) is similar to diag(J5, J3, 0); with Maple 10 we prove that if
a = diag(J5, J3, 0) then the ag assoiated to < a, b, c > doesn't depend on the
b's hoie and is: V1 = [e1], V2 = [e1, e2, e6], V3 = [e1, e2, e3, e6, e7, e9],
V4 = [e1, e2, e3, e4, e6, e7, e8, e9] where {e1, ..., e9} is the Kn anonial basis.
Thus (1,2,3,2,1) is the ommon signature of the ags of length 5 if n = 9.
From the preedent alulation we dedue that a and b beome upper trian-
gular in the basis {e1, e2, e6, e3, e7, e9, e4, e8, e5}. 
Remark 5.2.2. If a and b are similar, it doesn't imply that c is similar to a as
this ounterexample proves it: let n = 4, a = J4; then (up to order) b is similar
to a, and c is similar to diag(J2, J2).
Remark 5.2.3. The fat that some solutions a, b, c are found in the same xed
similarity lass doesn't imply that linked ags have the same signature as we
an see if we hoose n = 4: to the diag(J2, J2) similarity lass we an link ags
of signature (2, 2) or (1, 2, 1).
5.3. The algebra < a, b, c >. It's a nilpotent algebra over K whose
{a, b, ab, ba, a2, aba, ab2, bab, a2b, a4} is a vetorial generator; therefore its dimen-
sion is at most 10.
Again n = 9 and a = diag(J5, J3, 0): then {a, b, ab, ba, a2, aba, ab2, a4} is
a < a, b, c >'s basis and this algebra is of dimension 8; moreover its en-
ter has {a2, b2, aba, ab2, a4} as a basis and is of dimension 5. Yet the alge-
bras obtained aording to the hoie of b = [bi,j ] aren't isomorphi beause
bab = −aba− 4ab2 +̟a4 and a2b = ab2 − 1
2
̟a4 where ̟ = 3b6,8 − b2,4; these
algebras are haraterized, up to isomorphism, by the ̟'s values. The b's value
hosen in the theorem 4 iv)'s proof was obtained for ̟ = 0.
6. Speial elds
6.1 The real matries ase. Here we prove that the real variant of S may
have no solution.
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Proposition 2. Let α, β, γ be known reals; we onsider the system:
SR :


a+ b+ c = αIn
a2 + b2 + c2 = βIn
a3 + b3 + c3 = γIn
where a, b, c are unknown (n, n) real matries.
Assume that the polynomial r has only one real root:
then SR has at least one solution i n is even.
Proof : r has one real root u and two non real roots v ± iw; then dis(r) 6= 0.
a) n is even.
If n = 2 then a solution is a = uI2, b =
(
v w
−w v
)
, c =
(
v −w
w v
)
.
If n = 2m then a solution is the tensorial produt by Im of the former expres-
sions.
Remark 6.1.1. More generally if n = 2 and if the 2nd member of SR is om-
posed of 3 matries in U = {
(
y z
−z y
)
; y, z ∈ R}, a eld isomorphi to C, then
there exists a solution (a, b, c) ∈ U3 whih is unique, up to order.
b) n is odd.
After a possible hange of the unknown matries s in
1
|(v − u) + iw| (s − uI3)
we may assume that u = 0 and |v + iw| = 1.
1st ase: δ 6= 0 that is v(8v2 − 9) 6= 0 or ( beause |v| < 1) v 6= 0:
Aording to 2.theorem 1, a, b, c are simultaneously diagonalizable over C.
2nd ase: δ = 0 that is 0,±i are the r's roots. This is the ase 1.3.3 where
σ = −2 and τ = 0:
Aording to 4.theorem 3, F = ker(r(a)) is a C-spae vetor of odd dimension
and is a, b, c-stable; moreover the restritions of a, b, c to F are simultaneously
diagonalizable over C.
We an also see F as a R-spae vetor of odd dimension whih is a, b, c stable.
The following lemma proves that the both ases are impossible:
Lemma 6.1.2. Let u be a real number, v be a non real omplex number and w
be its onjugate. Let a, b, c be real (n, n) matries and p be an invertible omplex
matrix suh that a = p diag(a1, · · · , an) p−1, b = p diag(b1, · · · , bn) p−1, c =
p diag(c1, · · · , cn) p−1 where, for all i, (ai, bi, ci) is a permutation of (u, v, w).
Then neessarily n is even.
Proof : (due to R. Israel) Let U = ker(a − uIn), U1 = {x ∈ U ; bx = vx}, U2 =
{x ∈ U ; bx = wx}; U = U1 ⊕ U2. The omplex onjugation operator leaves U
invariant and interhanges U1 and U2. Thus U1 and U2 must have the same
dimension over R, and therefore also over C. So the dimension of U over C
is even. Similarly ker(b − uIn) and ker(c − uIn) have even dimensions. Sine
Cn = ker(a−uIn)⊕ker(b− uIn)⊕ker(c− uIn), its dimension n is also even. 
6.2 The quaternioni ase . Let H be the set of quaternions; H is a real
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subspae, of basis {1, i, j, k}, of the (2, 2) omplex matries. We will write a
quaternion in the form: x = x1 + x2i+ x3j + x4k.
Let u, v, w be 3 non all real quaternions whih ommutate; then there exists
ρ ∈ S2 (ρ2 = −1) suh that u, v, w are in the form λ+ µρ where λ, µ ∈ R.
Now we onsider the system SH :


a+ b+ c = u
a2 + b2 + c2 = v
a3 + b3 + c3 = w
where the unknown a, b, c are 3 quaternions.
If we are interested only by the solutions whih ommutate with ρ then, thanks
to the hange of ρ into i ∈ C, we return to the system S with K = C and n = 1:
if the r's roots are (λk+ iµk)k≤3 then the only solution (up to order) in H whih
ommutates with ρ is (λk + ρµk)k≤3.
Do there exist solutions in H whih don't ommutate with ρ ?
We onsider the following example: {u = 0, v ∈ H, w = 1}.
1st ase: Assume that v ∈ R; as seen in 2.1. the elements of a matriial solution
ommutate 2 by 2; if (λk + iµk)k≤3 are the roots of r(x) = 6x
3 − 3vx− 2, then
the solutions of SH are (λk + ρµk)k≤3 where ρ is arbitrary in S2.
If v < 3
√
6, then r has 2 non real roots and SH has an innity of solutions.
2nd ase: We assume in the ontinuation that: {u = 0, v ∈ H \ R, w = 1}.
There exists h ∈ H∗ suh that h−1vh ∈ C \ R; thus we may suppose that
v = v1 + iv2 ∈ C \ R.
Remark 6.2.1. We may assume that v2 > 0 beause if (a, b, c) is a solution
assoiated to v, then (a¯, b¯, c¯) is a solution assoiated to v¯.
We have seen that the solutions in H whose the elements ommutate with
v are in C. It remains to see if there exist some solutions in H3 \ C3. We
alulate a Gröbner basis assoiated to the system whose the 8 real unknowns
are (ai)i≤4, (bi)i≤4 with a3 6= 0 or a4 6= 0, and the real parameters are (v1, v2).
Remark 6.2.2. If we hold a solution, the hanges of (a3, b3) into (−a3,−b3)
or of (a4, b4) into (−a4,−b4) provide other solutions, ie four solutions for one
(a1, b1)'s value.
In the following we use the Salsa pakage; onsidering an algebrai system
over R depending on 2 parameters, it makes it possible to nd a partition of
the parameters plane suh that the number of solutions of the system in eah
region is a onstant; this number is then alulated by Salsa. It's beause the
number of parameters is bounded by 2 in Salsa that we don't onsider a more
general seond member in SH.
Three among the basis elements are omposed of polynomials in (a1, b1, v1, v2);
we learn about this subsystem T in the unknowns (a1, b1) with help of Salsa. The
ondition upon v so that T has some solutions is∆ = 3v31+4v62+18v1v22−18 ≥ 0.
If ∆ > 0 then there exist six solutions in (a1, b1) whih are assoiated to the
permutations of a solution in (a1, b1, c1).
However the fat that T has some solutions doesn't imply the existene
of SH' solutions whih don't ommutate with v; there exists a seond separa-
tor urve assoiated to other elements of the basis; the ondition to full is
v22 − 3v21 ≤ 0.
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For example, if v1 = −4 then SH has, up to order, 4 solutions whih don't
ommutate i l < v2 < 4
√
3 with l ≈ 2.29.
What is the number of solutions when v is upon a separator urve ? ( Do
there exist 2 or more suh solutions ?).
7. Generalization of S to 4 unknowns
We onsider the system where the unknowns are the (n, n) matries a, b, c, d
and where (αk)k≤4 ⊂ K is known:
∑ {ak + bk + ck + dk = αkIn, k = 1, 2, 3, 4}.
Now we exhibit 2 ases in whih the solutions of Σ and S are very dierent.
7.1. The generi ase. Contrary to system S, the alulation of a Gröbner
basis of
∑
don't provide any easily manageable relations, and in partiular any
zero polynomial for a. Remember that in the ase of S, a, b, c are simultaneously
diagonalizable ( cf Theorem 1).
As in 1.1. we an assoiate to the ommutative ase a polynomial r, the
form of whih may be turn into r(x) = (x2 + ux + v)(x2 − ux + w) where
u, v, w ∈ K. If x2 + ux+ v ( with roots r1, r2) is a zero polynomial for a, c and
a+ c = −uIn and if x2−ux+w ( with roots r3, r4) is a zero polynomial for b, d
and b + d = uIn then a, b, c, d is a solution of
∑
, the elements of whih aren't
generally ST .
Indeed, if n = 2 then we may hoose: a = diag(r1, r2), c = diag(r2, r1),
b = p−1diag(r3, r4)p, d = p
−1diag(r4, r3)p where p is invertible. In the generi
ase we may hoose p suh that a, b, c, d aren't ST .
7.2. The "pseudonilpotent" ase: αk = 0, k = 1, 2, 3, 4. Remember that,
in the ase of S, a, b, c are nilpotent matries ( cf Theorem 4).
Proposition 3. If n = 2 then the
∑
's solutions satisfy one of the two following
patterns ( up to order):
i) a, b, c, d are four nilpotent matries suh that a+ b+ c+ d = 0.
ii) a, b, c, d ( dened up to a multipliative fator) satisfy:
7.2.1 {a+ b+ c+ d = 0, a2 = I2, b2 = jI2 ( where j = e 2ipi3 ), c2 = j2I2, d2 = 0,
a+ jb+ j2c = 0}.
If n ≥ 4 then there exist solutions whih don't ontain any nilpotent matrix.
Proof : 1st ase: a is neither nilpotent nor diagonalizable; then we may assume
that a =
(
1 1
0 1
)
and FGb proves that there don't exist any solution.
2nd ase: a isn't nilpotent but is diagonalizable; then we may assume that
a =
(
1 0
0 u
)
and FGb provides solutions; eah solution satisfy 7.2.1; one of
whih is this one: a =
(
1 0
0 −1
)
,b =
(
− j2
2
j−1
2
1−j
2
j2
2
)
,c = b¯,d =
(− 3
2
3
2
− 3
2
3
2
)
.
Remark 7.2.2. For all n if a, b, c, d satisfy 7.2.1 then they onstitute a
∑
's
solution where only d is nilpotent.
With the help of a diret sum we easily dedue the last laim.
7.3. Commentary. The systems S and
∑
don't hold similar omplexities.
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7 bis. A simpler example
With the help of the Gröbner's basis theory, we solve the following system
where a, b are (n, n) unknown matries with oeients in K:
T :
{
ab+ ba = In
ba2b = 0
Proposition 4. If (a, b) is a solution of T then neessarily n is even (n = 2m)
and a, b are simultaneously similar to(
0 Im
z 0
)
,
(
0 q
Im 0
)
where z, q are (m,m) matries suh that zq = qz = 0
Proof : ab is a projetor then we may assume that ab = diag(Im, 0l) with
m+ l = n; then trace(ab) = m =
n
2
; n is even, l = m and ba = diag(0m, Im).
We suppose a =
(
x y
z t
)
, b =
(
p q
r s
)
where x, y, z, t, p, q, r, s are (m,m) unknown matries.
With the Bergman software we study the system in the unknowns x, y, z, t, p, q,
r, s, u: {xp+yr = u2, xq+ys = 0, zp+ tr = 0, zq+ ts = 0, px+ qz = 0, py+ qt =
0, rx + sz = 0, ry + st = u2, xu = ux, yu = uy, zu = uz, tu = ut, pu = up, qu =
uq, ru = ur, su = us}. We obtain (xp+ yr)s = 0; here xp+ yr = Im and s = 0;
by the same way x = t = p = 0. We dedue easily that a, b are simultaneously
similar to (
0 y
z 0
)
,
(
0 q
y−1 0
)
with zq = qz = 0 and y invertible.
By a hange of the Im(ab)-basis we may assume that y = Im. 
8. Conlusion
Thus we have solved the system S in the 3 rst ases and studied, in the
4th ase, the nilpotent algebra generated by a solution. The use of formal al-
ulation pakages seemed to us neessary in order to obtain suh results; in
partiular we mention that the use of Gröbner basis in the non ommutative
ase is exeptional in the literature ( the Öre algebras ase is very dierent
beause the Öre polynomials satisfy some partiular ommutation's relations).
Unfortunately we befall here to the limit of omputer's alulation apaity: the
4th ase with n = 10 imply some overows of the FGb pakage; to go further it
would be neessary to work with a more eetive pakage ( as F5 also devised
by J.C. Faugère).
It should be interesting to study in detail the system
∑
( generalization in
13
4 unknowns of S); we have seen that the systems S and
∑
have some solutions
essentially unalike; moreover
∑
has Gröbner basis too ompliated for easy us-
ing; yes these basis don't triangularize
∑
aording to the unknowns a, b, c.
On the other, the problem beomes very ompliated if the S's seond mem-
bers aren't homotheties; we have pointed this phenomenon out during the propo-
sition 1 ( system whih has only solutions whih don't ommutate) and in 6.2.
where we nd requirements so that there exist in the quaternions eld some non
ommutating solutions; eventually it should be interesting to study the system
SH in the general ase.
Referenes
1. J. Bakelin and all; the Bergman pakage an be downloaded from the web site:
http://servus.math.su.se/bergman/
2. J.C. Faugere, LIP6, Paris 6; the FGb software an be downloaded from the web site:
www-alfor.lip6.fr/∼ jf/
3. A. Kudryavtseva and V. Mazorhuk: On the semi group of square matries./ Arxiv
preprint math.GR/0510624, 2005.
4. F. Rouillier and all; the SALSA pakage an be downloaded from the web site:
www-alfor.lip6.fr
G. BOURGEOIS, Département de Mathématiques, faulté de Luminy,
163 avenue de Luminy, ase 901,
13288 Marseille CEDEX 09, Frane.
E-Mail address: bourgeoilumimath.univ-mrs.fr
14
