The main goal of the paper is to find an effective estimation for the minimal number of points in K 2 in general position for which the basis for Hermite interpolation consists of the first terms (with respect to total degree ordering). As a result we prove that the space of plane curves of degree at most d having singularities of multiplicity ≤ m in general position has the expected dimension if the number of low order singularities (of multiplicity k ≤ 12) is greater then some r (m, k). Additionally, the upper bounds for r (m, k) are given.
Introduction
We denote by N the set of nonnegative integers, by K a field of characteristic zero, by Q the field of rational numbers. We will use the natural one-to-one correspondence between monomials x α ∈ K[x 1 , . . . , x n ] and multiindices α ∈ N n . Therefore through the paper any element α ∈ N n will be called a monomial. For any α = (α 1 , . . . , α n ) ∈ N n we put |α| := n i=1 α i . For any two monomials α, β ∈ N n we will write β ≤ α if α − β has only nonnegative entries.
By a downset M we understand a finite subset M ⊂ N n such that if α ∈ M, β ≤ α then β ∈ M.
Let M = {M j } r j=1 be a finite sequence of downsets, let P = {p j } r j=1 be the sequence of parwise different points in K n . The interpolation ideal assigned to M and M. Dumnicki (B) Institute of Mathematics, Jagiellonian University, Reymonta 4, 30-059 Kraków, Poland e-mail: Marcin.Dumnicki@im.uj.edu.pl P is the ideal
Let us introduce the multivariate Hermite interpolation problem, that is the problem of finding a basis D = D(M, P) of K[x 1 , . . . , x n ]/I M,P as a vector space over K. In the paper we consider only "monomial" bases D, i.e. D ⊂ N n . The classical approach is to compute the Gröbner basis of I M,P with respect to an admissible ordering to obtain D = N n \ LT(I M,P ) (cf. [4] ). This method gives a "minimal" basis (with respect to the chosen admissible ordering) of the quotient space. Here, minimality means that the equivalence classes of generators of K[x 1 , . . . , x n ]/I M,P are represented by monomials from the set D, which can be constructed step-by-step by adding the minimal (with respect to chosen ordering) monomial linearly independent (modulo ideal) with the previous ones. However, due to time complexity, it is not very practical.
Consider the sequence of downsets M and an admissible ordering. The basis D depends on the sequence of points P ∈ (K n ) r , but there exists one special basis (called the generic basis) which is the same for almost all P, that is for P in a Zariski open, dense subset of (K n ) r . The problem of finding the interpolation basis (generic or not) for the lexicographical ordering without using the Buchberger's algorithm was solved in [5] (the non-generic case) and [3] (the generic case).
For a degree ordering the methods of finding the interpolation basis without computing Gröbner basis are not known. Moreover, all known methods (for example the generalized Buchberger-Möller algorithm) work for a given sequence of points and there are no easy criterion to check whether the result is generic or not. An important question that arises here is:
How can we characterize the sequences of downsets for which the generic basis D is contained in the set {α : |α| ≤ d}? If we assume that all downsets are of the form {α : |α| ≤ m} then this problem is closely related to the problem of finding the actual dimension of the space of hypersurfaces (in K n ) of degree at most d having singularities of multiplicity m (homogeneous generic singularities problem) or up to multiplicity m (inhomogeneous generic singularities problem) in general position.
The last problem was solved for n = 2 by J. Alexander and A. Hirschowitz ( [1, 2] ) who showed that for the number of singularities large enough this dimension is the expected dimension, however they do not give a bound for the number of singularities needed. For some cases the problem was studied in many other papers. The homogeneous case for n = 2, m ≤ 12 is completed in [6] , the inhomogeneous case for n = 2, m ≤ 4 in [8] . A more computational approach to this problem can be found in [9, 10] .
We present an effective criterion for the sequence M to have the desired form of the generic basis D. As a result we present new proofs for the inhomogeneous generic singularities problem for m ≤ 12 together with the bound for the number of singularities needed. Moreover, for arbitrary m we give the bound for sufficient number of singularities of multiplicity k ≤ 12: 
We discuss the method of finding such bounds, and present the strict values of r ( m, k) for k, m ≤ 7. Our method is a new one, we do not refer to the methods used in other papers. In Sects. 2-4 we introduce the methods and prove lemmas used in Sect. 5, which is the main section for this paper. An example of using our method for finding the generic basis D for arbitrary sequence of downsets appears in Sect. 6. The proof of Theorem 1 can be found in Sect. 5.
Generically correct problems
Definition 2 For any α, β ∈ N n and a point a = (a 1 , . . . , a n ) ∈ K n define
Observe that ϕ(α, β, a) is just a partial derivative of x α with respect to β taken at the point a. By convention we identify monomials of the form x α with multiindices α ∈ N n . The product of monomials corresponds to the sum of multiindices, therefore the expression α + β, where α, β are monomials, could be misleading. To avoid confusion, the product of monomials, treated as the sum of n-tuples, will be written as α + β ∈ N n .
Definition 6 Let
We say that E is exceptional in D with respect to M if the following conditions are fulfilled:
this is not the sum of sets, but adding an element to the sequence), D
Proof Define the multidegree mdeg in the ring
Denote by M 1 the matrix corresponding to the problem
Observe that M 2 can be written as follows: . . . , γ n ) then the sum of e chosen monomials (still considered as vectors in N n ) is equal to the sum of e last monomials, hence this determinant is zero (this follows from the assumption that E is exceptional). Consequently considering det M 2 as a polynomial of new indeterminates with coefficients being old indeterminates, the monomial det N has a coefficient det M 1 which is nonzero.
We need the following lemma:
Then the interpolation problem ({M}, D) is generically correct if and only if the set D, considered as set of points D
with coefficient. It is enough to calculate this coefficient, so let us assume that
For every condition α ∈ M and monomial a i the coefficient of the assigned entry in M is equal to
where i is the index of the column. Observe that by adding a suitable linear combination of rows assigned to all β ≤ α we can obtain the matrix M with each entry equal to
Moreover, the rank of M is equal to the rank of M. Since we take all α | |α| < m, we will find in M all possible products of a i 1 , . . . 
Interpolation on the plane
From now on we assume that n = 2. any finite sequence a 1 , . . . , a k , 1 ≤ a i ≤ i, a i ∈ N we define the  diagram (a 1 , . . . , a k ) by The lowest degree problem. Now we restrict our studies to the following situation: Let m ≥ 1. We want to solve an interpolation problem for a sequence of diagrams (m), that is, we want to find a "good" set of monomials D such that the problem ({(m)} r , D) is generically correct. By "good" we understand the set given by a downset (of cardinality c = rm(m + 1)/2) with at most 1 step. This restriction is natural:
Definition 9 For
For the purpose of interpolation we want to use the set of c first monomials with respect to total degree ordering. If c = d+1 2 for some d ∈ N than we want (d) to be a "good" set of monomials. It is not always so, for example one can show that ({ (2)} 2 , (3) ) is not generically correct for interpolation. However one can expect that for the number of points large enough the problem is generically correct for good set of monomials. We will solve this problem in the cases m = 1, . . . , 13, i.e., we will show when interpolating values and partial derivatives up to order 12 can be done using polynomials with the lowest possible degree. For m = 1, 2, 3 all initial cases will be proven here, for 4 ≤ m ≤ 13 a suitable computation can be done using a computer program. We will see in Proposition 18 that the set of "reduced" monomials is exceptional, which is the main motivation to use reductions. 
Definition 13 We will say that a diagram D is good for interpolating in r points of multiplicity m if and only if the problem ({(m)}
v i := a i a j < m for all j ≥ i, max{ | ∈ {1, . . . , m}, = v j for i < j ≤ m}, otherwise.
Lemma 17 If D is a safely m-proper diagram then the m-reduction of D is again m-proper.
Proof It is easy to see that the m-reduction of a diagram with at most m steps is a diagram with at most m steps. Consider the m-expand of D = (a, a 1 , . . . , a m ) . Observe that since D is safely m-proper then a ≥ m. We apply the reduction  (v 1 , . . . , v m ) to D. For i = 1, . . . , m − 1 we have the following possibilities: 
This shows that red m (D) is m-proper.

Proposition 18 Let D be an m-proper diagram. The set E := D \ red m (D) (the set of "reduced" monomials) is exceptional in D with respect to (m).
Proof Let f : N 2 (x, y) → (x, x + y) ∈ N 2 .
Observe that E is exeptional in D with respect to (m) if and only if f (E) is exceptional in f (D) with respect to (m).
Let L i denote the line given by the equation
According to Definition 6 and Lemma 8 we have that f (E) is exceptional in f (D) with respect to (m) if and only if
the set G ⊂ Q 2 lies on a curve of degree m − 1, 2. the set f (E) ⊂ Q 2 does not lie on a curve of degree m − 1.
We will show that the second condition is satisfied. Consider a curve C of degree m− 1 passing through all points from f (E). From Lemma 16 we can assume (renumbering the lines
This, together with Bézout Theorem, leads to a contradiction.
Observe that for any 1 ≤ r ≤ s and 1 ≤ i 1 < · · · < i r ≤ s we have
Indeed, if the above does not hold then the set
points, consequently G 2 lies on a curve of degree m − r − 1, a contradiction. Now we will show that for any 1 ≤ r ≤ s we have
For r ≤ s − m + 1 the above is obvious, so choose r > s − m + 1. Put
(here we set max ∅ = −1). From the definition of the reduction we have v j = a j < m for any j > r + p, and hence v j ≤ v j . This leads to the following
On the other hand, by (1) we know that
and from the definition of p we get
s j=r v j which shows [by (2) ] that w ≤ w and the equality holds only for (v 1 , . . . , v s ) = (v 1 , . . . , v s ) . Now assume that
Since α∈G α 2 = w ∈ N and α∈ f (E) α 2 = w ∈ N we get that
Together with (3) this gives G = f (E).
Now we can formulate and prove the main technical theorem. Proof We can check by direct computation that all 2-diagrams of cardinality 18 are good for interpolation. However we present here another method not requiring computation of any determinant. A 2-diagram of cardinality 24 is one of the following: (6, 2, 1 ). According to Lemma 17 every 2-diagram of cardinality greater than 24 reduces to the one of the above diagrams. Then 2-reductions look as follows:
Theorem 19
which is obviously good for interpolating in one point. In view of Theorem 19 we have proven our statement for r ≥ 8. For r = 1, 3, 4, 6, 7 the corresponding diagrams are (2), (3, 3) , (4, 2), (5, 3), (6) and we have shown they are good. For r = 2, 5 we can calculate the determinant, but the next remark will prove that case. Remark We can consider the problem of interpolating values in r 1 points and values with first order derivatives in r 2 points, that is the problem ({(1), . . . , (1) 
Remark
, (2), . . . , (2) ∈ {2, 5} then we can first 1-reduce the diagram D r 1 times to obtain a diagram with at most 1 step and then use Theorem 20. It is easy to see that the only diagram with at most 2 steps and cardinality greater than 2, which does not allow 2-reduction is equal to (a, 1, 1). If it is a 2-reduction of another diagram then a = 1, and the last diagram is good for interpolating values in 3 points. We have shown that if r 1 ≥ 3 or r 2 / ∈ {2, 5} then D is good for interpolation. In fact only (r 1 , r 2 ) ∈ {(0, 2), (0, 5)} cannot be interpolated by a diagram with at most 1 step.
Theorem 21 The problem ({(3)} r , D) is generically correct for D with at most 1 step if and only if r /
∈ {2, 5}.
Proof Again we will consider the set D 1 of all 3-diagrams of cardinality 48 (that is diagrams for interpolating in 8 points). We have
2, 1), (8, 8, 4) , (8, 8, 3, 1) , (8, 7, 5) , (8, 7, 4, 1) , (8, 7, 3, 2) , (8, 6, 6) , (8, 6, 5, 1) , (8, 6, 4, 2) , (8, 6, 3, 3) , (8, 5, 5, 2) , (8, 5, 4, 3) , (8, 4, 4, 4) , (7, 7, 7, 6 ) Proof For m ≤ 3 the proofs were presented here. For greater value of m more complicated computations are needed. To deal with all initial cases we used a suitable computer program. First, it produced all m-diagrams for r 1 points. All these diagrams, being safely proper, were then reduced to (r 1 , r 2 ) safely proper m-diagrams for r 2 < r 1 points (this operation greatly reduced the number of determinants to be computed). To that list all reductions of diagrams with at most 1 step for 6, . . . , r 1 − 1 points were added. Finally the program checked all determinants. Here is the table which contains the number of cases (#r i denotes the number of m-diagrams for r i points):
