Audio rendering is generally used to increase the realism of virtual environments (VE). In addition, audio rendering may also improve the performance in specific tasks carried out in interactive applications such as games or simulators.
INTRODUCTION
Interactive virtual environments (VE) have become a part of many people's everyday experience. Thanks to recent progress in computer graphics, applications like video games, simulators, virtual worlds on the web, and virtual reality installations convey a high degree of realism and presence to their users. However, while improvements in the fidelity of VEs increase immersion and presence, they do not necessarily increase the performance and efficiency with which the user carries out tasks Burr [2004] ); or orientation behaviors (e.g., Jiang et al. [2002] ). Task facilitation mainly results from improved efficiency and accuracy in the interpretation of audio-visual percepts.
Efficiency (i.e., reaction time) is improved due to the so-called redundant signal effect [Kinchla 1974 ]. A race model accounting for the statistical advantage when redundant information from two modalities is processed in parallel can explain faster reactions [Raab 1962 ]. But even shorter reaction times than were predicted by this model were observed and supposed to result from a coactivation [Miller 1982] , which may be due to the existence of multimodal cells which are coactivated by different modalities [King and Palmer 1985] .
Accuracy (i.e., discrimination performance) is improved through an optimal integration of uncertain information from two or more modalities. For instance, studies with visual-haptic size estimation tasks [Ernst and Banks 2002] and audio-visual localisation tasks [Alais and Burr 2004] both revealed that estimation precision approaches an optimum predicted by the maximum-likelihood estimator (MLE).
In our experiment, participants need to combine accuracy (e.g., correctly discriminate crossable from uncrossable gaps) and efficiency (e.g., quickly decide when to cross a gap). Thus, we study a complex mixture of several perceptual factors instead of only one isolated effect, as in many previous studies.
Apart from direct implications on task performance, bimodal perception also affects a user's impression of a VE. Due to the fused perception of congruent audio-visual stimuli, the perceived display quality of one modality can be crossmodally biased through the other modality. For instance, sound can perceptually increase the fidelity of the visual display [Davis et al. 1999; Storms and Zyda 2000] ; smoothen animations [Mastoropoulou et al. 2005] ; or lower visual quality discrimination when collision sounds enrich material properties [Bonneel et al. 2010 ].
Spatialized Sound Rendering to Improve Task Performance
Using the audio channel to provide task-critical feedback can significantly improve user task performance. While visual feedback (e.g., menu icons) may distract attentional resources required to monitor task-relevant objects visually, auditory feedback can be perceived and processed to a certain degree in parallel (e.g., Treismann and Davies [1973] ; Alais et al. [2006] ). In particular, spatialized sound rendering has found great application in auditory displays-for example in cars [Sodnik et al. 2008 ] using spatially separated feedback sounds, for auditory menus for computer users with visual impairments [Barreto et al. 2007] ; and several augmented reality applications [Sodnik et al. 2006; Sundareswaran et al. 2003 ]. Spatialized sound was also used to resynthesize the external audio scene of aircraft [Dell 2000 ], mostly in order to improve combat performance through audio cues to detect the direction of threats and targets.
In contrast to the above-mentioned examples, the application used in our experiment does not augment a user in her task by symbolic and artificial sounds (e.g., warning signals). Instead, we use sound to enhance task performance by following the laws of physics to provide VEs with a realistic context. Naturalistic cues let a user perceive additional properties of the environment and help, for instance, to localize and identify objects. Bormann [2005] observed that distance attenuation is the most important cue to find sounding objects (e.g., playing radio) in a VE, while directional spatialization of sound, though increasing presence, was not proven to be useful for this task. On the other hand, for bimodal localization in a static scene, Nguyen et al. [2009] reported that performance levels of real-world conditions are approached thanks to high-quality spatialization of sounds by HRTF filtering. Our work will contribute a more complex case (i.e., dynamic environment) to show that a realistic audio-visual VE can enhance task performance due to the bimodal task facilitation.
As high-quality audio rendering significantly increases the perceived fidelity and presence of a VE [Hendrix and Barfield 1995; Riecke et al. 2009 ], task facilitation may also be due to the rather simple explanation that participants act more seriously in a VE of high fidelity. However, Bormann [2005] found that participants score the degree of presence independent of the audio cues that are relevant for task performance, and they found no correlation between presence and objective performance measures, like reaction time or task time [Bormann 2006 ].
Pedestrian Safety
Pedestrian behavior and safety issues have been approached from the perspective of different disciplines such as psychology [Michon and Denis 2001; Tom and Denis 2004] , accidentology (e.g., Carré and Arantxa [2005] ); transport planning (e.g., Fruin [1971] ); or flow simulation (e.g., Yang et al. [2006] ; Burstedde et al. [2001] ; Wan and Rouphail [2004] ). Particularly, road-crossing behavior of pedestrians has often been of interest. Established features for analysis include gap acceptance, crossing duration, time-to-contact estimation or waiting time. Many studies focussed on age-related differences [Connelly et al. 1998; Tung et al. 2008] , often by means of comparing children versus adults [Te Velde et al. 2005; Plumert et al. 2007 ]. Studies in real-world setups are expensive and difficult. For instance, Connelly et al. [1998] used a laser detector to measure car speed and distance. Hence, many attempts were made to carry out studies with simulations in the lab where influential variables can be measured or controlled more easily. For instance, Te Velde et al. [2005] simulated traffic environments with artificial indoor streets, or Sidaway et al. [1990] and Tung et al. [2008] used prerecorded road environment videos in their experiments. However, VEs and virtual reality technology have emerged as the preferred tool to simulate interactive traffic environments (e.g., Simpson et al. [2003] ; Seward et al. [2007] ). Since safety-training can effectively improve pedestrian traffic safety [Barton et al. 2007 ], but reasonable real-world environments for traffic safety training are expensive and difficult to realize, computer generated VEs also found great reception for safety-training simulators [Oxley et al. 2008; Cavallo et al. 2009; Schwebel and McClure 2010] . However, research on virtual reality applications for virtual safety training is still in its infancy, and many studies [Naveh et al. 2000; McComas et al. 2002; Bart et al. 2008; Schwebel et al. 2008 ] are mainly concerned with the validation of applicability and effectiveness of these tools.
While most work is focused on the behavior of threatened groups (e.g., impaired people, seniors or children), on implications for safety design (e.g., pedestrian planning), on psychological factors, in particular attention or on educational aspects such as safety training methods, we found only few related references addressing the unquestionably important role of auditory perception in traffic safety. For instance, Barnecutt and Pfeffer [1995] investigated auditory distance perception in traffic. Apart from level differences, they suggest that nonauditory criteria, like past experience or visual imagery, are so important factors for auditory interpretation. An interesting issue was considered in Caelli and Porter [1980] , where they observed different localization performance for different types of (emergency car) siren sounds. As auditory cues are of major importance for people with severe visual impairments, attempts have been made to provide maximum realism using HRTF filtering and reverberation cues in an auditory traffic simulator intended to be used as a safety-training application for blind people [Takayuki et al. 2004] .
With the virtual gap-crossing experiment in our work, we present a representative example case supporting our hypothesis that auditory perception is relevant for traffic safety and that it can be effectively utilized for better and faster decisions when moving through traffic, even though the pedestrian has no visual impairments and is able to visually obtain all safety-relevant information from his environment.
SCOPE OF THIS WORK
It is obvious that auditory attention can increase overall safety in traffic when important or dangerous events are highly audible, but can only be poorly recognized visually. Less obvious, however, is the impact of auditory cues in a situation where visual attention is already focused on those objects (e.g., approaching cars) that are most relevant for the current action (e.g., crossing the street). It is clear that vision will dominate in such situations, since spatial information can be perceived more accurately in the visual channel than through auditory perception. But can auditory cues still improve task performance?
In this article we describe a gap-crossing experiment designed to explore this less obvious latter case. In gap-crossing, a user observes a stream of oncoming traffic and needs to decide when to cross the street. This includes two main perceptual tasks: to determine a gap that is crossable and to find the correct timing to actually cross the street. We focus on two basic questions.
-Is bimodal task facilitation observable in a virtual traffic simulator? -Do simulations with state-of-the-art audio-rendering techniques provide sufficient realism to reveal bimodal advantages?
To make the effects of bimodal perception measurable in task performance, we need to study a situation where the perceptual and cognitive limits of participants are approached. This is possible thanks to the use of a VE, as in real-world experiments it is not possible to count accidents. The variety of perceptual and cognitive activities involved in the gap-crossing task make it difficult to reveal the influence of auditory cues, since they are relatively subtle compared to the effects of individual subjectrelated factors. The key to obtain useful results was to configure the experiment so that the uncertainty of visual information is increased (but without hiding anything) and that participants do not develop individual strategies to accomplish the task. This was accomplished by increasing the difficulty of the task to a limit where participants need to utilize their full perceptual capabilities. We used gap sizes that can not be easily distinguished visually, thus introducing ambiguities that required participants to make spontaneous decisions not based on a cognitive process. This reduced individual strategies in participants and revealed that decisions when to cross a gap can also rely on auditory perception, though unconsciously.
Although implications on experimental design, that is, getting confounding factors under control and finding a situation where bimodal perception is relevant, required us to study a case that is seemingly constructed, we think that it does represent particular safety-critical situations. Dangerous moments often arise suddenly, and a road user has little time to react while her perception is over-strained by an unusual and highly critical situation, resulting in various kinds of perceptual uncertainties. To avoid losing safety-critical amounts of time, actions need to be carried out rather "intuitively", as it is impossible to deliberately evaluate the risk of each possible reaction.
Concerning technical issues, we investigate task performance with HRTF-filtering as a representative state-of-the-art high-quality condition, as well as conventional stereo audio-rendering as a minimum standard low-quality condition, and compare it to a unimodal control condition where participants acted without sound. Rendering conventional stereo sound provides an audio stimulus where, compared to our high-quality condition, several critical spatial cues (e.g., interaural time-differences) are missing. However, we assume that at least semantic congruency (i.e., car and engine-sound [Laurienti et al. 2004] ) and temporal alignment are maintained in both audio-visual conditions.
METHOD AND APPARATUS

Setup
To provide a high degree of immersion, the experiments were carried out with a large projection screen (240cm by 185cm) displaying the scene in mono at a resolution of 1280 by 1024 pixels. The application was run on a laptop computer equipped with an Intel Core 2 Duo T9300 running at 2.5 GHz with 2 GB RAM, and an NVIDIA Geforce 8600M GT GPU, providing sufficient performance to run both audio and video, with minimum video frame rates of 60 fps and minimum audio frame rates of 90 fps. For rendering the visual scene, we used the open-source engine Ogre ([Ogre3D ] ). For spatialized audio, we used a custom-sound library for rendering and Sennheiser HD650 headphones for playback. Spatialization of sound was achieved with binaural rendering ([J. Blauert 1999] ) using individual head-related transfer functions (HRTF), which were chosen for each participant from a database of example HRTFs (see Section 4.6). Besides HRTF-based filtering of sound signals, the sound library performs distance attenuation and simulates Doppler effects for sound sources in motion. For stereo rendering, the same library with the same settings was used, but HRTF rendering was disabled and directional information was conveyed only by binaural frequency-independent level differences. To avoid the necessity for head tracking, participants were instructed to stand in a fixed position, to look in a fixed direction, and to avoid head motions, thus providing a fixed viewpoint. The viewpoint was off-axis and angled to the left. This configuration (see Figure 1 ) was chosen during the pilot studies in order to give the participants the best overview on the task-relevant screen regions, while maintaining a high degree of immersion. Head position, view direction, and the coordinates of the screen corners were used to configure the engine so that viewpoint and listener position of the virtual environment align with the spatial layout of the setup and to account for off-axis viewing. This required us to reconfigure for each participant the height due to individual body heights. As an input device, we used the Nintendo WiiRemote console controller, which is wireless and has a simple button layout, which is favorable when conducting the experiment with users without computer experience.
Scenario
The scenario rendered in the VE application is an urban environment containing buildings, roads, crosswalks, sidewalks, and a sky-blue background at bright daylight. One vehicle type was used in the experiment, which was modeled to preserve real-world proportions and instanced with different colors to convey the impression of different cars, while maintaining a constant geometrical outline of each car. During the preparation of this experiment, we observed that using different car models leads to the effect that some participants tend to preferably cross the street after a car with certain geometrical properties. The car is a model of a 1992 Nissan Primera P10, with sound sources attached for the tires and the engine, which were all placed at the adequate position in the virtual carriage ( Figure 2 ) and played back a looped sound with the corresponding noise. Sound files were taken from a free online database [Freesound ] . For the engine, we used an engine sound recorded from a Renault People Carrier. Since recording the sound of a single tire under anechoic conditions is very difficult, and hence such recordings are not available, we used the sound of a vacuum cleaner, which was the most similar sound we found.
Conditions
The goal of this study is to evaluate the impact of spatialized audio rendering on task performance. We compare the results against a unimodal control condition (only video display) and a conventional stereo audio rendering as the bimodal control condition. For comparison, in Table I we list the most important cues for distance and motion perception and whether they are absent or present in the respective conditions. Each participant performed the experiment in one of the three conditions, which we denote as follows:
-Spatial: high-quality spatialized sound rendering with HRTF filtering; -Stereo: conventional stereo sound rendering with low-quality spatialization; and -Mute: unimodal baseline condition.
Participants
All participants were recruited from the university campus and were paid a participation fee. All tested participants reported normal or corrected to normal vision and normal hearing. Ages ranged from 19 to 32 (mean 24.3). In total, we tested 48 participants (24 male) distributed uniformly over the three conditions. To avoid bias due to potential gender-related performance differences, male participants were also uniformly distributed over all conditions. Apart from the need to avoid too many trials per participant, the use of a between-subject methodology was motivated by our experience that properly counterbalancing repeated measurements for within-subject analysis becomes problematic due to the fact that participants tend to adapt/train their perceptional strategy to a particular condition and continue to keep this strategy for the next condition being tested. For instance, when starting with the Mute condition, a participant develops skills particularly trained to base her recognition on pure visual properties. This can result in the tendency to fully ignore audio information provided in the next tested condition, since attention remains focused on visual properties as trained in the previous block. 
Rationale
We expect a task facilitation resulting from the perceptual utilization of auditory cues provided by high-quality spatialized sound rendering. The following hypotheses will be tested to verify this expectation:
-H 1 . Better performance in Spatial than Mute (comparison to unimodal control condition); -H 2 . Better performance in Spatial than Stereo (comparison to bimodal control condition); -H 3 . Better performance in Stereo than Mute.
HRTF Selection
For the Spatial condition, an HRTF function is required for spatialized audio rendering. HRTFs should ideally be created for each individual participant. However, measuring an individual HRTF is a costly and time-consuming process, requiring expensive equipment and a setup in an anechoic chamber. To avoid this costly method, but not at the expense of inaccuracies due to nonindividualized HRTFs, we used a selection of six exemplary individual HRTFs selected to be representative from the LISTEN HRTF DATABASE [Listen] and determined the most appropriate for each participant. All HRTFs in this database were recorded with an azimuthal resolution of 5
• and 11 elevations (±40
• ). To select an appropriate HRTF, [Moeck et al. 2007 ] used an application which lets candidates choose an HRTF by performing a "point and click" pretest. However, after initial experiments with this we were afraid of subjective mistakes caused by distraction and ventriloquism effects resulting from stimuli on a visual display. Therefore we designed a formalized selection procedure which requires no display. Using six candidate HRTFs, the method was efficient enough not to exceed the participants' patience. For each HRTF candidate, a sequence of six test scenarios was presented in a randomized order. Each scenario contained one sound source which was rendered either on a particular static position (4 scenes) or on a particular trajectory (2 scenes). While listening to each scenario, the participant had to sketch the perceived position (or trajectory) relative to her head into a transversal plane for the azimuthal angle and into a sagittal plane for the elevation (Figure 3 ). Each test scenario was presented until the participant reported confidence about her perception, assuring participants had enough time to decide carefully. The average time needed for one scenario was about 20s. In the selection, we accounted more for deviations in the azimuthal angle than the elevation, since the main movement in the traffic simulation is in the transversal plane. After a preselection which removed all HRTF candidates that had a clear mistake (at least one clear front-to-back, left-right or top-bottom confusion), the HRTF with the best fit between actual and perceived angles was chosen by a subjective evaluation of the drawings by the person who conducted the experiment. In most cases, only one candidate was left after the pre-selection and in some cases two were left for deeper comparison. To avoid negative effects resulting from strong spatial misalignments of the perceived auditory scene and the visual scene, we replaced participants (about 40%) where no HRTF satisfied the preselection criteria. It should be noted that an exact scientific evaluation of HRTF selection methods is beyond the scope of this article, and the method described above is an intuitive and fast solution. If an "ideal" HRTF selection procedure is used, we expect the results of our experiment to become even more significant than those obtained in this work.
Procedure
Trial and task description. In each trial, the gap-crossing task is carried out as follows. The subject stands on the sidewalk facing towards the double-lane road in a first-person view. Cars come from the left side in a running stream at specified intervals and at a constant speed of 50 km/h. The test participant can voluntarily select a gap if she thinks it is safe to cross by pressing a button to start a noninteractive forward movement. After the button is pressed, the camera switches to a third-person view to provide good visual feedback, and the participant can watch an animated avatar crossing the street (Figure 4 ). The goal is to cross the road several times without being hit by the oncoming cars. The virtual distance until the avatar reaches the Point of Safety is 2.14m (= 1.9m car width +0.24m distance to the lane). This corresponds to a walking time of 1.1s at a walking speed of 7km/h ( Figure 5) . A trial is counted as an accident if the bounding volumes of the car and the avatar have an intersection. It ends either with an accident or when the avatar reaches the point of safety. In case of an accident, the participant hears an acoustic alarm signal at the moment of the crash and gets a negative written The p-values were computed with the cumulative binomial distribution, assuming that participants operate on chance level ( p = 0.5). k is the average number of correctly identified crossable gaps in one condition. (The bars in Figure 7a show the same values as proportions.)
feedback on the black screen displayed after each trial. Moreover, the black screen shows a status report about the current progress, and a success rate is displayed with a comment complimenting the participant's success to reward good performance and increase her motivation. By pressing a button, the participant controls when the next trial begins. Note that in contrast to previous traffic-gap choice experiments (e.g., Clancy et al. [2006] ), we had no motion-tracking system and the movement speed was not under the participant's control. A short training phase is required to accustom the participant to virtual walking conditions. However, using a constant walking speed reduces the amount of latent variables, and we also observe that a change in movement speed during a crossing implies that the participant has chosen a gap that turns out to be uncrossable after all. We consider this a "negative outcome" of the trial, since the participant, due to a misjudgement decides to walk faster in order to avoid getting hit by a car.
Configuration. Pilot studies showed that effects of auditory cues can be better observed when we approach the limits of visual perception. If vision provides all information required to accomplish a task very clearly (e.g., strong contrast between crossable and uncrossable gap sizes), auditory information is of low value. Hence we increased ambiguities in vision by using gap sizes which could hardly be distinguished visually. In particular, only two gap sizes were used: one assumed to be crossable and one assumed to be uncrossable. Both types of gaps appear randomly in the stream with an equal probability of 50%. Pilot testing revealed that a difference of 100 ms between both gap sizes at a car velocity of 50km/h was subtle enough to be visually distinguished only by guessing. Nevertheless, though participants reported that they had the impression of not being able to discriminate crossable and uncrossable gaps, there is a clear evidence that intuition allowed them to judge above the level of chance (Table II ).
•
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(a) Fig. 6 . Results from the training block: In the training block, participants had to cross subsequently smaller gaps until they failed to cross 15 times in a row. The bars show mean and standard deviation of the minimum gap sizes participants saw in the training.
The size of the uncrossable gap was determined during a pilot study. By means of a staircase procedure, we found the threshold where participants have a chance below 10% to cross the street without an accident. In particular, participants were presented with a scene where all gaps between cars were equal. The task was to cross the street without accident. Starting with a gap size of 1700ms, the size was lowered by 10ms for the next trial in case of a success, otherwise it remained constant. The termination condition was that a participant failed 22 times to cross a gap of one size. Terminating after 22 consecutive failures yields a probability of B 22,0.1 (X <= 0) < 0.1 (binomial distribution) that we observe this pattern of failures under the assumption that the actual success rate is P(success) >= 0.1. In other words, we can reject the null-hypothesis P(success) >= 0.1 with a significance level of 10%. This low probability was necessary, since participants should experience a clear (negative) feedback when they choose an uncrossable gap to cross the street. The median (1.10s) of the thresholds measured in the pilot study was then used as intervehicle distance (IVD) for uncrossable gaps. Consequently, an IVD of 1.20s was then used to define crossable gaps. Note that the smallest gap that could theoretically be crossed in our setup is 0.98s. To illustrate the spatio-temporal relations of the task scenario, we labeled a birds-eye-view of the gap-crossing scene depicted in Figure 5 .
Training block. To accustom participants to the virtual gap-crossing task, we found that the best training was to reuse the above-mentioned procedure (with 15 instead of 22 failure trials as a stop condition and a decrement of 20ms instead of 10ms), where participants crossed subsequently smaller gaps until it become too difficult to do so. Figure 6 depicts mean and standard deviations of the gap-size thresholds where participants first failed to cross.
Main block. The main block comprised 60 trials. Participants were not informed that there are only two different gap sizes, where one is impossible to cross without getting hit by a car (uncrossable) and the other is possible to cross (crossable). Participants were instructed to intuitively choose a gap size they found safe to cross. For each trial we recorded whether the chosen gap was crossable and whether the participant was able to reach the other side of the street without an accident, that is, whether the participant chose the correct moment to start crossing the gap.
RESULTS
Preliminaries
Dependent variables: Concerning the main block, our focus was on two variables: First, the proportion of trials where a crossable gap was selected (Figure 7 , 1st row, dependent variable dv 1 ), and second, the fraction of successfully crossed crossable gaps (Figure 7 , 2nd row, dv 2 ). 
(g) (h) Fig. 7 . Results of the main block: The first row shows the proportion of trials where a crossable gap was selected (dv1); the second row shows the fraction of successfully crossed crossable gaps (dv2); and the third row the rate of overall successful crossings, which corresponds to dv 1 * dv 2 . We depicted the results according to different models relating dependent and independent variables. To increase clarity of presentation, the gender factor was ignored in the illustration of the log-linear regressions depicted in (c) and (f). Moreover, the regression function, which was actually fitted to the arcsin square root transformed data, was transformed back to the original scale for the plots.
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(a) Fig. 8 . Ignored trials: In a few trials, participants managed to cross the street successfully although choosing an uncrossable gap. We assume these successes resulted from luck rather than the condition. The rates were computed per participant by counting the number of successfully crossed uncrossable gaps and normalizing with the total number of uncrossable gaps being selected for crossing. No significant effect of condition (ANOVA: F(2, 45) = 1.0, p = 0.38) could be observed in these samples, and we assume that these incidents were due to chance and thus ignored them. p < 0.001,'***' p = 0.037,'*' β 1 = 0.13
To estimate the effect of gender, an ANOVA between the linear model with and without this factor was computed. Kendall's τ was used to investigate potential correlations between waiting time and all dependent variables being analyzed. We also computed an ANOVA between the linear models with and without a log-linear regression function over waiting time. The last row reports the coefficients (β 1 ) for the slope of log-linear regression function obtained by a least-squares fit on the arcsine square root transformed data.
Inspecting the the overall gap-crossing task, that is, the number of trials where a crossable gap was selected and successfully crossed, divided by the total number of valid trials (Figure 7 , 3rd row), we found that this rate is close to dv 1 * dv 2 , as expected, assuming a statistical independence of dv 1 and dv 2 . Due to being actually determined by dv 1 and dv 2 , the results for statistical evaluation of this variable were omitted in this article.
A few of the uncrossable gaps were also crossed successfully (on average 0.5 gaps per participant), but we ignored those trials (Figure 8 ) because their success can be attributed to pure chance.
Stabilizing variance: Since all dependent variables are proportional data, and thus derive from a binomial distribution, prior to any statistical analysis (but not in figures illustrating the results), we used the arcsine square root transform (arcsin( √ x)) to stabilize variance and increase the accuracy of the Gaussian approximation assumed in most statistical tools in our analysis. (Table III) : Apart from the independent variable Condition, we observed that two other variables, namely gender and average waiting time, have significant effects on the investigated dependent variables.
Confounding factors
-Gender. Gender is an independent variable controlled by distributing male participants equally over all conditions. An ANOVA revealed a highly significant ( p < 0.001) effect of adding gender to the linear model for dv 2 (Table III) . Overall, the trend is that female participants performed significantly worse than their male colleagues (see results split by gender in Figures 7b and e. Hence, gender was added to the statistical model for dv2, which increased statistical power due to a reduced variance and better fit with the normal distribution in the residuals. -Average waiting time (wtime). The number of gaps at which participants to waited to cross the street could not be controlled in our experiment, since participants were free to choose when to cross. We computed the per-participant average waiting times (wtime) to be able to relate this factor with the dependent variables under investigation. For a better intuition, we used the number of gaps a participant saw before crossing the street as the units of wtime. 1 This variable was not normally distributed in either of the conditions (Shapiro-Wilk: W ≤ 0.88, p ≤ 0.04), as it is also obvious from the box-plots shown in Figure 9 . Though there was no significant effect of condition (Kruskal-Wallis rank sum test: χ 2 = 3.79, do f = 2, p = 0.15), we suspect a trend that waiting time could be biased by condition. A main concern was that waiting time was, by trend, longest in the Spatial condition. So we tested whether any of the dependent variables were correlated with waiting time. Due to a significant violation of the normality assumption, a nonparametric correlation was computed. The Kendall's τ rank correlation (Table III) revealed a moderately positive (τ = 0.47) but highly significant ( p < 0.001) correlation between the average waiting time and the performance in the selection of crossable gaps (dv 1 ). There is a weak negative correlation between waiting time and dv 2 (τ = −0.12), which is not significant. To compensate a potential bias due to a possible causal relation between waiting time and the independent variables, we used a log-linear regression, which yields the best fit (compared to a linear regression). An ANOVA (Table III) showed that effects of the log-linear regression over waiting time are highly significant for dv 1 . Although the Kendall correlation between waiting time and performance in crossing crossable gaps (dv 2 ) is not significant ( p = 0.25); it nevertheless turned out that a log-linear regression over waiting time improves the fit of the according linear model at a significant level ( p = 0.037). (Table IV) In order to investigate our main hypotheses, the effect of the condition was tested on linear models where those factors (from condition, gender, and wtime) that were significant were included (according to the ANOVA p-values in Table III ). None of the models include interactions between factors, since no significant interactions were observed when testing all possible variations.
Testing Our Hypotheses
• 24:15 Results by dependent variable and alternative hypothesis. ANOVA was computed to evaluate general effects of condition and one-sided Student t-tests (do f = 30) to test our hypotheses (Section 4.5) by pairwise comparisons. All tests were carried out with models including all confounding factors which were significant (Section 5.1). Significance tests were corrected with the Bonferoni-Holm sequentially rejective procedure and denoted as '.' for a (global) α . = 0.1,'**' for α * * = 0.01, and '***' for α * * * = 0.001.
The overall strategy was to first test for violations of normality and equality of variance assumptions in the residuals of the linear model used for regression; and second for the effect of the condition by an ANOVA between the linear models with and without the factor condition; and third, to perform pairwise comparisons with a one-sided Student's t-test according to the hypotheses specified in Section 4.5. To account for the fact that, for pairwise comparisons, three hypotheses (H 1 , H 2 , H 3 ) are tested simultaneously, significance levels were adjusted with the Bonferoni-Holm sequential rejective procedure 2 to compensate stochastic advantages.
-Selected crossable gaps (dv 1 ). For the proportion of trials where a crossable gap was selected, we used a linear model including condition and a log-linear function of the average waiting time (dv 1 ∼ condition + log(wtime), Figure 7c ). Neither normality (Shapiro-Wilk: W = 0.97, p = 0.25) nor equality of variance (Levene's test statistic = 0.61, p = 0.55) assumptions were violated. The regression coefficient for the slope of the log-linear function of waiting time was β 1 = 0.13, which shows that this factor and the performance in selecting crossable gaps are moderately proportional. The effect of the condition had only a weak significance in the ANOVA test. After the Bonferoni-Holm correction on the Student's t results, there was no significance for hypothesis H 3 ( p = 0.26) and a weak significance (α . = 0.1) for hypotheses H 1 ( p = 0.02 < α . /3) and H 2 ( p = 0.057 < α . /2). The respective offsets between the log-linear regression functions were decent: 0.04 (Spatial-Stereo) and 0.06 (Spatial-Mute) in the untransformed scale (i.e., differences in proportion values).
3
Without the log-linear regression over wtime, the effect of condition (ANOVA: F(2, 45) = 9.09, p = 0.004) is highly significant (α * * = 0.01). And the pairwise comparisons show high significance for alternative hypothesis H 1 (t = 3.14, p = 0.002 < α * * /3), but weak significance for hypothesis H 2 (t = 1.81, p = 0.04 < α . /2).
-Success rate: crossable gaps (dv 2 ). The fraction of successfully crossed crossable gaps was fitted to a linear model containing condition, gender, and a log-linear function of average waiting time (dv 2 ∼ condition + gender + log(wtime)). Neither normality (Shapiro-Wilk: W = 0.97, p = 0.35) nor equality of variance (Levene's test statistic = 1.33, p = 0.28) assumptions were violated. The regression coefficient for the slope of the log-linear function of waiting time was β 1 = −0.09, indicating that waiting time and performance in crossing crossable gaps are marginally inversely proportional (see Figure 7f ). The effect of condition is highly significant ( p = 0.006). The Student's t-test with Bonferoni-Holm correction revealed no significance for hypothesis H 3 ( p = 0.34) and 
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(b) Fig. 10 . Accidents with the first or second car: Mean and standard-deviation of the proportion of trials with accidents with the respective cars. Proportions were computed relative to the number of trials where a crossable gap was selected. Hence, the sum of both proportions equals the results shown in Figure 7d . high significance for both hypotheses H 1 ( p = 0.002 < α * * /3) and H 2 ( p = 0.005 < α * * /2). There are clear offsets between the log-linear regression functions: 0.12 for Spatial-Stereo and 0.14 for Spatial-Mute (in the untransformed scale evaluated at wtime = 4).
The results are also significant without the factor wtime ( Figure 7e ): Similarity of the residual distribution to a normal distribution is worse (Shapiro-Wilk: W = 0.97, p = 0.20), but still without significant deviation, whereas residual variances are more stable (Levene's test statistic = 0.35, p = 0.71) than with the log-linear regression over waiting time. An ANOVA showed that the effect of condition is still significant (F(2, 46) = 3.96, p = 0.026), and also the pairwise comparisons yield significant results (α * = 0.05) for alternative hypotheses H 1 (t = 2.53, p = 0.008 < α * /3) and H 2 (t = 2.33, p = 0.012 < α * /2). Moreover, we investigated how many of the accidents were with the first or second cars of a gap (Figure 10(a) and 10b) . For both variables we used a linear model including the factors condition, gender, and a log-linear function of the average waiting time (x ∼ condition + gender + log(wtime)). There was no violation of the normality assumption for both variables (Shapiro-Wilk 1st car: W = 0.98, p = 0.59; 2nd car: W = 0.97, p = 0.36) and equality of variance can be assumed for the number of accidents with the second car (Levene's test statistic= 1.95, p = 0.15); but for the number of accidents with the first car we should not assume equality of variance (Levene's test statistic = 2.97, p = 0.062), and better use of nonparametric measures. Although there is a significant effect of condition on dv 2 , and hence in the sum of accidents with the first and second cars, there is no significant effect on the number of accidents with the first car (Kruskal-Wallis: χ 2 = 2.08, dof = 2, p = 0.35) and an effect with a weak significance for the number of accidents with the second car (ANOVA: F(2, 45) = 3.09, p = 0.056). Hence, pairwise comparisons were only reasonable for the number of accidents with the second car. However, the t-test did not give a significant result for any of our hypotheses (one-sided Student's t with 30 dof, H 1 : t = −0.86, p = 0.20; H 2 : t = −1.53, p = 0.068; H 3 : t = 0.43, p = 0.67). A reason for the low significance could be that participants tended to a timing strategy with either a higher risk to hit the first car or a higher risk to hit the second car, and hence that the variance introduced by participant-related factors diminishes the effects of condition.
Analysing Results from the Training Block
The mean gap-size thresholds where participants failed to cross in the training block were shown in Figure 6 . Probably due to the discrete steps ( t = 20ms) of the staircase procedure, the residuals were not normally distributed (Shapiro-Wilk: W = 0.81, p < 0.001), and hence we used a nonparametric test for the effect of condition, which is highly significant (Kruskal-Wallis rank sum: χ 2 = 11.12, dof = 2, p = 0.003). There was no difference between the Spatial and Mute conditions (two-sided Wilcoxon rank sum: W = 127, p = 0.98), whereas the (Bonferoni-corrected) contrast between Stereo and Mute conditions is significant (W = 193.5, p = 0.008 < α * /2), and highly significant between Stereo and Spatial (W = 202.5, p = 0.002 < α * * /3), suggesting that participants from the Stereo group performed significantly worse than participants from other groups. However, results from the training block can not be taken too seriously, since the procedure was actually not designed with the goal of gaining data for further evaluation. Instead, the procedure was configured to familiarize participants with a difficult task as quickly as possible.
DISCUSSION
Clear Effects of High-Quality Sound and No Effects of Stereo Sound
Overall, we observed clearly positive results for the dependent variables reflecting performance in timing the crossing of crossable gaps (dv 2 ), supporting the hypotheses H 1 and H 2 that spatialized audio rendering increases task performance. On the other hand, a statistically significant positive impact of conventional stereo rendering (H 3 ) could not be observed.
In general, the results support our hypothesis that auditory spatial information rendered in high quality can be perceptually utilized to improve performance even in a higher-level task that is seemingly vision-dominated. This applies in particular for a task involving accurate localization of moving objects and precise action timing. Since we could not observe a significant potential of standard stereo sound rendering to improve task performance, spatial cues provided by HRTF filtering seem to have distinct advantageous effects on task performance, whereas spatial cues in stereo sound, like distance attenuation and interaural level differences, are less task-supportive (in the case tested with our study). The results from the training block suggest that stereo sound may even decrease performance in some tasks where timing and estimation of spatio-temporal relations are crucial. Assuming that sound effects with wrong or inaccurate spatial cues can cause erroneous perception, the observation that low-quality sound may also decrease performance strengthens the hypothesis that spatial information of sound is perceptually utilized, when available.
Waiting Time Correlates with Increased Caution in Selecting Crossable Gaps
Although the effect of condition on the selection of crossable gaps (dv 1 ) is highly significant without decorrelating waiting time ( p = 0.004), the effect after decorrelation is not really significant ( p = 0.099), and we need to reject our alternative hypotheses concerning this variable. A possible causal relation between waiting time and performance makes the decorrelation obligatory to exclude the possibility that other cognitive behaviors than bimodal integration are responsible for the effect of sound rendering. Although there was no significant effect of condition on the average per-participant waiting time, we suspect a trend that participants from the conditions with sound tended to wait longer-and longest in the high-quality sound condition. One reason could be that participants feel more immersed in an audio-visual environment, are more aware of the virtual danger of the situation and hence operate with enhanced care. The highly significant correlation between waiting time and performance in choosing crossable gaps suggests that more deliberate behavior increases the probability to select crossable gaps.
However, longer waiting times do not enhance performance in the timing of street crossings (dv 2 ). The relation between waiting time and dv 2 is rather marginally inverse-proportional, that is, participants with longer waiting times tend to perform worse in timing the street-crossing actions. The different impact of waiting time on dv 1 and dv 2 can be due to the difference in the way decisions are carried out in the two corresponding subtasks: The selection of gaps to cross is a binary decision ("go or no-go?"), and can involve a higher degree of deliberateness, as a participant can withhold her decision until feeling more confident. On the other hand, the timing of street-crossing actions requires a kind of quantitative response (when?), and thus a good sense for spatio-temporal relations. It is carried out on a rather reactive level and requires quick decisions for timing precise action. It seems that increased carefulness may hinder good reactions in this subtask.
Bimodal Integration Reduces Uncertainties in Spatio-Temporal Perception
Although spatial precision in the auditory channel is (at least for normal people) much less precise than spatial perception in the visual channel, a significant effect measured by means of task performance could be shown. Assuming an optimal audio-visual integration of uncertain spatial information according to the MLE model [Alais and Burr 2004] , vision alone provides a lower precision than combined audio-visual perceptions when participants estimate spatial properties of the traffic scene, such as the position of a moving car. While the spatial uncertainty of auditory stimuli depends on the spatial resolution of auditory perception, spatial uncertainty in visual perception is less intuitive to imagine. Experiments ( [Alais and Burr 2004] ) to validate the MLE model used blurring to simulate uncertainty of visual stimuli. But in a more general view, spatial uncertainty can also arise on other (higher) levels of ambiguity in visual perception.
We believe that, in our experiment, visual uncertainty is merely produced by motion and the inability of the user to keep a direct gaze (i.e., foveal vision) simultaneously on every task-relevant region of the large screen, and audio-visual integration can particularly reduce the spatio-temporal uncertainty introduced by these factors. Our guess is that adding auditory information allows a user to update her internal mental model of the scenario more efficiently. For instance, while the car currently passing by is monitored mainly aurally, the visual focus can be oriented towards the oncoming car. The accuracy in spatialization of the aurally monitored closer car is maintained via effectively combining auditory cues with motion trajectory expectation (eased by constant velocity) and cues in peripheral vision. However, future studies, for example, monitoring gaze with an eyetracker, are required to validate these speculations. Other relevant sources of uncertainty include the spatial extent and the perspective changes of approaching cars, the subtle differences of crossable and uncrossable gaps, and the projection of a 3D scene to a 2D screen.
CAVEAT
Methodological Limitations
In general, our study has revealed the existence of bimodal advantages in virtual traffic scenarios, at least when sounds are spatialized with high-quality rendering. Unfortunately, investigating perceptual performance in a complex task scenario providing rich and naturalistic stimuli has to be traded against the detail at which perceptual factors can be analyzed. Neuro-scientific studies, for example, strictly isolate pure tasks (e.g., discrimination or detection) by strong simplifications under restrictive lab conditions, and are hence able to much better control confounding factors and independent variables. With our experiment we can not answer questions like: does bimodal task facilitation result from a parallelization advantage due to separate processing of redundant information [Raab 1962] or from bimodal co-activation [Miller 1982 ]? Or does estimation accuracy actually approach the optimum of an MLE model [Ernst and Banks 2002] ? The main requirements of such experiments are unimodal control conditions in both modalities (1st question) or to sample data for various and perfectly controlled levels of uncertainty (2nd question). We rather addressed application-relevant issues, in particular the implications for VE technology, human computer interaction, and traffic safety. Our conclusion is that bimodal (or multimodal) aspects of perception are an issue when realistic and task-supportive VEs should be designed. On the other hand, our simulator experiment indicates that bimodal perception can also be an issue of traffic safety, since pedestrians are capable of improving their perceptual performance due to audio-visual integration.
Limitations on Implications for Realistic Traffic Scenarios
Since we needed to push the perceptual system to its limits, the gap sizes in our experiment were exceptionally small compared to realistic traffic-crossing. Together with the fact that participants had to select between only two marginally different gap-sizes (of 1.1s and 1.2s intervehicle distance), where the safer one is only crossable with a probability of about 50%, the degree of difficulty in our gapcrossing task should not be compared to standard traffic situations where pedestrians typically choose to cross gaps with about 3.5s to 5s in order to cross safely. Moreover, we used only one car speed and one vehicle type to avoid further variations in the variables being observed. But we expect that bimodal integration also increases accuracy in the perception of varying velocities. Another important cue in the perception of spatial properties of sound are changes of the auditory signal due to head movements and rotations. Due to the absence of a head-tracking system, participants were instructed to keep their heads in a constant predefined position. A more realistic scenario would also require us to simulate pedestrian walking conditions in a way that perception can directly interact with motor control. As we used a simple button, which is pressed once, and the avatar then walks without any user control, we needed to place the avatar's starting point exceptionally close to the stream of cars (distance of 24cm) and to use a relatively high walking speed (7km/h) to maintain an immediate relation between perception, action, and consequences. Otherwise, behavior would be influenced by further cognitive processes, since a participant also has to make predictions as to when the avatar will arrive in the dangerous zone.
Overall, this experiment can be considered a preliminary investigation to clarify whether it is generally possible to observe bimodal effects in virtual environments, and in particular in virtual traffic scenarios. To draw further conclusions about the role of bimodal integration for traffic safety issues or virtual safety training, our study can be used as a starting point, and future studies should find experimental designs where we can observe these effects in more realistic configurations. The most important questions that should be answered with follow-up studies concern the effects of sound under conditions where the speed, type, and sound of vehicles varies, or in extended VE setups with stereoscopic displays, head-tracking to allow free head and viewpoint movements, and more realistic walking conditions (e.g., as in Schwebel et al. [2008] ).
CONCLUSION
We studied the impact of high-quality sound rendering on task performance with a task that requires a large amount of cognitive and perceptual resources in the context of a virtual traffic scenario. While in many situations visual perception provides a higher degree of certainty than hearing for spatialization tasks (the most prominent example being the ventriloquism effect), our study revealed that in a naturalistic task and context there are meaningful cases where vision does not fully capture auditory perception, and both modalities contribute significantly to improvements in spatial perception via bimodal task facilitation. This occurs because visual spatialization in information-rich environments, such as traffic scenarios, can contain significant uncertainties, which can be reduced by adding auditory spatial information. Actually, the potential accuracy of auditory spatial perception seems to be widely underestimated, when considering, for example, the work of Schiff and Oldak [1990] , who found that blind people (who are supposed to be especially trained in auditory perception) are almost as good in time-to-contact estimation tasks as sighted ones.
Previous experiments were able to confirm that multimodal estimation of spatial properties performs near the statistical optimum predicted by the MLE model (e.g., Ernst and Banks [2002] ; Alais and Burr [2004] ). However, simplistic tasks and stimuli, such as Gaussian blurs or noise signals, were required to construct suitable cases to take the required measurements. The first studies with more complex stimuli using 3D computer graphics to render complex objects in a realistic fashion were carried out very recently Nguyen et al. 2009 ]; but due to slightly different hypotheses being tested, the tasks were simplistic (i.e., object detection or localization) and their scenes did not contain moving sound sources. The gap-crossing task carried out in our experiment contributes one case with complex dynamic stimuli of high realism and an everyday task, which brings forward bimodal effects to an ecological example with direct implications for traffic safety and for the design of perceptually optimized VEs.
