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Abstract—The geodesic distance-based dual-front curve evo-
lution model is a powerful and efficient solution to the active
contours and image segmentation issues. In its basic formulation,
the dual-front model regards the meeting interfaces of two
adjacent Voronoi regions as the evolving curves in the course
of curve evolution. One of the most crucial ingredients for
the construction of Voronoi regions or Voronoi diagram is
the geodesic metrics and the corresponding geodesic distance.
In this paper, we introduce a new type of geodesic metrics
that encodes the edge-based anisotropy features, the region-
based homogeneity penalization and asymmetric enhancement.
In contrast to the original isotropic dual-front model, the use of
the asymmetric enhancement can reduce the risk of shortcuts or
leakage problems especially when the initial curves are far away
from the target boundaries. Moreover, the proposed dual-front
model can be applied for image segmentation in conjunction with
various region-based homogeneity terms, whereas the original
model only makes use of the piecewise constant case. The
numerical experiments on both synthetic and real images show
that the proposed model indeed achieves encouraging results.
Index Terms—Curve evolution, asymmetric geodesic distance,
Voronoi diagram, active contours, image segmentation, region-
based homogeneity.
I. INTRODUCTION
Active contour models have been applied to suitably address
many image segmentation issues in many computer vision and
image analysis scenarios in the past three decades. Basically,
the image segmentation carried out through an active contour
model is usually implemented using a contour deformation or
evolution scheme. In essence, this scheme can be governed
by the contour representation methods in conjunction with the
image data-based energy functionals.
Since the original work of the snakes model [1], great efforts
have contributed to investigate suitable energy functionals to
satisfy a wide variety of image segmentation situations. In
other words, the associated active contour approaches attempt
Da Chen is with Qilu University of Technology (Shandong Academy
of Sciences), Shandong Artificial Intelligence Institute, China (e-mail:
chenda@ceremade.dauphine.fr)
Jack Spencer J. Spencer is with the Translational Research Exchange @
Exeter, Living Systems Institute, University of Exeter, Exeter EX4 4QD, U.K.
(e-mail: j.a.spencer@exeter.ac.uk).
Ke Chen is with Department of Mathematical Sciences, The University of
Liverpool, UK. (e-mail: k.chen@liverpool.ac.uk)
Jean-Marie Mirebeau is with Laboratoire de mathe´matiques d’Orsay,
CNRS, Universite´ Paris-Sud, Universite´ Paris-Saclay, 91405 ORSAY,
France.(e-mail: jean-marie.mirebeau@math.u-psud.fr)
Ming-Lei Shu is with Qilu University of Technology (Shandong Academy
of Sciences), Shandong Artificial Intelligence Institute, Jinan, China. (e-mail:
shuml@sdas.org)
Laurent D. Cohen is with University Paris Dauphine, PSL Research
University, CNRS, UMR 7534, CEREMADE, 75016 Paris, France. (e-mail:
cohen@ceremade.dauphine.fr)
to find proper ways on how to utilize the image features
to define the objective boundaries. The edge-based features
such as the image gradients are widely utilized by many
active contour approaches. Interesting examples for edge-
based active contour approaches may include the geometric
models [2]–[5], the external force-based model [6]–[9] and
the minimal paths-based models [10]–[12]. By taking the
edge directions into consideration, a series of geometric active
contour models are able to benefit from edge anisotropic
enhancement [13], [14]. The use of edge features removes the
effects from intensity homogeneity, thus obtains wide attention
and applications. However, the contour evolution driven by
edge-based features may be trapped into unexpected local
minima due to the presence of spurious edges likely yielded
by noise or by the complicated intensity distributions in the
foreground and background.
The region-based active contour models often derive the
gradient flows by minimizing the respective energy functionals
dependent on region-based homogeneity terms. The Mumford-
Shah functional [15] invokes a piecewise smooth fitting func-
tion to approximate the image data. The approximation is
carried via a region-based term that characterizes the errors
between the image gray levels and the the data fitting function.
Following the Mumford-Shah piecewise smooth functional, a
series of region-based active contours models were introduced
to address various image segmentation issues. These models
either consider the suitable variants of the Mumford-Shah
functional [16]–[19] or introduce practical avenues to search
for the solutions [20]–[24]. The histograms or probability
density functions of the image features such as image colors,
gray levels and gradients as reviewed in [25], are often used
to build nonparametric energy functionals, which can avoid
to assume prior distribution of image intensities as introduced
in the literature [26], [27]. Recently, a new type of region-
based active contour models based on the pairwise similarity-
based energy functionals were introduced in [28], [29], which
have obtained encouraging results. The active contour models
mentioned above are obviously not exhaustive, interesting and
effective approaches may include [30]–[33].
A. Contour Representation
The representation for the evolving contours is a fundamen-
tal and challenging problem in active contour models. The
parametrized contour method is used in many approaches [1],
[6], [8], [34], [35]. For example, a contour in 2D case can
be parameterized as a curve involving the coordinates of each
point in the contour. The contour evolution is able to benefit
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from the low computation complexity of this parametrization
method, but still suffers from the self-crossing problem. In or-
der to avoid this issue, external procedures should be adopted
in the course of contour evolution [36].
The level set scheme [37] has been broadly exploited as
an effective solution to active contour evolution [3]–[5] due
to its solid mathematical background and the rich numerical
implementation methods [38]–[41]. By this scheme, the con-
tour evolution can be regarded as a way of updating a Lipchitz
function φ : Ω→ R with Ω ⊂ Rd an open and bounded image
domain of dimension d = 2 or 3. In the basic formulation of
the level set scheme, a closed rectifiable contour Γ can be
implicitly represented as the zero-level set line of φ such that
Γ = {x ∈ Ω; φ(x) = 0}.
In this case, a point x ∈ Ω is inside the contour Γ if φ(x) < 0
and outside Γ otherwise. Note that in practice, φ(x) is often set
as the Euclidean distance between a point x and the contour
Γ. The variational level set method [17], [38] made use of the
Heaviside function H : R → {0, 1} in conjunction with φ to
assign a label to each point x, where H(φ(x)) = 1 implies
that x is inside the contour Γ. In this case, H(φ) acts as
the characteristic function of the region inside the contour Γ.
However, firstly, either the original level set scheme [37] or its
variant scheme [38] may cost high computation complexity for
updating the level set function φ, which potentially prevents
its practical applications in image segmentation. Secondly,
the minimization of a functional with respect to the level
set function φ corresponds to a local minimum, potentially
increasing the risk of finding unexpected image segmentation.
Approaches on the convex relaxation minimization frame-
work [42]–[44] were introduced to address the above issues
suffered in the level set scheme in some extent. They are
supported to find the global minimum of an active contour
energy involving a region-based term. Instead of using char-
acteristic functions to describe disjoint segmentation regions,
the convex relaxation framework minimized the active contour
energy functional with respect to a function ϕ : Ω→ [0, 1] and
the image segmentation can be implemented by thresholding
ϕ. The convex relaxation framework has been proven much
faster than the level set scheme and also been successfully
applied in many segmentation tasks, due to its efficient and
reliable numerical implementation ways, see e.g. [22], [45].
In multiphase segmentation applications, most of the level
set-based and convex relaxation-based models require multiple
functions φ or ϕ to represent all of the region candidates.
This means that during the optimization process, one has to
deal with the update for all the functions simultaneously. The
Voronoi implicit interface method [41], [46] is a variant of
the original level set method [37]. It invokes an non-negative
Euclidean distance map as the level set function φ, and the
evolving contours still correspond to the zero-level set of φ.
In practical implementation, each evolving contour segment
can be reconstructed from its two neighbouring offset lines,
done by searching for the interface of the two Voronoi regions
associated to those offset lines. For multiphase segmentation,
only a single level set function is required for the case of
arbitrary number of regions. However, the numerical scheme
still favours a small time step for updating the function φ,
likely increasing the computation cost.
The dual-front model was introduced by Li and Yezzi [47] to
overcome the drawbacks of the level set scheme, for which the
geodesic distance maps are exploited to establish the Voronoi
diagram. It differs to [41], [46] mainly at the update scheme for
the non-negative level set functions. More precisely, the dual-
front scheme investigates weighted geodesic distance maps
to construct Voronoi regions and their interfaces, where the
region-based homogeneity penalty is encoded in the Rie-
mannian metrics considered. However, this original dual-front
model cannot take advantage of the associated directional
information due to the direction-independent constraint of the
metrics used, which may lead the evolving contours to get
stuck in unexpected local minima.
B. Contributions and Paper Outline
In this paper, we propose a new dual-front contour evolution
model for image segmentation, which encodes the integration
of the asymmetric enhancement, the image boundary infor-
mation like the gradients, and the region-based homogeneity
criteria. The main contributions are threefold1:
• Firstly, we generalize the isotropic dual-front model [49]
to an anisotropic and asymmetric case. Instead of using
isotropic Riemannian metrics, the proposed model en-
capsulates a Finsler geodesic metric with an asymmetric
quadratic form, such that the directional features can be
taken into consideration to enhance the image segmenta-
tion results.
• Next, we propose a new type of asymmetric quadratic
metrics based on the evolving contours and the image
features. The asymmetry property of the metrics used is
governed by a vector field derived from the Euclidean
distance to the evolving contours and the gradient of the
active contour functional. Moreover, the edge anisotropy
is also incorporated into the geodesic distance computa-
tion to prevent front leakage issue.
• Finally, the proposed asymmetric quadratic metric con-
struction method allows to make use of a great amount of
region-based homogeneity terms for image segmentation,
whereas the authors in [49] only investigated a piecewise
constant-restricted region-based similarity term.
The structure of this manuscript is organized as follows. In
Section. II we introduce the background on the computation
of the geodesic distance map associated to a Finsler metric
and the construction of the Voronoi diagram. Following that,
the principle for the dual-front scheme is given. Section III
presents the main contribution of this paper: the construction
of an asymmetric quadratic metric using the gradient of a
region-based homogeneity term as well as the image gradi-
ents. Moreover, we analyze the geometry prosperities on the
proposed metrics. In Section IV, we present the experimental
results on both synthetic and real images and the conclusion
is presented in Section V.
1Note that this manuscript is an extended version of the short conference
paper presented in [48], upon which more contributions were added.
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Algorithm 1 DUAL-FRONT SCHEME
Input: A contour Γ over the image domain Ω.
Output: Output contour Γ∗.
Initialization: Partition Ω into disjoint regions Ri by Γ.
1: while Stopping criteria are not satisfied do
2: Construct the neighbourhood U(Γ).
3: Compute geodesic metrics Fi with respect to each Ri.
4: Partition ∂U(Γ) into segments Ci = Ri ∩ ∂U(Γ).
5: Build the Voronoi regions Vor(Ci) through Eq. (6).
6: Reconstruct Γ as the collection of the interface be-
tween each pair of adjacent regions Vor(Ci) and Vor(Cj).
7: end while
8: Set Γ∗ ← Γ.
II. VORONOI DIAGRAM FOR DUAL-FRONT CONTOUR
EVOLUTION SCHEME
In this section, we present the background on the construc-
tion of the Voronoi diagram in terms of geodesic distance and
the principle for the dual-front contour evolution scheme.
A. Preliminaries on Voronoi Diagram
The Voronoi diagram is a useful geometry technique for the
task of partitioning a domain into a series of Voronoi regions.
The construction of the Voronoi regions often relies on the
concept of geodesic distance map associated to a series of
finite sets of source points, as introduced in [50]–[52] for
the Riemannian case. Let Sk ⊂ Ω stand for the k-th set of
source points with k = 1, 2, · · · , n. In a geodesic distance
map Dk : Ω→ R+0 , the value Dk(x) at each point x ∈ Ω\Sk
represents the minimal weighted curve length between x and
Sk, measured using a geodesic metric F : Ω × Rd → R+.
In essence, for any point x ∈ Ω and any vector u ∈ Rd, the
metric F can be characterized by an asymmetric norm Fx on
Rd such that F(x,u) = Fx(u). In the following, we briefly
introduce the computation for the geodesic distance map and
the construction for the Voronoi regions.
Let Lip([0, 1],Ω) be the set of all the Lipschitz curves
defined over the normalized range [0, 1]. The weighted curve
length of a curve γ ∈ Lip([0, 1],Ω) associated to a metric F
can be expressed by
L(γ) =
∫ 1
0
F(γ(u), γ′(u))du. (1)
The minimal curve length ζF (x, y) from x to y with respect
to the length (1) has a form of
ζF (x, y) = inf
γ∈Lip([0,1],Ω)
L(γ), s.t.
{
γ(0) = x,
γ(1) = y,
(2)
with convention that ζF (x, x) = 0.
The geodesic distance map Dk associated to the set Sk thus
can be formulated as follows
Dk(x) = min
y∈Sk
ζF (y, x). (3)
As introduced in [53]–[55], the geodesic distance map Dk
is a viscosity solution to the Eikonal equation or the static
Hamilton-Jacobi-Bellman equation:{
H(x,∇Dk(x)) = 12 , ∀x ∈ Ω\Sk,
Dk(x) = 0, ∀x ∈ Sk
(4)
where ∇Dk is the standard Euclidean gradient of Dk, and the
function H : Ω× Rd → [0,∞] is a Hamiltonian
H(x,u) = sup
v∈Rd
{
〈u,v〉 − 1
2
F2(x,v)
}
. (5)
Note that equivalent form of the Eikonal equation (4) can be
found in [12].
With these definitions in hands, we now are able to identify
all the Voronoi regions based on the geodesic distance maps.
In principle, each set Sk leads to a geodesic distance map Dk
and a Voronoi region Vor(Sk) defined as
Vor(Sk) = {x ∈ Ω;Dk(x) < Di, ∀i 6= k}. (6)
In this case, a point x ∈ Vor(Sk) implies that x is closer to
Sk than to any other sets Si, ∀i 6= k in the sense of geodesic
distance. The index k assigned to point x ∈ Vor(Sk) is the
Voronoi index for x.
Moreover, we say that two Voronoi regions Vor(Si) and
Vor(Sj) are adjacent if the set of points equidistant to Si and
Sj is not empty, i.e.,
Γi,j = {x ∈ Ω; Di(x) = Dj(x)} 6= ∅. (7)
Note that Γi,j is referred to as the Voronoi interface between
Vi and Vj in the remaining of this paper.
We use the Hamiltonian fast marching method2 introduced
by Mireneau [55] based on Voronoi’s first reduction technique
as the numerical solver for the Eikonal equation (4). This is
a generalization of the original fast marching method [56],
which handles a variety of anisotropic and asymmetric Finsler
metrics, in addition to classical isotropic Riemannian metrics.
The Hamiltonian fast marching is an efficient numerical solver
with a computational time complexity O(d2N logN), where
N is the total number of the grid points in the discretized
domain Zd. The computation of Voronoi regions is carried
out by assigning to each grid point x a label equivalent to the
index of its closest source point set. This procedure can be
done during the fast marching fronts propagation [57], [58].
B. Dual-front Scheme for Image Segmentation
The dual-front model [49] applied the Voronoi diagram to
address the active contour problems iteratively. The input for
the dual-front model can be a contour Γ, which involves a set
of curves for the dimension d = 2 or a set of surfaces for
d = 3. We further suppose that the contour Γ partitions the
image domain Ω into m open and bounded regions Ri for 1 ≤
i ≤ m. Basically, in each iteration, this dual-front model can
be loosely divided into two steps: tubular structures process
and Voronoi regions construction, as depicted in Algorithm 1.
2The codes for the Hamiltonian Fast Marching method can be downloaded
from https://github.com/Mirebeau/HamiltonFastMarching.
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Fig. 1. An illustration for the dual-front scheme. a The given contour Γ (blue curve) which split the image domain into R1 and R2. b The tubular
neighbourhood U(Γ) (gray region) and the corresponding boundaries C1 and C2. c The Voronoi regions with respect to C1 and C2. d The reconstructed
contour Γ∗ (green curve)
Tubular Structure Process. The main objective for the tubular
structure process step in the dual-front model is to build a
neighbourhood U(Γ) surrounding a contour Γ
U`(Γ) =
{
x ∈ Ω; min
y∈Γ
‖x− y‖ < `
}
, (8)
where ` ∈ R+0 defines the width of the neighbourhood. The
neighbourhood U(Γ) is thus an open region surrounding a
contour Γ. As an example in the 2D case, the neighbourhood
U(Γ) is a region of a tubular shape centered at Γ. In this step,
we make use of the classical fast marching algorithm [56] to
generate the neighbourhood U(Γ).
Construction of Voronoi Regions. Once the construction of
the neighbourhood U(Γ) is done, its boundary ∂U(Γ) can be
divided into a series of contour segments Ci for 1 ≤ i ≤ m
such that
Ci = Ri ∩ ∂U(Γ). (9)
For each segment Ci, we can obtain a geodesic distance map
Di defined over the domain U(Γ) by solving the Eikonal
equation such that Di(x) = 0, ∀x ∈ Ci and ∀x ∈ U(Γ)
2Hi(x,∇Di(x)) = 1, (10)
where Hi is the Hamiltonian of an adequate geodesic metric
Fi, see Eq. (5). Once the computation of the maps Di are
done, a series of Voronoi regions Vor(Ci) associated to each
segment Ci can be identified for 1 ≤ i ≤ m through Eq. (6).
In numerical implementation, it is possible to exploit the
partial fronts propagation scheme [48], [59] to estimate only
a single geodesic distance map. This can be done by starting
the fast marching fronts propagation simultaneously from all
the segments Ci for 1 ≤ i ≤ m.
Eventually, the reconstruction of a new contour Γ∗ is carried
out by detecting the boundaries of all the Voronoi regions
Vor(Ci). Specifically, it involves a set of contour segments
Γ∗i,j , and each segment is the interface between two adjacent
Voronoi regions Vor(Ci) and Vor(Cj). The contour evolution
is thus carried out by iterating the two steps mentioned above
till the stopping criteria are reached. Nevertheless, the update
of the evolutional contours is regarded as a way of building
Voronoi regions in terms of geodesic distance maps.
In essence, a crucial point for the dual-front model is the
geodesic metrics Fi used to estimate the geodesic distance
Fig. 2. Unit balls B for the metrics F with respect to different tensor fieldsM
and vector fields ω, see text. The black lines are the boundaries of B, the red
dots are the origin and the red arrows indicate the orientation p = (1,−1)T
map Di. In [49], Li and Yezzi took into account an isotropic
Riemannian metric formulated via a scalar-valued potential
function Pi : Ω → R+ such that Fi(x,u) = Pi(x)‖u‖. The
potential Pi integrated the image gradients and the region-
based similarity measure like the mean and variance of the
image intensities in each Voronoi region indexed by i. One of
the main drawbacks for using such potentials Pi in the dual-
front model is the independence to evolutional directions. We
overcome this drawback by using a new type of asymmetric
quadratic metrics. In the following, we will show that by
the proposed geodesic metrics, a wide variety of region-
based homogeneity criteria can be utilized to govern the dual-
front propagation in order to satisfy more complicated image
segmentation scenarios.
III. DUAL-FRONT MODEL WITH ANISOTROPIC AND
ASYMMETRIC ENHANCEMENT
In this section, we present our core contribution on the con-
struction of the anisotropic and asymmetric geodesic metrics
depending on the image data such as the region-based homo-
geneity criteria and the image gradients. We first introduce
the general form of the metrics considered and then present
the principle for how to incorporate the image data into these
geodesic metrics for image segmentation.
A. General Form of an Asymmetric Quadratic Metric
Let S+d be a set of symmetric positive definite matrices
of size d × d. In this section, we introduce a new type of
asymmetric geodesic metrics
F : (x,u) ∈ Ω× Rd 7→ F(x,u) ∈ R+,
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Fig. 3. Geodesic distance maps (left column) and the associated Voronoi
regions (right column) with respect to different geodesic metrics. The red
dots and white squares are the source points. The white contours represent
the 150-level set lines of the geodesic distance maps. Rows 1 to 3: Each
geodesic distance map as well as the Voronoi regions are computed using a
uniform metric corresponding to Figs. 2a to 2c
which is comprised of a tensor field M : Ω → S+d and a
vector field ω : Ω → Rd. The metric F considered in this
paper can be formulated as follows
F(x,u)2 = 〈u,M(x)u〉+ |〈u, ω(x)〉−|2, (11)
where 〈·, ·〉 stands for the Euclidean scalar product on Rd. The
second term in Eq. (11) is a scalar product such that
〈u,v〉− = max{−〈u,v〉, 0}, ∀u, v ∈ Rd. (12)
Note that the norm (12) is also used in [60] for the computation
of Sub-Riemannian minimal paths.
The metric F formulated in Eq. (11) is said to be asym-
metric with respect to its second argument by the fact that
∃x ∈ Ω and ∃u ∈ Rd such that F(x,u) 6= F(x,−u), due to
the existence of the asymmetric norm (12). The asymmetry
property of an asymmetric quadratic metric F is from its
second term associated to the vector field ω. Notice that when
the vector field ω ≡ 0, the metric F gets to a symmetric
Riemannian metric, i.e. F(x,u)2 = 〈u,M(x)u〉.
It is a popular way to utilize the tool of control sets for the
visualization of a geodesic metric F . The control set B(x) for
any point x is defined as the unit ball of the metric F(x, ·)
B(x) = {u ∈ Rd;F(x,u) ≤ 1}. (13)
The unit ball B(x) is governed by both of the matrix M(x)
and the vector ω(x). In Fig. 2, we illustrate the unit balls B
with respect to different matrices M(x) and vectors ω(x). In
Fig. 2a, we set M(x) = Id with Id being an identity, and
ω(x) = 0. One can see that the unit ball is a disk, since F
gets to be isotropic in this case. Assuming p = (1,−1)T and
keeping M(x) = Id, the vector ω(x) = 10p leads to a unit
ball close to a half disk, as depicted in Fig. 2b. The metric
F(x,u) gives a high value if u is approximately opposite to
p. In Fig. 2c, we still use ω(x) = 10p but set the matrix
M(x) as M(x) = 10ppT + p⊥pT⊥, where p⊥ is the vector
orthogonal to p. In this figure, we can see that the metric
F(x,u) has a small value in case the vector u is close to the
directions ±p.
Data-driven Asymmetric Quadratic Metric. In order to take
into account the image data for the dual-front scheme, we
encode the region-based homogeneity criteria and the image
gradients into the metrics of the form (11). We denote by
F : Ω × Rd → R+ such an image data-driven asymmetric
quadratic metric, which can be expressed as
F(x,u)2 = ψ(x)2
(〈u,M(x)u〉+ |〈u, ω(x)〉−|2), (14)
where ψ : Ω→ R+ is a function defined by the region-based
homogeneity criteria.
B. Image Gradients as Anisotropic Edge Features
The construction of the tensor field M relies on the image
gradients, which carries out the edge anisotropy information.
With respect to a vector-valued image I = (I1, I2, I3) : Ω →
R3 in the RGB color space, we apply the method introduced
in [61] to estimate the image gradients for a Gaussian-
smoothed image. Let Gσ be a Gaussian kernel with a standard
deviation σ. We denote by ∇Gσ = (∂1Gσ, · · · , ∂dGσ)T
the gradient of the kernel Gσ , where ∂iGσ is the first-order
derivative along the axis xi. At each point x, we first compute
a Jacobian matrix W(x) of size d× 3 with a form
W(x) = (∇Gσ ∗ I1, ∇Gσ ∗ I2, ∇Gσ ∗ I3) , (15)
where and ‘∗’ is a convolution operator. As introduced in [61],
[62], a vector-valued (color) image can be modeled as a
higher dimensional manifold and the image edge information
is involved in the following tensor field
E(x) =W(x)W(x)T + Id, (16)
with Id being the identity of size d× d. The matrix E(x) at a
point x near an edge can be represented by its eigenvalues and
the corresponding eigenvectors. The eigenvectors of M(x),
which are referred to as ϑk(x) ∈ Rd for k = 1, · · · , d, can be
used characterize the edge anisotropic features. For a point x
around an edge, we assume that ϑ1(x) is the eigenvector cor-
responding to the largest eigenvalue. It indicates the direction
which is perpendicular to the edge tangent at x.
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With these definitions in hands, we can compute the edge
appearance feature which is defined as a scalar-valued function
τ : Ω→ R+0 such that
τ2 =
3∑
i=1
((∂1Gσ ∗ Ii)2 + (∂2Gσ ∗ Ii)2). (17)
The matrix M(x) ∈ Sd can be constructed for any point
x ∈ Ω through its eigenvalues and eigenvectors for 1 ≤ k ≤ d
as follows:
M(x) =
d∑
k=1
λk(x)ϑk(x)ϑk(x)
T , (18)
where ϑk(x)T is the transpose of ϑk(x). Without loss of
generality, we assume that λ1(·) ≥ · · · ≥ λd(·). The eigen-
values λk(x) (for k = 1, · · · , d) of the matrix M(x) can be
formulated as
λ1(x) = exp
(
(β + β˜) τ(x)
)
, (19)
and for k ≥ 2
λk(x) = exp
(
β˜ τ(x)
)
, (20)
where β and β˜ are two positive constants. Specifically, the
parameter β dominates the anisotropy ratio of M, while the
parameter β˜ controls the relative importance on the edge
appearance features.
Note that for a gray level image I : Ω → R, the matrix
W(x) in Eq. (15) gets to be W(x) = (∇Gσ ∗ I)(x). The
corresponding tensor E(x) for a matrix W(x) of a gray level
image I can be still defined using Eq. (16). Moreover, for
numerical consideration, we normalize the function τ such
that for any point τ(x) ∈ [0, 1].
C. Incorporation of the Region-based Homogeneity Criteria
In this section, we introduce the method for the construc-
tion of of the data-driven asymmetric metric formulated in
Eq. (14), relying on the image features defined by a regional
homogeneity criterion. As before, we denote by Γ a contour
which partitions Ω into m open and bounded regions Ri with
Γ = ∪mi ∂Ri. For each region Ri, a metric Fi is required for
the construction of Voronoi regions. We reformulate the metric
Fi as follows:
Fi(x,u)
2 = ψi(x)
2
(〈u,M(x)u〉+ |〈u, ωi(x)〉−|2). (21)
1) Gradient descent flow for contour evolution: Let γi be
an explicit parameterization of a boundary ∂Ri and let t be
an artificial time parameter. By getting rid of the regulariza-
tion term, the gradient descent flow that controls a contour
evolution scheme can be expressed for any index i as follows:
∂
∂t
γi(u) =
∑
j∈Q(γi(u))
ηj(γi(u))Nj(γi(u)), (22)
where Q(x) = {k;x ∈ ∂Rk} is a set of indices of the
boundaries ∂Ri passing through point x and Ni(x) is the
unit normal of ∂Ri at x which points inward the region Ri.
The number of elements in Q(x) is 2 in case x is a regular
boundary point and 3 for a junction point x, see [16], [46].
The function ηi defined over the boundary ∂Ri is the first-
order derivative of suitable region-based energy functionals
with respect to a (parametric) closed contour. Typical examples
for these energy functionals involve the region competition-
like models such as [16], [17], [26] and the region-coupled
functionals such as [27], [63], where a region-coupled dis-
similarity term often measures the discrepancy between two
adjacent regions from a statistical view of point.
In the level set-based implementation [3], [21], [46], the
functions ηi should be extended to a new η˜i defined over the
whole image domain Ω such that η˜i(x) = ηi(x), ∀x ∈ ∂Ri.
This extension process is also required by the dual-front
scheme as introduced in Section II-B. The geodesic distance
fronts are expanded from each given region Ri for 1 ≤ i ≤ m
and using the relevance between two adjacent regions is a
possible way to enhance the construction of the Voronoi
regions. Thus, we adopt the method proposed in [46] to build
a new speed function ξi based on η˜i and η˜j with Rj being
adjacent to Ri.
For convenience, we define a set A involving all the pairs
of unordered indices (i, j) for which the region Ri is adjacent
to Rj , i.e.
A = {(i, j); j > i, ∂Rj ∩ ∂Ri 6= ∅}. (23)
Specifically, the neighbourhood U(Γ) is first divided into a
series of Voronoi regions Vor(Γi,j), ∀(i, j) ∈ A in the sense
of Euclidean distance, where Γi,j = ∂Ri ∩∂Rj is a boundary
segment. For any index j subject to (i, j) ∈ A, the speed
function ξi can be constructed as follows:
ξi(x) = η˜i(x)− η˜j(x), ∀x ∈ Vor(Γi,j). (24)
We refer to [46] for more detail on the computation of ξi.
Once the computation process of all the speed functions ξi
for 1 ≤ i ≤ m is done, we can estimate the components ψi
and ωi to build the data-driven asymmetric metrics Fi.
2) Computation of Data-driven Metrics: By means of the
new speed function ξi, the evolution of the contour γi defined
in Eq. 24, the parameterization of ∂Ri, can be described as
∂
∂t
γi(u) = ξi(γi(u))Ni(γi(u)). (25)
One can see that if fixing the speed function ξi, the evolving
contour tends to stabilize when it passes through the zero-
crossing region of ξi. In the course of the contour evolution,
the motion of a small contour segment on its normal direction
relies on the sign of ξi, such that negative values of ξi at a
small neighbourhood of γi(u) yield an expansion motion at
these locations, and vice versa.
In order to construct the data-driven asymmetric quadratic
metrics, we first consider a new vector field ni : U(Γ)→ Rd
such that ni(x) = Ni(x), ∀x ∈ ∂Ri and{
ni(x) = −Sign(ξi(x))Ni(x), ∀x ∈ Ri ∩ U(Γ),
ni(x) = Sign(ξi(x))Ni(x), otherwise,
(26)
where Sign(a) is the sign of a scalar value a ∈ R and Ni :
U(Γ)\Γ→ Rd is a vector field that is defined as follows:
Ni(x) =
x− y
‖x− y‖ , where y = arg minz∈∂Ri
‖x− z‖. (27)
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In this case, a vector Ni(x) points to its closest point at ∂Ri
from x in the sense of Euclidean distance. We notice that
the vector ni(x) actually approximately indicates the expected
motion direction of the contour ∂Ri, which plays a crucial role
for the construction of the metric Fi.
For dual-front scheme, the evolution of the active contours
is regarded as a way of computing the interface of adjacent
Voronoi regions in the sense of geodesic distance. The inward
and outward motion of the active contours can be carried
out by constructing suitable asymmetric quadratic metrics Fi.
Specifically, for a direction u that is close3 to ni(x), the values
of Fi are expected to satisfy
Fi(x,u) ≤ Fi(x,−u), (28)
and for any index j such that Rj is adjacent to Ri, one has{
Fi(x,u) ≤ Fj(x,u), ∀x ∈ Vor(Γi,j) : ξi(x) ≤ 0,
Fi(x,u) ≥ Fj(x,u), ∀x ∈ Vor(Γi,j) : ξi(x) > 0.
(29)
Based on the criteria formulated in Eqs. (28) and (29), we can
respectively perform the construction for the function ψi and
the vector field ω as follows:
ψi(x) = exp(α ξi(x)), (30)
and
ωi(x) = exp(µ|ξi(x)|)ni(x), (31)
where α ∈ R+ and µ ∈ R+ are scalar-valued parameters.
By the construction in Eq. (31), we can see that for a
direction u close to ni(x), the second term |〈u, ωi(x)〉−|2
in Eq. (21) will vanish, which agrees with the inequality (28).
Moreover, for any point x ∈ Vor(Γi,j) we observe a fact that
ξi(x) = −ξj(x) and ni(x) = nj(x), (32)
which leads to satisfaction for the expected property formu-
lated in Eq. (29).
Note that the vector field ni is able to dominate the front
propagation speed at each point within the tubular neighbour-
hood. As a consequence, the use of asymmetric quadratic
metrics as defined in Eq. (14), allows us to perform the
fronts propagation independently to the weighted function ψ,
Therefore, the contour evolution scheme could in principle
be implemented using one single geodesic metric F = Fi
for i = 1, · · · ,m by setting ψ ≡ 0, in contrast with
the classical isotropic dual-front scheme [49]. This potential
simplification was one of our initial motivations for the study
of active contours based on the asymmetric geodesic distances.
However, in the end, we found that the best efficiency was
achieved by combining the advantages of both (i) asymmetric
geodesic metrics, and (ii) distinct weighted functions for the
propagation of the respective fronts.
D. Joint Fast Marching Implementation Scheme
It is an intuitive way to estimate m geodesic distance maps
Di, each of which can be computed using a geodesic metric
Fi within the corresponding tubular neighbourhood U(∂Ri).
3A vector u1 ∈ Rd is close to u2 ∈ Rd if 〈u1,u2〉 is close to ‖u1‖‖u2‖.
Algorithm 2 JOINT FRONT PROPAGATION SCHEME
Input: All boundary segments ∂Ri and the corresponding
geodesic metrics Fi, where Γ = ∪i∂Ri.
Output: Distance map D and Voronoi index map V.
1: Set V(x) = i, ∀x ∈ ∂Ri.
2: Set D(x) = 0, ∀x ∈ U(Γ).
3: Tag each point x ∈ U(Γ) as Trial.
4: while At least one point is tagged as Trial do
5: Find xmin which minimizes D among all Trial points.
6: Set L(xmin) =Accepted and update V(xmin).
7: for each Trial neighbour point y of xmin do
8: Set k ← V(xmin)
9: Estimate D(y) by solving Eq. (10) w.r.t. Fk.
10: end for
11: end while
In this way, for each point x ∈ U(∂Ri) the corresponding
geodesic distance values might be computed twice or more
times. This redundant computation is not necessary for some
points, for example the points close to ∂Ri. In this paper, we
adopt a joint fast marching scheme to estimate the geodesic
distance [49], [59]. This joint front propagation scheme ex-
pands the geodesic distance fronts simultaneously from all the
boundaries ∂Ri and the Voronoi regions can be simultaneously
constructed, as depicted in Algorithm 2. The update scheme
for the voronoi index map V is similar to [64].
IV. EXPERIMENTAL RESULTS
In this section, we illustrate the experimental results of
the dual-front scheme driven by the proposed asymmetric
geodesic metrics. The experiments involve not only the study
of the properties of the proposed model itself, but also the
qualitative and quantitative comparisons with the classical
dual-front scheme [49].
A. Examples for Region-based Homogeneity Criteria
We exploit the region-based functionals derived from the
piecewise constant-based model [17] and the Bhattacharyya
coefficient model [27] to compute the function ξi for the
evaluation of the proposed asymmetric dual-front scheme,
which can be respectively found in Appendices A and B.
The piecewise constant-based criterion supports that the
image gray levels (resp. colors) in each region Ri can be
well approximated by a (resp. vector-valued) scalar-valued
constant. Such a prior is practical and efficient in many image
segmentation scenarios. Moreover, the average Bhattacharyya
coefficient [27] is computed by estimating the difference
between all possible pairs of histograms or probability density
functions. In the following experiments, we implement a
simplified variant of the average Bhattacharyya coefficient
such that only the Bhattacharyya coefficients of histograms
corresponding to adjacent regions are taken into account to
build the energy functional. Finally, we normalize the function
ξi to the range [−1, 1] such that
ξˆi(x) =
ξi(x)
sup |ξi| . (33)
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Fig. 4. Illustration for the dual-front scheme on a real image. a The red line indicates the given contour Γ and the shadow region stands for its tubular
neighbourhood U(Γ). b Close-up view of the vector field n1 (or n2). The white region indicates the tubular neighbourhood. c The geodesic distance associated
to the two boundaries (indicated by white lines) of the neighbourhood U(Γ). d The corresponding Voronoi regions indicated by different colors
Fig. 5. Convergence rate for different values of parameters. (a) Original image. The blue solid line is the ground truth contour and the red dash line indicates
the initial contour. (b) and (c) Convergence rate corresponding to different values of ` and µ, respectively
Fig. 6. Columns 1 to 3: image segmentation with respect to the values of the
parameter α = 0.0, 0.2, 0.5, respectively. The image segmentation contours
are indicated by red solid lines
In the following, we make use of the function ξˆi to construct
the asymmetric quadratic metrics.
B. Influence of Different Values of the Parameters
In this subsection, we discuss the influences from the
parameters in the proposed asymmetric dual-front model.
The parameter ` controls the thickness of the tubular neigh-
bourhood. It is known that in each iteration of the contour
evolution, the tubular neighbourhood serves as the contour
searching space. In Fig. 5b, we respectively examine the
convergence rate associated to ` = 8, 12, 16, 18 and 30 on
an image from the GrabCut dataset [65]. The initial contour
overlapped on the original image can be found from Fig 5a.
The convergence rate is characterized by the Jaccard index
J (S,G) ∈ [0, 1] which is defined through the discrepancy
between the segmentation region S and the ground truth G
J (S,G) = |S ∩G||S ∪G| , (34)
where |S| stands for the area of the region S.
We can see form Fig. 5b that the segmentation process may
require less number of iterations under a higher value of `.
However, a tubular neighbourhood with high thickness might
potentially increase the risk of detecting unexpected bound-
aries. Nevertheless, one should suitably set up the parameter
` in order to find accurate segmentation.
For the construction of the tensor field M, unless oth-
erwise specified, we fix β = 1 and β˜ = 4 for all the
following tests. The parameters µ and α controls the relative
importance of the region-based homogeneity criterion, where
µ in Eq. (31) dominates the asymmetric penalization of the
geodesic metrics Fi for i = 1, · · · ,m. A high value of µ
will leads to strongly asymmetric metrics Fi, which is able
to speed up the convergence rate of the contour evolution,
as depicted in Fig. 5c. However, for numerical computation
by fast marching method [55], a strongly asymmetric metric
at some grid point may require a large (local) stencil to
update the geodesic distance value, which may introduce more
computation cost. We use different values of µ and α to show
how the convergence rate of the contour evolution driven by
the proposed metrics are affected by the asymmetric penalty
and the weighted functions. In Fig. 5c, we plot the values
of J for the proposed asymmetric dual-front method by
setting µ = 2, · · · , 7, respectively. One can point out that
a large value of µ which implies strong asymmetry leads
to a fast convergence rate, i.e. a fast descent rate of the
Jaccard index J with respect to iterations. In Fig. 6, the
image segmentation results associated to different values of
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Fig. 7. Qualitative comparison with the isotropic dual-front model and the geodesic distance thresholding model. Column 1: initial contours ground truth
contours are indicated by red dash lines and blue solid lines. The blue dots show are the center points of the corresponding initial contours. Columns 2 to
4: image segmentation results derived from the isotropic dual-front model, the geodesic distance thresholding model and the proposed model
α are depicted, where final contours indicated by red lines
corresponding to α = 0, 0.2, 0.5 are respectively illustrated
in Figs. 6a to 6c. In this figure, the segmentation results are
weakly dependent to the weighted function ψi, due to the
asymmetry of the metric Fi.
In the following qualitative and quantitative experiments,
the values of the parameters µ, α and ` are precisely set to be
same for both the isotropic and asymmetric dual-front models.
C. Comparative Image Segmentation Results
We compare the proposed asymmetric dual-front contour
evolution scheme to the isotropic case [49] and the geodesic
distance thresholding model [66]. The isotropic dual-front
model is simply implemented by using isotropic metrics
Pi(x) =
√
λ2(x)ψi(x), i = 1, · · · ,m, (35)
where λ2 is defined in Eq. (20). The metric Pi is a special
case of Fi by setting ωi ≡ 0 and β = 0.
The geodesic distance thresholding model [66] aims to
search for image segmentations from a geodesic distance map,
denoted by D, using the tool of level set lines. In its original
setting, the geodesic distance map is estimated using an
isotropic metric and the segmentation contours are recovered
by the T -level set line. Let ST = {x ∈ Ω;D(x) ≤ T} denote
the region inside the T -level set line. In our experiments, we
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choose the value of T as follows:
T = arg max
T∈[T1,T2]
J (ST , G), (36)
where T1 and T2 are two positive constants defined being such
that |ST1 | = 0.9|G| and |ST2 | = |G| + 10. We extend the
isotropic distance thresholding model [66] to the asymmetric
case by invoking an asymmetric quadratic metric as follows
F(x,u)2 = 〈u,M˜u〉+ 〈u, g(x)p(x)〉2+, (37)
where the vector field p : Ω → Rd is computed by p(x) = 0
if τ(x) = 0, and otherwise p(x) = (∇Gσ ∗ τ)(x)/τ(x). The
tensor field M˜ reads
M˜(x) =
d∑
k=1
λ˜k(x)ϑk(x)ϑk(x)
T , λ˜k(x) = λk(x)−, (38)
where  ∈ [0, 1) is a constant. For the construction of M˜, we
use a variant τ˜ of the image gradient magnitude to compute
λk (or λ˜k), where τ˜ can be defined using a thresholding value
Tedge
τ˜(x) =
{
τ(x), if τ(x) ≥ Tedge,
0, otherwise.
(39)
The weighted function g is also derived from the magnitude
τ as g = exp(µ˜ τ) − , where µ˜ is a positive constant. For
the construction of M used in Eq. (37), the values of β
and β˜ are different to those used for the proposed metrics
Fi. Numerically, we fix the parameters  = 0.99, µ˜ = 8,
β = 2, Tedge ∈ {0.15, 0.2} and β˜ = 8 for the metric F in the
following experiments.
In Fig. 7, we illustrate the qualitative comparison results
with the isotropic dual-front model [49] and the geodesic
distance thresholding model on images from the Weizmann
dataset and the Grabcut dataset. The red dots which are the
centers of the initial contours are taken as the source points of
the front propagation used in the distance thresholding model.
In column 1, the initial contours and the ground truth contours
are respectively depicted by red dash lines and blue solid
lines. The segmentation results derived from the isotropic dual-
front model, the geodesic distance thresholding model and the
proposed one are depicted in columns 2 to 4, respectively. In
the first 4 rows of column 2, one can see that the segmentation
contours from the isotropic model pass through the interior
regions of the targets. Without the asymmetric penalization in
the geodesic metrics, the meeting interface of two geodesic
distance fronts tend to stop at unexpected local minima,
especially when the values of α are small. The segmentation
results derived from the proposed asymmetric dual-front are
depicted in column 4. In contrast to the isotropic case, using
asymmetry enhancement indeed yields contours which are
capable of accurately describing the target boundaries. The
image segmentation results in column 3 are obtained from the
geodesic distance thresholding model, where we can observe
serious leakage problems in rows 1 to 4. All of the three
models obtain expected results for the test shown in row 5
due to the homogeneity of the gray levels inside the target
region. In row 1, we exploit the Bhattacharyya coefficient-
based homogeneity criterion to build the metrics for both
Fig. 8. Qualitative Comparison results on synthetic images with different
levels of noise. Column 1: initial contours and ground truth contours indicated
by red dash lines and blue solid lines, respectively. Columns 2-4: image
segmentation results derived from the isotropic dual-front model, the geodesic
distance thresholding model and the proposed asymmetric dual-front model.
Red dots in column 3 are the center points of the initial contours
the isotropic and asymmetric dual-front models, and exploit
the piecewise constant-based homogeneity criterion for the
remaining tests. Finally, we set µ = 4, α = 0.5, and ` = 10
for both isotropic and asymmetric dual-front models, and
terminate the dual-front propagation whenever the contours
of the two successive iterations are close enough.
In Fig. 8, we test the performance of the three models
mentioned above on synthetic images interrupted by different
levels of Gaussian noise. The initialization and ground truth
for each tested synthetic image are shown in column 1, where
the noise levels increase from rows 1 to 3. The contours
derived from the isotropic dual-front model cross the elongated
parts of the targets, as depicted in column 2. From column
3, one can see that the distance thresholding model yields
accurate contour on the image with low level noise in row 1.
However, the distance thresholding model relying on the image
gradient-based features are sensitive to the influence of image
noise, as described in rows 2 and 3. The contours shown in
column 4 are obtained from the asymmetric dual-front model.
One can observe favourable segmentation results thanks to the
integration of the region-based homogeneity criterion and the
asymmetry enhancement.
In Table. I, we show the quantitive comparisons between the
isotropic dual-front model, the geodesic distance thresholding
model and the proposed asymmetric dual-front model on the
images shown in Figs. 7 and 8. Those three models mentioned
above are performed for 20 times on each tested image.
We first construct a set S which involves 20 points inside
the eroded ground truth, obtained by farthest point sampling
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Fig. 9. Box plots of the Jaccard index values on 30 CT image with respect
to different models
scheme, see Appendix C. For both dual-front models, in the
k-th test the initial contours are set as a circle centered as the
point xk ∈ S . For the geodesic distance thresholding model,
we directly use the point xk ∈ S as the source point for
the k-th test. We compute the statistical information including
the maximum (Max.), minimum (Min.), average (Avg.) and
standard derivation (Std.) values of the Jaccard index J for
these 20 tests. From Table. I, one can see that the asymmetric
dual-front model achieves higher Avg. and Max. Jaccard index
values than the isotropic case and the distance thresholding
model. Meanwhile, the standard derivation of J from the
asymmetric dual-front model is lower than the compared
models. This implies that the proposed dual-front model is
more accurate and more robust to initialization compared to
the isotropic case, even through the parameter α is set to small
values.
Eventually, we evaluate the isotropic dual-front model, the
geodesic distance thresholding model and asymmetric dual-
front model on 30 CT images [67]. In this experiment, the
initial contour in each image is a circle centred at an interior
point that is farthest to the boundary of the the ground truth
region. The average values of the jaccard index J for the
isotropic dual-front model, the geodesic distance threshold-
ing model and asymmetric dual-front model are respectively
85.5%, 86.6% and 92.4% We also present the box plots in
Fig. 9. One can claim that the proposed model achieves the
highest accuracy among all the compared models. Note that
the parameters are set µ = 2 and α = 0.6 and the piecewise
constant functional is chosen as the homogeneity criterion.
Summary. Through the comparative experiments we make use
of a small value of α in order to demonstrate the advantages
of using the asymmetric Finsler metrics for dual-front propa-
gation. For a small value of α, in each iteration, it is difficult
for the isotropic dual-front model to shift the interface of the
two fronts toward the desired object boundaries. While for the
proposed asymmetric case, the asymmetry penalty leads to a
fast fronts motion by assigning a large distance values to the
front points for which the advancing directions are unexpected.
V. CONCLUSION
In this paper, we propose a new dual-front model for active
contour evolution and image segmentation. We extend the
isotropic dual-front model to a more general asymmetric and
anisotropic case relying on a new type of asymmetric quadratic
geodesic metrics. A core contribution lies at the construction of
the asymmetric quadratic geodesic metrics using region-based
homogeneity terms. The asymmetric quadratic metrics are able
to take the advantages from both of the region-based homo-
geneity terms and the edge anisotropy features. Compared to
the isotropic case, the proposed asymmetric dual-front model
can reduce the risk of being trapped into unexpected region
partitioning, thus able to yield more accurate and more robust
segmentation results.
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APPENDIX
A. The Piecewise Constants Case
Let Γ be a given and fixed contour. The piecewise constant-
based functional for a vector-valued image I = (I1, I2, I3) can
be expressed as
E(Γ) =
∑
i
3∑
k=1
∫
Ri
(
Ik(x)− ci(k)
)2
dx, (40)
where ci(k) is a non-negative constant which stands for the
mean intensity of Ik inside region Ri
ci(k) =
1
|Ri|
∫
Ri
Ik(x)dx. (41)
Recall that |Ri| denotes the area of the region Ri. In this case,
the first-order derivative ξ˜i is computed as the form
ξi =
3∑
k=1
(
Ik−ci(k)
)2−(Ik−cj(k))2, ∀x ∈ Vor(Γi,j), (42)
where Vor(Γi,j) ⊂ U(Γ) is the Voronoi region with respect
to contour segment Γi,j , as depicted in Section III-C1.
B. The Bhattacharyya Coefficient Case
In [27], the authors exploit an energy functional as the sum-
mation of the Bhattacharyya coefficients between all possible
pairs of histograms. We consider a simplified variant such
that only the histograms of features with respect to pairs of
histograms of adjacent regions are compared, leading to the
following energy functional
B(Γ) =
1
r
∑
j>i,
(i,j)∈A(Γ)
∫
Π
√
ρi(pi)ρj(pi)dpi, (43)
where ri is the number of regions adjacent to Ri, Π denotes
the feature space and r is a positive constant to impose B˜(Γ) ∈
[0, 1]. The term ρi is the histogram of the features in region
Ri, relying on a Gaussian kernel Hi. For the case of vector-
valued image segmentation, Π is usually defined as a color
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TABLE I
QUANTITATIVE COMPARISONS BETWEEN THE ISOTROPIC DUAL-FRONT MODEL, THE GEODESIC DISTANCE THRESHOLDING METHOD AND THE PROPOSED
ASYMMETRIC DUAL-FRONT MODEL IN TERMS OF THE JACCARD INDEX VALUES (IN PERCENTAGE) EVALUATED OVER 20 RUNS PER IMAGE
Images Isotropic Dual-front Geodesic Distance Thresholding Asymmetric Dual-front
Mean Max Min Std Mean Max Min Std Mean Max Min Std
Image 1 22.7 61.5 15.4 0.11 57.2 83.6 21.9 0.17 87.9 96.0 61.1 0.12
Image 2 78.5 95.9 33.6 0.20 88.1 94.0 51.6 0.10 96.5 96.5 96.4 ≈ 0
Image 3 16.5 44.6 3.0 0.12 43.9 68.6 37.6 0.13 63.0 93.5 7.5 0.32
Image 4 46.9 74.3 14.0 0.17 57.4 70.1 36.9 0.11 94.6 94.6 94.5 ≈ 0
Image 5 90.3 91.6 90.2 ≈ 0 86.1 87.3 83.4 0.01 94.1 94.1 94.0 ≈ 0
Synthetic 1 69.6 94.6 20.5 0.25 93.9 95.2 91.8 ≈ 0 98.7 98.8 98.7 ≈ 0
Synthetic 2 59.8 88.5 18.0 0.24 76.9 91.1 42.1 0.12 98.0 98.1 98.0 ≈ 0
Synthetic 3 56.3 80.5 13.1 0.23 80.2 88.5 66.4 0.06 97.3 97.4 97.2 ≈ 0
space. Thus the histogram ρi with respect to a color image I
can be estimated as
ρi(pi) =
1
|Ri|
∫
Ri
Hi(pi − I(x))dx. (44)
Fixing all the histograms ρi, the function ξi can be formulated
for any point x ∈ Vor(Γi,j) as follows:
ξi(x) = −1
2
B(Γ)(|Ri|−1 − |Rj |−1)
+
1
2
∫
Π
Hi(pi − I(x))
(
1
|Ri|
√
ρj(x)
ρi(x)
)
dpi
− 1
2
∫
Π
Hj(pi − I(x))
(
1
|Rj |
√
ρi(x)
ρj(x)
)
dpi.
(45)
In practice, one can set the kernels Hi(·) = Hj(·) to simplify
the computation for the function ξi, as discussed in [27].
C. Farthest Point Sampling for Constructing S
We exploit a variant of the Euclidean distance-based farthest
point sampling scheme [50] to get a set of points evenly
distributed inside an eroded ground truth region G˜. For this
purpose, we first randomly choose a single point x1 ∈ G˜.
Let S = {x1} be the source point set and we can detect the
farthest point x2 ∈ G˜ to S in the sense of Euclidean distance,
i.e.
x2 = arg max
x∈G˜
{
min
y∈S
‖x− y‖
}
. (46)
Once x2 is found, we update the set S by setting S = {x1, x2}.
By iteratively exploiting the same strategy, the set S can be
constructed to include x1 and N sampled points, which are
supposed to be distributed evenly within the targets.
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