This paper proposes an alternative estimation procedure for a panel data Tobit model with individual specific effects based on taking first differences of the equation of interest. This helps to alleviate the sensitivity of the estimates to a specific parameterization of the individual specific effects and some Monte Carlo evidence is provided in support of this. To allow for arbitrary serial correlation estimation takes place in two steps: Maximum Likelihood is applied to each pair of consecutive periods and then a Minimum Distance estimator is employed.
Introduction
This paper is concerned with the estimation of a panel data Tobit model in which the unobserved individual specific effects are allowed to correlate with the explanatory variables. More specifically, this paper proposes a Maximum Likelihood estimator based on taking first differences of the equation of interest in order to alleviate the sensitivity of the estimates to a specific parameterization of the individual specific effects. With respect to previously proposed parametric estimators for censored regression panel data model this set up can be regarded a bias reduction strategy for the possible bias caused by misspecification of the individual specific effects. Nijman and Verbeek (1992) and Zabel (1992) propose a Maximum Likelihood estimator for panel data selection models in which the individual specific effects are allowed to correlate with the explanatory variables. To estimate such models Wooldridge (1995) proposes a two-step estimator, in the spirit of the Heckman (1976) , using fewer distributional assumptions and allowing for arbitrary serial correlation. These estimators can be applied to a panel data Tobit model with individual specific effects. To allow for correlation between the individual specific effects and the explanatory variables both estimators, following Mundlak (1978) and Chamberlain (1984) , explicitly model this correlation by assuming a specific parameterization of the individual specific effects as a function of the explanatory variables and random individual specific effects. A convenient and often made choice is to model the individual specific effects as a linear combination of the averages over time of the explanatory variables plus random individual specific effects. Intuitively this is an appealing approach since in the absence of censoring this yields the familiar 'within' estimates (see Mundlak, 1978) .
Unlike in a linear regression model in a censored regression model consistency of the estimates is based on the assumption of correctly specified individual specific effects. To overcome this problem, Honoré (1992) estimates of the parameters of interest. This alternative parametric approach yields parameter estimates that are less sensitive to a specific parameterization of the individual specific effects relatively to using a standard Tobit model. Monte Carlo evidence is provided in support of this.
Also the estimation procedure is relatively easy to carry out, hence may provide a powerful tool for analyzing censored panel data. 2 An application of this estimator can be found in Charlier et al. (2000) .
3 For instance, following Chamberlain (1984) and Wooldridge (1995) one can parameterise the individual specific effects as a linear function of all past and future exogenous variables. See also Zabel (1992) . 4 A Gauss program is available from the author upon request.
A Panel Data Tobit Model with Individual Specific Effects
The model of interest is formulated as follows:
(1)
Where the individual is indexed by i, the time period by t. X it is a (1xK) vector of exogenous variables, β is a (Kx1) vector of the parameters of interest and α i is an unobserved individual specific effect that may be correlated with X it . The latent dependent variable is censored at zero and only y it is observed. The error term ε it is assumed to be Normal distributed with mean zero and variance
, and is allowed to be arbitrary serially correlated. The panel data is characterized by having a large number of individuals over a short period of time.
Following Mundlak (1978) , Zabel (1992) and Nijman and Verbeek (1992) specify the individual specific effect as a linear function of the averages over time of all exogenous variables plus a random individual specific effect that is assumed to be independent of the explanatory variables:
The random individual specific effect, i µ , is assumed Normal distributed with mean zero and
Model A
Substituting equation (2) in model (1) yields:
The estimation is done in two steps in order to take into account arbitrary serial correlation. First one obtains Maximum Likelihood estimates per period (see, e.g., Tobin, 1958) :
The cumulative standard Normal distribution is denoted by Φ(.) and the standard Normal distribution by φ(.). Next, a Minimum Distance estimator using the optimal weighting matrix is employed to impose the restrictions { β β = t and γ γ = t , t ∀ } (see, e.g., Chamberlain, 1984) .
From an empirical point of view, this estimator is quite appealing since it is relatively easy to implement. As discussed in the introduction, consistency depends on correctly specified individual specific effects (equation (2)).
Model B
In order to alleviate the sensitivity of the parameter estimates to a specific parameterization of the individual specific effects this paper proposes to start by eliminating the individual specific effects from the main equation by taking first differences: The truncated distribution of ( )
is given by (see appendix): Based on equations (6) and (7) The data is generated as follows:
So the true value of β is 1.
) are N(0,1) distributed. The individual specific effect is non-linear in the time-averages of the explanatory variables:
A Monte Carlo experiment
The main idea behind setting up a panel data Tobit model in first differences has been to reduce the bias due to misspecification of the individual specific effects (equation (2) As has been put forward in the literature the simulation results show that the parameter estimate of β using Model A is sensitive to misspecification of the individual specific effects.
Although the simulation results (in particular the MAD) show that both estimators yield inconsistent estimates, the estimator based on first differences (i.e. model B) is less sensitive to misspecification of the individual specific effect. The bias reduction when using model B instead of model A is substantial (up to 80%) in this particular example. Of course, in empirical studies one can test, similar to the suggestion of Zabel (1992) , whether or not a more flexible parameterization of the individual specific effects is needed.
Some concluding remarks
The benefit of using model B instead of model A is that the parameter estimates are less sensitive to a specific parameterization of the individual specific effects. The cost associated with this is that estimating model B demands more from the data than estimating model A since one only uses those individuals that are observed in two consecutive periods and identification of β is largely based on observing positive values of the dependent variables in two consecutive periods.
While Model A is straightforward extension of the normal censored regression model as formulated by Tobin (1958) Tobit and sample selection models.
As in the standard Tobit model formulated by Tobin (1958) the Normality assumption is needed for consistency. If Normality is too strong of an assumption then for both models a twostep estimator in each period yields consistent estimates under less distributional assumptions (only Normality in the first step). The estimator of Wooldridge (1995) can be taken as a two-step estimator of model A and a parametric version of the estimator proposed by Rochina-Barrachina (2000) can be taken as a two-step estimator for model B. Of course, if Normality is not too strong of an assumption, a two-step estimator leads to severe loss of efficiency. 5 In this respect, the Maximum Likelihood estimator proposed in this paper (model B) is considered complementary to these two-step estimators in the specific case of a panel data Tobit model. 
