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Abstract—Automation for slaughterhouse challenges the design
of the control system due to the variety of the objects. Realtime
sensing provides instantaneous information about each piece
of work and thus, is useful for robotic system developed for
slaughterhouse. In this work, a pick and place task which is
a common task among tasks in slaughterhouse is selected as
the scenario for the system demonstration. A vision system is
utilized to grab the current information of the object, including
position and orientation. The information about the object is then
transferred to the robot side for path planning. An online and
ofﬂine combined path planning algorithm is proposed to generate
the desired path for the robot control. An industrial robot arm
is applied to execute the path. The system is implemented for a
lab-scale experiment, and the results show a high success rate of
object manipulation in the pick and place task. The approach is
implemented in ROS which allows utilization of the developed
algorithm on different platforms with little extra effort.
I. INTRODUCTION
With increasingly enhanced sensing capability, advanced
control solutions and powerful hardware platforms, robotic
systems start stepping into various areas, such as navigation,
exploration, entertainment, industry, human welfare and so
on [1]–[6]. In recent years robotic system is more and more
widely involved in processing and production of industry,
either working along side human-being or cooperating with
human/other robots to complete task together. In some cases
the object involved in the task has constant physical parameters
such as size, shape, color and so on. However, with robots
involved in different applications for example the robotics
system in food industry, the variety of the objects has to
be considered during system design. For the tasks in food
industry, for example the tasks in slaughterhouse, the objects
usually appear in different size although they share similarity
in shape, see Fig. 1 as an example. Fig. 1(a) shows example
of chickens that are processed in poultry slaughterhouse. The
chickens are close in shape and color, but they differ in size
and weight. Fig. 1(b) gives another example with pigs being
the target object. The rota stick inserted in the throat of the
pig has to be removed. In this case, the position and motion
of the rota stick depend on the size and weight of the pig.
These differences have to be dealt with if a robotic system is
considered for completing tasks. Therefore, a realtime sensing
system is required to provide instantaneous information about
each piece of work for the control system. This work focuses
(a) (b)
Fig. 1. Chickens shown in (a) and pigs shown in (b) as target objects in
slaughterhouse have similar shape but different size.
on providing a general realtime sensor-based control system
to applications where dynamic adjustment to varying objects
is a must.
Visual information obtained from camera is utilized for
closed-loop robot control, which is referred to as visual ser-
voing system [7], [8]. An overview about the properties and
challenges of visual servo systems can be found in [9]–[11].
A position based visual servoing (PBVS) is applied in this
paper, where the object information is retrieved from the image
and converted to 3D pose (including position and orientation)
information for robot control. With the PBVS the control tasks
are planned in the 3D Cartesian space, and the camera model
is required for mapping the data from 2D to 3D space. In order
to build up a visual servoing system, it needs knowledge from
different areas including robot modelling such as kinematics
and dynamics, control theory, computer vision including image
processing and camera calibration, sensor system integration
and so on [12]–[14].
This paper focuses on a case study of visual servoing in
slaughterhouse. A pick and place task, which is a common
task in slaughterhouse, is selected for system demonstration,
as shown in Fig. 2. The object for manipulating in this task
is loin which is transferred by a conveyor belt. The task here
is to grab the loin from the conveyor belt and hang it onto
a Christmas tree. In order to complete the task, it requires
a vision system which detects the loin in realtime. Then,
the robot arm has to track the motion of the loin based on
Christmas
tree
Conveyorbelt
Fig. 2. A pick and place task in slaughterhouse: the target object loin has
to be grabbed from the conveyor belt and transferred to the hook on a metal
Christmas tree.
the online visual information. The loin is grasped from the
conveyor belt at a certain position and transferred by the robot
to a pre-deﬁned goal position. The remainder of this paper
is organized as follows: the overall system platform including
robot arm, camera and gripper is described in section II. The
image processing algorithm, the coordinate transformation,
the path planning algorithm and the robot arm control are
presented in section III. In section IV, the experimental setup
and validation of the system are discussed.
II. HARDWARE PLATFORM
Pick and place task is a common task type for a robotic
system in industry and is therefore selected as the test scenario
for this work. Fig. 3 (a) shows a general platform for pick
and place task. Objects with different size and shape are
transferred by a conveyor belt, while sensors are utilized to
provide instantaneous information about the objects. The robot
is used to pick up the object from the conveyor belt and move it
to a desired position. It has to be mentioned that each hardware
component in the system has its local coordinate system, e.g.
the camera, robot and gripper have their own frames as denoted
by Cc, Cr and Cg in Fig. 3 (a). The transformation matrix
among these coordinates, such as transformation matrix Tc2g
from the camera frame to the gripper frame and that Tg2r
from the gripper frame to the robot base frame, have to be
determined before passing the visual information to the robot
control.
The selected hardware for this work within the platform
is shown in Fig. 8 (b). It consists mainly of four parts: the
robot arm, the gripper, the visual sensor, and the computer. The
details about these components are described in the following.
A. Robot Arm
In this work, an industrial robot arm Motoman MH5L [15]
is mounted for completing the manipulation task. The MH5L
is a compact 6-axis robot with a weight of 29 kg. It has an
extended 895mm reach and a maximum payload 5 kg. The
motion range and maximum speed for each axis are listed in
Tab. I.
CcTc2g
Tg2r
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Fig. 3. General hardware platform for pick and place task shown in (a) and
selected hardware for loin task in slaughterhouse shown in (b).
TABLE I
SPECIFICATIONS OF MH5L.
Axes Motion range [◦] Maximum speed [◦/sec.]
S ±170 270
L +150/− 65 280
U +255/− 138 300
R ±190 450
B ±125 450
T ±360 720
The open source software ROS Industrial [16]–[18] pro-
vides tools and drivers for industrial hardware. It is used
for communicating with the robot arm trough the Motoman
industrial robot controller FS100 [19].
B. Camera
In order to capture the instantaneous information of the
loin, including its position and orientation on the conveyor
belt, a camera has to be included in the system. In this work,
the Microsoft X-Box Kinect sensor [20] is selected as the
optical sensor for object detection. The Kinect sensor provides
both color image and depth image from an RGB camera and
an infrared camera respectively. The Kinect sensor has been
adopted in many indoor robotic applications, e.g. the Kinect
sensor is utilized for 3D reconstruction and interaction based
on GPU pipeline in [21], for tracking human hand articulation
in [22] and for mobile robots navigation in [23]. A study about
using Kinect for robotics applications is given in work [24].
In this work, the depth image from Kinect sensor is utilized
for object localization, and the RGB image is used to calculate
the 3D coordinates. The parameters of the Kinect sensor
relevant for this project are listed below (from work [25]):
• depth sensor range: 0.8m - 4.0m
• nominal special range: 320× 240 pixels, 16-bit depth
• framerate: approx. 30 frames/sec.
• nominal depth resolution at 2m distance: 1 cm
The Kinect open source software freenect provided by
OpenKinect [26] in ROS is applied for image streaming and
automatic calibration of the Kinect sensor.
C. Gripper
The gripper used in this work for grasping loin is designed
by Danish Technological Institute DMRI [27]. The gripper is
shown in Fig. 4. It is a pneumatically actuated gripper with
Fig. 4. Gripper for loin task from DMRI.
adjustable holding force. It has two jaws and the distance
between the jaws can be adjusted. In addition, it has low weight
and can be easily mounted on the end effector of the robot.
The robot arm, the camera and the gripper are connected
to the same computer running ROS. The calibration among
these three hardware components is required, which will be
introduced in section III.
III. ALGORITHM
The overall structure of the algorithm for the pick and place
task if given in Fig. 5. For ﬁnishing the loin task successfully
there are mainly four steps:
• step 1: object detection in the image plane, which ﬁnds
and locates object in the image. The output of this step
is the 2D coordinates of the object [u, v];
• step 2: coordinates transformation from 2D image coor-
dinates to 3D Cartesian space including position [x, y, z]
and orientation information [α, β, γ] (Euler angles [28]).
It is based on ofﬂine calibration between the camera and
the robot system. The output of this step is the relative
pose X = [x, y, z, α, β, γ] ∈ (6) between the object and
the robot.
• step 3: combined online and ofﬂine path planning based
on the visual feedback, which generates reference path
for robot arm control. The output of this step is a serial
of poses along time axis P (t);
• step 4: control of robot arm in joint space by map-
ping the poses P (t) from Cartesian space to joint
space (q1(t), ..., q6(t)) through robot Jacobian. The output
of this step is the command signal sent to the robot arm.
The details of these four steps are illustrated in the following.
A. Object Detection
The visual sensor Kinect is chosen here to detect object
in realtime. The images are transferred to the computer for
Pathplanning Controller
Calibration
(offline)
Imagefromcamera
Robotstates
Image
processing
robot
camera
object
Fig. 5. The overall structure of the algorithm for realtiem sensor-based robot
system.
image processing. Features such as color, shape and size of
the object can be utilized for object detection. In this work,
the object loin is transferred by a conveyor belt whose height
is known. The Kinect sensor is mounted above the conveyor
belt (facing the conveyor belt) and placed horizontally to it.
Therefore, the depth information is utilized for locating the
object in the depth image.
The input image contains the depth information of the
object, as show in Fig. 6 (a). After receiving the image, the
thresholding method is applied to distinguish between the
background and the object. A binary image is resulted after the
thresholding algorithm, see Fig. 6 (c). Then, two morphology
operators dilation and erosion are applied to remove noise.
The results are shown in Fig. 6 (d) and (f). The contour of
the object is retrieved from the previous step using the algo-
rithm proposed in work [29]. The contour detection algorithm
provides object information in the image plane, including the
center location, the orientation and the area, see Fig. 6 (b). In
this work, the area of the object is also used for the purpose of
illuminating the disturbance in the image. Only the object with
an area within a certain range is considered to be the candidate
of the expected object for the task. It has to be mentioned,
that in this work only a certain area in the image is selected
for searching objects. A rectangular as shown in Fig. 6 (b) is
used to highlight the ﬁeld of interest in the image plane. The
object detection algorithm is only applied to the area inside
the rectangular. It helps in speeding up the image processing
algorithm and suppressing the objects/noises in the background
with similar distance to the Kinect sensor as well.
Once the object is determined in the depth image, its
position and orientation are mapped to the RGB image for both
visualization (see Fig. 6 (b)) and retrieving the 3D coordinates
in the camera frame. Then, the results are used for generating
3D position and orientation of the object in the robot base
frame.
B. Coordinate Transformation
Locating object in the image plane gives 2D position and
orientation of the object, which need to be transferred to 3D
pose for the robot control. The coordinate transformation from
the image plane to the robot base frame is illustrated here.
Assume that the object is located in the image with the
position coordinate [u, v] (referring to the object’s center)
and the orientation γ. In order to transfer this 2D image
(a)
(b)
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Fig. 6. Image processing results: (a) depth image; (b) detected object after
contour detection algorithm; (c) result of thresholding; (d) result obtained after
erosion; (f) result obtained after dilation.
coordinate [u, v] to 3D coordinates [Xc, Yc, Zc] in the camera
frame, an ofﬂine calibration is required to determine the
intrinsic parameters of the camera. Then, the 3D coordinates
of the object in the camera frame can be obtained by Eq.(1)
considering a pinhole camera model.
Xc =
u− px
fx
Zc, Yc =
v − py
fy
Zc, (1)
where [px, py] denotes the principle coordinates, and fx, fy
denote the focal length along the x, y directions. These four
intrinsic parameters about the camera can be obtained through
the ofﬂine camera calibration. As the Kinect sensor is mounted
horizontally parallel to the conveyor belt, the distance Zc
from the camera to the object along the camera optical
axis is known. Therefore, the position of the object can
be calculated through Eq.(1) with [u, v] determined online
and [px, py, fx, fy] determined ofﬂine. For mapping the 2D
orientation to 3D orientation, only the rotation around the
camera optical axis γ has to be determined online, since the
loin lays on the conveyor belt and can only rotate around the
optical axis of the camera. The four parameters [Xc, Yc, Zc, γ]
are then transferred to the robot base frame by Eq. (2).
Pobj = Tb2c∗
⎡
⎢⎢⎣
cos(γ) − sin(γ) 0 Xc
sin(γ) cos(γ) 0 Yc
0 0 1 Zc
0 0 0 1
⎤
⎥⎥⎦ ,
Pobj =
⎡
⎢⎢⎣
r11 r12 r13 Xr
r21 r22 r33 Yr
r31 r32 r33 Zr
0 0 0 1
⎤
⎥⎥⎦ ,
(2)
where rii, i = 1, 2, 3 denotes the element of the resulted rota-
tion matrix, and [Xr, Yr, Zr] is the object position coordinates
in the robot base frame. The position and orientation of the
object in the robot based frame are passed to the next step for
generating the desired path for the robot control.
C. Path Planning
The path planning is divided into two parts: the online part
and the ofﬂine part. In order to grasp the object from the con-
veyor belt, the gripper mounted on the robot arm has to track
the motion of the object and grasp it from the conveyor belt
at the correct time. The three position parameters x, y, z and
three orientation parameters α, β, γ (Euler angles calculated
from the rotation matrix) need to be determined during path
planning. The robot arm is placed with its z axis parallel to
the optical axis of the Kinect sensor. With the height of the
conveyor belt is known, the height z of the gripper for tacking
and grasping is deﬁned ofﬂine. The position of the object in
the x−y plane as well as the rotation γ around the z-axis needs
to be conﬁgured online according to each piece of work. The
other two rotational angles α, β are deﬁned ofﬂine. The online
and ofﬂine path planning are summarized in Tab. II, where
the pick and place task is divided into four subtasks: tracking,
grasping, lifting and hanging. The underline parameters require
TABLE II
OFFLINE AND ONLINE PATH PLANNING.
degrees of freedom
tracking x, y, z, γ
grasping x, y, z
lifting z, γ
hanging x, y, z, α, β, γ
online visual feedback, while the rest parameters are achieved
by ofﬂine path planning. The parameters that are not appear
in the table remain constant.
D. Robot Control
Once the path for the robot arm control is determined
by the previous step, the control commands including the
three positions and three orientations are communicated to the
controller FS100 for moving Motoman MH5L robot arm.
IV. EXPERIMENT
In this part, the algorithm proposed in section III is imple-
mented for the pick and place task.
A. Experimental Setup
The overall experimental setup is shown in Fig. 7(a). The
Kinect sensor is mounted above the conveyor belt with a height
of 1.15m. The conveyor belt transfers the loin from the left
side to the right side in the ﬁgure with a velocity of about
0.4m/s. The metal Christmas tree with 16 hooks is standing
on the left side of the robot arm. Only two hooks within
the workspace of the robot arm are chosen as goal positions
for hanging. Fig. 7(b) shows four pieces of loin used in the
experiments. The loins have different weight (between 3.45 kg
(b)
3.95kg 3.45kg 3.9kg 4.35kg
Kinect
Conveyor
belt Loin
Gripper
Robot
Christmas
tree
(a)
Fig. 7. Experimental setup: (a) the experimental platform; (b) four pieces of
loin as target objects used in the experiment.
and 4.35 kg) and size (length between 29 cm and 35 cm, width
between 15 cm and 17 cm, height between 7 cm and 11 cm).
The camera intrinsic parameters resulted from ofﬂine cal-
ibration is given in Tab. III. For the calibration between the
TABLE III
INTRINSIC PARAMETERS OF KINECT RGB CAMERA.
px py fx fy
317.98 216.75 544.06 544.23
Kinect sensor and the robot arm, a world frame within the
ﬁeld view of the sensor is assigned to the conveyor belt. A
chess board is used to obtain the extrinsic parameters between
the camera and the world frame. The transformation matrix
from the world frame to the robot base frame is resulted from
manual measurement. From these two steps the transformation
matrix required in Eq. (2) for converting coordinates in camera
frame to robot frame is calculated by Eq. (3).
Tw2c =
⎡
⎢⎢⎣
−0.009 0.995 −0.106 0.193
1.010 −0.007 0.007 0.081
0.006 −0.106 −0.995 1.258
0 0 0 1
⎤
⎥⎥⎦ ,
Tb2w =
⎡
⎢⎢⎣
0 −1.0 0 0.49
1.0 0 0 0.955
0 0 1.0 −0.083
0 0 0 1
⎤
⎥⎥⎦ ,
Tb2c = Tb2w ∗ Tw2c
=
⎡
⎢⎢⎣
−1.01 0.007 −0.007 0.409
−0.009 0.995 −0.1060 1.148
0.006 −0.106 −0.995 1.175
0 0 0 1
⎤
⎥⎥⎦ ,
(3)
where Tw2c denote the coordinates transformation between the
camera and the world frame, and Tb2w denotes the coordinates
transformation between the world and the robot frame.
B. Experimental results
Snapshots of the experiment are shown in Fig. 8. Fig. 8(a)
shows the system in the cruising status. At this stage, the
robot is at the initial pose, and the vision system is ready for
capturing the object while it enters the ﬁeld of view. Fig. 8(b)
shows a snapshot when the robot arm is tracking the motion
of the loin on the conveyor belt. Fig. 8(c) gives a glimpse of
(b):tracking
(c):grasping (d):hanging
(a):cruising
Fig. 8. Snapshots obtained during the experiment for pick and place task:
(a) cruising and waiting for object; (b) tracking with visual feedback; (c)
grasping object from the conveyor belt; (d) hanging the object to the desired
goal position.
grasping object from the conveyor belt, while Fig. 8(d) shows
the ﬁnal step of hanging the object onto the desired hook on
the Christmas tree.
The six joint angles during the pick and place task is shown
in Fig. 9. The time it takes to ﬁnish the tracking, grasping,
q1
[ra
d]
q2
[ra
d]
q3
[ra
d]
q4
[ra
d]
q5
[ra
d]
q6
[ra
d]
cruising
trackingand
grasping
lifting
movingto
goaland
hanging
movingbackto
homeposition
cruising
Fig. 9. Robot joint angles during pick and place task.
lifting, moving towards goal and hanging is about 5 s. After it
ﬁnished the placing task, the robot arm moves back to its home
position and is ready for picking up the next loin. The system
has tested with the four pieces of loin shown in Fig. 7(b). It
ran in total 20 trials with a success rate 85%. The failure is
caused mainly by the low friction between the gripper and the
loin.
It has to be mentioned that the speed of the whole system
can be improved by reducing the delay from the image
processing, optimizing the path planning algorithm and the
platform setup (positioning of robot, conveyor belt and the
Christmas tree).
V. CONCLUSION
In this work the realtime visual information is utilized as
feedback for robot control to deal with the object variety. As
a case study the pick and place task of loin in slaughterhouse
is selected for system test. The Kinect sensor is applied in this
task to capture the information of the current loin appearing
on the conveyor belt. An path planning algorithm is proposed
combining the ofﬂine and online information of the system. A
lab-scale experiment is designed to evaluate the system. The
experimental results demonstrate a relatively high success rate
85% after testing different objects.
The developed system provides a generic solution for pick
and place task. As the image processing, the path planning
and robot control are integrated in ROS, the results of this
work can be utilized with little effort for similar applications
on different hardware platform. The future work is concerned
with improving the system performance through fault diagnosis
and extending the system with force/torque sensor for object
hanging considering different object types.
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