The argument I wish to advance in this paper is that Gricean theory (Grice 1968(Grice , t969, 1975 (Grice , 1978 (Grice , 1981 and, in particular, the potentially useful relevance theory which developed from it (Sperber & Wilson 1986) , are flawed through their failure to consider cultural and social context; but that attempts to relate linguistic pragmatics to more socially-conscious models of language use, such as register/genre theoryr (Ure and Ellis 7977; Halliday 7978; Gregory and Carroll 1978; Ghadessy 1988 Ghadessy , 1993 Swales 1988; Martin 1985 Martin , 1992 etc.) may produce interesting cross-fertilization and be beneficial to both.
Introduction: Grice and cultural imperialism?
Reading in Edward Said's Oientalism a couple of years ago, I came across a passage quoting Lord Crcmer, an administrator of Egypt in the days of the British Empire, that is startling in its coincidental correspondence to many of the notions presented in Grice's 'Logic and Conversation'.
"Thus, in the thirty-fourth chapter of his two-volume work Modern Eg/pt the magisterial record of his experience and achievement, Cromer puts down a sort of personal canon of Orientalist wisdom:
'Sir Alfred Lyall once said to me: "Accurary is abhorrent to the Oriental mind. Every
Anglo-Indian should always remember that maxim (1)". Want of accuracy, which easily degenerates into untruthfulness (2), is in fact the main characteristic of the Oriental mind. The European is a close reasoner; his statements of fact are devoid of any ambiguity (3); he is a natural logician (4) albeit he may not have studied logic; he is by nature sceptical and requires proof before he can accept the truth of any proposition (5); his trained
For recent attempts to relate Gricean theory to ethnomethodological approaches see Bilmes t993.
intellect works like a piece of mechanism. The mind of the Oriental, on the other hand, like his picturesque streets, is eminently wanting in symmetry. His reasoning is of the most slipshod description. Although the ancient Arabs acquired in a somewhat higher degree the science of dialectics, their descendants are singularly deficient in the logical faculty (4). They are often incapable of drawing the mosl obvious conclusions from any simple premises of which they may admit the truth. Endeavour to elicit a plain statement of facts from an ordinary Egyptian. His explanation will generally be lengthy (6) and wanting in lucidity (7). He will probably contradict himself half a dozen times before he has finished his story (8). He will often break down under the mildest process of cross-examination. (9)."' (Said 1978: 38; emphasis and numbcring mine) Allow me to elaborate the parallels with Grice: 4. Grice's article is labelled "L,ogic and conversation", as it is founded on the premise that deductive logic can explain conversational behaviour. 1. Grice's use of the word maxim is probably coincidental, a case of accidental rather than deliberate intertextuality. 2. 8. The "oriental/Egyptian" is criticised in terms of breaking (probably violating from Cromer's point of view) the maxim of quality either through deliberate lying or, 5. by implicit contrast with Europeans, through believing/asserting propositions for which there is inadequate evidence. 6. S/he also breaks (violates?) the maxim of manner, submaxim "Avoid unnecessary prolixity", and 7. the sub-maxim "be perspicuous".
What are the possible reactions to these parallels? ([,et us suppose, charitably , for the moment, that Lyall and Cromer are not entirely blinded by racial prejudice in their perceptions). One reaction might be to say that certain cultures have different conventions of conversationalbehaviour from others. According to this view Gricean maxims are based on the norms of a particular elitist Western sub-culture, middle-class academic Oxtbrd, and there is no reason to assume that the weightings given to Grice's maxims of the co-operative principle apply universally. It is not difficult to point out that, by other cultural standards, Lyall and Cromer could be judged as colourless, at best, or impolite, even ruthless, in their adherence to the maxim of Quality.
A second reaction might take the form of saying that co-operative discourse iir which the dimensions of power, domination and inequality play no role is, in any case, an idealization bordering on myth. One might claim that the discourses which LyalllCromer (and Grice) indulged in back home in Oxford, conversation or logical disputation, if scrutinized, would show systematic divergences from Gricean co-operative maxims, even if these divergences were not as extreme as in the situational context of cross-examination(9). One might point out that, in the above passage, Cromer himself, by making such generalizations about Orientals (whoever they may be) is making statements for which he does not have adequate evidence; his observations are themselves self-contradictorv. causht in a double bind.r ' One might, of course, go further, by showing that deductive logic depends on an uncritical acceptance of categories: logical fallacies such as affirming the consequent would apply across all cases of so-called perfectly sound deductive logic, were we to recognize that established categories A third reaction would be to note that Cromer's ethnographic "data" was gathered as an imperialist administrator in Egypt questioning native suspects. It is highly probable that in this societal context, institutional context and situational context Gricean notions of co-operation will be over-ridden by considerations to do with the exercise of power and resistance to power. The societal context is, of course, that of imperialism, where an external power has by force occupied a foreign country and now controls it, perhaps with some difficulty, and perhaps in the face of some resistance from the native population. The institutional context is one of the legal process, and, as is apparent from the last line of the paragraph, Cromer's evidence for his conclusions derives from his experiences within the particular genre labelled cross-examination (9). It has been pointed out by Levinson (1983: 721) that Gricean standard implicatures do not apply in cross-examination" No more is the co-operative principle as a whole likely to, since conviction in court would carry serious threats to positive face (loss of reputation), and the ensuing punishments would involve equally serious threats to negative face (imprisonment) (Brown and lrvinson 1987) . One can only conjecture what the physical situation of these cross-examinations would be like, but perhaps the suspects were detained by force and against their will, a gross violation of their negative face, and the clear asymmetry of power relations between Cromer and suspect would be underlined by dress codes and other non-verbal aspects of the setting. The combination of these societal, institutional and situational factors would be likely to intimidate or provoke the suspect out of a logical or co-operative attitude.
Interesting as this passage from Oientalism is in its own right, I simply wish to use it as an introduction to the topic of this paper, which stresses the need to allow for both the importance of social context and the use of inferential principles in accounting for the construction of meaning between speakers and hearers.
The gap between social semiotics and pragmatics
Historically speaking functional gammar of the Hallidayan kind, with its stress on social semiotics (Halliday 1978) , has had little interaction with pragmatic theory. One of the reasons for this lies in the fact that pragmatics can be seen as an attempt to compensate for the inapplicability of Chomskyan concepts of language and grammar to the communicative uses of language in context (Chomsky 1965: 3; Lyons t977: 585) . By contrast, functional grammar has always assumed that language is primarily a communicative tool, (Halliday 1985: xiii) , that the kinds of communicative exchange for which it is used are encoded in the clause, tone-unit and non-verbal sign systems (ibid. 342-343) . To Halliday, therefore, pragmatics does not need to be a study separate from the study of grammar or decoding (Halliday, personal communication) . The contention of this essay is that relevance theory needs the kind of highly developed theory of context provided by register/genre theory, if it is to be at all substantial. And that, in return, functional grammar cannot continue to pretend that language-based communication is simply a matter of encoding and decoding, without any need for inferential processes guided by are no more than conventionalised mctaphors. (Bateson 1991) pragmatic principles.
One is prompted to the first of these contentions by the responses to the appearan ce of. Relevance: Communicatiort and Cognition (Sperber and Wilson 1986) . One of the most interesting of these reactions is that of Clark in his review 'Relevance to What?', where he argues that verbal communication is a means of social action: "People talk....as a means of doing things they can only do collectively-arguing, instructing, negotiating business, performing rituals, telling stories, gossiping, planning." (Clark 1987:714) He reaches the conclusion that the particular kinds of collective action for which language is being used must be taken into account if the concept of relevance is to have any substance. Sperber and Wilson ignore these specific purposes.
"So what Sperber and Wilson leave us with is a peculiarly empty notion of relevance." (Clark 1987:715) .
In their reply to these criticisms Sperber and Wilson show that they are not averse to the development of relevance theory along the lines suggested by Clark, by relating it to purposes or goals.
"We see no incompatibility between our work and a belief in the importance of goals, purposes and plans; on the contrary, relevance theory sheds light on how these important notions may play the roles they play." (Sperber and Wilson 1987:742) But they explain why they could not establish this relation between relevance and purposes in their book:
"One reason we did not set out to define relevance to a purpose, goal is that...we could not define them, we could not say how they were selected or constructed; and we could not say how, once selected, they affected comprehension." (ibid. 742) It seems to me that register/genre theory holds out the possibility of showing how the sociocultural context of an utterance selects and constructs goals and purposes, and that, bringing together the two theories might result in a fruitful cross-fertilization.
How pragmatics underestimates codes
The main foundation upon which relevance theory rests is the claim that communication is not simply a matter of encoding and decoding messages (Sperber & Wilson 1986: 9-28) , and this claim is a fundamental point of disagreement with the semiotic school. My position is that of agreeing with this fundamental tenet, while nevertheless acknowledging that writers on pragmatics, and Sperber and Wilson in particular, underestimate the importance of codes in communication. This section sketches out some ideas on the ways in which one should maximize recognition of this importance.
The first area where Sperber and Wilson ignore the contribution of codes is in suprasegmental phonology. It seems likely that morphophonological and syntactic codes, the famous double articulation of language, interact with suprasegmental codes to help determine utterance meaning. I can think of no better example than the one provided inadvertently by Sperber and Wilson(1986: 16) :
A: Would you like a cup of coffee'. B: Coffee would keep me awake.
Sperber and Wilson misguidedly claim that decoding B's utterance will give us no indication of whether it counts as an acceptance or rejection of A's offer. But once we include suprasegmental phonology as an aspect of the language code we can tell immediately whether B is refusing or accepting:
(2) B: Coffee would keep me awake \/ (3) B: Coffee would keep me awake (2), with a simple talling tone (or perhaps a rise-fall) on the final syllable of the tone-unit, counts as a refusal; whereas (3), with a compound fall-rise tone on the initial and final syllables, counts as an acceptance.' Suprasegmental phonology, then, provides a number of systematically coded options which can help us derive utterance meaning from sentence meaning ( e.g. Gumperz 1982: 118-722 ). Sperber and Wilson themselves, in later chapters of the book, (209f0, discuss how nuclear stress is used to pick out the most relevant information, but they do not acknowledge that such a use of stress derives from the codes inherent in suprasegmental phonology.
In some cases stress, intonation, and other paralinguistic features, instead of operating simultaneously with the segmental phonology, are attached to pragmatic particles which precede the clause/tone-unit in question, and so provide a coded marker of the kind of purpose of the utterance that follows. One need only consider the number of ways in which the particle well provides such signals, depending on its varying speeds or degrees of drawling, whether it carries a nuclear tone or not, and if so, what kind (high rise, exaggerated rise-fall, low fall):
*nuclear tone , high-rise drawled : doubt, reservation, rejection *nuclear tone, exaggerated rise-fall = surprise, interest, revelation + nuclear tone, clipped low-fall : astonished irritation etc. (See Crystal and Dury I975:101-102 ) 1985: 342-3; Gumperz 1982: 140-142) . As anyone who has tried to teach non-segmental phonology knows, it is exceedingly difflcult to demonstrate different intonations without adopting a matching facial expression. One can easily imagine the appropriate facial expressions and head movements which might accompany (2) and (3) above to reinforce their marking as an acceptance or rejection.
We can make the notion of code even more powerful if we recognize that the units which count as significant will vary in size according to the level of articulation. The theory of the double articulation of language (Martinet 1960: 25-26) insisted that there is a combination of phonemes into morphemes, which give us the basis for lexical items of the code, and that these morphemes/lexical items articulate into syntactic patterns which signify case relations, transitivity relations and mood. It is clearly possible to posit a further kind of structural relation above that of the clause, sentence or utterance (Hoey 1997 : I94, Martin 1994 Indeed this is what conversation analysis (adjacency pairs, preterred sequences, etc. Levinson 1983; chapter 6) and register/genre studies (generic structure potential, see Martin 1992: chapter 7) among other areas of enquiry, have been attempting to characterize, and regularize. It seems obvious that the number of possible speech acts which Coffee would keep me awake might realize, depends upon its position in an adjacency pair" In second position it wouldn't count relevantly as a suggestion or indirect request, for example (Edmondson 1981: 27) . So, extending the size of the syntagmatic elements further we can produce larger structures of signification; it might be possible to state that the combination of moves or elements that realize the generic structure potential of a discourse type itself constitutes an indexical signifier identifying the discourse type/activity type. So, for example the following sequence of moves (Halliday and Hasan i985: 59) sales request* sales compliance* sale * purchase * purchase closure might together act as a signitier for the concept 'sales encounter', an aspect of social context, in much the same way as phonemes combine to form morphemic signifiers, and lexical items are arranged syntactically, in English at least, to signify case relations and mood.' ' Martin 1992 Chapter 1 argues for the triple articulation of language with a stratum of discourse semantics above the level of the clause.
s lruinrnn, in a critique of Sinclair and Coulthard (1975) points out some of the difficulties involved in extending the doubly-articulated system into a multiply-articulated one (see lrvinson 1983:291-293). I do not have time to discuss Martin's reply to this (1992: 36-38) . See Brown and Yule (1983: 226-227) for discussion of sequences of speech acts as the primary determinant of coherence.
A further complicating factor in determining the scope of signifying elements is the flexibility of the boundary of smaller sign units. In poetry, for example, the normal morpheme boundaries have a tendency to contract, with the result that phonemic clusters like g/ or ump start functioning like morphemes under the influence of rhyme and alliteration ( Rhodes and l-awler 1981 passim) . Whereas in rapid or spontaneous production of language the normal morpheme boundaries seem to be expanded to phrasalverbs, lexicalized sentence stems (Pawley and Syder 1983: 208 ff.), semi-frozen expressions, cliches, catch phrases, idioms, proverbs etc. (Carter 1987: 58-65) . It is worth mentioning these upward expansions of morpheme boundaries in the context of relevance theory, since Sperber and Wilson, ignoring the flexibility of morpheme boundaries, seem to regard such frozen expressions, cliches, catch phrases and idioms as by definition echoic. They are not necessarily echoic, any more than the re-use of any morpheme of the language is echoic."
Of course what we regard as the "normal" morpheme boundaries, and our reluctance to recognize upward expansions of these minimal signifying units, are very often influenced by the strong sense we have, as members of a literate culture, of the orthographic word. This represents the triumphant and distorting hegemony of print over speech.' It makes for something of a problem where lexicographers are concerned, and prompts us to realise that very often the need for disambiguation of multiple senses of words has been overestimated. As Sinclair has demonstrated, there is a great degree of co-ordination between sense and syntax in our use of words: his investigation of the word or lemma yield shows that 70o/o of the items in the corpus pattern along the following lines:
'lield used in the meaning'give away' is an intransitivc verb, used in the mcaning 'produce' is realised by a noun, used with the meaning 'leads to' by a transitive verb." (Sinclair l99l:. 57) This suggests that collocational or syntactic patterning, if included as part of the signifier. radically weights the probabilities in favour of one meaning rather than another and may considerably reduce the need for disambiguation. To sum up these scant deliberations on an enormous topic. We ought to recognize that: -language as a code is multiply articulated, rather than just doubly articulated: there are discourse articulations above the level of the sentence/utterance which Two of the most interesting attempts to describe genrcs from their macro-structure down various strata and levels to their lexico-grammar are Bhatia's (1983) analysis of legislative witing, and Trimble's (1985) analysis of experimental reports. See also Swales' (1990) analysis of the research article.
6I am discussing here, as Sperber and Wilson do (Irony and the Use-Mention distinction), that the traditional distinction between use and mention is valid and unproblematical. For convincing, is somewhat extreme arguments against see Kress (1985: 49) .
7 Printed words were the first mass-produced manufactured commodities, and like all manufactured qoods tended towards discreteness. standardization and decontextualization. combine into structured sequences and function as indexical signs of discourse elements or discourse types; and working simultaneously there are often suprasegmental and non-verbal communication codes, as an extra layer interacting with the other systems; -even at the level of double articulation the boundaries of signs are somewhat fuzzy at the edges, so that lexis shades into syntax, and morphemes extend beyond the word limit;o -sometimes pragmatic particles are used as extra units as a way of attempting to encode utterance meaning.
How semiotics underestimates the need for pragmatics
However, even if one grants the fact that Sperber and Wilson have been working with an impoverished notion of code, one can still find convincing their arguments that decoding linguistic expressions will seldom fully convey the thoughts of the speaker, that much depends upon inferential processes, guided by some principlese such as that of co-operation or relevance. One of the important demonstrations in their work is that we need some such principle not only for deriving implicatures but also tor explicature, developing the propositional form of the utterance in the first place. So, for example, they convincingly show that hearing an utterance such as
It'll get cold we explicate it by assigning reference to ir, ( e.g. the hearer's dinner) narrowing the range of time referred to by 'll to mean 'very soon' deciding what kind of temperature cold might mean in relation to a dinner ( as opposed to a drink of water tor example), and selecting the meaning 'low in temperature' rather than 'experiencing a low temperature'. In addition, of course, we have to assign some propositional attitude to the utterance: if the food consisted of ice-cream, we would guess that an ironic interpretation was intended, rather than a literal assertion. Furthermore we have to consider what might be the implicatures of the utterance of this sentence in this situation: perhaps that the speaker wishes the hearer to come to the table and eat dinner (Sperber and Wilson 1986: 776-193) . Some of these explicatures and implicatures might be capable of reduction to a kind clf decoding: the ambiguity of the meaning 'cold' could be automatically resolved once the referent of it had been established, the propositional attitude of irony might be partly signalled through suprasegmental, paralinguistic of non-verbal codes, as might the implicature that the speaker is impatient for the hearer to come o One could perhaps develop the nation that the constituents which are related may be conceived as both wave and particle (cf. Martin 1992: 548ff; Pike 1982 ).
e For the distinction between rules (for decoding the lexicogrammar) and principles (for guiding inferential processes) see lrech (1983: 21-a) .
to the table and start eating her dinner. But even if we grant this, it is difficult to see how decoding could make these explicatures and implicatures fully determinate, or show how the meanings of the different codes interact. True, we might wish to take the physical and sociocultural context as primary and as constraining the possibilities of meaning for the utterance, rather than working backwards, as Wilson and Sperber seem to do: they suggest the utterance is decoded as ambiguous and that the principle of relevance is used to disambiguat. it in context. Nevertheless, the decoded meaning would still remain less than fully determinate, leaving us with questions about how, for example, we settle for the hypothesis that the intended perlocutionary effect of the utterance is to get the hearer to sit down and eat dinner; or about how reference assignment is achieved, the pragmatic principles needed to infer which is the most relevant ref'erent for it. and so on. The question of reference is, in fact, one of the areas of major weaknesses of the Hallidayan approach, one of the areas in which the semiotic school overestimates the importance of code and message/text in order to obviate the need for pragmatics. There are various symptoms of this, particularly in the writing on cohesion. Probably in an attempt to push the notion of signifier beyond the boundary of the clause/sentence and to give weight to the notion of a textual function, there was, and is, a tendency to talk of cohesive relations such as anaphora as though the text were a self-contained unit ( Halliday and Hasan 1985: 76-77; Martin 1992: I22, 740-757) . Endophora is in many cases a misnomer. What we actually have is a case of co-ret-erence: a noun phrase, A, refers to an object or mental representation of an object X at one point in the text, and another noun phrase or pronoun, B, is used to refer to X at a later point in the text. It is extremely odd to think of or describe B as referring back to A anaphorically: any relation between A and B is coincidental and indirect, depending upon the fact that A and B both refer to X. (See the extensive discussion of this point in Brown and Yule (1983:201-3) , Emmott (1992:22I-2,227 ) and Beaugrande and Dressler (1981: 63-4) ). In fact cohesion is almost always a by-product of coherence (Beaugrande and Dressler 1981: 76) , even in fiction, where the cohesion derives from the imagination of a coherent world. The only real cases of endophora are metalinguistic.
Considering texts as self-contained, centripetal artefacts, as the misusers of the term endophora do, is consistent with overrating the textual metafunction.l0 But, of course, it has a number of practical advantages allowing one to talk about lexical relations within a text. One can categorize and work out descriptive rules for these intratextual relations, in order to demonstrate the resources available to speakers/writers to mark cohesion, a task which is probably easier than, but quite different from, that of investigating the rules/principles governing reference assignment, and other aspects of mental processing.ll We should not misrepresent 10 Doing so leads to some peculiar expressions: 'The strategies languages use to get people. places and things into the text and refer to them once they are there' (Martin 1992: 95) . Martin (1992: 139) claims, echoing Halliday and Hasan (1976: 52-3, 6-7) , that it, this and that are most commonly used "refer to text", as though the use were metalinguistic.
tt Ho"y (1991) is an interesting case in point. The work represents an ambivalent attitude to the question of the psychological validity of anaphoric relations. While quoting Emmott (1989) to deny such a validity, much of the detail of the book, e.g. p. 87, deliberately downplays reference, and Halliday and Hasan here, since they were not setting out in their work on cohesion to give an account of text processing but to detail the text-linguistic devices available to the writer. However, this still leaves us with an unbridged gap between text and meaning. And if we are interested in the construction of meaning, the problem is that, from a processing point of view, the distinction between concepts directly activated by text expressions and concepts supplied trom outside the text may not be clear cut (Beaugrande & Dressler 1981: 102) .
Relevance theory and why it needs register theory
We have already seen that the notion of relevance is somewhat empty unless it is related to a more specific sense of purpose or goal. But we need to consider in more detail how a rapprochement between relevance theory and register/genre theory might redeem the former.
In computing relevance two factors have to be taken into account: contextual etfects and processing eftort, and these two factors have to be balanced against each other.l2 The value for relevance can, in fact, be expressed as a fraction:
Relevance : Contextual Effects Pr.*t*,g Eff".t
The nature and range of contextual effects and the extent of processing effort may be specified more exactly if we have available some theory of contexts. To take a simple example: if a sales assistant in a butcher's shop is interacting with customers the most accessible contextual assumptions available to her are those associated with the field/schema/script of sales encounter. Under these circumstances, presuming on optimal relevance, she is likely to interpret the utterance Two lamh chops made by a person entering the shop, as a sales request, rather than some kind of descriptive assertion about the contents of the meat display cabinet. In Sperber and Wilson's terms the contextual assumption provided by the sales encounter schema 1. A person entering the shop wishes to buy something interacts with the utterance 2. The person entering the shop has uttered the sentence "Two lamb chops" the schemata produced by it, and, perhaps gives an inflated role to text in contradiction to discourse in the linguistic model presented on p. 213. A symptom of the exaggeration of the importance of text over discourse pragmatics is the example 2.1.10 on p.46 where there is no discussion of a crucial point: whether the sedating and drugging refer to the same actions by the same people. Another symptom is the incorporatioin of pragmatics into the text being analysed by supplying cohesrve devices p. 103.
l2 Thi, balancing of effort against benefit has also been pointed out by Beaugrande and Dressler (1981: 43,69) .
to produce the contextually implicated conclusion 3. The person entering the shop wishes to buy two lamb chops. This is the most relevant interpretation of the utterance, in fact a default interpretation in this highly conventionalized sociocultural context. A theory of contextual configurations, involving schemata, scripts, framesl3 or tields will help us speci$ the most accessible kinds of contextual assumption available to the interlocutors, one aspect of what Halliday calls "meaning potential". It will also guide us in the assignment and disambiguation of reference (Brown and Yule 1983: 209) . Just as importantly, a notion of genre is likely to help us to estimate the likely amount of processing eftort possible or presumed to be possible to the (speaker) hearer. Specifying the extent of processing effort presumed upon in different genres will help counter a number of important objections associated with the computing of relevance.
One of the major arguments put forward by Levinson in criticizing Relevance, is that the authors are inconsistent in their account of the way relevance is computed: "1. At one point they speak as though relevance has a predetermined value, and that contexts will be expanded until this value is satisfied; 2. At another point they regard relevance as a comparative measure, so that the best of the competing interpretations are selected; 3. Elsewhere they speak as though processing costs will have a threshold value,ra so that the first available contextual assumption which yields any effect will be automatically selected." (lrvinson 1989: 463) It seems to me that relevance is likely to be computed in the third way when the time available for processing is fixed: this would include those genres which involve spontaneous speech, such as conversation, where speakers' and hearers' processing time is relatively short, and isochronous with the time taken to produce utterances. (lgnoring lapses, gaps and significant silences, and the rehearsed elements of conversation such as anecdotes, jokes etc, which are clearly echoicls). The first and second ways of computing relevance are likely to be associated with genres in written modes, or ritually repetitive spoken modes. Being less at the mercy of time than spoken modes, they allow for more processing effort, assuming, as I do, an equation between processing effort and time. The first way of computing relevance could, for example, be applied to crossword puzzles/jokes, and the second way to t3 S". Schank and Abelson (1917), Minsky (1975) , Sanford and Garrod (1981) for the notion of script, frame, schema, respectively. Fairclough ( 1989) gives a clear and distinct definition of these terms, and relates them to Hallidayan register theory.
1o
Cf. B"uograncle and Dressler (1981: 34-5 ) who discuss processing effort and thethreshotd of temtinction, the point at which the language processor decides the outcome is satisfactory in view of the purpose of communication.
15 Tunn"n (1989: 1S4-194) shows how metaphors and orher figures of speech in the genre of public speaking, rely on an oral-formulaic tradition, so that when Jesse Jaclcson recycles elements of earlier speeches he is not really being spontaneous. literary works. With a crossword puzzle one is generally reasonably certain when one has solved a clue correctly; one simply has to go on expanding or selecting different contexts until the answer'clicks'. With literary interpretations one is more often faced with conflicting possibilities for the most relevant contextual assumptions, none of which can be categorically claimed as the most relevant, since the contextual effects produced by literary texts are typically both multiple and weak. This difference between literary, religious, or other symbolic texts, and crosswords accounts for the fact that you never intentionally do the same crossword twice, whereas literature is designed for repeated or ritual re-reading. Einmal ist keinmal.
But there is a further assumption of relevance theory that one might wish to object to. The apparent belief, inherited trom Grice, that linguistic exchanges have as their main aim the efficient exchange of information, or the maximal mutual expansion of cognitive environments with the minimum processing. The mention of crossword puzzles, above, suggests that certain genres, which could be labelled collectively 'pastimes', including jokes and riddles, are deliberately designed to increase processing effort. Consideration of the ways in which such genres exploit the principle of relevance leads us to the conclusion that some of the contextual assumptions which are accessed, and which are ultimately irrelevant in terms of the solution, are nevertheless relevant in their distractive and puzzling function. In just the same way the distractors in a multiple choice test achieve a relevance in spite of their falsity. We have to acknowledge, therefore, that certain kinds of genre are likely to deliberately increase processing effort, and that this itself can be relevant to the purpose of puzzlement. The need for such adjustments of the notion of relevance and irrelevance will be genre-specific, and can only be explained through the interaction of a general principle of relevance and the specific purposes of the genre.
More importantly we need to recognize that many uses of language do not have the exchange of information as their primary purpose. And if relevance theory can be more clearly related to these other purposes then it will avoid the criticism that it assumes information exchange is the main purpose of linguistic communication. One need hardly rehearse the arguments from Pratt (1981) onwards against this view in relation to pragmatics. But Steiner, even earlier, discussing the phenomenon of linguistic variation, put it well enough: "It may bc that the agonistic functions of speech inside an economically and socially divided community outweigh the functions of genuine communication ... Languages conceal and internalize more, perhaps than they convey outwardly. Social classes, racial ghettoes speak at, rather than to each other." (Steiner 1975:32) "Obviously we speak to communicate. But also to conceal, to leave unspoken. The ability of humans to misinform modulates through every wavelength from outright lying to silence." (Steiner 1975:46) One of the major purposes of language use which competes with and often overrides the informative purpose, is the maintenance and change of social relations within society. It was for this reason that lrech (1983) suggested a politeness principle to complement Grice's co-operative principle. With politeness we are, of course, concerned both with horizontal social relations or the dimension of solidarity, and vertical social relations, or the dimension of status and power (Leech 1983: 19-84,,123-7) . Much persuasive work has been done recently in suggesting how power relations interfere with co-operation and cannot be presumed upon ( ".g " Fairclough 1989; Sarangi and Slembrouck 1992) . Sperber and Wilson say nothing about the social or power dimensions of pragmatics. This is probably because they tend to build almost exclusively on the work of Grice.
Recall the analysis of Cromer/Lyall's imperialist description of the oriental mind, in Section 1, and the third reaction. Power relations, and the kind of genre in which communication takes place will, as I illustrated, have important consequences for the degree to which we can presume upon the operation of the co-operative principle, and the symmetry of purposes between speaker and hearer (Sarangi & Slembrouck 1992) . Unless relevance theory can dissociate itself from this Gricean presumption of co-operation, and acknowledge that the purposes to which relevance may be related can also be purposes of social domination, then it does seem to me irredeemably asocial (Mey & Talbot 1988) . But by the grace of register/genre theory, there may be a more excellent way.
A theory of conturts and purposes
For the notion of register we can usefully turn to Halliday and Hasan. "A register is a semantic concept. It can be defined as a configuration of meanings that are typically associated with a particular situational configuration of field, mode and tenor. It will, of course, include the expressions, the lexico-grammatical and phonological features, that typically accompany or realize these meanings. And sometimes we find that a particular register also has indexical features..that have the function of indicating to the participants that this is the register in question, like my first example once upon a tinte." (Halliday and Hasan 1985: 38-39) We must then go on to subsidiary definitions of field, tenor and mode.
"Field = what is happening, the nature of the social action that is taking place; what it is that the participants are engaged in, in which the language figures as some essential component Tenor = who is taking part, the nature of the participants, their statuses and roles: what kinds of role relationships obtain among the participants including permanent and temporary relationships, both the types of speech role that they are taking on in the dialogue and the whole cluster of socially significant relationships in which they are involved.
Mode = what part the language is playing, what the participants are expecting the language to do for them in that situation: the symbolic organization of the text, the status that it has and the function in the context, including the channel (is it spoken or written or some combination of the two?) and also the rhetorical mode, what is being achieved by the texl in terms of such categories as persuasive. expository, didactic and the like." (Halliday and Hasan 1985: 12) As has been pointed out by Young (1985: 288) , all three of these dimensions of register involve purposes, though very often Halliday's emphasis has been on statistical probability of the occurrence of language features/meanings within a register, reflecting the functional nature of lexicogrammar, rather than an admission of a psychological construct such as purpose or intention (Beaugrande and Dressler 1981: 140) . So in the Hallidayan scheme of things field is supposed to relate to the ideational metafunction of the clause, tenor to the interpersonal metafunction, and mode to the textual metafunction.16 The question of how these relations hold and to what extent is beyond the scope of discussion in the present essay. And the following discussion of register/genre will be highly selective, concentrating on those aspects of the concept which seem to be most obviously important for filling out relevance theory in relation to the workings of metaphor. But it is worth saying a little more about field, tenor and mode betore we proceed. Field has to do with the kind of purposive and co-operative social action which we quoted Clark as mentioning at the beginning of section 2. As we noted with our example of the butcher's shop assistant, identifying the field aspect of context will make some assumptions more accessible than others: such assumptions will be those stereotypically associated with the context by sociocultural convention, organized so that they form a script or frame or schema for that particular activity. It is this field aspect of register that Swales appears to be concentrating on in his definition of genre:
"A genre comprises a class of communicative events, the members of which share some set of communicative purposes." (Swales 1990: 58) The purposes he cites as examples in his comment on the definition, are those cooking activities associated with recipes, the control of the amount of information divulged in a legal cross examination, etc. (Swales 1990: 50-1) . It should be noted that such communicative purposes are not as clear in the case of conversation and literature, and I shall be commenting on that fact when I come to discuss mode.
Tenor clearly has to do with the social relationships which we discussed at some length in 2.3. Tenor gives us, then, a further kind of purpose besides that of co-operation in an activity, though the two are often dependent on each other: certain activities in a specific culture, such as education, are likely to involve status differences between teacher and pupil, for example. Service encounters position subjects as buyers and sellers. As we pointed out, it is this social purpose and social positioning which Sperber and Wilson seem to dangerously ignore.
Halliday's mode seems more problematical than the other two aspects of contextual configuration. He seems partly to have in mind the rhetorical purposes which language takes on in the context of the larger purpose defined by field." Martin has been sufficiently sceptical of this category to distinguish it as a separate level under the label of genre (Martin 1992: 502-3) . One important distinction in mode is that between constitutive and ancillary modes. Literature, in the restricted sense of the word, is clearly up the constitutive end of the spectrum, not typically related to any social activity beyond itself, and people who misinterpret it as ancillary, like Don Quixote reading romances as an instruction manual, provoke scorn; the same may be said of conversation, which is presumably why Swales labels it as a pre-genre, rather than a genre proper (Swales 1990: 58-9) . At the other extreme would be ancillary modes such as the language of ballet lessons, where the text only has meaning in relation to some other physical activity identified by the field. Spoken registers tend, of course to be more ancillary in mode, written more constitutive.
One problem in identifuing field arises in registers such as news reporting where the field being reported is distinct from the journalistic field constituted by the report. In a sports report, for example, the football match is one kind of social activity and the reporting of it is another. As Martin points out, in cases like reporting, where the "mode" is constitutive, the sequence of actions constituting the field being reported need bear no relation to the sequence of text elements in the report. Whereas in cases like ballet teaching, where there is only one field and the mode is ancillary, the sequence of text elements will be inextricably tied to the sequence of ballet movements. Divergence between two fields in the case of constitutive modes is one further motivation for positing genre as a level above register ( Martin 1992: 547) .
Hasan gives an an example of the specification of the contextual configuration comprising field, mode and tenor for the Sales Encounter example cited above:
economic transaction, purchase of retail goods, perishable food. Tenor: agents of transaction: hierarchic; customer superordinate and vendor subordinate, social distance: near maximum. Mode: language role: ancillary; channel: phonic; medium: spoken with visual contact.
A more detailed example would be the specification of the contextual configuration of advertisements (Fries 1991: 5-6 ).
One of the major problems involved in defining the contextual configuration, the field, tenor and mode, is in accessing the classificatory terminology. Where do these descriptive terms come from? One can, of course, take an ethnographic perspective, and check with specialist informants who are members of a discourse community on what kinds of activity they are engaged in, how they perceive their relations with interlocutors or readers, and what they are using language for.18 And one would expect that members of a particular culture would have a degree of consensus on how social space is divided up to form social orders, and common conceptions of the orders of discourse which relate to these social orders (Fairclough 1989: chapter 6) . But any systematic categorization of contextual configuration ought to use a consistent classification system and to my knowledge within register/genre theory the classificatory framework for such divisions has never been adequately spelt out. At present these classifications tend to be too crude and heterogeneous (Mathiessen 1993l. 236) . This is certainly an area which deserves a special clarification and standardization in order to help register theory fulfill its redeeming role for relevance.
Another example of a contextualised pragmatics
The work of Gumperz, particularly as described in Discourse Strategies 1982), is worth mentioning in the context of this programmatic article, since his work gives exemplary small scale examples of the ways in which social context, and mutiple levels of coding can be integrated with inferential pragmatics to explain and investigate interpretations.
"Interpretation at the level of conversation is a function of an inferential process which has as its input syntactic, lexical and prosodic knowledge and [that] juclgments of intent are based on speakers' ability to relate the informalion received in these channels." (Gumperz 1982: 1.17) Besides the codes of syntax, lexis and prosody, Gumperz is also able to demonstrate how paralinguistic features such as pitch key, speed and volume of utterance, along with'body language', such as gesture, facial expression and orientation, synchronize with verbal communication (p.I4l-Ia\ and provide contextualization cues for members of a discourse community. Contextualization cues may help define the genre or speech event and mark the transitions between differents genres (p.161-162)"
His considerable work on interethnic communication breakdown (e.g. Gumperz 1979 Gumperz , 1982 illustrates the fact that many of these non-verbal codes are more variable and localized within the discourse sub-communities than are verbal codes. Another relevant finding is that such contextualization cues are often associated with formulaic expressions of the kind discussed in 2.1 .
Gumperz's practice seeks to build bridges between ethnographic and psycholinguisticlpragmatic approaches to discourse (1982: 154CI, in much the same way as I attempt to make connections between Hallidayan sociolinguistic approaches, and relevance theory. His criticism of ethnography for not dealing with the question of how social knowledge affects the interpretation of messages (1982: 155) could also be levelled against the tradition associated with systemic functional grammar, which has been slow to take on the psychological processing aspects of interpretation, and to recognize mental representations, intentions, goals, and purposes as crucial for the understanding of text. In the same way, the criticism that schema theory has tended to divorce cognition from its communicative purpose and social environment (Swales 1990: 88) could equally well be levelled against relevance theory.
Much of Gumperz's work limits itself to face-to-face, one-to one or small-group spoken communication, often framed by conversation. Here the demarcation between speech activities or genres is itself a problem for the analyst. In the third section of this paper I shall be dealing with mostly written genres which are more clearly defined and more easily recognized, and for which therefore, there is some chance of succesfully providing details of the contextual configuration.
3. Metaphor: A case in point 3.1. Using relevance theory to explain metaphortcal interpretation: a demonstration Relevance theory, with adaptations and expansions which I have proposed elsewhere (Goatly in preparation), seems an extraordinarily powerful tool for explaining metaphor in general and literary metaphor in particular. Let's consider a few examples.
(6)
That time of year thou may'st in me behold When yellow leaves or none or few do hang Upon those boughs which shake against the cold, Bare ruined choirs where late the sweet birds sang.
This metaphor is extremely complex, even more so if we notice that it is embedded in another extended metaphor which begins in line 1. However, limiting ourselves to the local metaphor, we can use relevance theory's deductive logic to formalise an interpretation (The following, politically incorrect, interpretation is based on Empson (1953: chapter 1), and is not one I would wholly endorse, especially assumption 37).
1. Two noun phrases separated by a comma can be part of a list or in apposition.
2. Lists have and between the last and penultimate items.
3. There is no and either before or after bare ruined choirs. Thus 4. Bare ruined choirs is not an item in a list. Thus 5. The two noun phrases are in apposition.
6. Two noun phrases in apposition refer to the same object. Thus 7. Bottghs which shake against the cold and bare ruined choirs refer to the same object. 8" These phrases cannot both be referring literally to the same object. 9. Noun phrases can refer literally or metaphorically. Thus 10. One of these noun phrases is referring metaphorically.
17. leaves, hang, are literal and belong to the same lexical set as boughs. Thus 12. bottglw wliclt shake against the cold is referring literally and bare ruined choirs is referring metaphorically to the same object. 13. Referring metaphorically involves drawing similarities and/or analogies. Thus 14. The poet is drawing similarities or analogies between bare ruined choirs and boughs which shake against the cold. Thus 40' The poet is drawing the following similarities between the boughs and choirs: both are wooden, used to havi sweet singers in them sitting in rows; and is drawing the following analogies: bough: trunk: branches: leaves:: .hoi.r pillars: vaulting: windows; which themselves depend on further similarities: shape and function of pillars and trunks, shape of vaulting, colour of reaves and-windows etc.etc.
There is a certain amount of doubt involved in this inferential process of course, in other words many.of the implicatures are very weak. This is precisely what is required of symbolic cultural objects like a Shaiespeare sonnet which is recycled through the same leade-r many times, and through many readers over the ages, and through many critics influencing those readers. The doubt is manifest in two ways: an uncertainty over which are the relevant contextual assumptions to access. But also a doubt as to t!1 facluality of the assumptions accessed (e.g. 36. and 37.). The sensibility of the critic, his/hei ability to posit new implicated premisses to throw light and throw up new implicated conclusions depends upon the presumption, if not the generation, of doubt. And the literary historian or uiographei will spend a good deal of time ancl effort researching to establish the validity of certain historical assumptions e'g' 33., 34.,36. Commu.nication through poetic metaphors is as risky as it is rich, and the critic, the cultural equivalent of "an lnrr.un." ,ui"r*un, is there to simultaneously maximize and minimize the risk.
Several other aspects of this list of implicatures are worth comment. First of all there is some kind of inferential process needed to establish that the two noun phrases are in fact in apposition (1.-5.), to determine that one is being used metaphorically, and also to decide which is the topic term, being used literally, and which the vehiclete term, being used metaphorically (6.-12).
The next aspect concerns the provenance of the contextual assumptions/implicated premises which might be used in deriving the implicated conclusion (See Figure 1) . We can see that some, but few of these assumptions derive directly from knowledge of the language system, in the sense that they are part of the grammar or are entailed as one of semantic features of lexical items: 1.,2., 11., 18., 23.,24.. (l have spelt these out to a greater extent than is common in Sperber and Wilson, since I am interested in the syntactic specification of metaphorical topics). Turning to another potential source of assumptions, the knowledge of context, which breaks down into knowledge of situation and co-text, we can see that knowledge of co-text is quite crucial in contributing premisses 3.,7., 11., 1,6.,20.,35. 39.). Knowledge of situation, which includes knowledge of the time of utterance and knowledge about the addresser, Shakespeare, provides further implicated premisses: 33.,,36. The remaining contextual assumptions are derived from sociocultural and 'factual' knowledge, invoking such schemata as: trees (morphology, boughs as habitats for birds, seasonal changes to them, etc.), cathedrals (history in 16th century, architecture, function of choirs etc).
The final aspect worth comment concerns the relative accessibility or salience of these assumptions. The most salient are probably assumptions like 15. and 20. which can be evoked from the immediate co-text and context. Less directly accessible are those which depend upon extending the context,2o for example the choir schema is extended to the cathedral schema which includes a sub-schema for le Th. concepts vehicle, topic and grounds are adapted from lrech (1969): I have replaced lrech's tetm tenor with topic to avoid confusion with tenor in the Hallidayan sense, the interpersonal dimcnsion of the discourse situation.
20 Th" extension of rhc context is similar to the phenomeno n of spreading octivation (Collins and Loftus 1975). pillars, vaulting, windows etc. The more the context has to be extended, other things remaining the same, the weaker the resulting implicated assumptions are likely to be. (See Sperber and Wilson 1986: I42-I50) .
From the point of view of this paper, the most crucial contribution of context not dealt with in the above analysis concerns the genre within which the metaphor occurs. This is a lyric poem, a sonnet, and within this register/genre, mode specification would include: rewritten in several drafts and designed for re-reading; processing time for addresser and addressee relatively large in proportion to text processed.
It is precisely these generic conventions of re-writing and re-reading over long periods that allow the multiplication of weak contextual implications, and make unnecessary a cut-off point. Re-reading and simultaneously imposing a cut-off point for the generation of implications would be a recipe for boredom.
The kind of metaphor such as the Shakespearean one just analysed which generates multiple grounds of comparison and involves considerable interpretative time and effort, we might label ACTIVE, locating it at one end of the metaphorical scale. At the other end we have DEAD metaphors, where words have so completely acquired secondary conventional meaning that it is difficult to realise they were ever metaphorical, and they are treated as homonyms. No pragmatics is needed for interpretation of dead metaphors qua metaphor, and so no implicated conclusions are generated. Somewhere in between are, for want of better terminology, TIRED and SLEEPING metaphors. We can use Sperber and Wilson's examples to illustrate, though I give ditferent interpretative details than they do for the first:
The room is a pigsty.
(8) Robert is a bulldozer.
Under normal circumstances the room is a pigs4t will give access to the following implicatures:
1. The word pigsty either means 'a pen for pigs' or 'a dirty/untidy place'
2. This room is not a pen for pigs. Thus 3. The speaker means'the room is a dirty/untidy place' This interpretation simply involves a process of disambiguation, since, as sleeping metaphor, it has acquired a second conventional semantic meaning, and is polysemous. It is difficult to see how, if the speaker intended that the sole implicature should be 'the room is a dirty /untidy place', and yet expected the hearer to go through a list of other possible weak implicatures, that this utterance could be optimally relevant. The speaker could have saved the hearer processing effort by uttering the room is dir4t and untidy. As it is, (7) can be seen as relevant since it is shorter than the room is dirry and untidy, and involves the relatively small processing effort of disambiguation. (8) If you steamroller someone into doing something you force them, because you are more powerful and influential, to do something which you want to do and which they originally opposed, without caring whether they are happy to do so. in the same way as a steamroller, through its height/momentum pushes/flattens obstacles on the way to reaching its destination. Clearly this last metaphor is more active than the pigsty one. But because it generates fewer implicated conclusions than the Shakespearean one, and is not wholly original, we could label it TIRED.
The discussion of these three examples, demonstrates, I hope, the ways in which a precise spelling out of implicated assumptions and conclusions, in the manner of relevance theory, can be usefully applied not only to the disambiguation and straightforward interpretations of DEAD, TIRED and SLEEPING metaphors, but also to the exploration of the richer meanings of more ACTIVE literary kinds.
Varieties of metaphorical interpretation according to register variation
In the final part of this article I wish to consider how relevance theory can be applied to the interpretation of metaphors in different registers by relating it to the particular purposes of field and tenor, and to the processing conditions dictated by mode. The five registers which I have selected tbr comparative purposes are conversation, national daily news reports, popular science articles, magazine advertizing of consumer goods, and short modern lyric poetry. (The text of the poem I use as illustration can be found on p. 29. The sources of the other citations are given at the end of the references section) Despite the slight inadequacies of the classificatory framework discussed above (2.4), we ought to begin with an attempt to describe the contextual contiguration of field, mode and tenor for each variety. language role: constitutive rather than ancillary (but related to economics of publishing, politics and the democratic process) channel: visual; medium: print/graphics; mass; processing time greater for addresser than addressee, but addresser still working to severe time pressure and addressee might skim etc.; rhetorically expository (persuasive or manipulative)
Poptilar Science Articles
Field: investigating the physical properties of the universe; hypothesizing, justifying and/or explaining scientific theories/findings Tenor: journalist/scientist to journallmagazine/newspaper reader; hierarchical: identified(eminent) expert authority as writer to non-expert readers (efforts made to explain the difficult is more comprehensible language); social distance: near maximum Mode: language role: rather constitutive but dependent on scientific research; channel: visual; medium: print/graphics; processing time for addresser greater than for addressee, (based on meticulous and time-consuming research); designed to be read carefully but probably only once: rhetorically expository
Magazine Advertising
Field: economic, buying and selling; persuasion to buy/decision-making about purchases Tenor: company/advertizing agency to reader; hierarchic: advertiser less powerful than potential buyers who are non-assured, perhaps reluctant addressees; social distance maximum but extreme synthetic personalization (often the ad promises that buying admits reader to a social group) Mode: language role: ancillary to selling (but often read as constitutive?) channel: visual; medium: print with heavy reliance on graphics/visuals (and in phonological patterning often reflective of spoken); mass; addresser processing time disproportionately greater than addressee processing time, though possibility of (accidental) repeated processing; read/looked at selectively; rhetorically persuasive
Modent English Lyic Poetry
Field: entertainment, aesthetics, literature; expression of/responding to emotion/beauty; (re)creation of and reflection on an individual experience as a means of exploring themes of universal significance Tenor: poet to unknown reader; hierarchic: poet as unique voice to any poetry-reading member of public; but presumption of undivided attention from reader; socialdistance: maximum but, through implied poet/persona. overlaid with fictional intimacy, self-disclosure, vicarious sharing of experience; Mode: language role: entirely constitutive; channel: visual/aural; medium: printed to be spoken; mass; rewritten in several drafts and designed for re-reading; processing time for addresser and addressee large in proportion to text processed; rhetorically entertainment, imparting pleasure
Having spelt out these contextual configurations we can proceed to test a number of hypotheses concerning the interpretation of metaphor in these registers.
3.2.1. Hypothesis 1 : The detectiort (disambiguation) of a metaphoical meaning as opposed to literal meaning will depend ort the pirtciple of relevance in relation to field (subject matter)
A simple example of this would be the fabricated sentence (9) I shot an eagle
If uttered at the end of a hunting expedition the probabilities are that shot an eagle will have its literal meaning. If uttered in the clubhouse after a round of golf the chances are the same verb phrase would have a metaphorical meaning ('two under par'). The literal meaning, if accessed in these circumstances, would clearly not be relevant to the field, playing golf, and the non-literal meaning would be selected. Since the metaphor here is probably sleeping it is simply a question of disambiguation, perhaps along the lines of example (7). However, one could suggest that such is the strength of the influence of field that problems of disambiguation would hardly arise, and, taking a top-down approach, the choice of the metaphorical meaning would be automatic. In other words it will accord with the meaning potential associated with the social context. Let's consider some examples from each of our five varieties which illustrate the influence of field on the detection of metaphor.
In the cited examples I make the non-literal term, the vehicle-term bold, underline the topic term, its conventional, literal equivalent, and italicise the ground-term, which supplies the grounds of comparison.
Corwersatiort (10) (11) V"ry often they've done it in harness, Tom and Cedric have together (CEC 524) taken the class You might actually get three duds, I mean three people who you didn't want (cEC s28) Although this is an extract from the London-Lund Corpus of English Conversatiort, in fact, the conversation in which these metaphors occur is an informal discussion of various candidates for a teaching post, and the current teaching needs of a department. Since the speakers are aware that the field of discourse is education not horse-transport/ploughing or shooting, it is clear that in hantess and duds cannot have their literal meanings.
One of the t-eatures of conversation, as we saw, is the lack of constraint on topic, the tact that changing the topic is permissible. Whether this makes conversational metaphors less easy to detect might be open to empirical investigation. It could account for the fact that metaphors are often signalled and/or specified. (The literal meaning or topic is specified in (10) and (11).) News Reports (12) Then he moved to a private bar upstairs and trouble erupted (DM 3) (13) The tug-of-war between the desire to be more open and ingrained bureaucratic reluctance to "come clean" (DT 8)
Similarly, it is obvious from the co-text that the fields being reported in these examples are fighting in a restaurant by the cricketer Ian Botham rather than volcanoes, and the nature of bureaucratic confidentiality rather than sports. Under these circumstances entpted and tttg-of-war cannot be literal. However, the following is an interesting contrasting example of a more active metaphor.
(14) He had been subjected to "toothpaste tube" treatment. This involved a corporal taking a rod or bar to him as he lay in bed. slamming it on the bottom of the bed and then slamming progressively upwards until he had his knees beneath his chin. When the rod reached him it was brought down on his body. (DT 4)
Since the news article deals with the field of the treatment of privates by army officers it is unclear whether tootltpaste tube is being used literally or metaphorically. Presumably toothpaste tubes are widely available in army camp life, and a modicum of imagination could construct some kind of torture involving literal toothpaste tubes. This is, I suppose, one of the reasons the lexical item has to be explicitly marked as metaphorical with inverted commas. In fact, explicit verbal marking of metaphors, in those genres in which it occurs, typically takes place where the field provides no clues for disambiguation, or even where the field might tend to produce disambiguation in the wrong direction. A survey of concordance lines for the lexical items metaphoically and literally in the Cobuild corpus, reveals the following as typical (15) The particular topic of scientific enquiry/theory building and explanation is the nature and extent of the earth's biosystems. James Lovelock is explaining his theory that the earth, including the so-called inanimate matter which forms the bulk of it, is best conceived of as one large self-regulating organism, Gaia. The focus of attention is the nature of the planet, so that, in this context a giant redwood tree seems out of place and can be treated as the vehicle of a metaphor. However, despite this similarity to metaphor in its incongruity to the field , it is being referred to perfectly literally. And the property of being a living organism despite much of its mass being dead is more obviously true of the redwood tree than of the earth. Lovelock is only hypothesizing that this property is possessed by the earth.
(18) Could a planet, almost all of it rock and that mostly incandescent or molten, be alive? Before you dismiss this notion as absurd, think, as did the physicist Jerome Rothstein, about another large living object: a giant redwood tree. That is alive, yet 99 percent of it is dead wood. Lrke the earth it has only a skin of livirtg tissue spread tlinly at the su(ace.
Advertisirtg
In the case of metaphors in advertising language the simple incongruence to field (content) as a means of marking metaphor undergoes an interesting complication. In (19), although.t/ep"t is straightforwardly given its sleeping metaphoric meaning, the co-presence of walk in the context re-activates the alternative literal meaning" (Though note that, in contrast with (15) and (16), the literal meaning is not explicitly marked.) (19) Master the four basic steps of this recipe and you'Il be able to walk the more exotic stir-fry dishes. (GH 123)
Perhaps we can formalize the interpretation according to the deductive logic of relevance theory as follows:
1. The advertisement is selling cooking utensils by promoting the recipes that can be cooked with them 2. The word step either means 'a stage in a process' or 'the movement of a leg in the walking' 3. Recipes involve stages in processes Thus 4.
Step means 'stage in a process'
5" Walk as a transitive verb can mean either 'to perform easily' or 'move forward by taking steps' 6. Recipes involve performing a sequence of processes Thus 7. wcrlk means 'perform easily' 8. Making steps is part of walking Thus 9. The writer also intends us to consider the meanings 'move the leg in walking' and 'move forward by taking steps' as secondary meanings of s/ep and walk respectively.
In (20) the pun actually exploits two aspects of the field: firstly, the metaphorical meaning of splash ottt relates to the fact that advertising is part of the economic process of buying and selling; secondly, the literal meaning of splash (though probably not the phrasal verb splas h otuzL) relates to the goods being sold-bathrooms.
(20) A beautiful new bathroom from Graham makes freshening up a positive pleasure. But with interest free credit as well it feels even better. Because that means you won't have to splash out too much. (GH 155) Poetry A tendency to extend metaphors and thereby evoke minor fields distant from the primary content by extending metaphors is more pronounced in poetry and literature (See Goatly 1987: and forthcoming ch. 8). In the poem by Seamus Heaney that we are using as an example we have established a bidgehead, trained on me, retre(tted. which all have meanings associated with the schema for warfare.
2t I dir.us elsewhere how the addition of prepositionsiadjectives to form phrasal verbs is a device for weakening metaphors and incorporating the secondary metaphorically derived meaning into the dictionary. (Goatly in preparation: Chapter 3 passim).
An Advancement of Leaning.
I took the embankment path (As always deferring The bridge). The river nosed past, Pliable, oil-skinned, wearing A transfer of gables and sky. 5 Hunched over the railing, Well away fro the road now, I Considered the dirty-keeled swans.
Something slobbered curtly, close, Smudging the silence: a rat i0 Slimed out of the water and My throat sickened so quickly that I turned down the path in cold sweat But God, another was nimbling Up the far bank, tracing its wet 15 Arcs on the stones. Incredibly then I established a dreaded Bridgehead. I turned to stare With deliberare, thrilled care At my hitherto snubbed rodent. 20
He clockworked aimlessly a while, Stopped, back bunched and glistening, Ears plastered down on his knobbed skull, Insidiously listening.
The tapered tail that followed him, 25 The raindrop eye, the old snout: One by one I took all in. He trained on me. I stared him out Forgetting how I used to panic When his grey brothers scraped and fed 30 Behind the hen-coop in our yard, On ceiling boards above my bed.
This terror, cold, wet-furred, small-clawed, Retreated up a pipe for sewage. I stared a minute after him. 35 Then I walked on and crossed the bridge.
A further similarity with the patterns of metaphorical detection we noted in advertising is the metaphorical relation of one aspect of field content with another aspect of the same content (cf (20) above). The persona of the poem describes the flow of the river thus (21) The river nosed past We might formalize the interpretation as follows:
1. The poet has said "the river nosed past" 2. We speak literally of animals nosing past' not rivers. 3. In saying "the river nosed past" the poet is not speaking literally, but metaphorically 4" The only animals mentioned in the co-text are rats. Thus 5. The poet is comparing the river with rats.
6. The poet is obsessively afraid of rats. 7. When people are obsessively afraid of something they misidentify other entities as the thing they are obsessed with. Thus 8. The poet compares the river with rats because of his obsessional fear of them.22
We pointed out above that in the case of constitutive modes/genres in registers like n.*i reporting, the field being written about and the actual writing diverge. In literature the divergence is extreme. For example,when reading/writing the story Kidnappecl by R.L. Stevenson, "the nature of the social activity one is engaged in" is clearly not kidnapping. For this reason it is important to include in one's specification for the field of modern lyric poems the phrase reflection on individual expeience es a means of exploing themes of universal significance.z3 If the poern we consider were simply a record of an individual's walk along a canal and how he summoned up courage to confront a rat, it would be of marginal significance in terms of literature. Therefore, if we are to make the events described in the poem achieve the purpose of the field of literature, i.e. exploring themes of universal significance' we are forced to treat the whole poem as one kind of metaphor. The surface content becomes an exemplification of a general theme, the overcoming of phobias, just as in the case of metaphorical proverbs like don't couttt your chickens before they are lntched can be glossed 'don't anticipate successful outcomes before they happen'" 3.2.2. Hypothesis 2 : The kinds of implicated assumptions will be determined by the pitrciple of relevance in relatiott to the purposes inherent in field and tenor
To use a simple example this hypothesis would suggest that the kinds of implicated conclusions to be found in conversation will be different from the kinds of implicated conclusions to be discovered in a biology class. Consider these two (made-up) examples:
22 Oth", examples of obsession as a molivation for metaphor in literature (in psychoanalytic theory of course there are many transferences which are interpreted obsessionally) would be Ezra Pound's persona in'The river merchant's wife: a letter' (Cathey) describing butterflies asyellow with autunrn because of her preoccupation with the passing of time.
23 Hurun gives an interesting discussion of the two senses of what a poem is about, drawing artention to whar she calls thematic nteaning (Hasan 1989:97-99) . See also Goatly (in preparation chapter 8).
(22) The kidney is the sewer of the body.
(23) A: Do you want to go on a boat trip on the river? B: What, on that sewer?
Because conversation, both in field and tenor, has a strongly interpersonal tunction, one dimension of which is the expression of affect,2a it would be reasonable to look for implicated conclusions of an affective kind in interpreting(26). Whereas in (25), where the field is scientific education, and the social distance of the tenor is greater, one would expect the motive for metaphor to be explanatory rather than affective, ideational rather than interpersonal. Before our more detailed survey of the five registers under consideration it will be useful to have some notion of the purposes for which metaphors are most commonly used, and at least a sketchy overview, based on preliminary research (Goatly 1993) , of how these functions relate to the five registers being considered. See Besides the fact that jokes qua jokes have a mainly interpersonal function-we talk of shaing jokes, and when we hear a good one feel something of a burden until we have passed it on to our intimate friends-this particular joke cultivates intimacy in two additional ways. Firstly, it will only be fully understood by those who are aware of what phonemes are. And secondly, it probably conveys negative attitudes to casual sex. It therefore cultivates intimacy with a, perhaps, rather small section of society?-those linguists who disapprove of casual sex. Though most of the spontaneous metaphors in conversation are tired and sleeping, one should note that their particularity and imageability have a phatic function. If I say (26) There are certain areas of the syllabus which the students queue up for (cEC s20) using queue ap instead ol prefer, my hearer is invited to fbrm a mental image. Such particularization can be interpreted interpersonally as a symptom of involvement, or affect (Chafe 1982l' Tannen 1989 .
News Reports
Passing to news reports we can note the widespread use of hyperbole in line with the fact that one aspect of the tenor is grabbing attention and one of the field functions is, particularly with popular newspapers, entertainment. Hyperbolic metaphors present vehicles which are larger scale or more violent in some way than the topics to which they refer: (30) Could a planet, almost all of it rock and that mostly incandescent or molten, be alive? Before you dismiss this notion as absurd, think, as did the physicist Jerome Rothstein, about another large living object: a giant redwood tree. That is alive, yet 99 percent of il is dead wood. Like the earth iL has only a skin of living tissue spread thinly at the surface.2s
(31) It is r/us persistent instability that suggests that the planet is alive. At least to the extent that it shares with other living organisms that wonderful property, homeostasis--tlrc capaciqt tu control its chemical composition and keep cool wlrcn the environment outside is clnnging. (G 25) In one sense, of course, science is actually a field of activity devoted to making explicit theoretical models or metaphors (Boyd 7979; Kuhn 1979) so that providing the metaphorical grounds in the co-text is essential to its raison-d'etre. This elaboration, the spelling out of grounds so that metaphors are reduced to explicit comparisons, applies not only to the theory-constitutive metaphors of science, but also to more mundane explanatory metaphors:
(32) There was so much information to be gathered and sorted. To understand the world was a task as dfficult as that of assembling a jigsaw puzzle the size of a planet. It was all too eory to lose sight of the picture in the searching and sorting of the pieces. (G: 25)
As far as reconceptualization is concerned, the article under discussion is especially significant. It is holding up an alternative theory-constitutive model/metaphor , Gaia theory, hypothesizing that the earth is an organism which regulates its own environment, to replace the conventional theory that living organisms only adapt to their environment.
(33) I see the world as a living organism of which we are a part; not the owner, nor the tenant, not even a passenger on that obsolete metaphor "spaceship earth""
Advertising
When we look at the interpretation of metaphors in advertizing we have to recognize the importance of interpersonal functions and relate this to the field which "' If we are tempted to accuse l,ovelclck of argument consider whether there is, in fact, any other way of arguing. Johnson 1987: 101-138) .
by analogy here, we ought perhaps to See footnote I (Bateson 1991: 240-42: is, at least from the advertiser's point of view, selling.26 Punning is a widespread technique as we have already illustrated in (19) and strengthens the emotional bond between customer and product by the association of pleasurable experiences with the latter. A particularly interesting example is the advertisement for Anglia Building Society (P 71). The logo for this company is a triangle which appears prominently in the ad. The copy reads:
(34) If buying a house seems a vicious circle, try Anglia.
A slight change of pronunciation gives us tiangulart These puns have both a decorative function and, more important a phatic one. Decorative, in the sense that the understanding of the ambiguity which gives rise to the humour is not absolutely necessary to understand the main point of the copy. Phatic, in the sense that one of the main purposes of humour is to lower the psychological detences, to open the way for closer contact and intimacy.
This synthetic personalization which is rife in advertising copy, and is beginning to invade bureaucratic discourse (See Fairclough 1989: 2I7tt; ) may also be related tcl the personifying tendency of ads. If the product can be promoted as a human being, capable of solving problems for the customer, then this represents a triumph for the ideology of consumer capitalism (Dyer 1984: 77-84) . So washing up liquids are kind to hands, cold remedies are gentle, shampoos tackle dryness from two angles, ward off fitrther drying oltt threats from hairdryers and help anyone get their hair out of trottble (GH 142-3). Cars are frequently humans: (35) Our 2.5 family is eagerly waiting for yours. (P 29) Given the quite obvious interpersonal slant of these ads it would be facetious to look tor many rich ideational implicatures from personification, beyond those of rather vague positively affective user-friendliness or helpfulness.
Poetry
By contrast, short lyric poetry, besides recreating emotional response to individual experience as a reflection of self-disclosural tenor, has inherent in its field the recreation of an individual experience so that it is aesthetically pleasing. We can therefore expect that many of the metaphors would be designed to describe vividly and exactly the physical properties of the experience, in addition to presenting aesthetically pleasing images, and evoking strong emotions.
In "An Advancement of Learning' the succession of military metaphors such as he trained on me and the lines with their synaesthetic metaphor (36) Something slobbered curtly, close, 2u T1r" asymmetry of purposes in discourse has been explored by lrech (1983: 232-3) Sarangi and Slembrouck (1992) . There is no space to discuss further here except to say that both Grice and Halliday/Hasan seem slow to recognize it. as 13. In this sense jokes, like crossword puzzles, will generally involve a concept of relevance type f. in lrvinson's three-way classification: i.e. relevance has a fixed value and contexts will be expanded until that is reached (Section 2.3). However some jokes, as well as being jokes for purely humorous effect, are also designed to make a point, and this might be interpreted as one of them, justifying the extra effort of generating 13.
The metaphors occurring in conversation are predominantly of the inactive variety. In the corpus we have examples such as spell out'explain at length', field 'area of expertise'(CEC 519), load'amount of work', catered for 'make provision for'(CEC 520) struck by 'impressed by' (itself a dead metaphor), withdraw 'drop out of the competition' (CEC 532) brilliant'extremely clever' (CEC 534) sharply 'quickly' (CEC 540) upset 'emotionally disturbed',(CEc 691) kicks 'excitement, stimulation'(CEC 698) sheltered 'cut off from experience' (CEC 703) etc. etc. These metaphors, since they are sleeping, only need to be disambiguated to give an adequately relevant interpretation, along the lines of the pigsty example (7)."
News Reporting
In news reporting, the pointlessness, the irrelevance of attempting to detect a double meaning for sleeping metaphors is well illustrated by the phenomenon of mixed metaphor.
(39) The firms are at the forefront of a growing movement breathing new life into the company suggestion scheme concept to tap shop-floor and office ingenuity and bring Britain into line with other industrialized countries.
These metaphors are absurd if we evoke and hold in mind the possibility of double meaning. But such a resisting of rapid disambiguation is clearly irrelevant to metaphors in this register. By contrast, the metaphors in lyric poetry otten create fascinating and complex interrelationships with each other, far more so than even in advertising copy. Consider lines 3 to 4.
(40) The river nosed past,/ pliable, oil-skinned, wearing / A transfer of gables and sky.
Instead of regarding these metaphors as mixed in a pejorative sense we can see that the poet is making successful transitions between them, based on the sharing of grounds. Noses are pliable and are covered in skin. One reading of oil-skinned 'covered with a skin of oil' disposes us to observe that oil is less viscous than water and that the word pliable therefore applies to it more literally. The alternative 27 Such inactive metaphors still have some potential for concretizing what they refer to, and thereby evoking an image. Relevance theory, while recognizing the effect of imagery (Sperber and Wilson 1986:236) ,limits itself to what can be spelt out in propositions, i.e. beliefs and assumptions, and is not easily able to capture the distinction between concept and imagc (see Wijsen 1980: 102-3, 151 ) and the more subtle distinctions between image-schema and image (Johnson 1987: 21-30 ).
reading of oil-skinned 'covered with an oilskin' suggests the clothing used by fishermen and sailors which is literally pliabte anc suitable for weaing.-The paini used for the transfers which children use to make pictures is also, presumably, oil-based, making a further link.
Popular Science
As far as the language of popular science is concerned we have already suggested that metaphors are generally diminished to explicit comparisons so that the reader's task of generating implicatures as grounds is ionsiderably reduced. As in conversation and news reporting, therefore, the majority of metaphors are not worth exploring independently of the grounds of comparison made in the text.
In fact, what seems remarkable about this style of Scientific English is the frequency of paragraphs which display minimal use of lexical metaphor. One example will have to do: (41) The mechanism for controlling carbon dioxide in the atmosphere was a variation in the rate at which rock comprising calcium silicate ii worn down or weathered. Living organisms -ranging from soil bacteria, worms and burrowing animals to trees -are partly responsible tbr weathering. As evolution progressed, this biologicalweathering increased, releasing n1itti"nt elements and forming particles of soil. This encourages the growth of organisms, which, in turn release carbon dioxide in the soii to increise acidity and so hasten the rate of weathering. The products of weathering are calcium bicarbonates and silicic acid, resulting from the carbon dioxide reacting, in the presence of water, with the calcium silicates in the rocksB oth these products are soluble and move through the ground waters to streams, rivers and eventually the sea. There, marine organisms take in the calcium carbonate and use it to make their shells of calcium carbonate. The carbon dioxide trapped in this compound is, ultimately, deposited as a sediment and forms limestone. (G 27) In this paragraph one can, after long consideration, notice probably only a total of five nretaphors: the personi$ing encourages and ."rponiible; and mechanism, release and trapped which all have thoroughly conventional secondary senses in chemistry texts.
This relatively successful attempt to purge philosophical and scientific discourse of figurative language reflects John Locke's objection to metaphor and other figures:
"..'if we would speak of things as they are we musr allow that all the artificial and figurative application of words eloquence hath invented are for nothing else but to insinuate wrong ideas, move the passions, and thereby mislead the judgment, and so indeed are perfect cheat.; lcite<l in De Man 1979: 13) Allttsive metaphor in Science Advertizing and poetry There is no better illustration of how adequate levels of relevance will ditfer from reglster to register than the way allusion is handled. The first allusion is taken from I74 Andrew Goatl the Gaia article:
(42) Planetary control would require the existence of some kind of giant panglossian nanny who had looked after the earth since life begau (G 25)
The metaphorical expression depends on allusion to the character Pangloss in Voltaire's Candide who repeatedly claims that we live in the best of all possible worlds. Unlike a poet, Lovelock does not allow the allusion free rein to generate whatever grounds it wishes, but in two other parts of the text actually quotes or adapts the words of Pangloss: "Zftis is the best of all worlds, bttt only for those who have adapted to it."; we live in " the best of all possible worlds". In this popular science text the other possible implicatures we initially generate for the metaphorical allusion will be discarded in favour of the one explcitly endorsed. By contrast, in an advertisement for the Mitsubishi Cordia car we have the slogan The Shape of Cars to Come, echoing, with variation, the title of H.G. Wells' tract The Shape of Things to Come. In advertisement allusions one is simply required, more often than not, to register the familiarity of the phrase rather than to explore the extra grounds derivable from comparing the two texts. So, the pessimistic tone of Wells' work would be quite inappropriate to the optimism of the advertisement tor a new model of car. This minimal processing of allusions reminds us of the minimal processing of puns, illustrated above in (19) and (20). The double meanings are registered, but there is little if any exploration of the grounds of the original metaphors such as splash ottt, or steps, walk.
Contrast this with the processing of the title of our poem which is an allusion to the work of Francis Bacon The Advanrcement of Leaming. Unlike the allusion in the Cordia ad, the allusion in this poem has a good deal of relevance, as the first section of Bacon's work is devoted entirely to disposing of objections to learning, just as the persona disposes of his objections to encountering rats.
3.2.4. Hypotlrcsis 4: Tlrc greoter the processing time, on aspect of mode, the more likely we can presume that relevance is achieved by weakly implicating a large number of ossumptions Halliday has been at pains to point out that the textual metafunction is not a means to an end, but that it is an enabling function for the ideational and interpersonal metafunctions (Halliday 1978: 145) . In one respect, therefore, this fourth hypothesis is intimately linked with hypotheses 2 and 3, and might constitute a kind of summary.
One element of the dimension of mode, namely the length of production and processing time, determines the kinds of metaphoric effects which are possible, and correlates with the kinds of purpose to which metaphors are put in different registers.
Two aspects of time are relevant to the question of the relation between mode and metaphorical purpose. The first aspect is simply a measure of the time available for production and processing. The second aspect is concerned with the symmetry or asymmetry between production and processing time in any particular mode or register (cf Chafe 7982:36-38). I have attempted to diagram my intuitive sense of the relationships in Figure 3 , where the relative length of production time is represented by the length of the vertical lines on the left, and the length of processing time by the lines on the right. In the case of metaphors in conversation, production and processing time are extremely short, since conversation can be presumed to be largely spontaneous; and the time available for production and processing is more or less symmetrical. This presumably accounts for the following observations: inactive metaphors are common; and the jokes/riddles which incorporate active metaphors in their interpretation (25) are, of course, not spontaneous at all but echoic, and probably allow the hearer a substantial pause to guess the answer. Because there is not the time for the hearer to ponder whether a certain language use is metaphorical or not, or what the exact grounds might be, more active metaphors usually either have their topic/grounds specified (10) (11), or are signalled(*):
(43) It's Tom Walker's own field as it were* so to speak*.(CBc 522) (44) I just looked at him waiting for the next sort of* chapter (CEC 698) In news reports there is considerable time pressure on the producer to meet edition deadlines, so that, among the written varieties we have considered in this article, news-reporting probably takes the least time to compose. Although the permanence of the medium makes it possible for the reader to spend a long time in processing, in practice much of a newspaper is skimmed and scanned or read partially and quickly. The relative speed of both production and processing time accounts for the fact that writers are careless enough to produce mixed metaphors and yet generally 'get away with it'. And the fact that the reader often has little time to devote to reading probably explains the kinds of hyperbolic metaphor which are designed to attract attention. It would be interesting to find out whether these hyperbolic metaphors tend to be concentrated in the more prominent parts of the copy e.g. in the headline and lead.
Popular science has more time at its disposal to control its metaphors since deadlines are less frequent. One could also propose that, in the case where such articles report research, the time spent on research can itself be counted as production time; we have already noticed how, in a sense, scientific research is often devoted to exploring what exactly are the metaphoric grounds on which a model or theory is based. Model metaphors or explanatory metaphors are very carefully selected, signalled and their grounds are elaborated at length, so that they become explicit comparisons. The reader has the time to stop and think carefully, and backtrack if need be. However, because of their explicitness, the reading of these articles is rather more straightforward and less time-consuming than, for example poetry, where the reader is left to identify metaphors and generate implicated conclusions without much help from the text.
Advertising copy is composed with a good deal of time and labour, but rapidly read, if read at all, so that the relation is asymmetric. Metaphors will, theretbre, be carefully selected and combined, but, acknowledging the speed of processing, will be designed to attract attention and to produce the kind of quick-fire poetic effect associated with puns. Freud (1960) pointed out that for jokes to work bewilderment needs to be resolved by sudden illumination. We are seldom invited to explore grounds and as we have already noted ((42) ff.), allusions in ads are seldom'milked' to the extent they are in poetry or literature.
Poetry is the most time consuming, both from the production and processing standpoints. Much of the work of recognizing the metaphor and hypothesizing topics and grounds will therefore be left to the processor. The poet makes little allowance for a superficial reader and assumes the poem will be reread and lived with over a period of years, in a time span perhaps even longer than that of its slow composition. One might, on one's death-bed, see a new meaning in the compound Shakespearean metaphor:
(45) In me thou seest the glowing of such fire That on the ashes of his youth doth lie, As the death-bed, whereon it must expire, Consumed bv that which it was nourished bv. 
Summary and prospects
The evidence presented here seems to lend weight to our four hypotheses and suggests that the specification of contextual configurations of field, mode and tenor is vital in understanding the process of interpretation. By specifying them we can explain 1) How field and tenor determine the choice between disambiguation or double meaning as processing strategies for tired metaphors, and, in cases of disambiguation, the direction of meaning selection;
2) How the purposes inherent in field and tenor will determine what kinds of contextual implications are accessible/counted as relevant;
3) How the purposes inherent in field and tenor will determine what are adequately relevant implicated conclusions, i.e. where the cut off point in processing is likely to be; 4) How processing-time as an aspect of mode relates to the determination of adequacy as in 3.
Clearly more rigorous research needs to be carried out into the normal patterns of reading metaphors within the genres discussed in order to confirm variations in the computation of relevance according to register or genre. Though this article limits itself to the discussion of metaphor, in principle the cross-fertilization between relevance and register theory should bear fruit as an explanatory model for communication and interpretation in general. For example, one of the endearing features of Gumperz's work (1982) and Fairclough's (1989) model of interpretation are their willingness to incorporate both social/ideological frameworks as well as pragmatic theory, recognizing linguistic communication as both a psychological and societal phenomenon. It would be ideal if, in the spirit of eclectic co-operative endeavour, the programme recommended here could also incorporate the considerable insights of the traditions of cognitive approaches to text processing (e.g. Fillmore 1977; Shank and Abelson 1977; Beaugrande and Dressler 1981 etc.) , and of the ethnography of communication (e.g. Hymes 7974; Bauman and Sherzer 1975; Saville-Troike 1982 etc.) . In any case, I hope that this article will encourage further work in formalising and making explicit the processes of interaction between the pragmatics of text interpretation and theories of socially-structured discourse types.
