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Abstract
The simplest version of Johansens (1988) trace test for cointegration is
based on the squared sample canonical correlations between a random walk
and its own innovations. Onatski and Wang (2017) show that the empiri-
cal distribution of such squared canonical correlations weakly converges to
the Wachter distribution as the sample size and the dimensionality of the
random walk go to innity proportionally. In this paper we prove that, in
addition, the extreme squared correlations almost surely converge to the up-
per and lower boundaries of the support of the Wachter distribution. This
result yields strong laws of large numbers for the averages of functions of
the squared canonical correlations that may be discontinuous or unbounded
outside the support of the Wachter distribution. In particular, we establish
the a.s. limit of the scaled Johansens trace statistic, which has a logarithmic
singularity at unity. We use this limit to derive a previously unknown an-
alytic expression for the Bartlett-type correction coe¢ cient for Johansens
test in a high-dimensional environment.
Key words: High-dimensional random walk, cointegration, extreme canon-
ical correlations, Wachter distribution, trace statistic.
1 Introduction and the main result
Analysis of cointegration between a large number of time series is a challenging but
useful exercise. Its applications include high-dimensional vector error correction
modelling for forecasting purposes (Engel et al. (2015)), inference in nonstationary
1
panel data models (Banerjee et al. (2004), Pedroni et al. (2015)), and verica-
tion of the assumptions under which composite commodity price indexes satisfy
microeconomic laws of demand (Lewbel (1993), Brown (2003)). With increasing
availability of large datasets, the needs for high-dimensional cointegration research
will multiply.
A central role in the likelihood-based cointegration analysis is played by the
squared sample canonical correlation coe¢ cients between a simple transformation
of the levels and the rst di¤erences of the data. This paper and its companion
Onatski and Wang (2017) study such canonical correlations under the simulta-
neous asymptotic regime, where the dimensionality of the data goes to innity
proportionally to the sample size.
Onatski and Wang (2017) (OW17) show that the empirical distribution of the
squared sample canonical correlations weakly converges to the so-called Wachter
distribution. They use this result to explain the severe over-rejection of the no
cointegration hypothesis when the dimensionality of the data is relatively large. In
this paper, we show that the extreme squared canonical correlations almost surely
(a.s.) converge to the upper and lower boundaries of the support of the Wachter
distribution.
Our nding yields strong laws of large numbers for the averages of functions of
the squared canonical correlations that may be discontinuous or unbounded outside
an open interval containing the support of the Wachter distribution. In particular,
we establish the a.s. limit of the scaled Johansens (1988) trace statistic, which has
a logarithmic singularity at unity.
We use this limit to derive an explicit expression for the Bartlett-type correction
coe¢ cient for Johansens test. Such an expression was previously unknown, and the
value of the coe¢ cient had to be obtained numerically (see Johansen et al. (2005)).
Our setting can be described in the context of the likelihood ratio testing for
no cointegration in the model
Xt =  (Xt 1   t^1) +  + t; (1)
where Xt; t = 1; :::; T + 1; are p-dimensional data, Xt = Xt  Xt 1 with X0 = 0,
t are i.i.d. N (0;) vectors, and ^1 = XT+1= (T + 1) : This model is similar to
Johansens (1995, eq. 5.14) model H :
Xt =  (Xt 1   t1) +  + t; (2)
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where the deterministic trend is introduced so that there is no quadratic trend
in Xt: In (1) 1 is replaced by a preliminary estimate ^1. Such a replacement
yields the simultaneous diagonalizability of matrices used in the computation of
the squared canonical correlations, which makes our theoretical analysis possible.
We explain this in more detail in Section 5.
As is well known, the LR statistic for testing the null hypothesis that  = 0
against  6= 0 equals
LR =   (T + 1)
pX
j=1
ln (1  pj) ; (3)
where pj is the j-th largest squared sample canonical correlation between de-
meaned vectors Xt and Xt 1   t^1: In what follows, we will always assume that
the null hypothesis holds so that the true value of  is zero. In addition, we will
assume that the true value of  in the data generating process (1) is zero as well.
Note that demeaning Xt 1   t^1 and Xt 1   (t  1) ^1 yields the same result.
On the other hand, Xt   t^1 is a p-dimensional random walk detrended so that
its last values are tied down to zero. Hence, pj can be interpreted as the squared
sample canonical correlations between a lagged detrended and demeaned random
walk and its demeaned innovations.
Consider the simultaneous asymptotic regime where p; T !1 so that p=T !
c0: We abbreviate such a regime as p; T !c0 1: Without loss of generality, we
assume that p is strictly increasing along the sequence, so that T can be viewed as
a function of p:
OW17 shows that as p; T !c0 1 with c0 2 (0; 1], the empirical distribution of
p1  :::  pp;
Fp ()  1
p
pX
i=1
1 fpi  g ;
a.s. weakly converges1 to the Wachter distribution Wc0 with an atom of size
max f0; 2  1=c0g at unity, and density
f (; c0) =
1 + c0
2c0 (1  )
p
(b0+   ) (  b0 ) (4)
1OW17 establishes the weak convergence Fp () ) Wc0 () both for Gaussian and non-
Gaussian : When  is non-Gaussian and has two nite moments, OW17 establishes the weak
convergence in probability. When  is Gaussian, the convergence is a.s.
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supported on [b0 ; b0+]  (0; 1] ; where
b0 = c0
p
2p1  c0
 2
:
The main result of this paper strengthens OW17s nding as follows.
Theorem 1 For c0 2 (0; 1=2) ; p1 a:s:! b0+ and pp a:s:! b0  as p; T !c0 1:
For c0 2 (0; 1=2) ; Theorem 1 implies that no squared canonical correlations lie
outside any open interval covering [b0 ; b0+] for su¢ ciently large p; a.s. Since Fp
a.s. weakly converges toWc0 ; this implies that any function f() that is continuous
and bounded on the open interval covering [b0 ; b0+] ; but may have discontinuities
or other singularities outside that interval, satises the strong law of large numbers
1
p
pX
j=1
f (pj)
a:s:!
Z
f () dWc0()
as p; T !c0 1. In particular, the likelihood ratio statistic (3), although dened in
terms of an unbounded function ln (1  ) ; a.s. converges to a constant because
its singularity lies outside [b0 ; b0+] for c0 2 (0; 1=2).2
Corollary 2 Suppose that c0 2 (0; 1=2) : Then as p; T !c0 1, LR=p2 a:s:! LRc0 ;
where
LRc0 =
1 + c0
c20
ln (1 + c0)  1  c0
c20
ln (1  c0) + 1  2c0
c20
ln (1  2c0) :
Proof: OW17 shows that the expression on the right hand side of the above dis-
play equals   R ln (1  ) dWc0 () : Since by Theorem 1, p1 a.s. remains bounded
away from unity, the a.s. weak convergence of Fp to Wc0 implies that this integral
is the a.s. limit of LR=p2:
In the next section we use Corollary 2 to derive a previously unknown explicit
expression for the Bartlett-type correction coe¢ cient for Johansens trace test. In
Section 3, we describe the setup for the proof of Theorem 1. Section 4 contains the
proof. In Section 5 we discuss reasons for working with model (1) rather than (2),
and derive some results for (2). Section 6 discusses directions for future work and
concludes. All technical proofs are given in the Supplementary Material (SM).
2For c0 > 1=2; p1 equals 1 with probability 1. Therefore, LR statistic is not well dened. For
c0 = 1=2; b0+ = 1 so that the singularity of ln (1  ) lies at the upper boundary of the support
of Wc0 :
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2 Bartlett-type correction
The standard Johansens LR test is based on the asymptotic critical values that
assume that p is xed whereas T !1: As is well known, the test performs poorly
in nite samples where p is moderately large. Even relatively small ps, such as
ve or six, lead to substantial over-rejection of the null hypothesis (see Ho and
Sorensen (1996) and Gonzalo and Pitarakis (1995, 1999)).
One of the partial solutions to the over-rejection problem is the Bartlett cor-
rection of the LR statistic (see Johansen (2002)). The idea is to scale the statistic
so that its nite sample distribution better ts the asymptotic distribution of the
unscaled statistic. Specically, let Ep;1 be the mean of the asymptotic distribu-
tion under the xed-p, large-T asymptotic regime. Then, if the nite sample mean,
Ep;T , satises
Ep;T = Ep;1 (1 + a(p)=T + o (1=T )) ; (5)
the scaled statistic is dened as LR= (1 + a(p)=T ) : By construction, the t between
the scaled mean and the original asymptotic mean is improved by an order of
magnitude. Although, as shown by Jensen and Wood (1997) in the context of
unit root testing, the t between higher moments does not improve by an order of
magnitude, it may become substantially better (see Nielsen (1997)).
Theoretical analysis of the adjustment factor 1 + a(p)=T is di¢ cult. The exact
expression for a(p) is known only for p = 1 (see Larsson (1998)). Therefore,
Johansen (2002) proposes to approximate the Bartlett correction factor BCp;T 
Ep;T=Ep;1 numerically. Here, we propose an alternative correction factor, equal to
the ratio of the limits of LR=p2 under the simultaneous asymptotics p; T !c0 1
and under the sequential asymptotics, where rst T and then p goes to innity.
Monte Carlo analysis in OW17 suggests that the simultaneous asymptotic limit
LRc0 ; derived in Corollary 2, provides a very good centering point for LR=p
2; for
moderately large p: From a theoretical perspective, this can be explained by the
fact that, in contrast to the standard asymptotics, the simultaneous asymptotics
does not neglect terms (p=T )j of relatively high order, which results in an improved
approximation quality. The sequential asymptotic limit is derived in the following
Theorem (see SM for a proof).
Theorem 3 Suppose that c0 2 (0; 1=2) : Then, as rst T and then p go to innity,
LR=p2 ! 2 in probability.
This theorem and Corollary 2 yield the following analytic expression for the
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proposed Bartlett-type correction factor
dBCp;T = 1 + c
2c2
ln (1 + c)  1  c
2c2
ln (1  c) + 1  2c
2c2
ln (1  2c) ; (6)
where c  p=T:
It is interesting to comparedBCp;T to the numerical approximation to BCp;T 
Ep;T=Ep;1; obtained in Johansen et al. (2005). That paper simulates BCp;T for
various values of p  10 and T  3000 and ts a function of the form
BCp;T = exp

a1c+ a2c
2 +

a3c
2 + b

=T
	
to the obtained results. For relatively large values of T; the term [a3c2 + b] =T in
the above expression is small. When it is ignored, the tted function becomes
particularly simple: gBCp;T = exp0:549c+ 0:552c2	 :
Figure 1 superimposes the graphs of dBCp;T and gBCp;T as functions of c: For
c  0:3; there is a strikingly good t between the two curves, with the maximum
distance between them 0:0067. For c > 0:3 the quality of the t quickly deteri-
orates. This can be explained by the fact that all (p; T )-pairs used in Johansen
et als (2005) simulations are such that c < 0:3, so their numerical approximation
does not cover cases with c > 0:3:
To the best of our knowledge, analytical expressions, such as (6), for the
Bartlett-type correction factors were previously unavailable. Although the ex-
pression is not simple, it certainly is elementary, and easy to compute and analyze.
Since the expression is analytic, it does not depend on details of any numerical
experiments, and the range of its applicability covers all c < 1=2:
3 Setup
In this section, we introduce the setup for the proof of Theorem 1. Let X; X 1
and  be p (T + 1) matrices with columns Xt; Xt 1  t^1; and t; respectively.
Further, let l be a (T +1)-vector of ones,Ml = IT+1  ll0= (T + 1) be the projection
on the space orthogonal to l; and let U be the (T + 1) (T + 1) upper triangular
matrix with ones above the main diagonal and zeros on the diagonal. Then under
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Figure 1: Bartlett correction factors as functions of p=T: Solid line: the factor
based on the ratio of the simultaneous and seqeuntial limits of LR=p2. Dashed
line: numerical approximation from Johansen et al. (2005).
the null hypothesis
XMl = Ml and X 1Ml = MlUMl; (7)
where the second equality is derived as follows. Let  = (1; 2; :::; T + 1)0 : Note
that  0 = l0U + l0 and ^1 =  + l= (T + 1) : Therefore,
X 1Ml = (U   ^1 0)Ml = UMl  
1
T + 1
ll0UMl = MlUMl:
Equations (7) imply that the squared sample canonical correlations pj; j =
1; :::; p; between demeaned Xt and demeaned Xt 1   t^1 can be interpreted as
the eigenvalues of the product P1P2; where P1 and P2 are projections on the col-
umn spaces of MlU 0Ml0 and Ml0, respectively. Clearly, pjs are invariant with
respect to right-multiplication of 0 by any invertible matrix. Hence, without loss
of generality, we will assume that t are i.i.d. N (0; Ip) vectors.
An equivalent interpretation of pj; j = 1; :::; p; views them as the eigenvalues
of matrix S01S 111 S10S
 1
00 ; where S10 = S
0
01 and
S01 = MlU
0Ml0; S11 = MlUMlU 0Ml0; S00 = Ml0: (8)
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As shown in OW17, MlU 0Ml; MlUMlU 0Ml and Ml are circulant matrices, that is,
their (i1; j1)-th and (i2; j2)-th elements are equal as long as i1   j1 equals i2   j2
modulo T + 1.
As is well known (e.g. Golub and Van Loan (1996), ch. 4.7.7), circulant matrices
are simultaneously diagonalizable. Precisely, if V is a (T + 1) (T + 1) circulant
matrix with the rst column v; then V = F diag (Fv)F= (T + 1), where F is the
Discrete Fourier Transform matrix with elements
Fst= exp f i2 (s  1) (t  1) = (T + 1)g ;
and the superscript denotes transposition and complex conjugation. This yields
the following lemma.
Lemma 4 Let !s = 2s= (T + 1) and
r^ = diag
n 
ei!1   1 1 ; :::;  ei!T   1 1o : (9)
Further, let ^ = F be a p (T + 1) matrix whose rows are the discrete Fourier
transforms at frequencies 0; !1; :::; !T of the rows of ; and let ^ 0 be the pT ma-
trix obtained from ^ by removing its rst column, corresponding to zero frequency.
Then
S01 = ^ 0r^^ 0= (T + 1) ; S11 = ^ 0r^
r^^ 0= (T + 1) ;
S10 = ^ 0r^

^ 0= (T + 1) ; and S00 = ^ 0^

 0= (T + 1) :
The diagonal of r^ consists of the reciprocals of the values of the transfer func-
tion (see e.g. Brillinger (1981) ch. 2.7) of the leadedrst-di¤erence lter
Xt 1 7! Xt (10)
at frequencies !s; s 6= 0. Hence pj can also be viewed as the sample squared
canonical correlations between discrete Fourier transforms of ^t and their products
with the inverse of the transfer function of lter (10). This yields a convenient fre-
quency domain interpretation of Johansens (1991) trace statistic (3). The strongly
serially dependent time domain series Xt 1  t^1 are replacedby heteroskedastic
frequency domain series
 
1  e i!s 1 ^s with ^s1 independent from ^s2 as long as
s1 + s2 6= T + 1:
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Below we will work with real-valued sin and cos Fourier transforms of . In
addition, we will interchange the order of frequencies so that !s1 and !s2 with
s1 + s2 = T + 1 become adjacent pairs. Specically, let T be even (the case of odd
T can be analyzed similarly), let P = fpstg be a T  T permutation matrix with
elements
pst =
8><>:
1 if s = 1; :::; T=2 and t = 2s  1
1 if s = T=2 + 1; :::; T and t = 2 (T   s+ 1)
0 otherwise
;
and let
W = IT=2 

 
1=
p
2 1=
p
2
i=
p
2  i=p2
!
;
where 
 denotes the Kronecker product. Further, let " = ^ 0PW =
p
T (T + 1)
and r = diag r1; :::;rT=2	 with
rj =  1
2
 
1   cot (!j=2)
cot (!j=2) 1
!
:
A direct calculation shows that
rr0 = r0r = diag
n
r 11 I2; :::; r
 1
T=2I2
o
with rj = 4 sin2 (!j=2) :
Lemma 5 The columns of " are i.i.d. N (0; Ip=T ) vectors. Matrix S01S 111 S10S
 1
00
equals CD 1C 0A 1 where
C = "r0"0; D = "rr0"0; and A = ""0:
This lemma yields yet another interpretation of pj; j = 1; :::; p: They can be
thought of as the eigenvalues of matrix
CD 1C 0A 1  ("r0"0) ("rr0"0) 1 ("r"0) (""0) 1 :
The convenience of this interpretation stems from the block-diagonality of r and
the diagonality of rr0.
Let "(j) be a p2 matrix that consists of the (2j 1)-th and the 2j-th columns
of ": In particular, " =

"(1); :::; "(T=2)

: The key advantage of studying C;D;A
as opposed to S01; S11; and S00 is that C;D;A can be represented as sums of
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independent components of rank two. Specically,
C =
X
"(j)r0j"0(j); D =
X
r 1j "(j)"
0
(j); and A =
X
"(j)"
0
(j):
OW17 exploits these representations to derive the limit of the empirical distri-
bution Fp of the eigenvalues of CD 1C 0A 1: That paper proves the convergence of
Fp to Wc0 by establishing convergence of the Stieltjes transform of Fp; dened as
mp(z) 
Z
(  z) 1 dFp () = tr
 
CD 1C 0A 1   zIp
 1
=p:
Our proof of Theorem 1 relies on some of the results of OW17. Therefore, to com-
plete the setup of the analysis below, we now briey outline the relevant ndings
of that paper.
The rst step in OW17s derivations is using the Sherman-Morrison-Woodbury
formula for the inverse of a perturbed matrix V
(V +XWY ) 1 = V  1   V  1X  W 1 + Y V  1X 1 Y V  1
to derive identities
mp(z) =
T
p
1
1  z  
1
p
T=2X
j=1
1
(1  z)2 tr

I2; rjr0j



(q)
j

I2; rjr0j
0
; (11)
T
p
+ zmp(z) =
T
p
1
1  z  
1
p
T=2X
j=1
1
(1  z)2 tr

I2; rjzr0j



(q)
j

I2; zrjr0j
0
;(12)
1 + zmp(z) =
T
p
1
1  z  
1
p
T=2X
j=1
1
(1  z)2 tr

I2; rjzr0j



(q)
j

I2; rjr0j
0
; (13)
0 =
1
p
T=2X
j=1
1
1  z tr

[0; I2] 

(q)
j

I2; rjr0j
0
; (14)
where


(q)
j  
(q)pj (z) =
 
1
1 zI2 + v
(q)
j (z)
rj
1 zr0j + u(q)0j (z)
rj
1 zrj + u(q)j (z) rjz1 zI2 + z~v(q)j (z)
! 1
: (15)
The 2  2 matrices v(q)j  v(q)j (z); u(q)j  u(q)j (z); and ~v(q)j  ~v(q)j (z) are dened as
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follows. Let
Aj = A  "(j)"0(j); Cj = C   "(j)r0j"0(j); Dj = D   r 1j "(j)"0(j);
Mj = CjD
 1
j C
0
j   zAj; and ~Mj = C 0jA 1j Cj   zDj:
Then,
v
(q)
j = "
0
(j)M
 1
j "(j); u
(q)
j = "
0
(j)D
 1
j C
0
jM
 1
j "(j); and ~v
(q)
j = "
0
(j)
~M 1j "(j):
The entries of these matrices are quadratic forms in the columns of "(j): In what
follows, we use superscript (q)to denote matrices that involve quadratic forms
in the columns of "(j) to distinguish them from similarly dened matrices that do
not involve such quadratic forms.
The next step in OW17 is to replace 
(q)j in equations (11-14) by matrix 
j;
which is obtained from 
(q)j by replacing v
(q)
j (z); u
(q)
j (z); and ~v
(q)
j (z) in (15) with
vp(z)I2; up(z)I2; and ~vp(z)I2; respectively, where
vp(z) = tr
 
M 1

=T; up(z) = tr
 
D 1C 0M 1

=T; and ~vp(z) = tr

~M 1

=T:
Here M = CD 1C 0   zA and ~M = C 0A 1C   zD: To simplify notation, we will
suppress the dependence of vp(z); up(z); and ~vp(z) on p and z. It is straightforward
to verify that matrix 
j has the following explicit form

j =
1  z
j
 
z
1 zrjI2 + z~vI2   11 zrjr0j   uI2
  1
1 zrjrj   uI2 11 zI2 + vI2
!
; (16)
where
j = z~v (1 + v   zv) + rj (u+ zv   1)  (1  z)u2: (17)
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Taking traces in equations (11-14), after replacing 
(q)j by 
j; yields equations
mp(z) =
1
c (1  z)  
2
cT
T=2X
j=1
z~v + rj (u+ v   1)
(1  z) j + e1(z); (18)
1
c
+ zmp(z) =
1
c (1  z)  
2
cT
T=2X
j=1
z~v + rjz (u+ zv   1)
(1  z) j + e2(z); (19)
1 + zmp(z) =
1
c (1  z)  
2
cT
T=2X
j=1
z~v + rj (u (1 + z) =2 + zv   1)
(1  z) j + e3(z);(20)
0 =
2
cT
T=2X
j=1
 u  rjv=2
j
+ e4(z); (21)
where ek(z); k = 1; :::; 4; are the approximation errors due to replacing 

(q)
j by 
j.
Specically,
e1(z) =
1
p
T=2X
j=1
1
(1  z)2 tr

I2; rjr0j
 

j   
(q)j
 
I2; rjr0j
0
; (22)
e2(z) =
1
p
T=2X
j=1
1
(1  z)2 tr

I2; rjzr0j
 

j   
(q)j
 
I2; zrjr0j
0
; (23)
e3(z) =
1
p
T=2X
j=1
1
(1  z)2 tr

I2; rjzr0j
 

j   
(q)j
 
I2; rjr0j
0
; (24)
e4(z) =  1
p
T=2X
j=1
1
1  z tr

[0; I2]


j   
(q)j
 
I2; rjr0j
0
: (25)
Finally, OW17 shows that the errors ek(z); k = 1; :::; 4; converge to zero point-
wise over z from a compact subset of the upper half of the complex plane, C+:
This allows OW17 to argue that mp(z) converges to m0(z) uniformly over this
compact subset, where m0(z) satises the limiting version of system (18-21)
that sets ek(z) to zeros. Solving the limiting system, OW17 shows that m0(z) is
the Stieltjes transform of Wc0 ; which yields the convergence of Fp to Wc0 :
Our proof of Theorem 1 starts from the system (18-21). It amounts to estab-
lishing fast convergence of the errors ek(z); k = 1; :::; 4; to zero as z runs over
a sequence zp with Im zp ! 0 and Re zp bounded away from the support of the
Wachter distribution Wc0 :
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4 Proof of Theorem 1
4.1 Outline of the proof
The general strategy of our proof is similar to that used in Bai and Silversteins
(1998) (BS98) study of the asymptotic behavior of the extreme eigenvalues of
sample covariance matrices. The main ideas are as follows. Consider a sequence
fzpg such that (s.t.)
xp  Re zp 2 [0; 1] and yp  Im zp = y0p  (26)
with   0 and y0 2 (0; 1] that are independent from p. We study the behavior of
mp (zp) as p; T !c0 1:
Let m0 (z) be the Stieltjes transform of Wc; where Wc is obtained from the
limiting distribution Wc0 by replacing c0 with c  p=T: Consider an interval [a; b]
outside the supports of Wc and Wc0 for all large p: Since Fp consists of masses 1=p
at pj; and since Wc([a; b]) = 0; we have the following decompositon
Im (mp(zp) m0(zp)) =
X
pj2[a;b]
1
p
yp
(pj   xp)2 + y2p
+
Z
[a;b]c
ypd(Fp () Wc ())
(  xp)2 + y2p
:
(27)
The existence of pj 2 [a; b] puts an upper bound on the speed of convergence
sup
xp2[a;b]
jmp(zp) m0(zp)j ! 0 (28)
that is linked to the speed of convergence yp ! 0+ via the rst term on the right
hand side of (27). Proving that convergence (28) is faster than that bound shows
that there are no pj in [a; b] for all su¢ ciently large p:
The analysis of the speed of convergence of (28) is done in several steps.
1. We show that the expected number of eigenvalues in [a; b] cannot grow faster
than p with  < 1 as p!1:
2. We use 1. to derive an upper bound on the speed of convergence mp(zp)  
Emp(zp)! 0 of the stochastic partof mp(zp) m0(zp).
3. We derive an upper bound on the speed of convergence Emp(zp) m0(zp)! 0
of the deterministic partof mp(zp) m0(zp); and combine the results.
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An implementation of these three steps requires a non-trivial extension of BS98.
The fact that we have to deal with the product of four dependent stochastic matri-
ces, CD 1C 0A 1; presents substantial challenges, relative to the case of a sample
covariance matrix, that we overcome. The key is to establish fast convergence
of the errors ek(zp) dened in (22-25) to zero, which requires detailed analysis of
matrices 
j; 

(q)
j ; and their di¤erence 
j   
(q)j .
4.2 Step 1: Speed of convergence of EFp ([a; b])
4.2.1 Rough bounds on the approximation errors
To establish bounds on the approximation errors ek(zp); k = 1; ::; 4; we will use the
identity

j   
(q)j = 
(q)j

(

(q)
j )
 1   
 1j


j: (29)
Denition 6 (Tao and Vu (2011)) Let E be an event depending on p: Then E
holds with overwhelming probability (w.ow.p.) if Pr (E)  1   OC
 
p C

for every
constant C > 0: Here OC
 
p C

denotes a quantity that is smaller than Bp C with
constant B that may depend on C.
Lemma 7 Suppose that z = zp. Then for any (C; d; ) 2 (0;1)(0;1) [0; 1=2)
and any  2 [0; d) with d  (1=2  ) = (1 + d) ; inequality
max
j=1;:::;T=2

 1j   (
(q)j ) 1 < Cp ydp
holds w.ow.p.
To prove the lemma, we use the convergence of quadratic forms 0pWpp in
Gaussian vectors p and the fact that the entries of (

(q)
j )
 1 are such forms whereas
the entries of 
 1j are the points of concentration of these forms (see SM). Since
yp = y0p
 , the upper bound Cp ydp on jj
 1j   (
(q)j ) 1jj converges to zero as
fast as p d : The rate d +  of such a convergence can be made arbitrarily
close to 1=2 by choosing  su¢ ciently close to d; choosing d su¢ ciently large,
and/or choosing  su¢ ciently close to 1=2: However, faster convergence rates for
the bound are achieved at the expense of slower convergence of yp to zero. The
reason for such a trade-o¤ is that the convergence of 0pWpp is slowed down by
large kWpk, and quadratic forms appearing in the entries of (
(q)j ) 1 have kWpk
that are proportional to y 1p = y
 1
0 p
:
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If we set  = 0; yp does not converge to zero as p!1: However, since in such a
case  can be chosen arbitrarily close to 1=2; the upper bound on jj
 1j   (
(q)j ) 1jj
derived by the lemma still may converge to zero at the rate arbitrarily close to 1=2.
Lemma 8 (i) For any  2 [0; 1=12) there exists C > 0 such that w.ow.p.
max
j=1;:::;T=2
jj
(q)j jj  Cy 5p and max
j=1;:::;T=2
k
jk  Cy 5p :
(ii) For any  2 [0; 1=6) and any  > 0, there exists C > 0 such that
E

max
j=1;:::;T=2
jj
(q)j jj

 Cy 5p :
The constant C in Lemma 8 does not need to coincide with that in Lemma 7.
In what follows, C denotes a constant whose value can change from one appearance
to another. Identity (29), Lemmas 7-8, and the fact that j1  zpj 2  y 2p imply
that for any C 2 (0;1) ; d 2 [5;1); and  2 [0; 1=2),
j1  zpj 2 max
j=1;:::;T=2

j   
(q)j   Cp yd 12p w.ow.p. (30)
as long as 0   < d: The requirement d  5 ensures that d  1=12 so that
Lemma 8 applies. Combining (30) with equation (22) yields
je1(zp)j  Cp yd 12p w.ow.p.
Similar inequalities hold for ek (zp) ; k = 2; 3; 4: Hence, we have the following
lemma.
Lemma 9 For any (C; d; ) 2 (0;1) [5;1) [0; 1=2), any  2 [0; d); and any
k = 1; :::; 4; jek(zp)j  Cp yd 12p w.ow.p.
4.2.2 System reduction
In the SM, we show that system of equations (18-21) can be reduced to the following
simple form 8>>>><>>>>:
~v + 2u = ~e1;
zv + u+ c= (1  c) = ~e2;
m  v (1  c) =c = ~e3;
m2cz (1  z) m (c  z + cz) + 1 = ~e4:
(31)
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The transformed errors ~ek are non-linear functions of the original errors ek and of
the variables ~v; u; v; and m (we suppress the dependence of all these quantities
on p and z for the brevity of notations). We use bounds on these variables and
Lemma 9 to derive the following result.
Lemma 10 For any (C; d; ) 2 (0;1) [30;1) [0; 1=2), any  2 [0; d); and
any k = 1; :::; 4; j~ekj  Cyd 42p w.ow.p.
4.2.3 Analysis of m m0
Let us dene m0  m0(z) as the solution of equation
m20cz (1  z) m0 (c  z + cz) + 1 = 0
equal to
m0 =
c  z + cz +
q
(c  z + cz)2   4cz (1  z)
2cz (1  z) ; (32)
where the branch of the square root, with the cut along the positive real semi-
axis, is chosen so that the square root has positive imaginary part. It follows from
e.g. Theorem 1.6 of Bai et al. (2015) that such m0 is the Stieltjes transform of the
Wachter distribution Wc with density
f (; c) =
1 + c
2c (1  )
p
(b+   ) (  b )
supported on [b ; b+]  (0; 1] ; where b = c
 p
2p1  c 2 :
Note that the expression under the square root in (32) can be factorized as
(c  z + cz)2   4cz (1  z) = (1 + c)2 (z   b+) (z   b ) (33)
Since the linear factors z   b+ and z   b  cannot be simultaneously small, (33)
implies a useful inequality
(c  zp + czp)2   4czp (1  zp) > Cyp (34)
for some C > 0 and all su¢ ciently large p.
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From the last equation of system (31), we have
m =
c  z + cz +
q
(c  z + cz)2   4cz (1  z) + 4~e4cz (1  z)
2cz (1  z) ;
which di¤ers from (32) only by the term 4~e4cz (1  z) under the square root. By
Lemma 10 and inequality (34), when z = zp; this term can be made negligible
relative to the rest of the expression under the square root by choosing d  42.3
Then, the di¤erence m m0 is of order
~e4=
q
(c  zp + czp)2   4czp (1  zp):
In the SM, we use this fact to prove the following lemma.
Lemma 11 For any  2 [0; 1=90); l > 0; and   180l; there exists a constant C
that may depend on ; l; and  s.t. for any  > 0
Pr
 
y 1p sup
xp2[0;1]
jm (zp) m0(zp)j > 
!
 C p l:
The inequality established in Lemma 11 is analogous to inequality (3.23) in
BS98. In the SM, we use BS98s argument leading from (3.23) to (3.28) to obtain
a bound on EFp ([a; b]) : Let E0 denote the unconditional expectation and Ek denote
conditional expectation given "(1); :::; "(k):
Proposition 12 Let [a; b] be an interval that lies outside the supports of Wc and
Wc0 for all su¢ ciently large p: We have
max
k=0;:::;T=2
Ek (Fp ([a; b]))2 = oa:s:
 
p 2=91

and max
k=0;:::;T=2
EkFp ([a; b]) = oa:s:
 
p 1=91

:
For future reference, we similarly have
max
k=0;:::;T=2
Ek (Fp ([a0; b0]))
2
= oa:s:
 
p 2=91

and (35)
max
k=0;:::;T=2
EkFp ([a0; b0]) = oa:s:
 
p 1=91

;
where [a0; b0] = [a  ; b+ ] with  such that [a  2; b+ 2] lies outside the support
3Even the choice d = 42 and  = 0 would lead to the negligibility of ~e4 because the constant
C in Lemma 10 can be chosen at will, that is, arbitrarily small.
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of Wc0 : Indeed, for all su¢ ciently large p; [a
0; b0] lies outside the supports of both
Wc and Wc0 so that the requirement of Proposition 12 is met.
4.3 Step 2: Convergence of m  Em
We now consider behavior of m   Em  mp (zp)   Emp (zp) along the sequence
zp  xp + iyp with yp = y0p ,  = 1=456; and y0 2 R+ an arbitrary xed positive
real number. We will show that, for such a choice of ;
sup
xp2[a;b]
pyp jmp (zp)  Emp (zp)j a:s:! 0:
Since
mp  x(1) + iyp mp  x(2) + iyp  x(1)   x(2) y 2p ; it is su¢ cient to show
that maxxp2Sp pyp jmp (zp)  Emp (zp)j a:s:! 0; where Sp is the set of p2 points uni-
formly spaced on [a; b] :
We use the following key representation of m Em in the form of a sum of the
martingale di¤erence sequence
m  Em =
T=2X
j=1
Ejm  Ej 1m:
As shown in the SM, this representation can be rewritten in the following form
m  Em = 1
p
T=2X
j=1
(Ej   Ej 1) tr

 
(q)
j 

(q)
j

; (36)
where 
(q)j is as dened in (15) above and
 
(q)
j =
 
1
1 zv
(q)
j   a(q)j 11 zv(q)j rjr0j   b(q)0j
1
1 zu
(q)
j   b(q)j 11 zu(q)j rjr0j   c(q)j
!
with
a
(q)
j = "
0
(j)M
 1
j AjM
 1
j "(j);
b
(q)
j = "
0
(j)D
 1
j C
0
jM
 1
j AjM
 1
j "(j); and
c
(q)
j = "
0
(j)D
 1
j C
0
jM
 1
j AjM
 1
j CjD
 1
j "(j):
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Consider the identity


(q)
j = 

(d)
j + 

(d)
j

(

(d)
j )
 1   (
(q)j ) 1



(q)
j (37)
= 

(d)
j + 

(d)
j

(

(d)
j )
 1   (
(q)j ) 1



(d)
j +



(d)
j

(

(d)
j )
 1   (
(q)j ) 1
2


(q)
j ;
where


(d)
j  
(d)pj (z) =
  
1
1 z + Ev

I2
rj
1 zr0j + EuI2
rj
1 zrj + EuI2
  rjz
1 z + zE~v

I2
! 1
: (38)
In this denition, we use superscript (d) to emphasize the fact that 
(d)j is a
deterministic matrix.
Lemma 13 There exists C > 0; such that supxp2[a;b] maxj=1;:::;T=2

(d)pj (zp)  C
for all su¢ ciently large p.
Identity (37) implies the following decomposition
m  Em = 1
p
T=2X
j=1
(Ej   Ej 1) tr

 
(q)
j 

(d)
j

+
1
p
T=2X
j=1
(Ej   Ej 1) tr

 
(q)
j 

(d)
j

(

(d)
j )
 1   (
(q)j ) 1



(d)
j

(39)
+
1
p
T=2X
j=1
(Ej   Ej 1) tr

 
(q)
j



(d)
j

(

(d)
j )
 1   (
(q)j ) 1
2


(q)
j

:
We further expand (39) as follows. Dene
 ^j =
  
1
1 zvj   aj

I2
1
1 zvjrjr0j   bjI2 
1
1 zuj   bj

I2
1
1 zujrjr0j   cjI2
!
and

^j =
  
1
1 z + vj

I2
rj
1 zr0j + ujI2
rj
1 zrj + ujI2
  rjz
1 z + z~vj

I2
! 1
;
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where
vj =
1
T
trM 1j ; uj =
1
T
tr(CjD
 1
j M
 1
j ); ~vj =
1
T
tr ~M 1j ;
aj =
1
T
tr(M 1j AjM
 1
j ); bj =
1
T
tr(D 1j C
0
jM
 1
j AjM
 1
j ); and
cj =
1
T
tr(D 1j C
0
jM
 1
j AjM
 1
j CjD
 1
j ):
Then as shown in the SM, we have
m  Em = W1 +W2 +W3 +W4; (40)
where
W1 =
1
p
T=2X
j=1
Ej tr

 
(q)
j    ^j



(d)
j

;
W2 =
1
p
T=2X
j=1
Ej tr

 ^j

(d)
j


^ 1j   (
(q)j ) 1



(d)
j

;
W3 =
1
p
T=2X
j=1
(Ej   Ej 1) tr

 
(q)
j    ^j



(d)
j

(

(d)
j )
 1   (
(q)j ) 1



(d)
j

; and
W4 =
1
p
T=2X
j=1
(Ej   Ej 1) tr

 
(q)
j



(d)
j

(

(d)
j )
 1   (
(q)j ) 1
2


(q)
j

:
Terms Wk in the decomposition (40) are small in the sense that their moments
quickly decay as p ! 1. A general strategy of proving this uses the fact that
all these terms can be viewed as sums of martingale di¤erence sequences, and
therefore Burkholders moment inequalities (see Lemmas 2.1 and 2.2 in BS98) are
applicable. The moments of the corresponding summands can be bounded using
results on quadratic forms in Gaussian vectors, detailed in the SM.
The so-obtained bounds involve quantities such as E tr(M 1)=T: These quan-
tities can be split into two parts, corresponding to the eigenvalues pj that lie
outside and inside the interval [a0; b0] : The outsidecomponents are bounded for
xp 2 [a; b] because the distance between [a0; b0]c and [a; b] is xed and positive. The
insidecomponents are bounded by products of powers of y 1p and EFp ([a0; b0]) ;
the expected proportion of eigenvalues pj that belong to [a0; b0] : Given the choice
of yp made in this section, such products are small by (35). Following this general
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strategy, we prove our next proposition (see SM), which is the main result of this
subsection.
Proposition 14 For any k = 1; :::; 4; maxxp2Sp pyp jWkj a:s:! 0; and hence,
max
xp2Sp
pyp jm  Emj a:s:! 0:
4.4 Step 3: Convergence of Em m0
Taking expectations of both parts of equations (11-14) and replacing E
(q)j by 

(d)
j ,
we obtain an analog of the approximate system (18-21) for variables Em; Ev;
Eu; and E~v instead of m; v; u; and ~v.
Em =
1
c (1  z)  
2
cT
T=2X
j=1
zE~v + rj (Eu+ Ev   1)
(1  z) j
+ e1; (41)
1
c
+ zEm =
1
c (1  z)  
2
cT
T=2X
j=1
zE~v + rjz (Eu+ zEv   1)
(1  z) j
+ e2; (42)
1 + zEm =
1
c (1  z)  
2
cT
T=2X
j=1
zE~v + rj (Eu (1 + z) =2 + zEv   1)
(1  z) j
+ e3;(43)
0 =
2
cT
T=2X
j=1
 Eu  rjEv=2
j
+ e4; (44)
where
j = zE~v (1 + Ev   zEv) + rj (Eu+ zEv   1)  (1  z) (Eu)2 ;
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and
e1 =
1
p
T=2X
j=1
1
(1  z)2 tr

I2; rjr0j
 


(d)
j   E
(q)j
 
I2; rjr0j
0
;
e2 =
1
p
T=2X
j=1
1
(1  z)2 tr

I2; rjzr0j
 


(d)
j   E
(q)j
 
I2; zrjr0j
0
;
e3 =
1
p
T=2X
j=1
1
(1  z)2 tr

I2; rjzr0j
 


(d)
j   E
(q)j
 
I2; rjr0j
0
;
e4 =  1
p
T=2X
j=1
1
1  z tr

[0; I2]



(d)
j   E
(q)j
 
I2; rjr0j
0
:
The identity 
(d)j   
(q)j = 
(d)j ((
(q)j ) 1   (
(d)j ) 1)
(q)j yields a decomposition


(d)
j   E
(q)j = R1 +R2 +R3; (45)
where
R1 = 

(d)
j E((

(q)
j )
 1   (
(d)j ) 1)
(d)j ;
R2 =  E



(d)
j ((

(q)
j )
 1   (
(d)j ) 1)
2


(d)
j

; and
R3 = E



(d)
j ((

(q)
j )
 1   (
(d)j ) 1)
3


(q)
j

:
As we show in the SM, for any xp 2 [a; b] ; jjE((
(q)j ) 1 (
(d)j ) 1)jj and Ejj((
(q)j ) 1 
(

(d)
j )
 1)jj2 are of order p 1; whereas Ejj((
(q)j ) 1 (
(d)j ) 1)jj3 is of an even smaller
order, and

(d)j  as well as E
(q)j  are bounded. These facts would have implied
that ek are of order p 1; had there been no (1  z) 2 multipliers in the denition of
e1; :::; e3; and (1  z) 1 multiplier in the denition of e4: If [a; b] includes unity, then
these multipliers are not uniformly bounded over Re z 2 [a; b] : However, it turns
out that the norms of (1  z) 1 I2; rjr0j
(d)j and of (1  z) 1 I2; rjzr0j
(d)j are
uniformly bounded over [a; b] (see the proof of Lemma 15 in the SM), which is
su¢ cient to guarantee that ek are of order p 1 notwithstanding the presence of the
multipliers (1  z) 2 and (1  z) 1 in their denitions.
Lemma 15 There exists C > 0; s.t. for any k = 1; :::; 4; supxp2[a;b] jek (zp)j 
Cp 1.
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As explained in the proof given in the SM, the inequality for e2 can be slightly
strengthened so that
sup
xp2[a;b]
je2 (zp) =zpj  Cp 1: (46)
Such a strengthened version is used in the proof of Lemma 16.
Similarly to the above reduction of the approximate system(18-21) to the
simple form (31), we reduce the system of equations (41-44) to8>>>><>>>>:
E~v + 2Eu = e^1;
zEv + Eu+ c= (1  c) = e^2;
Em  Ev (1  c) =c = e^3;
(Em)2 cz (1  z)  Em (c  z + cz) + 1 = e^4;
(47)
where e^k; k = 1; :::; 4; are nonlinear functions of ek; k = 1; :::; 4; Ev; Eu; and E~v:
Lemma 16 There exists C > 0; s.t. for any k = 1; :::; 4; supxp2[a;b] je^k (zp)j 
Cp 1:
Now recall the explicit form (32) of m0: The fourth equation of (47) yields a
similar expression for Em;
Em(z) =
c  z + cz +
q
(c  z + cz)2   4cz (1  z) + 4e^4cz (1  z)
2cz (1  z) :
Hence, the di¤erence jEm (zp) m0 (zp)j is of the order of
e^4 (zp) =
q
(c  zp + czp)2   4czp (1  zp):
On the other hand, identity (33) implies that
inf
xp2[a;b]
(c  zp + czp)2   4czp (1  zp) > 
for all su¢ ciently large p, where  is the positive number used in the denition of
[a0; b0] : Therefore, the following Proposition follows from Lemma 16.
Proposition 17 There exists C > 0; s.t. supxp2[a;b] jEm (zp) m0 (zp)j  Cp 1:
Propositions 14 and 17 yield
sup
xp2[a;b]
jm (zp) m0 (zp)j = oa:s: (1= (pyp)) (48)
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with yp = y0p ;  = 1=456; and y0 an arbitrary xed positive real number. This
yields Theorem 1 via the following arguments. The main idea of these arguments
is outlined in Section 4.1 above.
Using (48), we obtain
max
k2f1;2;:::;228g
sup
xp2[a;b]
mxp + ipkp  m0 xp + ipkp  = oa:s:  p 1+ :
Taking imaginary parts, we obtain
max
k2f1;2;:::;228g
sup
xp2[a;b]

Z
d (Fp () Wc ())
(xp   )2 + kp 2
 = oa:s:  p 1+2 :
Taking di¤erences of the integrals corresponding to di¤erent values of k yields
max
k1 6=k2
sup
xp2[a;b]

Z
p 2d (Fp () Wc ())Y2
s=1
 
(xp   )2 + ksp 2

 = oa:s:  p 1+2 ;
max
k1;k2;k3
distinct
sup
xp2[a;b]

Z
p 4d (Fp () Wc ())Y3
s=1
 
(xp   )2 + ksp 2

 = oa:s:  p 1+2 ;
...
sup
xp2[a;b]

Z
p 454d (Fp () Wc ())Y228
s=1
 
(xp   )2 + sp 2

 = oa:s:  p 1+2 ;
so that
sup
xp2[a;b]

Z
d (Fp () Wc ())Y228
s=1
 
(xp   )2 + sp 2

 = oa:s: (1) :
Splitting up the integral, we obtain
sup
xp2[a;b]

Z
1f[a0;b0]cg () d (Fp () Wc ())Y228
s=1
 
(xp   )2 + sp 2
 (49)
+
X
pj2[a0;b0]
p 1Y228
s=1
 
(xp   pj)2 + sp 2

 = oa:s: (1) ;
where 1f[a0;b0]cg () is the indicator function equal to unity i¤  =2 [a0; b0].
Now suppose that there exists a subsequence pn !1 such that for each pn; at
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least one eigenvalue pnj belongs to [a; b] : Setting xpn equal to such an eigenvalue,
we see that the sum on the left hand side of (49) is no smaller than
Y228
s=1
s 1 > 0
for all pn: Therefore, at such xpn ; the integral on the left hand side of (49) must be
uniformly bounded away from zero over all pn: But the integral must a.s. converge
to zero because the integrand is uniformly bounded, and both Fpn and Wc a.s.
weakly converge to Wc0 that satises Wc0 ([a
0; b0]) = 0: Therefore, with probability
one, no eigenvalues pj will appear in [a; b] for all su¢ ciently large p.
5 Johansens H model
If the data generating process is described by Johansens H model (2) rather than
(1), the LR statistic for testing the null hypothesis that  = 0 still has form (3).
However now, pjs equal the eigenvalues of ~S01 ~S 111 ~S10 ~S
 1
00 ; where ~Sij are dened
di¤erently from Sij given in (8). Specically, they correspond to sample covariance
and cross-covariance matrices of the demeaned processes Xt and
 
X 0t 1; t
0
(see
Johansen (1995, ch. 6.2)). That is, in contrast to (8),
~S01 =

MlU
00; Ml

and ~S11 =
 
UMlU
00 UMl
 0MlU 00  0Ml
!
;
while similarly to above, ~S10 = ~S 001 and ~S00 = Ml
0: Here  denotes the time
trend,  = (1; 2; :::; T + 1)0:
In contrast to matrices S01; S11; and S00 given in (8), matrices ~S01; ~S11; and ~S00
cannot be simultaneously rotated to the form "0W"; where W is a block-diagonal
matrix. Therefore, in the case of H model, there is no convenient frequency do-
main reformulation of Johansens test, and the above analysis will not go through.
It is however possible to show that at most one eigenvalue of ~S01 ~S 111 ~S10 ~S
 1
00 re-
mains above and separated from b0+ and at most one eigenvalue remains below
and separated from b0 ; asymptotically. Hence, the second largest and smallest
eigenvalues of ~S01 ~S 111 ~S10 ~S
 1
00 a.s. converge to b0+ and b0 .
Recall that the eigenvalues of S01S 111 S10S
 1
00 equal those of P1P2; where P1
and P2 are projections on the column spaces of Y  MlU 0Ml0 and Z  Ml0,
respectively. Similarly, the eigenvalues of ~S01 ~S 111 ~S10 ~S
 1
00 equal those of ~P1P2; where
~P1 is the projection on the column space of ~Y 

MlU
00; Ml

.
Note that ~Y has p + 1 columns whereas Y has p columns. Let us augment Y
by a zero column to obtain Y 

MlU
0Ml0; 0

: Obviously, projections on the
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columns of Y and Y coincide and equal P1: Further,
~Y   Y =

MlU
0ll00= (T + 1) ; Ml

=

Ml l
00= (T + 1) ; Ml

; (50)
and matrix

Ml l
00= (T + 1) ; Ml

has rank one.
Lemma 18 Let Y1 and Y2 be nm matrices and let PY1 and PY2 be projections on
the spaces spanned by the columns of Y1 and Y2; respectively. If rank (Y1   Y2) = r;
then there exist n  r matrices y1 and y2 such that PY1   PY2 = Py1   Py2 ; where
Py1 and Py2 are projections on the spaces spanned by the columns of y1 and y2;
respectively. In particular, rank (PY1   PY2)  2r:
Proof: Assume that Y1   Y2 = ab; where a is n r and b =

0; Ir

: This
assumption does not lead to loss of generality because PY1 and PY2 are invariant
with respect to multiplication of Y1 and Y2 from the right by arbitrary invertible
m m matrices. The above form of b can be achieved by such a multiplication.
Let us partition Y1 and Y2 as [Y11; Y12] and [Y21; Y22] ; where Y12 and Y22 are the
last r columns of Y1 and Y2; respectively. We have
Y21 = Y11 and Y22 + a = Y12:
Denote Im PY21 as M1; where PY21 is the projection on the space spanned by the
columns of Y21; and let y2 = M1Y22: Note that
PY2 = P[Y21;y2] = PY21 + Py2;
where the second equality holds because Y21 is orthogonal to y2: Similarly, we have
PY1 = PY11 + Py1 = PY21 + Py1 ;
where y1 = M1Y12: Therefore, PY1   PY2 = Py1   Py2 :
Lemma 18 and equality (50) imply that there exist no more than one eigenvalue
of ~S01 ~S 111 ~S10 ~S
 1
00 that is larger than the largest eigenvalue of S01S
 1
11 S10S
 1
00 and
no more than one eigenvalue of ~S01 ~S 111 ~S10 ~S
 1
00 that is smaller than the smallest
eigenvalue of S01S 111 S10S
 1
00 . Indeed, note that the eigenvalues of ~S01 ~S
 1
11
~S10 ~S
 1
00 ;
which equal those of ~P1P2; coincide with the eigenvalues of a symmetric matrix
P2 ~P1P2: Similarly, the eigenvalues of S01S 111 S10S
 1
00 coincide with the eigenvalues
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of a symmetric matrix P2P1P2: By Lemma 18,
P2 ~P1P2   P2P1P2 = P2Py1P2   P2Py2P2;
where Py1 and Py2 are projections on one-dimensional spaces. Hence, our statement
concerning eigenvalues of ~S01 ~S 111 ~S10 ~S
 1
00 and S01S
 1
11 S10S
 1
00 follows from Weyls
inequalities for eigenvalues of a sum of symmetric matrices (see e.g. Horn and
Johnson (1985, Theorem 4.3.1)).
We have conducted a small-scale Monte Carlo study which suggests that, in
fact, the largest eigenvalue of ~S01 ~S 111 ~S10 ~S
 1
00 converges to b0+ similarly to the largest
eigenvalue of S01S 111 S10S
 1
00 : However, the smallest eigenvalue of ~S01 ~S
 1
11
~S10 ~S
 1
00
is close to zero, whereas in accordance with our theoretical results, the smallest
eigenvalue of S01S 111 S10S
 1
00 converges to b0 :
A more formal analysis of the extreme eigenvalues of ~S01 ~S 111 ~S10 ~S
 1
00 would
amount to studying low-rank perturbations of S01S 111 S10S
 1
00 . There exists large
literature on the low rank perturbations of classical random matrix ensembles (see
e.g. Capitaine and Donati-Martin (2016) and references therein). However, this
literature is not directly applicable to S01S 111 S10S
 1
00 : We leave analysis of small
rank perturbations of such a matrix for future research.
6 Conclusion and discussion
This paper establishes the a.s. convergence of the largest and the smallest eigen-
values of S01S 111 S10S
 1
00 to the upper and lower boundaries of the support of the
Wachter distributionWc0 . This complements Onatski and Wangs (2017) result on
the a.s. weak convergence of the empirical distribution of the eigenvalues to Wc0 .
The strategy of our proofs is similar to that of the proof of the convergence of the
extreme eigenvalues of the sample covariance matrix in BS98. However, the fact
that we have to deal with the product of four dependent stochastic matrices, S01;
S 111 ; S10; and S
 1
00 ; presents non-trivial challenges that we overcome.
Eigenvalues of S01S 111 S10S
 1
00 can be interpreted as squared canonical corre-
lations between demeaned innovations of high dimensional random walk and de-
trended and demeaned levels of this random walk. Such eigenvalues form the basis
for the LR test of no cointegration in high-dimensional vector autoregression of
order one. The LR statistic has a singularity at unity, hence Onatski and Wangs
(2017) result cannot be used to establish its a.s. convergence.
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The result of this paper shows that the singularity can be ignored because
none of the eigenvalues of S01S 111 S10S
 1
00 are close to unity asymptotically. Thus,
our Corollary 2 establishes the a.s. limit of the LR statistic. We use this result
to obtain an analytic formula for a Bartlett-type correction coe¢ cient for the LR
test.
We establish Theorem 1 under Gaussianity of the errors t of model (1). We
need the Gaussianity for two reasons. First, it allows us to reduce the analysis of
S01S
 1
11 S10S
 1
00 to that of C
0D 1CA 1; where C; D; and A have form "0W" with
block-diagonal W , and " has i.i.d. elements. Second, we use it to derive bounds
on the expected value of the inverse of the smallest eigenvalue of A (in SM). In
principle, the rst reason can be circumvented by simply assuming that the matrix
" of the discrete Fourier transforms of  has i.i.d. (but not necessarily Gaussian)
elements. This still leaves the second reason intact. Unfortunately even a seemingly
innocuous assumption that the elements of " are i.i.d. Bernoulli random variables
leads to non-invertibility of A with small but positive probability, and hence, to
nonexistence of the expected value of the inverse of the smallest eigenvalue of A:
We leave removing the Gaussianity assumption as an important topic for future
research.
Onatski and Wang (2017) establish the a.s. weak convergence of the empirical
distribution of the eigenvalues of S01S 111 S10S
 1
00 to Wc0 under more general data
generating processes than the one described by (1). Extension of the results of this
paper to such more general processes would require analyzing the e¤ect of small
rank perturbations on the extreme eigenvalues of S01S 111 S10S
 1
00 : As we discuss
above, such an analysis is not straightforward and needs a substantial further
research e¤ort.
Another important research task is to study the asymptotic uctuations of the
functionals of Fp around their a.s. limits. This would allow one to derive an
asymptotic distribution of the LR statistic under the simultaneous asymptotics.
We are undertaking such a study as a separate project.
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1 Introduction and the main result
1.1 There is no supplementary material for this section.
2 Bartlett-type correction
2.1 Proof of Theorem OW3
Recall that
 = − ( + 1)
X
=1
log (1− ) 
where  is the -th largest squared sample canonical correlation between demeaned vectors ∆ and
−1−ˆ1 As explained in OW’s Section 3,  can be equivalently interpreted as the -th largest eigenvalue
of 01−111 001−100  where
01 =  00 11 =  00 00 = 0
Therefore, by standard arguments (see e.g. Johansen (1995, Appendix B)), as  →∞ while  is held fixed,
the entries of matrix ()01−111 001−100 jointly converge in distribution to those of matrix
1

Z 1
0
¡
d¯¢ ¯ 0µZ 1
0
¯ ¯ 0d
¶−1 Z 1
0
¯ ¡d¯¢0  (1)
where ¯ is a -dimensional Brownian bridge and ¯ is its demeaned version. In particular, as  →∞ while
 is held fixed,  converges in distribution to the trace of (1).
Let us denote the eigenvalues of (1) as 0  and their empirical distribution function (d.f.) as 0 () 
Note that matrix (1) is a low-rank perturbation of matrix
1

Z 1
0
(d) 0
µZ 1
0
 0d
¶−1 Z 1
0
 (d)0 
where  is a -dimensional Brownian motion and  is its demeaned version. Therefore, by Theorem 4 of
Onatski and Wang (2017), 0 () P⇒ 0() as  → ∞ that is, 0 () weakly converges in probability to
0() which corresponds to a distribution supported on [− +] with
± =
³
1±
√
2
´2  (2)
and having density
 () = 1
2
p
(+ − ) (− −)
  (3)
Moreover, by Theorem 5 of Onatski and Wang (2017),
R d0() = 2
Since, as  →∞ while  is held fixed,
2 d→ 1
X
=1
0 ≡
Z
d0()
it remains to show that
R d0() P→ R d0() as →∞ Unfortunately, such a convergence in probability
does not follow from 0 () P⇒ 0() because () ≡  is not a bounded function of  To circumvent this
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caveat, we now prove that 01 P→ + as  → ∞ Hence, R d0() converges in probability to the same
limit as
R ()d0() where  is a fixed positive number and
() =
½
0 if   0
min ( + + ) if  ≥ 0
is a bounded and continuous function. On the other hand,
R ()d0() P→ R ()d0() = 2 where the
latter equality holds because () coincides with () ≡  on the support of 0().
2.1.1 Convergence of 01 (the largest eigenvalue of the  -limit of ()01−111 001−100 )
Without loss of generality, assume that  and (1) are defined on the common probability space so that the
convergence of ()01−111 001−100 to (1) is in probability. Lemma OW5 implies that ()01−111 001−100
equals ()−1 0−1 where
 = ∇00 = ∇∇00  = 0
and  is a ×  matrix with i.i.d. (0 1) entries.
Let   12 be a small positive number,  be the smallest integer satisfying  ≤  and let  be so
large that     Further, let
 = ∇00  = ∇∇00  and  = 0 
where  is the  ×  matrix from the partition  =
£  −¤  and ∇ is defined similarly to ∇ with 
replaced by   Finally, let 1 be the largest eigenvalue of −1  0−1  Note that, by Theorem OW1,
()1 as→ + ≡
³√
2−
p
1− 
´−2
(4)
as →∞
We would like to show that for any   0 and all suﬃciently large 
Pr (|01 − +|  )  1− 
Suppose this is not so. Then, there exists   0 such that for any 0 there exists   0 yielding
Pr (|01 − +| ≥ )   (5)
By the triangle inequality,
|01 − +| ≤ |01 − ()1|+ |()1 − ()1|+ |()1 − +|+ |+ − +| 
Choosing  suﬃciently small, we obtain
|+ − +|  4 (6)
Further, by (4) for all suﬃciently large  we have
Pr (|()1 − +| ≥ 4)  4 (7)
Next, since ()−1 0−1 converges in probability to (1) as  →∞ while  is held fixed, for any  we
can choose  so large that
Pr (|01 − ()1| ≥ 4)  4 (8)
Finally, by inequality (114) proven in Section 3.1.1 of the Supplementary Material to Onatski and Wang
(2017), for suﬃciently small  all suﬃciently large  and all   ˜  where ˜ may depend on 
Pr (|()1 − ()1| ≥ 4)  2 (9)
Combining (6-9) with the triangle inequality, we obtain a contradiction to (5), which completes the proof.
3
3 Setup
3.1 Proof of Lemma OW4 (diagonalization)
Note that F√1 where 1 =  + 1 is a unitary matrix with the first column and row equal to √1 and
0√1 Therefore,
FF∗1 = 1 − 101 = diag {0  } 
Next,
 =  − 01 − 01 + 00 21
and thus, the first column of  equals
 ≡ 11  − 
1 + 1
21 
where  = (1 2  1)0  We have
(F) = 11
1X
=1
−i−1(−1) − =11 + 1
2
with  = 21 
which yields (F)1 = 0 and
¡
1− −i−1¢ (F) = 11
1X
=1
−i−1(−1) − 1 = −1 for   1
As is well known (see e.g. Golub and Van Loan (1996, ch. 4.7.7)), any 1 × 1 circulant matrix  with
the first column  admits the diagonalization  = 11F∗ diag (F)F  Hence,
 = 11F
∗ diag
n
0 ∇ˆ∗
o
F
where
∇ˆ = diag
n¡i1 − 1¢−1   ¡i − 1¢−1o
and
 0 = 11F
∗ diag
n
0 ∇ˆ∗
o
F 11F
∗ diag
n
0 ∇ˆ
o
F
=
1
1F
∗ diag
n
0 ∇ˆ∗∇ˆ
o
F 
3.2 Proof of Lemma OW5 (−1 0−1 form of 01−111 10−100 )
Let +1 = diag {1 }  +1 = diag {1}  and +1 = ˆ+1 ∗+1
√1 where 1 =  + 1. Matrix  can
be obtained from +1 by deleting the first column of +1. By the definition of ˆ
 = F∗+1 ∗+1
p1 ≡ √ 
Since F∗√1 and  ∗+1 are unitary and +1 is orthogonal, matrix  is unitary. Moreover, it is orthogonal
because it has real-valued entries. This implies that the columns of  are i.i.d.  (0  ). The rest of the
lemma follows from the easy to verify fact that  0∇ˆ ∗ = ∇0
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Table 1: Definitions of matrices, quadratic forms and traces that are used in the derivations below. Notations
used in this table suppress the dependence of various quantities, such as   etc., on .
×  matrices 2× 2 matrices scalars
 = −1 0 −  () = 0()−1 ()  = 1 tr
©−1ª
˜ =  0−1 −  () = 0()−1  0−1 ()  = 1 tr
©−10−1ª
 =  − ()∇00(), () = 0()−1  0−1  0−1 ()  = 1 tr
©−1 0−1−1ª
 =  − −1 ()0(), () = 0()−1 ()  = 1 tr
©−1ª
 = − ()0(), ˜() = 0()˜−1 () ˜ = 1 tr
n
˜−1
o
 = −1  0 −  ˜() = 0()−1 ˜−1 () ˜ = 1 tr
n
−1˜−1
o
˜ =  0−1  −  ˜() = 0()−1 ˜−1 −1 () ˜ = 1 tr
n
−1˜−1 0−1
o
˜() = 0()−1 () ˜ = 1 tr
©−1ª
 = 1 tr
n¡−1 0−1 − ¢−1o
3.3 Derivation of equations OW11-OW14
A detailed derivation of equations OW11-OW14 can be found in Section 2.1.4 of the Supplementary Material
to Onatski and Wang (2017). However, since some equations and definitions from that derivation are used
below, we reproduce the derivation here. For the reader’s convenience, Table 1 below lists definitions of
matrices and scalars used in our proofs.
We will need the following lemma, which is proven in the next section of this note.
Lemma 1 The following identities hold
() = ˜()0  ˜() = () − ()  and () = ˜() − ˜()  (10)
Similarly,
 = ˜ ˜ =  −  and  = ˜ − ˜ (11)
Derivation of identity (OW11) Applying the Sherman-Morrison-Woodbury (SMW) formula
( + )−1 =  −1 −  −1 ¡−1 +   −1¢−1   −1
to the right hand side of
−1 =
³
 + −1 ()0()
´−1 
we obtain
−1 = −1 −−1 () (2 + )−1 0()−1  (12)
Using this and the identity
 =  + ()∇00() (13)
we expand −10 in the following form
−1 0 + ()∇00()−1  0 − −1 ()
³
2 + ()
´−1 0()−1 0 + −1 ()∇0()
−()∇0()
³
2 + ()
´−1 0()−1  0 − −1 () ³2 + () ´−1 () ∇0() + ()∇0() ∇0()
−()∇0()
³
2 + ()
´−1 () ∇0()
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Simplifying this expression yields
−10 = −1  0 − −1 ()
³
2 + ()
´−1 0()−1 0 + ()∇0 ³2 + () ´−1 0()−1  0
+−1 ()
³
2 + ()
´−1 ∇0() + ()∇0() ³2 + () ´−1 ∇0()
Since  = −10 −  and  =  + ()0() it follows that
−1 = ¡ + 0¢−1  (14)
where
 = [() −1 ()]
and
 =
⎛
⎜⎝
∇0()
³
2 + ()
´−1 ∇ − 2 ∇0 ³2 + () ´−1³
2 + ()
´−1 ∇ −³2 + () ´−1
⎞
⎟⎠ 
Applying SMW formula to the right hand side of (14), we obtain
−1 =−1 −−1 
¡−1 + 0−1 ¢−1 0−1  (15)
The identity ∇0∇ = −1 2 yields
 =
µ
∇0 0
0 2
¶⎛
⎜⎝
()
³
2 + ()
´−1  − 2 ³2 + () ´−1 ³
2 + ()
´−1  −³2 + () ´−1
⎞
⎟⎠
µ
∇ 0
0 2
¶

which implies that
−1 = 11− 
µ
∇−1 0
0 2
¶Ã −1 2 2
2 
³
2 + ()
´
− ()
!µ
∇0−1 0
0 2
¶

and therefore, using ∇0∇ = −1 2 again, we obtain
−1 =
Ã
1
1− 2 11− ∇0
1
1− ∇ 1− 2 − ()
!
 (16)
Further, the definitions of ()  () and () yield
0−1  =
Ã
() ()0
() ()
!
 (17)
Using (16) and (17) in (15), we obtain
−1 =−1 −−1 Ω() 0−1  (18)
where
Ω() =
Ã
1
1− 2 + () 11− ∇0 + ()0
1
1− ∇ + () 1− 2 − () + ()
!−1
=
Ã
1
1− 2 + () 11− ∇0 + ()0
1
1− ∇ + () 1− 2 + ˜()
!−1

and the latter equality holds by Lemma 1.
6
Equation (18) yields
0()−1() = () −
h
()  ()0
i
Ω()
h
()  ()0
i0  (19)
Note that
() =
h
()  ()0
i
Ω() (Ω() )−1 [2 0]0 =
h
()  ()0
i
Ω()
µ
1
1− 
£2 ∇0¤0 + h()  ()0 i0¶ 
and thus, (19) can be rewritten as
0()−1() = 11− 
h
()  ()0
i
Ω()
£2 ∇0¤0
=
1
1− 
µ∙
1
1−  2 + 
()
  11−  ∇
0 + ()0
¸
−
∙
1
1−  2
1
1−  ∇
0
¸¶
Ω()
£2 ∇0¤0
=
1
1− 
µ
[2 0] £2 ∇0¤0 − ∙ 11−  2 11−  ∇0
¸
Ω()
£2 ∇0¤0¶
=
1
1−  2 −
1
(1− )2
£2 ∇0¤Ω() £2 ∇02¤0 
To summarize, we have the following identity
0()−1() = 11−  2 −
1
(1− )2
£2 ∇0¤Ω() £2 ∇0¤0  (20)
Recall that by definition,
 = 1 tr
h¡−10−1 − ¢−1i = 1 tr £−1¤ = 1
2X
=1
tr
h
0()−1()
i

This equation and representation (20) yield identity (OW11)
 = 
1
1−  −
1

2X
=1
1
(1− )2 tr
³£2 ∇0¤Ω() £2 ∇0¤0´ 
Derivation of identity (OW12) Since the eigenvalues of −10−1 coincide with those of 0−1−1
we have
 = 1 tr
h¡0−1−1 − ¢−1i = 1 tr h˜−1i = 1
2X
=1
tr
h
−1 0()˜−1()
i
 (21)
Note that matrix ˜ can be obtained from  by swapping  for  and  for  0 Performing such a swap
in the above derivations of (20) yields
0()˜−1() = 1−  2 −
2
(1− )2 [2∇ ] Ω˜
()
 [2∇ ]0  (22)
where
Ω˜() =
Ã 
1− 2 + ˜() 1−∇ + ˜()0
1−∇
0 + ˜() 1− 2 − ˜() + ˜()
!−1
(see Table 1 for the definitions of ˜()  ˜()  ˜()  and ˜() ). Lemma 1 implies that
Ω˜() =
Ã 
1− 2 + −1
³
() − ()
´ 
1−∇ + ()

1−∇
0 + ()0 1− 2 + ()
!−1
=
µ
0 2
2 0
¶
Ω()
µ
0 −12
2 0
¶

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so that (22) yields
0()˜−1() = 1−  2 −
2
(1− )2
£−1∇  2¤Ω() £−1∇  2¤0  (23)
Combining this with (21) gives us
 = 
1
1−  −
1

2X
=1
tr
"

(1− )2
£−1∇  2¤Ω() £−1∇  2¤0
#

Further, since ∇∇0 = 2 we have

(1− )2 tr
h£−1∇  2¤Ω() £−1∇  2¤0i = 
(1− )2 tr
h
∇∇0
£−1∇  2¤Ω() £−1∇  2¤0i
=

(1− )2 tr
h
 £−1∇0∇∇0¤Ω() £−1∇∇0 ∇0¤0i = −1
(1− )2 tr
³£2 ∇0¤Ω() £2 ∇0¤0´ 
and therefore,
 = 
1
1−  −
1

2X
=1
−1
(1− )2 tr
³£2 ∇0¤Ω() £2 ∇0¤0´ 
which is equivalent to identity (OW12),

 +  =


1
1−  −
1

2X
=1
1
(1− )2 tr
³£2 ∇0¤Ω() £2 ∇0¤0´ 
Derivation of identity (OW13) Multiplying both sides of the identity
−1 = −10−1 − 
by −1 taking trace, dividing by , and rearranging yields
1 +  = 1
2X
=1
tr
h
∇00()−10−1()
i
 (24)
Equations (12), (13), and (18) imply that
−10−1 =
µ
−1 −−1 ()
³
2 + ()
´−1 0()−1 ¶³ 0 + ()∇0()´
×
³
−1 −−1 Ω() 0−1
´

Opening up brackets, we obtain
−10−1
= −1 0−1 −−1 ()
³
2 + ()
´−1 0()−1  0−1 +−1 ()∇0()−1
−−1  0−1 Ω() 0−1 −−1 ()
³
2 + ()
´−1 0()−1 ()∇0()−1
+−1 ()
³
2 + ()
´−1 0()−1  0−1 Ω() 0−1 −−1 ()∇0()−1 Ω() 0−1
+−1 ()
³
2 + ()
´−1 0()−1 ()∇0()−1 Ω() 0−1 
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Multiplying from the left by 0() and from the right by () and using the definitions of ()  ()  ()  and
()  we obtain
0()−10−1()
= () − ()
³
2 + ()
´−1 () + () ∇() − h()  () iΩ() h()  ()0 i0
−()
³
2 + ()
´−1 () ∇() + () ³2 + () ´−1 h()  () iΩ() h()  ()0 i0
−() ∇
h
()  ()0
i
Ω()
h
()  ()0
i0
+ ()
³
2 + ()
´−1 () ∇ h()  ()0 iΩ() h()  ()0 i0 
Rearranging terms and simplifying gives us
0()−10−1() = 
³
2 + ()
´−1 () ∇ µ() − h()  ()0 iΩ() h()  ()0 i0¶ (25)
+
³
2 + ()
´−1µ() − h()  () iΩ() h()  ()0 i0¶ 
As follows from (19) and (20)
() −
h
()  ()0
i
Ω()
h
()  ()0
i0
=
1
1−  2 −
1
(1− )2
£2 ∇0¤Ω() £2 ∇0¤0  (26)
Further,
() −
h
()  ()
i
Ω()
h
()  ()0
i0
=
h
()  ()
i
Ω() (Ω() )−1 [2 0]0 −
h
()  ()
i
Ω()
h
()  ()0
i0
=
1
1− 
h
()  ()
i
Ω()
£2 ∇0¤0
Note that
1
1− 
h
()  ()
i
Ω()
£2 ∇0¤0
=
1
1− 
µ∙ 
1− ∇ + 
()
  1−  2 + 
()
 − ()
¸
−
∙ 
1− ∇ 

1−  2 − 
()

¸¶
Ω()
£2 ∇0¤0
=
1
1− 
µ
[0 2] £2 ∇0¤0 − 1−  £−1∇  2¤Ω() £2 ∇0¤0 + h0 () iΩ() £2 ∇0¤0
¶
=
1
1−  ∇ −

(1− )2
£−1∇  2¤Ω() £2 ∇0¤0 + 11−  h0 () iΩ() £2 ∇0¤0 
Therefore,
() −
h
()  ()
i
Ω()
h
()  ()0
i0
=
1
1−  ∇ −

(1− )2
£−1∇  2¤Ω() £2 ∇0¤0
+
1
1− 
h
0 ()
i
Ω()
£2 ∇0¤0 
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Using this and (26) in (25), we obtain
0()−1 0−1()
= 
³
2 + ()
´−1 () ∇
Ã
1
1−  2 −
1
(1− )2
£2 ∇0¤Ω() £2 ∇0¤0
!
+ 
³
2 + ()
´−1
×
Ã
1
1−  ∇ −

(1− )2
£−1∇  2¤Ω() £2 ∇0¤0 + 11−  h0 () iΩ() £2 ∇0¤0
!
=
1
1−  ∇ −

³
2 + ()
´−1
(1− )2
h
() ∇ + ∇  () + 2
i
Ω()
£2 ∇0¤0
=

1− ∇ −

(1− )2
£−1∇  2¤Ω() £2 ∇0¤0 
that is,
0()−1 0−1() = 1− ∇ −

(1− )2
£−1∇  2¤Ω() £2 ∇0¤0  (27)
This identity together with (24) yield
1 +  = 1
2X
=1
tr
"
∇0
Ã

1− ∇ −

(1− )2
£−1∇ 2¤Ω() £2 ∇0¤0
!#
=
1

2X
=1
tr
"Ã
1
1−  2 −
1
(1− )2
£2 ∇0¤Ω() £2 ∇0¤0
!#

which is equivalent to identity (OW13),
1 +  = 
1
1−  −
1

2X
=1
1
(1− )2 tr
³£2 ∇0¤Ω() £2 ∇0¤0´ 
Derivation of identity (OW14) An obvious identity
1
 tr
£ 0−1¤ = 1 tr £−1 0−1¤
and representations 0 =X2=1 ()∇0() and  =X2=1 −1 ()0() yield
1

2X
=1
tr
h
∇0()−1()
i
=
1

2X
=1
tr
h
−1 0()−10−1()
i

Using (27) and (20) in this equation, we obtain
1

2X
=1
tr
"
∇
Ã
1
1−  2 −
1
(1− )2
£2 ∇0¤Ω() £2 ∇0¤0
!#
=
1

2X
=1
tr
"
−1
Ã

1− ∇ −

(1− )2
£−1∇  2¤Ω() £2 ∇0¤0
!#

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Equivalently,
0 =
1

2X
=1
tr
"Ã
1
(1− )2 [∇  2]Ω
()

£2 ∇0¤0 − 1
(1− )2 [∇  2]Ω
()

£2 ∇0¤0
!#
=
1

2X
=1
1
1−  tr
³
[0 2]Ω()
£2 ∇0¤0´ 
which is the same as identity (OW14).
3.3.1 Proof of Lemma 1 (links between variables with and without tilde)
The identity () = ˜()0 is established by the following sequence of equalities
() = 0()−1 0−1 () = 0()−1  0
¡−1 0 − ¢−1 ()
= 0()
³
 −  ¡0¢−1´−1 () = µ0() ³0 −  ()−1´−1 ()¶0
=
³
0()−1 
¡ 0−1  − ¢−1 ()´0 = ³0()−1 ˜−1 ()´0 = ˜()0 
The relationship ˜() = () − () is obtained as follows
˜() + () = 0()
³
˜−1 +−1
´
() = 0()−1
³
 ¡ 0−1 −1 − ¢−1 + ´ ()
= 0()−1
³
− +  0−1 −1
¡0−1 −1 − ¢−1 + ´ ()
= 0()−1 0
¡ 0 − −1 ¢−1 () = 0()−1  0 ¡−1 0 − −1 ¢−1−1 ()
= 0()−1 0
¡−1  0 − ¢−1−1 () = () 
The relationship () = ˜() − ˜() is obtained as follows
() + ˜() = 0()
¡−1 +−1 ¢ () = 0()−1 ³ ¡−1  0−1 − ¢−1 + ´ ()
= 0()−1
³
− + −1  0−1
¡−1  0−1 − ¢−1 + ´ ()
= 0()−1 
¡ − 0−1 ¢−1 () = 0()−1  ¡−1  −  0−1 ¢−1−1 ()
= 0()−1 
¡ 0−1  − ¢−1 0−1 () = ˜() 
Identities (11) are established similarly. The only diﬀerences are that the matrices involved are not indexed
by  and instead of the quadratic forms in the columns of () we work with traces.
4 Proof of Theorem OW1
4.1 Outline of the proof
4.1.1 There is no supplementary material for this section of OW.
4.2 Step 1: Speed of convergence of E ([ ])
4.2.1 Rough bounds. Proof of Lemma OW7 (bound on ||Ω−1 − (Ω() )−1||)
Assume that for all  and  ()
 ≡  () ∈ [02 12)  (28)
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There is no loss of generality in this assumption because for any sequence of pairs   () such that   →0
∞ with 0  12 (28) holds for all suﬃciently large  and  () Here and below, notation   →0 ∞ is an
abbreviation for   ()→∞ so that  ()→ 0.
Let min be the minimum of the smallest eigenvalues of    = 1  2 and let max0 be the maximum
eigenvalue of  Further, let  and ¯ be positive numbers that are strictly less than
³
1−
p02´2 and strictly
larger than
³
1 +
p
12
´2  respectively. Consider the event
E0 =
© ≤ min and max0 ≤ ¯ª  (29)
By Theorem II.13 of Davidson and Szarek (2001), the probability of the complementary event, E0  is expo-
nentially small in  Hence, event E0 holds w.ow.p.
By definition and by Lemma 1,
(Ω() )−1 −Ω−1 =
Ã
() − 2 ()0 − 2
() − 2 () − () − ( − ) 2
!

Therefore, °°°Ω−1 − (Ω() )−1°°° ≤ maxn°°°() − 2°°° °°°() − () − ( − ) 2°°°o+ °°°() − 2°°° 
and it is suﬃcient to establish bounds on the norms appearing on the right hand side of the above inequality.
Here we establish such a bound only for
°°°() − 2°°°  The other bounds can be obtained similarly.
By definition, the upper left element of the 2× 2 matrix () − 2 equals
02−1−1 2−1 − 1 tr
−1 = 1 + 2 
where
1 = 02−1−1 2−1 − 1 tr
−1 and 2 = 1 tr
¡−1 −−1¢ 
The following lemma is a simple consequence of Lemma 2.7 in Bai and Silverstein (1998).
Lemma 2 Let Ω be a ×  deterministic complex matrix, and  ∼  (0  ). Then, for any  ≥ 2
E
¯¯0Ω − trΩ ¯¯ ≤  kΩk 2−
where  depends only on 
In what follows, we will use  to denote a constant whose value may change from one appearance to
another. By Lemma 2 and Markov’s inequality, for any  ≥ 2 we have
Pr
¡|1 |  − | ||−1 || ≤ −1 −1¢ ≤ −2 ¡−+1 ¢− 
where Pr (· | ·) denotes conditional probability This inequality and our assumption that  = 0− yield
Pr
¡|1 |  − and ||−1 || ≤ −1 −1¢ ≤ −(12−−(+1)) (30)
where  on the right hand side of (30) depends on     and 0 but not on 
Lemma 3 Let min  max and min0 max0 be the smallest and largest eigenvalues of  and of 
respectively. Then,°°−1 °° ≤ 1 ¡min¢  °°−1 °° ≤ 4min  °°−1  0°°2 ≤ 4maxmin °°−1°° ≤ 1 ¡min0¢  °°−1°° ≤ 4min0 and °°−10°°2 ≤ 4max0min0
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Further,¯¯
tr
¡−1 −−1¢¯¯ ≤ 8 ¡min¢  ¯¯tr ¡−1  0−1 −−1 0−1¢¯¯ ≤ 3212max0³32min´
and ¯¯
tr
¡−1 0−1 −1 −−10−1−1¢¯¯ ≤ 96max0 ¡2min¢ 
This lemma is equivalent to Lemma 13 from the Supplementary Material to Onatski and Wang (2017).
For the reader’s convenience, we provide its proof in the next section of this note. By Lemma 3,
Pr
¡||−1 ||  −1 −1¢ ≤ Pr ¡min  ¢ ≤ Pr (E0)  (31)
Combining (30) and (31), we obtain
Pr
¡|1 |  −¢ ≤ −(12−−(+1)) + Pr (E0) 
Since  ≡  () is proportional to  this yields
Pr
µ
max=12 |1 |  
−
¶
≤ −(12−−(+1))+1 + Pr (E0) 
Furthermore, since E0 holds w.ow.p. and since  ≥ 2 can be chosen as large as we would like it to be,
inequality
max=12 |1 | ≤ 
− holds w.ow.p.
as long as 0 ≤    with  ≡ (12− )  (1 + ) 
Next, by Lemma 3, |2 | ≤ 8−1 −1min−1 so that
Pr
¡|2 |  −¢ ≤ Pr ¡min  8−1−1−1− ¢ 
The latter probability is no larger than Pr (E0) for all  such that 8−1−1++(1+)   Hence,
max=12 |2 | ≤ 
− holds w.ow.p. and
max=12
¯¯¯¯
02−1−1 2−1 − 1 tr
−1
¯¯¯¯
≤ − holds w.ow.p.
For the lower right element of () − 2 an inequality similar to that in the above display, can be
established by replacing 2−1 by 2 The upper right element of () − 2 equals
02−1−1 2 = 12
¡02−1 02¢µ 0 −1−1 0
¶µ 2−1
2
¶

and arguments similar to those used in the above analysis of 1 lead to the conclusion that
max=12
¯¯02−1−1 2 ¯¯ ≤ − holds w.ow.p.
Since for any   0 the maximums over  = 1  2 of the absolute values of all elements of () − 2
are bounded by − w.ow.p.,
max=12
°°°() − 2°°° ≤ − holds w.ow.p.
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4.2.2 Rough bounds. Proof of Lemma 3 (bounds on
°°−1°° °°−1 °°  etc.)
By definition of   we have°°−1 °° = °°°°−12 ³−12 −1  0−12 − ´−1−12 °°°°
≤
°°−1 °°°°°°³−12 −1  0−12 − ´−1°°°° 
On the other hand,
°°−1 °° = −1min and°°°°³−12 −1  0−12 − ´−1°°°° ≤ max=1 1¯¯¯ ³−12 −1 0−12 ´−  ¯¯¯
where  (·) is the -th largest eigenvalue of a real symmetric matrix. For  =  the above inequality
implies that °°°°³−12 −1 0−12 − ´−1°°°° ≤ −1 
and therefore, °°−1 °° ≤ 1 ¡min¢  (32)
The required bound for
°°−1°° is established similarly.
Further, we have °°−1 °° = 1 () ≤ 1 ¡ ¡∇∇0¢min¢ ≤ 4min  (33)
The required bound for
°°−1°° is established similarly. Next,°°−1  0°°2 = °°−1 0−1 °° = °°°−1 −()∇0−0−()−()∇−0−()−1 °°° 
where ∇− is the block-diagonal matrix obtained from ∇ by removing its -th 2 × 2 block, and −() is
obtained from  by removing the 2 − 1-th and 2-th columns. On the other hand,°°°−1 −()∇0−0−()−()∇−0−()−1 °°° ≤ max °°°−1 −()∇0−∇−0−()−1 °°°
= max
°°−1 −1 °° = max °°−1 °° 
Using (33), we obtain °°−1 0°°2 ≤ 4maxmin  (34)
The required bound for
°°−10°° is established similarly.
Now let us establish the bounds on the diﬀerences of traces. As follows from (18), −1 diﬀers from−1
by a matrix of rank no larger than 4. Therefore,¯¯
tr
¡−1 −−1¢¯¯ ≤ 4°°−1 −−1°° ≤ 4 ¡°°−1 °°+ °°−1°°¢  (35)
Therefore, ¯¯
tr
¡−1 −−1¢¯¯ ≤ 4 ¡min¢+ 4 ¡min0¢ ≤ 8 ¡min¢  (36)
where the last inequality holds because − is a positive-semidefinite matrix and hence min ≤ min0
Similarly, −1 0−1 diﬀers from −10−1 by a matrix with rank no larger than 8. It is because
−1 0−1 −−1 0−1 = −1  0
¡−1 −−1¢+−1 ¡0 −  0¢−1
+
¡−1 −−1¢ 0−1
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where the rank of −1 −−1 is no larger than 4, and the ranks of 0 −  0 and −1 −−1 are no larger
than 2 each. Therefore,¯¯
tr
¡−1  0−1 −−10−1¢¯¯ ≤ 8 ¡°°−1 0°°°°−1 °°+ °°−10°°°°−1°°¢ ≤ 3212max0³32min´ 
where we used (32) and (34). Finally, −1  0−1 −1 diﬀers from −10−1−1 by a matrix with
rank no larger than 12. Therefore,¯¯
tr
¡−1 0−1 −1 −−10−1−1¢¯¯ ≤ 96max0 ¡2min¢ 
4.2.3 Rough bounds. Bounds on min and max0 (Pr of tail events, and moments)
In this section we derive some bounds on max and min that we will refer later in this note. We will need
the following lemma due to BS98.
Lemma 4 (Bai and Silverstein, 1998) If, for all   0 Pr (||  )  ≤  for some positive  then, for
any positive   
E || ≤ 
µ 
 − 
¶

Now, we are ready to prove the following result.
Lemma 5 (i) For any   0, we have Pr
³
−1min  
´
≤
³
 (2)2
´−
for all   0 and all suﬃciently large
 and  along a sequence   →0 ∞ with  ≤ 12
(ii) For any   0 there exists   0 that may depend on  but does not depend on , , and  such that
E−min ≤  for all suﬃciently large  and  along a sequence   →0 ∞ with  ≤ 12
Proof: It follows from Chen and Dongarra (2005, p. 610) that
Pr
¡min ≤ ¢  ( − 2)−−1 −−12 Γ ( − ) 
Their min  and  equal ( − 2)min   − 2 and  in our notation, respectively. By Stirling’s formula
(see e.g. 6.1.38 in Abramowitz and Stegun (1970)),
Γ ( − ) ≥ √2 ( − − 1)−−12 −(−−1)
Further, for  ≤ 12 we have ( − 2) 2 ≤  − − 1 Therefore, for any   0 we have
Pr
³
−1min  
´
 ( − 2)−−1 −−−12 Γ ( − ) ≤ (2 ( − − 1))−12
³
 (2)2
´−−−12
Since Pr
³
−1min  
´
≤ 1 we have for any   0 and suﬃciently large  
Pr
³
−1min  
´
≤
³
 (2)2
´− 
Part (ii) follows from part (i) and Lemma 4.¤
Lemma 6 (i) For any   0 there exists   0 that does not depend on  and  s.t. Pr ¡max0  ¢ ≤ −
for all   0 and all suﬃciently large  and  along a sequence   →0 ∞ with  ≤ 12
(ii) For any   0 there exists   0 that may depend on  but does not depend on , and  such that
Emax0 ≤  for all suﬃciently large  and  along a sequence   →0 ∞ with  ≤ 12
Proof: By Proposition 2.4 of Rudelson and Vershynin (2010), there exists   0 such that
Pr
³
max0  (1 + )2
´
≤ 2−2
for all suﬃciently large  and  along a sequence   →0 ∞ with  ≤ 12 Since for any   0 there
exists   0 such that, for all  ≥ 0 we have −2 ≤  (1 + )−2  and since Pr
³
max0  (1 + )2
´
≤ 1
we have Pr
¡max0  ¢ ≤ − This completes the proof of part (i). Part (ii) follows from part (i) and
Lemma 4.¤
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4.2.4 Rough bounds. Proof of Lemma OW8 (bounds on
°°°Ω() °°°)
We start our proof from establishing a useful identity (see eq. (42) below). By definition of Ω() and by
Lemma 1, we have µ
1
1− 
£2 ∇0¤+ h()  ()0 i¶Ω() = [2 0] and (37)µ∙ 
1− ∇ 

1−  2
¸
+
h
()  () − ()
i¶
Ω() = [0 2]  (38)
Using the transposed of (37) in (27), we obtain
0()−10−1() =
∙ 
1− ∇ 

1−  2
¸
Ω()
h
()  ()0
i0 
Using (38) in the above equation yields
0()−1 0−1() = () −
h
()  () − ()
i
Ω()
h
()  ()0
i0  (39)
Further, multiplying equation (23) by  we get
0()˜−1() = 1−  2 −
∙ 
1− ∇ 

1−  2
¸
Ω()
∙ 
1− ∇ 

1−  2
¸0

Using (38) and its transpose in the latter equation, we obtain
0()˜−1() = () − () −
h
()  () − ()
i
Ω()
h
()  () − ()
i0 
The identity ˜−1 = −1 0−1−1 −−1 yields
0()−1 0−1−1() − 0()−1() = () − () −
h
()  () − ()
i
Ω()
h
()  () − ()
i0  (40)
By (19), we have
0()−1() = () −
h
()  ()0
i
Ω()
h
()  ()0
i0  (41)
Combining (39-41), we obtain identity
AΩ() A =M  (42)
where
A =
Ã
() ()0
() () − ()
!
(43)
and
M11 = () − 0()−1()
M21 = M012 = () − 0()−1 0−1() and
M22 = () − () − 0()−10−1−1() + 0()−1()
Lemma 7 max=12 kMk ≤ −1 202max02min.
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Proof: By definitions of () , () , ()  and ()  we have
kM11k =
°°°0() ¡−1 −−1¢ ()°°° ≤ °°°()0()°°°°°−1 −−1°° ≤ k0k°°−1 −−1°° 
kM21k ≤
°°°()0()°°°°°−1 0−1 −−1 0−1°° ≤ k0k ¡°°−1  0°°°°−1 °°+ °°−1 0°°°°−1°°¢  and
kM22k ≤
°°°()0()°°°°°−1 0−1 −1 −−1 0−1−1°°+ °°°()0()°°°°°−1 −−1°° 
Therefore, using Lemma 3 and the fact that min = min
©min0 min   = 1  2ª  we obtain
max=12 kM11k ≤ 
−1 2max0min
max=12 kM21k ≤ 
−1 4
¡max0min¢32  and
max=12 kM22k ≤ 
−1 8
¡max0min¢2 + 8max0min ≤ −1 16 ¡max0min¢2 
Finally, since kMk ≤ max {kM11k  kM22k}+ kM21k  we have
max=12 kMk ≤ 
−1
¡
2max0min
¢ ³
8
¡max0min¢+ 2 ¡max0min¢12´ ≤ −1 202max02min¤
If max=12
°°A−1 °° is bounded, then Lemma 7 and identity (42) yield the boundedness of Ω() 
However, the boundedness of max=12
°°A−1 °° is far from being obvious. To deal with the issue, let us
multiply (18) by
£() −1 ()¤0 from the left and by £() −1 ()¤ from the right. Rearranging the
result, we obtain
BΩ() B =W  (44)
where
B =
Ã
() ()0
() ()
!

and
W =
Ã () − 0()−1() ()0 − 0()−1 0−1()
() − 0()−1−1 () () − 0()−1  0−1−1 ()
!

The following lemma can be proven similarly to Lemma 7.
Lemma 8 max=12 kWk  −1 122max02min.
Now, it is suﬃcient to find a uniform over  = 1  2 bound on min©°°A−1 °° °°B−1 °°ª. Let
ˆ =
µ  
  − 
¶
and ˆ =
µ  
 
¶

Lemma 9 min
n°°°ˆ−1°°° °°°ˆ−1°°°o ≤ 100−2 3max0 ¡32min¢ for suﬃciently large .
Proof: Note that, by the definition of  and by Lemma 3,
|| ≤ 
°°−1°° ≤ −1 min (45)
Further, since each of the entries of −10−1 can not be larger than °°−10−1°° by absolute value,
using the definition of  and Lemma 3, we obtain
|| ≤ −1 212max032min (46)
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Similarly,
|| ≤ −1 4max02min (47)
and
| − | ≤ −1 4max02min + 4min ≤ −1 8max02min (48)
Therefore
max
n°°°ˆ°°° °°°ˆ°°°o ≤ max {||  ||  | − |}+ || ≤ −1 10max02min
Note that since ˆ and ˆ are 2× 2 matrices,¯¯¯
det ˆ
¯¯¯
=
°°°ˆ°°°°°°ˆ−1°°°−1 and ¯¯¯det ˆ ¯¯¯ = °°°ˆ°°°°°°ˆ−1°°°−1 
Using the latter two displays, we obtain¯¯¯
det ˆ − det ˆ
¯¯¯
≤
¯¯¯
det ˆ
¯¯¯
+
¯¯¯
det ˆ
¯¯¯
≤
¡−1 10max02min¢ 2max½°°°ˆ−1°°°−1 °°°ˆ−1°°°−1¾ 
or equivalently,
min
n°°°ˆ−1°°° °°°ˆ−1°°°o ≤ −1 20max02min¯¯¯
det ˆ − det ˆ
¯¯¯  (49)
On the other hand,
det ˆ − det ˆ =  (50)
For  we have
 = 1 tr
−12 ³−12−10−12 − ´−1−12 = 1
X
=1
0−1
 −  
where  and  are the -th largest eigenvalue of −12−10−12 (necessarily belonging to [0 1]) and
a corresponding eigenvector. We have
Im  = 1
X
=1
0−1 | − |2  (51)
But | − |2 is bounded from above by 2 (see assumption (OW26)). Therefore,
|| ≥ |Im | ≥
X
=1
0−1 (2 ) =  tr−1 (2 ) ≥ 
¡
2max0
¢
. (52)
As to  let 1 ≥  ≥   0 be the eigenvalues of  Then,
 = 1
X
=1
−1 ≥ −  
−1
+1
with  = 2 d4e  where d4e denotes the smallest integer that is no smaller than 4. Let us now decompose
 into the sum (1)∆(1)(1)0+ (2)∆(2)(2)0 where (1) is the × matrix that consists of the first  columns
of  (2) is the × ( − ) matrix that consists of last  −  columns of  ∆(1) = diag
n
−11 2  −122
o

and ∆(2) = diag
n
−12+12  −122
o
 Further, let 1 ≥  ≥   0 be the eigenvalues of (2)∆(2)(2)0 By
Theorem 4.3.6 of Horn and Johnson (1985), +1 ≤ 1 and therefore,
 ≥ −  
−1
1 
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On the other hand,
||∆(2)|| =
∙
2− 2 cos
µ
2 (2 + 1)
 + 1
¶¸−1
≤ [2− 2 cos (2)]−1 
Since 1− cos ≥ 24 for  ∈ [0 2]  we have
||∆(2)|| ≤ 8 ¡22¢ 
Combining this with inequality
°°(2)(2)0°° ≤ max0 we obtain
k1k ≤ 8max0
¡22¢ 
and therefore
 ≥ − 2 d4e
22
8max0 ≥
32
24max0  (53)
where the latter inequality holds because (− 2 d4e)  ≥ 3 for suﬃciently large .
Using (52) and (53) in (50), we get¯¯¯
det ˆ − det ˆ
¯¯¯
≥ 42 ¡482max0¢ 
Combining this with (49), we obtain
min
n°°°ˆ−1°°° °°°ˆ−1°°°o ≤ −2 9603max0 ¡322min¢ ≤ −21003max0 ¡32min¢ ¤
Lemma 10 Suppose that 0 ≤   16 Then, for any   0 the inequalities max=12
°°°A − ˆ⊗ 2°°° ≤
2 and max=12
°°°B − ˆ ⊗ 2°°° ≤ 2 are satisfied w.ow.p.
The proof of this lemma is very similar to that of Lemma OW7, and we omit it. Weyl’s inequalities for
singular values of a sum of two matrices (e.g. Horn and Johnson (1985), exerc. 16 on p.423) imply that°°A−1 °°−1 ≥ °°°ˆ−1°°°−1 − °°°A − ˆ⊗ 2°°° and°°B−1 °°−1 ≥ °°°ˆ−1°°°−1 − °°°B − ˆ ⊗ 2°°° 
(To see this, note that
°°A−1 °°−1 and °°°ˆ−1°°°−1 equal the smallest singular values of A and ˆ ⊗ 2 re-
spectively.) Therefore, Lemmas 9 and 10 and the fact that event E0 holds w.ow.p. guarantee that, for any
non-negative   16 there exists   0 such that
min=12max
n°°A−1 °°−1 °°B−1 °°−1o ≥ 2 w.ow.p.
Hence, as long as 0 ≤   16 there exists   0 such that
max=12min
©°°A−1 °° °°B−1 °°ª ≤ −2 w.ow.p.
This fact taken together with Lemmas 7, 8, and equations (42), (44) imply that
max=12
°°°Ω() °°° ≤ −5 holds w.ow.p. (54)
as long as 0 ≤   16
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Finally, note that
kΩk−1 ≥
°°°Ω() °°°−1 − °°°Ω−1 − (Ω() )−1°°°  (55)
By inequality (54) and Lemma OW7, the term
°°°Ω−1 − (Ω() )−1°°° in (55) is dominated by °°°Ω() °°°−1 as long
as  +  ≥ 5 for some  ∈ (0∞)   ∈ [0 12) and 0 ≤   min {16 (12− )  (1 + )}. Inequalities
  (12− )  (1 + ) and  +  ≥ 5 certainly hold if  = 5 and  = 0 as long as   112 Therefore,
we conclude that
max=12 kΩk ≤ 
−5 holds w.ow.p.
as long as 0 ≤   112
To establish part (ii) of Lemma OW8, we need to rewrite identity (42) in a diﬀerent form. For this, note
that by definition of Ω() ³
() ()0
´
Ω()
Ã
()
()
!
=
µ£ 2 0 ¤− 1
1− 
£ 2 ∇0 ¤Ω() ¶
Ã
()
()
!
= () − 11− 
£ 2 ∇0 ¤µ∙ 20
¸
− 1
1− Ω
()

∙ 2
∇
¸¶
= () − 11−  2 +
1
(1− )2
£ 2 ∇0 ¤Ω() ∙ 2∇
¸

Similarly, ³
() ()0
´
Ω()
Ã
()0
() − ()
!
= ()0 − 11− 
£ 2 ∇0 ¤µ∙ 02
¸
− 1
1− Ω
()

∙ ∇02
¸¶
= ()0 − 11−  ∇
0 +
1
(1− )2
£ 2 ∇0 ¤Ω() ∙ ∇02
¸
and ³
() () − ()
´
Ω()
Ã
()0
() − ()
!
=
µ£
0 2 ¤− 1
1− 
£ ∇ 2 ¤Ω() ¶
Ã
()0
() − ()
!
= () − () − 11− 
£ ∇ 2 ¤µ∙ 02
¸
− 1
1− Ω
()

∙ ∇02
¸¶
= () − () − 11−  2 +
1
(1− )2
£ ∇ 2 ¤Ω() ∙ ∇02
¸

Therefore, (42) can be written as
KΩK = K −
" 0()−1() 0()−1−1()
0()−1 0−1() 0()˜−1()
#
 (56)
where
K = 1
1− 
∙ 2 ∇0∇ 2
¸

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The inverse of K equals
K−1 =
∙
−2 ∇0
∇ −−1 2
¸

By triangle inequality,
°°K−1 °° ≤ ||+ −1 + 2 k∇k = ||+ −1 + 2−12 ≤ ||− 1 +µ1 + 12 sin (12)
¶2

Thus, for  with Re  ∈ [0 1] and Im  ∈ [0 1] 
°°K−1 °° ≤ 1 +µ1 + 12 sin ( ( + 1))
¶2
≤  2
for some absolute constant . On the other hand, similarly to Lemma 7, we can show that°°°°°
" 0()−1() 0()−1−1()
0()−1 0−1() 0()˜−1()
#°°°°° ≤ −1 102max02min0
Hence, from (56) and the above two displays,°°°Ω() °°° ≤  2 +  4−1 2max02min0
Finally, let EΩ be event max=12
°°°Ω() °°° ≤ −5  According to (54) EΩ holds w.ow.p. as long as
0 ≤   16 We have
E max=12
°°°Ω() °°° ≤ −5 + E1 {EΩ} ¡ 2 +  4−1 2max02min0¢ ≤ −5
for suﬃciently large   .
4.2.5 System reduction. Derivation of system (OW31) and proof of Lemma OW10
To simplify reference, let us reproduce here the original system of equations
 = 1 (1− ) −
2

2X
=1
˜ +  (+  − 1)
(1− )  + 1 (57)
1
 +  =
1
 (1− ) −
2

2X
=1
˜ +  (+  − 1)
(1− )  + 2 (58)
1 +  = 1 (1− ) −
2

2X
=1
˜ +  ( (1 + ) 2 +  − 1)
(1− )  + 3 (59)
0 =
2

2X
=1
−− 2
 + 4 (60)
We will assume that  =  where  satisfies (OW26), that is,
 ≡ Re  ∈ [0 1] and  ≡ Im  = 0− (61)
with  ≥ 0 and 0 ∈ (0 1] that are independent from .
We begin from establishing some bounds on   ˜ and on
 ≡ 2
2X
=1
−1 
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Note that, by definition, |˜| ≤ 
°°°˜−1°°°  Using a similar argument to the one that yielded inequality°°−1°° ≤ 1 ¡min0¢ in Lemma 3, we obtain °°°˜−1°°° ≤ 4 ¡min0¢  Hence,
|˜| ≤ 4min0  (62)
Collecting inequalities (62), (45), (46), (52), and recalling the definition (29) of event E0 we obtain the
following result.
Lemma 11 There exists   0 such that each of the following events
|| ≤ −1  || ≤ −1  and |˜| ≤ −1 (63)
holds w.ow.p. Furthermore, there exists   0 such that
|| ≥  holds w.ow.p. (64)
Subtracting (58) from (59) and then adding (60) multiplied by  yields
1− 1 =
2

2X
=1
 (−−  + 1)− 2
 + 4 + 3 − 2
Adding 1 to both sides of this equation and recalling that
 = ˜ (1 +  − ) +  (+  − 1)− (1− )2
we obtain
1 =
¡˜ (1 +  − )− (1− )2 − 2¢  + (4 + 3 − 2)  (65)
By Lemma OW9 and Lemma 11, for any  ∈ (0∞)   ∈ (0∞)  and  ∈ [0 12) s.t.   112
|4 + 3 − 2| ≤ −−14 holds w.ow.p.
as long as 0 ≤   . Choosing  = 14  = 0 (so that  ≡ (12− )  (1 + ) = 130) and setting
 = 12 we obtain
|1− (4 + 3 − 2)| ≥ 12 holds w.ow.p.
Hence, equation (65) and Lemma 11 imply that there exists   0 such that
 ≥ 3 holds w.ow.p. (66)
as long as 0 ≤   130
Derivation of the first equation of system (OW31). Subtracting 1 from both sides of equation (58)
and dividing it by  then subtracting the resulting equation from equation (57), and, finally, subtracting
equation (60) multiplied by two yields
0 = (˜ + 2)  + 1 − 2 − 24
Equivalently,
˜ + 2 = ˜1 (67)
where
˜1 = (−1 + 2 + 24) −1 (68)
Lemma 12 For any (  ) ∈ (0∞) × [14∞) × [0 12) and any  ∈ [0 ) inequality |˜1()| ≤
−−16 holds w.ow.p.
Proof: The lemma follows from Lemma OW9 and equations (66) and (68).¤
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An intermediate version of the second equation of system (OW31). Replacing ˜ by ˜1 − 2 in
(65), rearranging terms, and using (68) yields
1 = − (2 + ) (1 +  − )  + (−1 + 2 + 24) (1 +  − ) + (4 + 3 − 2)  (69)
Further, multiplying equation (60) by 2 (+  − 1)  gives us
0 =
2

2X
=1
−2 (+  − 1)  −  (+  − 1)
 + 24 (+  − 1) 
Since the numerator of the summands can be written in the form
−2 (+  − 1)  + ˜ (1 +  − )− (1− )2 −  
we have
1 =  ¡−2 (+  − 1)  + ˜ (1 +  − )− (1− )2¢  + 24 (+  − 1) 
Using ˜ = −2+ ˜1 in this equation and rearranging terms yields
1 =

  (2− (2 +  − ) (2 + ))  +  (−1 + 2 + 24) (1 +  − ) + 24 (+  − 1)  (70)
Subtracting equation (70) from (69), we obtain
0 = − ((2 + ) ((1 +  − ) (1− )− ) + 2)  + 1
with
1 ≡ (1− ) (−1 + 2 + 24) (1 +  − ) + (4 + 3 − 2)− 24 (+  − 1)  (71)
Equivalently,
(2 + ) ((1 +  − ) (1− )− ) + 2 = 2 (72)
where
2 = −
−11 (73)
Note that the right hand side of (72) is linear in  We will call equation (72) the intermediate version
of the second equation of system (OW31). At the end of our derivations of (OW31), we show how one can
obtain the final version of the second equation from the intermediate version. To bound the right hand side,
2 of equation (72), we need to establish a bound on −1
Lemma 13 For any ( ) ∈ [17∞) × [0 12) and any  ∈ [0 ) there exists   0 s.t. inequality
||   holds w.ow.p.
Proof: Recall that
˜ = 1 tr ˜
−1 =
1
 tr
−12 ³−12 0−1−12 − ´−1−12
This definition and the fact that the eigenvalues  of −12 0−1−12 belong to [0 1]  so that
| − |−1 ≥  (1 + ||)2, imply that
Im ˜  
(1 + ||)2
1
 tr
−1 =

(1 + ||)2 
As follows from inequality (53), || is bounded away from zero w.ow.p. Therefore, there exists   0 such
that
|˜|   w.ow.p.
But by (67),  = −˜2 + ˜12 On the other hand, Lemma 12 implies that, as long as  ≥ 17 |−˜2|
dominates |˜12| w.ow.p. We conclude that there exists   0 such that ||   w.ow.p.¤
Using inequality (66) as well as results of Lemma 13, Lemma 11, and Lemma OW9, we obtain the
following bounds on |1| and |2| 
23
Lemma 14 (i) For any (  ) ∈ (0∞) × [5∞) × [0 12) and any  ∈ [0 ) |1| ≤ −−14
w.ow.p.
(ii) For any (  ) ∈ (0∞)× [17∞)× [0 12) and any  ∈ [0 ) |2| ≤ −−18 w.ow.p.
Derivation of the third equation of system (OW31). Subtracting 1 from both sides of equation
(58) and dividing it by  yields
 = 1 (1− ) −
2

2X
=1
˜ +  (+  − 1)
(1− )  + 2 (74)
On the other hand,
1
 (1− ) =
2

2X
=1

(1− )  =
2

2X
=1
˜ (1 +  − ) +  (+  − 1)− (1− )2
(1− )  
Using this in (74), we obtain
 = − ¡˜ − ˜ + 2¢  + 2
Replacing ˜ by −2+ ˜1 and using (68) yields
 =  (2− 2 − )  + 2 + (1 − 24) (1− )  (75)
But from (72) and (73),
2 +  = 2− 2− (1 +  − ) (1− ) =
2+ −11
− (1 +  − ) (1− )  (76)
Using this in (75), we get
 = 2 (1 +  − ) (1− )
(1 +  − ) (1− )−  + 3 (77)
where
3 ≡ 2 + (1 − 24) (1− )− 1(1 +  − ) (1− )−  
In the above identity, replacing 1 by the right hand side of (71) and simplifying, we get
3 = 1 − 24 + 1 − 3 + 2 (1− )− 4 + 24 (− 1)(1 +  − ) (1− )−  
Lemma 15 (i) For any ( ) ∈ [17∞) × [0 12) and any  ∈ [0 ) there exists   0 such that
|(1 +  − ) (1− )− |   w.ow.p.
(ii) For any (  ) ∈ (0∞)× [17∞)× [0 12) and any  ∈ [0 ) |3| ≤ −−14 w.ow.p.
Proof: According to (72) and Lemma 14, for any  ≥ 17 there exists   0 such that
|(2 + ) ((1 +  − ) (1− )− )| = |2 − 2|   w.ow.p.
On the other hand, by Lemma 11, |2 + |  −1 w.ow.p. Hence, there must exist   0 such that
|(1 +  − ) (1− )− |   w.ow.p.
Part (ii) follows from part (i), Lemma 11 and Lemma OW9.¤
Further, using (76) in (69), we obtain
1 = −
2 (1 +  − )
− (1 +  − ) (1− ) + (−1 + 2 + 24) (1 +  − ) (78)
+(4 + 3 − 2)− 1 (1 +  − )− (1 +  − ) (1− ) 
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or equivalently,
 =  ((1 +  − ) (1− )− )
2 (1 +  − ) + ˜3 (79)
with
˜3 = ((1 +  − ) (1− )− )2
µ
 (1 − 2 − 24)− (4 + 3 − 2)
(1 +  − )
¶
− 1
2 
Lemma 16 (i) There exists   0 such that |1 +  − |  2 holds w.ow.p.
(ii) For any (  ) ∈ (0∞) × [5∞) × [0 12) and any  ∈ [0 ) inequality
¯¯¯
˜3
¯¯¯
≤ −−16 holds
w.ow.p.
Proof: Obviously, |1 +  − | = |1− |
¯¯¯
(1− )−1 + 
¯¯¯
 On the other hand, both (1− )−1 and  have
positive imaginary parts (to see this for  recall (51)). Now using  =  and equation (52), we obtain
|1 +  − |  2 w.ow.p. Part (ii) follows from part (i), Lemmas 11 and 14 and Lemma OW9.¤
Using (79) in (77) yields
 = ¡−1 − 1¢  + ˜3 (80)
where
˜3 = 3 + 2˜3 + 2(1 +  − ) (1− )−  ˜3
Lemma 17 For any (  ) ∈ (0∞) × [17∞) × [0 12) and any  ∈ [0 ) inequality |˜3()| ≤
−−17 holds w.ow.p.
Proof: The lemma is a direct consequence of the definition of ˜3 Lemma 15, and Lemma 16.¤
Derivation of the fourth equation of system (OW31). Define
 () = ˜ (1 +  − )− (1− )2 + 4 sin2  (+  − 1)
and let
4 = 2
2X
=1
−1 − 2
Z 2
0
 ()−1 d (81)
and
˜4 = 2
2X
=1
−− 2
 −
2

Z 2
0
−− 2 sin2 
 () d (82)
Lemma 18 For any  ∈ [0 112) there exists   0 s.t. (i) min=12 | | ≥ 6 w.ow.p., (ii)
min∈[02] | ()| ≥ 6 w.ow.p., (iii) |4| ≤ −1−13 w.ow.p., (iv)
¯¯¯
˜4
¯¯¯
≤ −1−14 w.ow.p.
Proof: Using the definition of Ω , it is straightforward to verify that ( (1− ))2 = det ¡Ω−1 ¢  This
implies that ¯¯¯¯
1
1−  
¯¯¯¯2
=
4Y
=1
 ¡Ω−1 ¢  (83)
where  (M) denotes the -th largest singular value of matrixM.
By the inclusion principle (see Theorem 4.3.15 of Horn and Johnson (1985)), the first and second largest
eigenvalues of Ω−1
¡Ω−1 ¢∗ are no smaller than the first and the second largest eigenvalues of the upper left
2× 2 block of Ω−1
¡Ω−1 ¢∗, respectively. Such a block equals¯¯¯¯
1
1−  + 
¯¯¯¯2
2 +
µ 
1− ∇
0 + 2
¶µ 
1− ∗∇ + 
∗2
¶
≥
¯¯¯¯
1
1−  + 
¯¯¯¯2
2
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Therefore,
min=121
¡Ω−1 ¢ ≥ min=122 ¡Ω−1 ¢ ≥
¯¯¯¯
1
1−  + 
¯¯¯¯
≥ Im 1
1−  =

|1− |2 
where the latter inequality follows from the fact that both the imaginary part of  and that of 1 (1− ) are
positive (for  this follows from (51)).
On the other hand, by Lemma OW8, for any  ∈ [0 112) there exists   0 such that
min=123
¡Ω−1 ¢ ≥ min=124 ¡Ω−1 ¢ ≥ 5 w.ow.p.
Combining the latter two displays with (83), we obtain | (1− )|2 ≥ 12  |1− |4  Therefore,
min=12 | | ≥ 
6 |1− | ≥ 6 w.ow.p.,
which establishes part (i).
Now, recall that  = 4 sin2 ( ( + 1))  Therefore, for any  ∈ [0 2]  there exists  ∈ {1  2} s.t.¯¯
4 sin2 −  ¯¯ ≤ 4 = 4
For such 
| ()−  | = ¯¯4 sin2 −  ¯¯ |+  − 1| ≤ 4 |+  − 1| 
so that, by Lemma 11, there exists   0 s.t. | ()−  | ≤  () w.ow.p. For  = 0− with
 ∈ [0 112) and 0 ∈ (0 1] quantity 1 () is clearly dominated by 6 Therefore, using the result of part
(i) of the lemma, we conclude that there exists   0 s.t.
min∈[02] | ()| ≥ 
6 w.ow.p.,
which establishes part (ii).
To see that part (iii) holds, note that 4 can be interpreted as the error due to replacing  () in the
integral 2
R 2
0
 ()−1 d by a step function
¯ () =  for  ∈ [( − 1)  ) 
We have ¯¯¯
 ()−1 − ¯ ()−1
¯¯¯
=
¯¯¯ ()−  ()¯¯  ¯¯ () ¯ ()¯¯ 
On the other hand, similar arguments to those used in the proof of part (ii) show that for  ∈ [0 112)
there exists   0 such that ¯¯¯ ()−  ()¯¯  ¯¯ () ¯ ()¯¯ ≤  −12 w.ow.p.
Hence, |4| ≤ −1−13 w.ow.p.
Similarly for part (iv), ˜4 can be interpreted as the error due to replacing
¡
−− 2 sin2 ¢  () in the
integral 2
R 2
0
¡
−− 2 sin2 ¢ −1 () d by a step function
 () = −− 2 for  ∈ [( − 1)  ) 
For  ∈ [( − 1)  )  we have¯¯¯¯
−− 4 sin2 2
 () −  ()
¯¯¯¯
=
¯¯¯¯
−− 2 sin2 
 () −
−− 2

¯¯¯¯
≤
¯¯¯¯
¯
¡
4 sin2 − ¢ 2

¯¯¯¯
¯+
¯¯
−− 2 sin2 ¯¯ | −  ()|
| ()  |
≤  ¡−1−7 + −1−14 ¢ ≤ −1−14 w.ow.p.
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Hence,
¯¯¯
˜4
¯¯¯
≤ −1−14 w.ow.p.¤
In (78), replacing  by 2
R 2
0
 ()−1 d+4 and then dividing the resulting equation by 2
R 2
0
 ()−1 d
yields Ã
2

Z 2
0
 ()−1 d
!−1
=


2 (1 +  − )
(1 +  − ) (1− )−  + 5 (84)
where
5 =
Ã
2

Z 2
0
 ()−1 d
!−1µ

2 (1 +  − )
(1 +  − ) (1− )− 4 (85)
+
1 (1 +  − )
(1 +  − ) (1− )−  + (−1 + 2 + 24) (1 +  − ) + (4 + 3 − 2)
¶

Since
 () = 2 (+  − 1) ¡+ 2 sin2 ¢ with  = ˜ (1 +  − )− (1− )2
2 (+  − 1)  (86)
equation (84) and the fact that Ã
2

Z 2
0
1
+ 2 sin2 d
!2
=
1
 (+ 2)
for any  ∈ C\ [−2 0] imply that
4 (+  − 1)2  (+ 2) =
µ

2 (1 +  − )
(1 +  − ) (1− )− 
¶2
+


4 (1 +  − )
(1 +  − ) (1− )− 5 + 
2
5 (87)
Note that  ∈ C\ [−2 0] is satisfied because otherwise  () = 0 for some  ∈ [0 2]  which contradicts
Lemma 18. Also, we show below (see the proof of Lemma 19) that  +  − 1 is bounded away from zero
w.ow.p. so that  is well defined by (86).
Using the definition of  in (87) and multiplying both sides of the equation by 2 (1 +  − )2 yields
2
µ
˜ − (1− )
2
1 +  − 
¶µ
˜ + − (1− )
2 + 4 (+  − 1)
1 +  − 
¶
=
µ
2
(1 +  − ) (1− )− 
¶2
+
45
(1 +  − ) ((1 +  − ) (1− )− ) +
225
(1 +  − )2 
Next, using (67) in the above equation and rearranging, we obtain
2 (2 + (2 + ) (1− )) (−  − 2) (2 + − 2)
(1 +  − )2 = 
µ
2
(1 +  − ) (1− )− 
¶2
+ 6 (88)
where
6 = 45(1 +  − ) ((1 +  − ) (1− )− ) +
225
 (1 +  − )2 (89)
−
22
 ˜
2
1 −
22
 ˜1
µ
−2 + − (1− )
2 + 2 (+  − 1)
(1 +  − )
¶

Now our goal is to use (76) to eliminate  from equation (88). We have
2 + (2 + ) (1− ) = 2 ( (1 +  − ) (1− )− )
(1 +  − ) (1− )−  +
(1− ) 2
(1 +  − ) (1− )−  (90)
≡ 1 +
(1− ) 2
 
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2 + − 2 = (1 +  − ) (−2 (1− ))
(1 +  − ) (1− )−  +
2
(1 +  − ) (1− )− 
≡ (1 +  − ) 2 +
2
 
−  − 2 = (1 +  − ) (−2 ( (1− ) (1− ) + 1− − ))
(1 +  − ) (1− )−  +
(1− ) 2
(1 +  − ) (1− )− 
≡ (1 +  − ) 3 +
(1− ) 2
 
and
 = −2
¡2 (1− ) (1− ) +  (1− 2) + ¢
(1 +  − ) (1− )−  +
2
(1 +  − ) (1− )−  (91)
≡ 4 +
2
 
Using these identities in (88), and simplifying, we obtain
2123 + 22
µ
(1− ) 2
µ 1
1 +  −  + 3
¶
+
13
1 +  − 
¶
+22 
2 (1− )
1 +  − 
µ
3 + (1− ) 2 + 1
1 +  − 
¶
+ 32 
2 (1− )2
(1 +  − )2 = (4 + 2) 4 + 
36
or more explicitly,
82 ( (1− ) (1− ) +  − − ) (1− ) ( (1− ) (1− ) + 1− − )
= −8
¡2 (1− ) (1− ) +  (1− 2) + ¢
+36 + 2
µ
4− (1− ) 2
µ 1
1 +  −  + 3
¶
− 13
1 +  − 
¶
−22 
2 (1− )
1 +  − 
µ
3 + (1− ) 2 + 1
1 +  − 
¶
− 32 
2 (1− )2
(1 +  − )2 
It turns out that the diﬀerence between the left hand side of the latter equation and the first term on its
right hand side can be factorized. Specifically, it is straightforward although laborious to verify that
82 ( (1− ) (1− ) +  − − ) (1− ) ( (1− ) (1− ) + 1− − )
+8
¡2 (1− ) (1− ) +  (1− 2) + ¢
= 8 (1− ) ¡ (1− ) (1− ) 2 + (1− − )  + 1¢µ (1− ) (1− ) 2 − (− + + )  + 
1− 
¶

Therefore, we have
2 (1− ) (1− )−  (−  + ) + 
1−  = 7 (92)
where
7 ≡
¡
8 (1− ) ¡ (1− ) (1− ) 2 + (1− − )  + 1¢¢−1 (93)
×
µ
36 + 2
µ
4− (1− ) 2
µ 1
1 +  −  + 3
¶
− 13
1 +  − 
¶
−22 
2 (1− )
1 +  − 
µ
3 + (1− ) 2 + 1
1 +  − 
¶
− 32 
2 (1− )2
(1 +  − )2
!

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Finally, using (80) in (92), we obtain the fourth equation of system (OW31):
2 (1− ) − (−  + ) + 1 = ˜4 (94)
where
˜4 ≡ 1−  7 + ˜3 (2 (1− ) − (−  + ))− ˜
2
3 (1− )  (95)
Lemma 19 For any (  ) ∈ (0∞) × [30∞) × [0 12) and any  ∈ [0 ) |˜4 ()| ≤ −−41
w.ow.p.
Proof: Recall that by (66),  ≥ 3 holds w.ow.p. By definition of 4
2

Z 2
0
 ()−1 d =  − 4
On the other hand, by Lemma 18, |4| ≤ −1−13 w.ow.p. Quantity  dominates |4| as long as 16 =1−16 → ∞ which is certainly true for   116 Of course, for ( ) ∈ [30∞) × [0 12)  ≤ 162 
116 Hence, there exists   0 s.t. ¯¯¯¯
¯ 2
Z 2
0
 ()−1 d
¯¯¯¯
¯ ≥ 3 w.ow.p. (96)
Using inequality (96) and Lemmas 11, 14(i), 15(i), and 18(iii) in the definition (85) of 5 we obtain
|5| ≤ −−20 w.ow.p. (97)
Next, using inequality (97) and Lemmas 11, 15(i), and 16(i) we conclude that the first term on the
right hand side of equation (89) defining 6 is bounded by −−24 w.ow.p. The last term is bounded
by −−23 w.ow.p. This follows from Lemmas 11, 12, 13, and 16(i). The second term has form³ 512(1+−)´2  Inequality (97) and Lemmas 11, 13, and 16(i) yield¯¯¯¯ 5
12 (1 +  − )
¯¯¯¯
≤ −−235 w.ow.p.
For  ≥ 30 and suﬃciently small  this implies that¯¯¯¯ 5
12 (1 +  − )
¯¯¯¯2
≤
¯¯¯¯ 5
12 (1 +  − )
¯¯¯¯
w.ow.p.
Therefore, the second term on the right hand side of (89) is bounded by −−235 w.ow.p. By a similar
argument, the third term is bounded by −−175 w.ow.p. Summing up, since the bound −−24 on
the first term on the right hand side of (89) is the largest, we conclude that
|6| ≤ −−24 w.ow.p. (98)
Now consider definition (93) of 7 Let us show that  (1− ) (1− ) 2 + (1− − )  + 1 is bounded
away from zero w.ow.p. From (91), we have
+  − 1 = −
2 (1− ) (1− ) +  (+ − 1)− 1
(1 +  − ) (1− )−  +
2
(1 +  − ) (1− )−  
Hence,
2 (1− ) (1− )−  (+  − 1) + 1 = − (+  − 1) ((1 +  − ) (1− )− ) + 2 (99)
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By Lemma 15(i),
|(1 +  − ) (1− )− |   w.ow.p.
Furthermore, by Lemma 14(ii), |2| ≤ −−18 w.ow.p. The latter bound can be made arbitrarily small
by choosing  and  suﬃciently large. Therefore, it remains to bound +  − 1 away from zero.
Consider event
|+  − 1| ≤ 13 (100)
for some   0. Recall that
 () = ˜ (1 +  − )− (1− )2 + 4 sin2  (+  − 1) 
Our plan is to show that ˜ (1 +  − )− (1− )2 is bounded away from zero so that if (100) holds, then
 () is nearly constant for  ∈ [0 2]  This will lead to a contradiction.
Using (67), rewrite  () as
 () = − (2 + (2 + ) (1− )) + 4 sin2  (+  − 1) + ˜1 (1 +  − )  (101)
Focus on the first term of this expression. Slightly rearranging terms on the right hand side of (90) yields
2 + (2 + ) (1− ) = 2 (( +  (1− ) ) (1− )− )
(1 +  − ) (1− )−  +
(1− ) 2
(1 +  − ) (1− )−   (102)
Let us show that
|( +  (1− ) ) (1− )− | ≥ (1− )  (103)
For this, it is suﬃcient to prove that Im { (1− ) } ≥ 0 Note that  is a weighted sum of the formX
=1 ( − )
−1  where  are eigenvalues of −1 0−1 and thus, belong to [0 1]  and  are
non-negative weights. Therefore, for  =  =  + i we have
 (1− )  =
X
=1
 ( + i) (1−  − i) ( −  + i)| − |2 
Hence, it is suﬃcient to show that Im {( + i) (1−  − i) ( −  + i)} ≥ 0 for all  We have
Im {( + i) (1−  − i) ( −  + i)}
= 3 +  ((1− ) ( − )−  ( − ) +  (1− ))
= 3 + 
¡ − 2 + 2¢
= 3 + 
³
 (1− ) + ( − )2
´
≥ 0
Since (103) holds, equation (102) and Lemma 11 imply that for some   0
|2 + (2 + ) (1− )| ≥ 2 (104)
w.ow.p. It is because by Lemmas 14(ii) and 15(i)¯¯¯¯
(1− ) 2
(1 +  − ) (1− )− 
¯¯¯¯
≤ −−19  3
w.ow.p. for  ≥ 30 and suﬃciently small . Inequality (104) and Lemma 13 imply that
|− (2 + (2 + ) (1− ))| ≥ 3 (105)
w.ow.p.
Now let us again consider equation (101). By Lemmas 11 and 12, the last term in that equation satisfies
|˜1 (1 +  − )| ≤ −−17 w.ow.p.
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for any   0 Since, by assumption,  ≥ 30 we have
|˜1 (1 +  − )| ≤ −13 (106)
w.ow.p.
Now, if inequalities (100), (105) and (106) hold, we have
1
 () =
1 + ()
− (2 + (2 + ) (1− )) (107)
with
max∈[02] |()| ≤ 
10 (108)
for some   0.
On the other hand, equations (60) and (82) yield
0 =
2

Z 2
0
−− 2 sin2 
 () d+ ˜4+ 4
Using (107) in this equation, we obtain
0 =
2

Z 2
0
¡
−− 2 sin2 ¢ (1 + ())
− (2 + (2 + ) (1− )) d+ ˜4+ 4
=
+ 
 (2 + (2 + ) (1− )) +
2

Z 2
0
¡
−− 2 sin2 ¢()
− (2 + (2 + ) (1− ))d+ ˜4+ 4
By inequalities (105), (108) and
max∈[02]
¯¯
−− 2 sin2 ¯¯ ≤ −1  (109)
which holds w.ow.p. according to Lemma 11, we have¯¯¯¯
¯ 2
Z 2
0
¡
−− 2 sin2 ¢()
− (2 + (2 + ) (1− ))d
¯¯¯¯
¯ ≤ 6
for some   0 Furthermore, by Lemmas OW9 and 18(iv), we have, for some   0¯¯¯
˜4+ 4
¯¯¯
≤ 6 (110)
w.ow.p. Hence, as long as inequalities (100), (105), (106), (109), and (110) hold, we have
|+ | ≤ 3
for some   0. Taken together with (100), this means that
| −  + 1| ≤ |−−  + 1|+ |+ | ≤ 3
But by Lemma 16(i), there exists   0 such that
| −  + 1|  2 w.ow.p.
Besides, inequalities (105), (106), (109), and (110) hold w.ow.p. This implies that the complementary event
to (100) holds w.ow.p. That is, for some   0
|+  − 1| ≥ 13 w.ow.p. (111)
Using this in (99), we obtain¯¯ (1− ) (1− ) 2 + (1− − )  + 1¯¯ ≥ 14 w.ow.p. (112)
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for some   0
Return now to definition (93) of 7 By Lemma 11 and inequality (98), we have, for any   0¯¯36 ¯¯ ≤ −−27 w.ow.p.
By Lemmas 11, 14(ii), and 16(i), for any   0¯¯¯¯
2
µ
4− (1− ) 2
µ 1
1 +  −  + 3
¶
− 13
1 +  − 
¶¯¯¯¯
≤ −−22 w.ow.p.
Note that by Lemma 14(ii),
¯¯22 ¯¯ ≤ |2| w.ow.p. as long as   18 Hence, for any   0¯¯¯¯
22 
2 (1− )
1 +  − 
µ
3 + (1− ) 2 + 1
1 +  − 
¶¯¯¯¯
≤ −−25 w.ow.p.
and similarly, ¯¯¯¯
¯32 2 (1− )2(1 +  − )2
¯¯¯¯
¯ ≤ −−24 w.ow.p.
Combining these inequalities with (112) we obtain, for any   0
|7| ≤ −−41 w.ow.p. (113)
Finally, using definition (95) of ˜4, Lemma 17, equation (80) and Lemma 11, we conclude that, for any
(  ) ∈ (0∞)× [30∞)× [0 12) and any  ∈ [0 )
|˜4| ≤ −−41 w.ow.p.¤
Derivation of the second equation of system (OW31) and conclusion. Subtracting equation (92)
from (72) and factorizing the left hand side of the result, we obtain
((1 +  − ) (1− )− ) (+  +  (1− )) = 2 − 7
Dividing both sides of this equation by ((1 +  − ) (1− )− ) yields
+  +  (1− ) = ˜2 (114)
with
˜2 = (2 − 7)  ((1 +  − ) (1− )− ) 
Inequality (113) together with Lemmas 14(ii) and 15(i) imply the following result.
Lemma 20 For any (  ) ∈ (0∞)× [30∞)× [0 12) and any  ∈ [0 ) |˜2()| ≤ −42 w.ow.p.
To conclude, equations (67), (114), (80), and (94) derived above are the equations of system (OW31).
Lemma OW10 is a direct consequence of Lemmas 12, 20, 17, and 19.
4.2.6 Analysis of −0 Proof of Lemma OW11
As explained in OW, by choosing  ≥ 42 we can make 4˜4 (1− ) negligible relative to (−  + )2−
4 (1− ) so that the diﬀerence  ()−0() is of order
˜4
q
(−  + )2 − 4 (1− )
Then by Lemma OW10 and by inequality (OW34), event
E =
©| ()−0()| ≤ −−425 ª (115)
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holds w.ow.p. for any (  ) ∈ (0∞) × [42∞) × [0 12) and any  ∈ [0 ). We use index  in the
notation E to emphasize the dependence of the event on {}  We will set  = 1 to shorten notation.
Since  () and 0() are both Stieltjes transforms, their absolute values are always bounded by −1 
and hence the inequality
| ()−0()| ≤ 2−1
is always valid. Therefore, we always have
−1 | ()−0()| ≤ −−435 + 2−2 1E
where 1E is the indicator of the event E complementary to E.
Let  be a subset of [0 1] containing at most  elements. Then,
−1 max∈ | ()−0()| ≤ 
−−435 + 2−2 max∈ 1E (116)
and
Pr
µ
−1 max∈ | ()−0()|  
¶
≤ Pr
¡−−435  2¢+Prµ2−2 max∈ 1E  2
¶
 (117)
Let us choose  = 435 and  = 1180 so that  ≡ (12− )  (1 + ) = 190 Note that for any   0
and  ≥ 180 and any   0 the following inequalities trivially hold
Pr
³
−1180  2
´
≤
³
2−1180−1
´
≤ 2−− (118)
Similarly,
Pr
µ
2−2 max∈ 1E  2
¶
≤ Pr
µ
max∈
1E = 1
¶¡
4−2 −1
¢ 
Since E holds w.ow.p., we must have
Pr
¡
1E = 1
¢
≤ −2−−1
for any   0 and   0 where constant  may depend on   and  but not on  Therefore,
Pr
µ
2−2 max∈ 1E  2
¶
≤
X
∈
Pr
¡
1E = 1
¢ ¡
4−2 −1
¢ ≤ −− (119)
Using (118) and (119) in (117) we conclude that for any   0 and  ≥ 180 and any   0
Pr
µ
−1 max∈ | ()−0()|  
¶
≤ −− (120)
where  may depend on   and 
Let the  elements of  be equally spaced between 0 and 1 Then, for any (1) (2) ∈ [0 1] s.t.¯¯(1) − (2) ¯¯ ≤ −1 ¯¯¯

³
(1) + i
´
−
³
(2) + i
´¯¯¯
≤ −2
¯¯¯
(1) − (2)
¯¯¯
≤ −2 −1
and similarly, ¯¯¯
0
³
(1) + i
´
−0
³
(2) + i
´¯¯¯
≤ −2 −1
Therefore,
Pr
Ã
−1 sup∈[01] | ()−0 ()|  
!
≤ Pr
µ
−1 max∈ | ()−0 ()|+ 2
−3 −1  
¶
≤ Pr
µ
−1 max∈ | ()−0 ()|  2
¶
+Pr
¡
2−3 −1  2
¢
≤ −− + 4−−(1−3) ≤ −−
33
To summarize, for any    = 190 any   0 and  ≥ 180 and any   0 we have
Pr
Ã
−1 sup∈[01] | ()−0 ()|  
!
≤ −−
where  is a constant that may depend on   and 
4.2.7 Analysis of −0 Proof of Proposition OW12 (bound on E ([ ]))
First, we prove the following lemma.
Lemma 21 For any  ∈ [0 190) max=02 
−2 E
³
sup∈[01] | ()−0 ()|2
´
as→ 0
Proof: The arguments used in the proof of this lemma closely follow the arguments of BS98 that lead
from their inequality (3.23) to equation (3.24). Let  1  0 be arbitrary and let 0   be s.t.
Pr
Ã
−1 sup∈[01] | ()−0()|  
!
≤ −−0 (121)
for a  ≥ 1800 s.t.  ≡  (01)  1 Constant  in (121) may depend on   and 0. Inequality (121) and
Lemma 4 imply that
−0 E sup∈[01] | ()−0()|
0 ≤ 0−0 (0 − )  (122)
Further, for any   0 we have by Jensen’s inequality
Pr
Ã
max=02E
Ã
−1 sup∈[01] |−0|
1
!
 
!
≤ Pr
Ã
max=02E
Ã
−1 sup∈[01] |−0|
1
!
 
!

Note that E
³
−1 sup∈[01] |−0|1
´
  = 0 1  2 forms a martingale. By Kolmogorov’s inequal-
ity for sub-martingales (Lemma 2.5 of BS98), we have
Pr
Ã
max=02E
Ã
−1 sup∈[01] |−0|
1
!
 
!
≤ −−1 E sup∈[01] |−0|
1
= −−0 E sup∈[01] |−0|
0 
Hence,
Pr
Ã
max=02E
Ã
−1 sup∈[01] |−0|
1
!
 
!
≤ −−0 E sup∈[01] |−0|
0 
Using (122) in the above inequality yields
Pr
Ã
max=02E
Ã
−1 sup∈[01] |−0|
1
!
 
!
≤ −−0 0 (0 − ) 
Setting 1 = 2 and noting that the right hand side is summable in  for   1 by Borel-Cantelli lemma, we
have
max=02 
−2 E
Ã
sup
∈[01]
|−0|2
!
as→ 0¤
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Now let us turn to the proof of Proposition OW12. It will follow arguments on pp. 330-331 of BS98. Let
 (1 2)   = 0   ()2 be the following functions on R2
 (1 2) = E (1) (2) 
where  () denotes the cumulative distribution function corresponding to . Any integer  ≥ 1 can be
represented in the form
 =
−1X
=1
( ()2 + 1) + 
with 0 ≤  ≤  ()2 Using this representation, define a sequence of probability distribution functions
{}∞=1 on R2 as  (1 2) =  (1 2) 
The two-dimensional Stieltjes transform of () (1 + i1 2 + i2)  equals E (1 + i1) (2 + i2) 
When  = 0 Lemma OW11 implies that, with probability 1,
sup
(12)∈[01]2
¯¯¯
() (1 + i1 2 + i2)−0 (1 + i1)0 (2 + i2)
¯¯¯
→ 0
as  → ∞ for countably many (1 2) forming a dense subset of an open set in [0 1]2  uniformly bounded
away from the axes. Therefore, with probability 1,  (1 2) weakly converges to 0 (1)0 (2) 
Let [0 0] = [−  + ] with  such that [− 2 + 2] lies outside the support of 0  Clearly, [0 0]
will lie outside the support of 0  and it will lie outside the support of  for suﬃciently large  Let
Re = out1 +in1 and Im = out2 +in2 
where
out1 (+ i) = 1
X
∈[00]
− 
(− )2 + 2 and 
out
2 (+ i) = 1
X
∈[00]

(− )2 + 2 
Now let ¯0 () be the Stieltjes transform of 0  We have
E
¯¯¯¯
in2 (+ i)  − dd¯0 ()
¯¯¯¯2
≤
¯¯¯¯
¯E ¡in2 (+ i) ¢2 −
µ
d
d¯0 ()
¶2 ¯¯¯¯¯ (123)
+2
¯¯¯¯
d
d¯0 ()
¯¯¯¯ ¯¯¯¯
Ein2 (+ i)  − dd¯0 ()
¯¯¯¯

Since  (1 2) a.s. weakly converges to 0 (1)0 (2) and function³
(− 1)2 + 2
´−1 ³
(− 2)2 + 2
´−1
of (1 2) ∈ [0 0] × [0 0] is uniformly bounded and equicontinuous for ( ) ∈ [ ]× [0 1]  we have
max=02 sup()∈[]×[01]
¯¯¯
E
¡in2 (+ i) ¢2 − (Im ¯0 (+ i) )2 ¯¯¯ as→ 0 (124)
On the other hand,
sup
∈[]
¯¯¯¯
Im ¯0 (+ i)  − d
d¯0 ()
¯¯¯¯
→ 0
for any  → 0 Therefore, (124) yields
max=02 sup∈[]
¯¯¯¯
¯E ¡in2 (+ i) ¢2 −
µ
d
d¯0 ()
¶2 ¯¯¯¯¯ as→ 0
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for any  → 0. Similarly, we have
max=02 sup∈[]
¯¯¯¯
Ein2 (+ i)  − dd¯0 ()
¯¯¯¯
as→ 0
Combining the latter two displays with (123) and noting that sup∈[]
¯¯
d
d¯0 ()
¯¯
is bounded, we obtain
max=02 sup∈[]
E
¯¯¯¯
in2 (+ i)  − dd¯0 ()
¯¯¯¯2
as→ 0 (125)
for any  → 0 On the other hand, by Lemma 21,
max=02E
Ã
sup
∈[01]
| ()  −0 () |2
!
as→ 0
which implies that
max=02E
Ã
sup
∈[01]
¯¯¯¯
Im ()  − d
d ¯0 ()
¯¯¯¯2!
as→ 0 (126)
Since
Im ()  = in2 (+ i)  +out2 (+ i) 
convergences (125) and (126) yield
max=02 sup∈[]
E
¯¯out2 (+ i) ¯¯2 as→ 0 (127)
Finally, for any  ∈ [ ]  we have
max=02E
¯¯out2 (+ i) ¯¯2 ≥ 12 max=02E
⎛
⎝ X
∈[]∩[−+]
1
(− )2 + 2
⎞
⎠
2

Since  ([ ] ∩ [−  + ]) equals the number of  that belong to [ ]∩ [−  + ]  and since
(− )2 + 2 ≤ 22 for any such  the above inequality yields
max=02E
¯¯out2 (+ i) ¯¯2 ≥ max=02E
Ã
( ([ ] ∩ [−  + ]))2
44
!
 (128)
Let  be the smallest integer larger than (− )  (2)  and let 1   be such that
[ ] ⊆ ∪=1 [ −   + ] 
Then,
( ([ ]))2 ≤
⎛
⎝
X
=1
 ([ ] ∩ [ −   + ])
⎞
⎠
2
≤ 
X
=1
( ([ ] ∩ [ −   + ]))2 
and equations (127) and (128) yield
max=02E ( ([ ]))
2 = as ¡2¢ and max=02E ([ ]) = as () 
Recall that  = 0− where  ∈ [0 190) Choosing  = 191 we obtain
max=02E ( ([ ]))
2 = as
³
−291
´
and max=02E ([ ]) = as
³
−191
´

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4.3 Step 2: Convergence of − E
4.3.1 Proof of equation (OW36) (initial representation of − E)
By definition,  = tr ¡−1¢  On the other hand, by (18),
−1 =
³
 + ()0()
´³
−1 −−1 Ω() 0−1
´
= −1 + ()0()−1 −−1 Ω() 0−1 − ()0()−1 Ω() 0−1 
so that
tr
¡−1¢− tr ¡−1 ¢ = tr () − tr h()  ()0 iΩ() h()  ()0 i0 − tr
"Ã
() ()0
() ()
!
Ω()
#
 (129)
This can be written in a more compact form by noting that
() −
h
()  ()0
i
Ω()
h
()  ()0
i0
=
1
1− 
£2 ∇0¤Ω() £  0¤0 
Using this identity and (129), we conclude that
tr
¡−1¢− tr ¡−1 ¢ = tr³Γ() Ω() ´ 
where
Γ() =
Ã
1
1−() − () 11− () ∇0 − ()0
1
1−() − () 11− () ∇0 − ()
!

On the other hand, since (E − E−1) tr
¡−1 ¢ = 0
− E = 1
2X
=1
(E − E−1) tr
¡−1¢ = 1
2X
=1
(E − E−1)
¡
tr
¡−1¢− tr ¡−1 ¢¢ 
Hence,
− E = 1
2X
=1
(E − E−1) tr
³
Γ() Ω()
´

4.3.2 Proof of Lemma OW13 (boundedness of ||Ω() ||)
Recall that 0() was defined as a solution to the fourth equation of system (31) after ˜4 is replaced by 0.
Let 0 ()  0 ()  and ˜0 () be the corresponding solutions to the first three equations after ˜1 ˜2 and ˜3
are replaced by zeros. That is,
0 () = 
1− 0 () 
0 () = − 
1−  (0 () + 1)  and
˜0 () = 2
1−  (0 () + 1) 
Following a similar strategy to that used in the above proofs of Lemma OW11 and Lemma 21, we can show
that
sup
∈[01]
|E ()− 0 ()| = as () (130)
sup
∈[01]
|E ()− 0 ()| = as ()  and (131)
sup
∈[01]
|E˜ ()− ˜0 ()| = as ()  (132)
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We give most important details of the derivation of the first of the above three equations in the next section
of this note. The other two equations can be derived similarly.
Equations (130-132) imply that the boundedness of max=12 sup∈[]
°°°Ω() °°° would follow from
the boundedness of max=12 sup∈[] kΩ0 ()k  where
Ω0 () =
⎛
⎝
³
1
1− + 0
´
2 1−∇0 + 02

1−∇ + 02
³ 
1− + ˜0
´
2
⎞
⎠
−1
=
1
0
µ 2 +  (1− ) ˜02 −∇0 − (1− )02
−∇ − (1− )02 2 + (1− ) 02
¶
with
0 ≡ 0 () = (1− ) ¡˜00 − 20¢+ ˜0 +  (0 + 0 − 1) 
Since sup∈[] |0|  sup∈[] |0|  and sup∈[] |˜0| are bounded, it is suﬃcient to show that
inf∈[]min |0 ()| is bounded away from zero.
Lemma 22 For any   12 there exists a positive  such that inf∈C+ min |0 ()|  
Proof: Denote (1− ) as ˆ Then by (OW31) we have³
1 + ˆ
´
ˆ +
³
 − ˆ
´
0 +  (1− ) 20 = 0 (133)
Let us define 0 = 0 Then, by (133), for any  ∈ C+ we have³
1 + ˆ
´
ˆ +
³
 − ˆ
´
0 + (1− ) 20 = 0 (134)
and thus,
 =
³
ˆ − 0
´
0³
ˆ − 0 + 1
´³
ˆ + 0
´ (135)
and
0 = −
³
ˆ − 0
´2
ˆ − 0 + 1
³
ˆ + 1
´
− 
³
ˆ + 1
´

If 0 is a zero of 0 for some  ∈ [0 4]  then we must have −(ˆ−0)
2
ˆ−0+1 ∈ [0 4]  or, equivalently,
+ 2 ∈ (−∞−14] 
where  ≡
³
ˆ − 0
´−1  This implies that Re  = −12 On the other hand, (135) yields
 = ˆ− 1
(1 + )
³
2ˆ− 1
´ 
For such a  to belong to C+ we must have Im  ≤ 0 and therefore, Im0 ≤ 0 But 0 = 0 = ˆ0
where
0 = 0 =
Z ˆ
− d () 
Let  = + i with   0 Then,
0 =
Z ˆ (+ i) (− + i)
|− |2 d ()
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so that
Im0 = ˆ
Z 
|− |2d ()  0
and therefore, 0 6= 0 for any  ∈ C+ and  ∈ [0 4] 
It remains a possibility that there is a sequence {} ∈ C+ such that the corresponding 0 () converge
to zero. Let us show that this is not the case. Indeed, by (OW32) and since 0 = ˆ0
0() =
− ( − − ) +
q
( − − )2 − 4 (1− ) 
2 (1− ) (1− )  (136)
where we choose the branch of the square root, with the cut along the positive real semi-axis, which has
positive imaginary part. This implies that 0() and 0(), can be extended to a continuous function over
 ∈ C+ ∪ R. Note that  = 1 is not causing problems for   12 because the support of  () is bounded
away from 1 for such . It is, thus, suﬃcient to show that 0() 6= 0 for  ∈ R. Note that, by continuity,
0() still satisfies (134) for  ∈ R. Hence, the only possible way to have 0() = 0 for  ∈ R is to have³
ˆ − 0
´−1
= −12 that is, 0 = ˆ + 2 Using (135), we find that  =
³
ˆ + 2
´
(ˆ + 1) = 2 −  But
then, (136) implies that 0 = −ˆ
³
1 + ˆ
´
6= ˆ +2 that is, 0 = ˆ +2 is the “wrong” root of the quadratic
equation (134). Therefore, 0() 6= 0 for  ∈ R.¤
4.3.3 Details of a proof of (130) (about the a.s. convergence of −1 (E ()− 0 ()))
Our proof closely follows the logic of the proofs of Lemma OW10 and Lemma 21 above. We skip most of
the details, and emphasize the diﬀerences. First, note that
 − 0 = 
1−  (−0)−

1−  ˜3
Recall that (see equation (115) above) |−0| ≤ −−425 w.ow.p. for any (  ) ∈ (0∞)×[42∞)×
[0 12) and any  ∈ [0 ). Combining this with Lemma OW10, we conclude that event
E =
©| − 0| ≤ −−425 ª holds w.ow.p.
Since  () = 1 tr
³
−1 ¡ 0−1−1 − ¢−1´ and °°°¡0−1−1 − ¢−1°°° ≤ 1 we always
have
| − 0| ≤ ||+ |0| = ||+ 
1−  |0| ≤ 1
¡min0¢+ 1
where min0 is the smallest eigenvalue of . Therefore, always,
−1 | − 0| ≤ −−435 +
³
1 + −1min0
´
−2 1E 
and
Pr
µ
−1 max∈ | − 0|  
¶
≤ Pr
¡−−435  2¢+Prµ³1 + −1min0´ −2 max∈ 1E  2
¶

In contrast to the upper bound on Pr
¡−1 max∈ |−0|  ¢ derived in (117), the above upper bound
on Pr
¡−1 max∈ | − 0|  ¢ depend on min0.
Let us choose  = 435 and  = 1180 so that  ≡ (12− )  (1 + ) = 190 Then, for any   0 and
 ≥ 180 and any   0
Pr
¡−−435  2¢ ≤ 2−−
and we have
Pr
µ
−1 max∈ | − 0|  
¶
≤ 2−− +Pr
µ³
1 + −1min0
´
−2 max∈ 1E  2
¶
(137)
= 2−− +Pr
µ³
1 + −1min0
´
−2  2 and max∈ 1E = 1
¶

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Following the logic of the proofs of Lemma OW11 and Lemma 21, we would like to use (137) to show
that
Pr
Ã
−1 sup∈[01] | − 0|  
!
≤ −−
and then ‘convert’ this into a bound on the expectation by applying Lemma 4. For such a strategy to work,
the latter probability bound must be established for all   0. This necessitates an analysis of the lower tail
of the distribution of min0 (note how min0 enters the right hand side of (137)).
By Lemma 5(i)
Pr
¡min0 ≤ ¢ ≤ Pr ¡min ≤ ¢  2 (2)4
for all   0 and all suﬃciently large   . Therefore, when 24  1,
Pr
³³
1 + −1min0
´
−2  2
´
≤ Pr
³
min0 ≤
¡22− 1¢−1´ 
Ã22− 1
42
!−2

Ã 2
162
!−2
When 24 ≤ 1 we obviously have
Pr
³³
1 + −1min0
´
−2  2
´
≤
¡24¢−2 
Hence, in any case,
Pr
³³
1 + −1min0
´
−2  2
´
≤
¡
162¢2 ¡2¢−2
Using this, we obtain
Pr
µ³
1 + −1min0
´
−2  2 and max∈ 1E = 1
¶
≤
³
Pr
³³
1 + −1min0
´
−2  2
´´12µ
Pr
µ
max∈
1E = 1
¶¶12
≤  ¡2¢−µPrµmax∈ 1E = 1
¶¶12

and similarly to (119),
Pr
µ³
1 + −1min0
´
−2  2 and max∈ 1E = 1
¶
≤ −−
for any   0,   0 and all suﬃciently large   where  may depend on   and 
Recalling inequality (137), we conclude that for any   0 and  ≥ 180 and any   0
Pr
µ
−1 max∈ | − 0|  
¶
≤ −−
for all suﬃciently large   where  may depend on   and  This inequality is an equivalent of inequality
(120) in the proof of Lemma OW11. Using similar ideas and following the logic of the proofs of Lemma
OW11 and Lemma 21, we arrive at
sup
∈[01]
|E ()− 0 ()| = as () 
40
4.3.4 Proof of the decomposition (OW40) (− E =1 +2 +3 +4)
From equation (OW39), we have
− E = 1
2X
=1
(E − E−1) tr
³
Γ() Ω()
´
(138)
+
1

2X
=1
(E − E−1) tr
³
Γ() Ω()
³
(Ω() )−1 − (Ω() )−1
´
Ω()
´
+4
Focus on the first term on the right hand side of (138). Observe that
(E − E−1) Γˆ = 0 (139)
because Γˆ does not depend on () Let E− be the expectation conditional on ()  6=   = 1  2 Then
E−1
³
() − 2
´
= E−1E−
³
() − 2
´
= 0
and similarly E−1
³
() − 2
´
= 0 E−1
³
˜() − ˜2
´
= 0 E−1
³
() − 2
´
= 0 etc. These equalities
together with (139) yield
1

2X
=1
(E − E−1) tr
³
Γ() Ω()
´
=
1

2X
=1
E tr
³³
Γ() − Γˆ
´
Ω()
´
=1
Next, the second term on the right hand side of (138) can be decomposed into the following sum
1

2X
=1
(E − E−1) tr
³
ΓˆΩ()
³
(Ω() )−1 − (Ω() )−1
´
Ω()
´
+3
Since ΓˆΩ()
³
(Ω() )−1 − (Ωˆ)−1
´
Ω() does not depend on () we have
(E − E−1) tr
³
ΓˆΩ()
³
(Ω() )−1 − (Ωˆ)−1
´
Ω()
´
= 0
and
(E − E−1) tr
³
ΓˆΩ()
³
(Ω() )−1 − (Ω() )−1
´
Ω()
´
= (E − E−1) tr
³
ΓˆΩ()
³
(Ωˆ)−1 − (Ω() )−1
´
Ω()
´

On the other hand, since Γˆ does not depend on () and Ω() is deterministic, we have
E−1 tr
³
ΓˆΩ()
³
(Ωˆ)−1 − (Ω() )−1
´
Ω()
´
= E−1E− tr
³
ΓˆΩ()
³
(Ωˆ)−1 − (Ω() )−1
´
Ω()
´
= E−1 tr
³
ΓˆΩ() E−
³
(Ωˆ)−1 − (Ω() )−1
´
Ω()
´
= 0
Hence,
1

2X
=1
(E − E−1) tr
³
ΓˆΩ()
³
(Ω() )−1 − (Ω() )−1
´
Ω()
´
=
1

2X
=1
E tr
³
ΓˆΩ()
³
(Ωˆ)−1 − (Ω() )−1
´
Ω()
´
=2
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4.3.5 Proof of Proposition OW14 (a.s. convergence of  |− E|)
We split the proof in four parts corresponding to the terms 1 4 in the decomposition (OW40) of
− E.
Analysis of 1 Recall the definition of Ω()
Ω() =
⎛
⎝
³
1
1− + E
´
2 1−∇0 + E2

1−∇ + E2
³ 
1− + E˜
´
2
⎞
⎠
−1

A more explicit form of this matrix is
Ω() = 1()
µ 2 +  (1− )E˜2 −∇0 − (1− )E2
−∇ − (1− )E2 2 + (1− )E2
¶
(140)
with
() ≡ (1− )
³
E˜E − (E)2
´
+ E˜ +  (E+ E − 1) 
Equation (140) and the definitions of Γ() and Γˆ yield³
Γ() − Γˆ
´
Ω() =
Ã
() − 2
() − 2
!
Ψ() −
Ã
() − 2 ()0 − 2
() − 2 () − 2
!
Ω()
where
Ψ() = (() )−1
¡
(E˜ − ) 2 − E∇0 E∇0 − E2
¢ 
Both Ψ() and Ω() are deterministic matrices. Furthermore, as follows from the proof of Lemma OW13, their
entries are bounded by absolute value. Hence, the elements of
³
Γ() − Γˆ
´
Ω() are linear combinations with
bounded weights of random variablesM that may be equal to any entry of any of the matrices () − 2
() − 2 () − 2 () − 2 or () − 2 Therefore, to show that max∈ |1| as→ 0 it is
suﬃcient to prove that
max∈
¯¯¯¯
¯¯ 2X
=1
EM
¯¯¯¯
¯¯ as→ 0 (141)
Note that allM have form 0W− 1 trW, where  is a high-dimensional Gaussian vector, independent
from W and having i.i.d. entries with variance 1 For example, the first row and first column entry of
() − 2 has form
()11 −  ≡ 02−1−1  0−1 −1 −1 2−1 − 1 tr
−1  0−1 −1 −1 (142)
and its first row and second column entry has form
()12 ≡
¡02−1 02¢µ 0 12−1  0−1 −1 −11
2−1 0−1 −1 −1 0
¶µ 2−1
2
¶

By Lemma 2.7 from BS98, we have for any   0
EW
¯¯¯¯
0W − 1 trW
¯¯¯¯
≤  (trWW∗)2 − (143)
where EW denotes expectation conditional on W,  is independent from W and distributed as  (0  ) 
and constant  may depend on .
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Let us prove (141) forM equal to the expression in (142). Proofs for other possibleM are very similar
and we omit them. Let  be the empirical distribution of the eigenvalues of −1 0  Then, by the
so-called rank inequality (see e.g. Lemma 2.12 of BS98) and by equations (OW35), we have
max=02 max=12E ( ([
0 0]))2 = as
³
−291
´
= as ¡10 ¢  (144)
where the last equality holds because we assume in this section that  = 0−1456 Define functions
B = 1
n
E−1 ( ([0 0]))2 ≤ 10
o
= 1
n
E ( ([0 0]))2 ≤ 10
o

where 1 {·} is the indicator function. Note that E−1B = EB = B 
Let i.o. abbreviate “infinitely often”. Equation (144) implies that Pr
µ[2
=1 [B = 0] i.o.
¶
= 0 and
therefore, for any   0
Pr
⎛
⎝max∈
¯¯¯¯
¯¯ 2X
=1
E
³
()11 − 
´¯¯¯¯¯¯   i.o.
⎞
⎠
≤ Pr
⎛
⎝
⎛
⎝
⎡
⎣max∈
¯¯¯¯
¯¯ 2X
=1
E
³
()11 − 
´¯¯¯¯¯¯  
⎤
⎦ ∩
2\
=1
[B = 1]
⎞
⎠ ∪
2[
=1
[B = 0] i.o.
⎞
⎠
≤ Pr
⎛
⎝max∈
¯¯¯¯
¯¯ 2X
=1
EB
³
()11 − 
´¯¯¯¯¯¯   i.o.
⎞
⎠ 
Note that, for each  ∈ R, EB
³
()11 − 
´
forms a martingale diﬀerence sequence. Therefore, by Burk-
holder’s lemma (e.g. Lemma 2.1 in BS98), for any  ∈ [ ] and  ≥ 2
E
¯¯¯¯
¯¯ 2X
=1
EB
³
()11 − 
´¯¯¯¯¯¯

≤ 
⎛
⎝E
⎛
⎝
2X
=1
E−1
¯¯¯
EB
³
()11 − 
´¯¯¯2⎞⎠⎞⎠2 (145)
+E
⎛
⎝
2X
=1
¯¯¯
EB
³
()11 − 
´¯¯¯⎞⎠ 
Using (143) and Lemma 3, we then have
E−1
¯¯¯
EB
³
()11 − 
´¯¯¯2
≤ 2−2E−1
n
B2max−4min tr
³¡−1 ¢2 ¡∗−1 ¢2´o 
Denote the eigenvalues of −1  0−1 as 1− ≥  ≥ − Then, we have
2X
=1
E−1
n
B2max−4min tr
³¡−1 ¢2 ¡∗−1 ¢2´o
=
2X
=1
BE−12max−4min
⎛
⎝ X
− ∈[00]
³
(− − )2 + 2
´−2
+
X
−∈[00]
³
(− − )2 + 2
´−2⎞⎠
≤
2X
=1
µ
E−12max−4min−4 + B
³
E−14max−8min
´12 −4 ³E−1 ( ([0 0]))2´12¶
≤
2X
=1
µ
E−12max−4min−4 +
³
E−14max−8min
´12 ¶ ≤  2X
=1
³
E−14max−8min
´12 
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On the other hand, by Hölder’s inequality, for any  ≥ 2 and non-negative  
⎛
⎝
2X
=1

⎞
⎠
2
≤
2X
=1
2 (2)2−1  (146)
so that
⎛
⎝
2X
=1
³
E−14max−8min
´12⎞⎠2 ≤ 2−1 2X
=1
³
E−14max−8min
´4
≤ 2−1
2X
=1
E−1max−2min
for any  ≥ 4 Therefore, for the first term on the right hand side of (145), we have
⎛
⎝E
⎛
⎝
2X
=1
E−1
¯¯¯
EB
³
()11 − 
´¯¯¯2⎞⎠⎞⎠2 ≤ −1 2X
=1
Emax−2min
≤ −1
2X
=1
³
E2max
´12 ³
E−4min
´12
≤  
where, as always, the value of  may be diﬀerent from one appearance to another, and here  may depend
on  The last inequality follows from the boundedness of E2max and E−4min  which is implied by Lemmas
5 and 6.
For the second term on the right hand side of (145), using (143) and Lemma 3, we obtain
E
⎛
⎝
2X
=1
¯¯¯
EB
³
()11 − 
´¯¯¯⎞⎠ ≤ − 2X
=1
Emax−2min
h
tr
³¡−1 ¢2 ¡∗−1 ¢2´i2
≤ − −2
2X
=1
Emax−2min ≤ − 1−2
Combining this with the previous display and recalling that  = 0−1456, we have for any  ≥ 4
E
¯¯¯¯
¯¯ 2X
=1
EB
³
()11 − 
´¯¯¯¯¯¯

≤  
By Markov’s inequality,
Pr
⎛
⎝max∈
¯¯¯¯
¯¯ 2X
=1
EB
³
()11 − 
´¯¯¯¯¯¯  
⎞
⎠ ≤ −2 = −2−456
which is summable for suﬃciently large  Therefore, max∈ |1| as→ 0
Analysis of 2 Analysis of 2 is similar to that of 1 Using the definition of Γˆ and equation (140),
we obtain
ΓˆΩ() =
µ 2
2
¶
Ψ() −
µ 2 2
2 2
¶
Ω() 
Thus, the entries of ΓˆΩ() can be viewed as linear combinations with bounded weights of random variables
 that may be equal to any of the quantities         and  . Further, the component Ωˆ−1 −(Ω() )−1 of
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2 depend only on random variablesM that may be equal to any entry of any of the matrices () − 2
() − 2 ˜() − ˜2 Hence, to show that max∈ |2| as→ 0 it is suﬃcient to prove that
max∈
¯¯¯¯
¯¯ 2X
=1
E
¡M¢
¯¯¯¯
¯¯ as→ 0
Take, for example,  =  andM = ()11 −   Similarly to the above analysis of 1 it is suﬃcient to
prove that
Pr
⎛
⎝max∈
¯¯¯¯
¯¯ 2X
=1
EB
³
()11 − 
´¯¯¯¯¯¯   i.o.
⎞
⎠ = 0
Again, by Burkholder’s lemma, for any  ≥ 2
E
¯¯¯¯
¯¯ 2X
=1
EB
³
()11 − 
´¯¯¯¯¯¯

≤ 
⎛
⎝E
⎛
⎝
2X
=1
E−1
¯¯¯
EB
³
()11 − 
´¯¯¯2⎞⎠⎞⎠2 (147)
+E
⎛
⎝
2X
=1
¯¯¯
EB
³
()11 − 
´¯¯¯⎞⎠ 
Using (143) and the definition of   we have
2X
=1
E−1
¯¯¯
EB
³
()11 − 
´¯¯¯2
≤
2X
=1
2−4E−1
n
B
¯¯
tr−1
¯¯2 2max−4min tr³¡−1 ¢2 ¡∗−1 ¢2´o
≤
2X
=1
2−3BE−12max−6min
X

³
(− − )2 + 2
´−1X

³
(− − )2 + 2
´−2
≤
2X
=1
2−3BE−12max−6min
¡−2 + −2  ([0 0])¢ ¡−4 + −4  ([0 0])¢
≤
2X
=1
2−1E−12max−6min +
2X
=1
2−1B−8 E−12max−6min ( ([0 0]))2 
For the last inequality, we used the fact that¡−2 + −2  ([0 0])¢ ¡−4 + −4  ([0 0])¢ ≤ 2 + 2−8 ( ([0 0]))2 
Let  = 13 By Hölder’s inequality,
E−12max−6min ( ([0 0]))2 ≤
µ
E−1
³
2max−6min
´7¶17 ³
E−1 ( ([0 0]))73
´67
≤
µ
E−1
³
2max−6min
´7¶17 ³
E−1 ( ([0 0]))2
´67 
where the last inequality follows from the fact that  ([0 0]) ≤ 1. Therefore
−8 BE−12max−6min ( ([0 0]))2 ≤ −8
µ
E−1
³
2max−6min
´7¶17 607 ≤ µE−1 ³2max−6min´7¶17 
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Hence,
2X
=1
E−1
¯¯¯
EB
³
()11 − 
´¯¯¯2
≤
2X
=1
2−1
µ
E−1
³
2max−6min
´7¶17 
Using inequality (146) and the proportionality of  and  , we get
⎛
⎝
2X
=1
µ
E−1
³
2max−6min
´7¶17⎞⎠2 ≤ 2−1 2X
=1
³
E−114max−42min
´14
≤ 2−1
2X
=1
E−1max−3min
for any   14. Therefore, for the first term on the right hand side of (147), we have for   14
⎛
⎝E
⎛
⎝
2X
=1
E−1
¯¯¯
EB
³
()11 − 
´¯¯¯2⎞⎠⎞⎠2 ≤ −1 2X
=1
Emax−3min ≤  
where the last inequality is implied by Lemmas 5 and 6.
For the second term on the right hand side of (147),
E
⎛
⎝
2X
=1
¯¯¯
EB
³
()11 − 
´¯¯¯⎞⎠
≤ −2
2X
=1
Emax−2min
h¯¯
tr
¡−1 ¢¯¯2 tr³¡−1 ¢2 ¡∗−1 ¢2´i2
≤ −2 −2
2X
=1
Emax−3min ≤ −2 1−2
Combining this with the previous display and recalling that  = 0−1456, we have for any   14
E
¯¯¯¯
¯¯ 2X
=1
EB
³
()11 − 
´¯¯¯¯¯¯

≤  
By Markov’s inequality,
Pr
⎛
⎝max∈
¯¯¯¯
¯¯ 2X
=1
EB
³
()11 − 
´¯¯¯¯¯¯  
⎞
⎠ ≤ −2 = −2−456
which is clearly summable for suﬃciently large  Therefore, max∈ |2| as→ 0
Analysis of 3 We need the following lemma, which is proven in the next section of this note.
Lemma 23 For any  ≥ 2 there exists   0 s.t. max sup∈[] E
³°°°(Ω() )−1 − (Ω() )−1°°°´ ≤ −2− 
Similarly to the cases of 1 and 2 to establish convergence max∈ |3| as→ 0 it is suﬃcient to
prove that
max∈
¯¯¯¯
¯¯ 2X
=1
(E − E−1)
¡M¢
¯¯¯¯
¯¯ as→ 0 (148)
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where  may be equal to any entry of any of the matrices () − 2 () − 2 () − 2 () − 2
or () − 2 andM may be equal to any entry of (Ω() )−1 − (Ω() )−1 Take for example
 = ()11 −  andM = E − ()11
Since (E − E−1)
¡M¢ is a martingale diﬀerence sequence, for any  ≥ 2 and  ∈  we have by
Burkholder inequality (see Lemma 2.2 in BS98), Hölder inequality, (143), and Lemmas 23 and 5
E
¯¯¯¯
¯¯ 2X
=1
(E − E−1)
¡M¢
¯¯¯¯
¯¯

≤ E
⎛
⎝
2X
=1
¯¯
(E − E−1)
¡M¢¯¯2
⎞
⎠
2
≤ 2−1
2X
=1
³
E
¯¯ ¯¯2´12 ³E |M |2´12 ≤ −1 2X
=1
µ
E
¯¯¯
()11 − 
¯¯¯2¶12
≤ −1−
2X
=1
³
E
¡
tr−1 ∗−1
¢´12 ≤ −1−2− 2X
=1
³
E−2min
´12
≤ −2− 
which implies (148).
Analysis of 4 Let us define an event EΓΩ as follows
EΓΩ =
½
max=12
°°°Γ() °°° ≤ −2 and max=12°°°Ω() °°° ≤ −5
¾
for some   0 As follows from Lemma OW8, the definition of Γ() and Lemma 3, EΓΩ holds w.ow.p.
Therefore, to establish convergencemax∈ |4| as→ 0 it is suﬃcient to prove thatmax∈
¯¯¯
˜4
¯¯¯
as→
0 where
˜4 = 1
2X
=1
(E − E−1) tr
µ
1 {EΓΩ}Γ()
³
Ω()
³
(Ω() )−1 − (Ω() )−1
´´2Ω() ¶ 
By Burkholder inequality (see Lemma 2.2 in BS98) for any  ≥ 2
E
¯¯¯
˜4
¯¯¯
≤ E
⎛
⎝
2X
=1
¯¯¯¯
(E − E−1) tr
µ
1 {EΓΩ}Γ()
³
Ω()
³
(Ω() )−1 − (Ω() )−1
´´2Ω() ¶¯¯¯¯2
⎞
⎠
2

Recall that
°°°Ω() °°° is bounded. Therefore, by Lemma 23 and Hölder’s inequality
E
¯¯¯
˜4
¯¯¯
≤  (2)2−1
2X
=1
−7 −−2 ≤ −2−8 
which yields max∈
¯¯¯
˜4
¯¯¯
as→ 0
4.3.6 Proof of Lemma 23 (bound on max sup∈[] E
°°°(Ω() )−1 − (Ω() )−1°°°)
Consider the decomposition
(Ω() )−1 − (Ω() )−1 =
³
Ω˜−1 − (Ω() )−1
´
+
³
(Ω() )−1 − Ω˜−1
´
 (149)
where
Ω˜−1 =
⎛
⎝
³
1
1− + E
´
2 1−∇0 + E2

1−∇ + E2
³ 
1− + E˜
´
2
⎞
⎠ 
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Lemma 24 For any  ≥ 2 there exists   0 s.t. max sup∈[01] E
°°°Ω˜−1 − (Ω() )−1°°° ≤ −2− 
Proof: Split Ω˜−1 − (Ω() )−1 into the following sum
Ω˜−1 − (Ω() )−1 =
³
Ω˜−1 − Ωˆ−1
´
+
³
Ωˆ−1 − (Ω() )−1
´

Let us show that
max sup∈[01]
E
°°°Ω˜−1 − Ωˆ−1 °°° ≤ −2−  (150)
It is suﬃcient to establish analogous bounds for each entry of Ω˜−1 − Ωˆ−1  Consider, for example, the upper
left entry, E −   We have
E | − E | = E
¯¯¯¯
¯¯ X
: 6=
(E − E−1) 
¯¯¯¯
¯¯

= E
¯¯¯¯
¯¯ 1 X: 6= (E − E−1) tr
¡−1 −−1 ¢
¯¯¯¯
¯¯


where  = −1  0 −  and
 =  − ()0()  =  − ()∇00() and  =  − −1 ()0()
Since (E − E−1) tr
¡−1 −−1 ¢ is a martingale diﬀerence sequence, by Burkholder inequality (see
Lemma 2.2 in BS98) for any  ≥ 2,
E
¯¯¯¯
¯¯ 1 X6= (E − E−1) tr
¡−1 −−1 ¢
¯¯¯¯
¯¯

≤ −E
⎛
⎝X
6=
¯¯
(E − E−1) tr
¡−1 −−1 ¢¯¯2
⎞
⎠
2

Further, similarly to inequality (36), we have¯¯
tr
¡−1 −−1 ¢¯¯ ≤ 8 ¡min¢
where min is the smallest eigenvalue of  Hence, by the Hölder inequality
E
¯¯¯¯
¯¯ 1 X6= (E − E−1) tr
¡−1 −−1 ¢
¯¯¯¯
¯¯

≤ −− E
⎛
⎝X
6=
−2min
⎞
⎠
2
≤ −− 2−1
X
6=
E−min ≤ −2− 
where the boundedness of E−min can be established similarly to the boundedness of E−min (see Lemma
5). Hence, for any  ≥ 2
E | − E | ≤ −2−  (151)
where  does not depend on  or . Similar inequalities hold for the other corresponding entries of Ω˜−1 −Ωˆ−1
and therefore, (150) holds.
Now, let us consider Ωˆ−1 − (Ω() )−1 All entries of this matrix are “small”. Take, for example its upper
left entry  − ()11. By (143), Hölder’s inequality, and Lemmas 5 and 6, for any  ∈ [0 1] 
E
¯¯¯
 − ()11
¯¯¯
= EE−
¯¯¯
 − ()11
¯¯¯
≤ E− ¡tr−1 ∗−1 ¢2 (152)
≤ E−−min2−1
X

³
(− − )2 + 2
´−2
≤ −2− E−min ≤ −2− 
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Similar inequalities hold for the other entries of Ωˆ−1 − (Ω() )−1 Hence,
max sup∈[01]
E
°°°Ωˆ−1 − (Ω() )−1°°° ≤ −2−  (153)
Combining (150) and (153) finishes the proof.¤
Now, let us turn to the second term on the right hand side of (149).
Lemma 25 max sup∈[]
°°°(Ω() )−1 − Ω˜−1 °°° ≤ −1
Proof: We have
(Ω() )−1 − Ω˜−1 =
µ
(E − E) 2 (E− E) 2
(E− E) 2  (E˜ − E˜) 2
¶

All entries of this matrix are of order −1 Indeed, consider for example E − E  We have
E − E = − 1 E tr(
−1
 −−1) (154)
Further, from (18)
E tr(−1 −−1) = E tr
n
ΘΩ()
o
(155)
= E tr
³
ΘΩ˜
´
+ E tr
³
ΘΩ˜(Ω˜−1 − (Ω() )−1)Ω()
´
with
Θ =
Ã 0()−2 () 0()−2 −1 ()
0()−1 0−2 () 0()−1  0−2 −1 ()
!

Note that
EΘ = 1 E
µ
tr
©−2 ª tr©−2 −1 ª
tr
©−1  0−2 ª tr©−1 0−2 −1 ª
¶
Now, using Lemma 3 and the definition of   we obtain
sup
∈[]
kEΘk ≤ −1Emax3min
¡−2 +  ([0 0]) −2 ¢ ≤  (156)
This inequality and the fact that the entries of Ω˜ are bounded (which is proved similarly to the boundedness
of the entries of Ω() ) imply that
max sup∈[]
E tr
³
ΘΩ˜
´
≤  (157)
Further, for any  ∈ (0 1) by Lemma OW8 and Lemma 24,
E tr
³
ΘΩ˜(Ω˜−1 − (Ω() )−1)Ω()
´
≤ 
µ
E
µ
kΘk1+
°°°Ω˜−1 − (Ω() )−1°°°1+¶¶1(1+)µE°°°Ω() °°°(1+)¶(1+)
≤ −5
µ
E
µ
kΘk1+
°°°Ω˜−1 − (Ω() )−1°°°1+¶¶1(1+)
≤ −5
³
E kΘk2
´12µ
E
°°°Ω˜−1 − (Ω() )−1°°°2(1+)(1−)¶(1−)2(1+)
≤ −6 −12
³
E kΘk2
´12 
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From (143) and -inequality, for any   0
EW
¯¯0W¯¯ ≤ − ³(trWW∗)2 + |trW|´  (158)
where EW denotes expectation conditional on W,  is independent from W and distributed as  (0  ) 
This implies that the second absolute moment of any of the elements of Θ is of order −4 . Indeed, take for
example the upper left element, 02−1−2 2−1 Using (158), we obtain
sup
∈[01]
E
¯¯02−1−2 2−1¯¯2 ≤ −2E³−4min−4 + 2−4min−4 ´ ≤ −4  (159)
Inequality (159) and Lemma 24 yield
max sup∈[]
E tr
³
ΘΩ˜(Ω˜−1 − (Ω() )−1)Ω()
´
≤ −8 −12 ≤  (160)
Using (157) and (160) in (155), we obtain
max sup∈[]
¯¯¯¯
1
 E tr(
−1
 −−1)
¯¯¯¯
≤ −1
as required. Hence,
max sup∈[]
|E − E | ≤ −1 (161)
One can similarly prove that
max sup∈[]
|E− E | ≤ −1 (162)
max sup∈[]
|E˜ − E˜ | ≤ −1 (163)
The above three displays yield the lemma.¤
To finish the proof of Lemma 23, it remains to use Lemmas 24 and 25 in the decomposition (149).
4.4 Step 3: Convergence of E−0
4.4.1 Proof of Lemma OW15 (bounds on errors ¯)
Two auxiliary lemmas (bounds on E
°°°Ω() °°° and Eµ°°°(Ω() )−1 − (Ω() )−1°°°2¶)
Lemma 26 For any   0 there exists   0 s.t. max sup∈[] E
°°°Ω() °°° ≤ 
Proof: We have, for any   
E
°°°Ω() °°° ≤ E°°°Ω() −Ω() °°° +  °°°Ω() °°°
= E
°°°Ω() ³(Ω() )−1 − (Ω() )−1´Ω() °°° +  °°°Ω() °°°
≤ 
°°°Ω() °°° E³||(Ω() )−1 − (Ω() )−1|| × ||Ω() ||´+  °°°Ω() °°°
≤ 
°°°Ω() °°° ³E³||(Ω() )−1 − (Ω() )−1||´´ ³E³||Ω() ||(−)´´(−) +  °°°Ω() °°° 
Using Lemmas OW13, OW8, and 23, we obtain
max sup∈[]
E
°°°Ω() °°° ≤ max sup∈[]
°°°Ω() °°° ³−2−6 + 1´ ≤ ¤
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Lemma 27 There exists   0 s.t. max sup∈[] E
µ°°°(Ω() )−1 − (Ω() )−1°°°2¶ ≤ −1
Proof: As follows from Lemma 25, it is suﬃcient to prove that
max sup∈[]
E
µ°°°Ω˜−1 − (Ω() )−1°°°2¶ ≤ −1
As in the proof of Lemma 24, split Ω˜−1 − (Ω() )−1 into two parts
Ω˜−1 − (Ω() )−1 =
³
Ω˜−1 − Ωˆ−1
´
+
³
Ωˆ−1 − (Ω() )−1
´

Consider the upper left entry of Ω˜−1 − Ωˆ−1  that is E −   We have
E | − E |2 = E
¯¯¯¯
¯¯ X
: 6=
(E − E−1) 
¯¯¯¯
¯¯
2
= E
¯¯¯¯
¯¯ 1 X: 6= (E − E−1) tr
¡−1 −−1 ¢
¯¯¯¯
¯¯
2

Since (E − E−1) tr
¡−1 −−1 ¢ is a martingale diﬀerence sequence, by Burkholder inequality (see Lemma
2.2 in BS98),
E
¯¯¯¯
¯¯ 1 X6= (E − E−1) tr
¡−1 −−1 ¢
¯¯¯¯
¯¯
2
≤ −2EX
6=
¯¯
(E − E−1) tr
¡−1 −−1 ¢¯¯2 
Similarly to (18), we have
−1 =−1 −−1 Ω() 0−1 
with  and Ω() being obvious analogues of  and Ω()  Therefore,
tr
¡−1 −−1 ¢ = tr³ΘΩ() ´ = tr³ΘΩ˜´+ tr³ΘΩ˜(Ω˜−1 − (Ω() )−1)Ω() ´ (164)
with
Θ =
Ã 0()−2 () 0()−2 −1 ()
0()−1  0−2 () 0()−1 0−2 −1 ()
!

Consider the second absolute moment of any of the entries of Θ Take, for example the upper left element,
02−1−2 2−1 we have by (158)
sup
∈[]
E
¯¯02−1−2 2−1 ¯¯2 ≤ −2 sup∈[]E
³
tr
¡−2 ∗−2 ¢+ ¯¯tr−2 ¯¯2´
≤ −2E
³
−4min
¡−4 +  ([0 0]) −4 ¢+ 2−4min ¡−2 +  ([0 0]) −2 ¢2´
Using this, an analogue of equation (OW35), Hölder’s inequality and Lemma 5, we get
sup
∈[]
E
¯¯02−1−2 2−1 ¯¯2 ≤  + −4 E³−4min 2 ([0 0])´ 
Further, by the Cauchy-Schwarz inequality,
E
³
−4min 2 ([0 0])
´
≤
³
E−8min
´12 ¡
E 4 ([0 0])
¢12 ≤  ¡E 2 ([0 0])¢12 ≤ 5
Therefore,
sup
∈[]
E
¯¯02−1−2 2−1 ¯¯2 ≤ 
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Similar inequalities holds for the other entries of Θ This and the boundedness of
°°°Ω˜°°° imply that
E
¯¯¯
tr
³
ΘΩ˜
´¯¯¯2
≤ 
The absolute second moment of the second term on the right hand side of (164) converges to zero as
→∞. Indeed, note that by Lemmas 24 and 26, and by the boundedness of
°°°Ω˜°°°  for any   2
max sup∈[]
E
°°°Ω˜(Ω˜−1 − (Ω() )−1)Ω() °°° ≤ −2−  (165)
On the other hand, for any   2 the absolute moment of order  of any of the entries of Θ is bounded by
−2 Indeed, take for example the upper left element of Θ We have by (158)
sup
∈[]
E
¯¯02−1−2 2−1¯¯ ≤ − sup∈[]E
³¡
tr
¡−2 ∗−2 ¢¢2 + ¯¯tr−2 ¯¯´
≤ − sup
∈[]
E
³
−2min−2
³
2 + 
´´
≤ −2 
Similar inequalities hold for the other entries of Θ Therefore,
sup
∈[]
E kΘk ≤ −2  (166)
Now, by Hölder’s inequality
E
¯¯¯
tr
³
ΘΩ˜(Ω˜−1 − (Ω() )−1)Ω()
´¯¯¯2
≤ E
µ
kΘk2
°°°Ω˜ ³Ω˜−1 − (Ω() )−1´Ω() °°°2¶
≤ 
³
E kΘk3
´23µ
E
°°°Ω˜ ³Ω˜−1 − (Ω() )−1´Ω() °°°6¶13 
Using (165) and (166), we obtain
sup
∈[]
E
¯¯¯
tr
³
ΘΩ˜(Ω˜−1 − (Ω() )−1)Ω()
´¯¯¯2
≤ −1−6 → 0
To summarize, the absolute second moment of the right hand side of (164) is bounded, and hence,
E | − E |2 ≤ −1
Similar inequalities hold for the other entries of Ω˜−1 − Ωˆ−1  so that
E
°°°Ω˜−1 − Ωˆ−1 °°°2 ≤ −1 (167)
Now, let us consider Ωˆ−1 − (Ω() )−1 Take, for example its upper left entry  − ()11. By (143), for any ∈ [ ] 
E
¯¯¯
 − ()11
¯¯¯2
= EE−
¯¯¯
 − ()11
¯¯¯2
≤ E−2 tr−1 ∗−1
≤ −2E−2min
¡−2 +  ([0 0]) −2 ¢ ≤ −1
Similar inequalities hold for the other entries of Ωˆ−1 − (Ω() )−1 Hence,
max sup∈[]
E
°°°Ωˆ−1 − (Ω() )−1°°°2 ≤ −1 (168)
Combining (167) and (168) concludes our proof.¤
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The rest of the proof of Lemma OW15. Recall equation (OW45)
Ω() − EΩ() = 1 +2 +3 (169)
where
1 = Ω() E((Ω() )−1 − (Ω() )−1)Ω() 
2 = −E
µ³
Ω() ((Ω() )−1 − (Ω() )−1)
´2 Ω() ¶  and
3 = E
µ³
Ω() ((Ω() )−1 − (Ω() )−1)
´3Ω() ¶ 
The decomposition (169) yields corresponding decompositions for ¯ Specifically, we have
¯1 =
3X
=1
¯1() ≡
3X
=1
1

2X
=1
1
(1− )2 tr
³£2 ∇0¤ £2 ∇0¤0´
¯2 =
3X
=1
¯2() ≡
3X
=1
1

2X
=1
1
(1− )2 tr
³£2 ∇0¤ £2 ∇0¤0´ 
¯3 =
3X
=1
¯3() ≡
3X
=1
1

2X
=1
1
(1− )2 tr
³£2 ∇0¤ £2 ∇0¤0´ 
¯4 =
3X
=1
¯4() ≡ −
3X
=1
1

2X
=1
1
1−  tr
³
[0 2] £2 ∇0¤0´ 
Lemmas OW13, 23 and 26 applied together with Hölder’s inequality yield, for  = 1  4
sup
∈[]
|¯3 ()| ≤ −32−5 ≤ −1
Clearly, we also have sup∈[] |¯3 () | ≤ −32−6 ≤ −1
To establish similar bounds for ¯1 ()  note that E(Ω() )−1 = Ω˜−1  and hence, E((Ω() )−1−(Ω() )−1) =
Ω˜−1 − (Ω() )−1 Therefore, by Lemma 25,
sup
∈[]
|¯11 ()| ≤ −121 sup∈[] |¯21 ()| ≤ 
−122
sup
∈[]
|¯31 ()| ≤ −112 and sup
∈[]
|¯41 ()| ≤ −11
where
1 = sup
∈[]
°°°° 11−  £2 ∇0¤Ω()
°°°° and 2 = sup∈[]
°°°° 11−  £2 ∇0¤Ω()
°°°° 
Using the fact that
Ω() = 1− ()
µ 
1− 2 + E˜2 − 11− ∇0 − E2
− 11− ∇ − E2 11− 2 + E2
¶
and the identity ∇0∇ = 2 we obtain
1
1− 
£2 ∇0¤Ω() = 1()
£2 ∇0¤µ E˜2 −E2−E2 E2
¶
− 1()
[2 0]  and
1
1− 
£2 ∇0¤Ω() = 1()
£2 ∇0¤µ E˜2 −E2−E2 E2
¶
− 1()
£
0 ∇0
¤ 
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On the other hand, as follows from the proof of Lemma OW13, min inf∈[] () is bounded away from
zero for all suﬃciently large . Further, by inspection max °°∇0°° is bounded. Finally, the bounded-
ness of sup∈[] |E|  sup∈[] |E|  and sup∈[] |E˜| follows, for example, from equations (130-132).
Therefore, 1 and 2 are bounded, and
sup
∈[]
|¯1 ()| ≤ −1
for  = 1  4
We can slightly improve the latter inequality for ¯21() Indeed, note that 11−
£2 ∇0¤Ω() can be
represented in the form
1
1− 
£2 ∇0¤Ω() =  µ 2 00 2
¶

where  = 1()
£
E˜2 − E∇0   (E − 1)∇0 − E2
¤  so that max sup∈[] kk is bounded. There-
fore
¯21() = 1
2X
=1
tr
µ

µ 2 0
0 2
¶
E((Ω() )−1 − (Ω() )−1)
µ 2 0
0 2
¶
0
¶
=
1

2X
=1
tr
µ

µ 2 0
0 2
¶µ
(E − E) 2 (E − E) 2
(E − E) 2  (E˜ − E˜) 2
¶µ 2 0
0 2
¶
0
¶
=  × 1
2X
=1
tr
µ

µ  (E − E) 2 (E − E) 2
(E − E) 2 (E˜ − E˜) 2
¶
0
¶

This implies that
sup
∈[]
|¯21()| ≤ −1
For ¯2 ()  we use Lemma 27 and the boundedness of 1 2 and
°°°Ω() °°°  to obtain inequalities
sup
∈[]
|¯2 ()| ≤ −1
Finally, for ¯22 ()  we have
¯22() = −1
2X
=1
tr
µ
E
µ

µ 2 0
0 2
¶
((Ω() )−1 − (Ω() )−1)Ω() ((Ω() )−1 − (Ω() )−1)
µ 2 0
0 2
¶
0
¶¶

On the other hand,µ 2 0
0 2
¶
((Ω() )−1 − (Ω() )−1) =
Ã  ³() − E2´ ()0 − E2
() − E2 ˜() − E˜2
!µ 2 0
0 2
¶
and µ 2 0
0 2
¶
Ω() = Ω¯()
µ 2 0
0 2
¶
with
Ω¯() = 1()
µ 2 + (1− )E˜2 −∇0 − (1− )E2
−∇ − (1− )E2 2 +  (1− )E2
¶

Hence,
¯22() = −×1
2X
=1
tr
Ã
E
Ã

Ã  ³() − E2´ ()0 − E2
() − E2 ˜() − E˜2
!
Ω¯()
Ã  ³() − E2´ ()0 − E2
() − E2 ˜() − E˜2
!
0
!!

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Note that max sup∈[]
°°°Ω¯() °°° is bounded and
max sup∈[]
E
°°°°°
Ã  ³() − E2´ ()0 − E2
() − E2 ˜() − E˜2
!°°°°°
2
≤ −1
which can be established similarly to Lemma 27. So, finally,
sup
∈[]
|¯22 () | ≤ −1
4.4.2 Proof of Lemma OW16 (bounds on sup∈[] ˆ ())
Note that the system of equations (OW41-44) can be obtained from the system of equations (OW18-21) by
replacing    ˜ by their expected values and replacing 1  4 by ¯1  ¯4 Therefore, the reduction of
(OW41-44) to the simple system (OW47) parallels the reduction of (OW18-21) to (OW31).
In particular, proceeding as in Section 4.2.5, we obtain an equation analogous to (68)
ˆ1 = (−¯1 + ¯2 + 2¯4) ¯−1
where ¯ = (2 )X2=1 ³() ´−1  Since, as follows from the proof of Lemma OW13, max sup∈[] () is
bounded, we have
sup
∈[]
¯¯¯
¯−1
¯¯¯
≤  (170)
Therefore, Lemma OW15 and equation (OW46) yield
sup
∈[]
|ˆ1()| ≤ −1
Further, arguments that parallel those of Section 4.2.5 lead to equation
(2E + E) ((1 + E − E) (1− )− ) + 2 = ¯2
where
¯2 = −EE¯
−1
[(1− ) (−¯1 + ¯2 + 2¯4) (1 + E − E) + (E¯4E + ¯3 − ¯2)− 2¯4 (E+ E − 1) E] 
On the other hand, as follows from equations (130-132), there exists   0 s.t.
inf∈[]
|E|   inf∈[] |E|   whereas (171)
sup
∈[]
|E|   sup
∈[]
|E|   and sup
∈[]
|E˜|  
Therefore,
sup
∈[]
¯¯¯2()¯¯ ≤ −1
Next, similarly to equation (80), we have
E = ¡−1 − 1¢E + ˆ3
where
ˆ3 = ¯3 + 2˜3 + 2(1 +  − ) (1− )−  ˜3
with
¯3 = ¯1 − 2¯4 + E¯1 − ¯3E + ¯2E (1− )− E¯4 + 2¯4 (E− 1)(1 + E − E) (1− )− 
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and
˜3 = ((1 + E − E) (1− )− )2
µ
E (¯1 − ¯2 − 2¯4)− (E¯4 + E¯3 − E¯2)
(1 + E − E)
¶
+
E¯¯2
2
Since E converges to 0 |(1 + E − E) (1− )− | and |1 + E − E| are bounded away from zero, and
we have
sup
∈[]
|ˆ3()| ≤ −1
So continuing, now in parallel to Sections 4.2.5 and 4.2.5, we obtain
sup
∈[]
|ˆ4()| ≤ −1 and sup
∈[]
|ˆ2()| ≤ −1
The details of such a derivation are tedious but straightforward and we omit them.
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