The transeunt triangle was originally proposed by Suprun [19] 
Introduction
Much is known about sum-of-product expressions in which sum corresponds to Exclusive-OR and product corresponds to the AND of variables or complements of variables [4] . For example, such EXOR sum-of-product expressions require, on the average, fewer product terms than OR sum-of-products [14] . Also, such structures are known to be easily testable [13] . AND-EXOR circuits have been used in arithmetic, error correcting, and telecommunications applications [15] , [16] .
This paper focuses on the fixed polarity Reed-Muller (FPRM) expansion [21, 22] . In an FPRM expansion of a given function f (X), every variable appears either complemented or uncomplemented; never in both forms. If all variables are uncomplemented (complemented), the FPRM expansion is called the Positive (Negative) Polarity ReedMuller or PPRM (NPRM) form. FPRM expansions are unique [5] . Thus, only one representation exists for the PPRM or NPRM or indeed any FPRM of f (X). This leads to the question of which of the n + 1 FPRM's produce the fewest product terms [10, 11, 17] .
This has inspired study of the FPRM expansion of an important class of functions, symmetric functions. In 1995, Suprun [20] showed the use of the transeunt triangle in converting between various FPRMs. The origin of the transeunt triangle is unknown. In 1986, Green [7] p. 141, mentioned that a "triangular structure" could produce the transformation produced by a transform matrix. The transeunt triangle has shown to produce a fast (O(n 3 ) time complexity) and compact (O(n 2 ) storage complexity) algorithm for synthesis of symmetric functions [2] . Further, transeunt triangles have simple structures and can be generated from only a few basic triangles [3] .
There have been many studies of symmetric functions dating back to the early history of switching theory. Interest in this important area has continued to the present. For example, many benchmark functions are symmetric. It is known [6] that symmetric functions are very difficult to minimize by Quine-McCluskey-like algorithms. Therefore, they are ideal benchmark functions. That is, their minimal forms are known, but algorithms have difficulty finding them [12] . Although symmetric functions represent a minority of the set of switching functions, they often appear in logic design. For example, basic gates, AND, OR, EXOR are symmetric, as are parity checkers and majority gates. It is known that any logic function has a symmetric function realization in which certain variables are repeated [1] .
While this paper focuses on binary-valued functions, it is worth noting that interesting results have been produced for multiple-valued functions. For example, Green [9] has derived Reed-Muller expansions for four-valued functions. A three-valued map has been demonstrated by Green [8] to be useful in the synthesis of mixed-polarity binary Reed-Muller expansions (both complemented and uncomplemented variables occur).
This paper is organized as follows. The next section introduces the synthesis problem and the transeunt triangle. The third section proves that the transeunt triangle can be used as a basis for synthesizing FPRM expansions. The fourth section discusses the algorithm's time and space complexity. The fifth section shows experimental results, and the final section contains concluding remarks. 
Notation and Fundamental Results

Symmetric Functions
Reed-Muller Expansions
The Reed-Muller expansion of a general switching function f is the exclusive OR of product terms of variables or their complements. The term fixed polarity is used to describe Reed-Muller expansions in which each variable appears uncomplemented or complemented, and never in both forms. For symmetric functions, the FPRM expansion has a restricted form. 
Definition 2.3 The polarity p Reed-Muller expansion
RM p (S n A ) of symmetric function S n A is RM p (S n A ) = c p 0,0 ⊕ c p 0,1 p ⊕ i=1x i ⊕ c p 1,0 n ⊕ j=p+1 x j ⊕ . . . ⊕c p u,c ⊕ 1≤i1<i2<...<ic≤p p+1≤j1<j2<...<ju≤n x i1xi2 . . .x ic x j1 x j2 . . . x ju ⊕ . . . ⊕c p n−p,px1x2 . . .x p x p+1 x p+2 . . . x n ,(1)RM 0 (S 3 {0,1,2} )= 1 ⊕ x 1 x 2 x 3 , RM 1 (S 3 {0,1,2} )=1 ⊕ x 2 x 3 ⊕x 1 x 2 x 3 , RM 2 (S 3 {0,1,2} )=1 ⊕ x 3 ⊕ (x 1 x 3 ⊕x 2 x 3 ) ⊕x 1x2 x 3 , and RM 3 (S 3 {0,1,2} )=(x 1 ⊕x 2 ⊕x 3 )⊕(x 1x2 ⊕x 1x3 ⊕x 2x3 )⊕x 1x2x3 .
(End of Example)
Definition 2.4 The coefficient matrix C p (S n A ) of the po- larity p Reed-Muller expansion of symmetric function S n A is a (p + 1) × (n − p + 1) matrix [c p u,c ], where c p u,c is an RM p (S n A ) coefficient.
Example 2.4 For our running example, (End of Example)
Transeunt Triangle
of logic values, where 
triangle. Its orientation is chosen for the benefit of representing embedded submatrices, our next topic. Undefined elements are blank. Elements equal to the coefficients of
C 0 (S 3
{0,1,2} ) occur as the left side of the triangle. (End of Example)
The specification of the transeunt triangle is a formalism that allows us to make statements about the coefficients of
where
For p = 0, (3) and (4) 
That is, embedded submatrix M 0 (S n A ) is identical to the coefficient matrix from which T (S n A ) was generated. Example 2.6 Consider S are shown in Fig. 2. (End of Example)
Note that the origin c = u = 0 in each embedded submatrix corresponds to a cell of the transeunt triangle in the diagonal (lowest row) of the transeunt triangle. Note also, that only diagonal elements occur in exactly one embedded submatrix. We show, in the next section, that these elements correspond to the carrier vector of S n A . All other elements occur in two or more embedded submatrices. Indeed, the origin i = j = 0 of the transeunt triangle occurs in all embedded submatrices.
The Transeunt Triangle as the Basis for the Synthesis of FPRM Expansions
Earlier, we observed that, when p = 0, the coefficient matrix
. This is equivalent to the statement that the left side of the transeunt triangle is the coefficient matrix of the PPRM expansion. Indeed, it is also true that the right side of the transeunt triangle is the coefficient matrix of the NPRM expansion. A formal proof of the latter two statements appeared in [19] . The following theorem extends this statement to all p. This was known by Suprun [20] , but, as far as we know, no formal proof has been published. 
From this last observation, we can write
where We distinguish three cases.
1) c = p. For this value of c, (6) yields
since c
From (3) and (4),
Since, by assumption, m
On the contrary, if
for each product term in F 
Again, from (3) and (4),
Therefore, 
Experimental Results
Number of Optimal Realizations versus Polarity
Because the transeunt triangle algorithm is so fast, we are able to make a remarkable observation about the distribution of symmetric functions to the polarities that optimally realize those functions. This is significant with respect to heuristics one might devise to minimize FPRM's. The relative merit of a heuristic for determining the best polarity to use in realizing a given symmetric function depends on the distribution of optimal realizations to polarity. A uniform distribution suggests that care is needed in making this choice. A nonuniform distribution, and particularly a polarity with a significantly higher propensity for optimal realizations suggests that less care is needed, or even that one should simply choose the favored polarity. Our next result is counterintuitive; it shows that the latter holds.
By exhaustively enumerating all transeunt triangles, we can determine how the number of optimal realizations are distributed to the various polarities. Table 1 shows this distribution for n from 1 to 14. That is, if a n-variable function is best realized by some polarity, it contributes 1 to the count shown in the row associated with n and the column associated with that polarity. Certain functions contribute to more than one count. For example, in the first row, corresponding to n = 1, three functions are shown as best realized by polarity 0 and three as best realized by polarity 1, for a total of six. However, there are only four symmetric functions. Indeed, two functions, those with carry vectors [00] and [11] , are optimally realized by both polarities. For large n, the data shows that only a small fraction of functions are best realized by more than one polarity. Fig. 3 shows this data graphically, for 2 ≤ n ≤ 28. It is interesting that polarities 0 and n realize many more functions optimally than other polarities, as shown by the two ridges on each side. For example, for n = 28, polarities 0 and 28 each realize 21.9% of the total number of functions. It should be noted that, for this value of n, only a small fraction of the functions have more than one optimal realization. That is, most of the functions have a unique optimal polarity.
It is also interesting that the table and plot are symmetric with respect to polarity. This is a consequence of the 
Proof
Consider a p-polarity Reed-Muller expansion of f (X) that is optimal. Complement all variables. The resulting expression is a Reed-Muller expansion of polarity n − p of f (X).
Since the original expansion is optimal, so also is the modified one.
From Theorem 4.2, it follows that the distribution of the optimal polarities of symmetric functions is symmetric. That is, if a symmetric function f (X) is optimally realized by polarity p, then the anti-dual function f a (X), obtained from f (X) by complementing the all variables, is optimally realized by polarity n − p. It also implies that, if an optimal realization of some self-anti-dual function f sad (X) occurs with polarity p, then polarity n − p is also an optimal polarity (a self-anti-dual function is invariant under complementation of all variables). If p = n − p, there are two distinct polarities optimally realizing the same symmetric self-antidual function; in Table 1 , there is a contribution of 1 to the distribution from both polarities p and n − p from the same function.
Percentage of Optimal Realizations versus n
As observed in the previous two figures, many symmetric functions are optimally realized by polarities 0 and n. The exact percentage is shown in Table 2 . It can be seen that this percentage ranges from 100% for n = 1 to below 40% for large n. The plot of this data is shown in Fig.  4 . Along the horizontal axis is the number of variables n, where 1 ≤ n ≤ 100, and along the vertical axis is the percentage of symmetric functions optimally realized either by polarity 0 or n. The figure shows two curves. The first, denoted by circles and labeled "Exact", is based on an exhaustive enumeration of all symmetric functions. The curve denoted by triangles and labeled "1,000,000 Samples" was produced by randomly generated symmetric functions. At n = 100, 1,000,000 samples represents only 3.95×10
−23 % of the set of all symmetric functions. Even for this small percentage, the data is reasonably accurate, as shown by the consistency of adjacent data points. The fact that we were able to enumerate and analyze 1,000,000 samples of symmetric functions on 100 variables attests to the speed and Table 2 . Percentage of n-variable symmetric functions optimally realized in a Reed-Muller expansion of polarity 0 or n. (Italicized values were computed using a sample set of 1,000,000 example functions. Other values are exact.) n = number of variables P 0/n (n) = % optimally realized by polarity 0 or n n P 0/n (n) n P 0/n (n) n P 0/n (n) efficiency of the transeunt triangle.
Concluding Remarks
If the distribution of the number of optimally realized functions to polarity was uniform, we would observe a decrease in the percentage of all functions realized optimally by the extreme two polarities similar to that of Fig. 4 . At n = 1, the percentage would also be 100%. However, it would steadily decrease to 0, and at n = 100, it would be about 2%, not 35%. This suggests that the extreme polarities, which exhibit an inherent symmetry (the term associated with each coefficient is symmetric), provide an efficiency in the realization of symmetric functions. It also suggests that a heuristic in which any symmetric function is realized by one of the two extremes will perform reasonably well.
