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Chapter 1
Introduction
This thesis consists of two distinct parts devoted to structured matrices and their uses in
deriving fast algorithms. One theme that is consistent through both parts is the study of
the Vandermonde matrix and the fast algorithms used to both invert, and solve a system
involving it. The two parts are written as self-contained research papers, and thus could be
read independently or out of order.
Many problems in signal procession, coding theory, system theory, orthogonal polyno-
mials can be reduced in terms of matrices. Often, these matrices have structure inherited
from the original problem. By exploiting this structure, it is often possible to attain more
accurate results, using fewer operations than standard, structure-ignoring methods.
1.1 Relationship between matrices and polynomials
The relationship between polynomials and structured matrices is a well-studied topic. In the
context of polynomial computations, typically matrices with Toeplitz, Hankel, Vandermonde
1
2and related structures were of specific interest. Recently, a different class of quasiseparable
matrices has been the focus of much research, and the problems resulting from them are
quiet different than Toeplitz and Hankel matrices. We start by indicating the difference
between the two types of problems.
1.1.1 Classical polynomial families and their moment matrices
Orthogonal polynomials are polynomials that are orthogonal with respect to an inner product
〈·, ·〉. Real orthogonal polynomials are evaluated over a real interval [a, b] of the form
〈p(x), q(x)〉 =
∫ b
a
p(x)q(x)w2(x)dx, (1.1.1)
where w2(x) is some weight function. These polynomials are classical, and they arise in prob-
lems in scientific computing such as numerical integration and solving differential equations.
It is well-known that the moment matrices H corresponding to real orthogonal polynomials
have Hankel structure, which is that H has has constant values along the antidiagonals,
displayed below
H =

h0 h1 h2 . . . hn−1
h1 h2
...
...
h2
... h2n−3
...
... h2n−3 h2n−2
hn−1 . . . h2n−3 h2n−2 h2n−1

. (1.1.2)
Similarly, applications in signal processing and system theory and control give rise to
polynomials that are orthogonal with respect to an inner product 〈·, ·〉 defined with integra-
tion on the unit circle,
3〈p(x), q(x)〉 =
∫ pi
−pi
p
(
eiθ
)
q (eiθ)w2(θ)dθ, (1.1.3)
where w2(θ) is some weight function. These polynomials are called the Szego¨ polynomials,
and the moment matrices T corresponding to them have Toeplitz structure (i.e., T has
constant values along diagonals) displayed below
T =

c0 c−1 . . . c−n+1
c1 c0 c−1
...
...
. . . . . . . . .
...
...
. . . . . . c−1
cn−1 . . . . . . c1 c0

. (1.1.4)
Moment matrices of these forms are shift-invarient, meaning that they have constant
values along their antidiagonals and diagonals, respectively. This can be deduced from their
corresponding inner products 〈·, ·〉, along with the interpretation of the elements of a moment
matrix M =
[
mkj
]
as
〈xk, xj〉. (1.1.5)
For the real line case, it follows from (1.1.1) that
mkj =
∫ b
a
xk+jw2(x)dx, (1.1.6)
hence mkj depends only on the sum of the row and column indices and thus M has Hankel
structure. The structure of the Toeplitz matrix is deduced similarly from (1.1.3) and the
4fact that on the unit circle we have
xj = eijθ = e−ijθ = x−j, (1.1.7)
and we see that the moments mkj depend on the difference of indices. The shift-invariant
structure of H and T means that these matrices are structured, and are defined by only O(n)
parameters.
1.1.2 Classical polynomials ant their recurrence matrices
In addition to Hankel and Toeplitz matrices, there are other classes of matrices associated
with real orthogonal and Szego¨ polynomials, called tridiagonal and unitary Hessenberg ma-
trices. They are of the form
T =

δ1 γ2 0 . . . 0
β2 δ2 γ3
. . .
...
0 β3 δ3
. . . 0
...
. . . . . . . . . γn
0 . . . 0 βn δn

(1.1.8)
and
U =

−ρ1ρ0∗ −ρ2µ1ρ0∗ . . . −ρnµn−1 . . . µ1ρ0∗
µ1 −ρ1ρ0∗ . . . −ρnµn−1 . . . µ2ρ1∗
...
. . .
...
...
. . . −ρnµn−1ρn−2∗
0 . . . µn−1 −ρnρn−1∗

(1.1.9)
5where µk,j = µkµk+1 . . . µj, respectively.
As we had for the Hankel and Toeplitz matrices (1.1.2) and (1.1.4), the n × n matrices
(1.1.8) and (1.1.9) are structured in that they are defined byO(n) parameters. The difference,
however, is how the entries are defined. Instead of being defined through an inner product,
the entries of the tridiagonal and Unitary Hessenberg matrices are defined through the
recurrence relations that define the polynomials. For example, real orthogonal polynomials
satisfy the three-term recurrence relation
rk(x) = (x− δk) · rk−1(x)− γ2k · rk−2(x), (1.1.10)
and the terms {δk, γk} form the parameters in (1.1.8). Similarly, the terms {ρk, µk} that
define the parameters of (1.1.9) are formed through the two-term recurrence relations satisfied
by the Szego¨ polynomials,
φk(x)
φ#k (x)
 = 1
µk
 1 −ρ∗k
−ρk 1

 φk−1(x)
x · φ#k−1(x)
 . (1.1.11)
Perhaps unsurprisingly, these matrices are generalized as being recurrence matrices for their
relationship with orthogonal polynomials. Recurrence matrices of this type are also referred
to as confederate matrices (see, i.e., [3, 4]). Table 1.1.1 below gives known polynomial
systems and their recurrence matrices.
1.2 Quasiseparable matrices and polynomials
Many nice results originally derived for the tridiagonal and Unitary Hessenberg matrices,
such as fast multiplication algorithms and explicit inversion formulas (see, i.e., [2, 13, 22]).
6Table 1.1.1: Systems of polynomials and corresponding recurrence relations.
Polynomial system Confederate matrix
monomials

0 0 . . . 0 0
1
. . . 0 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 . . . 0 1 0

rk(x) = x · rk−1(x) lower shift matrix
Real orthogonal polynomials

δ1 γ2 0 . . . 0
β2 δ2 γ3
. . .
...
0 β3 δ3
. . . 0
...
. . .
. . .
. . . γn
0 . . . 0 βn δn

rk(x) = (x− δk) · rk−1(x)− γ2k · rk−2(x) tridiagonal matrix
Szego¨ polynomials

−ρ1ρ0∗ −ρ2µ1ρ0∗ . . . −ρnµn−1 . . . µ1ρ0∗
µ1 −ρ1ρ0∗ . . . −ρnµn−1 . . . µ2ρ1∗
...
. . .
...
...
. . . −ρnµn−1ρn−2∗
0 . . . µn−1 −ρnρn−1∗

[
φk(x)
φ#k (x)
]
=
1
µk
[
1 −ρ∗k−ρk 1
] [
φk−1(x)
x · φ#k−1(x)
]
Unitary Hessenberg matrix
Recently, a superclass of matrices called quasiseparable matrices and their associated poly-
nomials, quasiseparable polynomials was studied to generalize these results (see, i.e., [3, 4]).
In this study, a relationship between polynomials and matrices was established.
Proposition 1.2.1. Let H be the set of all strongly upper Hessenberg matrices (ai+1,i 6= 0
for i = 1, . . . , n − 1 and ai,j = 0 for i > j + 1), and P be the set of all polynomial systems
{rk(x)} satisfying deg rk(x) = k. For any strongly upper Hessenberg n × n matrix A ∈ H,
define the function f via the relation
f(A) = P, P = {rk(x)}nk=0, rk(x) =
1
a2,1a3,2 . . . ak,k−1
det(x · I − A)k×k, (1.2.1)
7where A =
[
ai,j
]
, and Ak×k denotes the k × k leading submatrix of A.
The previous proposition states that associated with each strongly upper Hessenberg
matrix H is a polynomial system consisting of the characteristic polynomials of the principal
submatrices of H. It is clear that this provides a mapping from matrices to polynomial
systems; f : H → P . It turns out that the matrices in Table 1.1.1 are special cases of a more
general class of matrices, called quasiseparable matrices, defined next.
Definition 1.2.2 ((H, 1)-quasiseparable matrices). A matrixA =
[
ai,j
]
is called (H, 1)−quasiseparable
if
1. it is strongly upper Hessenberg (nonzero along first subdiagonal), and
2. max(rank A12) = 1, where the maximum is taken over all symmetric partitions of the
form
A =
 ∗ A12
∗ ∗
 .
The class of (H, 1)-quasiseparable matrices includes the recurrence matrices associated
with the monomials, Chebyshev polynomials, real orthogonal polynomials and Szego¨ poly-
nomials (or all of the polynomials in Table 1.1.1) as special cases. This can be seen by
investigating all of the matrices, and can be illustrated by Figure 1.2.1.
Proposition 1.2.3. The lower shift matrix is (H, 0)-quasiseparable, Tridiagonal matrices
are (H, 1)-quasiseparable and Unitary Hessenberg matrices are (H, 1)-quasiseparable.
Proof. If A is the lower shift matrix, then any submatrix A12 is a zero matrix. If A is
tridiagonal, then the submatrix A12 has the form (γj)eke
T
1 , which has rank 1.
Finally, if A corresponds to the Szego¨ polynomials, then the submatrix A12 is also rank
1 since the rows are scalar multiples of each other.
8Figure 1.2.1: Quasiseparable matrices
(H, 1)-quasiseparable matrices
Unitary Hessenberg
Tridiagonal matrices
Lower shift
matrices matrices
A quasiseparable matrix is also uniquely defined by its generator definition.
Definition 1.2.4. A matrix A is called (H, 1)−quasiseparable if it can be represented in
the form
A =

d1 g1h2 g1b2h3 . . . . . . g1b1 . . . bn−1hn
q1 d2 g2h3 . . . . . . g2b2 . . . bn−1hn
0 q2 d3 . . . . . . g3b3 . . . bn−1hn
...
. . . . . . . . . . . .
...
...
. . . . . . qn−2 dn−1 gn−1hn
0 . . . . . . 0 qn−1 dn

(1.2.2)
where {qk 6= 0, dk, gk, bk, hk} are called the generators of A.
Example 1.2.5. The lower shift matrix
Z0 =

0 0 . . . 0 0
1
. . . 0 0
0
. . . . . .
...
...
...
. . . . . . 0
...
0 . . . 0 1 0

(1.2.3)
9is (H, 0)-quasiseparable with generators {qk = 1, dk = gk = bk = hk = 0}.
For brevity, a quaiseparable matrix will be depicted in the form
A =
d1
dn
. . .
q1
qn−1
. . .
0
gib
×
ijhj
(1.2.4)
where b×ij = bi+1 . . . bj−1 for j > i + 1 and b
×
ij = 1 for j = i + 1. Related to quasiseparable
matrices are quasiseparable polynomials defined next.
Definition 1.2.6. Let A = [aij] be an (H, 1)− quasiseparable matrix. For αi = 1
ai+1,i
, then
the system of polynomials related to A via
rk(x) = α1 . . . αk det(xI − A)k×k (1.2.5)
is called a system of (H, 1)−quasiseparable polynomials.
1.2.1 Quasiseparable polynomials
Many problems can be reduced to computations with systems of polynomials orthogonal
to either the real-line or the unit circle in the complex plane. Algorithms involving these
systems of polynomials often exploit the sparse recurrence relations satisfied by each class.
As mentioned before, real-orthogonal polynomials are known to satisfy the three-term recur-
rence relations (1.1.10), and the Szego¨ polynomials satisfy the two-term recurrence relations
(1.1.11).
10
Motivated by the computational savings enabled by the sparse recurrence relations, gen-
eralizations of these recurrence relations, in particular the general two-term recurrence rela-
tions
Fk(x)
rk(x)
 = 1
qk
qkbk −qkgk
hk x− dk

Fk−1(x)
rk−1(x)
 , (1.2.6)
where {Fk(x)} are auxiliary polynomials, were formed.
As stated earlier, the relationship between real-orthogonal polynomials and Szego¨ polyno-
mials and tridiagonal and unitary Hessenberg matrices is classical. A super class of matrices,
quasiseparable matrices, was introduced to generalize these matrices. It was shown in [3]
that the class of matrices related to systems of polynomials satisfying (1.2.6) is exactly the
class of (H, 1)−quasiseparable matrices.
1.2.2 Digital filter structures
The well-known Markel-Grey filter design is an important result in signal processing, and is
used to realize a system of Szego¨ polynomials via the two-term recurrence relations (1.1.11),
which correspond to the ladder structure shown in Figure 1.2.2.
Figure 1.2.2: Markel-Grey filter structure: signal flow graph to realize the Szego¨ polynomials
using two-term recurrence relations (1.1.11).
-ρ0
-ρ0
-ρ1
-ρ1
-ρ2
-ρ2
-ρ3
-ρ3
1
µ0
1
µ0
1
µ1
1
µ1
1
µ2
1
µ2
1
µ3
1
µ3
φ0
φ#0
φ1
φ#1
φ2
φ#2
φ3
φ#3
x x x
b0 b1 b2 b3
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Figure 1.2.3: Quasiseparable filter structure: signal flow graph for polynomials R using the
recurrence relations (1.2.6).
β1
γ1
ρ2
γ2
β3
γ3
α1 α2 α3
θ2θ1 θ3
G0
r0
G1
r1
G2
r2
G3
r3
x x x
b0 b1 b2 b3
The recurrence relations (1.2.6) lead to the quasiseparable filter structure, shown in [9]
and in Figure 1.2.3.
Chapter 2
Parts I and II: Laurent polynomials
and the Cauchy-Vandermonde matrix
2.1 The Vandermonde matrix
Vandermonde matrices of the form
V (x1:n) =

1 x1 x
2
1 . . . x
n
1
1 x2 x
2
2 . . . x
n
2
...
...
...
. . .
...
1 xn x
2
n . . . x
n
n

(2.1.1)
are classical, and explicit expression for their determinants and inverses are well known. The
structure (2.1.1) can be exploited to speed-up computations involving V (x), allowing one
to design fast algorithms. These algorithms have complexity O(n2), which is an order of
magnitude less than that of standard, structure-ignoring methods. The following sections
12
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explain the Traub algorithm and the Bjo¨rck-Pereyra algorithm, which are an O(n2) inversion
algorithm and system-solver for V (x) respectively.
2.1.1 The Traub algorithm for classical Vandermonde matrices
We first consider the numerical inversion of Vandermonde matrices of the form (2.1.1). Traub
proposed the algorithm in [26], which is a fast method to compute all n2 entries of V (x)−1
in only 6n2 flops. Let
P (x) :=
n∏
k=1
(x− xk) = xn +
n−1∑
k=0
ak · xk. (2.1.2)
be the master polynomial, whose zeros are the nodes of V (x). Following [26], consider the
divided difference
P [t, x] =
P (t)− P (x)
t− x , (2.1.3)
and define the polynomials {qk(x)}n−1k=0 by
P [t, x] =
n−1∑
k=0
qn−k−1(x) · tk. (2.1.4)
The polynomials (2.1.4) are called the associated (or Horner) polynomials of P (x). Sub-
stituting (2.1.2) into (2.1.3) shows that P [t, x] has Hankel structure:
P [t, x] =
n∑
k=1
ak · t
k − xk
t− x =
n∑
k=1
ak ·
(
tk−1 + tk−2x+ . . .+ txk−2 + xk−1
)
, (2.1.5)
which implies that the associated polynomials are given by
qk(x) = x
k + an−1 · xk−1 + . . .+ an−k+1 · x+ an−k. (2.1.6)
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Equation (2.1.6) implies that the associated polynomials satisfy the recurrence relations
q0(x) = 1, qk(x) = x · qk−1(x) + an−k (2.1.7)
for k = 1, . . . , n− 1.
From (2.1.2), (2.1.3), (2.1.5) and the trivial identity
P [x, x] = P ′(x), (2.1.8)
we obtain what Traub called the basic orthonormality relation:
P [xj, xk]
P ′(xk)
=
n−1∑
k=0
xkj ·
qn−1−k(x)
P ′(xk)
= δjk. (2.1.9)
Equation (2.1.9) implies that the inverse of a Vandermonde matrix (2.1.1) is given by
V (x)−1 =

qn−1(x1) . . . qn−1(xn)
qn−2(x1) . . . qn−2(xn)
...
...
q0(x1) . . . q0(xn)

diag
([
1
P ′(xk)
]n
k=1
)
. (2.1.10)
Traub exploited formula (2.1.10) to derive a fast algorithm for inversion of Vandermonde
matrices. First, observe that (2.1.7) allows one to compute the entries of the first factor in
(2.1.10), while the second entries P ′(x) of the second factor are computed by
q′1(x) = an−1, q
′
k(x) = qk−1(x) + x · q′k−1(x), (2.1.11)
which are obtained by differentiating (2.1.7). Thus the Traub algorithm can be summarized
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as follows.
Algorithm 2.1.1 (The Traub algorithm). Input: n distinct nodes, {xk}. Cost: 6n2 flops.
Output: Entries for V (x)−1.
1. Compute the coefficients of P (x) in (2.1.2) via nested polynomial multiplication:
a(1)0
a
(1)
1
 =
−x1
1
 ,

a
(k)
0
a
(k)
1
...
a
(k)
k

=

0
a
(k−1)
0
...
a
(k−1)
k−1

− xk ·

a
(k−1)
0
...
a
(k−1)
k−1
0

, (2.1.12)
with aj = a
(n)
j .
2. For j = 1, . . . , n,
(a) Compute qk(xj) via (2.1.7) for k = 0, . . . , n− 1.
(b) Using these quantities, comput P ′(xj) via (2.1.11).
(c) Compute the j-th column
[
qk(xj)
P ′(xj)
]
of V (x)−1.
The Traub algorithm computes all n2 entries of V (x) in only 6n2 flops, which compares
favorably with the complexity O(n3) flops of structure-ignoring methods (i.e., Gaussian
elimination). It was also noted that P ′(xj) can be computed as
P ′(xj) = (xj − x1) · . . . · (xj − xj−1) · (xj − xj+1) · . . . · (xj − xn), (2.1.13)
which is used in other Traub-like algorithms in [3, 4].
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2.1.2 The Bjo¨rck-Pereyra algorithm
Bjo¨rck and Pereyra described in [5] a fast algorithm that solves a Vandermonde linear system
V (x) · a = f (2.1.14)
in only 5n2/2 flops. Their algorithm exploits another explicit expression for V (x)−1,
V (x)−1 = U−11 · U−12 · . . . · U−1n−1 · L−1n−1 · . . . · L−11 , (2.1.15)
where
U−1k =

Ik−1
1 −xk
. . . . . .
1 −xk
1

, (2.1.16)
L−1k =

Ik
1
xk+1−xk
. . .
1
xn−xn−1


Ik−1
1
−1 1
. . . . . .
−1 1

, (2.1.17)
This formula yields the following algorithm for solving a linear system (2.1.14):
Algorithm 2.1.2 (Bjo¨rck-Pereyra algorithm). Input: n distinct nodes, {xk} and entries of
vector f : fk. Cost: 5n
2/2 flops. Output: Entries for a : ak.
function [a]=BP(x,f)
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a=f;
n=max(size(x));
for k=1:n-1
for i=n:-1:k+1
a(k)=(a(k)-a(k-1))/(x(k)-x(i-k-1));
end
end
for k=n-1:-1:1
for i=k:n-1
a(i)=a(i)-a(i+1)*x(k);
end
end
This algorithm solves one linear Vandermonde system of the form (2.1.14) in only 5n2/2
flops. It is known to provide, for special configurations of the nodes {xk}, more accurate
results than standard numerically stable algorithms.
2.1.3 Stability of the Bjo¨rck-Pereyra algorithm
Bjo¨rck and Pererya in [5] observed that their algorithm frequently produces more accurate
solutions than could be expected from the condition number of the coefficient matrix. In [14]
Higham analyzed Vandermonde matrices with positive and monotonically ordered nodes,
0 < x1 < x2 < · · · < xn, (2.1.18)
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and found that the Bjo¨rck-Pereyra algorithm is guaranteed to compute a remarkably accurate
solution â:
|â− a| ≤ 5nu · |a|+O(u2), (2.1.19)
where a is the exact solution and u is the machine precision. It was further shown in [6] that
the BP algorithm is also backward stable:
|∆V | ≤ 12n2uV (x1:n) +O(u2). (2.1.20)
Here the computed solution â is the exact solution of a nearby system (V + ∆V )â = f .
2.1.4 Different ordering of nodes.
It is the experience of many that the numerical behavior of many algorithms depend on the
ordering of the interpolation nodes. The orderings that are often considered are
• Random ordering.
• Monotonic ordering (2.1.18).
• Leja ordering. The points xk are ordered so that
|x1| = max
1≤k≤n
|xk|,
k−1∏
j=1
|xk − xj| − max
k≤l≤n
k−1∏
j=1
|xl − xj| for 2 ≤ k ≤ n. (2.1.21)
The latter ordering is related to Leja’s work on interpolation (see [25]). In [16], Higham
showed how to reorder xk so that (2.3.15) holds in n
2 flops, so that incorporating Leja
ordering will not slow down any fast O(n2) algorithms. Higham also showed (2.3.15) mimics
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row permutation of V (x), which would be obtained by applying partial pivoting to V (x).
This fact is used later in generalizing this method of ordering of nodes for other matrix types.
2.2 Part I: Laurent polynomials
In this section we consider the problem of inverting Laurent polynomial-Vandermonde matri-
ces, which is an extension of a subclass of Hessenberg-quaisiseparable-Vandermonde matrices.
For a set of n distinct nodes {xk}nk=1, the classical Vandermonde matrix V (x) =
[
xj−1i
]
is
known to be invertible, provided the nodes are distinct. One can generalize the structure by
evaluating a basis other than the monomials at the nodes. That is, for a set of n polynomials
R = {rk(x)}n−1k=0 and n distinct nodes {xk}, the matrix of the form
VR(x) =

r0(x1) . . . rn−1(x1)
r0(x2) . . . rn−1(x2)
...
...
r0(xn) . . . rn−1(xn)

(2.2.1)
is called a polynomial-Vandermonde matrix. In the simplest case where M = {1, x, . . . , xn−1}
is the monomial basis, the matrix VM(x) reduces to a classical Vandermonde matrix and the
inversion algorithm is due to Traub [26].
As in the monomial case, the desired inverse VR(x)
−1 is given by the formula
VR(x)
−1 = I˜ · V T
R̂
(x) · diag(c1, . . . , cn), (2.2.2)
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with
ci =
n∏
k=1
k 6=i
(xk − xi)−1. (2.2.3)
There has been much work on the inversion algorithm for different polynomial-Vandermonde
matrices, which is depicted in Table 2.2.1. In this section, we are most concerned in the case
where G = {ψk(x)}n−1k=0 is a system of Laurent polynomials, which we will define shortly.
Table 2.2.1: Fast O(n2) algorithms for VR(x)
Matrix VR(x) System R O(n2) inversion
Classic Vandermonde Monomials Traub [26]
Chebyshev-Vandermonde Chebyshev Polynomials Gohberg-Olshevsky [13]
Three-Term Vandermonde Real Orthogonal Polynomials Calvetti-Reichel [11]
Szego¨ - Vandermonde Szego¨ Polynomials Olshevsky [22]
(H, 1)-quasiseparable-V (H, 1)-quasiseparable BEGOT1 [3]
(H,m)-quasiseparable-V (H,m)-quasiseparable BEGOTZ2 [4]
2.2.1 Confederate matrices
We use Algorithm 2.1.10 as the motivation behind finding fast algorithms for various polynomial-
Vandermonde matrices. We look at polynomial systems R = {r0(x), . . . , rn−1(x), rn(x)} that
are specified by the general n−term recurrence relations
rk(x) = (αk · x− ak−1,k) · rk−1(x)− ak−2,k · rk−2(x)− . . .− a0,k · r0(x), αk 6= 0 (2.2.4)
1Bella-Eidelman-Gohberg-Olshevsky-Tyrtyshnikov
2Bella-Eidelman-Gohberg-Olshevsky-Tyrtyshnikov-Zhlobich
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for k > 0 and r0 is a constant. It was first introduced in [19] that these polynomials are
associated to a confederate matrix with respect to the basis R, defined by
CR(rn) =

a0,1
α1
a0,2
α2
a0,3
α3
. . .
a0,k
αk
. . . . . .
a0,n
αn
1
α1
a1,2
α2
a1,3
α3
. . .
a1,k
αk
. . . . . .
a1,n
αn
0
1
α2
a2,3
α3
. . .
... . . . . . .
a2,n
αn
0 0
1
α3
. . .
ak−2,k
αk
. . .
...
...
...
. . . . . .
ak−1,k
αk
. . . . . .
...
...
...
. . . . . .
1
αk
. . . . . .
...
...
...
. . . . . . . . . . . . . . .
...
0 0 . . . . . . . . . 0
1
αn−1
an−1,n
αn

(2.2.5)
Notice the coefficients of the recurrence relations for the kth polynomial rk(x) from (2.2.4)
are contained in the kth column of CR(rn). We refer to [19] for many useful properties of the
confederate matrix and only recall here that
r0(x) = λ0, rk(x) = λ0λ1 . . . λk det(xI −Hk×k). (2.2.6)
A table of well-known polynomial systems and their related Hessenberg matrices is given in
[4].
In the classical Traub algorithm, we have the master polynomial (2.1.2), which is decom-
posed under the monomial basis M = {1, x, . . . , xn} with recurrence relation
rk(x) = x · rk−1(x). (2.2.7)
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The confederate matrix for P (x) with respect to the basis M is given by
CM(P ) =

0 0 . . . 0 −P0
1 0 . . . 0 −P1
0 1
. . .
...
...
...
. . . . . . 0
...
0 . . . 0 1 −Pn−1

. (2.2.8)
The associated polynomials r̂k(x) = qk(x) (2.1.6) have a well-known recurrence relation,
r̂0(x) = 1, r̂k(x) = x · r̂k−1(x) + Pn−k, (2.2.9)
which implies that the confederate matrix with respect to the basis M̂ = {r̂k(x)} is given by
CR̂(P ) =

−Pn−1 −Pn−2 . . . −P1 −P0
1 0 . . . 0 0
0 1
. . .
...
...
...
. . . . . . 0
...
0 . . . 0 1 0

. (2.2.10)
The relation between confederate matrices CM(P ) and CM̂(P ) is given as
CM̂(P ) = I˜ · CM(P )T · I˜ (2.2.11)
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where
I˜ =

0 . . . 0 1
... 1 0
0
...
...
1 0 . . . 0

(2.2.12)
is the antidiagonal matrix. The passage from CR(P ) to CR̂(P ) in (2.2.11) is called a pertrans-
position, or reflection across the antidiagonal. A visual representation of the pertransposition
property is shown in Figure 2.2.1.
Figure 2.2.1: Pertransposition
CR(P ) = = CR̂(P )
a
b
Pertransposition
b
a
2.2.2 Traub-like algorithm for quasiseparable polynomials
It was shown in [22] that the pertransposition property holds for any polynomial system,
and in [4] it was shown that the recurrence relations for a given system of polynomials along
with (2.2.11) allow fast evaluation of the polynomials R̂ at the nodes xk, which is a required
step in a fast Traub-like algorithm.
Consider the system R = {rk(x)}nk=0 of (H, 1)−quasiseparable polynomials, which satisfy
the recurrence relations (1.2.6). Now consider the nodes {xk}nk=1 and write the master
polynomial P (x) with respect to the quasiseparable basis,
P (x) =
n∏
k=1
(x− xk) =
n∑
k=0
Pk · rk(x).
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Then the confederate matrix C of P with respect to R is
CR(P ) =
d1
dn
. . .
q1
qn−1
. . .
0
gib
×
ijhj
− 1
Pn
P0
Pn−1
...0
. (2.2.13)
Applying pertransposition (2.2.11) gives us the confederate matrix for the associated poly-
nomials R̂ as
CR̂(P ) =
dn
d1
. . .
qn−1
q1
. . .
0
gn−jb×n−j,n−ihn−1
− 1
Pn
P0Pn−1 . . .
0
. (2.2.14)
Introducing the notation
q̂k = qn−k+1 d̂k = dn−k+1
ĝk = hn−k+1 b̂k = bn−k+1 ĥk = gn−k+1
yields the [EGO05]-type recurrence relations
F̂0(x)
r̂0(x)
 =
 0
Pn
 ,
F̂k(x)
r̂k(x)
 = 1
q̂k
q̂kb̂k −q̂kĝk
ĥk x− d̂k

F̂k−1(x)
r̂k−1(x)

︸ ︷︷ ︸
typical terms
+
1
q̂k
 0
Pn−k

︸ ︷︷ ︸
perturbation
(2.2.15)
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where
{
F̂k(x)
}
are auxiliary polynomials.
Note that in order to use the recurrence relations (2.2.15) it is necessary to compute the
coefficients of the master polynomial Pk. To this end, an efficient method of calculating these
was shown in [3, 4], and is as follows.
Algorithm 2.2.1 (Coefficients of the master polynomial in the R basis). Input: A qua-
siseparable confederate matrix CR(rn) and n distinct nodes {xk}.
1. Set
[
P
(0)
0 . . . P
(0)
n
]
=
[
1 0 . . . 0
]
2. For k = 1 : n,

P
(k)
0
...
P
(k)
n
 =

 CR(x · rn−1(x)) 0
0 . . . 0 1 0
− xk · I
 ·

P
(k−1)
0
...
P
(k−1)
n

where R = {r0(x), . . . , rn−1(x), x · rn−1(x)} .
3. Take
[
P0 . . . Pn
]
=
[
P
(n)
0 . . . P
(n)
n
]
Now that we have an algorithm to compute the coefficients of the master polynomial, we
can use them and the recurrence relations (2.2.15) to evaluate the associated polynomials at
the nodes, using the following algorithm.
Algorithm 2.2.2 (Evaluate R̂ at {xk}). Input: Generators {pk, qk, dk, gk, bk, hk} of a qua-
siseparable matrix CR(rn) and n distinct nod es {xk}.
1. Set VR̂(:, 1) = Pn

1
...
1
 , F̂1 =

0 . . . 0
...
. . .
...
0 . . . 0

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2. For k = 1 : n− 1, compute
VR̂(:, k + 1) =
1
q̂k
ĥkF̂k +


x1
...
xn
− d̂k

1
...
1

VR̂(:, k) + Pn−k

1
...
1


and
F̂R̂(:, k + 1) =
1
q̂k
(q̂kb̂kF̂k − q̂kĝkVR̂(:, k)T )
We are now in place to compute the inverse of a quasiseparable-Vandermonde matrix,
VR(x)
−1, using the following Traub-like algorithm.
Algorithm 2.2.3 (Traub-like inversion algorithm). Input: Generators {pk, qk, dk, gk, bk, hk}
of a quasiseparable matrix CR(rn) and n distinct nodes {xk}.
1. Compute entries of diag(c1, . . . , cn), with ci =
n∏
k=1
k 6=i
(xk − xi)−1.
2. Compute the coefficients {Pk}nk=0 of the master polynomial P (x) using Algorithm 2.2.1.
3. Evaluate the n polynomials of R̂ at the n nodes {xk}nk=1 to form VR̂(x) using Algorithm
2.2.2.
4. Compute VR(x)
−1 = I˜ · V T
R̂
(x) · diag(c1, . . . , cn).
We will use the outline of Algorithm 2.2.3 when we look to invert a Laurent-Vandermonde
system, defined shortly.
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2.2.3 Main Tool: Green’s matrices and Laurent Polynomials
There has been much discussion on fast inversion of polynomial-Vandermonde systems for
various polynomial systems. Table 2.2.1 gives a representation of the different polynomial
systems and the work done in those areas, with the most recent work concentrating on the
inversion of (H, 1)-quasiseparable-Vandermonde matrices in [3] and (H,m)-quasiseparable-
Vandermonde matrices in [4]. We use this previous work and look at a subclass of (H, 1)-
quasiseparable matrices, called Green’s matrices, and relate these matrices and their poly-
nomials with Laurent polynomials. Green’s matrices are first introduced in [23].
Definition 2.2.4. A strictly upper Hessenberg matrix G is called Green’s (H, 1)-qs (or
simply Green’s matrix) if max
1≤i≤n
rank G(1 : i, i : n) = 1.
The difference between (H, 1)-qs matrices and Green’s matrices do not include the diag-
onal while submatrices G(1 : i, i : n) do. Visually,
G(1 : i, i : n)
?G =
.
It is discussed in [23] that a Green’s matrix is (H, 1)-qs, which implies it has a generator
definition. A strictly upper Hessenberg matrix G is Green’s (H, 1)-qs if it can be represented
in the form
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Table 2.2.2: (H, 1)-qs generators via Green’s matrix Ĝ generators
qk dk gk bk hk
σ̂k τk−1τ̂k τk−1σ̂k σk τ̂k
G =

τˆ0τ1 τˆ0σ1τ2 τˆ0σ1σ2τ3 . . . . . . τˆ0σ1 . . . σn−1τn
σˆ1 τˆ1τ2 τˆ1σ2τ3 . . . . . . τˆ1σ2 . . . σn−1τn
0 σˆ2 τˆ2τ3 . . . . . . τˆ2σ3 . . . σn−1τn
...
. . . . . . . . . . . .
...
...
. . . . . . σˆn−2 τˆn−2τn−1 τˆn−2σn−1τn
0 . . . . . . 0 σˆn−1 τˆn−1τn

(2.2.16)
where {σk, τk, σ̂k 6= 0, τ̂k} are called the generators of G. Table 2.2.2 gives the conversion
formula from Green’s generators to quasiseparable generators. A unique characteristic of a
Green’s matrix is that it can be decomposed as a product of n matrices, where a general
(H, 1)-quasiseparable matrix cannot.
Definition 2.2.5. Let G be a Green’s matrix. Then it has decomposition
G = Θ0Θ1 . . .Θn (2.2.17)
where
Θ0 =
 τ̂0
In−1
 ,Θk =

Ik−1
τk σk
σ̂k τ̂k
In−k−1

,Θn =
 In−1
τn
 . (2.2.18)
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Figure 2.2.2: Green’s matrices
(H, 1)-quasiseparable matrices
Unitary Hessenberg
Tridiagonal matrices
Lower shift
matrices matrices
Green’s matrices
Example 2.2.6 (Unitary Hessenberg decomposition). Let U be the unitary Hessenberg
matrix (1.1.9). It is well-known that it can be written as the product of Givens rotations,
U = Γ0Γ1 . . .Γn where
Γ0 =
 ρ∗0
In−1
 Γk =

Ik−1
−ρk µk
µk −ρ∗k
In−1

, Γn =
 In−1
−ρn
 . (2.2.19)
Figure 2.2.2 depicts the relationship between Green’s matrices and Quasiseparable ma-
trices.
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Example 2.2.7 (Non-factorable (H, 1)−qs matrix). Consider the 3× 3 tridiagonal matrix
A =

1 1 0
1 1 1
0 1 1
 .
Since A is tridiagonal, it is (H, 1)-quasiseparable. Now assume it has the factorization
A =

a b 0
c d 0
0 0 1


1 0 0
0 e f
0 g h
 =

a bf bg
c df dg
0 h e
 .
This leads to bf = dg = 1 when bg = 0, which is an inconsistent system of equations.
Definition 2.2.8. A system of polynomials R = {rk(x)}nk=0 is called a system of Green’s
polynomials if it is related to a Green’s matrix G via (2.2.6) with λk = 1/σ̂k.
It was shown in [23] that if a system of polynomials are Green’s polynomials, then they
satisfy the recurrence relation
f0(x)
r0(x)
 =
τ̂0
1
 ,
fk(x)
rk(x)
 = 1
σ̂k
σ̂kσk − τ̂kτk τ̂k
−τk 1

 fk−1(x)
x · rk−1(x)
 (2.2.20)
where {fk(x)} are auxiliary polynomials. We use Green’s polynomials and the auxiliary
fk(x)s to define Laurent polynomials.
Definition 2.2.9. Let J = (j1, j2, . . . , jn) be a sequence of binary digits. We define a
sequence of Laurent polynomials Ψ = {ψk(x)}n−1k=0 as
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ψk(x) =
 x
−∑k+1m=1 jmrk(x) if jk+1 = 0
x−
∑k+1
m=1 jmfk(x) if jk+1 = 1
. (2.2.21)
Definition 2.2.10. Let Ψ be a system of Laurent polynomials as in (3.5.5). Then VΨ(x),
given by
VΨ(x) =

ψ0(x1) . . . ψn−1(x1)
ψ0(x2) . . . ψn−1(x2)
...
...
ψ0(xn) . . . ψn−1(xn)

(2.2.22)
is called a Laurent-Vandermonde matrix.
2.3 Part II: Cauchy-Vandermonde matrices.
Cauchy-Vandermonde matrices. A Cauchy-Vandermonde matrix of order n is a matrix
W of the form
W = [ C V ], (2.3.1)
where the first ` (1 ≤ ` ≤ n) columns form a Cauchy matrix and the last n− ` columns form
a Vandermonde matrix:
W (x1:n, y1:`) =

1
x1 − y1 . . .
1
x1 − y` 1 x1 . . . x
n−`−1
1
...
. . .
...
...
...
. . .
...
1
xn − y1 . . .
1
xn − y` 1 xn . . . x
n−`−1
n
 . (2.3.2)
Cauchy-Vandermonde matrices are encountered in applied problems related to rational-
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polynomial interpolation.
2.3.1 The Vandermonde and Cauchy matrices
Linear systems with Vandermonde matrices (2.1.1) and Cauchy matrices,
C(x1:n, y1:n) =

1
x1−y1 . . .
1
x1−yn
...
. . .
...
1
xn−y1 . . .
1
xn−yn
 (2.3.3)
are classical. They are encountered in many applied problems related to polynomial and
rational function computations. Vandermonde and Cauchy matrices have many similar
properties, among them is the existence of explicit formulas for their determinants and
inverses, see, e.g., [7] and references therein. Along with many interesting algebraic prop-
erties, these matrices have several remarkable numerical properties, often producing more
accurate computations than those based on the use of structure-ignoring algorithms, such
as Gaussian Elimination with pivoting. At the same time, such favorable numerical prop-
erties are much better understood for Vandermonde and related matrices (see, for example
[5, 10, 11, 14, 15, 16, 24].)
The Bjo¨rck-Pereyra algorithm for Vandermonde systems. The Bjo¨rck-Pereyra
algorithm is based on the decomposition of the inverse of a Vandermonde matrix into a
product of bidiagonal factors,
V −1(x1:n) = U−11 · . . . · U−1n−1 · L−1n−1 · . . . · L−11 , (2.3.4)
where the terms U−1k and L
−1
k are given in (2.1.17) and (2.1.16) respectively. This description
allows one to solve the associated linear systems in only O(n2) operations, which is by an
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order of magnitude less than the complexity O(n3) of general methods. Moreover, the
algorithm requires only O(n) locations of memory.
2.3.2 BP-type algorithm for Cauchy matrices
The “bidiagonal” BKO Algorithm for general Cauchy systems. A fast Bjo¨rck-
Pereyra-type algorithm for Cauchy matrices was established in [7]. Again, it is based off the
decomposition the inverse of a Cauchy matrix into a product of bidiagonal factors,
C−1(x1:n, y1:n) = U−11 · . . . · U−1n−1 ·D−1 · L−1n−1 · . . . · L−11 (2.3.5)
This description again allows one to solve the associated linear systems in only O(n2)
operations. Moreover, the algorithm requires only O(n) locations of memory. Also in [7], it
was shown that the sparsity of the Lk, Uk and D factors in (2.3.5) results in favorable upper
bounds when computing forward stability of the algorithm.
2.3.3 Stability of BP-type algorithms
It was showin in [6] that the ordering of the nodes
yn < · · · < y1 < 0 < x1 < · · · < xn (2.3.6)
is an appropriate analog of (2.1.18) for Cauchy matrices. This allows for the computation of
the error bounds for the BP-type algorithm are similar to (2.1.19) and (2.1.20),
|a− â| ≤ 5(2n+ 1)u · |a|+O(n2), (2.3.7)
34
|∆C| ≤ 20n(2n− 1)u · C(x1:n, y1:n) +O(n2). (2.3.8)
An interesting result is that the conditions (2.1.18) and (2.3.6) imply total positivity of
V (x1:n) and C(x1:n, y1:n) respectively. Totally positive matrices are usually extremely ill-
conditioned, so that the Gaussian elimination procedure often fails to compute even one
correct digit in the computed solution. The bounds (2.3.7) and (2.3.8) indicate that also
in such cases the BP-type algorithm can produce, for special right hand sides, all possible
results with relative precision.
Limitations for non-totally positive matrices. Reordering of the nodes {xk} and
poles {yk} is equivalent to row and column permutation of C(x1:n, y1:n) respectively. If the
two sets are separated from each other,
yk < xj, 1 ≤ k, j ≤ n (2.3.9)
the error bound (2.3.7) suggests we reorder the nodes monotonically as in (2.3.6) and apply
the BP-type algorithm in [6]. However, numerical experiments show that in the general case
(i.e. when (2.3.6) does not hold) the backward error of the fast BP-type algorithm of [6]
may be worse that that of the slow Gaussian elimination with pivoting.
An examination of the error analysis of the BP-type algorithm in [6] indicates that the
corresponding backward bound involves the quantity
|L1| · . . . · |Ln−1| · |Un−1| · . . . · |U1|, (2.3.10)
which can be much higher than the more attractive quantity |L| · |U | because of a non-
cancellation property |M | · |N | ≥ |M · N |. In totally positive cases, the entries of Lk and
Uk in (2.3.10) are nonnegative, allowing us to remove the moduli to replace (2.3.10) with
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C(x1:n, y1:n) in the favorable bound (2.3.7). Unfortunately, the bidiagonal structure of the
Lk and Uk in (2.3.5) does not allow us to remove the moduli. These limitations suggests a
need for a new backward stable Cauchy solver that may be used to develop new algorithms
with fewer restrictions on the ordering of the nodes.
2.3.4 “Lambda” BKO algorithm for Cauchy matrices.
In [8], a new LU-factorization of Cauchy matrices was introduced. This new algorithm is
similar to the Bjo¨rck-Pereyra algorithm, but used a “lambda” shape matrix rather than the
bidiagonal factorization. The Cauchy matrix was factored as
C(x1:n, y1:n)
−1 = U−11 · . . . · U−1n−1 ·D−1 · L−1n−1 · . . . · L−11 , (2.3.11)
where
L−1k =

Ik
1
xk+1 − xk
. . .
1
xn − xk


Ik−1
1
−(xk − yk) (xk+1 − yk)
...
. . .
−(xk − yk) (xn − yk)

,
(2.3.12)
U−1k =

Ik−1
1 −(xk − yk) . . . −(xk − yk)
(xk − yk+1)
. . .
(xk − yn)


Ik
1
yk − yk+1
. . .
1
yk − yn

(2.3.13)
36
and
D−1 = diag{(x1 − y1), . . . , (xn − yn)}. (2.3.14)
2.3.5 Leja ordering for Vandermonde and Cauchy matrices.
It is important to note that the BKO algorithm is not invariant to permutations of the points
defining the Cauchy matrix. Different configurations of {x1:n} yield different decompositions
for V (x1:n) and C(x1:n, y1:n), though all of the form (2.3.4) and (2.3.11) respectively. In [16],
Higham proposed a reordering of the nodes for Vandermonde matrices:
|x1| = max
1≤j≤n
|xj|,
k−1∏
i=1
|xk − xi| = max
k≤j≤n
k−1∏
i=1
|xj − xi| for 2 ≤ k ≤ n, (2.3.15)
and in [25] it was called Leja ordering. We suggest to call it Leja-Vandermonde ordering as
to distinguish it from orderings associated with other matrices.
Through numerical examples in [7], it was shown that Leja-Vandermonde ordering of
the nodes (2.3.15) improves the backward stability of the BKO algorithm. This implies
the need to investigate the affects of Leja-type ordering on all BKO-type algorithms. The
ordering (2.3.15) mimics the row interchange that would occur when Gaussian elimination
with partial pivoting is applied. In addition to (2.3.15), a similar pivoting method for Cauchy
matrices was introduced in [8]. Here, it is implied that partial pivoting on a Cauchy matrix,
C(x1:n, y1:n), is equivalent to successive maximization of the quantities
|di| =
∣∣∣∣∣
∏i−1
j=1(xi − xj)
∏i−1
j=1(yi − yj)
(xi − yi)
∏i−1
j=1(xi − yj)
∏i−1
j=1(xj − yi)
∣∣∣∣∣ , (2.3.16)
for i = 1, . . . , n. In [8] this ordering is called predictive partial pivoting, or rational Leja
ordering by analogy with Leja ordering of [16]. We suggest to call it Leja-Cauchy ordering.
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Table 2.3.1: Leja Ordering
Matrix Leja-type ordering
Vandermonde Higham [16], Reichel [25]
Cauchy BKO [8]
Cauchy-Vandermonde ??
2.3.6 Previous work on Cauchy-Vandermonde matrices.
In the simplest classical Cauchy case (2.3.3), the lambda-factorization is, in many instances,
superior to the bidiagonal one. This indicates the need to derive the lambda-shaped factor-
ization for general Cauchy-Vandermonde matrices as well as its numerical properties.
In [20], a decomposition of the inverse of Cauchy-Vandermonde matrices into bidiagonal
factors was established, however the lambda factorization was not derived, and the corre-
sponding analog of Leja ordering was not explored. In [21], a fast, BP-type algorithm is
introduced for solving a Cauchy-Vandermonde system. In addition, it was proven in [21]
that W (x1:n, y1:`) is totally positive when
y` < · · · < y1 < 0 < x1 < · · · < xn. (2.3.17)
Finally, a numerical example is given to indicate the stability of the algorithm, however the
affect of the ordering of the nodes was not shown. Tables 2.3.1 and 2.3.2 summarize the
known results for Leja ordering and O(n2) system solvers respectively.
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Table 2.3.2: Fast O(n2) System Solvers
Matrix Fast System Solver Bidiagonal Fast System Solver “Lambda”
Vandermonde Bjo¨rck and Pereyra [5] Boros, Kailath, Olshevsky[6]
Cauchy Boros, Kailath, Olshevsky [7] Boros, Kailath, Olshevsky [8]
C-V Martinez and Pen˜a [21] ??
2.4 Main Results
2.4.1 Laurent polynomials
In this section, we look to invert a Laurent-Vandermonde matrix, VΨ(x), using a Traub-like
algorithm. To do so, we will:
• Establish a Traub-like inversion algorithm for a Vandermonde matrix with respect to
a Power system:
P[−m,n] = {x−m, . . . , x−1, 1, x, . . . , xn}. (2.4.1)
• Introduce the concept of an admissible system, and find a general relation between
their multiplication operators (a subclass of confederate matrices) and that of the
associated polynomials.
• Use the findings for the admissible system to establish the pertransposition property
for associated-Laurent polynomials.
• Use the recurrence relations found in the previous step to create Ψ̂ =
{
ψ̂0(x), . . . , ψ̂n(x)
}
.
Using these polynomials, we have the equation for the inverse:
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V −1Ψ (x) = Î · V TΨ̂ (x) · diag(c1, . . . , cn). (2.4.2)
2.4.2 Cauchy-Vandermonde matrices
New “lambda” algorithm. We derive an alternative to the BKO-type algorithm based
on the factorization
W−1(x1:n, y1:`) = U−11 · . . . · U−1n−1 ·D−1 · L−1n−1 · . . . · L−11 (2.4.3)
where the L factors have the “lambda” shape as in (2.3.13). The new algorithm is provided
to facilitate the computation of the upper bounds when performing backward error analysis.
CV-Leja ordering of nodes. After deriving the BKO-type algorithm, we use the
well known equation for the determinant of a Cauchy-Vandermonde matrix to maximize the
det(W1:k,1:k) by maximizing the quantities
|di| =

∣∣∣∣∣
∏i−1
j=1(xi − xj)
∏i−1
j=1(yi − yj)
(xi − yi)
∏i−1
j=1(xi − yj)
∏i−1
j=1(xj − yi)
∣∣∣∣∣ , for i = 1, . . . , `
∣∣∣∣∣
∏i−1
j=1(xi − xj)∏`
j=1(xi − yj)
∣∣∣∣∣ , for i = `+ 1, . . . , n− 1.
(2.4.4)
Error analysis. After deriving the BKO-type algorithm for Cauchy-Vandermonde ma-
trices, we provide nice upper bounds on the unit roundoff error for the computed solution
aˆ.
Numerical experiments. Finally, we present several numerical experiments on the
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algorithm. In these experiments, we test different orderings of the nodes, including monotonic
and CV-Leja, to see their affect on the stability of the algorithm.
Chapter 3
Fast Inversion Algorithm for
Laurent-Vandermonde Matrices
3.1 Power basis
To study an inversion algorithm for Laurent polynomials, we must first look at some results
for a simpler case. First, let us define the space of polynomials and the basis we are working
in.
Definition 3.1.1. Let Π[−m,n] = span (x−m, x−m+1, . . . , x−1, 1, x, . . . , xn) be the power
space of degree (−m,n), and the set
P[−m,n] =
{
x−m, x−m+1, . . . , x−1, 1, x, . . . , xn
}
(3.1.1)
be the power basis of Π−m,n.
We can use this set of polynomials to create a matrix similar to the classic Vandermonde
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matrix, called the Power-Vandermonde matrix.
Definition 3.1.2. Let P := P[−m,n−1] be the power basis of Π[−m,n] as in (3.1.1) and {xk}
be a set of distinct nodes for k = 1, . . . , n + m with xk 6= 0 for all k. Then the power-
Vandermonde matrix, VP (x1:n+m), is defined as
VP (x1:n+m) =

x−m1 . . . x
−1
1 1 x1 . . . x
n−1
1
...
...
...
...
...
x−mn+m . . . x
−1
n+m 1 xn+m . . . x
n−1
n+m
 . (3.1.2)
3.1.1 Traub-like algorithm for the power-Vandermonde matrix
We now look to invert (3.1.2) using a Traub-like algorithm. The Traub algorithm is refer-
enced in equation (2.1.10), and any Traub-like algorithm begins by constructing the master
polynomial, which is used to define the associated polynomials, {r̂k(x)}.
Definition 3.1.3. Let P[−m,n] be the power basis (3.1.1) and {xk} be a set of n+m distinct
nodes with xk 6= 0. Define the master polynomial as
P (x) =
m∏
k=1
(
1
x
− 1
xk
)
·
n∏
k=m+1
(x− xk) =
n∑
k=−m
Pk · xk. (3.1.3)
We use the master polynomial (3.1.3) in the computation of the divided difference
Q[t, x] =
P (t)− P (x)
t− x (3.1.4)
and the associated polynomials as follows.
Definition 3.1.4. Let the master polynomial P (x) be as in (3.1.3) and consider the divided
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difference (3.1.4). Define the associated polynomials, {r̂k(x)} as
Q[t, x] =
−1∑
k=−m
r̂k(x) · t−m−k−1 +
n−1∑
k=0
r̂k(x) · tn−k−1. (3.1.5)
We can now obtain what Traub called the basic orthonormality relation.
Lemma 3.1.5. Let {xk} be a set of n+m distinct nodes with xk 6= 0, the master polynomial
P (x) as in (3.1.3) and the divided difference Q[t, x] be as in (3.1.4). Then
Q[xj, xk]
P ′(xk)
=
−1∑
k=−m
xkj ·
r̂−m−k−1(xk)
P ′(xk)
+
n−1∑
k=0
xkj ·
r̂n−k−1(xk)
P ′(xk)
= δj,k (3.1.6)
where
δi,j =

0 for k 6= j
1 for k = j
(3.1.7)
Proof. Straightforward from (3.1.3), (3.1.4), (3.1.5) and the trivial identity
Q[x, x] = P ′(x). (3.1.8)
The latter relation implies that the inverse of the power-Vandermonde matrix (3.1.2) is
given by
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VP (x1:n+m)
−1 =

r̂−1(x1) r̂−1(x2) . . . r̂−1(xn+m)
...
...
...
r̂−m(x1) r̂−m(x2) . . . r̂−m(xn+m)
r̂n−1(x1) r̂n−1(x2) . . . r̂n−1(xn+m)
...
...
...
r̂0(x1) r̂0(x2) . . . r̂0(xn+m)

· diag
([
1
P ′(xk)
]n+m
k=1
)
(3.1.9)
The equation (3.1.9) gives a relation between the inverse of a power-Vandermonde matrix
and the associated polynomials defined in (3.1.5). This method of computing (3.1.9) is known
to be efficient when the structure of the associated polynomials {r̂k(x)} is exploited.
3.1.2 Recurrence relations for associated polynomials
The ability to construct the associated polynomials {r̂k(x)} efficiently will allow the fast
inversion of a power-Vandermonde matrix. It is for this reason that we look at how to build
the associated polynomials using their recurrence relations.
Lemma 3.1.6. Let {xk} be a set of n + m distinct nodes with xk 6= 0 and the master
polynomial P (x) as in (3.1.3). Then associated polynomials (3.1.5) exist and satisfy
r̂0(x) = Pn, r̂k(x) = x · r̂k−1(x) + Pn−k, (3.1.10)
for k = 1, . . . , n− 1 and
r̂−1(x) = −P−m · x−1, r̂−k(x) = x−1 · (r̂−k+1(x)− P−m+k−1), (3.1.11)
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for k = 2, . . . ,m.
Proof. The proof is immediate after plugging (3.1.3) into (3.1.4):
Q[t, x] =
P (t)− P (x)
t− x =
n∑
k=1
Pk
tk − xk
t− x −
m∑
k=1
P−k
tk − xk
tkxk(t− x) (3.1.12)
=
n−1∑
k=1
Pk(t
k−1 + tk−2 · x+ . . .+ t · xk−2 + xk−1) (3.1.13)
−
m∑
k=1
P−k(t−1 · x−k + t−2 · x−k+1 + . . .+ t−k+1 · x−2 + t−k · x−1).
Equation (3.1.13) implies that the associated polynomials are given by
r̂k(x) = x
k + Pn−1 · xk−1 + . . .+ Pn−k+1 · x+ Pn−k, (3.1.14)
for k = 1, . . . , n− 1 and
r̂−k(x) = −P−mx−k − P−m+1 · x−k+1 − . . .− P−m+k−1 · x−1, (3.1.15)
for k = 1, . . . ,m. Equations (3.1.14) and (3.1.15) imply the result.
3.2 Multiplication operator
As discussed earlier, we can define a polynomial system, R = {rk(x)}nk=0 and its recurrence
relations by its associated confederate matrix, CR(rn). One property of any confederate
matrix is that it satisfies
x ·
[
r0(x) . . . rn−1(x)
]
=
[
r0(x) . . . rn−1(x)
]
CR(rn). (3.2.1)
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Example 3.2.1. For the monomial basis R = {xk} for k = 0, . . . , n − 1, the confederate
matrix is the standard lower shift matrix
CR(x
n) =

0 0 . . . . . . 0
1 0 . . . . . . 0
0
. . . . . .
...
...
. . . . . . . . .
...
0 . . . 0 1 0

. (3.2.2)
The monomial basis clearly satisfies the recurrence relations xk = x · xk−1, and thus satisfies
x ·
[
1 x . . . xn−1
]
=
[
1 x . . . xn−1
]

0 0 . . . . . . 0
1 0 . . . . . . 0
0
. . . . . .
...
...
. . . . . . . . .
...
0 . . . 0 1 0

. (3.2.3)
The confederate matrices allow the definition of polynomial systems through their re-
currence relations. However, if we are not looking at strictly polynomial systems, then we
cannot use a confederate matrix to define them. Instead, we will use the property (3.2.4),
called a multiplication operator.
Definition 3.2.2. For a system of polynomials R, the matrix CR is called a multiplication
operator if it satisfies
x ·
[
r0(x) r1(x) r2(x) . . .
]
=
[
r0(x) r1(x) r2(x) . . .
]
CR. (3.2.4)
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Example 3.2.3. For the infinite monomial basis R = {xk} for k = 0, 1, . . . , the multiplica-
tion operator is the infinite-dimensional lower-shift matrix:
CR =

0 0 . . . . . .
1 0 . . . . . .
0 1
. . .
...
. . . . . .

. (3.2.5)
The concept of a multiplication operator is useful because we can extend the confederate
matrix property of capturing recurrence relations to systems that are not directly related to
a confederate matrix via (2.2.6). The next example shows how this can be achieved.
Example 3.2.4. Let P[−m] be the infinite power basis {x−m, . . . , x−1, 1, x, x2, . . . }. One
property that is immediate is that they satisfy the same recurrence relations as the monomial
basis:
xk = x · xk−1 (3.2.6)
for all k = −m, . . . ,−1, 0, 1, . . . , n. Thus the multiplication operator, CP[−m] is the same as
CR defined in (3.2.5).
3.2.1 Truncated multiplication operator
When looking at a polynomial-Vandermonde matrix, we use a set of n polynomials (or m+n
in the power basis case) instead of an infinite set. For this reason, we must look to truncate
the indefinite multiplication operators to finite dimension.
Definition 3.2.5. Let R = {rk(x)} be a system of polynomials and CR be its associated
multiplication operator. Then if λ is a root of rn(x) and CR(rn) is of size n, then it is called
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a truncated multiplication operator, and satisfies
λ ·
[
r0(λ) . . . rn−1(λ)
]
=
[
r0(λ) . . . rn−1(λ)
]
CR(rn) (3.2.7)
By definition, λ is an eigenvalue of CR(rn) and we have the vector of polynomials eval-
uated at λ is a left-eigenvector. Truncating the multiplication operator is useful when we
look to apply our Traub-like algorithm to a polynomial-Vandermonde matrix.
Lemma 3.2.6 (Truncated multiplication operators.). Let R = {rk(x)} be an infinite set of
polynomials and CR be its multiplication operator. Let {xk} for k = 1, . . . , n be n distinct
nodes and
P (x) =
∏
(x− xk) =
n−1∑
k=0
Pk · rx(x) + Pn · x · rn−1(x) (3.2.8)
be the master polynomial. Then
xk·
[
r0(xk) . . . rn−1(xk)
]
=
[
r0(xk) . . . rn−1(xk)
]

CR(1 : n, 1 : n)− 1
Pn

0 . . . 0 P0
0 . . . 0 P1
...
...
...
0 . . . 0 Pn−1


(3.2.9)
where CR(1 : n, 1 : n) is the n × n leading sub diagonal of CR and {Pk} are the coefficients
of the master polynomial (3.2.8).
The proof is immediate from the definition of the master polynomial (3.2.8) and (3.2.7).
It is significant to note that that when using the truncated multiplication operator, the
we use the polynomial set R¯ = {r0(x), . . . , rn−1(x), x · rn−1(x)} instead of the conventional
R = {r0(x), . . . , rn(x)} in the definition of the master polynomial. The motivation behind
using this set will be discussed in a later section as it applies to the Laurent polynomials.
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For the remainder of this section, we will refer to the right hand side of (3.2.9), the
truncated multiplication operator with respect to the master polynomial, P (x), as CR(P ).
Example 3.2.7. If R = {1, x, . . . , xn−1, P (x)} where P (x) is the master polynomial
P (x) =
n∏
k=1
(x− xk) = P0 + P1 · x+ · · ·+ Pn−1xn−1 + Pn · xn (3.2.10)
Then
CR(P ) =

0 0 . . . 0 −P0
Pn
1 0 . . . 0 −P1
Pn
0 1 . . . 0 −P2
Pn
. . . . . .
...
...
0 1 −Pn−1
Pn

. (3.2.11)
Example 3.2.8. For the power basis P[−m,n−1] as in (3.1.1) and the master polynomial P (x)
defined in (3.1.3), the multiplication operator, CP[−m,n−1](P ) is given by
CP[−m,n−1](P ) =

0 0 . . . 0 −P−m/Pn
1 0 . . . 0 −P−m+1/Pn
0
. . . . . .
...
...
. . . . . . . . .
...
...
0 1 0 −P−1/Pn
0 1 0 −P0/Pn
. . . . . .
...
...
0 1 0 −Pn−2/Pn
0 1 −Pn−1/Pn

. (3.2.12)
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The previous lemma and most recent example leads immediately to a connection be-
tween the power basis’ truncated multiplication operator and the power-Vandermonde ma-
trix (3.1.2).
Lemma 3.2.9. Let P := P[−m,n−1] be the power basis as in (3.1.1) along with the master
polynomial P (x) defined in (3.1.3), and CP (P ) be its multiplication operator (3.2.12). Let
{xk} for k = 1, . . . , n+m be n+m distinct nodes with xk 6= 0. Then the following relation
holds:
Dx · VP (x) = VP (x) · CP (P ) (3.2.13)
where Dx = diag{xk} and VP (x) is the power-Vandermonde matrix (2.2.1).
The proof, again, is immediate from the previous definitions. The relation (3.2.13) holds
for all polynomial systems through the previous definitions.
3.2.2 Truncated multiplication operator for associated polynomi-
als
In the previous Traub-like algorithms (see, e.g. [2, 3, 4]), the confederate matrix for a given
polynomial system, CR(P ), is used to generate the confederate matrix for the system of
associated (or horner) polynomials, CR̂(P ), via (2.2.11). We now will generalize the property
(2.2.11) for the power basis through the truncated multiplication operator.
Theorem 3.2.10. Let P := P[−m,n−1] be the power basis (3.1.1) and P̂ = {r̂k(x)}n−1k=−m be
the associated polynomials (3.1.5). Also let {xk} be n+m distinct nodes with xk 6= 0 for all
k = 1, . . . , n+m. Finally, define the master polynomial as in (3.1.3). Then
CP̂ (P ) = I˜ · CTP (P ) · I˜ , (3.2.14)
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where I˜ is the anti-diagonal matrix (2.2.12) and P̂ is the associated-power polynomials,
written as [
r̂0(xk) r̂1(xk) . . . r̂n−1(xk) r̂−m(xk) . . . r̂−1(xk)
]
. (3.2.15)
Proof. Let P̂ be given as in (3.1.5), satisfying recurrence relations (3.1.10) and (3.1.11).
Rearranging the recurrence relations with respect to x · r̂k(x) gives
r̂0(x) = Pn, x · r̂k−1(x) = r̂k − Pn−k (3.2.16)
for k = 1, . . . , n− 1 and
x · r̂−1(x) = −P−m, x · r̂−k(x) = r̂−k+1 − P−m+k−1 (3.2.17)
for k = 2, . . . ,m.
After noting that each coefficient of the master polynomial Pk can be written as
Pk =
Pk
Pn
· r̂0(x) (3.2.18)
and writing the vector of associated polynomials evaluated at each node xk as
[
r̂0(xk) r̂1(xk) . . . r̂n−1(xk) r̂−m(xk) . . . r̂−1(xk)
]
, (3.2.19)
the multiplication operator CP̂ (P ) is given by
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CP̂ (P ) =

−Pn−1
Pn
−Pn−2
Pn
. . . − P1
Pn
− P0
Pn
−P−1
Pn
. . . −P−m+1
Pn
−P−m
Pn
1 0 . . . 0
. . . . . .
...
. . . . . .
...
1 0
1 0
. . . . . .
...
. . . 0
1 0

. (3.2.20)
Finally, for the power basis P[−m,n] and master polynomial P (x), the truncated multiplication
operator CP (P ) is given by (3.2.12), proving the relation.
The previous theorem may seem redundant since we already have recurrence relations for
the associated polynomials R̂. However, we will use the property (3.2.14) to generalize the
connection between multiplication operators for polynomial systems and related associated
polynomials.
Lemma 3.2.11. Let P := P[−m,n−1] be the power basis (3.1.1) and P̂ = {r̂k(x)}n−1k=−m be the
associated polynomials (3.1.5). Also let {xk} be n + m distinct nodes with xk 6= 0 for all
k = 1, . . . , n + m. Define the power-Vandermonde matrix, VP (x), as in (3.1.2). Then the
inverse, VP (x)
−1, is given by
VP (x)
−1 = I˜ · V T
P̂
(x) · diag
([
1
P ′(xk)
]n+m
k=1
)
(3.2.21)
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where VP̂ (x) is the associated-Vandermonde matrix
VP̂ (x) =

r̂0(x1) r̂1(x1) . . . r̂n−1(x1) r̂−m(x1) . . . r̂−1(x1)
r̂0(x2) r̂1(x2) . . . r̂n−1(x2) r̂−m(x2) . . . r̂−1(x2)
...
...
...
...
...
r̂0(xn+m) r̂1(xn+m) . . . r̂n−1(xn+m) r̂−m(xn+m) . . . r̂−1(xn+m)

(3.2.22)
The proof is straightforward from equations (3.1.9) and (3.2.22) .
3.3 Multiplication operator for a general system
Now that we have show how to invert a power-Vandermonde matrix and find the recur-
rence relations associated with that system, we can apply those results to a general set of
polynomials.
3.3.1 Admissible system
We begin by defining a system of polynomials guaranteed to have an associated multiplication
operator, called an admissible system.
Definition 3.3.1. Let Π[−m,n] = span{xk, k = −m, . . . ,−1, 0, 1, . . . , n} be the space of
polynomials of degree −m to n. The set of polynomials L = {`k(x)} for k = −m, . . . , n− 1
and is called admissible if they satisfy the following:
1. `0(x) ∈ Π0
2. `k(x) ∈ Π[−m,n−1] for all k = −m. . . , n− 1.
54
3. {`k(x)}n−1k=−m form a basis of Π[−m,n−1]
4. `n−1(x) ∈ Π[−m,n−1] and /∈ Π[−m,n−2].
Example 3.3.2 (Admissible systems). The following are examples of admissible systems
1. The monomial basis {1, x, . . . , xn−1}.
2. R = {rk(x)}n−1k=0 with deg(rk(x)) = k.
3. The power basis P[−m,n−1].
The restrictions on an admissible system guarantee that x · `k(x) ∈ Π[−m+1,n], in which
case we can write it as
x · `k(x) =
n−1∑
j=−m
aj,k`j(x) + an,k · x · `n−1(x) (3.3.1)
After defining the master polynomial P (x)
P (x) =
m∏
k=1
(
1
x
− 1
xk
)
·
n∏
k=m+1
(x− xk), (3.3.2)
equation (3.3.1) leads to the existence of a truncated multiplication operator, CL(P ). In
addition to a multiplication operator, the system L of admissible polynomials, along with
distinct {xk}n+m+1k=1 admits an admissible-Vandermonde matrix, VL(x).
Definition 3.3.3. Let L be an admissible system and {xk}n+mk=1 be n + m distinct nodes
where `k(xj) exists for all j, k. Then the admissible-Vandermonde matrix, VL(x), is given by
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VL(x) =

`−m(x1) . . . `n−1(x1)
`−m(x2) . . . `n−1(x2)
...
...
`−m(xn+m) . . . `n−1(xn+m)

. (3.3.3)
As before, we look to invert the admissible-Vandermonde matrix, (3.3.3) using a Traub-
like algorithm:
Algorithm 3.3.4 (Admissible-Vandermonde inverse). Let VL(x) be an admissible-Vandermonde
matrix (3.3.3) and {xk}n+m+1k=1 be n + m + 1 distinct nodes. The, V −1L (x) can be evaluated
via:
1. Decompose the master polynomial P (x) in the L basis:
P (x) =
m∏
k=1
(
1
x
− 1
xk
)
·
n∏
k=m+1
(x− xk) =
n−1∑
k=−m
Pk · `k(x) + Pn · x · `n−1(x). (3.3.4)
2. Define the associated polynomials ̂`k(x) via the divided difference:
Q[t, x] =
P (t)− P (x)
t− x =
−1∑
k=−m
̂`−m−k−1(x) · `k(t) + n−1∑
k=0
̂`
n−k−1(x) · `k(t) (3.3.5)
3. The inverse of an admissible-Vandermonde matrix is given by
VL(x)
−1 = I˜ · V T
L̂
(x) · diag
([
1
P ′(xk)
]n+m
k=1
)
(3.3.6)
where VL̂(x) is the associated-admissible-Vandermonde matrix
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VL̂(x) =

̂`
0(x1) ̂`1(x1) . . . ̂`n−1(x1) ̂`−m(x1) . . . ̂`−1(x1)̂`
0(x2) ̂`1(x2) . . . ̂`n−1(x2) ̂`−m(x2) . . . ̂`−1(x2)
...
...
...
...
...̂`
0(xn+m) ̂`1(xn+m) . . . ̂`n−1(xn+m) ̂`−m(xn+m) . . . ̂`−1(xn+m)

.
(3.3.7)
3.4 Associated-admissible polynomials.
Now that an algorithm for inverting any admissible-Vandermonde matrix has been es-
tablished, we look to identify a pertransposition-type relationship between the truncated-
multiplication operators for the system, CL(P ) and the associated admissible CL̂(P ). To do
so, we first must establish the concept of a change-of-basis matrix.
3.4.1 Passing from the power basis to the admissible basis.
Along with the power basis P[−m,n] defined by (3.1.1), consider another set of admissible
polynomials, defined by
`k(x) =
n−1∑
j=−m
aj,k · xj. (3.4.1)
Let
SPL = [sij] (3.4.2)
be the matrix corresponding to passing from the basis P to the basis L in the linear space
Π[−m,n−1]. Clearly, the entries of the upper-triangular matrix SPL are specified by (3.4.1)
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and therefore
VL(x) = VP (x) · SPL. (3.4.3)
3.4.2 Change of the confederate matrix
The following lemma shows how the truncated multiplication operator changes under the
passage to another basis.
Lemma 3.4.1. Let SPL be the upper triangular matrix defined by (3.4.2). Also, let CP (P ) be
the the truncated multiplication operator (3.2.11) and CL(P ) be the truncated multiplication
operator associated with the admissible system. Then,
CL(P ) = S
−1
PL · CP (P ) · SPL (3.4.4)
Proof. By definition of the truncated multiplication operator, we have
Dx · VP (x) = VP (x) · CP (P ). (3.4.5)
Multiplying on the right of (3.4.5) by SPL gives
Dx · VP (x) · SPL = VP (x) · SPL · S−1PL · CP (P ) · SPL. (3.4.6)
Applying (3.4.3) gives the result.
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3.4.3 Multiplication operator
The previous lemmas and definitions allow us to establish a generalized relationship between
truncated multiplication operators for an admissible system and its associated polynomials.
Theorem 3.4.2. Let L = {`k(x)}n−1k=−m be an admissible system and {xk}n+mk=1 be distinct
nodes. Let VL(x) be the admissible-Vandermonde matrix (3.3.3) and P (x) be the master
polynomial (3.3.4). Also let CL(P ) be the truncated multiplication operator satisfying (3.4.5).
Finally, let L̂ =
{̂`
k(x)
}n−1
k=−m
be the associated polynomials satisfying (3.3.5) and (3.3.6)
and CL̂(P ) be its truncated multiplication operator. Then
CL̂(P ) = I˜ · CTL (P ) · I˜ . (3.4.7)
Proof. Let VP (x) be the power-Vandermonde matrix defined by (3.1.2) and SPL be the
change of basis matrix defined in (3.4.2). Applying SPL and its inverse to VP (x) in the
definition of V −1P , (3.2.21) gives
VP · SPL · S−1PL · I˜ · V TP̂ · diag
([
1
P ′(xk)
]n+m
k=1
)
= I. (3.4.8)
Applying (3.4.3) to (3.4.8) gives
VL · S−1PL · I˜ · V TP̂ · diag
([
1
P ′(xk)
]n+m
k=1
)
= I. (3.4.9)
Equations (3.3.6) and (3.4.9) imply that
I˜ · V T
L̂
= S−1PL · I˜ · V TP̂ . (3.4.10)
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Solving (3.4.10) for VL̂ gives
VL̂ = VP̂ · I˜ · S−TPL · I˜ . (3.4.11)
Now, by the definition of the multiplication operator, applying (3.2.14) gives
Dx · VP̂ = VP̂ · I˜ · CTP · I˜ . (3.4.12)
Applying (3.4.4) to (3.4.12) gives
Dx · VP̂ = VP̂ · I˜ ·
(
SPL · CL · S−1PL
)T · I˜
=
(
VP̂ · I˜ · S−TPL · I˜
)
·
(
I˜ · CTL · I˜
)
· I˜ · STPL · I˜ . (3.4.13)
Multiplying both sides of (3.4.13) on the right by I˜ · S−TPL · I˜ and applying (3.4.11) gives the
result.
The above theorem is a powerful tool in any Traub-like algorithm for an admissible
system. It allows us to generate the multiplication operator, and thus the recurrence relations
for the set of associated-admissible polynomials. Also, this theorem is a generalization of
known results for polynomials, for if m = 0 we have a polynomial system R with associated
polynomials R̂, and
CR̂(P ) = I˜ · CTR(P ) · I˜ , (3.4.14)
which is specifically the pertransposition property in [4].
60
3.5 Twisted Green’s matrices and Laurent polynomials
In this section we look to find the inverse of a Laurent-Vandermonde matrix using a Traub-
like algorithm. First, we revisit the definitions of Green’s matrices and polynomials, and use
them to define the Laurent polynomials. Finally, we will apply (3.4.7) to generate recurrence
relations for the associated-Laurent polynomials used to invert the Laurent-Vandermonde
matrix.
3.5.1 Green’s matrices and polynomials
Definition 3.5.1. A strictly upper Hessenberg matrix G is called Green’s (H,1)-qs (or simply
Green’s matrix) if max
1≤i≤n
rank G(1 : i, i : n) = 1.
It is discussed in [23] that a Green’s matrix is (H, 1)-qs, which it has a generator definition.
A strictly upper Hessenberg matrix G is Green’s (H, 1)-qs if it can be represented in the form
G =

τˆ0τ1 τˆ0σ1τ2 τˆ0σ1σ2τ3 . . . . . . τˆ0σ1 . . . σn−1τn
σˆ1 τˆ1τ2 τˆ1σ2τ3 . . . . . . τˆ1σ2 . . . σn−1τn
0 σˆ2 τˆ2τ3 . . . . . . τˆ2σ3 . . . σn−1τn
...
. . . . . . . . . . . .
...
...
. . . . . . σˆn−2 τˆn−2τn−1 τˆn−2σn−1τn
0 . . . . . . 0 σˆn−1 τˆn−1τn

(3.5.1)
where {σk, τk, σ̂k 6= 0, τ̂k} are called the generators of G. It is also discussed in [23] that a
unique characteristic of a Green’s matrix is that it can be decomposed as a product of n
matrices.
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Definition 3.5.2. Let G be a Green’s matrix. Then it has decomposition
G = Θ0Θ1 . . .Θn (3.5.2)
where
Θ0 =
 τ̂0
In−1
 ,Θk =

Ik−1
τk σk
σ̂k τ̂k
In−k−1

,Θn =
 In−1
τn
 . (3.5.3)
Definition 3.5.3. A system of polynomials R = {rk(x)}nk=0 is called a system of Green’s
polynomials if it is related to a Green’s matrix G via (2.2.6) with λk = 1/σ̂k.
It was shown in [23] that if a system of polynomials are Green’s polynomials, then they
have the recurrence relationsf0(x)
r0(x)
 =
τ̂0
1
 ,
fk(x)
rk(x)
 = 1
σ̂k
σ̂kσk − τ̂kτk τ̂k
−τk 1

 fk−1(x)
x · rk−1(x)
 (3.5.4)
where {fk(x)} are auxiliary polynomials.
3.5.2 Laurent polynomials
We use Green’s polynomials and the auxiliary fk(x)s to define Laurent polynomials:
Definition 3.5.4. Let J = (j1, j2, . . . , jn) be a sequence of binary digits. We define a
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sequence of Laurent polynomials Ψ = {ψk(x)}n−1k=0 as
ψk(x) =
 x
−∑k+1m=1 jmrk(x) if jk+1 = 0
x−
∑k+1
m=1 jmfk(x) if jk+1 = 1
. (3.5.5)
where rk(x) are Green’s polynomials and fk(x) are the auxiliary polynomials in (3.5.4).
To use the previous work on the Laurent polynomials, we must first show that they form
an admissible system. To do so, we must enforce a few conditions on the Green’s matrix G
and the sequence of binary digits, J .
Lemma 3.5.5. Let G be a Green’s matrix defined by the factorization (3.5.2) and let k0 be
the first index such that Θk0 is singular. Then for any pattern J = (j1, . . . , jn) with jk = 0
for k > k0, Laurent polynomials {ψk(x)}nk=0 defined in (3.5.5) are linearly independent.
The proof is direct from [23]. This lemma allows us to put the restriction that if the matrix
Θk defined in (3.5.2) is nonsingular for all k = 0, . . . , n− 1, then the Laurent polynomials Ψ
form a basis in span{ψk(x)}.
Theorem 3.5.6. Let G be a Green’s matrix defined by the factorization (3.5.2) with Θk is
nonsingular for k = 0, . . . , n− 1. Also, let J = (j1, j2, . . . , jn) be a sequence of binary digits
with j1 = jn = 0. Then the Laurent polynomials {ψk(x)} for k = 0, . . . , n− 1, as in (3.5.5)
form an admissible system in the space Π[−m,n−m] where m =
∑n
i=1 ji.
Proof. Let {rk(x)} be the Green’s polynomials associated with the Green’s matrix G and
{fk(x)} be the auxiliary polynomials defined in (3.5.4). Let {ψk(x)} be the Laurent polyno-
mials defined by (3.5.5). The fourth condition of an admissible system is satisfied since Θk
are nonsingular for k = 1, . . . , n−1. The condition that j1 = 0 and the condition requirement
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on rk(x) leads to
ψ0(x) = r0(x) ∈ Π0, (3.5.6)
satisfying the first condition of an admissible system.
Letting j =
n∑
i=1
ji together with the condition that jn = 0, we have that
ψn−1(x) = x−j · rn−1(x) ∈ Π[−j,n−j−1] (3.5.7)
which leads to x · ψn−1(x) ∈ Π[−j,n−j] and x · ψn−1(x) /∈ Π[−j,n−j−1].
Our next task is to create a two-term recurrence relations for the Laurent polynomials
defined in (3.5.5). In doing so, we will use the known two-term recurrence relations for
Green’s polynomials (3.5.4) and the relationship between Green’s polynomials and Laurent
polynomials (3.5.5).
Theorem 3.5.7. Let G be a Green’s matrix with generators {τk, τ̂k, σk, σ̂k 6= 0} and rk(x) be
the Green’s polynomials associated with G via (2.2.6). Let fk(x) be the auxiliary polynomials
associated with rk(x) via (3.5.4). Then given a binary sequence of digits J = (j1, j2, . . . , jn)
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with j1 = jn = 0, the Laurent polynomials defined by (3.5.5) satisfy the recurrence relations
ϕ0(x)
ψ0(x)
 =
τ̂0
1
 ,

ϕk(x)
ψk(x)
 = 1σ̂k
σ̂kσk − τ̂kτk τ̂k
−τk 1

 ϕk−1(x)
x · ψk−1(x)
 if jk = 0, jk+1 = 0
x · ψk(x)
x · ϕk(x)
 = 1σ̂k
σ̂kσk − τ̂kτk τ̂k
−τk 1

 ϕk−1(x)
x · ψk−1(x)
 if jk = 0, jk+1 = 1
ϕk(x)
ψk(x)
 = 1σ̂k
σ̂kσk − τ̂kτk τ̂k
−τk 1

 ψk−1(x)
x · ϕk−1(x)
 if jk = 1, jk+1 = 0
x · ψk(x)
x · ϕk(x)
 = 1σ̂k
σ̂kσk − τ̂kτk τ̂k
−τk 1

 ψk−1(x)
x · ϕk−1(x)
 if jk = 1, jk+1 = 1
(3.5.8)
where ϕk(x) are auxiliary Laurent polynomials, and are defined by
ϕk(x) =

x−
∑k+1
m=1 jmfk(x) if jk+1 = 0
x−
∑k+1
m=1 jmrk(x) if jk+1 = 1
. (3.5.9)
Proof. j1 = 0 implies that ψ0(x) = r0(x). Defining ϕ0(x) = f0(x) via (3.5.9) and the first
term in the Green’s recurrence relations (3.5.4) gives the first term in (3.5.8). Now, assume
that j2 = j3 = · · · = jk−1 = 0. Let Ψ = {ψk−1, ψk} and Φ = {ϕk, ϕk+1}. The first two of the
remaining four cases are broken down separately:
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1. jk = 0, jk+1 = 0: Equations (3.5.5) and (3.5.9) give that Ψ = {rk−1(x), rk(x)} and
Φ = {fk−1(x), f1(x)}. The Green’s recurrence relation (3.5.4) verifies the result.
2. jk = 0, jk+1 = 1: Equations (3.5.5) and (3.5.9) imply that
Ψ = {rk−1(x), x−1fk(x)}, Φ = {fk−1(x), x−1rk(x)}. (3.5.10)
Multiplying both of the second terms in (3.5.10) by x give that
x · ψk(x) = fk(x) and x · ϕk(x) = rk(x). (3.5.11)
Plugging terms in equations (3.5.10) and (3.5.11) into (3.5.4) give the result.
The final two cases are immediate from the definitions in the previous two.
The recurrence relations (3.5.8) give a fast method of computing the Laurent polynomials
without computing the Green’s polynomials. It should be noted that in the recurrence
relations, if jk+1 = 1, we are finding the term x ·ψk(x), so to have an equation for ψk(x), we
must multiply the result by x−1.
Example 3.5.8 (Building the Power basis). Let τ0 = 1, τk = τ̂k = 0, σk = σ̂k = 1
for k = 1, . . . , 5 and j = (0, 1, 0, 1, 0). Using (3.5.8) we can build the Power basis Ψ =
{1, x−1, x, x−2, x2} via: ϕ0(x)
ψ0(x)
 =
1
1
 ,
x · ψ1(x)
x · ϕ1(x)
 =
1 0
0 1

1
x
 ,
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ψ2(x)
 =
1 0
0 1

x−1
x
 ,
x · ψ3(x)
x · ϕ3(x)
 =
1 0
0 1

x−1
x2
 ,
ϕ4(x)
ψ4(x)
 =
1 0
0 1

x−2
x2
 .
Solving each case for ψk(x) gives the result.
It is interesting (and useful for future applications) that if jk+1 = 1, then the recurrence
relations (3.5.8) produce both ψk(x) and x · ϕk(x). The second term (x · ϕk(x)) is directly
used in the next term in the recurrence relations.
3.5.3 Laurent multiplication operator
In order to apply the previous results, we first need a multiplication operator associated with
the Laurent polynomials. It was established in [23] that the Green’s matrix associated with
the polynomials used to create the Laurent polynomials plays an important role in creating
the multiplication operator, namely a twisted-Green’s matrix
Definition 3.5.9. Let G be a Green’s matrix with factorization (3.5.2) and J = (j1, j2, . . . )
be an infinite sequence of binary digits. The a twisted Green’s matrix, GJ is defined by
the recursion
G0 = Θ0, Gk =

Gk−1Θk if jk = 0,
ΘkGk−1 if jk = 1,
GJ = G∞ (3.5.12)
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Matrices GJ are related to the same polynomials {rk(x)} as G. Moreover, it was shown
in [23] that the matrix GJ acts as a multiplication operator for the Laurent polynomials
defined in (3.5.5).
Theorem 3.5.10. Let GJ be a twisted Green’s matrix of pattern J = (j1, j2, . . . ) defined by
(3.5.12) and {ψk(x)}k≥0 be the Laurent polynomials (3.5.5). Then
x ·
[
ψ0(x) ψ1(x) ψ2(x) . . .
]
=
[
ψ0(x) ψ1(x) ψ2(x) . . .
]
·GJ (3.5.13)
The proof is found in [23]. This result is useful because it gives a multiplication operator
for an infinite set of Laurent polynomials. This leads us to create the truncated multiplication
operator with respect to the master polynomial.
Definition 3.5.11. Let J = (j1, j2, . . . , jn) be a finite sequence of binary digits with j1 =
jn = 0. Also, let {xk} be n distinct nodes. Let m =
∑
jk. The we define the master
polynomial, P (x) as
P (x) =
m∏
k=1
(
1
x
− 1
xk
) n∏
k=m+1
(x− xk)
= P0ψ0(x) + P1ψ1(x) + . . .+ Pn−1ψn−1(x) + Pnx · ψn−1(x). (3.5.14)
Lemma 3.5.12. Let G be a Green’s matrix with factorization (3.5.2) and J = (j1, j2, . . . , jn)
be a finite sequence of binary digits with j1 = jn = 0. Also, let {xk} be n distinct nodes and
the master polynomial P (x) be as in (3.5.14). Then the Laurent polynomials defined in
(3.5.5) satisfy
xk ·
[
ψ0(xk) . . . ψn−1(xk)
]
=
[
ψ0(xk) . . . ψn−1(xk)
]
· (GJ(1 : n, 1 : n)− P ) (3.5.15)
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where GJ(1 : n, 1 : n) is the n × n leading submatrix of GJ and P is a rank 1 matrix
containing the coefficients of the master polynomial P (x) in the n−th column:
P =
1
Pn

0 . . . 0 P0
0 . . . 0 P1
...
...
...
0 . . . 0 Pn−1

(3.5.16)
It is important to notice that P (x) is written using the Laurent basis
Ψ = {ψ0(x), . . . , ψn−1(x), x · ψn−1(x)}, (3.5.17)
which implies that τn = 0. This is a direct result of the necessary jn = 0, and results in
GJ(i, n) = 0 for all i. The previous lemma establishes a truncated multiplication operator
associated with the Laurent polynomials, which we will call GJ(P ) for brevity.
3.6 Laurent-Vandermonde matrix
Now that we have established the Laurent polynomials defined by (3.5.5) form an admissible
system, we can form the Laurent-Vandermonde matrix and apply the methods in previous
sections to find its inverse.
Definition 3.6.1. Let Ψ be a system of Laurent polynomials as in (3.5.5). Then VΨ(x),
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given by
VΨ(x) =

ψ0(x1) . . . ψn−1(x1)
ψ0(x2) . . . ψn−1(x2)
...
...
ψ0(xn) . . . ψn−1(xn)

(3.6.1)
is called a Laurent-Vandermonde matrix.
We can use the recurrence relations (3.5.9) to build the Laurent-Vandermonde matrix
using the following algorithm produced in MATLAB.
Algorithm 3.6.2 (Laurent-Vandermonde matrix). Input: A sequence of binary digits
J = (j1, j2, . . . , jn) with j1 = jn = 0, generators {τk, τ̂k, σk, σ̂k} for a twisted-Green’s matrix
GJ with respect to J and n nodes {xk 6= 0}.
function [ V ] = LaurentVand(j, tau, tauhat, sigma, sigmahat, x)
n=numel(j);
V=ones(n);
F=zeros(n);
F(:,1)=tauhat(1)*V(:,1);
for k=1:n-1
if j(k+1)==0
if j(k)==0
V(:,k+1)=1/sigmahat(k)*(-tau(k)*F(:,k)+x’.*V(:,k));
F(:,k+1)=1/sigmahat(k)*((sigmahat(k)*sigma(k)-tau(k)*tauhat(k+1))*F(:,k)+tauhat(k+1)*x’.*V(:,k));
else
V(:,k+1)=1/sigmahat(k)*(-tau(k)*V(:,k)+x’.*F(:,k));
F(:,k+1)=1/sigmahat(k)*((sigmahat(k)*sigma(k)-tau(k)*tauhat(k+1))*V(:,k)+tauhat(k+1)*x’.*F(:,k));
end
else
if j(k)==0
V(:,k+1)=1/sigmahat(k)*1./x’.*((sigmahat(k)*sigma(k)-tau(k)*tauhat(k+1))*F(:,k)+tauhat(k+1)*x’.*V(:,k));
F(:,k+1)=1/sigmahat(k)*1./x’.*(-tau(k)*F(:,k)+x’.*V(:,k));
else
V(:,k+1)=1/sigmahat(k)*1./x’.*((sigmahat(k)*sigma(k)-tau(k)*tauhat(k+1))*V(:,k)+tauhat(k+1)*x’.*F(:,k));
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F(:,k+1)=1/sigmahat(k)*1./x’.*(-tau(k)*V(:,k)+x’.*F(:,k));
end
end
end
3.6.1 Laurent polynomials as an admissible system
Before applying the results, we need to address the order in which the Laurent polynomials
are written. In an admissible system, the polynomials are ordered {`−m, . . . , `−1, `0, `1, . . . , `n}.
For this section alone, we will re-index the Laurent polynomials in a way so that we can
relate them to an admissible system.
Definition 3.6.3. Let J = (j1, j2, . . . , jn) be a finite sequence of binary digits with j1 =
jn = 0 and the Laurent polynomials defined as in (3.5.5). let mk =
∑k+1
i=1 ji and m = mn.
Then we re-index the Laurent polynomials as
ψ
(k−mk)
k (x) if jk+1 = 0 (3.6.2)
ψ
(−mk)
k (x) if jk+1 = 1. (3.6.3)
This re-indexing allows us to distinguish Laurent polynomials that are associated with
jk = 0 and jk = 1, as ψ
(−i)
k (x) represents the i−th polynomial such that jk = 1 for i =
1, . . . ,m.
Example 3.6.4. Let J = (0, 1, 0, 1, 0), then the Laurent polynomials will be indexed{
ψ0(x), ψ
(−1)
1 (x), ψ
(1)
2 (x), ψ
(−2)
3 (x), ψ
(2)
4 (x)
}
. The index in the superscript coincides with the
indices of an admissible system.
We also use this re-indexing method on the coefficients of the master polynomial Pk in
(3.5.14).
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Example 3.6.5. Let J = (0, 1, 0, 1, 0), then the Laurent polynomials will be indexed{
ψ0(x), ψ
(−1)
1 (x), ψ
(1)
2 (x), ψ
(−2)
3 (x), ψ
(2)
3 (x)
}
and the master polynomial will be written as
P (x) = P
(−2)
3 ψ
(−2)
3 (x) + P
(−1)
1 ψ
(−1)
1 (x) + P0ψ0(x) + P
(1)
3 ψ
(1)
3 (x) + P
(2)
4 ψ2(x) + P5x · ψ2(x).
This leads to the matrix P to be given as
P =
1
P5

P0
P
(−1)
1
0 P
(1)
2
P
(−2)
3
P
(2)
4

.
Note that since j1 = jn = 0, there is no need for a superscript in P0 or Pn. Now that the
Laurent polynomials are indexed the same way as admissible polynomials, we must order
them in the same way. The current ordering with respect to the truncated multiplication
operator, GJ(P ), is
[
ψ0(xk) . . . ψn−1(xk)
]
. (3.6.4)
For this, we introduce a permutation matrix B so that
[
ψ0(xk) . . . ψn−1(xk)
]
·B =
[
ψ(−m)(xk) ψ(−m+1)(xk) . . . ψ0(xk) ψ(1)(xk) . . . ψ(n−m−1)(xk)
]
,
(3.6.5)
where m =
∑n
k=1 jk.
Definition 3.6.6. Let J = (j1, j2, . . . , jn) with j1 = jn = 0. We define the permutation
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matrix B recursively via
B0 = I Bk =

Bk−1 if jk = 0
Bk−1 · Ek if jk = 1
, B = Bn, (3.6.6)
where
Ek =
[
ejk e1 . . . ejk−1 ejk+1 . . . en
]
. (3.6.7)
and ek is the standard notation of the k−th column of the identity matrix.
Example 3.6.7. Let J = (0, 1, 0, 1, 0). Then B =
[
e4 e2 e1 e3 e5
]
and
[
ψ0(x) ψ
(−1)
1 (x) ψ
(1)
2 (x) ψ
(−2)
3 (x) ψ
(2)
4 (x)
]
·B =
[
ψ
(−2)
3 (x) ψ
(−1)
1 (x) ψ0(x) ψ
(1)
2 (x) ψ
(2)
4 (x)
]
.
Theorem 3.6.8. Let G be a Green’s matrix with factorization (3.5.2) and J = (j1, j2, . . . , jn)
be a finite sequence of binary digits with j1 = jn = 0. Also, let {xk} be n distinct nodes and
the master polynomial P (x) be as in (3.5.14). Let Ψ = {ψk(x)} be the Laurent polynomials
and GJ(P ) be the twisted-Green’s matrix associated with J . Then the truncated multiplication
operator for the associated-Laurent polynomials, Ψ̂ is given by
GĴ(P ) = I˜ ·GTJ (P ) · I˜ (3.6.8)
where Ĵ = (ĵ1, ĵ2, . . . , ĵn) is the binary sequence associated with the associated-Laurent poly-
nomials with
ĵk = jn−k+1. (3.6.9)
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Proof. As shown in (3.5.15), GJ(P ) acts as a truncated multiplication operator for Ψ, or
xk ·
[
ψ0(xk) . . . ψn−1(xk)
]
=
[
ψ0(xk) . . . ψn−1(xk)
]
·GJ(P ). (3.6.10)
Define m =
∑n
k=1 jk. Let the matrix B be the permutation matrix defined by (3.6.6).
Multiplying the matrix B in (3.6.10) and that B−1 = BT leads to
xk ·
[
ψ(−m)(xk) . . . ψ(n−m−1)(xk)
]
=
[
ψ(−m)(xk) . . . ψ(n−m−1)(xk)
]
·BT ·GJ(P ) ·B,
(3.6.11)
showing that BT · GJ(P ) · B is the multiplication operator for the Laurent polynomials
ordered as in an admissible system. Applying the pertransposition property (3.4.7) gives
xk ·
[
ψ̂(0)(xk) . . . ψ̂
(n−m−1)(xk) ψ̂(−m)(xk) . . . ψ̂(−1)(xk)
]
(3.6.12)
=
[
ψ̂(0)(xk) . . . ψ̂
(n−m−1)(xk) ψ̂(−m)(xk) . . . ψ̂(−1)(xk)
]
· I˜ ·BT ·GTJ (P ) ·B · I˜ .
Multiplying on the right of (3.6.12) by
(
I˜ ·BT · I˜
)
gives the result.
The previous theorem gives a direct relation between the recurrence relations for the
Laurent polynomials, Ψ and their associated polynomials, Ψ̂.
We will use these recurrence relations in the next section in the Traub-like algorithm for
the Laurent polynomials.
Remark 3.6.9. The requirement that jn = 0 and the fact that we use the basis (3.5.17)
implies that τn = 0 for any system of Laurent polynomials. The requirement that jn = 0
implies that any twisted Green’s matrix GJ will be of the form
GJ = Gn−1Θn, (3.6.13)
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where
Θn =
 In−1
τn
 . (3.6.14)
Applying the pertransposition operation on GJ implies that
GĴ(P ) = I˜ ·ΘTn · I˜ · I˜ ·Gk−1 · I˜ , (3.6.15)
where
I˜ ·ΘTn · I˜ =
 τn
In−1
 . (3.6.16)
Equation (3.6.16) and τn = 0 implies that GĴ(1 : i) = 0 for i = 1, . . . , n.
3.6.2 Recurrence relations for associated-Laurent polynomials
We are now in a position to apply our results to build the associated-Laurent polynomials Ψ̂
that are used in the inverse of a Laurent-Vandermode matrix (3.6.1). For the remainder of
this section, assume that we are given the generators for a Green’s matrix {τk, τ̂k, σk, σ̂k 6= 0}
and a sequence of binary digits J = (j1, j2, . . . , jn) with j1 = jn = 0.
Conjecture 3.6.10 (Recurrence relations for associated-Laurent polynomials). Let G be a
Green’s matrix with generators {τk, τ̂k, σk, σ̂k} and J = (j1, j2, . . . , jn) be a sequence of binary
digits with j1 = jn = 0. Let mk =
∑k+1
j=1 jk, ik = k −mk and m = mn+1 Then the associated
Laurent polynomials Ψ̂ satisfy the recurrence relations
ϕ̂0(x)
ψ̂0(x)
 =
 0
Pn
 , (3.6.17)
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ĵk = 0, ĵk+1 = 0:
ϕ̂(ik)k (x)
ψ̂
(ik)
k (x)
 = 1
σ̂n−k
σ̂n−kσn−k − τ̂n−kτn−k τn−k
−τ̂n−k 1

 ϕ̂(ik−1)k−1 (x)
x · ψ̂(ik−1)k−1 (x) + P (n−m−ik)

ĵk = 0, ĵk+1 = 1:
x · ψ̂(−mk)k (x)
x · ϕ̂(−mk)k (x)
 = 1
σ̂n−k
σ̂n−kσn−k − τ̂n−kτn−k τn−k
−τ̂n−k 1

 ϕ̂(ik−1)k−1 (x)
x · ψ̂(ik−1)k−1 (x) + P (n−m−ik)
−
P (−m+mk−1)
0

ĵk = 1, ĵk+1 = 0:
ϕ̂(ik)k (x)
ψ̂
(ik)
k (x)
 = 1
σ̂n−k
σ̂n−kσn−k − τ̂n−kτn−k τn−k
−τ̂n−k 1

 ψ̂(ik−1)k−1 (x)
x · ϕ̂(ik−1)k−1 (x)

ĵn−k = 1, ĵk+1 = 1:
x · ψ̂(−mk)k (x)
x · ϕ̂(−mk)k (x)
 = 1
σ̂n−k
σ̂n−kσn−k − τ̂n−kτn−k τn−k
−τ̂n−k 1

 ψ̂(−mk−1)k−1 (x)
x · ϕ̂(−mk−1)k−1 (x)
−
P (−m+mk−1)
0
 .
where ϕ̂k(x) are auxiliary polynomials and ĵk = jn−k.
Example 3.6.11 (Building the associated-Power polynomials). Let τ0 = 1, τk = τ̂k =
0, σk = σ̂k = 1 for k = 1, . . . , 5 and j = (0, 1, 0, 1, 0). Example 3.5.8 showed that Ψ =
{1, x−1, x, x−2, x2}. Using the recurrence relations (3.6.17), we can build the associated-
Power polynomials Ψ̂ =
{
ψ̂0(x), ψ̂
(−1)
1 (x), ψ̂
(1)
2 (x), ψ̂
(−2)
3 (x), ψ̂
(2)
4 (x)
}
via,
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ϕ̂0(x)
ψ̂0(x)
 =
 0
P
(3)
5
 ,
x · ψ̂(−1)1 (x)
x · ϕ̂(−1)1 (x)
 =
1 0
0 1

 0
P
(3)
5 x+ P
(2)
4
−
P (−2)3
0
 ,
ϕ̂(1)2 (x)
ψ̂
(1)
2 (x)
 =
1 0
0 1

 −P (−2)3 x−1
P
(3)
5 x+ P
(2)
4
 ,
x · ψ̂(−2)3 (x)
x · ϕ̂(−2)3 (x)
 =
1 0
0 1

 −P (−2)4 x−1
P
(3)
5 x
2 + P
(2)
4 x+ P
(1)
2
−
P (−1)1
0
 ,
ϕ̂(2)4 (x)
ψ̂
(2)
4 (x)
 =
1 0
0 1

−P (−2)3 x−2 − P (−1)1 x−1
P
(3)
5 x
2 + P
(2)
4 x+ P
(1)
2
 .
Solving each case for ψ̂k(x) gives the system
ψ̂0(x) = P
(3)
5
ψ̂
(−1)
1 (x) = −P (−2)3 x−1
ψ̂
(1)
2 (x) = P
(3)
5 x+ P
(2)
4
ψ̂
(−2)
3 (x) = −P (−2)3 x−2 − P (−1)1 x−1
ψ̂
(2)
4 (x) = P
(3)
5 x
2 + P
(2)
4 x+ P
(1)
2 .
When the superscripts are the focus, these are the exact associated polynomials produced
using the direct method (3.1.10), (3.1.11).
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3.6.3 Computing the coefficients of the master polynomial
Note that in order to use the recurrence relations of the previous section it is necessary to
decompose the master polynomial P (x) as in (3.5.14) into the Ψ basis (3.5.17). This can be
done recursively by setting ψ
(0)
n−1(x) = 1 and then for k = 1, . . . ,m, updating
ψ
(k)
n−1(x) =
(
1
x
− 1
xk
)
· r(k−1)n−1 (x), (3.6.18)
where m =
∑n
k=1 jk, and for k = m+ 1, . . . , n, updating
ψ
(k)
n−1(x) = (x− xk) · r(k−1)n−1 (x). (3.6.19)
Lemma 5.1 in [4] suggests the following algorithm for computing coefficients {P0, P1, . . . , Pn}
of the master polynomial.
Algorithm 3.6.12 (Computing the coefficients of the master polynomial in the Ψ ba-
sis). Input: A sequence of binary digits J = (j1, j2, . . . , jn) with j1 = jn = 0, generators
{τk, τ̂k, σk, σ̂k} for a twisted-Green’s matrix GJ with respect to J and n nodes {xk 6= 0}.
1. Set
[
P
(0)
0 . . . P
(0)
n
]
=
[
1 0 . . . 0
]
2. For k = 1 : m,
xk ·
 GJ 0
0 . . . 0 1 0


P
(k)
0
...
P
(k)
n
 =
xk · I −
 GJ 0
0 . . . 0 1 0

 ·

P
(k−1)
0
...
P
(k−1)
n

where m =
∑n
k=1 jk.
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3. For k = m+ 1 : n,

P
(k)
0
...
P
(k)
n
 =

 GJ 0
0 . . . 0 1 0
− xk · I
 ·

P
(k−1)
0
...
P
(k−1)
n

4. Take
[
P0 . . . Pn
]
=
[
P
(n)
0 . . . P
(n)
n
]
.
Clearly, the computational burden in this algorithm is the multiplication of the matrix
GJ with a vector (Steps 2-3) and solving a linear system involving GJ (Step 2). The cost of
each such step is O(m(n)), where m(n) is the cost of multiplying an n× n twisted-Green’s
matrix by a vector (or solving a linear system with it), thus the cost of computing the n
coefficients is O(m(n) × n). In [23], it was shown that any twisted-Green’s matrix is also
(1, 1)− quasiseparable. Using a fast O(n) algorithm for multiplication of a quasiseparable
matrix by a vector first derived in [12] and the fast O(n) algorithm for solving a linear system
in [1], the cost of this algorithm is O(n2).
It is clear from Conjecture 3.6.10 that the sets of coefficients of the master polynomial
associated with ψk when jk+1 = 0 and jk+1 = 1 are used differently when building the
associated-Laurent polynomials. For this reason, we separate the vector containing the
coefficients into two vectors in the following matlab function that computes the coefficients.
function [ p, q ] = MasterP(j,tau,tauhat,sigma,sigmahat, x)
n=numel(j);
J=sum(j);
G=Greens(j,tau,tauhat,sigma,sigmahat);
GG=blkdiag(G,0);
GG(n+1,n)=1;
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P=eye(n+1,1);
for i=1:J
Gg=GG(1:n+1,1:n);
A=x(i).*Gg;
Q=(x(i).*eye(n+1) - GG)*P;
P=linsolve(A,Q);
P(n+1)=0;
end
for i=J+1:n
P=(GG-x(i).*eye(n+1))*P;
end
%Separate coefficients
%p contains coeffs associated with j=0
%q contains coeffs associated with j=1
i=1;J=1;
for k=1:n
if j(k)==0
p(i)=P(k);
i=i+1;
else
q(J)=P(k);
J=J+1;
end
p(i)=P(n+1);
end
end
3.6.4 Overall Traub-like algorithm for a Laurent-Vandermonde
matrix
In this section we recall the formula that will be used to invert the Laurent-Vandermonde
matrix (3.6.1), where Ψ is a system of Laurent polynomials associated with a sequence of
binary digits j = (j1, . . . , jn) with j1 = jn = 0 via (3.5.5). The inverse of this matrix is given
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by the formula
VΨ(x)
−1 = I˜ · V T
Ψ̂
(x) · diag(c1, . . . , cn) (3.6.20)
where
ci =

−(xi)2 ·
m∏
k=1
k 6=i
(
1
xi
− 1
xk
)−1 n∏
k=m+1
(xi − xk)−1 for i = 1, . . . ,m
m∏
k=1
(
1
xi
− 1
xk
)−1 n∏
k=m+1
k 6=i
(xi − xk)−1 for i = m+ 1, . . . , n
(3.6.21)
where m =
∑n
k=1 jk.
The algorithm takes as its inputs the generators {τk, τ̂k, σk, σ̂k 6= 0} of a Green’s matrix
G with τn = 0, binary digits j = (j1, . . . , jn) with j1 = jn = 0 and n distinct nodes {xk 6= 0}.
Algorithm 3.6.13 (Traub-like inversion algorithm). Input: generators {τk, τ̂k, σk, σ̂k 6= 0}
of a Green’s matrix G with τn = 0, binary digits j = (j1, . . . , jn) with j1 = jn = 0 and n
distinct nodes {xk 6= 0}.
1. Compute the entries of diag(c1, . . . , cn) via (3.6.21).
2. Compute the coefficients of the master polynomial P (x) and separate them as in Al-
gorithm 3.6.12.
3. Evaluate the n polynomials Ψ̂ at the n nodes for form VΨ̂(x). Assertion 3.6.10 provides
an algorithm for this, seen in the following MATLAB function
function [ V ] = LaurentVandHat(j, tau, tauhat, sigma, sigmahat, x)
n=numel(j);
[p,q]=MasterP(j,tau,tauhat,sigma,sigmahat, x);
P=numel(p);
Q=numel(q);
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V=ones(n);
F=zeros(n);
V(:,1)=p(P)*V(:,1);
ip=1;
iq=0;
for k=1:n-1
if j(n-k)==0
if j(n-k+1)==0
V(:,k+1)=1/sigmahat(n-k)*(-tauhat(n-k+1)*F(:,k)+x’.*V(:,k)+p(P-ip)*ones(n,1));
F(:,k+1)=1/sigmahat(n-k)*((sigmahat(n-k)*sigma(n-k)-tau(n-k)*tauhat(n-k+1))*F(:,k)
+ tau(n-k)*(x’.*V(:,k)+p(P-ip)*ones(n,1)));
ip=ip+1;
else
V(:,k+1)=1/sigmahat(n-k)*(-tauhat(n-k+1)*V(:,k)+x’.*F(:,k));
F(:,k+1)=1/sigmahat(n-k)*((sigmahat(n-k)*sigma(n-k)-tau(n-k)*tauhat(n-k+1))*V(:,k)
+tau(n-k)*x’.*F(:,k));
end
else
if j(n-k+1)==0
V(:,k+1)=1/sigmahat(n-k)*1./x’.*((sigmahat(n-k)*sigma(n-k)-tau(n-k)*tauhat(n-k+1))*F(:,k)
+tau(n-k)*(x’.*V(:,k)+p(P-ip)*ones(n,1)))-q(Q-iq)./x’;
F(:,k+1)=1/sigmahat(n-k)*1./x’.*(-tauhat(n-k+1)*F(:,k)+x’.*V(:,k)+p(P-ip)*ones(n,1));
ip=ip+1;
iq=iq+1;
else
V(:,k+1)=1/sigmahat(n-k)*1./x’.*((sigmahat(n-k)*sigma(n-k)-tau(n-k)*tauhat(n-k+1))*V(:,k)
+tau(n-k)*x’.*F(:,k))-q(Q-iq)./x’;
F(:,k+1)=1/sigmahat(n-kk)*1./x’.*(-tauhat(n-k+1)*V(:,k)+x’.*F(:,k));
iq=iq+1;
end
end
end
4. Compute VΨ(x)
−1 as in (3.6.20).
Chapter 4
Fast System-Solver for
Cauchy-Vandermonde Matrices
4.1 Derivation of the BKO-type algorithm for a Cauchy-
Vandermonde matrix
Following the methods in [7], we derive a similar decomposition of a Cauchy-Vandermonde
matrix W (x1:n, y1:`) in [20] via purely matrix arguements.
Theorem 4.1.1. The inverse of the Cauchy-Vandermonde matrix W (x1:n, y1:`) from (2.3.2)
can be decomposed as
W (x1:n, y1:`)
−1 = U−11 · . . . ·U−1` · Uˆ−1`+1 · . . . · Uˆ−1n−1 ·D−1 · Lˆ−1n−1 · . . . · Lˆ−1`+1 ·L−1` · . . . ·L−11 (4.1.1)
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where
L−1k =

Ik−1
1
1
xk+1 − xk
. . .
1
xn − xk


Ik−1
1
−(xk − yk) (xk+1 − yk)
...
. . .
−(xk − yk) (xn − yk)

(4.1.2)
for k = 1 : `,
Lˆ−1k =

Ik−1
1
1
xk+1 − xk
. . .
1
xn − xk


Ik−1
1
−1 1
...
. . .
−1 1

(4.1.3)
for k = `+ 1 : n− 1,
Uˆ−1k =

Ik−1
1 −xk
. . . . . .
1 −xk
1

(4.1.4)
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for k = `+ 1 : n− 1
U−1k =

Ik−1
1 − (xk − yk)
(yk − yk+1)
. . . − (xk − yk)
(yk − y`)
−(xk − yk) −yk(xk − yk) . . . −(yk)n−`−1(xk − yk)
(xk − yk+1)
yk − yk+1
.
. .
(xk − y`)
yk − y`
1 −(xk − yk) . . . −(yk)n−`−2(xk − yk)
.
.
.
.
.
.
.
.
.
1 −(xk − yk)
1

(4.1.5)
for k = 1 : `, and
D−1 =

(x1 − y1)
. . .
(x` − y`)
1
. . .
1

. (4.1.6)
Proof. The proof uses induction on n. Note that if ` = 0, we have a Vandermonde matrix,
and ` = n we have a Cauchy matrix. In both cases, the factorization holds.
For n = 1 there is nothing to show. Assume that 2 ≤ n, 1 ≤ ` < n and that the
factorization holds for all matrices of size n− 1. Now let W (x1:n, y1:`) ∈Mn as below
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W (x1:n, y1:`) =

1
x1 − y1
1
x1 − y2 . . .
1
x1 − y` 1 x1 . . . (x1)
n−`−1
1
x2 − y1
1
x2 − y2 . . .
1
x2 − y` 1 x2 . . . (x2)
n−`−1
...
...
...
...
...
...
1
xn − y1
1
xn − y2 . . .
1
xn − y` 1 xn . . . (xn)
n−`−1

We want to show that
L−11 WU
−1
1 =
 ∗
W (x2:n, y2:`)

where W (x2:n, y2:`) ∈ Mn−1 is a Cauchy-Vandermonde matrix of size n − 1 . Note that
since ` < n, we are not concerned with any Lˆ or Uˆ , since those factors affect only the Van-
dermonde part of W .
The factor L−11 clearly eliminates the first column (other than the pivot). To see the
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affect of U−11 , it helps to look at U
−1
k as the product of two matrices, U
−1
k1 U
−1
k2 , where
U−1k1 =

Ik−1
1 −(xk − yk) . . . −(xk − yk) −(xk − yk) 0 . . . 0
(xk − yk+1)
. . .
(xk − y`)
1 −xk
. . .
. . .
1 −xk
1

and
U−1k2 =

Ik−1
1
1
yk − yk+1
. . .
1
yk − y`
1 yk (yk)
2 . . . (yk)
n−`−1
1 yk
. . .
...
. . . . . . (yk)
2
. . . yk
1

.
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Under this decomposition, it is clear that U−111 eliminates the first row of W , producing
L−11 WU
−1
11 =

1
x1 − y1 0
0 C˜ V˜
 (4.1.7)
where
C˜ =

y1 − y2
(x2 − y2) . . .
y1 − y`
(x2 − y`)
...
...
y1 − y`
(xn − y2) . . .
y1 − y`
(xn − y`)

and
V˜ =

1 x1 − y1 (x1)2 − x1 · y1 . . . (x1)n−`−1 − (x1)n−`−2 · y1
...
...
...
...
1 xn − y1 (xn)2 − xn · y1 . . . (xn)n−`−1 − (xn)n−`−2 · y1
 .
Multiplying (4.1.7) on the right by U−1k2 produces
L−11 ·W · U−111 · U−112 =

1
x1 − y1 0 . . . 0
0
1
(x2 − y2) . . .
1
(x2 − y`) 1 x2 . . . (x2)
n−`−1
...
...
...
0
1
(xn − y2) . . .
1
(xn − y`) 1 xn . . . (xn)
n−`−1

(4.1.8)
=
 ∗
W (x2:n, y2:`)

Where W (x2:n, y2:`) ∈Mn−1 is a Cauchy-Vandermonde matrix. By inductive assumption,
it has the given factorization. Note that the first ` factors (L−1k , U
−1
k ) complete the Cauchy
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part of the matrix. After those, we are left with a submatrix of size n − ` that is strictly
Vandermonde. The remaining n − ` factors (Lˆ−1k , Uˆ−1k ) are the standard Bjo¨rck-Pereyra
factors of a Vandermonde matrix.
It should be noted that if ` = 0, the resulting matrix W (x1:n) is a full Vandermonde
matrix. In this case, the factors L−1k and U
−1
k of (4.1.1) do not appear, and D
−1 = I, leaving
W (x1:n)
−1 = Uˆ−11 · . . . · Uˆ−1n−1 · Lˆ−1n−1 · . . . · Lˆ−11 (4.1.9)
where Lˆ−1k and Uˆ
−1
k are (4.1.3) and (4.1.4) respectively. This is the exact decomposition of
a Vandermonde matrix found in [5], with lambda L−1k factors rather than bidiagonal.
Similarly, If ` = n, the resulting matrix W (x1:n, y1:n) is a full Cauchy matrix. In this case,
the factors Lˆ−1k and Uˆ
−1
k of (4.1.1) do not appear, and D
−1 = diag(xk − yk) for k = 1 : n,
leaving
W (x1:n, y1:n)
−1 = U−11 · . . . · U−1n−1 ·D−1 · L−1n−1 · . . . · L−11 (4.1.10)
where L−1k is (4.1.2) and U
−1
k is the first ` × ` block diagonal of (4.1.5). This is the exact
decomposition of a Cauchy matrix found in [8].
The representation for the inverse matrix W (x1:n, y1:`)
−1 obtained from the above leads
to the following algorithm for solving Wa = f .
Algorithm 4.1.2. function [a]=MO(x,y,f)
a=f;
n=max(size(x));
l=max(size(y));
if l<n
if l>0
for k=1:l
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for j=k+1:n
a(j)=(a(j)*(x(j)-y(k))-a(k)*(x(k)-y(k)))/(x(j)-x(k));
end
end
end
for k=l+1:n-1
for j=k+1:n
a(j)=(a(j)-a(k))/(x(j)-x(k));
end
end
for j=1:l
a(j)=a(j)*(x(j)-y(j));
end
for k=n-1:-1:l+1
for j=k:n-1
a(j)=a(j)-x(k)*a(j+1);
end
end
if l>0
for k=l:-1:1
for j=k+1:l
a(j)=a(j)/(y(k)-y(j));
end
for j=l+1:n-1
for i=1:n-j
a(j)=a(j)+a(j+i)*y(k)^i;
end
end
for i=1:l-k+1
a(k)=a(k)+a(k+i)*(y(k)-x(k));
end
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for j=k+1:l
a(j)=a(j)*(x(k)-y(j));
end
for i=l+1:n-1
a(i)=a(i)-a(i+1)*x(k);
end
end
end
end
if l==n
for k=1:n-1
for j=k:n
a(j)=a(j)*(x(j)-y(k));
end
for j=k+1:n
a(j)=a(j)-a(k);
end
for j=k+1:n
a(j)=a(j)/(x(j)-x(k));
end
end
for k=1:n-1
a(k)=a(k)/(x(k)-y(k));
end
a(n)=a(n)*(x(n)-y(n));
for k=n-1:-1:1
for j=k+1:n
a(j)=a(j)/(y(k)-y(j));
end
tmp=0;
for j=n:-1:k+1
tmp=tmp+a(j);
end
a(k)=a(k)-tmp;
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for j=k:n
a(j)=a(j)*(x(k)-y(j));
end
end
end
end
4.2 Positivity of L and U
We produce an error analysis for the new BKO-type algorithm, producing backward error
bounds involving the quantity
|L1| · . . . · |L`| · |Lˆ`+1| · . . . · |Lˆn−1| · |D| · |Uˆn−1| · . . . · |Uˆ`+1| · |U`| · . . . · |U1|. (4.2.1)
The BKO-type algorithm produces a “lambda” shape for each Lk and Lˆk term. In
contrast to the bidiagonal factors in [21] of the BP-type algorithm, the sparsity patterns of
(4.1.2) and (4.1.3) immediately imply the equality
|L| = |L1| · . . . · |L`| · |Lˆ`+1| · . . . · |Lˆn−1|. (4.2.2)
4.2.1 Partial Pivoting and CV-Leja ordering
The equality in (4.2.2) holds for all orderings of the nodes, so we look for the ordering that
reduces the size of |L|. Here we assume that the two sets of nodes {xk}k=1:n and {yk}k=1:`
are not separated from each other, and that the ordering of {xk}k=1:n can be computed in
advanced using O(n2) flops.
The objective of partial pivoting is the successive maximization of the pivots of L in the
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decomposition
W (x1:n, y1:`) = L · U. (4.2.3)
The factorization (4.1.1) of the L factors (4.1.2 and 4.1.3) of W (x1:n, y1:`) lead to partial
pivoting of W (x1:n, y1:`) to be the successive maximization of
|`ii| =

∣∣∣∣∣
∏i−1
j=1(xi − xj)
(xi − yi)
∏i−1
j=1(xj − yi)
∣∣∣∣∣ , for i = 2, . . . , `
∣∣∣∏i−1j=1(xi − xj)∣∣∣ , for i = `+ 1, . . . , n− 1.
(4.2.4)
Note that the first `× ` submatrices of W (x1:n, y1:`) are classic Cauchy matrices, so the
quantities of |`ii| are that of the Cauchy-Leja ordering from [8]. We shall call this procedure
CV-Leja ordering, and can be computed in advance by the following algorithm.
Algorithm 4.2.1. CV-Leja ordering
function [x,f] = CV_L(x,y)
n = max(size(x));
l=max(size(y));
dist = 0; m = 1; aux = zeros(1,n);
for i = 1:n
aux(i) = abs(1 / (x(i) - y(1)));
if dist<aux(i) m = i; dist = aux(i);
end
end
x = swap(x,1,m); aux(m) = aux(1);
f = swap(f,1,m);
if n<=2 return; end
for i = 2:l
dist = 0; m = i;
for j = i:n
aux(j) = aux(j) * abs((x(j) - x(i-1)) / (x(j) - y(i)));
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if dist<aux(j) m = j; dist = aux(j);
end
end
x = swap(x,i,m); aux(m) = aux(i);
end
if l<n-1
for i=l+1:n-1
dist = 0; m=i;
for j=i:n
aux(j)=aux(j)*abs(x(j)-x(i));
if dist<aux(j) m = j; dist = aux(j);
end
end
end
x = swap(x,i,m); aux(m) = aux(i);
end
Numerical example: In this example, consider the Cauchy-Vandermonde matrixW (x1:n, y1:`)
with n random nodes: {xk : 0 < xk < 1} and ` = bn/2c random poles: {yk : 0 < yk < 1}.
We calculate ||L||2 for:
• rand: Random ordering of the nodes
• mon: Monotonic ordering of the nodes
• CV-L: CV-Leja ordering of the nodes (4.2.1)
The results in Table 4.2.1 confirmed that the ordering (4.2.1) of the nodes significantly
reduces the size of |L|. In addition, monotonic ordering produces much larger values for |L|.
This is significant because the equality (4.2.2) holds for the bidiagonal factors in [21] only
when the nodes are ordered monotonically (see, e.g., [6]).
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Table 4.2.1: ||L||2
n rand mon CV-L
10 7.5e+01 1.9e+03 2.2e+00
15 2.2e+02 2.4e+03 2.9e+00
20 1.7e+05 1.5e+04 4.2e+00
25 5.1e+02 1.0e+06 4.6e+00
30 6.6e+03 1.1e+09 3.2e+00
4.2.2 Conditions for positivity of U
We progress to produce the error analysis for the new BKO-type algorithm involving the
quantity (4.2.1). The sparsity pattern of (4.1.4) immediately leads to
|Uˆ | = |Uˆ`+1| · . . . · |Uˆn−1|. (4.2.5)
Finally, the sparsity pattern of U−1k (4.1.5) does not have a direct relationship with positivity.
However, the next theorem shows the conditions under which we have the equality
|U` · . . . · U1| = |U`| · . . . · |U1|. (4.2.6)
Theorem 4.2.2. Let U−1k be given as in (4.1.5). Then Uk has a similar sparsity pattern and
satisfies (4.2.6) under the conditions:
xk · yk < 0 (4.2.7)
or
0 < |xk| − |yk| (4.2.8)
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for all k = 1 : `.
Proof. The equation for Uk is given as followed:
Uk =

Ik−1
1
(xk − yk)
(xk − yk+1) . . .
(xk − yk)
(xk − y`) (xk − yk) xk(xk − yk) . . . (xk)
n−`−1(xk − yk)
yk − yk+1
(xk − yk+1)
. . .
yk − y`
(xk − y`)
1 (xk − yk) . . . (xk)n−`−2(xk − yk)
. . .
. . .
...
1 (xk − yk)
1

.
(4.2.9)
which clearly has the same sparsity pattern as U−1k in (4.1.5). As for positivity, we will show
that if xk, yk and xk−1, yk−1 satisfy (4.2.7) or (4.2.8), then
|Uk · Uk−1| = |Uk| · |Uk−1| (4.2.10)
The structure of the first ` − 1 rows of (4.2.9) are “lambda” shaped, and thus equality
holds for all nodes (see, e.g., [8]). When looking at the second block-diagonal submatrix, we
consider the cases:
1. xk · yk < 0 (4.2.7):
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(a) xk > 0: Equality (4.2.10) is immediate.
(b) xk < 0: Uk and Uk−1 submatrices have “checkerboard pattern”, for example:
Uk =

1 − + − + −
1 − + − +
1 − + −
1 − +
1 −
1

(4.2.11)
Multiplication of the matrix Iˆ:
Iˆ =

1
−1
1
−1
1
−1

(4.2.12)
yields that |Uk| = Iˆ · Uk · Iˆ. If this pattern holds for Uk−1 also, then the equality
(4.2.10) is immediate.
2. 0 < |xk| − |yk| (4.2.8). All possibilities are either totally positive as in (4.2.7) (a) or
checkerboard as in (4.2.7) (b).
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So we have found that
|L| · |DU | = |L1| · . . . · |L`| · |Lˆ`+1| · . . . · |Lˆn−1| · |D| · |Uˆn−1| · . . . · |Uˆ`+1| · |U`| · . . . · |U1| (4.2.13)
for a set of nodes and poles that is more general than the condition of total positivity:
y` < · · · < y1 < 0 < x1 < · · · < xn (4.2.14)
required in the bidiagonal case in [21].
4.3 Rounding error analysis
We look to find a bound for the computed solution aˆ, which is the exact solution of a nearby
system (W (x1:n, y1:`)+∆W )aˆ = f . It is well-known that the bounds for Gaussian elimination
are
|∆R| ≤ 2γn|Lˆ||Uˆ |, where γn = nu
1− nu (4.3.1)
see, e.g., p. 175 in [17]. Here Lˆ and Uˆ denote computed triangular factors. These bounds
are the motivation to produce the bounds in the form of
|∆W | ≤ dnu|L||DU |. (4.3.2)
The equality (4.2.13) in general leads to the following backward error bound.
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4.3.1 Backward Stability of Algorithm 4.1.2
Theorem 4.3.1. Assume that Algorithm 4.1.2 (BKO-type algorithm) is carried out in float-
ing point arithmetic with a unit roundoff u, and that no overflows were encountered during
the computation. If the poles {yk} and the interpolation nodes {xk} satisfy (4.2.7) or (4.2.8)
for k = 1 : `, then the computed solution aˆ solves a nearby system
(W (x1:n, y1:`) + ∆W )aˆ = (U + ∆U)(Uˆ + ∆U˜)(D + ∆D)(Lˆ+ ∆Lˆ)(L+ ∆L)aˆ = f (4.3.3)
with
|W (x1:n, y1:`)aˆ− f | ≤ ((6n2 + n− 8n`+ 2`2 − 3)u+O(n2))|L||DU ||aˆ| (4.3.4)
|∆W | ≤ ((6n2 + n− 8n`+ 2`2 − 3)u+O(n2))|L||DU | (4.3.5)
with
|∆L| ≤ γ5`|L|, |∆Lˆ| ≤ γ3(n−`−1)|Lˆ|, (4.3.6)
|∆D| ≤ γ2|D|, (4.3.7)
|∆Uˆ | ≤ γ2n2−2(`+2)n+2(`+1)|Uˆ | (4.3.8)
|∆U | ≤ γ2n+4|U |. (4.3.9)
Proof. Let us recall that algorithm 4.1.2 solves a Cauchy-Vandermonde linear system by
computing
a = W (x1:n, y1:`)
−1f = U−11 . . . U
−1
` Uˆ
−1
`+1 . . . Uˆ
−1
n−1DLˆ
−1
n−1 . . . Lˆ
−1
`+1L` . . . L
−1
1 · f (4.3.10)
99
Where the {L−1i , Lˆ−1i , D−1, U−1i , Uˆ−1i } factors are given in (4.1.2)-(4.1.6).
First, we apply the standard error analysis for each elementary matrix-vector multiplica-
tion in (4.3.10) to show the computed solution aˆ satisfies
aˆ = (U−11 ∗ δU−11 ) . . . (U−1` ∗ δU−1` )(Uˆ−1`+1 ∗ δUˆ−1`+1) . . . (Uˆ−1n−1 ∗ δUˆ−1n−1)· (4.3.11)
· (D−1 ∗ δD−1)(Lˆ−1n−1 ∗ δLˆ−1n−1) . . . (Lˆ−1`+1 ∗ δLˆ−1`+1)(L−1` ∗ δL−1` ) . . . (L−11 ∗ δL−11 )f
where the asterisk ∗ denotes the Hadamard (or componentwise) product.
Next, the bounds obtained for the δL−1k , δLˆ
−1
k , δU
−1
k , δUˆ
−1
k , δD
−1 will be used to deduce
further bounds for ∆Lk,∆Lˆk,∆Uk,∆Uˆk,∆D defined by
(Lk ∗ δLk) = Lk + ∆Lk, (Lˆk ∗ δLˆk) = Lˆk + ∆Lˆk, (4.3.12)
(D ∗ δD) = D + ∆D, (4.3.13)
(Uk ∗ δUk) = Uk + ∆Uk, (Uˆk ∗ δUˆk) = Uˆk + ∆Uˆk. (4.3.14)
Finally, inverting (4.3.1) we shall obtain (4.3.3) which will lead to the desired bounds in
(4.3.6)-(4.3.9).
Lower triangular factors. We start with obtaining bounds for δLk, δLˆk,∆Lk and ∆Lˆk.
The sparse nature of these matrices, see (4.1.2), (4.1.3), imply the following bound for the
(i, j) entry of δLk and δLˆk
(δLk)i,j ≤ (1 + δ)5 (4.3.15)
(δLˆk)i,j ≤ (1 + δ)3. (4.3.16)
Since the Lk and Lˆk all have the exact same sparsity patterns as their inverses, equations
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(4.3.12), (4.3.15) and (4.3.16) imply that
|∆Lk| ≤ ((1 + δ)5 − 1)|Lk| (4.3.17)
|∆Lˆk| ≤ ((1 + δ)3 − 1)|Lˆk|. (4.3.18)
Diagonal Factor The simple structure of D immediately implies
|∆D| ≤ ((1 + δ)2 − 1)|D|. (4.3.19)
Upper triangular factors. Similar to the analysis of the lower triangular factors, the
sparse nature of Uˆk, see (4.1.4) implies the following bound for the (i, j) entry of ∆Uˆk:
(δUˆk)i,j ≤ (1 + δ)2. (4.3.20)
The well-known pattern for Uˆk yields
|∆Uˆk| ≤
(
(1 + δ)2(n−k) − 1) |Uˆk|. (4.3.21)
Finally, Uk is given by (4.2.9). The inner product corresponding to the k-th row of Uk is
evaluated from the last to the k−th entry, then the error in the (k, j) entry for 2 ≤ j ≤ `+ 1
is bounded by
(δUk)k,j ≤ (1 + δ)n−j+3. (4.3.22)
The error in the (k, j) entry for `+ 2 ≤ j ≤ n is bounded by
(δUk)k,j ≤ (1 + δ)n−`+1. (4.3.23)
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Specifically, the k × k entry of δUk1 is bounded by
(δUk)k,k ≤ (1 + δ)n−k. (4.3.24)
And for k < i ≤ `, we have
(δUk)i,i ≤ (1 + δ)4. (4.3.25)
Equations (4.3.22)-(4.3.25) imply
|∆Uk| ≤ ((1 + δ)2n+2 − 1)|Uk| (4.3.26)
To prove (4.3.6)-(4.3.9), we use the easily verified fact (see [17]). Let |∆Xk| ≤ δ|X| for
k = 1, . . . ,m, then
∣∣∣∣∣
m∏
k=1
(Xk + ∆Xk)−
m∏
k=1
Xk
∣∣∣∣∣ ≤ ((1− δ)m − 1)
m∏
k=1
|Xk|. (4.3.27)
Equations (4.3.27) and (4.3.17) imply that
|∆L| = |(L1 + ∆L1) . . . (L` + ∆L`)− L1 . . . L`| ≤ ((1 + δ)5` − 1)|L1| . . . |L`| (4.3.28)
The sparsity pattern of Lk and Lˆk allows us to remove the moduli in the product on the
right-hand side of (4.3.28), implying the first bound in (4.3.6). The second bound in (4.3.6)
follows from (4.3.18) and (4.3.27). The bound in (4.3.9) follows from (4.3.26). The bound
in (4.3.7) follows from (4.3.19) easily. Under the conditions (4.2.7) or (4.2.8), we can remove
the moduli on the Uk factors, implying equations (4.3.8) and (4.3.5).
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4.4 Full pivoting
Similar to partial pivoting, the objective of full pivoting is the successive maximization of
the determinants of the leading submatrices, or the pivots. The factorization of W (x1:n, y1:`)
leads to the following formula for its pivots.
Theorem 4.4.1. Let W (x1:n, y1:`) be a Cauchy-Vandermonde matrix as in (2.3.2). The its
pivots, di for i = 1 : n are given by
di =

1
xi − yi for i = 1
∏i−1
j=1(xi − xj)
∏i−1
j=1(yi − yj)
(xi − yi)
∏i−1
j=1(xi − yj)
∏i−1
j=1(xj − yi)
, for i = 2, . . . , `
∏i−1
j=1(xi − xj)∏`
j=1(xi − yj)
, for i = `+ 1, . . . , n− 1.
(4.4.1)
Proof. Immediate from (4.1.1)1.
This definition of the pivots leads to the full pivoting of W as the successive maximization
of
|di| =

∣∣∣∣∣
∏i−1
j=1(xi − xj)
∏i−1
j=1(yi − yj)
(xi − yi)
∏i−1
j=1(xi − yj)
∏i−1
j=1(xj − yi)
∣∣∣∣∣ , for i = 2, . . . , `
∣∣∣∣∣
∏i−1
j=1(xi − xj)∏`
j=1(xi − yj)
∣∣∣∣∣ , for i = `+ 1, . . . , n− 1.
. (4.4.2)
1This formula also follows immediately from the formula of the determinant of W (x1:n, y1:`) by Martinez
and Pen˜a in [20].
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Similar to partial pivoting, note that the first `×` submatrices of W (x1:n, y1:`) are classic
Cauchy matrices, so the quantities of |dii| are that of the Cauchy-Leja ordering from [8].
We shall call this procedure Full CV-Leja ordering, and can be computed in advance by the
following O(n3) algorithm.
Algorithm 4.4.2. Full CV-Leja ordering
function [x,y] = CVLejaFull(x,y)
n = max(size(x));
l=max(size(y));
if l>0
dist = 0; m = 1; aux = zeros(n,l);
for i = 1:n
for j=1:l
aux(i,j) = abs(1 / (x(i) - y(j)));
if dist<aux(i,j)
m = i;
M = j;
dist = aux(i,j);
end
end
end
x = swap(x,1,m); aux(m,:)=aux(1,:);
y = swap(y,1,M); aux(:,M)=aux(:,1);
for i=2:l
dist=0; m=i; M=i;
for j=i:n
for k=i:l
aux(j,k)=aux(j,k)*abs((x(j)-x(i-1))/(x(j)-y(i-1))*(y(k)-y(i-1))/(x(i-1)-y(k)));
if dist<aux(j,k)
m = j;
M = k;
dist = aux(j,k);
end
end
end
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x = swap(x,i,m); aux(m,:)=aux(i,:);
y = swap(y,i,M); aux(:,M)=aux(:,i);
end
if l<n-1
for i=l+1:n-1
dist = 0; m=i;
for j=i:n
aux(j,l)=aux(j,l)*abs(x(j)-x(i));
if dist<aux(j,l)
m = j;
dist = aux(j,l);
end
end
end
x = swap(x,i,m); aux(m,:) = aux(i,:);
end
end
return
4.4.1 Numerical Illustrations
We performed numerous numerical tests for the algorithm suggested and analyzed in this
paper. The results confirm theoretical results, as perhaps should be expected.
Consider the linear system
W (x1:n, y1:`)a = f (4.4.3)
whereW is an n×n Cauchy-Vandermonde matrix, f =
[
−1 1 −1 . . . (−1)n−1 (−1)n
]T
.
We used the ordering:
• Random nodes x = {xk : 0 < xk < 2}, the random poles y = {yk : 0 < yk < 1} for
` = bn/2c.
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and tested the following algorithms:
1. MO: Algorithm 4.1.1
2. MO+CVL: 4.1.1 with CV-Leja ordering using algorithm 4.2.1.
3. GEPP: Gaussian elimination with partial-pivoting.
For each value n we solved the linear system by running the algorithm in MATLAB
using double precision (unit roundoff ≈ 2.22×10−16). We also calculated the backward error
bound using the formula
bi =
||f −W · aˆi||2
||W ||2 · ||aˆi||2
. (4.4.4)
The results are found in Table 4.4.1.
Table 4.4.1: Backward error
n Cond(W ) MO MO+CVL GEPP
10 5.6e+08 3.9e-17 7.9e-19 7.8e-19
15 2.2e+12 3.75e-17 1.5e-17 6.3e-18
20 1.3e+16 3.2e-14 8.6e-18 3.7e-18
25 1.7e+19 1.8e-12 3.4e-18 2.2e-18
30 2.9e+19 1.4e-13 1.5e-18 8.8e-18
Finally, we computed ||L||2 · ||DU ||2 where W = LDU is an n×n Cauchy-Vandermonde
matrix with ` = bn/2c. We used the nodes xk = k and interlaced poles yk = xk+`/2 − xk+`/2−1
2
for the following orderings:
1. mon: monotonic ordering
2. CVL: CV-Leja ordering using algorithm 4.2.1
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Table 4.4.2: ||L||2 · ||DU ||2
n mon CVL Full CVL
10 7.7e+06 1.2e+05 2.0e+04
15 8.7e+11 2.9e+09 2.2e+08
20 9.6e+17 1.1e+13 7.2e+11
25 7.2e+23 1.5e+18 7.5e+16
30 2.2e+29 1.5e+22 6.1e+20
3. Full CVL: Full CV-Leja ordering using algorithm 4.4.2.
Comparing the data in Tables 4.4.1 and 4.4.2 indicates the ordering of the nodes has a
profound influence on the accuracy of the algorithm produced in this paper. The CV-Leja
ordering (4.4.1) reduces the size of |L| · |DU |.
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