Ordinal time series analysis is a new approach to the investigation of long and complex time series, which bases on ordinal patterns describing the order relations between the values of a time series. In this paper we consider ordinal time series analysis from the conceptional viewpoint. In particular, we introduce ordinal processes as models for ordinal time series analysis and discuss the structure of ordinal pattern distributions obtained from them. Special emphasis is on the relation of ordinal time series analysis to symbolic dynamics and to a transformation extracting the whole ordinal information contained in a time series. Finally, we consider invariance properties of ordinal time series analysis.
Introduction

Ordinal time series analysis
The idea of ordinal time series analysis due to Bandt and Pompe [2] is to quantify the up-and-down in a given time series. This is done by considering ordinal patterns which describe the order relations between some equidistant values and by determining the distribution of ordinal patterns in a time series or in parts of it. Although details of the original amplitude information get lost, the procedure seems to be advantageous since in many cases it provides a reduction of complex systems to their basic intrinsic structure, it results in very fast and flexible algorithms and guarantees a certain robustness towards added noise.
However, ordinal time series analysis has been applied for data exploration in some cases (see Sec. 1.3), there does not yet exist an ordinal time series theory as a base for statistical inference. The most interesting results have been given in the context of quantifying complexity of interval maps by means of permutation entropy (see again Sec. 1.3). Permutation entropy is one of the characteristics of an ordinal pattern distribution, others have been introduced by Keller et al. [12] .
In this paper we consider ordinal pattern distributions as a whole. First we discuss the intrinsic ordinal structure of time series focussing on an optimal coding of ordinal patterns. Then we introduce ordinal processes as special stochastic processes with values in ordinal pattern "spaces" and study ordinal pattern distributions obtained from them. In this relation we discuss ordinal pattern distributions obtained from stochastic processes and one-dimensional dynamical systems.
The starting point of our discussion is a time series (x t ) t∈Z of real values x t . We take time domain Z for simplicity and in view to the discussion below, however, for real-world time series the following considerations must be adapted to a finite time domain. Short distance time dependencies are described by the ordinal structure of the delay vectors (x t−lτ ) d l=0 of dimension d + 1 for given time t ∈ Z, delay τ ∈ N = {1, 2, 3, . . .} and order d ∈ N. While different delays reflect details of a time series on different scales, with increasing order the gained information increases.
Ordinal patterns and symbolic dynamics
Ordinal patterns. First of all, let us say what we mean by an ordinal pattern. In this paper we will consider different symbolic representations of ordinal patterns, each useful from some viewpoint. Often an ordinal pattern will be identified with its representation. . Thus ordinal patterns are in one-to-one relation to permutations. π is called the permutation representation of the corresponding ordinal pattern. We consider π as a map defined on
Ordinal patterns in time series. Given a time series (x t ) t∈Z , the ordinal pattern of order d and delay τ at time t is defined as the ordinal pattern of the delay vector (x t , x t−τ , . . . , x t−dτ ). It has the permutation representation Fig. 1 shows, substituting x t−r l τ by d − l for l ∈ {0, 1, . . . , d} yields a qualitative reconstruction of the original signal, preserving in particular monotone parts.
Ordinal symbolic dynamics. As formula (1.2) shows, we do not emphasize equality of two values. (1.3) guarantees uniqueness of the permutation defined by (1.2), in only one but a convenient way out of many possible ones. Assuming that behind the given time series there is a continuously distributed process, equality of values of the series is negligible.
The method divides a state space into a few number of pieces and uses only the time-dependent information in which piece a state lies. It is known as symbolic dynamics in dynamical system theory. The pieces are usually identified with symbols, justifying the notion "symbolic dynamics", and so orbits in the dynamical system are turned into symbol sequences. The consideration of ordinal patterns is symbolic dynamics on the state space of delay vectors of order d. The more general framework that a partition of R d+1 depends only on the order structure of the vectors, referred to as ordinal symbolic dynamics in this paper, is discussed in the last section.
Statistics of ordinal pattern distributions
Symbol statistics. The central idea of the symbolic dynamics approach to the analysis of time series is to examine the distribution of symbols in a time series (or parts of it, respectively) by means of information theory and nominal statistics. For a review of symbolic data analysis see Daw et al. [5] .
The "symbols" we are mainly interested in are ordinal patterns. Their distribution in a time series still reflects important qualitative features of an underlying system and is interesting in particular by two reasons: On the one hand, ordinal patterns are relatively robust with respect to small noise, affecting only a few of the order relations between values, and on the other hand they clearly do not change under strictly monotonically increasing transformations of the original time series, which means that they are invariant in particular with respect to different scalings or offsets.
Permutation entropy. One interesting statistic in ordinal time series analysis is the permutation entropy which is the well-known Shannon-entropy for a distribution of ordinal patterns. It has been introduced by Bandt and Pompe [2] as a measure for quantifying the complexity of a time series and the underlying system. For dynamical systems, permutation entropy as a theoretical quantity is strongly related to the Kolmogorov-Sinai entropy:
Bandt et al. [3] show that for piecewise monotone interval maps the permutation entropy derived from ordinal patterns of order d increases like d times the Kolmogorov-Sinai entropy and give a similar statement for the topological entropy (see Sec. 4.2). Misiurewicz [14] proves that the permutation entropy of suchs map is already determined by ordinal patterns in the periodic orbits. Also note the results by Amigo et al. [1] generalizing the results of Bandt et al. to multidimensional maps for a concept of permutation entropy being slightly different from the given one in the one-dimensional case.
"Empirical" permutation entropy has been particularly applied for analyzing and describing real-world-data, mainly for the analysis of epileptic activity in electroencephaleogram (EEG) recordings: corresponding to the low signal complexity of EEGs during epileptic activity one finds a low permutation entropy as well. Faul et al. [8] discuss the applicability of the permutation entropy for the detection of epileptic seizures in EEGs taken from newborn babies, Cao et al. [4] use it for describing interictal brain activity, Keller and Lauffer [10] analyze side differences in EEG recordings and the effect of vagus stimulation.
Other quantities. Clearly, ordinal pattern distributions are not completely characterized by the permutation entropy (see also the end of Sec. 1.4), requiring the consideration of other quantities, as for example such related to the mean length of monotone parts and the frequency of changes of monotonicity in a time series (see Keller et al. [12] ). Note that the latter statistic can be used to estimate the Hurst exponent of fractional Brownian motion (see e.g. Embrechts and Maejima [7] ) from realizations of an unknown monotone functional, which will be discussed in a forthcoming paper.
Efficient determination and coding of ordinal patterns
Inversion numbers. From the computational viewpoint the permutation representation of ordinal patterns in time series is disadvantageous. The better use of inversion numbers we describe now will be central in this paper.
For given delay τ , order d, time t and l = 1, 2, . . . , d consider the inversion number
Obviously, the description of ordinal patterns in time series by (i
is the trivial permutation of the single set {0}.
• 
Simple properties of inversion numbers. There are two important facts to note: 
For l ∈ N, it holds that
i.e. in order to get i τ l+1 (t + τ ) from the number i τ l (t) one has to increase it by one or not, depending on one comparison alone. This provides an effective Ordinal pattern spaces. We call the set
(equipped with some structure subsequently) the ordinal pattern space of order d. Here we emphasize that d = ∞ is permitted, which is motivated by the first of the above facts. 
This and the following is discussed in Sec. 2.2. Dividing the resulting number by (d + 1)! one gets a representation
The map ν defined on d∈N I d in this way can be extended to I ∞ . Namely the sum
which we call ordinal transformation of order d ∈ N ∪ {∞} and delay τ ∈ N will be of our interest because it extracts ordinal information of order d from a time series (x t ) t∈Z and delay τ and can be used to visualize this information.
Illustration. This use of the ordinal transformation is illustrated in Fig. 3 First, the manifest black and white horizontal "stripes" in each of the six visualizations suggest the existence of some underlying stationary ordinal pattern dynamics. (This kind of stationarity will be discussed in Sec. 4 .) The ordinal pattern "orbit" is more concentrated in the regions of black stripes than of white stripes. Note that the existence of white stripes is particularly interesting since (as will be examined later) a thinning out of ordinal patterns of higher order can be viewed as an indicator for intrinsic determinism in a system, here in the brain.
There appear obvious similarities and dissimilarities, respectively, between the different plots in (b). This observation has been the starting point for a classification of EEG time series or parts of them on the base of ordinal pattern distributions (see Keller and Sinn [11] ). Note, moreover, that the distributions of the ordinal patterns in (b) yield nearly identical (empirical) permutation entropies, whereas other measures (as the mean length of monotone parts) clearly differ.
Structure of the paper
In Sec. 2 we focus to inversion and number representations of ordinal patterns and ordinal pattern spaces. The introduction of ordinal processes is given in Sec. 3. Here we introduce "backwards" maps in order to relate ordinal patterns given at different times. Section 4 considers mixing and ergodic properties of stationary ordinal processes and the structure of ordinal pattern distributions obtained from them. In particular, here we discuss determinism and stochasticity from the viewpoint of the distribution of ordinal patterns. In Sec. 5 we give a characterization of the ordinal transformation from the symbolic dynamics viewpoint by describing how this transformation "arranges" (infinite-dimensional) vectors in the interval [0, 1]. We conclude with a supplementary discussion of invariance properties of ordinal symbolic dynamics in Sec. 6.
Ordinal Patterns and Their Representations
Ordinal pattern spaces
Inversion representation of ordinal patterns. Clearly, the use of a sequence of inversion numbers is a general way to code an ordinal pattern, independently from time series: If
is the permutation representation of a given ordinal pattern of order d, let
Then π can be obtained from (i l ) d l=1 by the procedure described above, Remark 1.1. We call (i l ) [6] .) Below we will consider a "weighted" sum of the i 1 , i 2 , . . . , i d in order to get a number representation of ordinal patterns.
In the time series context it obviously holds that
Up to the end of Sec. 4 we identify an ordinal pattern with its inversion representation. This also justifies the notion "ordinal pattern space".
Structure on the system of ordinal patterns. The ordinal pattern spaces I d for d ∈ N ∪ {∞} are naturally ordered by the lexicographic order defined by
We equip I d with the product topology, where the discrete topology is used on {0, 1, . . . , l}. The product topology is generated by the metric δ defined by 
Number representations
A natural enumeration of ordinal patterns. We now come to the number representation
, and one has the recursion The maximal possible distance of these patterns with respect to the number representation is natural since they represent completely opposite monotonic behavior. This and the general arrangement of ordinal patterns will be discussed in Sec. 5.
Normalization and representation of infinite ordinal patterns.
. . provide information on the ordinal structure of the past at time t. The higher the order of the corresponding ordinal pattern is, the more information on the past is given. The resulting numbers, however, are on different scales. In order to remove this disadvantage, for order d we divide by the natural scaling constant (d + 1)!. In particular, this allows to represent elements of I ∞ by a single number in the interval [0, 1].
Indeed, for (i l )
is monotonically nondecreasing in d ∈ N and bounded from above by 1, hence 
Proof. The statement in (i) that the lexicographic order is turned into the usual one is an immediate consequence of Lemma 2.2, and the proof of (ii) is standard. As a consequence of (ii) the image of ν is closed. Since by Lemma 2.
, the ν-image of the set of sequences ending with 000 . . . is dense in [0, 1]. Therefore, ν is surjective, and (i) shows that sequences as described in (iii) have the same image. The other direction of (iii) is an immediate consequence of (i). Now (iv) follows from ν(
Ordinal Processes
Backward maps
The concept. Given a time series (x t ) t∈Z and some delay τ , the ordinal pattern of order d > 1 at some time t determines the ordinal pattern of order d − 1 at time
We now describe this relationship in the context of inversion representation of ordinal patterns, which also allows one to include the case d = ∞. By (1.5) it holds that 
(k) and equal to 1 otherwise, one has
On the other hand, by definition
2. In the case π
These considerations and (3.1) justify the following definition, where ∞−1 = ∞:
l=1 , where i 1 , i 2 , . . . are recursively defined by
is called the backward map of order d.
In particular, (3.1) can be written as 2) and, since the elements of ordinal pattern spaces and permutations are in a one-toone relationship, the way of getting the backwards maps and induction provide 
Definition of an ordinal process
In order to be able to model ordinal time series we now consider a special class of stochastic processes with values in ordinal pattern spaces. 
(I(t)) t∈Z is called an ordinal process of order d if d = 1 or if d > 1 and for all
l=1 P -a.e. (I(t)) t∈Z is said to be o-stationary if for all l < d + 1 the distribution of (I 1 (t), I 2 (t), . . . , I l (t)) does not depend on t ∈ T . Remark 3.1. We use the term o-stationary since for finite d stationarity in this sense is weaker than stationarity as defined in the usual way, for d = ∞, however, there is no difference.
Clearly, ordinal processes can be deduced from real-valued stochastic processes with time set R or Z in different ways. In the following, given a real-valued stochastic process X = (X(s)) s∈T with T ⊂ R, some τ ∈ ]0, ∞[ and l ∈ N, for t ∈ T let
if all necessary X(s) in (3.3) are defined (compare formula (1.4)).
Proposition 3.2. Let X = (X(t)) t∈T with T = Z resp. T = R be a realvalued stochastic process and let
We will come back to the description of the ordinal structure of real-valued processes in Sec. 4.2.
Invariant Ordinal Pattern Distributions
Mixing and ergodicity
Properties of B ∞ . In this subsection we want to discuss mixing properties of the backward map for d = ∞, which will have interesting consequences for the distribution of ordinal patterns. For this consider the unique (probability) measure Λ on (I ∞ , B(I ∞ )) defined by
as defined in Sec. 2.1. It is natural to consider this measure as the equidistribution. Namely, one easily sees from Theorem 2.1(iv) that ν transforms Λ into the Lebesgue measure λ on the interval [0, 1], so from the measure-theoretic viewpoint Λ and λ can be identified.
A measurable self-map F on a probability space (Ω, A, µ) is said to be measurepreserving and µ on (Ω, A) F -invariant if µ(F −1 (A)) = µ(A) for all A ∈ A. Moreover, in the measure-preserving case F is called strongly mixing if
and ergodic if F −1 (A) = A for A ∈ A implies µ(A) = 0 or µ(A) = 1. Roughly speaking ergodicity means that (Ω, F ) cannot be decomposed properly. 
), hence the permutation representation of (i l ) 
).
Lemma 2.1 provides that B ∞ is measure-preserving (see Walters [16] , Theorem 1. 
Now Lemma 2.1 shows that B ∞ is strongly mixing (see Walters [16] , Theorem 1.17).
If F is strongly mixing, then for A ∈ A with F −1 (A) ⊂ A Eq. (4.1) with 
Interpretation. For an o-stationary ordinal process ((I(t))
∞ l=1 ) t∈Z of order ∞ on a probability space (Ω, A, P ) the unique measure µ = µ P on (I ∞ , B(I ∞ )) defined by
is obviously B ∞ -invariant and Corollary 4.1 says roughly speaking that either each ordinal pattern has a positive probability to occur in the process or the ordinal pattern distribution is very thin. The first case describes something like stochasticity and the second one something like a more deterministic behavior. This way of interpretation is supported by some examples we give now.
B ∞ -invariant probability measures
Ordinal pattern distributions from real systems. First of all note that B ∞ -invariant probability measures on (I ∞ , B(I ∞ )) provide a natural description of ordinal pattern distributions in a relatively wide context. 1. Let X = (X(t)) t∈T with T ⊂ R be a real-valued stochastic process on some probability space (Ω, A, P ) and let
2) defines yet a unique B ∞ -invariant probability measure µ = µ P on (I ∞ , B(I ∞ )). 2. Let X ⊆ R, f : X ← be a continuous map and κ an f -invariant probability measure on (X , B(X )) and let τ ∈ N. Then
Stochasticity. If in 1. the X(t) are i.i.d. and continuous and τ ∈ N is given such that T d is nonempty for all d ∈ N, then µ is equal to the "equidistribution" Λ. This case can be considered as the completely stochastic one.
is invariant with respect to t ∈ T d , then for all d ∈ N the system (I l (t))
Moreover, if in this case all vectors given in (4.3) follow a nondegenerate Gaussian distribution, obviously the B ∞ -invariant probability measure µ = µ P defined in 1. is supported on I ∞ . However, it can be far from Λ. (Note that the situation considered here covers classes of Gaussian processes with stationary increments like the fractional Brownian motion. In the latter T = [0, ∞[ and the B ∞ -invariant probability measure does not depend on τ .)
Observe that different "levels of stochasticity" are reflected by the concentration behaviour of the invariant measure: For example adding a linear trend at with a > 0 to the above i.i.d. process, the non-decreasing ordinal patterns are, roughly speaking, suppressed further for larger a. We always have strictly positive measure on every elementary cylinder set, but approach a Dirac measure concentrated on the ordinal pattern (0, 0, . . .), representing in some sense the completely deterministic case. In this situation it is more interesting how fast (for increasing order d) the probability concentrates on certain patterns and becomes very small for others. This scaling behaviour could be measured by means of fractal geometry. We illustrate this "deterministic" case by considering the well-known quadratic family for τ = 1. Here we do not want to discuss the structure of the system of admissible ordinal patterns, but we present an ordinal analogue of the Feigenbaum diagram (see Fig. 5(b) ): Recall that roughly speaking the Feigenbaum diagram ( Fig. 5(a) ) illustrates a "typical" orbit of f r . Fixing sufficiently large n and m, for a given r the iterates f The maps f r belong to the class of piecewise monotone interval maps defined as continuous maps from an interval I into itself with the following property: there exists a partition of I into finitely many subintervals on which the map is strictly monotone. More generally, the following holds: Proposition 4.1. Let I ⊆ R be an interval, f : I ← a piecewise monotone interval map and κ an f -invariant probability measure on (I, B(I)). Then for any τ ∈ N there are non-admissible ordinal patterns, implying that µ = µ κ as defined in 2. is supported on a set C ∈ B(I ∞ ) with Λ(C) = 0.
Proof. For each piecewise monotone interval map g let P(g) be a fixed partition of intervals of maximal lengths such that g is strictly monotone on each of these intervals, and note that iterates g = f
•n of piecewise monotone interval maps f are piecewise monotone interval maps. As shown by Misiurewicz and Szlenk [15] , the topological entropy h 0 of piecewise monotone interval maps f is given by
and if κ is an f -invariant measure on (I, B(I)), then the Kolmogorov-Sinai entropy h κ of f is given by
The results of Bandt et al. [3] mentioned in Sec. 1.3 provide similar formulas on the base of ordinal patterns: For the partition
If all ordinal patterns are admissible by f , then it holds that lim d→∞
On the other hand, the topological entropy of f is finite, which e.g. can easily be seen from (4.4). This contradiction shows the statement.
Note that the result of Bandt et al. [3] can be used for estimating the Kolmogorov-Sinai entropy of a piecewise monotone interval map from the (empirical) permutation entropy of a part of an orbit (also compare Sec. 1.3).
As already mentioned above, between the continuous i.i.d. case and the case of piecewise monotone interval maps there are various systems providing a spectrum of ordinal pattern distributions. For the deterministic case in 2. we do not know whether the associated B ∞ -invariant probability measures can be strictly positive on each elementary cylinder set.
Ordinal processes from B ∞ -invariant probability measures. We have seen that an o-stationary ordinal process of order ∞ defines a B ∞ -invariant probability measure on (I ∞ , B(I ∞ )). Also the inverse is valid as we show now. This will always allow to identify B ∞ -invariant probability measures with o-stationary ordinal processes of order ∞ "generating" the measure (compare (4.2)).
For a given B ∞ -invariant measure µ on (I ∞ , B(I ∞ )) let P 0 = µ and (
A n . With P 0|−1 := P 0 the IonescuTulcea Theorem (see e.g. Kallenberg [9] ) asserts the existence of a unique probability measure P on (Ω, A) with
for all n ∈ N and A ∈ n k=0 A k . Define the family (I(t)) t∈Z of random variables on (Ω, A, P ) by
For t > 0 and A ∈ A t let P t (A) = (
for t > 0, i.e. (I(t)) t∈Z is an ordinal process. Moreover, for t ≤ 0 and A ∈ B(I ∞ )
and for t > 0 one shows via induction ) t∈Z of order ∞ on some probability space (Ω, A, P ) with
The Ordinal Transformation
Structure of the ordinal transformation
The ordinal transformation of order d ∈ N ∪ {∞} and delay τ ∈ N introduced in Sec. 1.4 assigns to a time series (x t ) t∈Z the time series 
(with the map π as defined in (1.1)) and providing 
In the following, we also consider the trivial permutation ( 
Finally, according to the proof of Theorem 2.1 it holds that
(A1)-(A4) say that ν is a bijection from the set {D π | π is a permutation of order d} 
Characterization of the ordinal transformation
The following theorem characterizes the ordinal transformation by (A1)-(A6).
Proof. Let ν be given with (A1)-(A6). Using induction, we first verify 
Invariance Properties
In order to discuss invariance properties of ordinal symbolic dynamics, i.e. symbolic dynamics on R d+1 for finite partitions only depending on the ordinal structure of a vector, let us say that two vectors are separated by a partition considers equality between one or more components of the vectors in R d+1 separately, the "pattern" invariance under strictly monotonically increasing maps however remains true. Let us have a closer look at invariance properties of ordinal symbolic dynamics and give a special characterization of the partition D Proof. Assume the existence of a translation-invariant partition E = {E 0 , E 1 , . . . , E p } of R for p ≥ 1. Further, assume that 0 ∈ E 0 . We first note that E 0 is a subgroup of (R, 0, +). . We show that the u q must be in mutually different pieces of E, which clearly is impossible. If u q1 and u q2 are not separated by E for q 1 < q 2 , then by (6.4) it holds that
. Since q 2 − q 1 divides p+1 j=1 j, the number u is a multiple of u q1 − u q2 , hence by (6.2) it lies in E 0 , contradicting our assumption. In the following a partition D is said to be coarser than a partition E if each E ∈ E is contained in some D ∈ D. This includes equality of the partitions. First we want to give a characterization of the partition D 
