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We study scalar and chiral fermionic models in next-to-leading order with the help of the functional
renormalisation group. Their critical behaviour is of special interest in condensed matter systems,
in particular graphene. To derive the beta functions, we make extensive use of computer algebra.
The resulting flow equations were solved with pseudo-spectral methods to guarantee high accuracy.
New estimates on critical quantities for both the Ising and the Gross-Neveu model are provided.
For the Ising model, the estimates agree with earlier renormalisation group studies of the same level
of approximation. By contrast, the approximation for the Gross-Neveu model retains many more
operators than all earlier studies. For two Dirac fermions, the results agree with both lattice and
large-Nf calculations, but for a single flavour, different methods disagree quantitatively, and further
studies are necessary.
I. INTRODUCTION
Since at least 2010, when the Nobel Prize was
awarded for “groundbreaking experiments regarding the
two-dimensional material graphene”1, the interest in
graphene2–5 and related materials6–28 has grown tremen-
dously. Despite all effort, the theoretical description of
these materials is still difficult. The possibility to theo-
retically predict material properties such as conductivity
or the band structure would without doubt have a deep
impact on many areas. The relativistic symmetry of the
noninteracting low-energy degrees of freedom in graphene
gives a strong impetus for a study of effective field the-
ories on the basis of interacting Dirac fermions29–59. A
particular model for Dirac materials is given by a com-
bination of two Gross-Neveu type models60. The present
work deals with the Ising-like subset of this model, cor-
responding to the three-dimensional Gross-Neveu model
for four-component Dirac fermions in a reducible repre-
sentation. In the context of layered materials, it serves
as a minimal model exhibiting a quantum phase transi-
tion to a symmetry broken phase and gap formation as
a function of coupling strength. In a field theory con-
text, the Gross-Neveu model can also be regarded as a
toy model for asymptotic safety61.
Many insights in condensed matter systems and quan-
tum field theories are obtained via perturbative expan-
sions. Most of these series expansions only converge
asymptotically, if at all. To deal with nonperturbative
effects, other methods need to be employed. It is quite
possible that a nonperturbative treatment can even solve
some very fundamental problems, for example the inclu-
sion of a putative quantum gravity into the Standard
Model, or explain Dark Matter and Dark Energy. As not
every theory can be simulated on a lattice, we shall focus
here on the continuous realisation of the exact renormal-
isation group by Wetterich62.
From a technical perspective, when one wants to ap-
ply functional methods to a given theory, several steps
are necessary. Only rarely is an exact solution possible,
thus firstly one has to decide on an approximation (trun-
cation) that one wants to study. Secondly, one has to
determine the renormalisation group flow of all operators
present in the truncation. It is clear that the more op-
erators are kept, the more difficult to calculate the flow.
Finally, the resulting (integro-)differential equations need
to be solved. For the latter part, recently a very efficient
possibility to solve such equations globally and to high
accuracy by pseudo-spectral methods was put forward in
the present context in Ref. 63, and we shall also employ
this method here. In Ref. 64, the fixed point structure of
the O(N) ⊕ O(M)-model was studied pseudo-spectrally
between two and three dimensions. Lately, the method
was extended to the integration of flows65,66.
In contrast to the situation in perturbation theory, not
much is known about the convergence properties of ap-
proximations to the exact renormalisation group from
first principles. One possibility is of course the inclu-
sion of more and more operators, and checking the con-
vergence of observables, as critical exponents of a phase
transition, see e.g. Refs. 67 and 68 for studies in next-
to-next-to-leading order, and Ref. 69 for a general dis-
cussion of the convergence of the derivative expansion.
Clearly, this gives only circumstantial evidence, and a
fundamental understanding of convergence properties is
desirable. Nevertheless, it is one of the few means to
judge the quality of a given approximation, when a com-
parison with results obtained from other methods is not
possible.
The focus of this work is threefold: with the help of
a simple Ising and a Gross-Neveu model, we shall point
out how to tackle the problem of deriving the renormal-
isation group flow equations for a large number of oper-
ators with the help of computer algebra. As a showcase,
the flow equations for the Gross-Neveu model in next-
to-leading order in a derivative expansion are derived,
which includes 10 operators. These equations are then
solved with pseudo-spectral methods along the lines of
Ref. 63, showing that indeed there is in principle no
limit to their applicability. With these results at hand,
we finally can estimate the convergence properties of the
derivative expansion in these kinds of models by compar-
ing to results with fewer operators, or results obtained by
different methods.
The paper is structured as follows. In section II, we
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2collect some basic information on the functional renor-
malisation group (FRG), followed by section III, where
the models that we will discuss are introduced. State-
ments on the derivation of the flow equations and the
regulator choice are given in section IV. Afterwards, we
discuss the results on the Ising model in section V, and
on the Gross-Neveu model in section VI. We conclude
with a summary and a short outlook in section VII. The
appendix collects our conventions for the Clifford alge-
bra.
II. FUNCTIONAL RENORMALISATION
GROUP
The FRG is a widely used nonperturbative tool to in-
vestigate quantum fluctuations in a controlled manner.
For this, an effective average action, Γk, is used, interpo-
lating between the microscopic, or classical action, and
the full effective action, which includes all quantum fluc-
tuations. Its dependence on the renormalisation group
scale is governed by the Wetterich equation62,
∂tΓk =
i
2
STr
[(
Γ
(2)
k +Rk
)−1
(∂tRk)
]
, t = log
(
k
Λ
)
,
(1)
which is a formally exact functional (integro-)differential
equation. In this equation, Γ
(2)
k denotes the Hessian of
the effective average action, and t is the renormalisa-
tion group “time”, which measures momenta in orders
of magnitude of a fixed momentum scale Λ. Further-
more, the STr sums over discrete and integrates over
continuous indices, and additionally provides a minus-
sign for fermions. Finally, the regulator Rk acts as a
dynamical mass and makes every renormalisation group
step well-defined, providing both ultraviolet (UV) and in-
frared (IR) regularisation. Reviews on the FRG can be
found in Refs. 70–74.
In general, it is hard to solve the full flow equation (1)
exactly. One possible way to obtain a systematic approx-
imation to the full solution is the derivative expansion,
where only momenta up to a certain power, but arbitrary
field dependences are retained. This type of approxima-
tion is mostly used in the context of scalar and fermionic
theories. In this work, we restrict ourselves to an ap-
proximation which retains all operators including up to
two derivatives (commonly referred to as next-to-leading
order (NLO)), and at most two fermions. A possibility
to resolve both field and momentum dependence is the
BMW scheme75,76.
III. THE MODEL
The Gross-Neveu model describes the interaction of
Nf flavours of massless relativistic fermions with a four-
fermion interaction77. In our conventions, the corre-
sponding microscopic action in Minkowski space reads61
SGN =
∫
d3x
(
ψ/∂ψ +
g
2Nf
(
ψψ
)2)
, (2)
where ψ denotes a four-component Dirac spinor in a re-
ducible representation of the Clifford algebra. With the
help of a Hubbard-Stratonovich transformation, this can
be reformulated as a partially bosonised theory with ac-
tion
SpbGN =
∫
d3x
(
ψ
(
/∂ + hχ
)
ψ − Nf
2
m2χ2
)
, (3)
where g = h
2
/m2, and χ is a real scalar field with the
same quantum numbers as ψψ. This is our starting point
for the Gross-Neveu model. Quantum fluctuations will
immediately generate all operators consistent with the
symmetries. As already stated, we will include all oper-
ators with at most two fermions and two derivatives.
The purely bosonic part of our ansatz for the action
reads
Γbosk =
∫
d3x
(
1
2
Zχ(ρ)(∂µχ)
2 − V (ρ)
)
, (4)
where the potential V and the bosonic wave function
renormalisation Zχ depend on the field, and we intro-
duced ρ = χ2/2. This is the approximation to the Ising
model that we deal with in section V. For the Gross-
Neveu model, we first add to this the kinetic term of the
fermions and the standard Yukawa coupling,
Γfermk =
∫
d3x
(
1
2
Zψ(ρ)
(
ψ(1Nf ⊗ /∂)ψ − (∂µψ)(1Nf ⊗ γµ)ψ
)
+ gχ(ρ)χψψ
)
, (5)
where both the wave function renormalisation and the
Yukawa coupling again depend on the scalar field. Fi-
nally, all further field-dependent interaction terms with
at most two fermions and two derivatives are included,
Γintk =
∫
d3x
[
i Jψ(ρ)(∂
µρ)ψ(1Nf ⊗ γµ)ψ +X1(ρ)χ(∂µψ)(∂µψ) +
i
2
X2(ρ)(∂
µχ)
(
ψ∂µψ − (∂µψ)ψ
)
3+X3(ρ)(∂
2χ)ψψ +
1
2
X4(ρ)(∂
µχ)
(
ψ(1Nf ⊗ Σµν)∂νψ − (∂νψ)(1Nf ⊗ Σµν)ψ
)
+
1
2
(X5(ρ) + 2X
′
3(ρ))(∂µχ)
2χψψ
]
. (6)
The NLO ansatz for the Gross-Neveu model is thus
ΓGNk = Γ
bos
k + Γ
ferm
k + Γ
int
k . (7)
For convenience, we introduced [γµ, γν ] = 2Σµν . Our
conventions on the Clifford algebra are collected in the
appendix. The specific linear combination in front of
the last term in (6) is for convenience, and simplifies the
calculation. All functions are considered to depend on
the renormalisation group scale k, and the prefactors are
chosen in such a way that all functions are real for a real
Minkowskian action. This is important to allow for a
clean projection onto the respective flow equations. Note
that the effective action as written above is considered in
Minkowski space. Only after all algebraic manipulations
have been executed, we perform the Wick rotation to
Euclidean space to be able to perform the integration
over the loop momentum. The Wick rotation exactly
cancels the factor of i in (1). We consider Nf fermion
flavours in a 4-dimensional reducible representation of
the Clifford algebra. The symmetries of the Gross-Neveu
model are discussed in Ref. 41 for the case Nf = 2, and
in Ref. 78 for any Nf . For our purpose, only the discrete
Z2 reflection symmetry,
ψ → (1Nf ⊗ γ2)ψ, ψ → −ψ(1Nf ⊗ γ2), χ→ −χ , (8)
with the spatial momentum reflected across the first axis,
is relevant. Our ansatz for the action, (7), comprises all
operators that are compatible with this symmetry and
realness of the action at the considered order.
Some remarks on the completeness of the ansatz (7) are
in order. First, we will neglect operators which contain
Ψ γΨ, where γ = γ0γ1γ2. Such operators correspond
to a different order parameter, and break time reversal
symmetry36,60, we will thus neglect them. Further, one
could form contractions of derivatives, γµ and Σµν with
the fully antisymmetric symbol µνρ. The negligence of
both can be justified a posteriori: the explicit calculation
shows that no such operator is generated by the ansatz
above, at least to NLO.
Earlier work only resolved the field dependence of the
potential V , while retaining field-independent wave func-
tion renormalisations, and either field dependent79 or
field independent41,49,60,61,63,80,81 Yukawa coupling gχ,
thus the present work goes beyond earlier limitations.
A supersymmetric version of this model has been inves-
tigated in Ref. 68 in next-to-next-to-leading order. Due
to the higher symmetry, there only 4 independent func-
tions had to be considered. The dimensional dependence
of this supersymmetric model at criticality was recently
studied82 as well.
Critical phenomena of physical systems are described
by fixed points, which are characterised by the vanish-
ing of all flows of the dimensionless quantities. For
this, renormalised quantities are introduced. The renor-
malised fields read
χˆ = Zχ(ρ)
1/2k−1/2χ ,
ψˆ = Zψ(ρ)
1/2k−1ψ ,
ψˆ = Zψ(ρ)
1/2k−1ψ . (9)
The renormalised potential and wave function renormal-
isations are defined as
Vˆ (ρˆ) = k−3V (ρ) ,
Zˆχ(ρˆ) = Zχ(ρ)
−1Zχ(ρ) ,
Zˆψ(ρˆ) = Zψ(ρ)
−1Zψ(ρ) , (10)
and the renormalised interaction terms are
gˆχ(ρˆ) = Zχ(ρ)
−1/2Zψ(ρ)−1k−1/2gχ(ρ) ,
Jˆψ(ρˆ) = Zχ(ρ)
−1Zψ(ρ)−1k Jψ(ρ) ,
Xˆ1−4(ρˆ) = Zχ(ρ)−1Zψ(ρ)−1k3/2X1−4(ρ) ,
Xˆ5(ρˆ) = Zχ(ρ)
−3/2Zψ(ρ)−1k5/2X5(ρ) . (11)
Here, ρ is an a priori arbitrary, but fixed field value where
we normalise the fields to have a standard canonical ki-
netic term. One can e.g. choose the vacuum expectation
value (vev) for this, or zero. In principle, physical quan-
tities as critical exponents should not depend on such
a choice, although in approximations, there is a residual
dependence. We will use this freedom to check the stabil-
ity of our results and to get some measure on the quality
of the truncation. Let us also define the anomalous di-
mensions,
ηχ = −∂t lnZχ(ρ) ,
ηψ = −∂t lnZψ(ρ) , (12)
which carry the scaling of the wave function renormali-
sations at the normalisation point.
IV. FLOW EQUATIONS
In this section, we sketch the derivation of the flow
equations for the model (7). The tremendous amount of
algebraic manipulations necessitates the use of computer
algebra software. We calculated the flow equations using
the Mathematica package xAct83–87, which was originally
4designed for gravity calculations. The basic idea to em-
ploy it for the derivation of flow equations for scalar and
fermionic systems is to introduce a flat manifold repre-
senting spacetime, and additional structure for the actual
field content on top of that. For O(N)-symmetric bosonic
fields, one introduces another flat manifold, where in-
dices represent the labels of the O(N) symmetry. On
the other hand, for the fermions one only needs a vector
bundle over the spacetime manifold. All fields are then
represented as tensor fields over the respective manifold,
with a suitable index structure. In particular, one can
deal with the abstract Clifford algebra without specifying
the representation, again by introducing suitably indexed
tensors and implementing all possible products. For ex-
ample, the object 1Nf⊗γµ would carry three indices: the
spacetime index µ, and two Dirac vector bundle indices,
indicating the matrix structure. Since for the model con-
sidered here, the first factor is always a trivial unit ma-
trix, we treat it abstractly and refrain from introducing
further flavour indices. With this structure, any needed
diagram can be calculated straightforwardly in e.g. mo-
mentum space. A minimal working example for the case
of an O(N) model in NLO can be found in the notebook
which is supplemented.
The actual flow equations for (7) are way too large
to display them88. Several checks were done to ver-
ify these equations. In the corresponding approxima-
tion, they agree with the flow equations already derived
earlier79. Further, different projection schemes must de-
liver the same flow equations: as an example, the flow of
gχ can be taken from (1), projected onto constant fields
and onto ψψ, or from a fermionic two-point-correlator.
Mixed correlators give some combination of derivatives
of gχ, which were explicitly verified to be consistent.
The resulting flow equations were solved with pseudo-
spectral methods, which were systematically put forward
in the present context in Ref. 63. However, we will solve
the equations only up to a finite value of the field, for sev-
eral reasons. Due to the anomalous dimensions, the large
field asymptotic dependence of the operators is polyno-
mial, but with a real-valued exponent. This impairs con-
vergence tremendously, and would make it even more dif-
ficult to solve the equations. Restricting to a finite region,
experience shows that one always gets exponential con-
vergence. The restriction to a finite region has no impact
on the accuracy of the solution, in particular on critical
exponents, as long as the region is large enough. To make
this clear, one can consider the flow equations as initial
value problem at vanishing field. Given any initial con-
ditions, typically a local solution exists. Only when one
asks for global existence, a quantisation occurs, reducing
the set of all local solutions to a (in our case) finite num-
ber of global solutions. The important observation then
is that, by using any solution method which is non-local
in the sense that it includes information from several dis-
tinct points, one can only converge to a global solution,
if the region is large enough. A priori, it is not clear how
large the region has to be. It is dictated by the position of
a movable singularity of the fixed point equations. Thus,
there might be a relation to the spike value in a spike plot
in the sense of Refs. 69, 79, 82, and 89. In practice, one
easily realizes when the maximal field value is not large
enough. Then, any change in the number of coefficients
or the seed of the Newton-Raphson iteration to solve the
flow equations results in a different solution. For a recent
discussion of the convergence of Taylor expansions in this
context, see Ref. 90.
Finally, we have to specify the regularisation. For this,
the action is amended by
∆Sχ =
∫
d3x
(
1
2
χRχ
(
p2
k2
)
χ
+ψRψ
(
p2
k2
)
1Nf ⊗ /∂
p
ψ
)
. (13)
Momentum arguments are to be understood as the mo-
menta after Wick rotation. As a further quality check of
the truncation, we will study several regulator kernels. A
very common choice is the Litim regulator91,
Rχ(x) = k
2(1− x) θ(1− x) ,
Rψ(x) = k (1−
√
x) θ(1−√x) , (14)
where θ is the Heaviside step function. We will further
study the dependence of the results on the one-parameter
family of regulators
Rχ(x) =
k2
2exa − 1 ,
Rψ(x) =
k
2exa − 1 . (15)
In all cases, for the numerical integration of the thresh-
old functions, an adaptive Gauss-Kronrod 7-15 rule was
employed92. It is enough to consider a finite momentum
range due to the regulator insertion in the flow equation.
For the Litim regulator, the integration range is clearly
q ∈ [0, k], on the other hand, for the class of exponential
regulators, the integration range was chosen as
q ∈
[
0,
√
6
5
(− log (10−b))1/a k
]
. (16)
Here, b is the number of significant digits of the numeric
type used, e.g. 16 for double precision. This range is
chosen in a way that ∂tR at the upper limit is always
smaller than 10−b by several orders of magnitude.
Lastly, a further contribution to some flow equations
with the Litim regulator comes from its distributional
character, and has been accounted for analytically. This
contribution is unambiguous, in contrast to the case with
a sharp cutoff.
V. RESULTS FOR THE ISING MODEL
Now, we are in the situation to present the solutions
to the flow equations. We will start by considering the
50.00 0.05 0.10 0.15 0.20
0.0
0.5
1.0
1.5
2.0
ρ
V'
0.0 0.2 0.4 0.6 0.8 1.0
0.95
1.00
1.05
1.10
ρ
Zχ
FIG. 1. Fixed point solution to the Ising model in NLO with the Litim regulator. The derivative of the effective potential is
plotted on the left panel, whereas the wave function renormalisation is shown on the right. The blue, solid lines correspond
to the solution where we fixed Zχ(ρ0) = 1, whereas the orange, dashed lines have Zχ(0) = 1. One can see that the potentials
start to deviate already for small values of the field. On the other hand, the two wave function renormalisations differ mainly
by a shift.
model without fermions.
From now on, we only discuss renormalised quantities,
and drop the hats for the sake of readability. Also, ρ0
denotes the vev, i.e. V ′(ρ0) = 0. In all cases, solu-
tions were computed with pseudo-spectral methods63 to
at least double precision.
The Ising model is probably the most studied model
within the FRG63,67,70,75,93–99. Results with varying lev-
els of truncation exist, which makes a cross-check possi-
ble. We will first discuss the solution obtained with the
Litim regulator.
As stated earlier, we compare two possible solutions,
where we take the freedom to fix the renormalised wave
function renormalisation to be 1 at either the vev (de-
noted by A), or at zero (denoted by B). Both the deriva-
tive of the potential and the wave function renormalisa-
tion for the two cases are depicted in Figure 1. On the
left panel, one can see that the derivative of the potential
agrees well up to about ρ ≈ 0.05. By contrast, the wave
function renormalisations, depicted on the right panel,
differ by a constant shift. The vev and anomalous di-
mension obtained from the two possibilities are
ρA0 = 0.034365 , η
A = 0.050397 ,
ρB0 = 0.032178 , η
B = 0.049363 . (17)
Let us now discuss critical exponents. In general, crit-
ical exponents in the context of the FRG are minus the
eigenvalues of the differential operator obtained from lin-
earising the flow equations around the fixed point. As
we are not interested in the trivial rescaling of the field,
additionally we have to demand that the variation of the
wave function renormalisation vanishes at the vev (A) or
at zero (B) (in the numerics this shows up as an exactly
marginal eigenvalue). The first three eigenvalues are
θA1 = 1.59767 , θ
B
1 = 1.59660 ,
θA2 = −0.85878 , θB2 = −0.85371 ,
θA3 = −1.82275 , θB3 = −1.79559 . (18)
One sees that due to the different projection scheme, and
correspondingly different anomalous dimension, a simi-
lar difference in the critical exponents can be observed.
The more irrelevant the exponent, the higher the differ-
ence, indicating that the truncation can only resolve a
certain number of them. For both schemes, the agree-
ment with the literature at the same level of the deriva-
tive expansion95 is reassuring.
Now, we shall present some results obtained with the
family of exponential regulators. For definiteness, only
the case B will be discussed. The dependence of θ1 and η
on the parameter a is shown in Figure 2. The blue dots
indicate values for θ1, whereas orange boxes stand for val-
ues of the anomalous dimension. An interpolation guides
the eye. By the principle of minimum sensitivity (PMS),
the extremal values of critical quantities should be clos-
est to the physical values. In general, this is however not
a unique procedure, as different quantities may attain
their extremum at different values of the parameter. We
also optimised the second critical exponent, whereas the
third critical exponent doesn’t show an extremum in the
parameter range considered. The optimised values of the
first two critical exponents and the anomalous dimension,
together with their respective optimal a, are
θopt1 = 1.5919 , a
opt = 1.69 ,
θopt2 = −0.8479 , aopt = 1.70 ,
ηopt = 0.04448 , aopt = 1.59 . (19)
These optimised values are much closer to the “world
averages” over different methods100
θbest1 = 1.587(1) ,
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FIG. 2. Dependence of the first critical exponent θ1 (blue
dots) and the anomalous dimension η (orange boxes) of the
Ising model on the exponential regulator parameter a. An
interpolation helps to guide the eye.
θbest2 = −0.84(4) ,
ηbest = 0.0364(5) , (20)
than the values obtained with the Litim regulator. It
is remarkable that the optimal value for a is quite con-
sistent in optimising the first two critical exponents and
the anomalous dimension. Let us finally point out that
the second critical exponent comes out much better than
in approximations that don’t retain the field dependence
of the wave function renormalisation63, showing that its
inclusion improves the quality significantly.
VI. RESULTS FOR THE GROSS-NEVEU
MODEL
We just saw that the NLO truncation is quite reliable
in the Ising model, delivering quantitatively good re-
sults. Now, let us switch to the corresponding model with
fermions. We will discuss the cases Nf = 1, 2. With these
parameters, the fixed point is in the symmetric regime,
thus there is no difference in the projection schemes A
and B. Further, we shall only discuss the exponential
regulator.
In general, due to the quite large bosonic anomalous
dimension, the expectation is that improving the approx-
imation changes the results quantitatively quite a bit.
This is only partially the case, as will be seen below.
Before we specialise the fermion flavour number, a gen-
eral remark is in order. It turns out that the flow equa-
tions of Jψ and X2 vanish identically if both Jψ and X2
vanish themselves, i.e. they have a Gaussian fixed point.
The technical reason for this is subtle, and can be under-
stood easiest in the conventions that we chose. Notice
that the terms with Jψ and X2 in (7) are the only ones
which have an explicit factor of i. Such a factor could
only be generated by the Clifford algebra, but in fact
conventions can be chosen such that no explicit factors
appear there, see the appendix. The flow equation (1)
θ1 ηχ ηψ
FRG (this work) 0.994(2) 0.7765 0.0276
FRG79 0.996 0.789 0.031
Monte-Carlo101 1.00(4) 0.754(8) —
large-Nf
41,102 0.962 0.776 0.044
(2 + ) 3rd order103–105 0.764 0.602 0.081
(4− ) 2nd order106 1.055 0.695 0.065
TABLE I. Comparison of the first critical exponent and the
anomalous dimensions of the Gross-Neveu model with the lit-
erature, for two fermion flavours, Nf = 2. Apart from the
-expansions, all methods are in very good agreement.
itself doesn’t provide factors of i (except the overall pref-
actor, which is exactly cancelled by the Wick rotation),
as is immanent when one stays in position space, rather
than momentum space. Hence it is indeed expected that
these two functions have a Gaussian fixed point. In sys-
tems where one expects a unique fixed point (besides the
trivial full Gaussian and the Wilson-Fisher fixed point),
as in our system, such terms can thus be neglected from
the outset.
We will first discuss the case Nf = 2. The non-
vanishing fixed point functions are shown in Figure 3, for
the regulator parameter a = 2. As expected, the deriva-
tive of the potential is strictly positive, indicating that
we are in the symmetric regime. The operators X1, X3
and X4 are parametrically suppressed, as expected from
their mass dimension. By contrast, X5 is quite large,
but the corresponding operator comes with ∼ χ3, which
suppresses it for small field values.
Again, we study the regulator dependence of the first
critical exponent and the anomalous dimensions to op-
timise the choice of a. This dependence is plotted in
Figure 4. The optimised values are
ηoptχ = 0.7765 , a
opt = 3.02 ,
ηoptψ = 0.0276 , a
opt = 3.52 . (21)
The first critical exponent doesn’t show an extremum,
and cannot be optimised by PMS. In the parameter region
that was considered, it ranges between 0.992 and 0.996,
thus we estimate
θ1 = 0.994(2) . (22)
In Table I, we compare to results from the literature. The
general agreement of all methods is satisfactory, except
for the results coming from -expansions. This deviation
is not surprising since for the case discussed here,  = 1.
In comparison to the former FRG results79, the critical
exponent only changes on the per mille level, depending
on the choice of regulator. The bosonic anomalous di-
mension changes by 2%, the fermionic anomalous dimen-
sion by roughly 10%. Let us also mention that recent
work107 suggested that the compatibility with the cubic-
lattice Monte-Carlo results101 might be a coincidence, as
there a sign problem was ignored, and it is even not clear
if the symmetries in the continuum are the same.
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FIG. 3. Fixed point solution to the Gross-Neveu model in three dimensions, for two fermion flavours. The regulator parameter
is a = 2. Importantly, the function X1 is positive, as it contributes to the denominator of propagator functions, and can be
seen as the second-order derivative analogue of the usual Yukawa coupling gχ.
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FIG. 4. Regulator dependence of physical quantities of the Gross-Neveu model for Nf = 2. On the left panel, the first critical
exponent is shown. It doesn’t display an extremum, and the principle of minimum sensitivity cannot be applied here. On the
right panel, the bosonic (blue dots) and fermionic (orange boxes) anomalous dimensions are plotted. Interpolations help to
guide the eye.
θ1 ηχ ηψ
FRG (this work) 1.075(4) 0.5506 0.0645
FRG79 1.077 0.602 0.069
Monte-Carlo108 1.25(3) 0.302(7) —
large-Nf
41,102,109 1.361 0.635 0.105
(4− ) 2nd order106 1.160 0.502 0.110
TABLE II. Comparison of the first critical exponent and the
anomalous dimensions of the Gross-Neveu model with the lit-
erature, for one fermion flavour, Nf = 1. The Monte-Carlo
results conflict with the results obtained by the other meth-
ods.
Let us now discuss the case of a single fermion flavour,
Nf = 1. The optimisation with respect to the regulator
is shown in Figure 5, and the optimised values are
ηoptχ = 0.5506 , a
opt = 2.96 ,
ηoptψ = 0.0645 , a
opt = 3.23 . (23)
As for the case Nf = 2, also here the critical exponent
doesn’t show an extremum, and from the dependence on
the parameter a we estimate
θ1 = 1.075(4) . (24)
We again compare to different methods in Table II. In
contrast to the case of two fermion flavours, the situation
here is less settled, and different methods don’t agree as
well. In particular, the results obtained by Monte-Carlo
methods108 deviate significantly from other results. Fu-
ture work will have to show which results are more trust-
worthy. When compared to earlier FRG results, the situ-
ation is similar to Nf = 2: the critical exponent already
converged, and only changes by per mille, depending on
the regulator. Both anomalous dimensions change by al-
most 10%.
VII. SUMMARY AND OUTLOOK
This work substantially extends the possible quality of
truncations in scalar and fermionic models in functional
RG approaches. On the one hand, one has to calculate
the flow equations, which becomes really tedious very
quickly if one relies on by-hand calculation only. By the
use of the package xAct83–87, a truncation with 10 oper-
ators could be introduced and the flow of all operators
could be calculated. Second, the resulting complicated
non-linear system of differential equations was solved by
pseudo-spectral methods.
Regarding the Ising model, it was shown in NLO
that there is some dependence on where one defines
the anomalous dimension, i.e. where the wave function
renormalisation is normalised. This dependence however
is quite small, and can be taken as an estimate of system-
atic errors. Physical estimates were optimised by a suit-
able regulator choice. The optimal choice is consistent
in optimising both the first two critical exponents and
the anomalous dimension. The second critical exponent
comes out much better compared with approximations
only retaining a field-independent wave function renor-
malisation, which indicates the benefit of resolving this
field dependence.
Concerning the Gross-Neveu model, we also studied
the NLO truncation, which includes 10 operators. It
turned out that 2 of these operators have a Gaussian fixed
point, which can be understood by the fact that they
carry explicit factors of i in order to be real, which cannot
be generated by the flow. This might point to a hidden
symmetry of this model. For two fermion flavours, the
results agree very well with results obtained by very dif-
ferent methods, as Monte-Carlo or large-Nf . For a single
fermion flavour, the situation is less satisfactory. FRG,
large-Nf and -expansion predict a rather large value for
the bosonic anomalous dimension, whereas Monte-Carlo
methods predict a value which is roughly half of that.
Further research is needed to settle the question at this
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FIG. 5. Regulator dependence of physical quantities of the Gross-Neveu model for Nf = 1. On the left panel, the first critical
exponent is shown. Similar to the case of two fermion flavours, it shows no extremum, and the principle of minimum sensitivity
cannot be applied here. On the right panel, the bosonic (blue dots) and fermionic (orange boxes) anomalous dimensions are
plotted. Interpolations help to guide the eye.
point.
The present methods can be applied to the case
where one considers an O(3) invariant vector coupled
to fermions via Pauli matrices. This is of special inter-
est, as the situation is far less settled across different
approaches, and estimates on critical quantities differ by
a large amount41. Furthermore, the combination of this
model with the model studied in this work can describe
Dirac materials as graphene60. Clearly, both the alge-
braic as well as the numeric effort will be considerably
higher, however the observation of this work that terms
with explicit factors of i (with the conventions as chosen
here) can be neglected will help to tackle this problem.
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Appendix A: Clifford algebra conventions
We stick closely to the spin-base invariant
formulation110–112. Dirac conjugation is defined
as
ψ = ψ†h , (A1)
with an anti-hermitian spin metric h. With this choice,
the product ψψ is real. Furthermore, we want the kinetic
term of the fermions to be real. From this follows that
γ†µ = hγµ(h
†)−1 ≡ −hγµh−1 . (A2)
Finally, the actual algebra is taken as
{γµ, γν} = 2ηµν . (A3)
With these conventions, one can show that the effective
action as written in (7) is indeed real if all field-dependent
functions are real.
Let us also write down all possible products of Dirac
matrices:
γµγν = ηµν1+ Σµν ,
γρΣµν = ηµργν − ηνργµ + ρµνγ ,
γµγ =
1
2
µνρΣ
νρ ,
Σµνγρ = ηνργµ − ηµργν + µνργ ,
Σµνγ = −µνργρ ,
ΣµνΣαβ = Σαµηβν + Σβνηαµ − Σανηβµ − Σβµηαν
− (ηµαηνβ − ηµβηνα)1 ,
γ Σµν = −µνργρ ,
γ γµ =
1
2
µνρΣ
νρ ,
γ γ = −1 . (A4)
Thus, with our conventions, no explicit factors of i ap-
pear.
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