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ASYMMETRIC TRUNCATED TOEPLITZ OPERATORS ON
FINITE-DIMENSIONAL SPACES II
BARTOSZ ŁANUCHA
Abstract. In this paper we present some consequences of the description
of matrix representations of asymmetric truncated Toeplitz operators acting
between finite-dimensional model spaces. In particular, we prove that these
operators can be characterized using modified compressed shifts or the notion
of shift invariance. We also describe rank-one asymmetric truncated Toeplitz
operators acting between finite-dimensional model spaces. This paper is a se-
quel to the paper of J. Jurasik and B. Łanucha Asymmetric truncated Toeplitz
operators on finite-dimensional spaces.
1. Introduction
Let H2 be the classical Hardy space of the unit disk D = {z : |z| < 1} and let P
denote the Szegö projection, that is, the orthogonal projection from L2(∂D) onto
H2.
The unilateral shift S : H2 → H2 is defined on H2 by
Sf(z) = zf(z).
It is known that the S-invariant subspaces of H2 can be characterized in term of
inner functions. An inner function α is a function from H∞, the algebra of bounded
analytic functions on D, such that |α| = 1 a.e. on ∂D. The theorem of A. Beurling
states that every closed nontrivial S-invariant subspace of H2 is of the form αH2
for some inner function α. Consequently, each of the closed nontrivial subspaces of
H2 invariant under the backward shift S∗ is given by
Kα = H
2 ⊖ αH2
with α inner. The space Kα is called the model space corresponding to the inner
function α.
The model space Kα has a reproducing kernel property and for each w ∈ D the
function
(1.1) kαw(z) =
1− α(w)α(z)
1− wz , z ∈ D,
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is the corresponding kernel function, that is, f(w) = 〈f, kαw〉 for every f ∈ Kα (〈·, ·〉
being the usual integral inner product). Since kαw ∈ H∞, the set K∞α of all bounded
functions in Kα is dense in Kα.
It can be verified that for an inner function α the formula
(1.2) Cαf(z) = α(z)zf(z), |z| = 1,
defines an antilinear, isometric involution on L2(∂D) and that the so-called conju-
gation Cα preservesKα (see [18, Subection 2.3]). It is easy to see that the conjugate
kernel k˜αw = Cαk
α
w is given by
k˜αw(z) =
α(z)− α(w)
z − w .
The unilateral shift is an example of a Toeplitz operator. The classical Toeplitz
operator Tϕ on H
2 with symbol ϕ ∈ L2(∂D) is defined by
Tϕf = P (ϕf).
The operator Tϕ is densely defined on bounded functions and can be extended to
a bounded operator on H2 if and only if ϕ ∈ L∞(∂D). We have S = Tz.
In 2007 in his paper [18] D. Sarason initiated the study of the class compressions
of classical Toeplitz operators to the model spaces, that is, the truncated Toeplitz
operators.
Let α be an inner function and let Pα denote the orthogonal projection from
L2(∂D) onto Kα. A truncated Toeplitz operator on Kα with a symbol ϕ ∈ L2(∂D)
is given by
Aαϕf = Pα(ϕf).
The operator Aαϕ is defined on a dense subset K
∞
α of Kα. Clearly, if ϕ ∈ L∞(∂D),
then Aαϕ extends to a bounded operator on Kα. However, the boundednes of the
symbol is not a necessary condition for the boundednes of the operator. Let T (α)
denote the set of all bounded truncated Toeplitz operators on Kα.
Among many interesting results concerning truncated Toeplitz operators (see
[7, 12, 13, 14, 15]) there are the characterizations of these operators, given in [18]
and [9].
It is known that the classical Toeplitz operators are those bounded linear opera-
tors T : H2 → H2 that satisfy T−S∗TS = 0. In [18] Sarason gave a similar descrip-
tion of truncated Toeplitz operators on Kα using the compressed shift Sα = A
α
z .
He proved that a bounded linear operator A : Kα → Kα belongs to T (α) if and
only if there exist χ, ψ ∈ Kα such that
A− S∗αASα = ψ ⊗ k˜α0 + k˜α0 ⊗ χ
(here f ⊗ g is the standard rank-one operator, f ⊗ g(h) = 〈h, g〉f). In fact, [18]
contains a more general version of this result, where Sα is replaced by the so-called
modified compressed shift. For c ∈ C the modified compressed shift Sα,c is given
by
Sα,c = Sα + c(k
α
0 ⊗ k˜α0 ).
An operator A on Kα belongs to T (α) if and only if for some c ∈ C there exist
χc, ψc ∈ Kα such that
A− S∗α,cASα,c = ψc ⊗ k˜α0 + k˜α0 ⊗ χc.
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The equation T − S∗TS = 0 can be expressed in terms of the matrix represen-
tation of T with respect to the monomial basis of H2. It then states that T is a
Toeplitz operator if and only if the matrix representing T is a Toeplitz matrix, i.e.,
an infinite matrix with constant diagonals. It follows that if α(z) = zn, then the
operators from T (α) are represented by finite Toeplitz matrices.
J. A. Cima, W. T. Ross and W.R. Wogen [9] considered the matrix representa-
tions of truncated Toeplitz operators in the case when Kα is a finite-dimensional
model space, that is, when α is a finite Blaschke product. In particular, they proved
that if α is a finite Blaschke product with distinct zeros a1, . . . , am, then the matrix
representing a truncated Toeplitz operator with respect to the reproducing kernel
basis {kαa1 , . . . , kαam} is completely determined by its entries along the main diago-
nal and the first row. They also gave similar characterizations in terms of matrix
representaitons with respect to the so-called Clark bases and modified Clark bases
(for detailed definitions see the following section).
Recently, in [4] and [6] the so-called asymmetric truncated Toeplitz operators
were introduced. Let α, β be two inner functions. An asymmetric truncated
Toeplitz operator Aα,βϕ on Kα with symbol ϕ ∈ L2(∂D) is defined by
Aα,βϕ f = Pβ(ϕf), f ∈ Kα.
Let
T (α, β) = {Aα,βϕ : ϕ ∈ L2(∂D) and Aα,βϕ is bounded}.
Obviously, Aα,αϕ = A
α
ϕ and T (α, α) = T (α).
A characterization of operators form T (α, β) in terms of compressed shifts was
obtained in [4] for α and β such that β divides α (α/β is also an inner function),
whereas the matrix representations of asymmetric truncated Toeplitz operators on
finite-dimensional spaces were discussed in [17].
In this paper we continue the study of asymmetric truncated Toeplitz operators
acting between finite-dimensional model spaces. In Section 2 we cite some results
from [17] and then use these results in Section 3 to prove that the operators from
T (α, β) (in the finite-dimensional setting) can be characterized in terms of the
modified compressed shifts Sα,a, Sβ,b. We also mention the characterization of
asymmetric truncated Toeplitz operators in terms of the shift invariance.
In Section 4 we investigate the rank-one asymmetric truncated Toeplitz oper-
ators. We describe all the rank-one operators from T (α, β) for finite Blaschke
products α and β, and point out the cases when the given description differs form
the one given by Sarason for rank-one truncated Toeplitz oprators.
For the reminder of the paper we assume that the spaces Kα and Kβ are finite-
dimensional, that is, that α and β are two finite Blaschke products of degree m and
n, respectively. Moreover, we assume that m > 0 and n > 0.
2. Preliminaries
For any λ1 ∈ ∂D define
(2.1) Uαλ1 = Sα +
λ1 + α(0)
1− |α(0)|2 (k
α
0 ⊗ k˜α0 ).
Then Uαλ1 : Kα → Kα is unitary and, in fact, all one-dimesional unitary perturba-
tions of the compressed shift Sα are of this form. This result is due to D.N. Clark
[10] who also described the spectrum of Uαλ1 . In particular, he showed that the
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set of eigenvalues of Uαλ1 consists of those η ∈ ∂D at which α has a finite angular
derivative and
(2.2) α(η) = αλ1 =
λ1 + α(0)
1 + α(0)λ1
.
The corresponding eigenvectors are given by
kαη (z) =
1− α(η)α(z)
1− ηz .
Actually, kαη belongs toKα for every η ∈ ∂D such that α has an angular derivative
in the sense of Carathéodory at η (α has an angular derivative at η and |α(η)| = 1).
In that case every f ∈ Kα has a non-tangential limit f(η) at η and f(η) = 〈f, kαη 〉
(see [12, Thm. 7.4.1]). Note also that ‖kαη ‖ =
√
|α′(η)|.
Here α is a finite Blaschke product, so kαη belongs to Kα for all η ∈ ∂D. Since the
degree of α is m, the equation (2.2) has precisely m distinct solutions η1, . . . , ηm on
the unit circle ∂D (see [13, p. 6]). Moreover, since the dimension of Kα is m, the
orthogonal set of corresponding eigenvectors {kαη1 , . . . , kαηm} forms a basis for Kα.
The set of normalized kernel functions {vαη1 , . . . , vαηm},
vαηj = ‖kαηj‖−1kαηj , j = 1, . . . ,m,
is called the Clark basis corresponding to λ1 (see [10] for more details).
Observe that for every f ∈ Kα we have
f =
m∑
j=1
〈f, vαηj 〉vαηj =
m∑
j=1
f(ηj)√|α′(ηj)|vαηj =
m∑
j=1
f(ηj)
|α′(ηj)|k
α
ηj
.
If we put
eαηj = ω
α
j v
α
ηj
, j = 1, . . . ,m,
where
ωαj = e
− i
2
(argηj−argλ1), j = 1, . . . ,m,
then the basis {eαη1 , . . . , eαηm} has an additional property that
Cαe
α
ηj
= eαηj , j = 1, . . . ,m,
where Cα is the conjugation given by (1.2). The basis {eαη1 , . . . , eαηm} is called the
modified Clark basis.
Similarly, for λ2 ∈ ∂D there are n orthogonal eigenvectors kβζ1 , . . . , k
β
ζn
of the
unitary operator
(2.3) Uβλ2 = Sβ +
λ2 + β(0)
1− |β(0)|2 (k
β
0 ⊗ k˜β0 ),
each corresponding to a different solution ζj , j = 1, . . . , n, of the equation
(2.4) β(ζ) = βλ2 =
λ2 + β(0)
1 + β(0)λ2
.
The Clark basis {vβζ1 , . . . , v
β
ζn
} and modified Clark basis {eβζ1 , . . . , e
β
ζn
} for Kβ are
defined analogously by
vβζj = ‖k
β
ζj
‖−1kβζj , j = 1, . . . , n,
and
eβζj = ω
β
j v
β
ζj
, j = 1, . . . , n,
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where
ωβj = e
− i
2
(argζj−argλ2), j = 1, . . . , n.
Clearly, the equations (2.2) and (2.4) may have some solutions in common. In
that case we assume that these solutions are precisely the numbers ηj = ζj for j ≤ l
(with l = 0 if there are no solutions in common).
In what follows we will use the characterization of operators form T (α, β) in
terms of their matrix representations with respect to the Clark bases.
Theorem 2.1 ([17], Thm. 3.4). Let α and β be two finite Blaschke products
of degree m > 0 and n > 0, respectively. Let {vαη1 , . . . , vαηm} be the Clark basis
for Kα corresponding to λ1 ∈ ∂D, let {vβζ1 , . . . , v
β
ζn
} be the Clark basis for Kβ
corresponding to λ2 ∈ ∂D and assume that the sets {η1, . . . , ηm}, {ζ1, . . . , ζn} have
precisely l elements in common: ηj = ζj for j ≤ l (l = 0 if there are no elements in
common). Finally, let A be any linear transformation from Kα into Kβ. If MA =
(rs,p) is the matrix representation of A with respect to the bases {vαη1 , . . . , vαηm} and
{vβζ1 , . . . , v
β
ζn
}, and
(a) l = 0, then A ∈ T (α, β) if and only if
rs,p =
(√
|α′(η1)|√|α′(ηp)| ηpη1 η1 − ζsηp − ζs rs,1 +
√
|α′(η1)|
√
|β′(ζ1)|√|α′(ηp)|√|β′(ζs)| ηpη1 ζ1 − η1ηp − ζs r1,1
+
√
|β′(ζ1)|√
|β′(ζs)|
ηp − ζ1
ηp − ζs r1,p
)(2.5)
for all 1 ≤ p ≤ m and 1 ≤ s ≤ n;
(b) l > 0, then A ∈ T (α, β) if and only if
(2.6) rs,p =
(√
|α′(ηs)|
√
|β′(ζ1)|√|α′(ηp)|√|β′(ζs)| ηpηs η1 − ζsηp − ζs r1,s +
√
|β′(ζ1)|√
|β′(ζs)|
ηp − ζ1
ηp − ζs r1,p
)
for all p, s such that 1 ≤ p ≤ m, 1 ≤ s ≤ l, s 6= p, and
(2.7) rs,p =
(√
|α′(η1)|√|α′(ηp)| ηpη1 η1 − ζsηp − ζs rs,1 +
√
|β′(ζ1)|√
|β′(ζs)|
ηp − ζ1
ηp − ζs r1,p
)
for all p, s such that 1 ≤ p ≤ m, l < s ≤ n.
3. Characterizations using rank-two operators
In this section we prove that if α and β are finite Blaschke products, then a
characterization in terms of modified compressed shifts, similar to that form [18,
Thm. 10.1], can be given for operators from T (α, β).
Theorem 3.1. Let α, β be two finite Blaschke products and let a, b be two complex
numbers. A linear operator A from Kα into Kβ belongs to T (α, β) if and only if
there are functions χa,b ∈ Kα and ψa,b ∈ Kβ such that
(3.1) A− Sβ,bAS∗α,a = ψa,b ⊗ kα0 + kβ0 ⊗ χa,b.
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Proof. Let A be a linear operator from Kα into Kβ and let a, b be two complex
numbers.
Note first that if a1, b1 are any other two complex numbers, then the operator A
satisfies (3.1) with some χa,b ∈ Kα, ψa,b ∈ Kβ if and only if there exist χa1,b1 ∈ Kα,
ψa1,b1 ∈ Kβ such that
(3.2) A− Sβ,b1AS∗α,a1 = ψa1,b1 ⊗ kα0 + kβ0 ⊗ χa1,b1 .
Indeed, using
Sβ,bAS
∗
α,a = [Sβ + b(k
β
0 ⊗ k˜β0 )]A[S∗α + a(k˜α0 ⊗ kα0 )]
= SβAS
∗
α + b(k
β
0 ⊗ SαA∗k˜β0 ) + a(SβAk˜α0 ⊗ kα0 ) + ba〈Ak˜α0 , k˜β0 〉(kβ0 ⊗ kα0 ),
and an analogous formula for Sβ,b1AS
∗
α,a1
, it is easy to verify that there exist
functions χ ∈ Kα and ψ ∈ Kβ such that
A− Sβ,b1AS∗α,a1 = A− Sβ,bAS∗α,a + ψ ⊗ kα0 + kβ0 ⊗ χ.
This implies the equivalence of (3.1) and (3.2).
In other words, instead of the condition (3.1) we can consider the condition (3.2)
with a suitable a1, b1.
Fix λ1, λ2 ∈ ∂D and let
a1 =
α(0) + λ1
1− |α(0)|2 and b1 =
β(0) + λ2
1− |β(0)|2 .
Since
Sα,a1 = U
α
λ1
and Sβ,b1 = U
β
λ2
,
where Uαλ1 and U
β
λ2
are the Clark operators defined by (2.1) and (2.3), the condition
(3.2) becomes
(3.3) A− Uβλ2A(Uαλ1)∗ = ψ ⊗ kα0 + k
β
0 ⊗ χ,
with χ = χa1,b1 ∈ Kα and ψ = ψa1,b1 ∈ Kβ.
Let {vαη1 , . . . , vαηm} and {vβζ1 , . . . , v
β
ζn
} be the Clark bases of Kα and Kβ corre-
sponding to λ1 and λ2, respectively. Moreover, let MA = (rs,p) be the matrix
representation of A with respect to these bases.
We now show that A ∈ T (α, β) if and only if it satisfies (3.3). To this end
we, express the condition (3.3) in terms of the matrix representation MA and use
Theorem 2.1.
The operators in (3.3) are equal if and only if their matrix representations with
respect to {vαη1 , . . . , vαηm} and {vβζ1 , . . . , v
β
ζn
} are equal. The latter holds if and only
if
(3.4)
〈Avαηp , vβζs〉 − 〈A(Uαλ1)∗vαηp , (U
β
λ2
)∗vβζs〉
= 〈vαηp , kα0 〉〈ψ, vβζs〉+ 〈vαηp , χ〉〈k
β
0 , v
β
ζs
〉 for all
1 ≤ p ≤ m
1 ≤ s ≤ n .
Recall that
rs,p = 〈Avαηp , vβζs〉.
This, together with
(Uαλ1)
∗vαηp = ηpv
α
ηp
, (Uβλ2)
∗vβζs = ζsv
β
ζs
,
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and the reproducing property of the eigenvectors of Uαλ1 and U
β
λ2
, implies that the
system of equations (3.4) is equivalent to the following
(3.5)
(1− ηpζs)rs,p
√|α′(ηp)|√|β′(ζs)|
= ψ(ζs)kα0 (ηp) + k
β
0 (ζs)χ(ηp)
,
1 ≤ p ≤ m
1 ≤ s ≤ n .
Assume that A satisfies (3.3) with some χ ∈ Kα and ψ ∈ Kβ. By the above, the
matrix representation MA = (rs,p) satisfies (3.5). If l = 0, then(√
|α′(η1)|√|α′(ηp)| ηpη1 η1 − ζsηp − ζs rs,1 +
√
|α′(η1)|
√
|β′(ζ1)|√|α′(ηp)|√|β′(ζs)| ηpη1 ζ1 − η1ηp − ζs r1,1
+
√
|β′(ζ1)|√
|β′(ζs)|
ηp − ζ1
ηp − ζs r1,p
)
=
ψ(ζs)kα0 (η1) + k
β
0 (ζ1)χ(ηp)√|α′(ηp)|√|β′(ζs)|(1− ηpζs)
=
ψ(ζs)kα0 (ηp) + k
β
0 (ζs)χ(ηp)√|α′(ηp)|√|β′(ζs)|(1 − ηpζs) = rs,p,
for all 1 ≤ p ≤ m and 1 ≤ s ≤ n. This follows from (3.5) and the fact that
kα0 (ηp) = 1− α(0)αλ1 = kα0 (η1) and kβ0 (ζs) = 1− β(0)αλ2 = kβ0 (ζ1).
By Theorem 2.1, A belongs to T (α, β).
If l > 0, then (3.5) implies that
ψ(ζs)kα0 (ηs) + k
β
0 (ζs)χ(ηs) = 0
for all 1 ≤ s ≤ l. It follows that(√
|α′(ηs)|√|α′(ηp)|
√
|β′(ζ1)|√
|β′(ζs)|
ηp
ηs
η1 − ζs
ηp − ζs r1,s +
√
|β′(ζ1)|√
|β′(ζs)|
ηp − ζ1
ηp − ζs r1,p
)
=
ψ(ζ1)kα0 (ηp) + k
β
0 (ζ1)χ(ηp)− ψ(ζ1)kα0 (ηs)− kβ0 (ζ1)χ(ηs)√|α′(ηp)|√|β′(ζs)|(1− ηpζs) = rs,p
for all 1 ≤ p ≤ m, 1 ≤ s ≤ l, s 6= p. Similarly,(√
|α′(η1)|√|α′(ηp)| ηpη1 η1 − ζsηp − ζs rs,1 +
√
|β′(ζ1)|√
|β′(ζs)|
ηp − ζ1
ηp − ζs r1,p
)
=
ψ(ζs)kα0 (η1) + k
β
0 (ζs)χ(η1) + ψ(ζ1)k
α
0 (ηp) + k
β
0 (ζ1)χ(ηp)√|α′(ηp)|√|β′(ζs)|(1− ηpζs) = rs,p.
for all 1 ≤ p ≤ m and l < s ≤ n. By Theorem 2.1 again, A belongs to T (α, β).
Assume now that A belongs to T (α, β). By the above, to show that there exist
χ ∈ Kα and ψ ∈ Kβ such that (3.3) holds it is enough to find finite sequances
{χ1, . . . , χm} and {ψ1, . . . , ψn} such that
(3.6) ψskα0 (ηp) + k
β
0 (ζs)χp = (1 − ηpζs)rs,p
√
|α′(ηp)|
√
|β′(ζs)|, 1 ≤ p ≤ m1 ≤ s ≤ n .
Indeed, if {χ1, . . . , χm} and {ψ1, . . . , ψn} satisfy (3.6), then A satisfies (3.3) with χ
and ψ given by
(3.7) χ =
m∑
p=1
χp√|α′(ηp)|vαηp , ψ =
n∑
s=1
ψs√
|β′(ζs)|
vβζs .
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We now find such {χ1, . . . , χm} and {ψ1, . . . , ψn}.
If l = 0, then, by Theorem 2.1(a), we only need to consider those equations from
(3.6), which correspond to the elements r1,p and rs,1 of the matrix representation
of A. That is, {χ1, . . . , χm} and {ψ1, . . . , ψn} satisfy (3.6) if and only if they satisfy
the following system of equations
(3.8){
ψ1kα0 (ηp) + k
β
0 (ζ1)χp = (1 − ηpζ1)r1,p
√|α′(ηp)|√|β′(ζ1)| for all 1 ≤ p ≤ m
ψskα0 (η1) + k
β
0 (ζs)χ1 = (1 − η1ζs)rs,1
√
|α′(η1)|
√
|β′(ζs)| for all 1 < s ≤ n
.
This can easily be verified using (2.5).
Fix an arbitrary ψ1. Then the desired sequences are
χp =
(1−ηpζ1)r1,p
√
|α′(ηp)|
√
|β′(ζ1)|−ψ1k
α
0
(ηp)
k
β
0
(ζ1)
for 1 ≤ p ≤ m
ψs =
(1−η
1
ζs)rs,1
√
|α′(η1)|
√
|β′(ζs)|−k
β
0
(ζs)χ1
kα
0
(η1)
for 1 < s ≤ n
,
and the functions χ and ψ in (3.3) are given by (3.7).
Similarly, if l > 0, then, by Theorem 2.1(b), {χ1, . . . , χm} and {ψ1, . . . , ψn}
satisfy (3.6) if and only if they satisfy
(3.9)
ψ1kα0 (ηp) + k
β
0 (ζ1)χp = (1− ηpζ1)r1,p
√|α′(ηp)|√|β′(ζ1)| for all 1 ≤ p ≤ m
ψskα0 (ηs) + k
β
0 (ζs)χs = 0 for all 1 ≤ s ≤ l
ψskα0 (η1) + k
β
0 (ζs)χ1 = (1− η1ζs)rs,1
√
|α′(η1)|
√
|β′(ζs)| for all l < s ≤ n
(consider those equations from (3.6) with r1,p for 1 ≤ p ≤ m, rs,s for 1 ≤ s ≤ l and
rs,1 for l < s ≤ n). Fix an arbitrary ψ1. Then
χp =
(1−ηpζ1)r1,p
√
|α′(ηp)|
√
|β′(ζ1)|−ψ1k
α
0
(ηp)
k
β
0
(ζ1)
for 1 ≤ p ≤ m
ψs = −k
β
0
(ζs)χs
kα
0
(ηs)
for 1 ≤ s ≤ l
ψs =
(1−η
1
ζs)rs,1
√
|α′(η1)|
√
|β′(ζs)|−k
β
0
(ζs)χ1
kα
0
(η1)
for l < s ≤ n
.
Again, A satisfies (3.3) with χ and ψ given by (3.7). This completes the proof. 
Corollary 3.2. Let α, β be two finite Blaschke products and let a, b be two complex
numbers. A linear operator A from Kα into Kβ belongs to T (α, β) if and only if
there are functions χa,b ∈ Kα and ψa,b ∈ Kβ such that
(3.10) A− S∗β,bASα,a = ψa,b ⊗ k˜α0 + k˜β0 ⊗ χa,b.
Proof. We first prove that the linear operator A belongs to T (α, β) if and only if
B = CβACα belongs to T (α, β).
If A belongs to T (α, β), then A = Aα,βϕ for some ϕ ∈ L2(∂D), and for every
f ∈ K∞α and g ∈ K∞β ,
〈Bf, g〉 = 〈CβACαf, g〉 = 〈Cβg,ACαf〉
= 〈βzg, ϕαzf〉 = 〈αϕβf, g〉 = 〈Aα,βαϕβf, g〉.
Hence
B = CβACα = A
α,β
αϕβ .
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On the other hand, if B = CβACα belongs to T (α, β), then, by the above, CβBCα
also belongs to T (α, β). However,
CβBCα = C
2
βAC
2
α = A,
and A ∈ T (α, β).
We now prove that A ∈ T (α, β) if and only if (3.10) holds.
Assume that A ∈ T (α, β). Then CβACα ∈ T (α, β) and, by Theorem 3.1, there
are χ ∈ Kα and ψ ∈ Kβ such that
(3.11) CβACα − Sβ,bCβACαS∗α,a = ψ ⊗ kα0 + kβ0 ⊗ χ.
Since
CβSβ,bCβ = S
∗
β,b and CαS
∗
α,aCα = Sα,a,
we get
A− S∗β,bASα,a = C2βAC2α − CβSβ,bCβACαS∗α,aCα
= Cβ(ψ ⊗ kα0 + kβ0 ⊗ χ)Cα = ψ˜ ⊗ k˜α0 + k˜β0 ⊗ χ˜.
Thus A satisfies (3.10) with
χa,b = χ˜ and ψa,b = ψ˜.
A similar reasoning shows that if A satisfies (3.10), then CβACα satisfies (3.1).
By Theorem 3.1, CβACα ∈ T (α, β) and so A ∈ T (α, β). This completes the proof.

Corollary 3.3. If α, β are two finite Blaschke products, then T (α, β) is closed in
the weak operator topology.
Proof. The proof is analogous to that of [18, Thm. 4.2] and is thus left for the
reader. 
In [18, p. 512] D. Sarason considered the notion of shift invariance of operators
onKα. In [5] this notion was generalized to operators formKα into Kβ. A bounded
linear operator from Kα into Kβ is said to be shift invariant if
(3.12) 〈ASf, Sg〉 = 〈Af, g〉
for all f ∈ Kα and g ∈ Kβ such that Sf ∈ Kα and Sg ∈ Kβ .
The authors in [5] proved that if α and β are two inner functions such that β
divides α, then the set of all shift invariant operators form Kα into Kβ is equal to
T (α, β). For finite Blaschke products we have the following.
Theorem 3.4. Let α, β be two finite Blaschke products and let A be a linear
operator from Kα into Kβ. Then A belongs to T (α, β) if and only if A is shift
invariant.
Proof. See [5].

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4. Rank-one asymmetric truncated Toeplitz operators
In Section 5 of [18] D. Sarason characterized all the truncated Toeplitz operators
of rank-one. He proved (see [18, Thm. 5.1]) that every rank-one operator form
T (α) is a scalar multiple of k˜αw ⊗ kαw or kαw ⊗ k˜αw for some w ∈ D. Can a similar
characterization be given for asymmetric truncated Toeplitz operators of rank-one?
It is known (see for instance [16, Prop. 3.1]) that the operators k˜βw ⊗ kαw and
kβw⊗ k˜αw belong to T (α, β) for all w ∈ D and for such w ∈ ∂D that α and β have an
angular derivative in the sense of Carathéodory at w. So a natural question is: is
every rank-one operator from T (α, β) a scalar multiple of one of these? A simple
example shows that this is not always the case.
Example 4.1. Fix a ∈ D, a 6= 0, and let
α(z) = −z a− z
1− az
a+ z
1 + az
, β(z) = z.
Then β divides α, Kβ is a one-dimensional linear space spanned by k
β
0 = 1 and Kα
is a three-dimensional linear space spanned by kα0 = 1, k
α
a = ka and k
α
−a = k−a.
Moreover, since α and β are analytic in a domain containing D, the operators
k˜βw ⊗ kαw and kβw ⊗ k˜αw belong to T (α, β) for all w ∈ D.
It is easy to verify that A = 1⊗ (1 + ka) is an element of T (α, β). In fact,
A = 1⊗ (1 + ka) = Aα,β1+ka .
We show that there is no w ∈ D such that A is a scalar multiple of k˜βw ⊗ kαw or
kβw ⊗ k˜αw.
Assume first that
(4.1) 1⊗ (1 + ka) = c(k˜βw ⊗ kαw)
for some w ∈ D and c 6= 0. Since kβw = k˜βw = 1, the above implies that
1 + ka = ck
α
w.
Equivalently,
(4.2)

〈1 + ka, 1〉 = 〈ckαw, 1〉
〈1 + ka, ka〉 = 〈ckαw, ka〉
〈1 + ka, k−a〉 = 〈ckαw, k−a〉
.
The first equation in (4.2) implies that c = 2. By the second equation in (4.2),
1 +
1
1− |a|2 =
2
1− wa,
and
w =
a
2− |a|2 .
However, by the third equation,
1 +
1
1 + |a|2 =
2
1 + wa
,
and
w =
a
2 + |a|2 .
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Clearly, a2−|a|2 =
a
2+|a|2 if and only if a = 0, and thus there is no w ∈ D for which
(4.1) holds.
Assume then that
(4.3) 1⊗ (1 + ka) = c(kβw ⊗ k˜αw)
for some w ∈ D and c 6= 0. As before, we must have
1 + ka = ck˜
α
w,
which is equivalent to the following system of equations
(4.4)

〈1 + ka, 1〉 = 〈ck˜αw, 1〉
〈1 + ka, ka〉 = 〈ck˜αw, ka〉
〈1 + ka, k−a〉 = 〈ck˜αw, k−a〉
.
Since 〈k˜αw , 1〉 = α(w)/w, the first equation in (4.4) gives
(4.5) 2 = −c a− w
1− aw
a+ w
1 + aw
.
Similarly,
〈k˜αw, ka〉 =
α(w)
w − a , 〈k˜
α
w , k−a〉 =
α(w)
w + a
,
and the second and third equation in (4.4) yield
(4.6) 1 +
1
1− |a|2 = c
w
1− aw
a+ w
1 + aw
,
and
(4.7) 1 +
1
1 + |a|2 = −c
w
1 + aw
a− w
1− aw ,
respectively. By (4.5) and (4.6),
w =
2− |a|2
a
.
However, by (4.5) and (4.7),
w =
2+ |a|2
a
.
As before, there is no w ∈ D for which (4.3) holds.
Note that in the above example every linear operator form Kα into Kβ is a rank-
one operator and belongs to T (α, β). This happens for all finite Blaschke products
α, β of degree m, n, respectively, and such that m = 1 or n = 1. Indeed, if α and β
are finite Blaschke products of degree m and n, respectively, then the dimension of
T (α, β) is m+ n− 1 (see [17, Prop. 2.1]). It follows that if m = 1 or n = 1, then
dimT (α, β) = m+ n− 1 = mn.
Since mn is the dimension of L(α, β), the space of all linear operators form Kα into
Kβ, we get T (α, β) = L(α, β).
So if one of the spaces Kα, Kβ is one-dimensional, then the set of rank-one
asymmetric truncated Toeplitz operators is "quite big". Is it ever "big enough" to
contain operators which are not scalar multiples of k˜βw ⊗ kαw or kβw⊗ k˜αw? To answer
this we need the following.
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Proposition 4.2. Let α be a finite Blaschke product of degree m > 0. Every
f ∈ Kα is a scalar multiple of a reproducing kernel or a conjugate kernel if and
only if m ≤ 2.
Proof. Let {vαη1 , . . . , vαηm} be the Clark basis ofKα, corresponding to a fixed λ ∈ ∂D.
We first prove that if every f ∈ Kα is a scalar multiple of a reproducing kernel
or a conjugate kernel, then m ≤ 2. To this end, we show that if m > 2, then there
exists f ∈ Kα that is neither a scalar multiple of a reproducing kernel nor a scalar
multiple of a conjugate kernel.
Observe, that if
kαw = c1v
α
η1
+ . . .+ cmv
α
ηm
for some w ∈ D, then
cj = 〈kαw , vαηj 〉 = ‖kαηj‖−1kαw(ηj)
=
1√|α′(ηj)| 1− α(w)α(ηj)1− wηj = 1√|α′(ηj)| 1− α(w)αλ1− wηj .
Hence, if w /∈ {η1, . . . , ηm}, then α(w) 6= αλ and cj 6= 0 for all 1 ≤ j ≤ m. On the
other hand, if w = ηj0 for some 1 ≤ j0 ≤ m, then
(4.8) cj =
{
0 for j 6= j0√|α′(ηj0)| for j = j0 .
Similarly, if
k˜αw = c1v
α
η1
+ . . .+ cmv
α
ηm
for some w ∈ D, then
cj = 〈k˜αw, vαηj 〉 =
1√|α′(ηj)| αλ − α(w)ηj − w ,
and cj 6= 0 for all 1 ≤ j ≤ m if w /∈ {η1, . . . , ηm}, or cj ’s satisfy (4.8) if w = ηj0 for
some 1 ≤ j0 ≤ m.
Consider a linear combination
f = c1v
α
η1
+ . . .+ cmv
α
ηm
.
By the above, if f is a scalar multiple of kαw or k˜
α
w, then all the coefficients cj are
nonzero or there is precisely one nonzero coefficient cj0 . If m > 2 and f is a linear
combination as above with at least one coefficient equal to zero and at least two
nonzero coefficients (for example c1 = c2 = 1 and cj = 0 for j > 2), then f is neither
a scalar multiple of a reproducing kernel nor a scalar multiple of a conjugate kernel.
To complete the proof we show that if m ≤ 2, then every f ∈ Kα is a scalar
multiple of a reproducing kernel or a conjugate kernel. This is clear for m = 1.
Let m = 2 and take f = c1v
α
η1
+ c2v
α
η2
. If c1c2 = 0, then f is a scalar multiple of
a reproducing kernel. Assume that c1c2 6= 0. We find w ∈ D such that f is a scalar
multiple of kαw or k˜
α
w.
If f = ckαw, then 
c1 =
c√
|α′(η1)|
1−α(w)αλ
1−wη1
c2 =
c√
|α′(η2)|
1−α(w)αλ
1−wη2
.
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From this
1− wη1
1− wη2 =
√
|α′(η2)|√
|α′(η1)|
c2
c1
,
and
(4.9) w(η1 − w0η2) = 1− w0,
where w0 =
√
|α′(η2)|√
|α′(η1)|
c2
c1
.
On the other hand, if f = c1v
α
η1
+ c2v
α
η2
= ck˜αw, then
c1αλη1v
α
η1
+ c2αλη2v
α
η2
= ckαw.
As before, 
c1αλη1 =
c√
|α′(η1)|
1−α(w)αλ
1−wη1
c2αλη2 =
c√
|α′(η2)|
1−α(w)αλ
1−wη2
and
η1 − w
η2 − w
=
√
|α′(η2)|√
|α′(η1)|
c2
c1
= w0.
From this
(4.10) w(1 − w0) = η1 − w0η2.
Therefore, we must show that there exists w ∈ D such that it satisfies (4.9)
(then f is a scalar multiple of kαw) or such that it satisfies (4.10) (then f is a scalar
multiple of k˜αw). We consider three cases.
Case 1. 1− w0 = 0.
In this case w = 0 satisfies (4.9), c1
√
|α′(η1)| = c2
√
|α′(η2)| and f = ckα0 with
c =
c1
√
|α′(η1)|
1 − α(0)αλ
=
c2
√
|α′(η2)|
1 − α(0)αλ
.
Case 2. η1 − w0η2 = 0.
In this case w = 0 satisfies (4.10), c1η1
√
|α′(η1)| = c2η2
√
|α′(η2)| and f = ck˜α0
with
c =
c1η1
√
|α′(η1)|
αλ − α(0) =
c2η2
√
|α′(η2)|
αλ − α(0) .
Case 3. 1− w0 6= 0 and η1 − w0η2 6= 0.
In this case (4.9) has a solution given by
w1 =
1− w0
η1 − w0η2
and (4.10) has a solution given by
w2 =
η1 − w0η2
1− w0 .
Note that w2 = 1/w1. Therefore, one of the numbers w1, w2 must be in D.
If w1 ∈ D, then f = ckαw1 with
c = c1
√
|α′(η1)| 1− w1η1
1− α(w1)αλ
= c2
√
|α′(η2)| 1− w1η2
1− α(w1)αλ
.
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If w2 ∈ D, then f = ck˜αw2 with
c = c1
√
|α′(η1)| η1 − w2
αλ − α(w2) = c2
√
|α′(η2)| η2 − w2
αλ − α(w2) .

Corollary 4.3. Let α and β be two finite Blaschke products of degree m > 0 and
n > 0, respectively.
(a) If mn ≤ 2, then every operator from T (α, β) is a scalar multiple of k˜βw⊗kαw
or kβw ⊗ k˜αw for some w ∈ D.
(b) If either m = 1 and n > 2, or m > 2 and n = 1, then there exists a rank-
one operator from T (α, β) that is neither a scalar multiple of k˜βw ⊗ kαw nor
a scalar multiple of kβw ⊗ k˜αw.
Proof. (a) Let f ∈ Kα and g ∈ Kβ be such that g ⊗ f ∈ T (α, β).
If m = n = 1, then f = c1k
α
0 , g = c2k˜
β
0 and g⊗ f is a scalar multiple of k˜β0 ⊗ kα0 .
If m = 2, n = 1, then, by Proposition 4.2, there exists w ∈ D such that f is a
scalar multiple of kαw or k˜
α
w. Since here Kβ is one-dimensional, g is always a scalar
multiple of k˜βw and of k
β
w. Hence g ⊗ f is a scalar multiple of k˜βw ⊗ kαw or kβw ⊗ k˜αw.
A similar reasoning can be used for m = 1, n = 2.
(b) Let m = 1 and n > 2. By Proposition 4.2, there exists g ∈ Kβ that g is
neither a scalar multiple of a reproducing kernel nor a scalar multiple of a conjugate
kernel. The desired operator is A = g ⊗ f with any f ∈ Kα, f 6= 0.
The proof for m > 2, n = 1 is similar. 
What happens if both m and n are greater than one? It turns out that in that
case every rank-one operator from T (α, β) is a scalar multiple of k˜βw⊗kαw or kβw⊗ k˜αw
for some w ∈ D. To give the proof we need the following.
Lemma 4.4. Let α and β be two finite Blaschke products of degree m > 1 and
n > 1, respectively. Let f ∈ Kα, g ∈ Kβ be two nonzero functions such that g ⊗ f
belongs to T (α, β) and let w ∈ D. Then
(a) g is a scalar multiple of kβw if and only if f is a scalar multiple of k˜
α
w,
(b) g is a scalar multiple of k˜βw if and only if f is a scalar multiple of k
α
w.
Proof. Fix λ1, λ2 ∈ ∂D. Let {vαη1 , . . . , vαηm} be the Clark basis for Kα correspond-
ing to λ1 and let {vβζ1 , . . . , v
β
ζn
} be the Clark basis for Kβ corresponding to λ2.
Assume moreover that the sets {η1, . . . , ηm}, {ζ1, . . . , ζn} have precisely l elements
in common, these elements being ηj = ζj , j ≤ l.
Assume that f ∈ Kα, g ∈ Kβ are such that g ⊗ f belongs to T (α, β) and let
(rs,p) be the matrix representation of g ⊗ f with respect to {vαη1 , . . . , vαηm} and
{vβζ1 , . . . , v
β
ζn
}.
We only show that if g = kβw, then f is a scalar multiple of k˜
α
w, and that if
g = k˜βw, then f is a scalar multiple of k
α
w. The proof in the general case is just a
matter of multiplying by a constant. Moreover, the other implications then follow,
because g ⊗ f belongs to T (α, β) if and only if f ⊗ g belongs to T (β, α).
We first give the proof for l = 0, that is, when {η1, . . . , ηm} and {ζ1, . . . , ζn}
have no elements in common.
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By Theorem 2.1, the matrix representation (rs,p) satisfies (2.5). Since
rs,p = 〈(g ⊗ f)vαηp , vβζs〉 = 〈g, v
β
ζs
〉〈vαηp , f〉 =
g(ζs)f(ηp)√
|β′(ζs)|
√|α′(ηp)| ,
the equation (2.5) can be written as
g(ζs)f(ηp) =
1− η1ζs
1− ηpζs
g(ζs)f(η1)− 1− η1ζ1
1− ηpζs
g(ζ1)f(η1) +
1− ηpζ1
1− ηpζs
g(ζ1)f(ηp),
or
(4.11) [as,pg(ζs)− a1,pg(ζ1)]f(ηp) = [as,1g(ζs)− a1,1g(ζ1)]f(η1),
where
as,p = 1− ηpζs, 1 ≤ p ≤ m, 1 ≤ s ≤ n.
Let g = kβw with w ∈ D. We need to consider three cases.
Case 1. w = ζs0 for some 1 ≤ s0 ≤ n.
In this case g(ζs0) 6= 0 and g(ζs) = 0 for all s 6= s0. If s0 > 1, then (4.11) (with
s = s0) implies that
(4.12) as0,pg(ζs0)f(ηp) = as0,1g(ζs0)f(η1)
for all 1 ≤ p ≤ m. If s0 = 1, then (4.12) also follows from (4.11) (with s = n for
example). Since as0,p 6= 0, we get
f(ηp) =
as0,1
as0,p
f(η1) =
1− η1ζs0
1− ηpζs0
f(η1)
=
1− ζs0η1
1− α(ζs0 )αλ1
f(η1)k
α
ζs0
(ηp) = ck
α
ζs0
(ηp)
for all 1 ≤ p ≤ m. From this,
〈f, vαηp〉 = 〈ckαζs0 , v
α
ηp
〉
for all 1 ≤ p ≤ m and f is a scalar multiple of kαζs0 . Since
(4.13) kαw = α(w)wk˜
α
w
for all w ∈ ∂D, f is a scalar multiple of k˜αζs0 .
Case 2. w = ηp0 for some 1 ≤ p0 ≤ m.
Note that if g = kβw with w ∈ D \ {ζ1, . . . , ζn}, then
as,pg(ζs)− a1,pg(ζ1) = (1− ηpζs)
1− β(w)βλ2
1− wζs − (1− ηpζ1)
1 − β(w)βλ2
1− wζ1
=
(1− β(w)βλ2)(w − ηp)(ζs − ζ1)
(1− wζs)(1− wζ1) .
(4.14)
It follows that in this case
(4.15) an,p0g(ζn)− a1,p0g(ζ1) = 0,
and
(4.16) an,pg(ζn)− a1,pg(ζ1) 6= 0
for all p 6= p0.
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If p0 = 1, then (4.11) (with s = n) and (4.15) imply that
[an,pg(ζn)− a1,pg(ζ1)]f(ηp) = [an,1g(ζn)− a1,1g(ζ1)]f(η1) = 0.
By (4.16), f(ηp) = 0 for all p 6= p0. Clearly, f is a scalar multiple of kαηp0 and so a
scalar multiple of k˜αηp0 by (4.13).
If p0 > 1, then (4.11) (with p = p0 and s = n) and (4.15) give
0 = [an,p0g(ζn)− a1,p0g(ζ1)]f(ηp0) = [an,1g(ζn)− a1,1g(ζ1)]f(η1).
By (4.16), f(η1) = 0. From this and (4.11) again (with s = n),
[an,pg(ζn)− a1,pg(ζ1)]f(ηp) = 0
for all p and therefore f(ηp) = 0 for all p 6= p0. As before, f is a scalar multiple of
k˜αηp0 .
Case 3. w /∈ {η1, . . . , ηm} ∪ {ζ1, . . . , ζn}.
In this case (4.11) (with s = n) gives
f(ηp) =
an,1g(ζn)− a1,1g(ζ1)
an,pg(ζn)− a1,pg(ζ1)
f(η1)
for all p > 1. By (4.14),
f(ηp) =
w − η1
w − ηp f(η1) =
=
η1 − w
αλ1 − α(w)
f(η1)k˜
α
w(ηp) = ck˜
α
w(ηp).
Hence f is a scalar multiple of k˜αw.
This completes the proof of the first implication (for l = 0).
Now let g = k˜βw. If w ∈ ∂D, then g is a scalar multiple of kβw by (4.13) and f is
a scalar multiple of k˜αw by the first part of the proof. Assume that w ∈ D. Then
(4.17) as,pg(ζs)− a1,pg(ζ1) =
(βλ2 − β(w))(1 − ηpw)(ζ1 − ζs)
(ζs − w)(ζ1 − w) .
By (4.11) (with s = n),
f(ηp) =
1− wη1
1− wηp f(η1)
=
1− wη1
1− α(w)αλ1
f(η1)k
α
w(ηp) = ck
α
w(ηp)
for all 1 ≤ p ≤ m, and f is a scalar multiple of kαw.
This completes the proof of the second implication (for l = 0).
We now give the proof for l > 0. In this case the matrix representation (rs,p) of
g ⊗ f must satisfy (2.6) and (2.7). Instead of (4.11) we obtain
(4.18) as,pg(ζs)f(ηp) = a1,pg(ζ1)f(ηp)− a1,sg(ζ1)f(ηs),
for all p, s such that 1 ≤ p ≤ m, 1 ≤ s ≤ l, s 6= p, and
(4.19) as,pg(ζs)f(ηp) = as,1g(ζs)f(η1) + a1,pg(ζ1)f(ηp),
for all p, s such that 1 ≤ p ≤ m, s > l.
Let g = kβw with w ∈ D. As before, we have three cases to consider.
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Case 1. w = ζs0 for some 1 ≤ s0 ≤ n.
In this case g(ζs0) 6= 0 and g(ζs) = 0 for all s 6= s0.
If s0 = 1 = l, then (4.19) (with s = n > 1) gives
0 = an,pg(ζn)f(ηp) = an,1g(ζn)f(η1) + a1,pg(ζ1)f(ηp) = a1,pg(ζ1)f(ηp)
for all 1 ≤ p ≤ m and so f(ηp) = 0 for all p > 1. Hence f is a scalar multiple of
kαηs0 = k
α
ζs0
(since here ηs0 = ζs0 ) and a scalar multiple of k˜
α
ζs0
by (4.13).
If s0 = 1 < l, then (4.18) (with p = 1) implies that
0 = as,1g(ζs)f(η1) = −a1,sg(ζ1)f(ηs)
for every s 6= s0 = 1, s ≤ l. Form this, f(ηs) = 0 for all 1 < s ≤ l. If m = l, then
this implies that f is a scalar multiple of kαζs0
and as above, a scalar multiple of
k˜αζs0
. If m > l, then by (4.18) (with s = l, p > l),
0 = al,pg(ζl)f(ηp) = a1,pg(ζ1)f(ηp)
and f(ηp) = 0 for all p > l, which also implies that f is a scalar multiple of k˜
α
ζs0
.
If 1 < s0 ≤ l, then (4.18) (with s = s0) implies that
as0,pg(ζs0)f(ηp) = 0
and f(ηp) = 0 for all p 6= s0. Hence f is a scalar multiple of k˜αζs0 .
If 1 ≤ l < s0, then (4.19) (with s = s0) gives
as0,pg(ζs0)f(ηp) = as0,1g(ζs0)f(η1)
and
f(ηp) =
as0,1
as0,p
f(η1) =
1− ζs0η1
1− ζs0ηp
f(η1)
=
1− ζs0η1
1− α(ζs0 )αλ1
f(η1)k
α
ζs0
(ηp) = ck
α
ζs0
(ηp)
for all 1 ≤ p ≤ m, which again implies that f is a scalar multiple of k˜αζs0 .
Case 2. w = ηp0 for some l < p0 ≤ m.
In this case (4.14) implies that
an,p0g(ζn)− a1,p0g(ζ1) = 0,
and
an,pg(ζn)− a1,pg(ζ1) 6= 0
for all p 6= p0.
If l = n, then (4.18) (with p = p0, s = n) gives
0 = [an,p0g(ζn)− a1,p0g(ζ1)]f(ηp0) = −a1,ng(ζ1)f(ηn).
Since g(ζ1) 6= 0, we have f(ηn) = 0. By (4.18) again (with s = n),
(4.20) [an,pg(ζn)− a1,pg(ζ1)]f(ηp) = −a1,ng(ζ1)f(ηn) = 0
for p 6= n and so f(ηp) = 0 for all p 6= p0. Hence f is a scalar multiple of k˜αηp0 .
If l < n, then (4.19) (with p = p0, s = n) implies that f(η1) = 0 and that (4.20)
holds for all 1 ≤ p ≤ m. Hence f(ηp) = 0 for all p 6= p0 and f is a scalar multiple
of k˜αηp0 .
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Case 3. w /∈ {η1, . . . , ηm} ∪ {ζ1, . . . , ζn}.
If l = n, then (4.18) (with p = 1, s = n) implies that
(4.21) an,1g(ζn)f(η1) = −a1,ng(ζ1)f(ηn).
From this
f(ηn) = − (1− η1ζn)(1 − wζ1)
(1− ηnζ1)(1 − wζn)
f(η1)
= − (ζn − η1)(ζ1 − w)
(ζ1 − ηn)(ζn − w)f(η1) =
η1 − w
ηn − wf(η1).
Moreover, (4.18) (with s = n) together with (4.21) gives
(4.22) [an,pg(ζn)− a1,pg(ζ1)]f(ηp) = an,1g(ζn)f(η1)
and, by (4.14),
f(ηp) =
an,1g(ζn)
an,pg(ζn)− a1,pg(ζ1)
f(η1)
=
(1− η1ζn)(1 − wζ1)
(ζ¯1 − ζ¯n)(ηp − w)
f(η1) =
η1 − w
ηp − wf(η1)
for all p 6= n. Hence
f(ηp) =
η1 − w
ηp − wf(η1) =
η1 − w
αλ1 − α(w)
f(η1)k˜
α
w(ηp) = ck˜
α
w(ηp)
for all p, and f is a scalar multiple of k˜αw.
If l < n, then it follows form (4.19) (with s = n) that (4.22) holds for all p. As
above
f(ηp) =
η1 − w
ηp − wf(η1) = ck˜
α
w(ηp)
and f is a scalar multiple of k˜αw.
This completes the proof of the first implication (for l > 0).
Now let g = k˜βw. As in the proof for l = 0, we can assume that w ∈ D. Repeating
the argument form Case 3 above one can show that
f(ηp) =
1− wη1
1− wηp f(η1)
=
1− wη1
1− α(w)αλ1
f(η1)k
α
w(ηp) = ck
α
w(ηp)
for all p. Hence f is a scalar multiple of kαw.
This completes the proof of the second implication (for l > 0) and the proof of
the theorem. 
Theorem 4.5. Let α and β be two finite Blaschke products of degree m > 0 and
n > 0, respectively. The only rank-one operators in T (α, β) are the nonzero scalar
multiples of the operators k˜βw⊗kαw and kβw⊗ k˜αw, w ∈ D, if and only if either mn ≤ 2,
or m > 1 and n > 1.
ASYMMETRIC TRUNCATED TOEPLITZ OPERATORS II 19
Proof. By Corollary 4.3, if the only rank-one operators in T (α, β) are the nonzero
scalar multiples of k˜βw ⊗ kαw and kβw ⊗ k˜αw, w ∈ D, then either mn ≤ 2, or m > 1 and
n > 1.
To complete the proof we only need to show that if m > 1 and n > 1, then every
rank-one operator from T (α, β) is a scalar multiple of k˜βw⊗kαw or kβw⊗ k˜αw for some
w ∈ D. The proof is similar to that of [18, Thm. 5.1(c)]. Sarason’s proof is based
on the fact that every truncated Topelitz operator is complex symmetric. Here one
must use Lemma 4.4 instead. The details are left to the reader. 
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