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Abstract
Massless modes of both heterotic and Type II string compactifications
on compact manifolds are determined by vector bundle valued cohomology
classes. Various applications of our recent algorithm for the computation
of line bundle valued cohomology classes over toric varieties are presented.
For the heterotic string, the prime examples are so-called monad construc-
tions on Calabi-Yau manifolds. In the context of Type II orientifolds, one
often needs to compute equivariant cohomology for line bundles, necessi-
tating us to generalize our algorithm to this case. Moreover, we exemplify
that the different terms in Batyrev’s formula and its generalizations can
be given a one-to-one cohomological interpretation.
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1 Introduction
Since the mid-eighties [1] string compactifications to four space-time dimensions
on compact Calabi-Yau (CY) manifolds have been under intense investigation.
This has led to not only a better understanding of the space of possible string
models, these days called the string landscape, but also to new developments
in mathematics, such as for instance mirror symmetry. Of particular interest
are string models with four-dimensional N=1 space-time supersymmetry, a re-
alistic gauge group and chiral matter transforming in certain representations of
the gauge group. Many classes have been considered, such as heterotic strings
on Calabi-Yau manifolds with the bosonic, left-moving sector coupling to a vec-
tor bundle on the Calabi-Yau or Type IIB orientifolds with intersecting D7-
branes, which for chirality carry non-trivial line bundles (see the review [2] and
refs. therein). These latter ones are related by the Sen-limit to F-theory compact-
ifications on Calabi-Yau fourfolds, which have recently been studied intensively
[3, 4].
For all these compactifications, one is particularly interested in the massless
excitations of the string, which in the large volume regime are determined by the
zero modes of the Dirac respectively Laplace operator on the curved manifold.
These modes are counted by certain cohomology classes over (submanifolds of)
the Calabi-Yau manifold. Often it is not so hard to compute at least the chiral
massless spectrum by an index theorem, but the complete computation, including
vector-like matter states, involves more sophisticated methods.
A large class of Calabi-Yau manifolds is given by complete intersections of
hypersurfaces in ambient toric varieties. In this case one can make use of the fact
that for toric spaces many combinatorial tools are available for the computation
of topological quantities like the intersection form, Chern classes etc. Moreover,
here one can naturally define vector bundles by certain (exact) sequences involv-
ing just line bundles, as for instance the monad construction (see e.g. [5, 6, 7, 8])
or so-called extensions (see e.g. [9]). For such bundles, the computation of the
bundle valued cohomology can be traced back to the evaluation of line bundle
valued cohomology classes over the toric ambient space. Based on earlier partial
results [6, 10, 11], in [12] we have conjectured a new algorithm for their determi-
nation and have developed a high-performance C/C++ implementation [13] of it.
This conjecture was then proven shortly afterwards in [14, 15].
This paper can be considered as the third in the row of [12, 15] and shows
the many possible string theoretic applications of the algorithm. Here we are not
heading for new kinds of realistic string models, but merely collect the mathe-
matical tools for the determination of the massless matter spectrum and show
how our algorithm helps tremendously in their actual computation. In section 2,
we first review the algorithm and apply it to the determination of the Hodge
numbers for toric varieties. This is generalized in section 3 to vector bundle
3
valued cohomology classes over hypersurfaces and complete intersections in toric
varieties. The essential tool here is the Koszul sequence, which allows to uplift
the cohomology over a submanifold to the cohomology over the ambient space.
We discuss both the general problem and a couple of concrete examples.
Section 4 deals with the appearing topological questions in orientifold con-
structions, where often just knowing the cohomology is not sufficient, but one
also needs information how it transforms under the Z2 orientifold projection. In
mathematical terms, one needs to compute Z2 equivariant cohomology classes.
We will show that our algorithm is sort of tailor-made to be easily generalized to
equivariant cohomology classes. This is due to the fact that we have a concrete
representative for each element so that we can directly determine the orientifold
action on it. This extended algorithm is tested by a couple of non-trivial exam-
ples.
Finally, section 5 contains a study of the different contributions to the combi-
natorial Batyrev formula for the Hodge numbers of a Calabi-Yau manifold defined
by a hypersurface in a toric variety. It is shown that these correspond one-to-one
to different contributions to the line-bundle cohomology classes, i.e. in particular
the higher classes H i(X,L), i > 0 can be identified with so-called twisted or
non-geometric contributions. We show that an analogous correspondence also
appears for the complete intersection of two hypersurfaces in a toric five-fold.
The high-performance C/C++ implementation cohomCalg of the algorithm [13]
including the recently added Koszul module is available under
http://wwwth.mppmu.mpg.de/members/blumenha/cohomcalg/.
2 Preliminaries
This section begins with a summary of the algorithm for the computation of sheaf
cohomology group dimensions in the setting of (complex) line bundles on toric va-
rieties. Specific focus is given to the explicit mappings used in the determination
of the multiplicity factors hi(Q).
Furthermore, before we can begin our survey of physically motivated applica-
tions, we need to define a basic ingredient: the tangent bundle for toric spaces.
For a general manifold the tangent bundle is usually difficult to describe in terms
which are usable for actual computations. However, for the case of toric varieties
the situation improves a lot, see [16, 17, 18, 19, 20, 21] for introductions to the
subject. Here the tangent bundle can be described in terms of a short exact
sequence, where the other two bundles are given by sums of line bundles. This is
more generally known as the monad construction of vector bundles.
Via dualization we obtain the bundle of 1-forms in the same fashion and having
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such a description we can consider the exterior powers thereof, i.e. the n-form
bundles. Together with the holomorphic line bundle O this allows us to compute
the Hodge numbers of lower-dimensional toric spaces. In fact, those techniques
can be extended to higher dimensions, but for the sake of a concise presentation
we limit ourselves to cases of dimension up to five — which is sufficient for nearly
all applications in string model building.
A general technique that we are going to apply throughout this work is to
consider the long exact cohomology sequence induced by a short exact sequence
of bundles (or sheaves), see [22, 23]. Provided that a sufficient number of the
involved cohomology groups actually vanishes, i.e. isomorphic to the trivial group,
one can avoid working out the precise mappings of the sequences and instead
argue directly on the basis of exactness. For actual computations this saves
one extremely laborious computational step, as one only needs to consider the
dimensions of the cohomology groups. We will demonstrate this in several explicit
examples.
Furthermore, we acknowledge that a significant portion of the tools presented
are not new and are scattered throughout the mathematics and physics literature,
but in our opinion it might be useful for the reader to see all these methods
collected on a couple of pages. We assume familiarity with the basic notions
of toric geometry, sheaf and Cˇech cohomology to the extend of the material
presented in our prior “conjecture“ paper [12] §2.1 as well as appendix A therein.
2.1 Computing sheaf cohomologies of line bundles
The computational algorithm used in this paper was first conjectured in [12] and
subsequently proven in [15, 14]. The basic idea is to count certain rationoms,
i.e. rational functions with monomials both in the numerator and denominator,
obtained from unions of the Stanley-Reisner ideal generators. Those individual
contributions to the dimension of a sheaf cohomology group also have to be
weighted differently, which basically catches the information of how a certain
union monomial did arise.
The generic setting throughout the paper is in the context of toric geometry.
Let X be a toric variety with the homogeneous coordinates H = {u1, . . . , un}
and SR(X) the Stanley-Reisner ideal. We also require the gauged linear σ-model
charges for each coordinate, which encode the projective relations. The Stanley-
Reisner ideal consists of all square-free monomials whose coordinates are not
contained in any cone of the toric fan ΣX and is Alexander-dual to the irrelevant
ideal BΣ, which is often used in the mathematical literature.
Using this input data, the formula for the dimension of a sheaf cohomology
5
group for a line bundle on a toric variety is
dimH i(X ;OX(D)) =
∑
Q
multiplicity factor︷ ︸︸ ︷
hi(Q) · ND(Q)︸ ︷︷ ︸
number of rationoms
(1)
where the sum ranges over all the square-free monomials Q that can be obtained
from unions of the Stanley-Reisner ideal generators.
Multiplicity factors
The multiplicity factors hi(Q) themselves arise as the dimensions of an intermedi-
ate (relative) homology structure. For each subset Skα = {Sα1 , . . . ,Sαk} ⊂ SR(X)
let Q(Skα) denote the square-free monomial that arises from the union of all co-
ordinates of all generators in this subset. Then we define
N(Skα) := |Q(Skα)| − k, (2)
which measures sort of the multiplicity of coordinates appearing in more than
one generator in a given subset of the Stanley-Reisner ideal. Using this number,
we can define intermediate sequences C•(Q) where the spaces are of dimension
dimCi(Q) = #
{
Skα ⊂ SR : Q(S
k
α) = Q
N(Skα) = i
}
, (3)
i.e. the number of combinations of Stanley-Reisner ideal generators leading to the
same square-free monomial Q and N(Skα)-value i.
We want to give an explicit description of the vector space structure of the
Ci(Q) and the maps between those, for details see Section 3 of [15]. Assuming
that the Stanley-Reisner ideal is generated by t different monomials as
SR(X) = 〈S1, . . . ,St〉 (4)
and setting [t] := {1, . . . , t}, we can define a relative complex ΓQ of the full
simplex on [t] by extracting only those subsets α ⊂ [t] with Q(Skα) = Q. For
some fixed cardinality |α| = k, we define the set of (k − 1)-dimensional1 faces
Fk−1(Q) of ΓQ and let CFk−1(Q) be the complex vector space with basis vectors
eα corresponding to α ∈ Fk−1(Q). The (relative) complex
F•(Q) : 0 −→ Ft−1(Q) φt−1−→ · · · φ1−→ F0(Q) φ0−→ F−1(Q) −→ 0 (5)
1Note that a subset with a single element is a face of dimension 0 and the empty set ∅ ⊂ [t]
is a face of dimension −1 in this formalism.
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is then given by the maps
φk : Fk(Q) −→ Fk−1(Q) , eα 7→
∑
s∈α
sign(s, α)eα\s , (6)
where eα\s = 0 if α \ s /∈ ΓQ and sign(s, α) = (−1)ℓ−1 when s is the ℓ-th element
of α ⊂ [t] written in increasing order. The complex C•(Q) is just a relabeling of
F•(Q), i.e. one sets Ci(Q) = F|Q|−i(Q) while leaving the maps untouched.
The multiplicity factors then correspond to the homology dimensions of the
complex C•(Q). Note that the hi(Q) only depend on the geometry of the toric
variety X , but not on the divisor D that specifies the line bundle OX(D). It
therefore suffices to compute the multiplicities hi(Q) only once for any given
geometry.
Counting rational functions
The second part of the algorithm depends on the GLSM charge of the divisor
D that determines the line bundle OX(D). Given a square-free monomial Q =
xi1 · · ·xik , where I = (i1, . . . , ik, . . . , in) is an index renumbering such that the
product of the first k coordinates gives the monomial Q, we consider rational
functions of the form
RQ(x1, . . . , xn) =
T (xk+1, . . . , xn)
xi1 · · ·xik ·W (xi1 , . . . , xik)
, (7)
where T and W are monomials. Therefore, the coordinates in Q appear in the
denominator, whereas the remaining coordinates (the complement of Q in H) are
found in the numerator. If we take the GLSM charges of the numerator positive
and of the denominator negative we can define
ND(Q) := dim{RQ : degRQ = D}, (8)
which effectively counts the number of rational functions whose GLSM degree is
equal to the divisor GLSM charges defining the line bundle. Together with the
multiplicity factors, the sum of all such contributions gives the dimension of the
sheaf cohomology groups for OX(D).
It should be mentioned that a different algorithm for the same problem has
been known for some time, see section 9.1 of [16]. It has been implemented and
applied in [24]. However, due to the entirely different methods of the compu-
tation (subdividing and scanning lattices versus computing unions of Stanley-
Reisner ideal generators and counting rationoms) this algorithm quickly becomes
computationally expensive.
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2.2 The tangent bundle
Another crucial ingredient is the tangent bundle, which for toric varieties can be
described via the general monad bundle construction (see next section for the
general case). Let Dk ∈ Div(X) be the vanishing divisor {uk = 0} associated to
each homogeneous coordinate. Then there is the generalized short exact Euler
sequence
0 −→ O⊕rX −֒→
n⊕
i=1
OX(Dk) −։ TX −→ 0, (9)
which relates the holomorphic line bundles on X to the tangent bundle, where r
is the number of projective relations defining the toric variety. From this we are
considering the induced long exact sequence of sheaf cohomology groups
0 // H0(X ;OX)⊕r //
n⊕
k=1
H0(X ;OX(Dk)) // H0(X ;TX) EDBC
GF@A
// H1(X ;OX)⊕r //
n⊕
k=1
H1(X ;OX(Dk)) // H1(X ;TX) EDBC
GF@A
// H2(X ;OX)⊕r //
n⊕
k=1
H2(X ;OX(Dk)) // H2(X ;TX) // . . .
(10)
and via computingH i(X ;OX) as well asH i(X ;OX(Dk)) we may deriveH i(X ;TX)
from exactness provided that enough cohomology groups are vanishing.
In order to compute the Hodge diamond of some complex surface or threefold
using (36), one dualizes the sequence (9). This gives
0 −→ T ∗X ∼= Ω1X −֒→
n⊕
k=1
OX(−Dk) −։ O⊕rX −→ 0, (11)
which is again a short exact sequence, so one may consider the induced long
exact sequence in order to derive H1,i(X) ∼= H i(X ; Ω1X) from H i(X ;OX) and
H i(X ;OX(Dk)) — this suffices to derive the entire Hodge diamond Hp,q(X) for
dimCX ≤ 3 using the usual symmetries of the Hodge diamond.
Example: Hodge diamond of Hirzebruch surfaces
Let us apply this method to the Hirzebruch surfaces Fk, which are P
1-bundles
over P1 twisted according to the sheaf O(0)+O(−k). This in particular includes
the well-known del Pezzo special cases F0 = P
1 × P1 and F1 = dP1, which is P2
blown up at a single point. For some divisor D = nH +mX we use the notation
OFk(D) = O(n,m). The relevant toric information for the Hirzebruch surfaces
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vertices of the coords GLSM charges divisor class
polyhedron / fan Q1 Q2
ν1=(−1, −k ) u1 1 0 H
ν2=( 1, 0 ) u2 1 0 H
ν3=( 0, 1 ) u3 k 1 kH +X
ν4=( 0, −1 ) u4 0 1 X
intersection form: HX − kX2
SR(Fk) = 〈u1u2, u3u4〉
Table 1: Toric data for the Hirzebruch surface Fk
Fk is provided in Table 1. The dualized generalized Euler sequence (11) then
reads
0 −→ Ω1Fk −֒→ O(−1, 0)⊕2 ⊕O(−k,−1)⊕O(0,−1) −։ O(0, 0)⊕2 −→ 0. (12)
After one makes the effort to compute the cohomology H•(Fk;O(m,n)) for the
four required values (m,n) = (0, 0), (−1, 0), (−k,−1) and (0,−1), which gives
h•(Fk;O(0, 0)) ∼= h0,•(Fk) = (1, 0, 0)
h•(Fk;O(−1, 0)) = h•(Fk;O(−k,−1)) = h•(Fk;O(0,−1)) = (0, 0, 0)
(13)
and therefore h•(Fk;O(−1, 0)⊕2⊕O(−k,−1)⊕O(0,−1)) = (0, 0, 0), the induced
long exact sheaf cohomology sequence of (12) is considered. Note that in general
H i(X ; Ω1X)
∼= Rhi(X;Ω1X), which gives
0 // H0(Fk; Ω
1
Fk
) // R0 = 0 // R1·2 = R2 EDBC
GF
∼=
@A
// H1(Fk; Ω
1
Fk
) // R0 = 0 // R0 = 0 EDBC
GF@A
// H2(Fk; Ω
1
Fk
) // R0 = 0 // R0 = 0 // 0.
(14)
The sequence effectively terminates due to dimensional reasons, i.e. all remain-
ing cohomology groups are trivial. From the exactness of the sequence we may
therefore deduce
h•(Fk; Ω
1
Fk
) ∼= h1,•(Fk) = (0, 2, 0). (15)
This completes the computation and via the usual dualities and relations between
the Hodge numbers (basically, it suffices to determine just one quadrant of the
Hodge diamond) we obtain from (13) and (15) the Hirzebruch surface’s Hodge
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diamond
h0,0
h1,0 h0,1
h2,0 h1,1 h0,2
h1,0 h0,1
h0,0
=
h0(OX)
h0(Ω1X) h
1(OX)
h2,0 h1(Ω1X) h
2(OX)
h1,0 h2(Ω1X)
h0,0
=
1 b0 = 1
0 0 b1 = 0
0 2 0 b2 = 2
0 0 b3 = 0
1 b4 = 1
(16)
in perfect agreement with the expected results. The dimensions of the cohomol-
ogy groups H i(Fk;O(m,n)) in (13) can be quickly computed using the imple-
mentation [13] of the algorithm.
2.3 The monad and extension bundle construction
The Euler sequence (9) and its dual (11) are specific examples of a more general
construction known as monad bundles. Here a bundle is indirectly defined via
a short exact sequence with two other known bundles. Those are usually Whit-
ney sums of line bundles for computational simplicity. The general structure is
therefore
0 −→ V f−֒→
rB⊕
i=1
OX(bi)
g−։
rC⊕
i=1
OX(ci) −→ 0 (17)
which via dualization and changing the signs of the individual line bundles also
implies
0 −→
rA⊕
i=1
OX(ai) −֒→
rB⊕
i=1
OX(bi) −։ U −→ 0. (18)
The exactness of both sequences necessarily implies the bundle isomorphisms
U ∼=
rB⊕
i=1
OX(bi)
/ rA⊕
i=1
OX(ai),
rB⊕
i=1
OX(bi)
/
V ∼=
rC⊕
i=1
OX(ci),
(19)
which shows that monad bundles are closely related to coset space constructions
at bundle niveau.
The idea has been used widely in the construction of suitable (gauge) vector
bundles for heterotic compactification and directly appears in the generalization
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of the two-dimensional gauged linear sigma model to the (0, 2) supersymmetric
case[5]. Indeed, one does allow the left-moving world-sheet fermions to couple
not to the tangent bundle of the CY manifold (standard embedding) but to a
more general (stable) holomorphic vector bundle of in general rk(V ) 6= 3. This
allows for more general observable gauge groups G 6= E6 like the GUT groups
SO(10) or SU(5).
At this point we simply would like to highlight the importance of line bun-
dle cohomologies for the computation of cohomologies involving monad bundles.
From the long exact cohomology sequence that is induced from the monad se-
quences one can easily determine the monad bundle cohomology from the known
line bundle cohomologies.
A closely related approach is the so-called extension bundle construction,
where the indirectly defined bundle sits in the middle of the short exact sequence
0 −→ V1 f˜−֒→ W
g˜−։ V2 −→ 0 , (20)
where for getting a non-split extension one also requires H1(X, V1 ⊗ V ∗2 ) 6= 0.
Again, often the two bundles V1 and V2 are chosen to be direct sums of line
bundles
0 −→
rA⊕
i=1
OX(ai) f˜−֒→W
g˜−։
rC⊕
i=1
OX(ci) −→ 0 . (21)
Clearly, the rank of the monad and the extension bundles are given by
monad bundles:
rk(V ) = rB − rC
rk(U) = rB − rA
extension bundles: rk(W ) = rA + rB .
(22)
2.4 Hodge numbers of 4- and 5-dimensional toric spaces
In order to compute the Hodge diamond for higher-dimensional spaces, we need
higher exterior powers of the cotangent sheaf, i.e. we require ΩpX for p > 1. We
restrict to the case of 4- and 5-folds, such that only the sheaf / bundle of 2-forms
Ω2X is actually required. In this case, there are a number of general sequences,
which allow to derive the antisymmetric tensor product. Let
0 −→ A −֒→ B −։ C −→ 0 (23)
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be a short exact sequence of vector bundles or sheaves. Then all four of the
following sequences are short and exact as well:
0

0

0 // Λ2A
  // Q1 // // _

A⊗ C // _

0
0 // Λ2A
  // Λ2B


// // Q2 //


0
Λ2C

Λ2C

0 0
. (24)
This basically yields two ways to compute Λ2A, Λ2B and Λ2C using the two split
short exact sequences
0 −→ Λ2A −֒→ Q1 −։ A⊗ C −→ 0
0 −→ Q1 −֒→ Λ2B −։ Λ2C −→ 0
(25)
or the second pair
0 −→ Λ2A −֒→ Λ2B −։ Q2 −→ 0
0 −→ A⊗ C −֒→ Q2 −։ Λ2C −→ 0.
(26)
Choosing the right pair depends on the ability to make use of exactness. If either
A or C is a rank-1 bundle or sheaf — which implies either Λ2A = 0 or Λ2C = 0,
such that the remaining part of the sequence provides an actual isomorphism for
the auxiliary bundle Qi — only a single short exact sequence remains:
A line bundle: 0 −→ A⊗ C −֒→ Λ2B −։ Λ2C −→ 0
C line bundle: 0 −→ Λ2A −֒→ Λ2B −։ A⊗ C −→ 0 (27)
This general approach is now applied to the dualized general Euler sequence
(11), such that A = Ω1X , B =
⊕n
k=1OX(−Dk) and C = O⊕rX are used. First, the
second short exact sequence of (26) becomes
0 −→ (Ω1X)⊕r −֒→ Q2 −։ O
⊕(r
2
)
X −→ 0, (28)
which allows to derive the cohomology H•(X ;Q2) of the auxiliary sheaf / bundle
Q2 via the usual method of using exactness of the induced long exact sequence.
This is then used in the first sequence of (26), i.e.
0 −→ Ω2X −֒→
⊕
i<j
OX(−Di −Dj) −։ Q2 −→ 0, (29)
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to obtain H•(X ; Ω2X). Naturally, one may use the other set of sequences (25) as
an alternative way, which requires running through the sequences
0 −→ Q1 −֒→
⊕
i<j
OX(−Di −Dj) −։ O⊕(
r
2
)
X −→ 0
0 −→ Ω2X −֒→ Q1 −։ (Ω1X)⊕r −→ 0.
(30)
Choosing the right set of sequences depends mostly on the ability to extract
information purely from the exactness of the induced long exact cohomology
sequences, which crucially relies on the appearance of ideally lots of zeros in the
known cohomologies.
It should be noted that the previous two short exact sequences simplify if
we are restricting to the case of a weighted projective space with just a single
projection relation (i.e. r = 1) between the coordinates. In that case the first
sequence (28) establishes Q2 ∼= Ω1X , such that we obtain the short exact sequence
0 −→ Ω2X −֒→
⊕
i<j
OX(−Di −Dj) −։ Ω1X −→ 0 (31)
from (29), which can be used in the same fashion as before in order to derive the
cohomology of the sheaf Ω2X . This result also agrees with the second sequence of
(27).
Using the general symmetries and dualities between the Hodge numbers, the
cohomology of OX , Ω1X and Ω2X suffices to determine the entire Hodge diamond
of up to 5-folds. Deriving even higher exterior powers of the cotangent bundle
ΩpX for p ≥ 3 is in principle similar, but becomes way more complicated due to
further splittings of the underlying long exact sequence of the exterior powers.
Due to a lack of actual applications, we will not dwell on this issue any further.
3 Cohomology for Calabi-Yau manifolds
and D-branes
The ability to algorithmically compute the line bundle sheaf cohomologies of toric
spaces covers a great variety of geometries, e.g. weighted projective spaces, the
lower-degree del Pezzo surfaces dP1, dP2 and dP3, the Hirzebruch surfaces and
many others. However, for applications to supersymmetric compactifications of
the ten-dimensional superstring theories it is necessary to work with compact
Calabi-Yau manifolds. Such compact spaces have vanishing first Chern class and
therefore are not simply given by toric varieties. However, hypersurfaces and
more general complete intersections of hypersurfaces in toric varieties can define
genuine Calabi-Yau manifolds and in fact constitute the largest known class of
13
such spaces. The classic example is a degree five hypersurface in P4, also known
as the quintic.
For the heterotic string, in addition to the CY manifold X one also needs to
specify a stable holomorphic vector bundle V satisfying the tadpole cancellation
condition
ch2(V ) + c2(TX) =
∑
a
Naγa , (32)
where Na denotes the number of five-branes wrapping a holomorphic, effective
two-cycle Poincare´ dual to the closed four-form γa. The structure group G of
the vector bundle is embedded into the E8×E8 respectively SO(32) gauge group
of the ten-dimensional heterotic string, breaking it to a smaller observable gauge
group H . In this respect the E8×E8 heterotic string is considered very encourag-
ing, as for the structure groups G = SU(3), SU(4), SU(5) one gets the observable
ones H = E6, SO(10), SU(5). These are all candidate GUT groups. In addi-
tion one generically gets matter fields, which, depending on the decomposition
G×H ⊂ E8, transform in various representations of the observable gauge group
H . Their number is determined by the cohomology groups H i(X,∧nV ), i = 1, 2.
In addition there are gauge singlets from the vector bundle deformations counted
by H1(X,End(V )). A simple solution to the tadpole condition (32) is to choose
V = TX and Na = 0, which leads to H = E6 and matter fields in the 27/27 repre-
sentation counted by H1(X, TX) = H
2,1(X) respectively H2(X, TX) = H
1,1(X).
In this section, we will mainly consider this latter case, but it will be clear that
our methods straightforwardly apply also to more general vector bundles V .
The other large class of string compactifications are orientifolds of the Type
IIA/B superstring. Here one also compactifies the ten-dimensional string on a
Calabi-Yau manifold and then takes a quotient Ωσ, where Ω denotes the world-
sheet parity transformation and σ a geometric Z2 involution of X . In general this
leads to lower-dimensional orientifold planes, whose tadpole needs to be canceled
by corresponding lower-dimensional D-branes wrapping certain cycles of X . In
this case the gauge group is supported on the D-branes and the (chiral) matter
on mutual intersections of two D-branes. Thus, here one also needs to compute
cohomology classes on certain subspaces of the Calabi-Yau manifold. As long as
these subspaces are divisors or complete intersections of them our methods also
apply.
So far we have been able to efficiently compute the sheaf cohomology of line
bundles defined over the toric ambient space itself. The mathematical intercon-
nection to subspaces of the aforementioned type is the Koszul complex, which
in its most basic formulation directly relates the ambient space cohomology to
the hypersurface cohomology. Provided that further restrictions on the geometry
are mutually compatible (“transverse“) and leading to a well-defined subspace,
the case of complete intersections can be handled by repeated application of this
sequence. In the end, this provides a fully algorithmic method to determine the
line bundle sheaf cohomology of toric subspaces.
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3.1 The Koszul sequence
Consider an irreducible hypersurface D ⊂ X and let 0 6= σ ∈ H0(X ;O(D)) be a
global nonzero section of OX(D) such that Z(σ) ∼= D. This induces a mapping
OX −→ OX(D) and its dual OX(−D) −→ OX , the latter of which can be shown
to be injective.
This statement can be extended by computing the image of the mapping.
Given any effective divisor D =
∑
i ai[Hi] ∈ Div(X), i.e. all ai ≥ 0, there is a
short exact sequence
0 −→ OX(−D) −֒→ OX −։ OD −→ 0 , (33)
sometimes called the Koszul sequence, where OD is the quotient of the sheaf OX
of holomorphic functions on X by all holomorphic functions vanishing at least to
order ai on the irreducible hypersurface Hi. In particular, OD can be regarded as
the structure sheaf on D ⊂ X , which effective yields H i(X ;OD) ∼= H i(D;OD).
The Koszul sequence is of utmost importance in the subsequent sections, as its
induced long exact sheaf cohomology sequence
0 // H0(X ;OX(−D)) // H0(X ;OX) // H0(D;OD) EDBC
GF@A
// H1(X ;OX(−D)) // H1(X ;OX) // H1(D;OD) EDBC
GF@A
// H2(X ;OX(−D)) // H2(X ;OX) // H2(D;OD) // . . .
(34)
allows to relate the ambient space cohomology (left and middle column) to the
cohomology of the divisor (right column). The practical usage of this sequence
requires most of the cohomology classes to vanish, such that one can use the
exactness to deduce isomorphisms between the cohomology groups or their van-
ishing without having to bother about the mappings.2
However, the plain Koszul sequence and (34) only allow to compute the holo-
morphic cohomology of the divisor D. Fortunately the OX(T )-twisted (i.e. ten-
sored) version of the Koszul sequence
0 −→ OX(−D + T ) −֒→ OX(T ) −։ OD(T ) −→ 0 (35)
is exact as well, which allows to compute the line bundle cohomology on divisors
as well. Aside from that recall the isomorphism
Hp,q(X) ∼= Hq(X ; ΩpX), (36)
2See [23] for a full mathematical account on the Koszul complex, in particular the mappings.
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which relates the Dolbeault cohomology groups Hp,q to the (sheaf) cohomology
with values in the bundle ΩpX of (p, 0)-forms on X . In particular, since Ω
0
X
∼= OX
it immediately follows
H i(X ;OX) ∼= H0,i(X), (37)
so we are actually computing the “edge” of the Hodge diamond of X , which is of
somewhat limited value for the entire topology.
3.2 Hypersurfaces
At this point we already know how to construct the tangent bundle of the ambient
toric space. Unfortunately, the situation becomes much more involved if we are
interested in the tangent bundle of a hypersurface inside some toric variety. Let
D denote the divisor class of the hypersurface andDk as before. Then the tangent
bundle can be derived as the measure of non-exactness of the sequence
0 −→ O⊕rD
α−֒→
n⊕
k=1
OD(Dk) β−→ OD(D), (38)
i.e. with respect to the mappings α and β we have
TD =
ker(β)
Image(α)
, (39)
which defines a quotient bundle of
⊕n
k=1OD(Dk). This particular definition —
albeit formally elegant — does not help if one tries to actually compute the
tangent bundle cohomology. Therefore we employ an auxiliary sheaf ED on the
hypersurface D which is defined indirectly such that the sequences
0 −→ O⊕rD −֒→
n⊕
k=1
OD(Dk) −։ ED −→ 0
0 −→ TD −֒→ ED −։ OD(D) −→ 0
(40)
are exact, i.e. we effectively represent the definition of the hypersurface’s tangent
bundle by a split into two exact sequences. From another perspective the sheaf ED
can be identified with the restriction of the tangent bundle sheaf of the ambient
space X , i.e. one may treat ED like TX |D.
Thus, following the by now established method of using the exactness of
the induced long exact cohomology sequences we first may determine the sheaf
cohomology H i(D; ED) from the first sequence and then run through the second
sequence to determine H i(D;TD). It is also necessary to compute the restrictions
of OX(Dk) to D, which is accomplished via tensoring the Koszul sequence (33)
with the divisor OX(Dk), i.e.
0 −→ OX(Dk)⊗OX(−D)︸ ︷︷ ︸
OX(Dk−D)
−֒→ OX(Dk)⊗OX︸ ︷︷ ︸
OX(Dk)
−։ OX(Dk)⊗OD︸ ︷︷ ︸
OD(Dk)
−→ 0. (41)
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Obviously, those computations become quite expensive for higher-dimensional
varieties or sufficiently complex toric ambient spaces, as we have to run through
several long exact sequences.
All the short exact sequences can be dualized in order to derive the cohomol-
ogy of the sheaf Ω1D, which is necessary to compute the Hodge diamond of some
surface or threefold. This yields the three sequences
0 −→ OX(Dk −D) −֒→ OX(Dk) −։ OD(Dk) −→ 0
0 −→ E∗D −֒→
n⊕
k=1
OD(−Dk) −։ O⊕rD −→ 0
0 −→ OD(−D) −֒→ E∗D −։ T ∗D ∼= Ω1D −→ 0
(42)
in order to determine the cohomology of the sheaves OD(Dk) to subsequently
compute the cohomology of E∗D and Ω1D.
Example: Hodge diamond of the octic P411222[8]
To exemplify the discussed methods, we compute the Hodge diamond of the em-
bedded Calabi-Yau hypersurface P411222[8]. Since the weighted projective ambient
space P411222 has a Z2-singularity and our methods only apply for smooth ambient
spaces, we first torically blow it up to get the toric data of the smooth ambient
space X as shown in Table 2.
vertices of the coords GLSM charges divisor class
polyhedron / fan Q1 Q2
ν1=(−1, −2, −2, −2 ) u1 1 0 H
ν2=( 1, 0, 0, 0 ) u2 1 0 H
ν3=( 0, 1, 0, 0 ) u3 2 1 2H +X
ν4=( 0, 0, 1, 0 ) u4 2 1 2H +X
ν5=( 0, 0, 0, 1 ) u5 2 1 2H +X
ν6=( 0, −1, −1, −1 ) u6 0 1 X
conditions: 8 4
SR(P˜411222) = 〈u1u2, u3u4u5u6〉
Σ(P˜411222) =
〈
[2 3 4 5], [1 3 4 5], [2 3 4 6], [2 4 5 6],
[2 3 5 6], [1 3 4 6], [1 4 5 6], [1 3 5 6]
〉
Table 2: The torically blown-up weighted projective space X := P˜411222 with embedded
CY-hypersurface given by the divisor D = 8H + 4X with charges (8, 4).
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We will look at the hypersurface inX given by the divisorD = (8, 4) and compute
its Hodge diamond. This will be the same as the Hodge diamond of P411222[8],
since this hypersurface misses the Z2-singularity anyway, i.e. the blow-up is just
necessary to make use of the algorithm.
Inserting the data into the last two sequences of (42), we get
0 −→ E∗D −֒→ OD(−1, 0)⊕2 ⊕OD(−2,−1)⊕3 ⊕OD(0,−1) −։ O⊕2D −→ 0
0 −→ OD(−8,−4) −֒→ E∗D −։ T ∗D ∼= Ω1D −→ 0.
(43)
To make use of these, it is necessary to determine the cohomology of OD(−1, 0),
OD(−2,−1), OD(0,−1), OD and OD(−8,−4), which is done using the first se-
quence in (42). For example, to get OD(−1, 0), one takes the short exact sequence
0 −→ OX(−9,−4) −֒→ OX(−1, 0) −։ OD(−1, 0) −→ 0 (44)
and then looks at the long exact sequence in cohomology. Therefore, it is sufficient
to know the cohomology of the ambient space line bundles OX(a) with divisor
charges
a ∈ {(−9,−4), (−1, 0), (−10,−5), (−2,−1),
(−8,−5), (0,−1), (−8,−4), (0, 0), (−16, 8)} , (45)
for which our algorithm yields the cohomology group dimensions
h•(X ;OX(−9,−4)) = (0, 0, 0, 0, 2), h•(X ;OX(−1, 0)) = (0, 0, 0, 0, 0),
h•(X ;OX(−10,−5)) = (0, 0, 0, 0, 6), h•(X ;OX(−2,−1)) = (0, 0, 0, 0, 0),
h•(X ;OX(−8,−5)) = (0, 0, 0, 3, 1), h•(X ;OX(0,−1)) = (0, 0, 0, 0, 0),
h•(X ;OX(−8,−4)) = (0, 0, 0, 0, 1), h•(X ;OX(0, 0)) = (1, 0, 0, 0, 0),
h•(X ;OX(−16,−8)) = (0, 0, 0, 0, 105).
(46)
Note already this extra contribution h3(X ;OX(−8,−5)) = 3, which we will dis-
cuss in a moment. Analogous to tracing through the induced long exact sequences
in (16), one can now determine
h•(D;OD(−1, 0)) = (0, 0, 0, 2), h•(D;OD(−2,−1)) = (0, 0, 0, 6),
h•(D;OD(0,−1)) = (0, 0, 3, 1), h•(D;OD(0, 0)) = (1, 0, 0, 1),
h•(D;OD(−8,−4)) = (0, 0, 0, 104).
(47)
Likewise, we use those dimensions to determine the cohomology of the auxiliary
bundle E∗D from the first sequence of (43), yielding
h•(D; E∗D) = (0, 2, 3, 21). (48)
In order to compute the cohomology of Ω1D from the second and final sequence
in (43) some small additional input is required. Using (47) and (48), the induced
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long exact sequence takes the form
0 // R0 = 0 // 0 // H0(D; Ω1D) EDBC
GF@A
// 0 // R2 // H1(D; Ω1D) EDBC
GF@A
// 0 // R3 // H2(D; Ω1D) EDBC
GF@A
//
R104
//
R21
// H3(D; Ω1D)
// 0.
(49)
Whereas H0(D; Ω1D) = 0 and H
1(D; Ω1D) = 2 follow immediately from the se-
quence, the remaining two cohomology groups seem to be ambiguous. However,
one should keep in mind that via the symmetries in the Hodge diamond it follows
that
H3(D; Ω1D)
∼= H0,2(D) ∼= H2(D;OD) = 0. (50)
The remaining part of the sequence therefore reads
0 −→ R3 −֒→ H2(D; Ω1D) −→ R104 −։ R21 −→ 0, (51)
such that via 3− dimH2(D; Ω1D) + 104− 21 = 0 as required for exactness we can
determine the result
h•(Ω1D) = (0, 2, 86, 0). (52)
This ultimately gives us the Hodge diamond
h0,0
h1,0 h0,1
h2,0 h1,1 h0,2
h3,0 h2,1 h1,2 h0,3
h2,0 h1,1 h0,2
h1,0 h0,1
h0,0
=
1 b0 = 1
0 0 b1 = 0
0 2 0 b2 = 2
1 86 86 1 b3 = 174
0 2 0 b4 = 2
0 0 b5 = 0
1 b6 = 1
(53)
for the octic Calabi-Yau 3-fold hypersurface P411222[8].
In prospect of section 5 we introduce3 the numbers hp,qi which refer to the
contribution from the ith line bundle cohomology group H i(X ;OX(m,n)) to the
Hodge number hp,q:
hi(X ;OX(m,n))  hp,qi (54)
3In order to avoid any confusion, note that the hp,qi here are entirely unrelated to the
multiplicity factors hi(Q) of section 2.1.
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It is clear from (49) thatH2,1(D) = H2(D; Ω1D) receives two different kinds of con-
tributions, h214 (D) = 83 come from elements in H
4(X,OX(m,n)) and h213 (D) = 3
from elements in H3(X,OX(m,n)). Let us mention that this split can also be
seen in the corresponding Gepner and Landau-Ginzburg orbifold models, where
precisely 3 massless matter states come from so-called twisted sectors and the
remaining 83 from the untwisted sector. As we will see in section 5, these states
are also related to the non-geometric contributions in the Batyrev formula.
3.3 Complete intersection subvarieties
In the last subsection we described a method to calculate the dimensions of
the cohomology groups of the tangent bundle as well as the Hodge diamond for
hypersurfaces up to three dimensions. Now we want to generalize these methods
to the case where the subvariety does not arise as a hypersurface of a toric variety,
but rather as a complete intersection of several hypersurface conditions. Here we
will follow a similar path as before.
Let {S1, . . . , Sl} be a set of divisors on a toric variety X such that their
complete intersection subvariety is denoted by S. The tangent bundle of S is
then, in analogy to (38), given by the cohomology of the complex
0 −→ O⊕rS
α−֒→
n⊕
k=1
OS(Dk) β−→
l⊕
i=1
OS(Si) , (55)
where as before theDk denote the vanishing divisors of the coordinates. As before
we can perform a splitting of this complex into the two exact sequences
0 −→ O⊕rS −֒→
n⊕
k=1
OS(Dk) −։ ES −→ 0
0 −→ TS −֒→ ES −։
l⊕
i=1
OS(Si) −→ 0 .
(56)
In order to calculate the Hodge diamond of the complete intersection S we need
the dual sequences which are given by
0 −→ E∗S −֒→
n⊕
k=1
OS(−Dk) −։ O⊕rS −→ 0
0 −→
l⊕
i=1
OS(−Si) −֒→ E∗S −։ Ω1S −→ 0.
(57)
Note that for l = 1 this precisely reproduces the hypersurface result (40).
For hypersurfaces we were able to use the Koszul sequence (33) in order
to calculate the cohomologies of line bundles over the hypersurface. Here the
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situation is a bit more involved and we have to employ the generalized Koszul
sequence
0 −→ OX
(
−
l∑
j=1
Sj
)
//
⊕
i1<...<il−1
OX
(
−
l−1∑
j=1
Sij
)
EDBC
GF@A
//
⊕
i1<...<il−2
OX
(
−
l−2∑
j=1
Sij
)
// . . . //
⊕
i1<i2
OX (−Si1 − Si2) EDBC
GF@A
//
⊕
i1
OX(−Si1) // OX // OS −→ 0 .
(58)
Note that given Λ1 =
⊕
i1
OX(−Si1) all line bundles prior in the sequence chain
can be interpreted as higher exterior powers. Twisting the whole sequence by
OX(D) leads to
0 −→ OX
(
−
l∑
j=1
Sj +D
)
// . . . //
⊕
i1<i2
OX (−Si1 − Si2 +D) EDBC
GF@A
//
⊕
i1
OX(−Si1 +D) // OX(D) // OS(D) −→ 0 .
(59)
In contrast to the situation with a simple hypersurface, we are not finished yet,
since the sequence (59) is not a short exact one and hence does not give rise to a
long exact sequence in cohomology. But one can easily see that an exact sequence
of length l + 2 yields l short exact sequences using several auxiliary sheaves Ik:
0 −→ OX
(
−
l∑
j=1
Sj +D
)
−֒→
⊕
i1<...<il−1
OX
(
−
l−1∑
j=1
Sij +D
)
−։ I1 −→ 0
0 −→ I1 −֒→
⊕
i1<...<il−2
OX
(
−
l−2∑
j=1
Sij +D
)
−։ I2 −→ 0
...
0 −→ Il−2 −֒→
⊕
i1
OX (−Si1 +D) −։ Il−1 −→ 0
0 −→ Il−1 −֒→OX(D) −։ OS(D) −→ 0
(60)
These are the ones we are actually going to use in explicit calculations. This
means that in order to derive the dimensions of the cohomology groups of OS(D)
we first have to write down all the required long exact sequences and derive the
cohomologies of l − 1 auxiliary sheafs.
For instance, for a complete intersection S of two hypersurfaces S1 and S2,
the splitting of the generalized Koszul sequence (60) is given by
0 −→ OX (−S1 − S2 +D) −֒→ OX (−S1 +D)⊕OX (−S2 +D) −։ I1 −→ 0
0 −→ I1 −֒→ OX(D) −։ OS(D) −→ 0
(61)
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which is sufficient to calculate all necessary ingredients of (57). Naturally, the
ability to make use of exactness is once again critical for actual computations.
Example: Hodge diamond of the P111122[4, 4] CICY
Let us now see how the method of calculating the Hodge diamond for a CICY
works in detail for the case of two intersecting hypersurfaces, by examining the
specific case of S := P5111122[4, 4] living in the weighted projective ambient space
X := P5111122. The corresponding toric data is given in table 3.
vertices of the coords GLSM charges divisor class
polyhedron / fan Q1
ν1=(−1, −1, −1, −2, −2 ) u1 1 H
ν2=( 1, 0, 0, 0, 0 ) u2 1 H
ν3=( 0, 1, 0, 0, 0 ) u3 1 H
ν4=( 0, 0, 1, 0, 0 ) u4 1 H
ν5=( 0, 0, 0, 1, 0 ) u5 2 2H
ν6=( 0, 0, 0, 0, 1 ) u6 2 2H
conditions: 4
4
intersection form: 1
4
H5
SR(X) = 〈u1u2u3u4u5u6〉
Table 3: Toric data for the CICY threefold S := P5111122[4, 4] living in the ambient
space X := P5111122.
For this example the sequences (57) reduce to
0 −→ E∗S −֒→ OS(−1)⊕4 ⊕OS(−2)⊕2 −։ OS −→ 0
0 −→ OS(−4)⊕OS(−4) −֒→ E∗S −։ ΩS −→ 0
(62)
and hence we need to determine the cohomologies of the line bundles OS(−1),
OS(−2), OS, OS(−4) over the CICY. This can be done by employing equations
(61) which give us the four pairs of equations, one pair for each line bundle
0 −→ OX(−9) −֒→ OX(−5)⊕2 −։ Ia −→ 0
0 −→ Ia −֒→ OX(−1) −։ OS(−1) −→ 0
(63a)
0 −→ OX(−10) −֒→ OX(−6)⊕2 −։ Ib −→ 0
0 −→ Ib −֒→ OX(−2) −։ OS(−2) −→ 0
(63b)
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0 −→ OX(−8) −֒→ OX(−4)⊕2 −։ Ic −→ 0
0 −→ Ic −֒→ OX −։ OS −→ 0
(63c)
0 −→ OX(−12) −֒→ OX(−8)⊕2 −։ Id −→ 0
0 −→ Id −֒→ OX(−4) −։ OS(−4) −→ 0
(63d)
Deriving the corresponding long exact sequences of the cohomology groups allows
us to determine for each pair first the dimensions of the cohomologies of the
auxiliary sheaf and then in the second step the one for the line bundle itself. The
computation of the dimensions of the cohomology groups of the line bundles is
easily done using our algorithm [13]. For some of the line bundles in (63) all
cohomology groups vanish. For those where this is not the case we find
h•(X ;OX(−9)) = (0, 0, 0, 0, 0, 4), h•(X ;OX(−10)) = (0, 0, 0, 0, 0, 12),
h•(X ;OX(−8)) = (0, 0, 0, 0, 0, 1), h•(X ;OX(−12)) = (0, 0, 0, 0, 0, 58)
h•(X ;OX) = (1, 0, 0, 0, 0, 0)
(64)
from which follows the cohomology of the auxiliary sheafs / bundles
h•(X ; Ia) = (0, 0, 0, 0, 4, 0), h•(X ; Ib) = (0, 0, 0, 0, 12, 0),
h•(X ; Ic) = (0, 0, 0, 0, 1, 0), h•(X ; Id) = (0, 0, 0, 0, 56, 0) .
(65)
Taking this into account one can use the second sequences from (63a)-(63b) to
read off
h•(S;OS(−1)) = (0, 0, 0, 4), h•(S;OS(−2)) = (0, 0, 0, 12)
h•(S;OS) = (1, 0, 0, 1), h•(S;OS(−4)) = (0, 0, 0, 56) ,
(66)
where h•(S;OS) already presents the expected first row of the Hodge diamond.
Now we can proceed in the same way as we did in the last subsection and plug
this into the first equation of (62) to get
h•(S; E∗S) = (0, 1, 0, 39) . (67)
We insert this result together with h•(S;OS(−4)) from equations (66) into the
second equation in (62). In order to derive a unique result from the long exact
sequence, we have to use the fact that the complete intersection is Calabi-Yau
which implies that h0(S; Ω1S) = 0 and find
h•(S; Ω1S) = (0, 1, 73, 0) (68)
Since this is the second row of the Hodge diamond we are looking for and since
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S is Calabi-Yau, we can write down the full Hodge diamond of P111122[4, 4]:
1 b0 = 1
0 0 b1 = 0
0 1 0 b2 = 1
1 73 73 1 b3 = 148
0 1 0 b4 = 1
0 0 b5 = 0
1 b6 = 1
(69)
Note again that by no means we are using any properties special to this geometry,
i.e. the described procedure is completely algorithmic and can be analogously
applied to any other setting as long as enough zeros appear in the cohomologies to
make use of exactness. All the laborious and somewhat confusing steps involved
in this computation can be easily carried out with the Koszul module of [13],
which automates precisely the steps outlined above.
3.4 Hodge numbers of 4- and 5-dimensional
toric subspaces
Naturally one would like to extend the computation of the Hodge diamond to
higher-dimensional subspaces, which continues the discussion in sec. 2.4.
Hypersurfaces
For hypersurfaces the same method is applied, albeit a lot more sequences are
involved and many more variations lead to the same result of Ω2D, where D is
the hypersurface in question. Therefore we will only provide a single example of
deriving the cohomology of this sheaf / bundle for hypersurfaces.
The general idea is to apply the aforementioned methods of sec. 2.4 to (42).
Using the simplified sequence (27), where A is a line bundle, the bottom sequence
of (42) yields
0 −→ Ω1D ⊗OD(−D) −֒→ Λ2E∗D −։ Ω2D −→ 0, (70)
such that it remains to determine the cohomology of the bundles on the right
and in the middle. The cohomology of Ω1D⊗OD(−D) can be obtained by simply
tensoring the dualized Euler sequences of (42) with OD(−D), which yields
0 −→ E∗D ⊗OD(−D) −֒→
n⊕
k=1
OD(−D −Dk) −։ OD(−D)⊕r −→ 0
0 −→ OD(−2D) −֒→ E∗D ⊗OD(−D) −։ Ω1D ⊗OD(−D) −→ 0.
(71)
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The second ingredient Λ2E∗D is determined from (25) and the middle sequence of
(42), i.e. we have to consider
0 −→ Q1 −֒→
⊕
i<j
OD(−Di −Dj) −։ O⊕(
r
2
)
D −→ 0
0 −→ Λ2E∗D −֒→ Q1 −։ (E∗D)⊕r −→ 0.
(72)
As mentioned before, running through the sequences relies on the ability to
make use of the exactness of the induced long exact sequence. Therefore it might
be necessary to use another “way” through the sequences to complete actual
computations, see section 2.4 again.
Complete Intersection
As before, the generalization from a hypersurface to the case of a complete inter-
section of l hypersurfaces is straightforward. Instead of using equation (42) we
use the second of equation (57). Together with equation (27) we end up with
0 −→ Ω1S ⊗
l⊕
j=1
OS(−Sj) −֒→ Λ2E∗S −։ Ω2S −→ 0. (73)
Following the same procedure as for the hypersurface case, we can determine the
first part of (73) by
0 −→ E∗S ⊗
l⊕
j=1
OS(−Sj) −֒→
l⊕
j=1
n⊕
k=1
OS(−Sj −Dk) −։
l⊕
j=1
OS(−Sj)⊕r −→ 0
0 −→
l⊕
j=1
l⊕
i=1
OS(−Sj − Si) −֒→ E∗S ⊗
l⊕
j=1
OS(−Sj) −։ Ω1S ⊗
l⊕
j=1
OS(−Sj) −→ 0.
(74)
The second part Λ2E∗S is again determined from (25) and the second sequence of
(57), i.e.
0 −→ Q1 −֒→
⊕
i<j
OS(−Di −Dj) −։ O⊕(
r
2
)
S −→ 0
0 −→ Λ2E∗S −֒→ Q1 −։ (E∗S)⊕r −→ 0.
(75)
Obviously, the complexity and number of steps involved in a full computation
rapidly increases with the number of intersections and the number of dimensions.
Thanks to the algorithmic nature of our approach, however, the entire process
has been automated in the cohomCalg Koszul module which operates precisely
on the procedure outlined here.
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4 Cohomology for Orientifolds and Orbifolds
In order to reduce theN=2 space-time supersymmetry of Type IIA/B superstring
theories on Calabi-Yau 3-folds down to N=1, one needs to consider orientifolds.
Often, only the ingredients invariant under this symmetry survive the subsequent
orientifold projection, such that the theory actually lives on the quotient space.
For matter zero modes, using the usual splitting into the eigenvalues of this Z2-
action, it is necessary to consider the invariant and anti-invariant parts of the
cohomology groups we have been discussing so far.
A second important application of equivariant cohomology is found in orb-
ifold constructions often performed in heterotic string compactifications. Since
in naive Calabi-Yau three-fold compactifications quantities like the Euler char-
acteristic are directly tied to physical properties like e.g. the number of matter
generations, orbifold constructions are often used to build spaces with suitable
topological numbers. Usually one finds an abundance of “plain” spaces with
huge topological invariants, whereas the phenomenologically interesting areas of
the topological moduli space are sparsely populated. Orbifolds can greatly help
in this aspect. For example, letting Z5 act freely on the quintic Calabi-Yau 3-fold
shows χ(CP4[5]/Z5) =
1
5
χ(CP4[5]).
The goal of this section is therefore to develop tools how equivariant coho-
mology groups can be computed. Since our algorithm provides explicit represen-
tatives for the cohomological elements, it is tailor-made for this purpose. The
main question is, how these extra multiplicity factors hi(Q) in (1) contribute.
We will present two conjectures for the simple computation of the dimensions of
equivariant cohomology groups with line bundles on toric spaces, where the first
one deals with the simpler Z2 case and the second one with the generalization
to any finite group. First, in order to have a non-trivial cross-check we utilize a
number of topological tools.
4.1 Topological invariants for Z2 involutions
A very useful tool in complex geometry is the Riemann-Roch-Hirzebruch theorem.
Given a holomorphic vector bundle V on some complex manifold X of dimension
n, it allows to compute the Euler characteristic of this bundle via its Chern
character and the Todd class of the base manifold, i.e.
χ(X ;V ) :=
n∑
i=0
(−1)i dimH i(X ;V ) RRH=
∫
X
ch(V ) Td(X), (76)
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where ch(V ) refers to the Chern character of V , a polynomial expression of the
Chern classes
ch(V ) = dim(V ) + c1(V ) +
c1(V )
2 − c2(V )
2
+
c1(V )
3 − 3c1(V )c2(V ) + 3c3(V )
6
+ . . . ,
(77)
satisfying ch(V ⊕W ) = ch(V )+ch(W ) as well as ch(V ⊗W ) = ch(V ) ch(W ) and
Td(X) = Td(TX) is the Todd class of the base space’s tangent bundle, which can
for a holomorphic vector bundle also be represented by a Chern class polynomial
Td(E) = 1 +
1
2
c1(E) +
1
12
(
c1(E)
2 + c2(E)
)
+ . . . . (78)
Note that for line bundles the Chern character simplifies to the simple Taylor
expansion
ch(L) = ec1(L) =
∑
m
c1(L)
m
m!
= 1 + c1(L) +
c1(L)
2
2
+ . . . (79)
that naturally truncates at the dimension of the base space, leaving only a finite
number of non-zero terms in the sum.
Naturally, one would like to extend the index formula (76) in some way to
settings subject to a symmetry action on the base space, e.g. the Z2 space-time
involution Ωσ of a typical orientifold operation. The vector bundle V must be
compatible with the Z2 action σ of the orientifold involution, i.e. we require the
induced mapping σ∗ to fulfill π ◦ σ∗ = σ where π : V −→ X is the bundle’s
projection mapping. Then σ induces the splitting
H i(X ;V ) = H i+(X ;V )⊕H i−(X ;V ) (80)
of the cohomology groups. Following a general theorem, the Euler characteristic
of the orientifold’s “downstairs” quotient space X/σ, i.e. the invariant part of the
splitting, can be expressed as
χ(X/σ; V˜ ) = χ+(X ;V ) =
n∑
i=0
(−1)ihi+(X ;V ) =
χe(X ;V ) + χσ(X ;V )
2
, (81)
where χe and χσ are Euler characteristica associated to the two group elements
of Z2 = {e, σ}. Here V˜ corresponds to the bundle V on the quotient space
X/σ. Since e is the unit element, χe actually corresponds to the ordinary Euler
characteristic
χe(X ;V ) = χ(X ;V ) :=
n∑
i=0
(−1)ihi(X ;V )
=
n∑
i=0
(−1)i
(
dimH i+(X ;V ) + dimH
i
−(X ;V )
)
,
(82)
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and from the splitting on the right hand side of this equation one directly obtains
χσ(X ;V ) =
n∑
i=0
(−1)i
(
dimH i+(X ;V )− dimH i−(X ;V )
)
, (83)
which gives us a sort of measure for the dimensional asymmetry of the splitting.
This quantity is called the holomorphic Lefschetz number and is related to the
fixpoint set of σ, i.e. to the so-called O-planes in an orientifold setting. The simple
split of the cohomology groups also allows to provide the Euler characteristic of
the anti-invariant part. From (82) and (83) it follows
χ−(X ;V ) =
n∑
i=0
(−1)ihi−(X ;V ) =
χe(X ;V )− χσ(X ;V )
2
(84)
in obvious similarity to (81). Both χ+(X ;V ) and χ−(X ;V ) are used as highly
nontrivial checks for the computations carried out in the next section.
Analogous to the Riemann-Roch-Hirzebruch theorem (76) the holomorphic
Lefschetz theorem and the Atiyah-Bott theorem allow to compute the Lefschetz
number via an index formula
χσ(X ;V ) =
∫
Xσ
chσ(V )
Td(TXσ)
chσ
(
Λ−1(N¯Xσ)
) , (85)
which—as mentioned before—only depends on the fixpoint set of the involution
σ. In this expression the Λ−1(N¯Xσ) refers to the formal alternating sum of the ex-
terior powers of the complex conjugate normal bundle of the orientifold involution
fixpoint set Xσ ⊂ X , i.e.
Λ−1(N¯Xσ) =
n∑
i=0
(−1)iΛi(N¯Xσ). (86)
In order to define the equivariant Chern character chσ(V ), the vector bundle V
is first decomposed into a direct sum of σ∗-eigenbundles, i.e. bundles Vk which
are either invariant or anti-invariant under the induced σ∗-action.
One of the main simplifications for Z2-involutions derives from the fact that
the induced action on the normal bundle is simply
σ∗(NXσ) = −NXσ . (87)
For the vector bundle V one first decomposes it into a direct sum of eigenbundles
V = V1 ⊕ · · · ⊕ Vm with eigenvalues ρk = ±1 and then defines
chσ(V ) :=
m∑
k=1
ρk ch(Vk). (88)
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Some further information on these definitions can be found in the appendix of
[25] and references therein. It should be noted that the holomorphic Lefschetz
theorem can be regarded as a special case of the Atiyah-Singer fixed point theorem
and the index formula is also referred to as the Atiyah-Bott theorem, see §17 of
[26].
4.2 An algorithm conjecture for Z2-equivariance
The algorithm for the computation of line bundle cohomologies on toric varieties
[12] provides actual representatives for the cohomology group generators in the
form of so-called rationoms, i.e. rational functions with a single monomial in
the numerator and denominator, as long as only trivial multiplicities for the
individual monomials are involved. Consider for example the projective sphere
CP3 and the “sign flip” involution
σ : (x1, x2, x3, x4) 7→ (−x1, x2, x3, x4) (89)
on the homogeneous coordinates of the base, which due to the projective equiv-
alences is equivalent to the involution
τ : (x1, x2, x3, x4) 7→ (x1,−x2,−x3,−x4). (90)
The fixpoint set of this involution therefore consist of two components: The
divisor {u1 = 0} ∼= CP2 and the isolated fixpoint (1, 0, 0, 0). Due to the simplicity
of the Stanley-Reisner ideal
SR(CP3) = 〈u1u2u3u4〉, (91)
the contributing rationoms for the computation of h∗(CP3;O(k)) are of a partic-
ularly simple form:
for k ≥ 0: {xa1xb2xc3xd4 : a+ b+ c+ d = k} ,
for k ≤ −4:
{
1
xa+11 x
b+1
2 x
c+1
3 x
d+1
4
: a + b+ c+ d = −k − 4
}
.
(92)
In order to identify the overall sign each rationom picks up, one can simply apply
the involution σ to it. However, consider for example the bundle O(−5) and the
corresponding sign under the involutions σ and τ :
1
x21x2x3x4︸ ︷︷ ︸
σ→+
τ→−
,
1
x1x22x3x4︸ ︷︷ ︸
σ→−
τ→+
,
1
x1x2x23x4︸ ︷︷ ︸
σ→−
τ→+
,
1
x1x2x3x24︸ ︷︷ ︸
σ→−
τ→+
 
σ : (1+, 3−)
τ : (3+, 1−)
(93)
There is obviously a mismatch in the counting of signs between the two equivalent
involutions of the base, which can be seen in almost all bundles O(k).
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vertices of the coords GLSM charges divisor class
polyhedron / fan Qm Qn Qp Qq Qr Qs
ν1=(−1, −1 ) u1 1 0 0 1 0 0 H
ν2=( 1, 0 ) u2 1 0 1 0 1 0
ν3=( 0, 1 ) u3 1 1 0 0 0 0
ν4=( 0, −1 ) u4 0 1 0 0 1 0 Ea
ν5=(−1, 0 ) u5 0 0 1 0 0 0 Eb
ν6=( 1, 1 ) u6 0 0 0 1 0 0 Ec
ν7=(−1, 1 ) u7 0 0 0 0 1 1 Ed
ν8=( 1, −1 ) u8 0 0 0 0 0 1 Ee
I
d˜P5
= HEa +HEb −H2 −E2e − 2E2a − 2E2b + EaEe + EbEd − E2d −E2c
SR(d˜P5) = 〈u1u2, u1u3, u1u6, u1u7, u1u8, u2u3, u2u4,
u2u5, u2u7, u3u4, u3u5, u3u8, u4u5, u4u6,
u4u7, u5u6, u5u8, u6u7, u6u8, u7u8〉
Table 4: Toric data for the non-generic d˜P5 surface, which arises via two additional
blowups from the standard dP3 and differs from the standard dP5 = P
5[2, 2].
Ultimately, this is due to the naive application of the base involutions to the
representatives of the bundle cohomology. In mathematical terms, one needs to
uplift the Z2-action on the base to an Z2-action on the bundle L = O(k), which
is called an equivariant structure and makes the diagram
L
φσ
//____
π


L
π


CP3
σ
//
CP3
(94)
commutative. More precisely, for a generic group G, each element g ∈ G induces
a mapping g : X −→ X on the base geometry and has a corresponding uplift
φg : L −→ L compatible with the bundle structure. This uplift defines an
equivariant structure, if it preserves the group structure, i.e. if φg ◦φh = φgh such
that the mapping is a group homomorphism.
The apparent inconsistency of (93) therefore stems from the false assumption
that the equivalent involutions σ and τ in the base geometry give rise to equivalent
equivariant structures φσ and φτ on the bundle O(k). For such a setting it is
therefore important to specify the equivariant structure, i.e. the uplift of the base
involution to the bundle, as well.
A second non-trivial aspect in the computation of equivariant cohomology
comes from the non-trivial multiplicities appearing for some denominator mono-
mials of our algorithm. One could question, if the invariant and anti-invariant
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monomial contributions with non-trivial multiplicities might nevertheless con-
tribute unconventionally to the invariant and anti-invariant cohomology groups.
As a highly non-trivial check for this issue, we consider the non-standard del Pezzo-
5 surface, which has a toric description similar to dP1, dP2 and dP3. The relevant
toric data is summarized in table 4. Due to the high number of 20 Stanley-Reisner
ideal generators, this example yields 200 potentially contributing monomial de-
nominators, where 56 of these have multiplicity 2 and two have multiplicity 3.
Now, consider the involution
σ : u1 7→ −u1, (95)
which is equivalent to 64 different “sign flips” due to the projective equivalences.
The fixpoint set in the base can be determined to be
Xσ := FPσ(d˜P5) = {u1 = 0} ∪ {u6 = 0} ∪ {u7 = 0} ∪ {u8 = 0}, (96)
giving four non-intersecting P1s inside the d˜P5. For the equivariant structure we
use the canonical uplift of (95). Via a proper computation of (85) the resulting
Lefschetz number is
χσ(d˜P5;O(m, . . . , s)) =
(
1
4
+
−m+ n + p
2
)
+ (−1)n
(
1
4
+
m− q
2
)
+ (−1)m+n+r
(
1
4
+
n+ p− r
2
)
+ (−1)m+n+r+s
(
1
4
+
r − s
2
)
,
(97)
which allows to check whether a multiplicity-3 rationom like 1
u1u6u7u8
or 1
u2u3u4u5
entirely contributes to the invariant or anti-invariant cohomology. Likewise, we
checked an abundance of other examples. The empirical data therefore leads us
to pose the following:
Conjecture for Z2-equivariant cohomology: Given a toric space X , an in-
volution on the base σ : X −→ X as well as an equivariant structure, the
lifted involution mapping can be directly applied to the rationoms counted
in the original algorithm for the computation of line bundle cohomologies.
The overall sign a rationom picks up under the bundle involution deter-
mines whether it contributes to the invariant or anti-invariant cohomology
group, and non-trivial multiplicities apply canonically in this counting.
The simplicity of this (conjectured) algorithm to compute Z2-equivariant co-
homologies ultimately stems from the fact, that one can basically use the same
involution mapping specified for the coordinates of the base toric space directly
on the rationoms that represent the cohomology group—provided the used up-
lift of this mapping in the form of the equivariant structure has been specified
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appropriately. Quite recently the same conjecture was also posed and developed
in the appendix of [27], where the authors focus on the computation of the Lef-
schetz numbers—whose computation can become somewhat involved due to the
equivariant Chern characters in (85)—and also consider the standard examples
CP1, CP2, dP1 and dP3 in detail. In the context of orientifolds we refer to their
nice presentation of the Z2-equivariant material.
4.3 Invariants for finite group actions
The mathematical background presented in section 4.1 can be applied to more
involved finite group actions. However, some of the aspects loose their specific
clarity that the special case of the two-element group Z2 offers. Given a finite
group
G = {g1, g2, . . . , gm} (98)
of m elements acting holomorphically on X , the relation (81) between the Euler
characteristic of the orbifold space X/G and the sum of the different Lefschetz
numbers generalizes to
χ(X/G;V ) =
1
|G|
∑
g∈G
χg(X ;V ) =
n∑
i=0
(−1)ihiinv(X ;V ), (99)
where |G| is the number n of group elements. The index formula for the individual
Lefschetz numbers (85) remains unchanged, but has to be computed separately
for the individual fixpoint sets of each group element. In the decomposition of
the vector bundle V into g∗-eigenbundles more general eigenvalues ρk ∈ C can
now arise. The computation of those eigenvalues rests on the group action on
the conjugated normal bundle N¯Xg of each component of the fixpoint set. Due
to the decomposition
TX|Xg = TXg ⊕NXg (100)
of the ambient space tangent bundle, the g-action on NXg is given by a proper
decomposition of the differential mapping
dgp : TpX −→ TgpX (101)
over a fixpoint p = gp ∈ Xg. In order to obtain the Lefschetz numbers, this then
allows for the computation of the action’s eigenvalues on N¯Xg and the evaluation
of the integral in (85).
4.4 Some explicit examples for finite group equivariance
Example: CP2/Z3
As an example for a generalization of the Z2-conjecture posed on page 31 and
in [27], we consider the line bundle sheaf cohomology over the orbifold space
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CP2/Z3. Here the group action of Z3 = {e, g1, g2} on CP2 is defined by the
generator
g1 : (u1, u2, u3) 7→ (αu1, α2u2, u3) for α := 3
√
1 = e
2pii
3 . (102)
Due to the projective equivalences between the homogeneous coordinates ui the
mapping is equivalent to
g′1 : (u1, u2, u3) 7→ (u1, αu2, α2u3)
g′′1 : (u1, u2, u3) 7→ (α2u1, u2, αu3),
(103)
i.e. g1 ∼ g′1 ∼ g′′1 describe the same involution on the base space. Considering
the Stanley-Reisner ideal SR(CP2) = 〈u1u2u3〉 this action therefore has three
fixpoints
P1 = (0, 0, 1), P
′
1 = (1, 0, 0), P
′′
1 = (0, 1, 0) (104)
in CP2. The second group element’s involution is given by the square
g2 := g
2
1 : (u1, u2, u3) 7→ (α2u1, αu2, u3)
g′2 : (u1, u2, u3) 7→ (u1, α2u2, αu3)
g′′2 : (u1, u2, u3) 7→ (αu1, u2, α2u3)
(105)
leading to the same three fixpoints P2 = P1, P
′
2 = P
′
1 and P
′′
2 = P
′′
1 . Since for
both non-trivial group elements the fixpoint sets consist of three components of
maximal codimension — isolated fixpoints — this example is particularly simple.
In order to determine the (conjugated) normal bundle’s eigenspace decompo-
sition under the induced Z3-action, we utilize that for fixpoints the general split
(100) leads to the direct identification (NXg)p ∼= TpX , i.e. it suffices to compute
the eigenvalues of the differentials (101) at the fixpoints. For the first fixpoint
P1 ∈ U3 = {u3 6= 0} ⊂ CP2 we use the local chart given by
φ3 : U3
∼=−→ C2
(u1, u2, u3) 7→
(
u1
u3
,
u2
u3
)
. (106)
The involution mapping g1 within this chart then takes the form
f 31 := φ3 ◦ g1 ◦ φ−13 : C2 −→ C2
(x, y) 7→ (αx, α2y), (107)
and the differential mapping at φ3(P1) = (0, 0) ∈ C2 is then easily computed to
d(f 31 )P1 =
 ∂f31,x∂x ∂f31,x∂y
∂f3
1,y
∂x
∂f3
1,y
∂y

P1
=
(
α 0
0 α2
)
(108)
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Via det
(
d(f 31 )P1−λ1
)
= (α−λ)(α2−λ) = 0 this leads to the eigenvalues λ1 = α
and λ2 = α
2, such that the action on the 2dC conjugated normal bundle induces
the split into Z3-irreducible representations
N¯P1
∼= N¯ α¯P1 ⊕ N¯ α¯
2
P1
∼= N¯αP1 ⊕ N¯α
2
P1
(109)
on the fixpoint P1. The analogous computation yields the same result for all
three fixpoints of both g and g2. Since dimXg = dimXg
2
= 0 the expansion of
the equivariant Chern character reduces to
chg(Λ−1N¯P1) = chg(O − N¯P1 + Λ2N¯P1)
= dimO − (α dim N¯αP1 + α2 dim N¯α
2
P1
) + α · α2 dimΛ2N¯P1
= 1− (α + α2) + α3 = 1− (−1) + 1 = 3.
(110)
Using Td(Xg) = 1 and chg(L) = ̺g(L;P ) ∈ C× for each fixpoint component, it
follows
χg(CP2;L) =
[∫
P1
+
∫
P ′
1
+
∫
P ′′
1
]
chg(L)
Td(Xg)
chg(Λ−1N¯Xg)
=
̺g(L;P1) + ̺g(L;P
′
1) + ̺g(L;P
′′
1 )
3
,
χg
2
(CP2;L) =
̺g2(L;P1) + ̺g2(L;P
′
1) + ̺g2(L;P
′′
1 )
3
.
(111)
It remains to compute the eigenvalues ̺g(L;P ) that originate in the equivari-
ant Chern character chg(O(k)) of the line bundle, i.e. we need to determine the
irreducible representation of O(k) under the Z3-action. Using the so-called pro-
cess of homogenization (see section 5.4 of [16]) the divisor D = kH that defines
the bundle O(D) can be represented by a monomial
QCP2(kH) = u
a
1u
b
2u
k−a−b
3 , (112)
where a, b, k ∈ Z. Whereas the strict definition of those monomials utilizes an
inner product between certain lattice points related to the fan of CP2 and the
lattice points of the divisor D, the above form of such monomials can be easily
read of from the GLSM charges, see (123) and (129) in the later examples. One
can interpret the space of local sections of O(kH) as generated by monomials of
the form ua1u
b
2u
c
3 where a+ b+ c = k, i.e. we can effectively use the monomial as
a representation of the bundle. This representation bears a striking resemblance
to our rationoms, cf. (92). The idea is then to apply the different (equivalent)
base involutions g1, g
′
1, g
′′
1 associated to the fixpoints P1, P
′
1, P
′′
1 on this monomial
and determine the value picked up relative to the involution that we choose
for the equivariant structure, i.e. the involution g1 in this example. The choice
of the equivariant structure for the bundle is therefore reflected in the bundle
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representation eigenvalues ̺g(L;P ). For our example we therefore have
value of equivariant structure︷ ︸︸ ︷
αa+2bQ  ̺g(O(k);P1) = 1
Q = ua1u
b
2u
k−a−b
3
g1 22
g′′
1
,,
g′
1
// α−kαa+2bQ  ̺g(O(k);P ′1) = α−k
αkαa+2bQ  ̺g(O(k);P ′′1 ) = αk
(113)
and an analogous result for g2, leading to the final expressions
χg
(
CP
2;O(k)) = χg2(CP2;O(k)) = 1 + αk + α−k
3
=
{
1 k ∈ 3Z
0 otherwise
. (114)
Together with the ordinary Euler characteristic of O(k) on CP2
χ(CP2;O(k)) = 1 + k(k + 3)
2
(115)
we therefore obtain the orientifold Euler characteristic
χ
(
CP
2/Z3;O(k)
)
=
χ+ χg + χg
2
3
=
6 + 3k(k + 3) + 4(1 + αk + α−k)
18
,
(116)
which completes the computation on the well-established and proven mathemat-
ical side.
The idea is now to simply apply the involution mapping to the rationoms
of our counting algorithm and count the remaining invariant rationoms. Recall
from section 4.2 that this already implies a choice of the equivariant Z3-structure
on the bundle, where we will use the non-primed involution mapping g1. Con-
sider for example the bundle O(−6) on CP2. From (116) we expect to find
χ(CP2/Z3;O(−6)) = 4. The relevant algorithm rationoms and their respective
phases picked up from the involution are
1
u41u2u3︸ ︷︷ ︸
g1→1
,
1
u1u42u3︸ ︷︷ ︸
g1→1
,
1
u1u2u43︸ ︷︷ ︸
g1→1
,
1
u31u
2
2u3︸ ︷︷ ︸
g1→α
,
1
u31u2u
2
3︸ ︷︷ ︸
g1→α2
,
1
u21u
3
2u3︸ ︷︷ ︸
g1→α2
,
1
u1u
3
2u
2
3︸ ︷︷ ︸
g1→α
,
1
u21u2u
3
3︸ ︷︷ ︸
g1→α
,
1
u1u
2
2u
3
3︸ ︷︷ ︸
g1→α2
,
1
u21u
2
2u
2
3︸ ︷︷ ︸
g1→1
,
︸ ︷︷ ︸
h2(CP2;O(−6)) = (4inv, 3α, 3α2)
(117)
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vertices of the coords GLSM charges divisor class
polyhedron / fan Qm Qn
ν1=(−1, −1 ) u1 1 0 H
ν2=( 1, 0 ) u2 1 0 H
ν3=( 0, 1 ) u3 1 1 H +X
ν4=( 0, −1 ) u4 0 1 X
intersection form: HX −X2
SR(dP1) = 〈x1x2, x3x4〉
Table 5: Toric data for the del Pezzo-1 surface
yielding h•inv(CP
2;O(−6)) = (0, 0, 4) and therefore the expected result for the
Euler characteristic of the orbifold space CP2/Z3. Note that due to g2 = g
2
1
one only has to evaluate the effect of the generators to identify the invariant
rationoms. This agreement has been checked for a wide range of bundles O(k)
on CP2/Z3.
Example: dP1/Z3
Next we consider a blowup of CP2, i.e. the del Pezzo-1 surface. The involution
(102) basically remains unchanged, acting now on the four homogeneous coordi-
nates of dP1 as
g : (u1, u2, u3, u4) 7→ (αu1, α2u2, u3, u4) for α := 3
√
1 = e
2pii
3 . (118)
Following from the projective equivalences listed in table 5, we can identify the
four fixpoints of the action:
P1 = (1, 0, 0, 1), P2 = (0, 1, 0, 1), P3 = (0, 1, 1, 0), P4 = (1, 0, 1, 0). (119)
By using local charts around those fixpoints like in (106), the tangent space map-
ping eigenvalues reveal the following representations for the conjugated normal
bundles:
N¯P1 = N¯
α
P1
⊕ N¯α2P1 , N¯P2 = N¯αP2 ⊕ N¯α
2
P2
, N¯P3 = (N¯
α
P3
)2, N¯P4 = (N¯
α2
P4
)2. (120)
Compared to the three CP2 fixpoints of the analogous Z3-action, whose repre-
sentations were all of the type N¯αP ⊕ N¯α2P , the additional blowup of dP1 seems to
split up the contribution of one of three CP2 fixpoints. This can be seen by
chg
(
(N¯αP )
2
)∣∣
P
= 1− α · 2 + α2 = (1− α)2
chg
(
(N¯α
2
P )
2
)∣∣
P
= 1− α2 · 2 + α4 = (1− α2)2 (121)
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and noting that the sum of both these contributions adds up to
1
(1− α)2 +
1
(1− α2)2 =
1
3
, (122)
i.e. precisely the contribution that each CP2 fixpoint added to the Lefschetz
numbers in the previous example. The local sections of the bundle O(m,n) over
dP1 can be represented by monomials of the form
QdP1(mH + nX) = u
a
1u
b
2u
m−a−b
3 u
n−m+a+b
4 , (123)
and relative to the involution g from (118) (that we choose for the equivariant
structure) this gives the relative signs, fixpoints and normal bundle representation
splittings
P1 = (1, 0, 0, 1) N¯P1 = N¯
α
P1
⊕ N¯α2P1 13 α−m
P2 = (0, 1, 0, 1) N¯P2 = N¯
α
P2
⊕ N¯α2P2 13 αm
P3 = (0, 1, 1, 0) N¯P3 = (N¯
α
P3
)2 1
(1−α)2
αm−n
P4 = (1, 0, 1, 0) N¯P4 = (N¯
α2
P4
)2 1
(1−α2)2
α−(m−n)
(124)
¿From the standard Riemann-Roch-Hirzebruch formula (76) one can compute the
ordinary Euler characteristic
χ(dP1;O(m,n)) = 1 +m+mn+ 1
2
n(1− n) (125)
and from the fixpoint data listed in (124) the Lefschetz number of the generator
g can be evaluated as
χg(dP1;O(m,n)) = α
−m + αm
3
+
αm−n
(1− α)2 +
α−(m−n)
(1− α2)2 . (126)
Note that this Lefschetz number is not an integer for generic values of m,n ∈
Z. However, since for the Z3 group the direct identification (82) of the single
Lefschetz number χg with dimensions of cohomology groups is no longer given,
this does not pose a problem. One can show that the Lefschetz number for the
second non-unit group element g2 ∈ Z3 can be obtained from replacing α → α2
in formula (126). Ultimately, we therefore arrive at the Euler characteristic
χ(dP1/Z3;O(m,n)) = χ+ χ
g + χg
2
3
=
1
3
[
1 +m+mn+
n(1− n)
2
+
2(α−m + αm)
3
+
2αm−n
(1− α)2 +
2α−(m−n)
(1− α2)2
] (127)
for the orbifold space obtained from the Z3-action on the single blowup of CP
2.
Turning to the counting of g-invariant rationoms from our algorithm as in (117),
we find once again perfect agreement with the Euler characteristic derived from
the Lefschetz theorem above.
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vertices of the coords GLSM charges divisor class
polyhedron / fan Qm Qn Qp Qq
ν1=(−1, −1 ) u1 1 0 0 1 H + Z
ν2=( 1, 0 ) u2 1 0 1 0 H + Y
ν3=( 0, 1 ) u3 1 1 0 0 H +X
ν4=( 0, −1 ) u4 0 1 0 0 X
ν5=(−1, 0 ) u5 0 0 1 0 Y
ν6=( 1, 1 ) u6 0 0 0 1 Z
intersection form: HX +HY +HZ − 2H2 −X2 − Y 2 − Z2
SR(dP3) = 〈x1x2, x1x3, x1x6, x2x3, x2x5, x3x4, x4x5, x4x6, x5x6〉
Table 6: Toric data for the del Pezzo-3 surface.
Example: dP3/Z3
The natural extension to the previous example is to blowup the dP1 twice further,
giving us the dP3 surface with the toric data in table 6. Once again we employ the
same extension of the action (102) on the base. However, in order to simplify the
subsequent computation, this time we choose a different equivariant structure,
which is induced via
g : (u1, . . . , u6) 7→ (u1, αu2, u3, αu4, u5, u6)
∼ (αu1, α2u3, u3, u4, u5, u6).
for α :=
3
√
1 = e
2pii
3 . (128)
The Z3-action on dP3 reveals six fixpoints, which can be related to the “splitting”
of each of the three 1
3
-fixpoint contributions from the original CP2 computation.
Computing the induced normal bundle representation and relative signs via
QdP3(mH + nX + pY + qZ) = u
a
1u
b
2u
m−a−b
3 u
n−m+a+b
4 u
p−b
5 u
q−a
6 (129)
is completely analogous — albeit quite laborious — to the previous cases and
yields the following fixpoint data:
P1 = (1, 0, 1, 0, 1, 1) N¯P1 = (N¯
α2
P1
)2 1
(1−α2)2
1
P2 = (0, 1, 1, 1, 0, 1) N¯P2 = (N¯
α2
P2
)2 1
(1−α2)2
αm−n+p
P3 = (1, 1, 0, 1, 1, 0) N¯P3 = (N¯
α2
P3
)2 1
(1−α2)2
αq−m−n
P4 = (0, 1, 1, 0, 1, 1) N¯P4 = (N¯
α
P4
)2 1
(1−α)2
αn−m
P5 = (1, 0, 1, 1, 1, 0) N¯P5 = (N¯
α
P5
)2 1
(1−α)2
αm−n−q
P6 = (1, 1, 0, 1, 0, 1) N¯P6 = (N¯
α
P6
)2 1
(1−α)2
α−n−p
. (130)
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Employing once again the well-known Riemann-Roch-Hirzebruch formula, the
Euler characteristic of dP3 turns out to be
χ(dP3,O(m,n, p, q)) = 1−m2 +mn+mp +mq
+
n(1− n) + p(1− p) + q(1− q)
2
(131)
and from the fixpoint data in (131) we can compute the Lefschetz number
χg(dP3;O(m,n, p, q)) = 1 + α
m−n+p + αq−m−n
(1− α2)2
+
αn−m + αm−n−q + α−n−p
(1− α)2 .
(132)
Again, this number will not be an integer for a generic choice of the bundle divisor
D = mH + nX + pY + qZ. The second Lefschetz number χg
2
can be obtained
by replacing α → α2 in formula (132), such that the average of the three terms
gives us the Euler characteristic of the orbifold space dP3/Z3:
χ(dP3/Z3;O(m,n, p, q)) = 1−m2 +mn +mp+mq
+
n(1− n) + p(1− p) + q(1− q)
2
+
1
3
+
αm−n + αn+p + αm−n+p + α−m+n+q + α−m−n+q
(1− α2)2
+
α−m+n + α−n−p + α−m+n−p + αm−n−q + αm+n−q
(1− α)2 .
(133)
By comparison to the rationom counting of our algorithm, we find once again per-
fect agreement. In addition to simply providing a more complicated example, the
dP3 rationom counting also involves non-trivial multiplicity factors 2. Consider
for example the line bundle O(−5,−1,−1,−1), which has six monomials each
contributing with multiplicity factor 2. Applying the involution (128) (that was
chosen for the equivariant structure and therefore directly acts on the rationoms)
we observe the following:
2×
(
u24
u1u2u33︸ ︷︷ ︸
g→α
,
u4u5
u1u22u
2
3︸ ︷︷ ︸
g→α2
,
u25
u1u32u3︸ ︷︷ ︸
g→1
,
u4u6
u21u2u
2
3︸ ︷︷ ︸
g→1
,
u5u6
u21u
2
2u3︸ ︷︷ ︸
g→α
,
u26
u31u2u3︸ ︷︷ ︸
g→α2
)
︸ ︷︷ ︸
h1(dP3;O(−5,−1,−1,−1)) = (4inv, 4α, 4α2)
(134)
Plugging the bundle charges into (133) yields
χ(dP3/Z3;O(−5,−1,−1,−1)) = −4, (135)
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once again in agreement with the result obtained from the counting of invariant
rationoms. Similar to the observation made for Z2-equivariant situations we
therefore find the same “canonical” behavior of such rationoms, i.e. an invariant
rationom with multiplicity 2 simply contributes twice to the counting of invariant
rationoms.
4.5 Generalized equivariant algorithm conjecture
The steps involved in the computation of the Lefschetz character in the CP2
example are completely analogous on CPn−1 with the group Zn and the base
space generator involution
g : ui 7→ αiui with α := p
√
1 = e
2pii
p . (136)
We have successfully checked this for various values of n and bundles O(k).
Together with the empirical evidence gathered from the presented and various
other examples, we therefore arrive at the following hypothesis which generalizes
the conjecture from section 4.5:
Conjecture for G-equivariant cohomology of finite groups: Given a toric
space X , generator involutions on the base σ1, . . . , σr : X −→ X as well
as an equivariant structure, the lifted involution mapping can be directly
applied to the rationoms counted in the original algorithm for the compu-
tation of line bundle cohomologies. The rationoms entirely invariant under
all generator mappings contribute to the invariant cohomology (i.e. the co-
homology on the orbifold space X/G) and non-trivial multiplicities apply
canonically in this counting.
At this point we would like to emphasize the tremendous computational power
of this conjecture. Already for the dP3 example — still a rather simple surface —
we see that the computations necessary to just determine the Euler characteristic
(much less than the cohomology groups themselves) from the established math-
ematics is quite enduring, whereas this computation for reasonably low values of
the bundle charges can be done via pen and paper in a couple of minutes. As
before the efficiency and ease-of-usage this conjecture provides ultimately rests
on the direct applicability of the involution mappings defined on the coordinates
of the base on the rationoms representing the cohomology.
5 Connection to combinatorial toric geometry
So far, in order to obtain information about the cohomologies of various bun-
dles, we have always been working with exact sequences. It is well known that
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there also exist a combinatorial approach to calculate such quantities via cer-
tain lattice polytopes that contain the toric data. The first description of the
Hodge numbers of a Calabi-Yau hypersurface in this fashion [28] was followed by
the generalization to complete intersections in higher-dimensional ambient spaces
[29]. Recently, there were also attempts to calculate bundle deformations of the
tangent bundle of a Calabi-Yau 3-fold in such a way [30, 31]. In this chapter
we want to show how it is possible to relate the ingredients of such calculations
to cohomology classes of line bundles of the corresponding ambient space which
may allow a deeper insight to the combinatorial formulas.
5.1 Lattice polytopes and Calabi-Yau hypersurfaces
As mentioned earlier, the geometry of a toric variety can be described by its fan
which itself is defined as a triangulation of a given reflexive polytope. A lattice
polytope is called reflexive, if its polar polytope is a lattice polytope, as well. Let
∆◦ be such a reflexive polytope, then its polar polytope ∆ is defined as
∆ :=
{
m ∈ Zd : 〈n,m〉 ≥ −1 ∀n ∈ ∆◦} . (137)
While the vertices of the reflexive polytope ∆◦ of a given toric variety X
represent the homogeneous coordinates as well as the equivalence relations be-
tween them, the lattice points of the polar polytope ∆ represent a Calabi-Yau
hypersurface M in X . This hypersurface is defined by an equation F = 0, where
F is a sum of monomials induced from the lattice points m of ∆. The term
corresponding to a fixed m is then proportional to∏
ρ∈∆◦
z〈m,ρ〉+1ρ . (138)
The polytope ∆ is also called the Newton polytope of M . On the other hand we
can consider the vertices of ∆ to be the defining data of some other toric variety
and its polar polytope ∆◦ to be the Calabi-Yau hypersurface of ∆. In this way
we are able to relate two apparently completely different Calabi-Yau varieties
with each other. For such Calabi-Yau hypersurfaces this relation is called mirror
symmetry, see [21] for an exhaustive treatment. Since F is made out of terms
from (138) with different coefficients and due to the fact that F describes the
Calabi-Yau manifold, it is clear that the complex structure deformations are
very much depending on ∆. On the other hand, vertices in the polytope ∆◦
correspond to homogeneous coordinates xk and can therefore define the usual
coordinate-associated divisors
Dk := {xk = 0} (139)
on the Calabi-Yau. Hence it is reasonable to assume that ∆◦ strongly influences
the Ka¨hler moduli.
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The mirror symmetry conjecture, as it follows trivially from conformal field
theory, is geometrically highly non-trivial and states that for every Calabi-Yau
threefold M with Hodge numbers (h21(M), h11(M)) there exists a mirror dual Mˆ
one with exchanged Hodge numbers h21(Mˆ) = h11(M) and h11(Mˆ) = h21(M).
Thus, mirror symmetry exchanges complex structure deformations ofM with the
Ka¨hler deformations of Mˆ and vice versa. Mirror symmetry for hypersurfacses
in d-dimensional toric varieties has the precise mathematical meaning of a simple
exchange of the role of the two polytopes ∆ and ∆◦. This is reflected in a nice way
in the well-known combinatorial formula for the Hodge numbers of a Calabi-Yau
hypersurface, first derived by [28]:
h1,1(M) = l(∆◦)− d− 1−
∑
dim(y)=0
l∗(y∨) +
∑
dim(y)=1
l∗(y) · l∗(y∨), (140)
hd−2,1(M) = l(∆)− d− 1−
∑
dim(y◦)=0
l∗(y∨◦ ) +
∑
dim(y◦)=1
l∗(y◦) · l(y∨◦ ). (141)
Here y and y◦ are faces of ∆ and ∆
◦, respectively, l is the number of points in
a face and l∗ is the number of interior points of a face. The dual face of an r
dimensional face y ⊂ ∆ is a (d− r − 1)-dimensional face y∨ ⊂ ∆◦ defined by
y∨ := {n ∈ ∆◦ : 〈n,m〉 = −1 ∀ m ∈ y} . (142)
From the two equations (140) and (141) it is clear that the Calabi-Yau hypersur-
faces M∆ and M∆◦ associated to the polytopes ∆ and ∆
◦ have mirror symmetric
Hodge numbers. The Batyrev formula (140) counts the Ka¨hler deformations of a
given Calabi-Yau variety while the complex structure deformations are counted
by equation (141). The first terms in those equations correspond to toric and
polynomial deformations while the last term, where faces and dual faces get mixed
up, corresponds to non-toric, i.e. non-polynomial deformations, respectively.
The Batyrev formulas in terms of line bundle cohomology
As we have seen explicitly in section 3.2, it is also possible to obtain the Hodge
numbers by making use of the Euler sequence (10) and the Koszul complex (33).
Therefore the contributions to equations (140) and (141) have their origin in the
cohomology of line bundles on the ambient space. The observation for three di-
mensional hypersurfaces is that all contributions to the polynomial deformations
in the Batyrev formula arise from global sections of line bundles on the ambi-
ent space, namely from h0X(·) for some divisor. In contrast, the non-polynomial
deformations of the complex structure, which can also be associated with the
twisted sector of the corresponding Gepner model, arise as h1X(·) contributions.
In summary, we have observed the following identification of the various com-
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binatorial contributions in the Batyrev formula with line bundle cohomologies:
h
2,1
0 (M) = l(∆)− d− 1−
∑
dim(y◦)=0
l∗(y∨◦ ) ,
h
2,1
1 (M) =
∑
dim(y◦)=1
l∗(y◦) · l(y∨◦ ) ,
(143)
where we used the notation hp,qi introduced in (54). For the hypersurface case
we could not find any example where the second or any higher cohomology con-
tributed to this particular Hodge number.
For a K3 surface embedded in P4 the situation is a little different. Since it has
only dimension 2, the tangent bundle cohomology ends of course with h2M(TM).
Usually the h0X(·) and h1X(·) contributions “flow” in the complex structure defor-
mations and the higher ones like hn−1X (·) and hnX(·) to the Ka¨hler deformations.
Since the K3 has only a single non-trivial Hodge number that is not on the edge
of the Hodge diamond, both sides contribute to it and we can see a split of this
Hodge number h1,1K3 = 20 into 19 + 1. We also know that for this K3 there is
a split of the 20 deformations into 19 algebraic ones which would correspond to
those coming from the h0X(·) and 1 non-algebraic one associated to the h2X(·)
contributions.
One can easily check this with the cohomCalg Koszul extension [13] by using
the “Verbose5” option and following the contributions through the long exact
sequences.
5.2 Cayley polytopes and CICYs
The next step is to extend the above formula to a formula for a complete in-
tersection Calabi-Yau (CICY) in a 5-dimensional toric variety. This was done
by Batyrev and Borisov shortly after the hypersurface case [29]. We will now
describe how to do that, following [32].
Nef partitions and their Cayley polytopes
As before we start with a reflexive polytope ∆◦, which is this time describing a
5-dimensional toric variety X . Consider now a partition of all vertices in ∆◦ into
disjoint subsets Vi and define the polytopes following from those vertices as
∆◦i := Conv(Vi, 0) for i = 1, . . . , l, (144)
where Conv(·) denotes the convex hull of a vertex set. Such a partition is called
a nef (numerically effective) partition, if the Minkowski sum of all ∆◦i forms a
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reflexive polytope. As a reminder, the Minkowski sum of two vertex sets is defined
by
∆◦1 +∆
◦
2 := Conv({n+ n′ : n ∈ ∆◦1, n′ ∈ ∆◦2}) . (145)
It is easy to see that one can associate a complete intersection Calabi-Yau variety
to such a partition. It is the intersection of l hypersurfaces, where each hyper-
surface Si corresponds to a sum of divisors Di,k = {xk = 0}. Here each xk is the
homogeneous coordinate that belongs to the vertex nk ∈ ∆◦i :
Si =
∑
k∈K
Di,k , where K = {k ∈ N such that nk ∈ ∆◦i } . (146)
So one might assume that one treats those “subpolytopes” in the same fashion
as in the hypersurface case, but this is not quite the right procedure. Instead of
dealing with the polytope that describes the toric ambient space, it is necessary
to construct a different kind of polytope that respects the nef partition explicitly.
This polytope is called the Cayley polytope and is defined by
P ∗ := Conv(∆◦1 × e1, . . . ,∆◦l × el). (147)
Here e1, . . . , el is the canonical basis of Z
l and hence the Cayley polytope is a
d + l dimensional polytope, requiring a somewhat more sophisticated treatment
compared to the aforementioned cases. For instance, it is not possible to compute
a well-defined polar polytope anymore, and we need a different way to find a dual
polytope for the Cayley polytope. It goes as follows: We consider the cone that
supports the Cayley polytope, called the Cayley cone C∗, and calculate its dual
cone C via
C :=
{
n ∈ Rd × Rl : 〈m,n〉 ≥ 0, ∀m ∈ C∗} . (148)
One can see that the dual Cayley cone C also supports a polytope called the
dual Cayley polytope. If we take slices of this one by successively putting the
ith coordinate in {xd+1, . . . , xd+i, . . . , xd+l} to one and all the others in this set
to zero for i = 1, . . . , l, we get polytopes ∇i whose Minkowski sum corresponds
to the polar polytope ∆ of our original polytope ∆◦, namely
∆ = ∇1 + · · ·+∇l. (149)
On the other hand, the convex hull ∇ = Conv({∇i, i = 1, . . . , l}) also represents
a reflexive polytope that is polar to the Minkowski sum of the dual nef partition,
i.e. ∇◦ = ∆◦1+ . . .+∆◦l which gives rise to a complete intersection Calabi-Yau in
the toric variety corresponding to this polytope. In summary, we therefore have
the following relation between ∆◦ and ∇:
∆◦ = Conv({∆◦i , i = 1, . . . , l}), ∇ = Conv({∇i, i = 1, . . . , l}),
∆ = ∇1 + . . .+∇l, ∇◦ = ∆◦1 + . . .+∆◦l ,
P ∗∆◦ = P∇ , P
∗
∇ = P∆◦ .
(150)
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So we need two different polytopes in order to find the two dual complete
intersection Calabi-Yau manifolds. One of them is the complete intersection of
hypersurfaces corresponding to vertex sets ∆◦i that intersect in the toric variety
built from ∆◦, the other one is a complete intersection of hypersurfaces corre-
sponding to vertex sets ∇i that intersect in the toric variety built from∇. Clearly
for the hypersurface case we find that ∇ = ∆ and ∇◦ = ∆◦ which reduces every-
thing to the setting of section 5.1.
Example: P5112233
Vertices of ∆◦
ν1 =(−1, −2, −2, −3, −3 )
ν2=( 1, 0, 0, 0, 0 )
ν3=( 0, 1, 0, 0, 0 )
ν4=( 0, 0, 1, 0, 0 )
ν5=( 0, 0, 0, 1, 0 )
ν6=( 0, 0, 0, 0, 1 )
(a) Lattice polytope of P5
112233
Vertices of ∆
µ1 =(−1, −1, −1, −1, −1 )
µ2=( 3, −1, −1, −1, −1 )
µ3=(−1, 3, −1, −1, −1 )
µ4=(−1, −1, 5, −1, −1 )
µ5=(−1, −1, −1, 5, −1 )
µ6=(−1, −1, −1, −1, 11 )
(b) Polar polytope
Table 7: Lattice polytope ∆◦ for the weighted projective space P5112233 and its polar
polytope ∆.
Let us consider a specific example to illustrate what we learned so far. Let
X be the 5-dimensional weighted projective space P5112233, which is described by
the polytope ∆◦
P5
112233
from table 7a. Consider a partition of ∆◦ into the subsets
∆◦1 = Conv({ν1, ν2, ν4} , 0) and ∆◦2 = Conv({ν3, ν5, ν6} , 0). One can show that
∆◦1+∆
◦
2 is a reflexive polytope and hence this partition is indeed a nef partition.
Using (147) we can calculate P ∗∆◦ , see table 8a, and by employing (150) the dual
Cayley polytope P∆◦ given in table 8b follows. From P∆◦ it is quite easy to read
off ∇ and its nef partition {∇1,∇2} and we can confirm that the Minkowski sum
∇1 +∇2 (151)
of this partition indeed equals the polar polytope of ∆◦ in table 7b.
The stringy E-function
The generalization of equations (140) and (141) to complete intersections will be
a formula that counts faces in the Cayley and the dual Cayley polytope instead
of the original one and its polar. The formula itself will also become a bit more
complicated compared to the one for hypersurfaces.
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Vertices of P ∗∆◦
ν˜1 =(−1, −2, −2, −3, −3, 1, 0 )
ν˜2=( 1, 0, 0, 0, 0, 1, 0 )
ν˜3=( 0, 1, 0, 0, 0, 0, 1 )
ν˜4=( 0, 0, 1, 0, 0, 1, 0 )
ν˜5=( 0, 0, 0, 1, 0, 0, 1 )
ν˜6=( 0, 0, 0, 0, 1, 0, 1 )
ν˜7=( 0, 0, 0, 0, 0, 1, 0 )
ν˜8=( 0, 0, 0, 0, 0, 0, 1 )
(a) The Cayley polytope
Vertices of P∆◦
µ˜1 =( 0, −1, 0, −1, −1, 1, 0 )
µ˜2=( 2, −1, 0, −1, −1, 1, 0 )
µ˜3=( 0, 1, 0, −1, −1, 1, 0 )
µ˜4=( 0, −1, 3, −1, −1, 1, 0 )
µ˜5=( 0, −1, 0, 2, −1, 1, 0 )
µ˜6=( 0, −1, 0, −1, 5, 1, 0 )
µ˜7=(−1, 0, −1, 0, 0, 0, 1 )
µ˜8=( 1, 0, −1, 0, 0, 0, 1 )
µ˜9=(−1, 2, −1, 0, 0, 0, 1 )
µ˜10=(−1, 0, 2, 0, 0, 0, 1 )
µ˜11=(−1, 0, −1, 3, 0, 0, 1 )
µ˜12=(−1, 0, −1, 0, 6, 0, 1 )
(b) The dual Cayley polytope
Table 8: The Cayley Polytope and the dual Cayley polytope corresponding to the nef
partition ∆◦1 = Conv({ν1, ν2, ν4} , 0) and ∆◦2 = Conv({ν3, ν5, ν6} , 0) of P5112233 as well
as to the dual nef partition ∇1 and ∇2 coming from {µ˜1, . . . , µ˜6} and {µ˜7, . . . , µ˜12},
respectively. The nef partition of the dual Cayley polytope can easily be read off from
the last two columns.
In [29] Batyrev and Borisov introduced a generating function for the so called
stringy Hodge numbers of a CICY corresponding to the introduced Cayley cone
above. These stringy Hodge numbers are equal to the usual Hodge numbers in
case that a crepant resolution of the generically singular Calabi-Yau exists. They
are given as coefficients of the stringy E-function, namely
Est(S; u, v) =
∑
p,q
(−1)p+qhp,qst (S) upvq. (152)
The generalization to arbitrary Gorenstein polytopes was done by Batyrev and
Nill in [33]. There it was conjectured that the stringy E-function is actually a
polynomial in u, v which was proven recently by Nill and Schepers in [34]. In
terms of the dual Cayley polytope, the stringy E-function can be expanded as
E(u, v) =
1
(uv)l
∑
∅≤x≤y≤P
(−1)1+dimxu1+dim ySx
(u
v
)
Sy∨(uv)B[x,y](u
−1, v). (153)
Here we sum over faces of P . These form an (Eulerian) partially ordered set
(poset) where the partial ordering is given by
x ≤ y ⇔ x is a face of y (154)
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and denote the poset of all faces of P by P. Furthermore we define
[x, y] := {z ∈ P : x ≤ z ≤ y} as well as
y∨C := {n ∈ C : 〈m,n〉 = 0, ∀m ∈ C∗}
(155)
to be the dual face of a face yC in C. Since there is a relation between faces in C
and C∗ we also get such a correspondence for faces in the supporting polytopes
P and P ∗. The dual face to y in P is denoted by y∨ in P ∗.
For some k-dimensional face F , the polynomial SF(t) is defined by
SF(t) := (1− t)k+1
∞∑
i=0
l(kF) ti . (156)
For the last missing piece, let P ′ be some subposet of P with minimal element
0ˆ, maximal element 1ˆ and dim(1ˆ) = k − 1. The Batyrev-Borisov polynomials
BP ′(u, v) are defined recursively in terms of the polynomials HP ′(t) and GP ′(t).
We set HP ′(t) = GP ′(t) = 1 if k = 0 and for k > 0 we define
HP ′(t) :=
∑
0ˆ<x<1ˆ
(t− 1)dim(x)G[x,1ˆ](t),
GP ′(t) := τ< k
2
(1− t)HP ′(t),
(157)
where τ< k
2
is the truncation operator defined by its action on sums
τ< k
2
∞∑
i=0
ait
i :=
∑
0≤i< k
2
ait
i. (158)
The Batyrev-Borisov polynomials start also with BP ′(u, v) = 1 for k = 0 and can
be read off from the following formula for k > 0:∑
0ˆ<x<1ˆ
B[0ˆ,x](u, v)u
k−dim(x)+1G[x,1ˆ](u
−1v) := GP ′(uv) . (159)
Closed form expressions for h1,1 and hd−3,1 of a CICY
The above formula (153) is neither particularly elegant nor easy to work with.
Using some simplifying relations for the polynomials above, stated for instance in
[29] or alternatively in [32] propositions 2.2 and 2.4, one can deduce the formulas
(140) and (141) from (153) (see Theorem 3.1 in [32]). Similarly in the same
paper Doran and Novoseltsev deduced an explicit closed form expression for the
Hodge numbers of Calabi-Yau varieties realized as a complete intersection of two
hypersurfaces in a 5-dimensional toric variety.
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To present their result, we first recall that the nef partition is called indecom-
posable, if no subset of {∆◦i , i = 1, . . . , l} exists whose Minkowski sum is reflexive,
namely if we are not dealing with a product of Calabi-Yau manifolds. If this is
the case, the combinatorial formula for the Hodge numbers is given as follows:
h1,1(S) = l(P ∗)− 7
−
∑
dim(y)=0
l∗(2y∨) +
∑
dim(y)=1
l∗(y∨)
+
∑
dim(y)=1
l∗(y) · l∗(2y∨)−
∑
dim(y)=2
l∗(2y) · l∗(y∨)
−
∑
dim(x)=2
dim(y)=3
x<y
l∗(x) · l∗(y∨) +
∑
dim(y)=3
l∗(2y) · l∗(y∨).
(160)
By taking all dual polytopes and faces we obtain of course the second Hodge
number as
h2,1(S) = l(P )− 7−
∑
dim(y∗)=0
l∗(2y∨∗ ) +
∑
dim(y∗)=1
l∗(y∨∗ )
+
∑
dim(y∗)=1
l∗(y∗) · l∗(2y∨∗ )−
∑
dim(y∗)=2
l∗(2y∗) · l∗(y∨∗ )
−
∑
dim(x∗)=2
dim(y∗)=3
x∗<y∗
l∗(x∗) · l∗(y∨∗ ) +
∑
dim(y∗)=3
l∗(2y∗) · l∗(y∨∗ ).
(161)
Here x, y and x∗, y∗ are faces of P and P∗, respectively.
Having a close look at the proof of formulas (160) and (161), one realizes that
it is not too hard to generalize it to the case of two complete intersections in a
6-dimensional ambient space, yielding a Calabi-Yau 4-fold. Due to recent interest
in such 4-folds in the context of F-theory we deduced a closed form expression for
such cases at least for the Hodge numbers h1,1 and h3,1 via the dual computation.
The result is in the most generic form and no simplifications have been taken
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into account. For a Calabi-Yau 4-fold S we find:
h1,1(S) = l(P ∗)− 8−
∑
dim(y)=0
[l∗(2y∨)− 7l∗(y∨)]
+
∑
dim(y)=1
l∗(y∨)−
∑
dim(y)=2
[k(y)− 3] · l∗(y∨)
+
∑
dim(y)=1
l∗(y) · [l∗(2y)− 6 · l∗(y∨)]−
∑
dim(x)=1
dim(y)=2
x<y
l∗(x) · l∗(y∨)
−
∑
dim(x)=2
dim(y)=3
x<y
l∗(x) · l∗(y∨) +
∑
dim(y)=3
l∗(y∨) · [l∗(2y)− 4l∗(y)] ,
(162)
along with its mirror dual Hodge number
h3,1(S) = l(P )− 8−
∑
dim(y∗)=0
[l∗(2y∨∗ )− 7l∗(y∨∗ )]
+
∑
dim(y∗)=1
l∗(y∨∗ )−
∑
dim(y∗)=2
[k(y∗)− 3] · l∗(y∨∗ )
+
∑
dim(y∗)=1
l∗(y∗) · [l∗(2y∗)− 6 · l∗(y∨∗ )]−
∑
dim(x∗)=1
dim(y∗)=2
x∗<y∗
l∗(x∗) · l∗(y∨∗ )
−
∑
dim(x∗)=2
dim(y∗)=3
x∗<y∗
l∗(x∗) · l∗(y∨∗ ) +
∑
dim(y∗)=3
l∗(y∨∗ ) · [l∗(2y∗)− 4l∗(y∗)] .
(163)
Here k(y) denotes the number of vertices of the face y. It is quite nice to have such
an explicit formula at hand but one has also to admit that the actual calculation
is not that easy to perform and may take some time. Our implementation in
Macaulay2 using the Polyhedra package [35] needed at least ten minutes to
produce the numbers. Using cohomCalg [13] we were able to obtain the same
results along with the remaining two Hodge numbers much faster for varieties
where h1,1(S) is not too large.
Correspondence to line bundle cohomologies of CICY
The question now is, whether also for these CICYs one can identify terms in the
generalized Bartyrev formulas with line bundle cohomology classes of the ambient
five-fold respectively six-fold.
Let us here restrict to the case of a CICY in an ambient five-fold, i.e. the
formulas (160) and (161). Indeed, we observed that, if we calculate those Hodge
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numbers via exact sequences and therefore via line bundle cohomologies of the
ambient toric variety — using cohomCalg [13] as described in 3.3 — we find that
the following relation between the terms in the combinatorial formula for the
h1,1(S) and the line bundle cohomologies applies:
h
1,1
5 (S) = l(P
∗)− 7 ,
h
1,1
4 (S) = −
∑
dim(y)=0
l∗(2y∨) +
∑
dim(y)=1
l∗(y∨),
h
1,1
3 (S) =
∑
dim(y)=1
l∗(y) · l∗(2y∨)−
∑
dim(y)=2
l∗(2y) · l∗(y∨),
h
1,1
2 (S) = −
∑
dim(x)=2
dim(y)=3
x<y
l∗(x) · l∗(y∨) +
∑
dim(y)=3
l∗(2y) · l∗(y∨)
(164)
Here hp,qi (S) are defined as in section 3.3 equation (54). Similarly, we find the
relations for h2,1(S) Hodge number to be
h
2,1
0 (S) = l(P )− 7−
∑
dim(y∗)=0
l∗(2y∨∗ ) +
∑
dim(y∗)=1
l∗(y∨∗ )
h
2,1
1 (S) =
∑
dim(y∗)=1
l∗(y∗) · l∗(2y∨∗ )−
∑
dim(y∗)=2
l∗(2y∗) · l∗(y∨∗ )
h
2,1
2 (S) = −
∑
dim(x∗)=2
dim(y∗)=3
x∗<y∗
l∗(x∗) · l∗(y∨∗ ) +
∑
dim(y∗)=3
l∗(2y∗) · l∗(y∨∗ )
(165)
For h2,1(S), as in (141), we note that terms where no mixing of faces and dual faces
takes place correspond to global sections in line bundles whereas terms where such
a mixing does happen correspond to higher cohomology classes of line bundles of
X . In (161) for 1 hypersurface we got at most h1X(·) contributions, where now
in case of 2 hypersurfaces we found at most h2X(·) contributions to the complex
structure moduli.
Since the computations get quite involved, we have not yet identified the
analogous correspondence for the case of a CICY in a toric six-fold, i.e. eq. (162)
and (163), but have no doubt that it exists and takes a similar form.
6 Summary and Conclusions
In this paper we have discussed many applications of our algorithm for the com-
putation of line bundle valued cohomology over toric varieties. Specifically, we
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considered cohomological questions arising in compactifications of the heterotic
and the Type II superstring to four dimensions. We collected the necessary ma-
terial and topological tools in this single paper and hope that it serves as a guide
both for string model building in the geometric phase and for the computational
diversity of our algorithm.
The main new result is the generalization of the algorithm to equivariant coho-
mology, which is important for the study of orientifolds and orbifolds. Moreover,
it was possible to give the various terms in the Batyrev (like) formulas a clear
cohomological interpretation. In particular, the so-called twisted contributions
could be identified with higher cohomology classes.
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A Counting bundle moduli
In heterotic constructions one often needs to count the number of bundle defor-
mation moduli, which are counted by the number of distinct endomorphisms a
bundle supports. Therefore we need to count the number of global sections of
End(V ) ∼= V ⊗ V ∗. In this appendix we are going to show that this problem can
— at least in principle — also be addressed using the methods presented in the
main part of this paper. Like for the examples in section 3 we approach this in
two steps: first we are considering the situation on the ambient space and then
via the Koszul sequence pull it down to a hypersurface.
Ambient space
In the case of a monad bundle V defined via (17), one can work out the corre-
sponding sequences explicitly. Let us use the generic abbreviation
O(~a) :=
dim~a⊕
i=1
OX(ai), (166)
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then we obtain from tensoring the monad bundle short exact sequence (17) with
the dual vector bundle V ∗ the sequence
0 −→ V ⊗ V ∗ −֒→ O(~b)⊗ V ∗ −։ O(~c)⊗ V ∗ −→ 0. (167)
In order to determine O(~b)⊗ V ∗ and O(~c)⊗ V ∗ we tensor the dual sequence of
(17) — which is itself of the monad bundle structure (18) — with O(~b) and O(~c),
respectively, i.e.
0 −→ O(~b)⊗O(~c)∗ −֒→ O(~b)⊗O(~b)∗ −։ O(~b)⊗ V ∗ −→ 0
0 −→ O(~c)⊗O(~c)∗ −֒→ O(~c)⊗O(~b)∗ −։ O(~c)⊗ V ∗ −→ 0
(168)
We can proceed completely analogous for the extension bundle construction,
where the endomorphism bundle is obtained from
0 −→ O(~a)⊗W ∗ −֒→W ⊗W ∗ −։ O(~c)⊗W ∗ −→ 0 (169)
and the two required products O(~a)⊗W ∗ and O(~c)⊗W ∗ can be obtained from
0 −→ O(~a)⊗O(~c)∗ −֒→ O(~a)⊗W ∗ −։ O(~a)⊗O(~a)∗ −→ 0
0 −→ O(~c)⊗O(~c)∗ −֒→ O(~c)⊗W ∗ −։ O(~c)⊗O(~a)∗ −→ 0. (170)
Ultimately, the resulting sequences for the endomorphism bundle of a monad
bundle construction (17) are then
0 −→ End(V ) −֒→ O(~b)⊗ V ∗ −։ O(~c)⊗ V ∗ −→ 0
0 −→
rB⊕
i=1
rC⊕
j=1
OX(bi − cj) −֒→
rB⊕
i=1
rB⊕
j=1
OX(bi − bj) −։ O(~b)⊗ V ∗ −→ 0
0 −→
rC⊕
i=1
rC⊕
j=1
OX(ci − cj) −֒→
rC⊕
i=1
rB⊕
j=1
OX(ci − bj) −։ O(~c)⊗ V ∗ −→ 0
(171)
and likewise for the extension bundles (21)
0 −→ O(~a)⊗W ∗ −֒→ End(W ) −։ O(~c)⊗W ∗ −→ 0
0 −→
rA⊕
i=1
rC⊕
j=1
OX(ai − cj) −֒→ O(~a)⊗W ∗ −։
rA⊕
i=1
rA⊕
j=1
OX(ai − aj) −→ 0
0 −→
rC⊕
i=1
rC⊕
j=1
OX(ci − cj) −֒→ O(~c)⊗W ∗ −։
rC⊕
i=1
rA⊕
j=1
OX(ci − aj) −→ 0
(172)
In order to compute h•(X ; End(V )) or h•(X ; End(W )) it is therefore necessary
to evaluate two auxiliary bundle cohomologies.
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Hypersurfaces
In case a hypersurface is considered, the general approach is the same, however
a lot more sequences are involved, as one has to employ a splitting of the monad
bundle sequence analogous to the splitting of the tangent bundle sequence. From
the second variant of the monad bundle construction (18) we therefore obtain
0 −→ OD(~a) −֒→ OD(~b) −։ ED −→ 0
0 −→ VD −֒→ ED −։ OD(D) −→ 0,
(173)
where VD is the monad bundle on the hypersurface D, ED is the auxiliary bundle
from the split sequence and a lot of (neglected) twisted Koszul sequences are
involved in order to construct the individual line bundles OD(ai) of OD(~a) on
the hypersurface. Following the same idea as before, the endomorphism bundle
is obtained by tensoring with the dual bundle V ∗D which gives
0 −→ End(VD) −֒→ ED ⊗ V ∗D −։ OD(D)⊗ V ∗D −→ 0. (174)
In order to compute ED ⊗ V ∗D we need to consider the sequences
0 −→ OD(~a)⊗ V ∗D −֒→ OD(~b)⊗ V ∗D −։ ED ⊗ V ∗D −→ 0
0 −→ OD(~a)⊗OD(D)∗ −֒→ OD(~a)⊗ E∗D −։ OD(~a)⊗ V ∗D −→ 0
0 −→ OD(~a)⊗ E∗D −֒→ OD(~a)⊗OD(~b)∗ −։ OD(~a)⊗OD(~a)∗ −→ 0
0 −→ OD(~b)⊗OD(D)∗ −֒→ OD(~b)⊗ E∗D −։ OD(~b)⊗ V ∗D −→ 0
0 −→ OD(~b)⊗ E∗D −֒→ OD(~b)⊗OD(~b)∗ −։ OD(~b)⊗OD(~a)∗ −→ 0
(175)
and for the D-twisted dual monad bundle OD(D)⊗ V ∗D we have to compute
0 −→ OD(D)⊗OD(D)∗ −֒→ OD(D)⊗ E∗D −։ OD(D)⊗ V ∗D −→ 0
0 −→ OD(D)⊗ E∗D −֒→ OD(D)⊗OD(~b)∗ −։ OD(D)⊗OD(~a)∗ −→ 0
(176)
As one can see from those sequences, the general structure remains fairly sim-
ple, however, it becomes rather laborious to work through all the sequences. It
should be mentioned that the “evaluation via exactness”, which has worked quite
well so far, often fails in the evaluation of those endomorphism bundle sequences.
One simply does not get the required number of zeros in the involved intermediate
cohomologies, which requires to actually compute the induced cohomology map-
pings. One can also consider entirely different methods, e.g. in [36] the tangent
bundle deformation moduli are computed via spectral sequences.
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