Magnetostriction is a phenomenon observed in all ferromagnetic materials. It couples elastic, electric, magnetic and in some situations also thermal fields and is of great industrial interest for use in sensors, actuators, adaptive or functional structures, robotics, transducers and MEMS.
Introduction
A magnetostrictive material (MSM) is a ferromagnetic with very large susceptibility. Below its Curie point (the transition temperature at which the material becomes ferromagnetic) it shows spontaneous magnetization. An MSM develops large mechanical deformations when subjected to an external magnetic field. This phenomenon is attributed to the rotations of small magnetic domains in the material, which are randomly oriented when the material is not exposed to a magnetic field. The orientation of these small domains by the imposition of the magnetic field as shown in figure 1 creates a strain field. As the intensity of the magnetic field is increased, more and more magnetic domains orientate themselves so that their principal axes of anisotropy are collinear with the magnetic field in each region and finally saturation is achieved; Chikamuzi [1] , Jiles [2] .
A macroscopic (phenomenological) model of magnetoelastic interactions can be deduced by means of a suitable thermodynamic potential; [3] . For example, it can be shown that the strain S is related to the magnetic field H (or similarly to the induction B) by an expression of the form S ∼ c 1 H +c 2 H 2 . The linear term is responsible for the phenomenon of piezomagnetism (which requires the material to be anisotropic), while the second term represents true magnetostriction (MS), which appears in all ferromagnets whatever their crystal symmetry. This expression is entirely analogous to the phenomenological description of piezoelectricity plus electrostriction, namely S ∼ d 1 
2 , where E is the electric field. While mathematically the expressions for the strains induced by H and E are identical, the underlying physical phenomena are not [4] .
Some materials, such as Ni, present negative (shortening) MS, while in others, such as Fe, the sign depends on the crystallographic direction. Ni alloys were the material most used in sonars during WWII, although in the 1970s they were superseded by new advanced piezoelectric materials. About the same time, the Naval Ordnance Laboratory and the Naval Surface Warfare Center started developing new lanthanide mixtures with 'giant' magnetostrictive properties; Bright [5] . The result of this research was the well-known Tb-Dy-Fe compound called terfenol-D.
For purposes of efficiency, an MSM is typically operated under a bias field [5] . As a result, it has been postulated that MS is phenomenologically equivalent to piezomagnetism (see [6, 7] ), and thus can be described mathematically through a linear constitutive relation. On the basis of this simplification several models have been proposed in recent times motivated by the new applications of MSM. Among the works closely related to the present paper we can cite the following contributions. Engdahl and Svensson [8] developed a non-linear, finite difference 1D scheme to analyze the dynamic behavior of terfenol-D bars. Delince et al [9] used a linear 2D finite element (FE). Benbouzid et al [10] published an article about non-linear dynamic FE in 1D based on variational principles including non-linear coupling effects. Carman and Mitrovic [11] developed a 1D FE based on a comprehensive constitutive relation which in turn is based on a thermodynamical potential. Claeyssen et al [12] developed a 3D scheme for statics and dynamics with a fairly complete description of all relevant material properties. Anjanappa and Bi [13] derived a very simple, yet very effective theoretical model including static, dynamic and temperature effects. Finally, Kannan and Dasgupta [14] used a 3D FE model based on micromechanical considerations, including new aspects such as the Maxwell tensor. In both [13] and [14] , the models were found to reproduce experimental results quite well, using terfenol-based micromechanical actuators (MMA). While for current MMA (of a few centimeters in size) these models are accurate enough, it is reasonable to expect miniaturization or enlargement of such or similar devices to require more sophisticated analysis. Hence the relevance of the proposed formulation.
While the numerical modeling of MSM proposed in this paper shares some of the features displayed in [14] , it also contains a number of unique innovations, including dynamic electromagnetics, inertial effects and eddy current losses due to a frequency dependent magnetic field. Additional novel features of the formulation are the introduction of precompression (initial) stresses, the use of semi-large kinematic theory and the relegation of the magnetization and polarization vectors to post-processing computations. More importantly, the proposed algorithm is structured in such a manner that other coupling phenomena of electric and thermal nature can be incorporated without additional difficulties.
The governing equations
The theory of macroscopic MS combines elements of continuum mechanics and electrodynamics (through its Maxwell equations). The present section provides a summary of the relevant equations. Through this paper bold-face symbols denote tensors (and their matrix representation) of order one and above. Where necessary, the convention of summation over repeated indices is invoked.
The elastic, electric and magnetic variables are represented by the following triads: (u, S, T ); (V , E, D); and (A, H, B), which denote, respectively, elastic displacement, strain, stress, electric potential, electric field, electric induction (or electric displacement), magnetic potential, magnetic field and magnetic induction. In addition the vectors f , J , P , M indicate body force densities, the total electric current density, polarization and magnetization, respectively. For reference and completeness, a list of all the physical variables used in this work is presented in the appendix together with their corresponding units.
The equations from continuum mechanics to be used in this work are the balance of linear momentum and the kinematic relation between the infinitesimal generalized strain (strains proper plus rotations) and the displacement, namely
where ρ is diagonal and isotropic, f mech is the elastic body force per unit volume, i.e. gravity, andü is the acceleration expressed in terms of the displacement (the overdots denote derivatives with respect to time). The 'strain' operator ∇ s will be defined in section 3. In the mechanical stresses T = T C +T 0 , the term T C is the complete (symmetric and skew-symmetric) Cauchy stress tensor and T 0 is a pre-stress tensor, in general a function of space but not of time.
The description of the electromagnetic phenomena is given by Maxwell equations, including Gauss's law, Faraday's law of induction, conservation of flux and Ampere's law, respectively:
The system of equations (1) and (2) must be supplemented by mechanical, electric and magnetic constitutive equations relating T to S, D to E and B to H. The fields are determined through the satisfying of differential equations and boundary conditions. To describe the latter, consider two electromagnetic materials separated by a surface whose unit normal is n. In such a case we have
where the notation [g] = g 2 − g 1 is used to indicate the difference in value of the fields calculated in the two media. Also in equation (3), q s and J s are surface distributions which may or may not exist depending on the nature of the media. Before closing this section, a few comments regarding stresses in electromagnetic materials are in order. In mechanics the concept of stress is related to the forces (per unit of area) acting on an imaginary surface separating a material body into two parts. If n is the unit normal to such surface, then the force (the stress vector) per unit of area across the surface is given by T n. In the particular case when n is the normal to the external surface of the body, the force T n is called the traction.
In electromagnetism, we can similarly have a body force of electromagnetic nature. For example, such a force in a material that is neither polarizable nor magnetizable is given by f el−mag = q E +J ×B, which if introduced in the Maxwell equations (2) yields
where and µ 0 = 4π × 10 −7 V s A −1 m −1 are the vacuum electric and magnetic permittivities, respectively, and I is the 3 × 3 identity tensor. For low frequency (or stationary) problems the time variation term in equation (4) is neglected, and the divergence of T M equals the electromagnetic body force. Suppose, on the other hand, that the material is only magnetizable, as is the case for an MSM. Then the body force is of magnetic nature only and given by
where the second term is a consequence of the magnetic dipoles representing the magnetization of the MSM. In such a case the Maxwell stress is given by
Therefore, adding both body forces (f mech , f mag ) and substituting for the latter with the divergence of the Maxwell tensor, equation (4) , the equilibrium equation (1a) becomes
where now f ≡ f mech . The pre-stress T 0 is introduced here for the following two reasons:
(a) to model devices that work under mechanical bias; and (b) to appreciate the effect of pre-stresses in the natural frequencies.
It is very convenient to use the so-called theory of 'small displacements superposed upon large' (Hughes [15] ), in which the pre-stress is regarded as a 'geometric' or 'initial' contribution to the stiffness. Letting c i jkl be the elasticity tensor, making the replacement c i jkl ← c i jkl + δ ik T 0 jl and considering that an MSM is transversely isotropic (with polarization in direction 3 and 1-2 the basal plane; see figure 2), we obtain the modified stiffness tensor c, which in matrix (contracted) notation is given by 
where the order of the contracted components of T 0 follows that of equation (11) in the next section. In most practical cases only a few of these components will be non-zero, in particular T 03 . In the following T = T C +T M will stand for the total stress tensor since the effects from T 0 are included in the modified stiffness c.
Numerical governing equations
In the present section we rewrite equations (1) and (2) in matrix form, which is more convenient from a computational point of view. To this end we introduce the following operators and their matrix representations:
where the superscript (t) denotes the transpose of a tensor. The operator ∇ s in equation (10a) relates to a tensor component order:
With the aid of these operators we shall describe compatibility, field and constitutive equations as explained in the following subsections.
Compatibility equations
These are equations that relate variables of the zero derivative with variables of the first derivative, namely
One of the main characteristics in our work is that the basic magnetic unknown is the potential A, a variable without actual physical meaning (since it cannot be measured) but very useful in order to develop a coherent displacement-type FE formulation [16] . In equation (12c) the split of the electric field will also yield interesting advantages: the field is a negative function of the electric potential gradient plus the time variation of the magnetic potential. Both terms produce electric current and therefore dissipation of energy through the Joule effect.
Notice that the potential fields are not uniquely defined in equations (12): indeed, the addition of a constant field to V or to A does not change the gradient or the rotation. In other studies (e.g. [17] ) additional compatibility conditions such as the Coulomb gauge transformation ∇·A = 0 are used, having the advantage of decoupling the electric and the magnetic wave equation and completely defining the magnetic potential field. But this advantage vanishes if a third field (or more) is present, and produces a more complicated mixed FE formulation of the incompressible type [18] .
The following properties of the electric and magnetic potentials will be useful in the next subsection:
A being a vector function of position, equation (13a) is true as long as the derivative of A is defined at any point inside the boundary of study; that is, A is an analytical vector function. On the other hand, using equation (12b), equation (13b) is always true since V is a scalar potential.
Field equations
The electric current density appearing in (2d) can be split into J = j + σE, where σ is diagonal and isotropic. For the normal MSM applications the time derivative in equation (2d) is negligible: for instance, if E varies in a sinusoidal manner, the ratio of the two non-prescribed terms in the left-hand side is σĖ
The last ratio is very large for frequencies f 1 GHz (except for dielectric materials); therefore the time variation of D is very small with respect to the term σE. Since MSM are conductors, the volumetric charge density in (2a) is q ≡ 0. Finally, the way in which the compatibility equations (12) were chosen ensures automatically the Maxwell equations (2b) and (2c); see the previous subsection. Therefore, the electromagnetic equilibrium equations reduce to
In this formulation, the electromagnetic time variation is represented only by the termȦ in equation (12c) and consequently in equation (15b).
The magnetization and polarization vectors, to be computed in post-processing (at the end of the calculations), are defined according to Jackson [19] as
The eddy current loss can also be computed in postprocessing. It is defined as the power loss resulting from the eddy currents induced by a frequency dependent magnetic field H ( f ). Such a field penetrates the conductor, inducing a variable electric field E( f ), which in turn causes the socalled electric eddy (or Foucault) currents. When the operating frequency is low (as in most MSM applications), a first-order approximation yields an electric field E ∼ f . The presence of eddy currents implies a dissipation of the field energy, which is manifested as Joule heat. From equation (12c) and the current split J = j + σE, the time average energy dissipated in the conductor is given by
Hence Q ∼ f 2 for low frequencies and Q ∼ f for high frequencies. In many applications, the geometric configuration of the device allows for minimization of eddy currents by stacking the material into layered, electrically isolated regions. Unfortunately, this is not a feasible alternative for sensors and actuators because it compromises MSM stiffness and the mechanical energy transfer. As a simpler alternative to adding the thermal field to the coupling, once the distribution of V andȦ (or alternately E) are obtained from the FE code, we can calculate to a good approximation the corresponding Q, which in turn can be entered as the volumetric source in an uncoupled standard thermal FE case.
The third field equation is equation (1a), that with the considerations of section 2 (see equation (8)) we rewrite here as
Constitutive equations
As mentioned in section 1, it has become common practice to represent MS via a set of linear constants similar in format to those of piezoelectricity, as in the out-of-circulation standard [7] . Since currently there is no other clear choice, following other authors [12] [13] [14] , we use the notation suggested by the IEEE [20] with several modifications. Thus using B and T C as the dependent variables, the direct and inverse elastomagnetic effects can be expressed as
where superscripts (H, S, T ) indicate the variable that it is kept fixed during the experimental material characterization. In addition,
In these equations all material constants are functions of c H , d and µ T , the material properties to measure or to deduce. µ T is diagonal with µ 
It is interesting to note that the modified constitutive tensors Y , X and Z preserve the profiles of µ, c and d, respectively, and the first two the symmetry.
With this formulation the elastic stresses are coupled with the electromagnetic field in a complete non-linear manner: T = φ(S, B, BH, DE), while the magnetic field is linear in the elastic deformation H = φ (S, B), a situation acceptable for devices that work in the linear range of the curve B-H for instance due to pre-compression.
In MS, E does not enter in the previous coupled constitutive equations, and it relates to D as
where is diagonal and isotropic. As mentioned in the previous subsection, since the formulation is macroscopic and coherent with the standard Bubnov-Galerkin method, the polarization and magnetization vectors are not present in the development of the algorithm, resulting in a simpler (from a numerical point of view) development and implementation process than those of other similar works.
Boundary and initial conditions
Natural (first-derivative) and/or essential (zero-derivative or field variables) boundary conditions are to be prescribed on the complete boundary ∂ of a domain ; see figure 3 .
The forces and fluxes are defined asf = T n;D = D · n; H = H × n, where the overbars denote prescribed values. They represent surface force, surface distributed charge density and surface current density respectively and the last two can be non-zero on the interfaces between dissimilar materials. Therefore, the components that can be prescribed in the boundaries are:ū i ;V ;Ā i ;f i ;D;H i , defined on the boundary
The last three are called natural because they are present in the formulation and are automatically (although in some situations only approximately) satisfied by the FE method.
The intersection of the boundary related with both types of derivatives has to be nil; for instance, for the electric field:
, but boundary conditions belonging to different fields or from different spatial directions can overlap; for instance,
As mentioned in section 3.1, the potential fields are not entirely defined by equations (12); a reference level has to be prescribed anywhere in the FE mesh: if there is no specific prescribed electric potential, the voltage will be set to zero at least in one node whose location does not influence the general results. In the same way, the three magnetic potential components will also be set to zero at least in one node.
Assuming that the simulation process starts at rest, the initial conditions can be calculated from a simple static run prior to the analysis of the normal functioning of the device, for example to evaluate the effects of a pre-compression. Due to the use of the FE displacement method, no magnetic induction etc must be kept; hence
Finite element formulation
Equations (12), (15), (18) and (20)- (22) define a well-posed system of differential equations. As mentioned before, these equations have been formulated in a manner that will allow a straightforward implementation. The seven nodal unknowns of this problem are
Weak form
The equilibrium equations (15) and (18) are weighted by the auxiliary functions (variations): (24) and then integrated over the domain. These functions have to satisfy the homogeneous part of the essential boundary conditions, ω u = ω A = 0, ω V = 0 on ∂ u , ∂ A , ∂ V . After some transformations based on integration by parts, vector analysis and the divergence and Stokes theorems, we obtain
Equations (25) are defined over the domain and they do not have to be satisfied pointwise, as the differential equations do. In addition, the natural boundary conditionsf ,D,H are included in them. If necessary, the essential boundary conditions:ū,V ,Ā are to be prescribed in any node of the finite element mesh.
Galerkin form
This formulation discretizes the weak form, so the formulae hold at a discrete number of points (the nodes) instead of in all the domain. In this way the transition to a matrix form that can be solved in a computer is straightforward.
The zero-derivative variables from equations (23) and (24) 
The FE compatibility matrices B ∇ s , B ∇ , B × are again spatial functions, with different values for different integration points. At each point B we have
To denote the columns of the compatibility matrices, we will use the subscripts i = 1, 2, 3 as in B B ∇ s i , B B ×i . Using the previous formulae, the weak form equations (25) become
Although the integrals are defined over the whole domain and boundary, these seven scalar equations (for i = 1, 2, 3) correspond to a single node B. The boundary integrals ∂ f , ∂ D and ∂ H can be defined over the sides or over the faces of the elements that join node B. Since the terms on the left-hand side have an implicit summation over the index B and since there are n np nodes, the total size of the system will be 7n np × 7n np , from which, if present, the degrees of freedom corresponding to essential boundary conditions are to be removed.
Non-linear formulation: residual vector and tangent matrix
The expressions inside brackets in equations (30) 
Starting from an initial guess (values from equation (22) at the first step), for each step it will be necessary to iterate the non-linear equations (31) until the norm of R (vector valued in all nodes) is set to zero, up to a fraction of the precision machine for instance, with a good enough set of basic variables. Notice that in equation (31) several values:
are not known at the beginning of a step, but the values from the previous one can be used, resulting in a good convergence rate. The next stage is to build a consistent tangent matrix. Each entry of this matrix is obtained as the negative of the partial derivative of one of the residuals in equations (31) at a generic node A with respect to the corresponding field variable at a generic node B. In these residuals there are tensors defined in previous equations, for which the chain rule will have to be used several times. From the compatibility equations (12) (20b) we obtain the derivatives of the combined stress tensor
where
M are the partial derivatives of the Maxwell tensor equation (7) with respect to H, B. These derivatives have dimensions 9 × 3, due to the nine components of T M and the three of both u and A:
Using now equations (32), first with the constitutive equation (21), we obtain the partial derivative of the electric induction and, second with equation (20a), those of the magnetic field, namely
(35) Each tangent nodal matrix (7×7) represents the interaction between the degrees of freedom of node A (rows) and those of B (columns). Upon derivation of the residuals in equations (31),
(36f) It can be observed that the diagonal submatrix equations (36a), (36f ) are symmetric, but not the coupling submatrix equations (36b), (36d). Therefore, as expected from the formulation, the complete nodal tangent matrix is nonsymmetric, i.e. K ABij = K AB ji , resulting in a relatively high computational cost.
Non-linear formulation: dynamic matrix
Equation (18) contains a dynamic termü with a second time derivative; it is a hyperbolic equation. If the corresponding mass matrix is lumped (diagonal; see [15] ), a central difference integrator can be used. On the other hand, the reduced Maxwell equation (15b) includes the dynamic termȦ. Due to its parabolic nature, we apply a simple backward Euler finite difference integration scheme. The advantages of being able to split the two dynamic effects is evident, since the first one can yield complex variable solutions. Assuming t 0 = 0 and t n+1 = t n + t,
All unknowns are defined at time step t n+1 , while the rest of the variables at time t n or t n−1 are known from the previous steps. From these results and equations (26a), (12c) and (21) evaluated at time t n+1 , ∂ü ∂u
where (N B I) j is the j th column of this diagonal matrix. Derivation of the residuals in equations (31) with respect to the dynamic unknownsü,Ȧ yields the non-zero terms of the dynamic matrices: The submatrix equations (39a) and (39c) are diagonal, but that does not mean that the global dynamic matrices including all M AB , C AB , A, B = 1, . . . , n np are also, unless a diagonalization technique is applied. This could be especially useful for the inertia matrix, since it allows us to apply a simple central difference integrator (see above) and to directly compute eigensolutions (see the next subsection). Once the dynamic nodal values have been computed, the spatial dynamic variables can be approximated over the domain with polynomial expansions, as in equations (26a): 
Implementation
The formulation developed in the previous sections has been implemented in the research FE computer program FEAP; Taylor [22, 23] . This is an open research code that offers many advantages for general, complicated algorithms such as the one developed in this paper.
From equations (36), (39) the profiles of the complete matrices are
The total tangent matrix is automatically assembled as:
mech , where c k , k = 1, 2, 3, are scalars that include the values of time steps, integration weights etc [23] .
The complete non-linear system can then be represented as The matrix in the previous equation is very poorly conditioned: the coefficients of K uu for terfenol-D [24] are 23 orders of magnitude larger than that of the negative K V V . A scaling of the electric equations (including a change of sign) can fix this problem, yielding a positive-definite and perfectly invertible matrix.
For each time step t n+1 in the dynamic solving, a standard Newton-Raphson series of iterations is performed over equations (42) . The values of the field variables (basic unknowns) are then corrected with du, dV, dA (and from these the basic dynamic unknowns from equations (37)) until convergence is reached; see section 4.3.
A purely elastodynamic problem can be set (for instance to compute natural frequencies) with the eigenvalue system (K uu − λ k M uu ) Ψ k = 0 (no summation over k) which again can be solved with standard FE techniques.
The present numerical formulation, although complete, is certainly rather complicated. But as mentioned before, many interesting effects driven by current or future device applications can be obtained with relatively little effort. For instance, it is well known that at high pre-compression and/or frequency, MSM with giant magnetostriction show strong nonlinear behavior between the fields B and H; that is, µ is no longer a constant coefficient matrix. Nevertheless, in the context of a non-linear solver it is a trivial matter for the algorithm to obtain at each Newton step the value of the partial derivative ∂H/∂B from a database, for instance an external ASCII file. In the same way (although not necessarily in a simple manner) the hysteresis of H-B can be addressed adapting existing metal plasticity algorithms, in which the history of the loading process determines the equilibrium point.
Once the material non-linearity and the hysteresis aspects are implemented, the frequency dependence of MSM can be studied without the need for including any further considerations.
Example: a single-element MMA
As its title indicates, the intention of the paper is to present a comprehensive mathematical and numerical formulation for magnetostrictive materials. Some validations consisting of the simulation of a series of decoupled simple problems have been presented by Pérez-Aparicio and Sosa [21] . But, as a means of partially validating the proposed formulation, we provide in this section a simple numerical example.
The first important step in the building of finite element MSM study is the introduction of the magnetic field. This being a 'displacement' formulation, the values that can be easily prescribed are the derivatives of order zero in equations (22) and (23) . Figure 4 shows how the magnetic potentials are prescribed in a rotational fashion at all corners of the element through components ±A 1 and ± A 2 . The elastic boundary conditions are imposed so that the bar is free to expand in all directions while avoiding rigid body motions and no electric field is induced that could perturb the resultant constant, axial (H 3 ) magnetic field. For models closer to real geometries, and in view of its presence in the residual of equation (31c), the electric current j can be introduced as a tangent vector in all nodes of a submesh that represents a coil with copper material properties; that is, this coil will be a hollow cylinder that circumscribes the axisymmetric terfenol bar.
Finally, for this single-element case, we show in figure 5 the resulting non-linear relationship between the axial magnetic field (A m −1 ) and the strain (m m −1 ). The material properties of the terfenol used in this case were taken from Claeyssen et al [18] . More complex examples to fully display the powerful features of the proposed formulation are the subject of a forthcoming article.
Conclusions
A fully coupled, three-dimensional finite element algorithm has been derived and implemented for magnetostrictive materials based on a continuum physics formulation. Two novel aspects of the formulation are:
(a) non-linear effects are introduced through the Maxwell stress tensor; and (b) dynamic effects are included through the equation of motion.
More importantly, and contrary to the case for other proposed models, the algorithm can easily account for eddy current effects and the associated heat generation. The numerical implementation is based on the use of a magnetic potential, leading to a displacement-type FE formulation where all nodal unknowns of elastic, electric and magnetic nature are zero derivatives. Simple backward Euler and central difference schemes are used for the time domain integration. Although the proposed formulation appears to be the most complete available today, other effects (such as frequency dependence) and fields (such as those of thermal nature) could be implemented through the addition of new algorithms or basic equations followed by new partial derivatives to include in the tangent matrices. Mass density ρ kg m 
Appendix. Variables and units
The names and symbols of the variables used in this paper are shown in table A.1, with units in the extended SI system.
