Asteroseismology is a powerful tool to precisely determine the evolutionary status and fundamental properties of stars. With the unprecedented precision and nearly continuous photometric data acquired by the NASA Kepler mission, parameters of more than 10 4 stars have been determined nearly consistently. However, most studies still use photometric effective temperatures (T eff ) and metallicities ([Fe/H]) as inputs, which are not sufficiently accurate as suggested by previous studies. We adopted the spectroscopic T eff and [Fe/H] values based on the LAMOST low-resolution spectra (R 1, 800), and combined them with the global oscillation parameters to derive the physical parameters of a large sample of stars. Clear trends were found between ∆ log g(LAMOST − seismic) and spectroscopic T eff as well as log g, which may result in an overestimation of up to 0.5 dex for the log g of giants in the LAMOST catalog. We established empirical calibration relations for the log g values of dwarfs and giants. These results can be used for determining the precise distances to these stars based on their spectroscopic parameters.
INTRODUCTION
Wide-field, multi-object spectroscopic surveys such as the Sloan Extension for Galactic Understanding and Exploration (SEGUE; Yanny et al. 2009 ), RAdial Velocity Experiment (RAVE; Steinmetz et al. 2006) , and Large sky Area Multi-Object fiber Spectroscopic Telescope (LAMOST; Cui et al. 2012) , have proved to be efficient for exploring the Milky Way galaxy. Determining the fundamental parameters and chemical characteristics of a large sample of stars is particularly important and essential for better understanding the formation and structure of galaxies. Stellar surface gravity, log g, is one of the most crucial parameters in stellar physics as it is closely related to the stellar luminosity and, hence, to the position of a star on the Hertzsprung-Russell Diagram (HRD). In addition, if the stellar mass is known, one can obtain the stellar radius and reddening-independent distance with precision superior to that of photometric calibrations (e.g. Breddels et al. 2010; Xue et al. 2014) . On the other hand, precise determination of magnesium and calcium abundances from Mg Ib and infrared Ca II triplets in low-resolution spectra rely heavily on the accurate determination of log g (e.g. Deeming 1960; Chmielewski 2000) .
In the high-resolution (R > 40, 000) spectroscopy, several approaches are often used for determining the log g values of cool stars. The first approach utilizes the ionization balance of neutral and singly ionized atoms of the same element, such as Fe I/II (e.g. Fuhrmann 1998; da Silva et al. 2006; Boesgaard et al. 2011) . A typical log g error in this approach is 0.1-0.2 dex, which is limited by the facts that (1) the number of unblended, weak, singly ionized iron lines in stellar spectra is too small; (2) the equilibria of Fe I and Fe II are strongly affected by T eff ; and (3) the non-local thermodynamic equilibrium (NLTE) effect affects the abundance of neutral iron lines by up to 0.1 dex (e.g. Mashonkina et al. 2011; Lind et al. 2012) . A different method for determining log g uses the basic relation log g = log M + 4 log T eff + 0.4M bol (e.g. Chen et al. 2000; Reddy et al. 2003; Wang et al. 2011) , where the accurate absolute bolometric magnitude M bol relies on the data of precise trigonometric parallaxes (e.g., acquired by the Hipparcos mission). A relative parallax uncertainty of 20% yields an error of 0.17 dex in log g. In the Hipparcos catalogue, ∼60% of the stars with distances above 100 pc are characterized by a relative parallax uncertainty above 20% (van Leeuwen 2007) .
Determination of stellar atmospheric parameters (T eff , log g, and [Fe/H]) from low-to mediumresolution spectra are mostly based on the spectral synthesis technique, with a library covering a wide range of T eff , log g, and [M/H] values (e.g. Zwitter et al. 2004; Prugniel & Soubiran 2001; Sánchez-Blázquez et al. 2006; Cenarro et al. 2007 ). The precision associated with log g is generally lower than that obtained in highresolution spectroscopy. For example, the error on log g determined from the SEGUE Stellar Parameter Pipeline (SSPP; Lee et al. 2008 ) is ∼0.23 dex, while it is 0.5 dex for RAVE (Zwitter et al. 2008) . The precision of log g for the ongoing LAMOST survey is ∼ 0.2 dex for both the LAMOST stellar parameter pipeline (LASP, Wu et al. 2014; Luo et al. 2015) and LSP-3 (Xiang et al. 2015; Ren et al. 2016) . Carlin et al. (2015) developed a Bayesian model to derive stellar distances from calibrated stellar spectra, and applied it to the LAMOST data. They found that the precision with which distances could be determined was limited to 40% owing to large uncertainties associated with log g. Reducing the log g uncertainty by 0.1 dex would increase the distance accuracy by ∼12% (e.g. Liu et al. 2015) .
Launched in 2009 March, the NASA Kepler space telescope (Borucki et al. 2010 ) uses a widefield, 95-cm-aperture telescope to search for transiting Earth-sized planets in a sample of ∼170,000 stars. The data collected during the first four years of the operation of this telescope not only revolutionized the extra-solar planet hunting campaign but also significantly contributed to other fields, such as asteroseismology. With the unprecedented photometric precision, researchers are, for the first time, able to precisely determine the M , R, log g, and ρ values for ∼ 10 4 stars by consistently using the asteroseismology method (e.g. Kallinger et al. 2010a; Hekker et al. 2011; Stello et al. 2013; Chaplin et al. 2014; Huber et al. 2014) . These stars reveal solar-like oscillations in their power spectra, and their spectral types range from early F to late K , including both giants and dwarfs. The uncertainty associated with asteroseismic log g is typically less than 0.02 dex, which is one order of magnitude lower than the spectroscopically determined one (Hekker et al. 2013) . Gai et al. (2011) showed that such asteroseismically determined log g values are almost independent of the stellar evolution model grid and contain nearly no systematic errors.
Derivation of stellar physical parameters (M , R, L) using asteroseismology scaling relations relies on T eff and [Fe/H] from "external" sources as inputs. The majority of asteroseismically interesting stars in the Kepler field (e.g. Chaplin et al. 2014) are analyzed by adopting photometric or Infra-Red Flux Method (IRFM) calibrated T eff , together with Kepler Input Catalog (KIC; Brown et al. 2011 ) metallicities, in which systematic errors or large scatter have already been found (e.g. Dong et al. 2014) . For these stars, T eff and [Fe/H] based on high-resolution spectroscopy remain a challenge because most of these stars are too faint for modest-sized telescopes. Recently, a significant amount of data on low-resolution (R ∼ 1, 800) spectra in the Kepler field have been released by the LAMOST survey (Luo et al. 2015) , and a set of consistent, spectroscopic T eff and [Fe/H] values has been reliably determined. Therefore, it is worthwhile to redetermine the physical parameters of these stars by replacing the photometric or KIC inputs by this new set of atmospheric parameters.
LAMOST SPECTROSCOPIC DATA

LAMOST Observations in the Kepler
Field LAMOST, also known as the "Guoshoujing Telescope," is a reflecting Schmidt telescope with an effective aperture of ∼4 m and a field of view (FOV) of 20 deg 2 . Four thousand fiber units in its focal plane and 16 multi-object spectrographs make it highly efficient for spectroscopic surveys. During the first three years of operation, from 2011 October, to 2014 June, LAMOST has collected over 4.1 million spectra with resolving power (R = λ/∆λ) of 1,800, and public access to these spectra has been granted in the second data release (DR2) 1 . We cross-matched the DR2 and DR3 Quarter 1 (DR3Q1) catalogs with the KIC, and found 87,834 spectra of 70,703 common objects within 36 exposures in the LAMOST-Kepler project (De Cat et al. 2015) . Atmospheric parameters for 48,486 stars out of these objects have been determined by LASP (Wu et al. 2014 (Wu et al. , 2011 . The median uncertainties of T eff , log g, and [Fe/H] were 128 K, 0.47 dex, and 0.15 dex for spectra with signal-to-noise ratios (SNRs) of ∼50 at 477 nm, and 101 K, 0.44 dex, and 0.12 dex for spectra with SNR of ∼100.
LAMOST vs. High-Resolution Spectroscopy
The asteroseismic scaling relations (see Section 3.1) require T eff as an input parameter. Thus, it is necessary to compare the LAMOST results with those of high-resolution spectroscopy (HRS). However, such a comparison for a large sample of stars is not always feasible, because most targets of the LAMOST observing plan are not sufficiently bright, and thus, are lacking of HR studies. Fortunately, the wealth of planet candidate hosts and other stars with noticeable values from the Kepler mission has generated significant interest in ground-based follow-up observations, and many of these are performed using HR spectrographs on 1 http://dr2.lamost.org/ large telescopes, such as the 10-m-aperture Keck I telescope and the Subaru telescope. As a result, accurate stellar parameters for hundreds of FGK stars in the Kepler field have been determined using various techniques, providing a good opportunity to test the LAMOST low-resolution spectra parameters. Bruntt et al. (2012 and Thygesen et al. (2012 observed 93 solar-like and 82 red giant stars using highresolution spectrographs. They determined the log g values for these stars from global oscillation parameters, while the other atmospheric parameters T eff , [Fe/H] , and ξ (micro-turbulent velocity) were determined using the spectroscopic method. Molenda-Żakowicz et al. (2013 ) also analyzed 169 Kepler targets using spectral synthesis based on high resolution spectra collected by different ground-based telescopes. Moreover, Buchhave et al. (2012 ) studied the HR spectra of 152 planet-host stars using Stellar Parameter Classification (SPC), which is also a realization of spectral synthesis with a grid of template spectra. To validate and characterize the planetary properties, Marcy et al. (2014 published stellar parameters of 22 Kepler Objects of Interests (KOIs) using the reconnaissance spectra obtained using the HIRES spectrometer (Vogt et al. 1994) . Hirano et al. (2012 ) also derived stellar parameters for 40 KOIs using the excitation/ionization equilibrium of Fe I and Fe II lines. We divided the above samples into two groups -depending on how the values of log g were derived -using either the asteroseismology method or purely by using spectroscopic techniques.
Using the LAMOST AFGK-type star parameters catalog, we found 26, 41, 49, 39, 13, and 21 common stars with Br2012, Th2012, MZ2013, Bu2012, M2014, and Hi2014, respectively. In Figure 1 , we compare the stellar parameters extracted from literature and the LAMOST catalog. The mean differences between the LAMOST and high-resolution spectroscopy parameters were ∆T eff = −1 ± 71 K, ∆ log g = 0.06 ± 0. -Differences between stellar parameters obtained from the LAMOST pipeline and those obtained using the HR spectroscopy, as functions of T eff , log g and [Fe/H], respectively. Red circles, red squares, and red crosses represent the LAMOST stars in common with M2014 (AST sub-sample), Th2012, and Br2012, respectively. All of the above adopted asteroseismic log g. Blue circles, blue squares, blue crosses and blue triangles are those in common with M2014 (SME sub-sample), Bu2012, MZ2013, and Hi2014, all of which were obtained using spectral synthesis or excitation/ionization equilibrium method.
for 116 stars in the spectroscopic group (blue points in Figure 1 ). For all the common stars, the mean differences were ∆T eff = 11 ± 90 K, ∆ log g = 0.01 ± 0.18 dex, and ∆[Fe/H] = −0.01±0.10 dex. The temperature values obtained by using the LAMOST catalog were in good agreement with those obtained from high-resolution spectra (with ∆T eff = −14 ± 86 K) for stars with T eff < 5, 500 K; however, the difference was slightly higher (31 ± 89 K) for hotter stars. Figure 1 also shows that ∆ log g (LAMOST − HRS) tend to increase with decreasing log g for log g 2.5, and with decreasing T eff for T eff < 5, 000 K, where the HR samples were mostly from giant stars studied by Th2012, for which log g values were derived using the asteroseismology method. Th2012 presented the stellar parameters based on pure spectroscopic methods as well. In Figure 2 we plot the differences between the LAMOST log g and the asteroseismic and spectroscopic log g in Th2012, as functions of T eff . It is obvious that, for both cases, the trends of ∆ log g are quite similar. Moreover, previous studies (e.g. Th2012, Takeda & Tajitsu 2015) have shown that log g obtained by the two methods are satisfactorily similar for giants. These facts suggest that LASP overestimated log g by up to 0.5 dex for cool giants. For metallicity, the scatter tends to increase with decreasing T eff and log g. Solar-like oscillations are excited by the nearsurface turbulent convection in a star, which is characterized by the global oscillation parameters ∆ν, corresponding to the average frequency separation between oscillation modes with consecutive radial orders n and the same spherical degree l, and ν max , the frequency at which the oscillation power is maximum. The parameter ∆ν is proportional to the square root of the mean stellar density (ρ) and is therefore given by (Ulrich 1986 ): (1) with respect to the Sun. The parameter ν max is assumed to be scaled with the acoustic cutoff frequency (Brown et al. 1991) , and Kjeldsen & Bedding (1995) used this assumption to relate ν max to the fundamental stellar parameters as follows.
By solving Equations 1 and 2, one can obtain the relations linking the stellar mass M , radius R, mean density ρ, and surface gravity log g with the global oscillation parameters ∆ν and ν max . It is noted that log g only depends on ν max for a given T eff . The values of ∆ν and ν max for different types of stars in the Kepler field have been used to estimate M , R, ρ and log g in various studies. For instance, Kallinger et al. (2010a) determined the parameters for > 1, 000 red giants based on the first 138 days of the Kepler photometric data. Hekker et al. (2011) used the data of the first 33 days to characterize more than 10,000 giants for which solar-like oscillations have been detected. This work was later refined by Stello et al. (2013) using the Kepler data with a longer time baseline of 681 days. The Kepler mission also detected solar-like oscillations for 500 out of 2,000 pre-selected main sequence and sub-giant stars during the first 10 months of its scientific operation . The fundamental parameters of these stars were published in Chaplin et al. (2014) and led to better characterization of planets and their host stars (Mathur et al. 2011; Johnson et al. 2014 ). Huber et al. (2014) presented the revised catalog of parameters for more than 190,000 stars for the Kepler Quarter 1-16 data.
Although stellar parameters can be directly derived Equations 1 and 2 as
, some sets of (M , R, T eff ) for a given metallicity are not permitted according to the stellar evolution theories. Grid-based methods containing a significantly large number of parameters (M , R, T eff , [Fe/H]) returned by stellar evolution programs have been widely used to find the best match to the observed parameters (see Chaplin et al. 2013 , and references therein). We adopted the Geneva stellar evolutionary tracks (Lejeune & Schaerer 2001) , which cover a wide range of mass and metallicity (Z) values. The values of high-temperature opacities were taken from the OPAL data (Iglesias & Rogers 1996) , and those of low-temperature opacities were taken from Kurucz (1991) or Alexander & Ferguson (1994) . For stars with M ≤ 1.5M , a core overshooting parameter of d/H P = 0.2 was adopted. Mass loss of Reimers (1975) and de Jager et al. (1988) were taken into account. In previous grid-based analyses (e.g. Basu et al. 2010; Kallinger et al. 2010a; Huber et al. 2014) , some widely used stellar models, such as the YREC ( . Therefore, the evolutionary stages following the helium flash were included for stars with M > 2M . As a substantial number of our samples met the above condition, we considered that our method naturally eliminates the systematic bias towards larger masses for giants in Huber et al. (2014) , where post-helium flash data were not included for calculations.
To ensure that at least 10 2 models are available for the final probability density function (PDF) of each star, we generated a dense grid by interpolating the evolutionary tracks in steps of 0.02 dex for [Fe/H], ranging from −2.0 to +1.5, and steps of 0.02 M for the initial mass (M 0 ), ranging from 0.8 to 5.0 M . For each track, the Geneva database contained at most 51 groups of data points with T eff , L, age, and M . Here, M is the stellar mass, varying with time due to the mass loss. We interpolated 500 points along the entire time span, and calculated R and log g using the basic physical relations, along with ∆ν and ν max that were calculated according to the scaling relations in Equations 1 and 2, for each interpolated point. We adopted the solar seismic parameters ∆ν = 135.1 ± 0.1 µHz and ν max, = 3, 090 ± 30 µHz that were based on the data collected by VIRGO aboard SOHO spacecraft during ∼11,000 days (Huber et al. 2011 ). Our complete grid had a total of ∼ 1.8 × 10 7 points, each containing nine parameters, T eff , Z, M , R, L, log g, age, ∆ν, and ν max .
Stellar fundamental parameters can be subsequently derived from the observed oscillation parameters (∆ν and ν max ) using the Bayesian approach, if T eff and [Fe/H] are known. The Bayes' theorem can be stated as
, where p(θ|d, M ) is the posterior probability distribution of parameters θ for a certain model M , based on the observational data d. The model M stands for an individual datum corresponding to an evolutionary status in our grid. The distribution p(θ|M ) is the prior probability distribution of θ, and the likelihood function p(d|θ, M ) is the probability of obtaining d, given the parameters θ for model M . The quantity 1/p(d|M ) is the normalization term. In our case, the observational data set is d = (T eff , [Fe/H], ∆ν, ν max ), and
. The likelihood functions of each parameter are calculated to match the observational ones by assuming independent Gaussian-distributed errors. Therefore, we have
. Some previous studies adopted uniform priors p(θ|M ) for all models in the grid (e.g. Kallinger et al. 2010a ). However, it should be noted that for a star with given (M 0 , Z), the probability of its physical quantities being (T eff , R, L, log g) when the star is being observed is inversely proportional to the star's evolutionary speed in its current stage. Otherwise, the resulting stellar parameters would be biased towards the rapid evolution phases (see the description of the GOE pipeline in Chaplin et al. 2014 ). In our approach, the differential age of a track with a given (M 0 , Z) can well represent the reciprocals of the evolutionary speeds; thus
(11) , where a i,j is the age of the i-th interpolated point in the j-th track, C denotes the normalization factor, and n = 500 is the number of interpolated points along each track. In the above equation, the time span of two adjacent points (a i+1,j − a i,j ) is normalized by the total time (a n,j − a 1,j ) of the j-th track; otherwise, the posterior probability distributions would be biased towards low-mass stars. Although larger-mass stars have shorter lifetimes than less massive stars, and hence, have lower probabilities of being observed as their higher luminosities make them visible over longer distances to a magnitude-limited survey, which, to some extent, cancels out the above age selection effect. Therefore, aim of Equation 11 only corrects the bias caused by different evolutionary speeds at different stages, rather than lifetimes, as a function of the stellar masses. In our study, uniform probabilities for stars with different (M 0 , Z) were assumed, because our observed data d were accurate, and the prior probabilities of (M 0 , Z) were not expected to vary significantly over such a relatively narrow parametric range.
All the sample stars in this work have been monitored by the Kepler space telescope with extremely high photometric precision during its scientific operation. Several research groups have devoted attention to extracting the values of ∆ν and ν max from the Kepler light curves using various techniques (e.g., Mosser & Appourchaux 2009; Huber et al. 2009; Kallinger et al. 2010b; Hekker et al. 2010) . We employed the parameters from different literature sources, as listed in Table 1 . For nonseismic parameters T eff and [Fe/H], we used the values returned by the LASP in the LAM-OST AFGK-type star parameters catalog.
Iterative Process
In our work, the derived log g obtained using the above approach could differ from spectroscopically obtained values by as much as 0.5 dex (see Section 4.3), which could in turn yield a significant bias in T eff and [Fe/H]. Therefore, we determined our spectroscopic parameters (T eff , [Fe/H] and log g) iteratively. First, asteroseismic log g values (hereafter, log g iter0 ) were obtained by using the above-mentioned grid method, with T eff and [Fe/H] listed in the LAMOST catalog (hereafter, T eff,LASP , and [Fe/H] LASP ), and oscillation parameters ∆ν and ν max . Then, the LAMOST spectra for all the sample stars were reanalyzed by LASP with fixed log g iter0 , to acquire new T eff,iter1 and [Fe/H] iter1 values, which were then used for calculating asteroseismic log g iter1 . We found that, in our sample, a change of +0.1 dex in log g resulted in ∆T eff ∼ +27 K and ∆[Fe/H] ∼ +0.02 dex for giants, and in ∆T eff ∼ +36 K and ∆[Fe/H] ∼ +0.01 dex for dwarfs. The differences between log g iter1 and log g iter0 were within ±0.03 dex for 99% of our giants, and ±0.01 dex for all of our dwarfs, except for only one star. These small changes in log g after the first iteration had negligible effects on T eff and [Fe/H] compared with the observational uncertainties because, according to Equation 6, asteroseismic log g only depends weakly on T eff . Consequently, our results regarding atmospheric parameters converged after one iteration. 
Stellar Parameters
We applied the grid-based method, described in Section 3.1, to derive the PDFs of M , R, log g, L, and age, for 3,060 stars with SNR > 30 spectra in the LAMOST-DR2 and DR3 Quarter 1 catalog. For each PDF, we report its mean as the result, and use standard deviation as a measure of uncertainty. Figure 3 shows examples of PDFs of M , R, log g, age and L for one typical main-sequence star and two evolved stars. For comparison, we plot the time-weighted and non-weighted PDFs by using red and black solid curves, respectively. These results show that by taking into account the evolution speed effect as discussed in Section 3.1, the values of M , R, and L shift towards higher values whereas the resulting age becomes smaller. This is expected because the weights of the phases are reduced after evolving off the main sequence.
Stellar properties of planet candidate hosts are of particular interest because they are directly related to the planetary radii and masses in transit and Doppler detections. Serious uncertainties in metallicities, surface gravities, and radii, mostly based on broad-band photometry, have been found in the KIC (e.g. Verner et al. 2011; Dong et al. 2014) , while high-resolution spectra are expensive for most of the Kepler planet hosts with K p < 13 (e.g. Marcy et al. 2014) . Alternatively, asteroseismology with spectroscopic inputs has been used for characterizing these planetary systems (e.g. Huber et al. 2013; Chaplin et al. 2013 ). There were 60 KOIs in our catalog, including 15 confirmed planet-host stars, 23 "false positives," and 22 host candidates awaiting validation. In Table 2 we list the results for the confirmed and candidate hosts. The entire sample is available via an online catalog, and the first five rows are shown in Table 3 to illustrate the format. Figure 4 compares the stellar parameters of the KOIs obtained in our work with those obtained in the previous studies that employed high-resolution spectroscopy. There are five stars in common with M2014, and all of them show good agreements in terms of T eff , log g, [Fe/H], M , and R. Our derived age values were systematically higher than those in M2014, which is likely owing to the different theoretical evolution tracks used in these two studies (Y 2 in M14, and Geneva model in our study et al. 2015) . Moreover, the field of gyrochronology, which has been developing with the help of the Kepler data, has made remarkable progress in refining the empirical relation between the stellar age and rotational period (e.g. García et al. 2014; Angus et al. 2015) .
Comparison with Huber et al. 2014
Huber et al. (2014, hereafter, H2014) presented the stellar parameters for a large sample of Kepler stars observed in Quarter 1-16. Their catalog is composed of several sub-categories designated by C.1-C.14 (see their Table 1), depending on the sources of input parameters (T eff , log g, and [Fe/H]). In this sub-section we focus on common stars within the H2014 sub-categories C.1, C.4, and C.5. All of these three data sets adopted asteroseismic log g, while T eff and [Fe/H] were obtained using various techniques (spectroscopy, photometry, and KIC). The category C.1 contains most of the "gold-standard" samples of H2014, for which high-resolution spectroscopy was used for the best possible characterization. On the other hand, stars in C.4 and C.5 had no spectroscopic temperatures or metallicities. In such cases, the authors of H2014 used a revised temperature scale by Pinsonneault et al. (2012) , and their [Fe/H] values were either fixed to −0.2 or obtained from KIC.
Figures 5 -7 show the differences between the values of M , R, and L (panels a-c), as well as the atmospheric parameters T eff , log g, and [Fe/H] Figure 5 shows the comparison of 76 common stars including dwarfs and giants, for which both H2014 and this work used spectroscopic T eff and [Fe/H] as inputs for asteroseismic log g and other physical parameters. Our results are in a good agreement with the previous work, with mean differences of only 0.00 ± 0.02, −0.02 ± 0.06, and −0.04 ± 0.14, for log g, log R, and log L, respectively. All outlying points in panel (a) correspond to giants with log g < 3.5, for which evolution tracks are highly degenerated in the HR diagram. We noted that our results on stellar masses for these giants are systematically lower than those from H2014. This can be explained by the bias towards higher mass in the previous studies, as discussed in Section 3.1. Figure 6 compares the physical and spectroscopic parameters for 199 dwarfs and sub-giants in common with sub-category C.4 in H2014. Although for all of the stars in this sub-category the values of [Fe/H] were fixed at −0.2, a good agreement between the two studies was found in terms of the values of R, L, and log g. On average, our T eff values were 91 ± 120 K lower than the previously reported values. The mean difference between the stellar mass values was 0.01 ± 0.10 M , as shown in panel (a). Figure 7 shows the same comparison, but for sub-category C.5 in H2014. In contrast to Figure 6 , the stars in C.5 are giants, with log g < 3.5. Our T eff values were 226 ± 130 K lower than those reported in H2014, which subsequently significantly affected the stellar physical parameters. In terms of log g, our results were in good agreement with H2014, with the mean difference of only 0.00±0.08 dex. The mean differences were −0.03± 0.23 dex for [Fe/H], −0.07±0.10 for log R/R , and −0.23 ± 0.23 for log L/L . Moreover, the derived stellar masses were generally lower than those in H2014, and the comparison of stellar masses in panel (a) reveals a chaotic distribution. We note that most of the masses in H2014 are in the 0.8-3.7 M range; however, the range was 0.9-3.0 M in the present study, with only a few exceptions corresponding to M > 3.1 M . These deviations can be interpreted by the facts that (1) our spectroscopic T eff values obtained from low-resolution spectra were systematically lower than those reported in H2014, which were photometric T eff from Sloan Digital Sky Survey griz filters (Pinsonneault et al. 2012) ; and (2) our approach correct the bias caused by different evolution speeds. Therefore, the overall distribution shifted rightward towards the tracks of less massive evolved stars on the Kiel diagram. Despite this, as M ∝ T 3/2 eff whereas log g ∝ 0.5 log T eff according to Equations 3 and 6, and log g ∝ log M/R 2 is explicitly related to ν max in Equation 2, independent of metallicity. It is not surprising that a good agreement was found between the values of log g in the two studies.
Figures 5-7 show that although asteroseismology yields satisfactory log g insensitive to T eff , the determination of stellar masses, and especially for giants, remains a challenge without reliable T eff and [Fe/H]. Because the masses and radii of extrasolar planets are usually measured in terms of ratios relative to their host stars, the influence of inaccurate stellar T eff and [Fe/H] is inevitable. For giant stars, we estimate that an error of +100 K in T eff results in a mass error of about +0.20 M and a radius error of about +0.61 R when using the asteroseismic grid-based method. In addition, an error of +0.1 dex in [Fe/H] results in a mass error of +0.23 M and a radius error of about +0.74 R . This in turn emphasizes the importance of spectroscopic analysis of planet-hosting giant stars, for characterizing the planetary properties. However, this effect is not significant for dwarfs.
Calibration of the LAMOST log g Values
By comparing the LAMOST log g values with asteroseismic log g values adopted in this work, we found that their difference exhibited a clear trend in the T eff -log g plane, implying a possibility to establish calibration relations for log g values of LAMOST samples. To obtain reliable relation- ships, we excluded all spectra with SNR < 50, and adopted the atmospheric parameters based on the spectra with highest SNR, if there were multiple observations for the same star in the LAM-OST DR2 and DR3 Quarter 1 catalog. This left us 2,289 samples, including 2,094 giants and 195 dwarfs.
In Figure 8 we show the differences between log g (LAMOST) and log g (Adopted) as a function of T eff , with color coded by LAMOST log g, for 2,094 giants with T eff < 5,400 K and log g < 3.5. We used a first order 2D polynomial function f (x, y) = p 0 + p 1 x + p 2 y + p 3 xy to model ∆ log g, where x is T eff and y is log g. The coefficients p 0 ∼ p 3 were determined by least squares fitting. After the coefficients were determined, the residuals of the fitting for all the data points were calculated. In the next step, the points with residuals falling outside ±3 σ were removed, and the least squares fitting was performed again. The procedure converged after two iterations, when all residuals were within ±3 σ. There are 2,044 stars left out of 2,094 giants. This means that ∼2% of the giants in Figure 8 are outliers that were not included in the fitting procedure. The final relation was log g (Adopted) = log g (LAMOST)
− 5.716 + 1.283 × T 3 + 1.188 × log g (LAMOST) − 0.2882 × T 3 × log g (LAMOST) (12) , where T 3 = T eff /10 3 K is the normalized temperature from the LAMOST. The range of temperatures in which this relation is applicable is 3,800 K ≤ T eff ≤ 4,500 K for stars with +1.3 ≤ log g ≤ 2.2, or 3,800 K ≤ T eff ≤ 5,200 K for stars with +2.2 ≤ log g ≤ 3.5. In Figure 10 , we show the residuals of fitting, namely ∆ log g (Adopted) for giants against T eff (LAMOST) within a range of 0.3 dex in each panel, with log g in the 1.7-3.5 range. The RMS values of log g in each panel were comparable, varying from 0.07 to 0.12 dex. We also calculated the RMS for these stars with T eff in steps of 200 K, and obtained a 0.07-0.10 dex variation range. The overall RMS for all giants, excluding the outliers, was 0.082 dex. Figure 9 shows the same relation for dwarfs with T eff > 5,400 K and log g > 3.5. It is seen that ∆ log g(LAMOST − Adopted) has a weak dependence on T eff , but no dependence on log g. Therefore, we only performed a linear least squares fit, which yielded log g (Adopted) = log g (LAMOST)
+ 0.525 − 0.0902 × T 3 (13)
, where T 3 and log g (LAMOST) are the same as those in Equation 12. The applicable range is 5,400 K ≤ T eff ≤ 7,000 K, and +3.5 ≤ log g ≤ +4.5. The RMS value was only 0.075 dex, and the residuals are plotted in Figure 10 (Right).
In Figure 11 we show the dependence of the relation on the stellar metallicity ( 
Summary
In this section, we propose empirical calibration relations for LAMOST log g in Equations 12 and 13 for giants and dwarfs, respectively. Generally speaking, the absolute values of log g corrections are much larger for giants than dwarfs, which reflects the difficulty associated with obtaining precise log g for evolved stars using lowresolution spectra. For the coolest giants in our sample, with temperatures around 4,000 K, the magnitude of corrections reached 0.5 dex. Because no systematic bias between asteroseismic log g and spectroscopic log g values has been found previously, the deviations of the LAMOST log g values from the asteroseismic ones are likely attributed to the adopted pipeline. Because such major modifications of log g would inevitably affect the determination of both T eff and [Fe/H], we provided the T eff and [Fe/H] corrections in Equations 14 -17. Although the relations were derived for the Kepler targets, they are applicable to any LAMOST stars with spectroscopic parameters in the ranges given in Sections 4.3 and 4.4. The corrections of log g, T eff and [Fe/H] should always be applied together.
Due to their high luminosity, giant stars are visible from longer distances than dwarfs and play important roles in probing the Galactic structure, kinetics, and chemical evolution. Because g ∼ M R −2 , an overestimation of 0.5 dex of log g for a K4 giant with T eff of 4,000 K implies that the radius is underestimated by 0.5 ln(10)∆ log g , or 58% by assuming a fixed M . This in turn causes ∼115% underestimation of stellar luminosity as L ∼ R 2 T 4 eff . Here T eff is fixed because, according to Figure 12 , it nearly does not change with log g. Furthermore, considering that L = 4πD
2 F , where D denotes the distance and F is the observed flux density, the luminosity distance is also underestimated by ∼58% if the interstellar extinction is ignored. For a typical K1 giant with T eff of 4,600 K and log g of 2.8, LAMOST overestimates its actual log g by ∼0.22 dex; consequently, the values of R, L, and D will be underestimated by 25%, 50%, and 25%, respectively. However, given that T eff is also reduced by ∼56 K (according to Equation 12), the impact of increasing R on L will be offset by ∼5%. Therefore, the resulting luminosity and distance need to be increased by 45% and 22%, respectively. Another example is a red-clump giant with T eff = 4, 900 K and log g = 2.6, for which the correction of log g is close to zero. Thus, previous works based on LAMOST red-clump giants (e.g. Wan et al. 2015) are nearly not affected by the systematic deviations of log g.
CONCLUSIONS
In this paper, we consistently derived stellar parameters for a large sample of stars with the oscillation data from the Kepler mission, along with the T eff and [Fe/H] values from the LAM-OST low-resolution (R ∼ 1, 800) spectra. Spanning a wide range of metallicity values (−2.3 < [Fe/H] < +0.5), the entire sample contained 2,831 giants and 229 dwarfs, of which 15 have been confirmed to harbor extra-solar planets and 22 were potential planet-host candidates. The stellar properties were calculated using an improved grid-based method, by considering the evolution speed effect and the post-RGB phases. The fact that T eff and [Fe/H] values were derived from the spectra with SNR > 30 and log g values were derived from the Kepler oscillation parameters ensure the accuracy of our results, compensating for the shortage of low-resolution spectroscopy. By comparing the asteroseismology and spectroscopic results, we found that LAMOST yielded systematically higher log g for giants, and the overestimation exhibited clear trends with T eff and log g. We established calibration relations for the log g of LAMOSTfor both giants and dwarfs. The post- calibration uncertainty in log g was 0.08 dex for both giants and dwarfs, corresponding to distance errors of only 8%. The empirical relations were established for a range of stars, from mildly metalpoor ([Fe/H] ∼ −1.0) to those with super-solar metallicity ([Fe/H] ∼ +0.4). This range covers most of the giants and FGK dwarfs that have been observed by LAMOST. We suggest that log g of stars in this metallicity range should be corrected by using our derived relations. Meanwhile, our results regarding stellar physical parameters show that photometric T eff and [Fe/H] are not sufficiently accurate for obtaining reliable masses and radii for giants, even when augmented by global asteroseismic quantities. Therefore, spectroscopic studies are critical for characterization of these parameters.
