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Frequency distributions of estimated between-group variance components 
derived from simulated data of a 1-way classification are compared with 
approximations to the exact density function of the estimators. Plots for a 
limited number of n-patterns are shown and discussed. 
Details of the methods used are given in BU-233-M. Computing procedures 
are shown here. 
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The six accompanying figures pertain to the distribution of between-group 
variance component estimates in a 1-way classification random model. Curves 
are shown in pairs: one is the frequency distribution of simulated values of 
each estimate, and the other is an approximation to the density function of 
that estimate, derived from Wang's (1966) distribution. 
Description 
The figures are for a limited number of n-patterns and values of the 
between-groups component a2, with cr2 taken as unity at all times. Most cases 
a e 
are of just 5 groups (c = 5) and 25 observations (N = 25). One is for 45 
observations in 5 groups and Figure VI is for 60 observations in 20 groups. 
Plots for more extensive n-patterns are in preparation. 
All plots have been generated as computer output. For each there has 
been 2000 simulations of o2 , based on taking o2 as a simulated ~N2 -variable, 
a e - -c 
and taking each xi as r 1cra + r 2/fni where r 1 and r 2 are pseudo-random vari-
ables distributed as N(O,l), simulated by a table look-up procedure from the 
medians of 500 equi-probable areas on each side of the mean of the standardized 
normal distribution (Searle, 1966). The approximation to the density function 
of o2 has been derived by assuming that o2 is a variable of the form 
a a 
ax~- ~2x~-c where ~2 is known (Searle, 1966). In each case estimates of a 
~~ 
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and q have been obtained by equating the first and second moments of cr2 and 
a 
ax2 - X2xN2 , and with these values for a and q points q -c on the density function 
of ax 2 - ~ x2 have been computed using Wang, (1966). q 2 N-c 
Headings on the graphs show: the n-pattern used (the values of the n.'s); 
l. 
the value of a2 used in the simulation, denoted by A; the variance 
a 




of 02 obtained from the simulations. To facilitate computer generation ab-
a 
scissae are measured on the vertical rather than the horizontal axis. Fifty-
one intervals of finite width (O.l)SE are used, with center points at a2 - 2SE 
a 
through to cr2 
a 
from -ro to a2 
a 
Tail intervals are + 3SE, where SE is the standard error of cr2 • 
a 
The left-hand column on each - 2.05SE and from a2 + 3-05 to +~. 
a 
graph shows the values of the center points of the intervals, and in most cases 
there is a right-hand column showing the cumulative frequency of the simulated 
values. Simulated frequencies are plotted with the symbol X and approximate 
density functions with *, the latter being used whenever the two·coincide. 
Discussion 
The attached figures are to be considered as preliminary results only. 
Discussion of them is therefore brief. Figures I - V pertain to situations of 
only 5 groups, for which an n-pattern such as (5,5,5,5,5) denotes 5 obser-
vations in each group. 
~· This is the balanced case, (5,5,5,5,5), with a: = %, a relatively 
small value. The two curves appear to be quite similar and not unlike a x2 
curve. 
Figure II. This is the same balanced case, (5,5,5,5,5), as in I but with a 
~
considerably larger value for a2 namely a2 = 20. The curves are quite simi-
a' a 
lar to those for a2 = ~ shown in Figure I except for being a little steeper 
a 




Six graphs are shown for a moderately unbalanced situation, 
(1,1,7,8,8), over a range of values for ~' namely %,1,2,5,10 and 20. The 
curves are still somewhat like a x2 , with increasing steepness on the left 
for the larger values of a2 (e.g. section 6 where a2 = 20, compared to section 
a a 
2 where a2 = 1). There also appears to be a tendency for the curves of the 
a 
simulated values to be slightly 'squeezed' compared to those of the approxi-
mate theoretical densities (sections 4 and 5, for example). By this we mean 
that the curves are somewhat as follows. 
simulated 




The four graphs here are for a very unbalanced case, (l,l,l,ll,ll), 
with a2 = ~ l 5 and 20. The increasing steepness as a2 increases is very 
a ' ' a 
noticeable, the curves for a2 = 5 and 20 being almost exponential in type, 
a 
corresponding to the approximate degrees of freedom, q, being close to unity, 
1.91 and 1.83 respectively. 
~· Four cases representing increasing unbalancedness, all with a: = 1: 
(5,5,5,5,5), the balanced case; (1,1,3,10,10), moderate unbalancedness; 
(l,l,l,l,2l) 1 very unbalanced, these three all having 5 groups and 25 obser-
vations; and in section 4, (l,l,l,21,2l), representing both severe unbalanced-
ness and the addition of 20 observations compared to (1,1,1,1,21) shown in 3· 
The trend for these cases seems clear: as unbalancedness increases there is 
increasing steepness on the left, with (1,1,1,21,21) being like an exponential, 
again corresponding to q < 2, in this case q = 1.41. 
Figure VI. This shows the unbalanced case of (1,1,1, ... for 19 groups, 41), 
~
for 60 observations in 20 groups, with four values of a2 = %, 1, 5 and 20. 
a 
Two points of interest can be noticed: (i) the simulated curves are 'squeezed' 
- 4 -
considerably compared to the theoretical approximations, to the point of the 
latter appearing to be quite a poor fit; (ii) the values of a2 are the same as 
a 
those used with (l,l,l,ll,ll) in Figure IV, where for a2 = 20 the curves are 
a 
exponential in type: but they are not in Figure VI. 
Conclusion 
No definitive conclusions seem feasible from these preliminary results. 
Hopefully, extensions will yield more concrete evidence of the effect of 
unbalancedness on the distribution of the between-groups variance component 
estimate in a between and within groups analysis of variance. 
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Appendix: Computing techniques 
Simulations. The simulation of a x2 variable for 02 is discussed in Searle 
e 
(1967); and the table look-up procedure on medians of 500 equi-probable areas 
on each side of the mean of the standardized normal distribution is detailed 
in Searle (1966). 
Wang's density function 
Wang (1966) considers the variable 
- - - (l) 
where a and ~ are constants and x~n and ~m are two independent x2 -variables 
with 2n and 2m degrees of freedom, respectively, nand m being integers. The 
density function is defined in two parts, for Z negative and for Z positive. 
With the constant 
m-1 n-1 
a (3 
2n+m r(n) r(m)(a + ~)n+m-l 
the part of the function for negative Z is 
z (X) 
f_(z) = K e2~ r --tt n-1[ (l l) ]m-1 J e t t - z - + - dt 2 0 a ~ 
and the part for positive z is 
-z (X) 
f+(z) = K e2a J e-~tm-l[t 2 0 + z(! + !)Jn-ldt a ~ 
- - - (2) 
- - - (3) 
- - - (4) 
Hhen m is integer, (3) can be expressed as a finite sum after binomial 
expansion of the term in z, and so can (4) when n is integer. 
In applying (2) and (3) to the approximation 
~ = ax~ - :A.2x~-c , - - - (5) 
where :A-2 is known [equation (5) of Searle (1967)] we have, analagous to (1), 
n = ~q and m = i(N-c). Now ~(N-c) is half the difference between the n~~ber 
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of observations and number of groups and this can always, with little loss of 
generality, be made an even integer in planning simulation studies. This 
enables (3) t9 be simplified by binomial expansion, as just indicated. HoweveJ; 
in using (5), a and q are given values derived from equating the first and 
second moments of both sides thereof, and so n = ~q is seldom an even integer. 
Hence (4) must be evaluated other than by binomial expansion. Details are 
shown below. 
First the part for negative Z: from Wang (1966) the expansion of (3) is 
= (_ a _)m-1(_ (3 ,n-1 1 
f (z) \a + f3.) \a + f3.J 2 (0: + 
This is a finite sum because 
z m-1 . . 
2(3 \' ('::._ z)J ~ + B)J 
(3) e '- \2(3 \.- a 
j=O 
m ~(N - c) is an integer 
although 
n = ~q is not an integer. 
Now write 
(m + n - 2 - j) ~ 
m-1 n-1 
K = (a~ fi) (a ~ (3) 2(a ~ B) = 2m+n-lr(n)r(m)K2 
and [ -z(a + §)lj (m + n - 2 - j)~ 2a(3 J j qm - 1 - j) qn - 1) ~ ' 
even though n is not integer u. has a finite number of terms because, with 
J 
n being integer 
(m + n - 2 - j)~ __ (m + n - 2 - j) (m + n - 3 - j) ... (n + l)n . (n - 1) ~ 
Thus 
z m-1 
f _( z ) = Ke 2(3 I uj 
j=O 
- 7 -
For computing purposes recurrence relationships among the u. can be used: 
J 
and 
(m n - 2) ~ 
uo = (m- l)~(n- l)~ = (m + n- 2)(m + n- 3) ... (n + 1~n (m - l) ~ 
= c-z (a + 6 ) J ( m - j ) j 
uj 2~ j(m + n - l - j) uj-1 for ~ l . 
In passing, note from (3) that for z = 0 
_ Kr(m + n - l) 
- r(n)r(m) 
:.:: Ku • 0 
Therefore on writing 
= f(O) _ Ku _ K(m + n- 2)~m + n- 3) ... (n + l)n 
vo - 0- (m- 1 (m- 2) .... 2. 1. 




== e . v .. 
'- J 
j=O 
The other part of the density function is for positive Z: here we use 
(4), but cannot invoke binomial expansion because n is not integer and t takes 
all values from 0 to oo, Instead we write 
, c l l) r=~ a+~ - - - (6) 
and use the transformation 




2a ~ -rtan2 e( 2 )m-1 2 
= K2e J e 2rtan 9 (2rtan e 
0 
TT 
~ [- 2 2a -rtan e m+n-1 m-1 n-1 
= K2e e (2r) (tan2 9) (sec2 9) 2tan9sec2 9d9 
0 
Now on substitution from (2) and (6) 
< )r+n-l 2K ( 2 )m+n-1 = 2K [2z a + s 2 r 2 2a~ 
m-1 n-1 






( L )m+n-1 2a . ( ) 2 . 2m-l 22 e I expc-z a + ~ tan eJ ~ s~n a ) de ani3~(n)r(m) 0 2a~ ~os2m+2n-le 
In this form was f+(z) computed, using quadrature for the infinite integral, 
the simple trapezoidal method with 200 intervals between 0 and n/2. 
In all cases the values of f(z) computed by either of these means were 
multiplied by L/50, L being the length of the range in which the distribution 
is represented on the graph, name 5SE, where SE is the standard error of a2 • 
a 
Thus the multiplier is (O.l)SE. 
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ANALYSIS Of VARIANCE ! 
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