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Abstract
We consider the compressible Navier–Stokes–Fourier–Poisson system describing the
motion of a viscous heat conducting rotating fluid confined to a straight layer Ωǫ =
ω × (0, ǫ), where ω is a 2-D domain. The aim of this paper is to show that the weak
solutions in the 3D domain converge to the strong solution of the 2-D Navier–Stokes–
Fourier–Poisson system on ω as ǫ→ 0 on the time interval, where the strong solution
exists. We consider two different regimes in dependence on the asymptotic behaviour
of the Froude number.
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1 Introduction
Our motivation for this work is a rigorous derivation of the equations describing astrophysical
objects called “accretion disk” which are thin structures observed in various places in the
universe, as e.g. Saturn’s rings, protoplanetary disks, or disks found in close binary stars in
which one star captures matter lost by its companion through a stellar wind [18] [20] [22].
In fact accretion disks are among the most important objects in astronomy as they
accompany the stellar formation and they are the main sites for planetary formation. Namely
physicists realized already in the sixties that in a binary system (composed of two massive
1
objects) mass transfer from a neutron star to its companion takes the form of an accretion
disk.
In this context, the hydrodynamical disk structure [2], [24] comes from a subtle competi-
tion between rotation, gravitational attraction and viscosity, and self-gravitation seems also
to play an important role in the disk evolution [21].
Even though, strictly speaking, these disks are indeed three-dimensional, their size in
the “third” dimension is usually very small and therefore they are often modelled as two-
dimensional. Our aim is to study mathematically rigorously the limit when the thickness
tends to zero, hence the object is in the limit described as two-dimensional.
We start from the compressible Navier–Stokes–Fourier–Poisson system describing the
motion of a viscous heat conducting rotating fluid confined to a straight layer Ωǫ = ω×(0, ǫ),
where ω is a 2-D domain.
The motion of the fluid is described by standard fluid mechanics equations giving the
evolution of the mass density σ = σ(t, z), the velocity field ~W = ~W (t, z), and the tempera-
ture ς = ς(t, z) as functions of the time t and the spatial coordinate z ∈ Ωǫ ⊂ R3. We also
assume that the flow is influenced by the gravitational force due to the fluid itself.
More precisely, the system of equations to be studied in (0, T )× Ωǫ reads as follows:
∂tσ + divz(σ ~W ) = 0, (1.1)
∂t(σ ~W ) + divz(σ ~W ⊗ ~W ) + σ(~χ × ~W ) +∇zp = divzS+ σ∇zΦ+ σ∇z |~χ× ~z|2, (1.2)
∂t
(
σ
(
1
2
| ~W |2 + e
))
+ divz
(
σ
(
1
2
| ~W |2 + e
)
~W + p ~W + ~q − S ~W
)
= σ∇zΦ · ~W + σ∇z |~χ× ~z|2 · ~W, (1.3)
where the body forces are represented by the gravitational force σ∇zΦ, and the centrifugal
force σ∇z|~χ × ~z|2. We namely suppose that the system is globally rotating at uniform
velocity χ around the vertical direction ~e3 and we denote ~χ = χ~e3. Therefore (see e.g. [2])
the Coriolis acceleration σ~χ×~u and the centrifugal force term σ∇z |~χ×~z|2, must be included
into the momentum equation.
The potential Φ obeys Poisson’s equation,
−∆Φ = 4πG(ασ + (1− α)g) in (0, T )× Ωǫ, (1.4)
where G is the Newton constant and α is a positive parameter (see below). The first
contribution in the right-hand side corresponds to self-gravitation while in the second one g
is a given function, modelling the external gravitational effect of a central massive object (or,
possibly, also of all other objects which are important to consider) attracting the system.
Physically this may correspond to the gravitational attraction by a black hole (in the classical
limit) or by a central star in the case of circumstellar disks [24].
Here and hereafter, we assume that the function σ is extended by zero outside of Ωǫ.
Supposing further that g is such that the integral below converges, we have
Φ(t, z) = G
∫
R
3
K(z − y)(ασ(t, y) + (1− α)g(y)) dy,
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where K(z) = −1|z| , and the parameter α may take the values 0 or 1: for α = 1 the self-
gravitation is present and for α = 0 the gravitation only acts as an external field (astro-
physicists often consider self-gravitation of accretion disks as small compared to the external
attraction described by g, see e.g. [22]). We will explain the choice of the gravitational po-
tential later. Since we also work with ∇zΦ, we have further to assume that∫
R
3
|∇K(z − y)|(ασ(t, y) + (1− α)g(y)|) dy <∞.
We consider the no slip boundary condition holds on the boundary ∂ω × (0, ǫ) (on the
lateral part of the domain)
~W |∂ω×(0,ǫ) = ~0, (1.5)
and the slip boundary condition on the other parts of the boundary ω ×{0, ǫ} (the top and
bottom part of the layer)
~W · ~n|ω×{0,ǫ} = 0, [S~n]× ~n|ω×{0,ǫ} = ~0. (1.6)
Note that we have on ω×{0, ǫ} ~n = ±~e3, hence the first condition in (1.6) can be rewritten
as
W3 = 0 on ω × {0, ǫ}. (1.7)
Let us emphasize that we imposed a slip condition on the boundary ω × {0, ǫ} in order
to avoid difficulties in passing to the “infinitely thin” disk limit.
We suppose finally that the no heat flux condition holds on ∂Ω
~q · ~n|∂Ωǫ = 0. (1.8)
Equations are completed with the initial conditions
σ(0, z) = σ˜0,ǫ(z), ~W (0, z) = ~˜W 0,ǫ, ς(0, z) = ς˜0,ǫ(z) for z ∈ Ωǫ. (1.9)
The thermodynamic pressure p and the specific internal energy e are given functions of
the density σ and the temperature ς . They are interrelated through Maxwell’s relation
∂e(σ, ς)
∂σ
=
1
σ2
(
p(σ, ς) − ς ∂p(σ, ς)
∂ς
)
. (1.10)
Furthermore, S is the viscous part of the stress tensor determined by
S = S(ς,∇z ~W ) = µ
(
∇z ~W + (∇z ~W )T − 2
3
divz ~W
)
+ η divz ~W I, (1.11)
where the shear viscosity coefficient µ = µ(ς) > 0 and the bulk viscosity coefficient η =
η(ς) ≥ 0 are effective functions of the temperature, and the upper index T denotes the
transposed matrix.
Similarly, the heat flux ~q is given by Fourier’s law
~q = ~q(ς,∇zς) = −κ(ς)∇zς, (1.12)
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with the heat conductivity coefficient κ(ς) > 0.
Using standard tools and methods from the mathematical compressible fluid dynamics
(see [9]) it is possible to establish the existence of a weak solution to our system (1.1–1.12)
under physically reasonable assumptions on the form of the pressure p(σ, ς) and the functions
µ(ς), η(ς) and κ(ς). Our aim is to verify that under reasonable assumptions on the data of
the problem, for ǫ→ 0+, the solution tends to the strong solution of the corresponding two-
dimensional system (presented below). The essential tool in this paper will be the relative
entropy inequality as developed by E. Feireisl, A. Novotny´ and co-workers in [8], [10] and
[11] (for utilisation of relative entropy inequalities in other contexts we refer to works of C.
Dafermos [3], P. Germain [13], A. Mellet and A. Vasseur [17] and L. Saint-Raymond [23]).
The aim of this paper is to extend recent results of E. Feireisl, A. Novotny´ and co-workers
(see [1], [15]) to the rotating Navier–Stokes–Fourier system in presence of the gravitational
forces.
The paper is organized as follows. In Section 2, we collect our main assumptions on
the form of the pressure p(σ, ς), the viscosity coefficients and the heat conductivity and
introduce the concept of weak solution to our original problem. We also introduce the two-
dimensional target system and present the main result of the paper which claims that the
weak solution to the original system converge for ǫ→ 0+ to the strong solution of the target
system (on the life span of this solution). Section 3 contains the derivation of the relative
entropy inequality and Section 4 the proof of the convergence result.
2 Hypotheses and the target system
2.1 Thermodynamic concept
As mentioned above, we use the temperature and the density as the main thermodynamic
quantities and assume that the thermodynamic potentials are given functions of them. Hy-
potheses imposed on constitutive relations and transport coefficients are motivated by the
general existence theory for the Navier–Stokes–Fourier system developed in [9, Chapter 3].
As we cannot handle the monoatomic gas model when the self-gravitation is included, we
use the generalization of the model as considered e.g. in [19]; see also [14].
We consider the pressure and the internal energy in the form
p(σ, ς) = p1(σ, ς) +
a
3
ς4, (2.1)
e(σ, ς) = e1(σ, ς) + a
ς4
σ
, (2.2)
where
p1(σ, ς) = (γ − 1)σe(σ, ς) (2.3)
with γ > 1. Note that γ = 53 corresponds exactly to the model of the monoatomic gas,
as considered in [9]. Recalling the Maxwell relation (1.10), it follows under some regularity
assumptions on the functions p1 and e1 that
p1(σ, ς) = ς
γ
γ−1P
(
σ
ς
1
γ−1
)
, (2.4)
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where P : [0,∞)→ [0,∞) is a given function with the following properties:
P ∈ C1([0,∞)) ∩ C2((0,∞)), P (0) = 0, P ′(Z) > 0 for all Z ≥ 0, (2.5)
0 <
γP (Z)− P ′(Z)Z
Z
≤ c <∞ for all Z > 0, (2.6)
lim
Z→∞
P (Z)
Zγ
= p∞ > 0. (2.7)
The component a3 ς
4 represents the effect of “equilibrium” radiation pressure (see [5] for
the motivations).
Using the Maxwell relation (1.10), the corresponding non-radiative part of the internal
energy e is
e1(σ, ς) =
1
γ − 1
ς
γ
γ−1
σ
P
(
σ
ς
1
γ−1
)
. (2.8)
Note also that the Maxwell relation is equivalent with the Gibbs relation
1
ϑ
(
De(σ, ς) + p(σ, ς)D
( 1
σ
))
= Ds(σ, ς) (2.9)
which defines a new quantity, the specific entropy. Due to the form of the pressure and the
internal energy the specific entropy is given by
s(σ, ς) = s1(σ, ς) +
4a
3
ς3
σ
, (2.10)
with
s1(σ, ς) =M
(
σ
ς
1
γ−1
)
, M ′(Z) = − 1
γ − 1
γP (Z)− P ′(Z)Z
Z2
< 0, lim
Z→+∞
M(Z) = 0.
(2.11)
Note that it is possible to show that
s1(σ, ς) ≤ C(1 + | lnσ|) (2.12)
in the set σ ∈ (0,∞), ς ∈ (0, 1), and
s1(σ, ς) ≤ C(1 + | lnσ|+ ln ς) (2.13)
in the set σ ∈ (0,∞) and ς ∈ (1,∞).
The transport coefficients µ, η, and κ are continuously differentiable functions of the
absolute temperature such that
0 < c1(1 + ς) ≤ µ(ς), µ′(ς) < c2, 0 ≤ η(ς) ≤ c3(1 + ς), (2.14)
0 < c4(1 + ς
3) ≤ κ(ς) ≤ c5(1 + ς3) (2.15)
for any ς > 0. For the sake of simplicity, we consider the particular case
µ(ς) = µ0 + µ1ς, µ0, µ1 > 0, η ≡ 0, (2.16)
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and
κ(ς) = κ0 + κ2ς
2 + κ3ς
3, κi > 0, i = 0, 2, 3. (2.17)
As a matter of fact, the total energy balance (1.3) is not suitable for the weak formulation
since, at least according to the recent state-of-art, the term S ~W is not controlled on the
(hypothetical) vacuum zones of vanishing density. Following [9], we replace (1.3) by the
internal energy balance (it is possible at least formally, for smooth solutions, by subtracting
the balance of the kinetic energy, i.e. the momentum equation tested by ~W )
∂t(σe) + divz(σe ~W ) + divz~q = S(ς,∇z ~W ) : ∇z ~W − pdivz ~W. (2.18)
Furthermore, dividing (2.18) by ς and using Gibbs’ relation (2.9), we may rewrite (2.18) as
the entropy equation
∂t(̺s) + divz(σs ~W ) + divz
(
~q
ς
)
=
1
ς
(
S(ς,∇z ~W ) : ∇z ~W − ~q · ∇zς
ς
)
. (2.19)
2.2 Formal scaling analysis
We introduce the change of variables
(zh, z3) ∈ Ωǫ 7→ (xh, x3) ∈ Ω1 = Ω, where xh = (x1, x2), zh = (z1, z2). (2.20)
Note that for z ∈ Ωǫ we have x ∈ Ω1 =: Ω. For z and x interrelated by (2.20) we introduce
new unknowns defined as follows: the density ̺(t, x) = σ(t, z), the velocity ~u(t, x) = ~W (t, z)
and the thermodynamic temperature ϑ(t, x) = ς(t, z). Similarly we set φ(t, x) = Φ(t, z).
In order to identify the appropriate limit regime, we perform a general scaling, denoting
by Lref , ℓref , Tref , Uref , ρref , pref , µref , the reference hydrodynamical quantities (hor-
izontal and vertical lengths, time, velocity, density, pressure, viscosity) and by χref the
reference rotation velocity.
We denote by Sr :=
Lref
TrefUref
, Ma :=
Uref√
ρref pref
, Re :=
UrefρrefLref
µref
, F r :=
Uref√
GρrefLref
,
Ro :=
Uref
χrefLref
, P e :=
UrefprefLref
ϑrefκref
, the Strouhal, Mach, Reynolds, Froude, Rossby and
Pe´clet numbers. We set
ǫ :=
ℓref
Lref
.
We also denote
∇ǫ = (∇h, 1
ǫ
∂x3), ∇h = (∂x1 , ∂x2),
divǫ~u = divh~uh +
1
ǫ
∂x3u3, ~uh = (u1, u2), divh~uh = ∂x1u1 + ∂x2u2,
∆ǫ = ∂
2
x1x1
+ ∂2x2x2 +
1
ǫ2
∂2x3x3 .
Note also that
∇ǫφ(t, x) = ǫG
∫
Ω
α̺(t, ξ)
(x1 − ξ1, x2 − ξ2, ǫ(x3 − ξ3))(|xh − ξh|2 + ǫ2|x3 − ξ3|2) 32 dξ
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+G
∫
R
3
(1 − α)g(y) (x1 − y1, x2 − y2, ǫx3 − y3)(|xh − yh|2 + (ǫx3 − y3)2) 32 dy =: ǫα ~E1 + (1− α) ~E2 =: ~E, (2.21)
and
∇ǫ|~χ× ~x|2 = (∇h|~χ× ~x|2, 0) = χ√
x21 + x
2
2
(x1, x2, 0). (2.22)
Performing the scaling the continuity equation reads now
Sr ∂t̺+ divǫ(̺~u) = 0, (2.23)
the momentum equation
Sr ∂t(̺~u) + divǫ(̺~u⊗ ~u) + 1
Ma2
∇ǫp(̺, ϑ) + 1
Ro
̺(~χ× ~u)
=
1
Re
divǫS(∇ǫ~u) + 1
Fr2
̺ ~E +
1
Ro
̺∇ǫ|~χ× ~x|2, (2.24)
and the entropy balance
Sr∂t(̺s) + divǫ (̺s~u) +
1
Pe
divǫ
(
~q(ϑ,∇ǫϑ)
ϑ
)
= Σ, (2.25)
with
Σ =
1
ϑ
(
Ma2
Re
S(ϑ,∇ǫ~u) : ∇ǫ~u− 1
Pe
~q(ϑ,∇ǫϑ) · ∇ǫϑ
ϑ
)
.
We take Fr = ǫβ and set all other numbers equal to 1. We consider in fact only two
(the most interesting limit) cases: β = 12 and β = 0. If β =
1
2 , we take α = 1, i.e. we
assume only the self-gravitation and neglect the gravity due to the other objects, and if
β = 0, we take α = 0, i.e. we neglect the self-gravitation effects of the fluid and consider
only the gravitational force due to the other objects. Indeed, if β = 0, we could also include
into the primitive system the self-gravitation of the fluid, however, in the limit ǫ→ 0+ the
corresponding part of the gravitational potential would disappear. We comment on this case
below Theorem 2.1.
We obtain the new (rescaled) system of equations
∂t̺+ divǫ(̺~u) = 0, (2.26)
∂t(̺~u)+divǫ(̺~u⊗~u)+∇ǫp(̺, ϑ)+̺(~χ×~u) = divǫS(ϑ,∇ǫ~u)+ǫ−2β̺ ~E+̺∇ǫ|~χ×~x|2, (2.27)
∂t(̺s) + divǫ(̺s~u) + divǫ
(
~q(ϑ,∇ǫϑ)
ϑ
)
=
1
ϑ
(
S(ϑ,∇ǫ~u) : ∇ǫ~u− ~q(ϑ,∇ǫϑ) · ∇ǫϑ
ϑ
)
, (2.28)
with initial conditions
̺(0, x) = ̺0,ǫ(x), ~u(0, x) = ~u0,ǫ, ϑ(0, x) = ϑ0,ǫ(x), x ∈ Ω, (2.29)
where
̺0,ǫ(x) = σ˜0,ǫ(z), ~u0,ǫ(x) = ~˜W 0,ǫ(z), ϑ0,ǫ(x) = ς˜0,ǫ(z),
and where ~E is given by (2.21).
The rescaled problem (2.26–2.29) is completed with the boundary conditions
~u|∂ω×(0,1) = ~0, (2.30)
~u · ~n|ω×{0,1} = 0, [S(ϑ,∇ǫ~u)~n]× ~n|ω×{0,1} = 0, (2.31)
and
∇ǫϑ · ~n|ω×(0,1) = 0. (2.32)
Recall that due to the shape of Ω we have
u3 = 0 on ω × {0, 1}. (2.33)
2.3 Weak formulation
To present the weak formulation of our problem, we consider the functional space
W 1,20,n(Ω;R
3) = {~u ∈ W 1,2(Ω;R3); ~u · ~n|ω×{0,1} = 0, ~u|∂ω×(0,1) = ~0}.
In the weak formulation of the Navier–Stokes–Fourier system the equation of continuity
(2.26) is replaced by its (weak) renormalized version (cf. [4]) represented by the family of
integral identities∫ T
0
∫
Ω
((
̺+ b(̺)
)
∂tϕ+
(
̺+ b(̺)
)
~u · ∇ǫϕ+
(
b(̺)− b′(̺)̺)divǫ~uϕ) dx dt (2.34)
= −
∫
Ω
(
̺0,ǫ + b(̺0,ǫ)
)
ϕ(0, ·) dx
satisfied for any ϕ ∈ C∞c ([0, T )×Ω), and any b ∈ C∞([0,∞)), b′ ∈ C∞c ([0,∞)), where (2.34)
includes as well the initial condition ̺(0, ·) = ̺0.
Similarly, the momentum equation (2.27) is replaced by
∫ T
0
∫
Ω
(
̺~u · ∂t~ϕ+ (̺~u⊗ ~u) : ∇ǫ~ϕ− ̺(~χ× ~u) · ~ϕ+ p(̺, ϑ)divǫ~ϕ
)
dx dt
−
∫ τ
0
∫
Ω
(
S(ϑ,∇ǫ~u) : ∇ǫ~ϕ− ǫ−2β̺ ~E · ~ϕ− ̺∇ǫ|~χ× ~x|2 · ~ϕ
)
dx dt (2.35)
= −
∫
Ω
̺0,ǫ~u0,ǫ · ~ϕ(0, ·) dx
for any ~ϕ ∈ C∞c ([0, T ) × Ω;R3) such that ~ϕ|[0,T ]×∂ω×(0,1) = ~0 and ϕ3|[0,T ]×ω×{0,1} = 0,
where (2.35) includes the initial condition ̺~u(0, ·) = ̺0,ǫ~u0,ǫ.
The entropy equation must be replaced by the entropy inequality. Its weak formulation
is the following∫ T
0
∫
Ω
(
̺s(̺, ϑ)∂tϕ+ ̺s(̺, ϑ)~u · ∇ǫϕ+ ~q(ϑ,∇ǫϑ)
ϑ
· ∇ǫϕ
)
dx dt (2.36)
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≤ −
∫
Ω
̺0,ǫs(̺0,ǫ, ϑ0,ǫ)ϕ(0, ·) dx−
∫ T
0
∫
Ω
1
ϑ
(
S(ϑ,∇ǫ~u) : ∇ǫ~u− ~q(ϑ,∇ǫϑ) · ∇ǫϑ
ϑ
)
ϕ dx dt,
for any ϕ ∈ C∞c ([0, T )×Ω), ϕ ≥ 0. Since we replace the entropy equation by the inequality,
the system must be supplemented with the total energy balance∫
Ω
(
1
2
̺|~u|2 + ̺e(̺, ϑ)
)
(τ, ·) dx (2.37)
=
∫
Ω
(
1
2̺0,ǫ
|(̺0,ǫ~u0,ǫ|2 + ̺0,ǫe(̺0,ǫ, ϑ0,ǫ)
)
dx+
∫ τ
0
∫
Ω
[
ǫ−2β̺ ~E · ~u+ ̺∇ǫ|~χ× ~x|2 · ~u
]
dx dt.
Finally, the gravitational force is given by (2.21).
Definition 2.1 We say that (̺, ~u, ϑ) is a weak solution of problem (2.26–2.29) if
̺ ≥ 0, ϑ > 0 for a.a. (t, x) ∈ (0, T )× Ω,
̺ ∈ Cweak([0, T ];Lγ(Ω)), ̺~u ∈ Cweak([0, T ];L
2γ
γ+1 (Ω;R3)),
~u ∈ L2(0, T ;W 1,20,n(Ω;R3)),
ϑ ∈ L∞(0, T ;L4(Ω)) ∩ L2(0, T ;W 1,2(Ω)),
and if ̺, ~u, ϑ satisfy the integral identities (2.34), (2.35), (2.36), together with the total
energy balance (2.37), and integral representation of the gravitational force (2.21).
We denote for fixed ǫ > 0 by the lower index ǫ the solution to our problem on Ω (i.e.,
after rescaling). Recall that if α = 0, we neglect the self-gravitation.
Proposition 2.1 Suppose the thermodynamic functions p, e, s satisfy hypotheses (2.1–
2.11), the transport coefficients µ, λ, κ comply with (2.16–2.17) and the stress tensor is
given by (1.11). Let γ > 32 if α = 0 or γ >
12
7 if α = 1. Let g be such that g ∈ Lp(R3) for
p = 1 if γ > 6 and p = 6γ7γ−6 for
3
2 < γ ≤ 6.
Suppose the initial data satisfy∫
Ω
(
1
2
̺ǫ|~uǫ|2 + ̺ǫe(̺ǫ, ϑǫ)
)
(0, ·) dx (2.38)
≡
∫
Ω
(
1
2̺0,ǫ
|̺0,ǫ~u0,ǫ|2 + ̺0,ǫe(̺0,ǫ, ϑ0,ǫ)
)
dx ≤ E0,∫
Ω
̺ǫs(̺ǫ, ϑǫ)(0, ·) dx ≡
∫
Ω
̺0,ǫs(̺0,ǫ, ϑ0,ǫ) dx ≥ S0.
Then problem (2.26–2.29) with boundary conditions (2.30–2.32) admits at least one weak
solution in the sense of Definition 2.1.
Proof. The existence of weak solutions to the above problem can be deduced from the
works of Feireisl et al. [6], [7],[10] and [12]. In fact, we fix ǫ > 0, construct a weak solution
in Ωǫ and then rescale the solution. Note that due to the form of the total energy inequality
(2.36) we need stronger assumptions on γ and g than in [6]. However, this form will be
important in Section 4. Note that in real situations we may assume that g is compactly
supported, which removes the fact that the assumptions on the integrability of g are in a
certain sense more restrictive for large γ. ✷
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2.4 Target system
The aim of our paper is to investigate the limit process ǫ → 0+ in the system of equations
(2.26–2.28) under the assumptions that initial data (̺0,ǫ, ~u0,ǫ, ϑ0,ǫ)(x) converge in a certain
sense to (r0, ~U0,Θ0)(x), where ~U0 = (~V0, 0) and all quantities are independent of x3.
We therefore expect that the sequence (̺ǫ, ~uǫ, ϑǫ)(t, x) of weak solutions to (2.26–2.28)
converge to (r, ~U,Θ), ~U = [~V , 0] has zero third component and all quantities are independent
of x3.
Then the triple (r(t, xh), ~V (t, xh),Θ(t, xh)) solves the 2D compressible heat conducting
rotating fluid in the domain (0, T )× ω. However, the target system depends on the gravi-
tational potential, i.e. on the choice of β (and α).
∂tr + divh(r~V ) = 0, (2.39)
r∂t~V + r~V ·∇h~V +∇hp(r,Θ)+ r(~χ× ~U) = divhSh(Θ,∇h~V )+ r∇hφh+ r∇h|~χ×~x|2, (2.40)
r∂ts+ r~V · ∇hs+ divh
(
~qh(Θ,∇hΘ)
Θ
)
=
1
Θ
(
Sh(Θ,∇h~V ) : ∇h~V − ~qh(Θ,∇hΘ) · ∇hΘ
Θ
)
.
(2.41)
Above,
φh(t, xh) = G
∫
ω
r(t, yh)
|xh − yh| dyh (2.42)
if α = 1 and β = 12 , and
φh(t, xh) = G
∫
R
3
g(y)√
|xh − yh|2 + y23
dy (2.43)
if α = 0 (and β = 0). Moreover, ~qh(Θ,∇hΘ) = −κ(Θ)∇hΘ. Further, we have ~V |∂ω×(0,T ) =
~0, ~qh · ~n|∂ω×(0,T ) = 0, and
Sh(Θ,∇h~V ) = µ
(
∇h~V + (∇h~V )T − divh~V
)
+
(
η +
µ
3
)
divh~V Ih, (2.44)
where Ih is the unit tensor in R
2×2.
Note that since we consider only smooth solutions to (2.39–2.44), the entropy balance is
in fact expressed as equality and it is equivalent with either the internal or the total energy
balance (in the sense of (1.3)).
Our aim now is to prove that solutions of (2.26–2.28) converge in a certain sense to the
unique strong solution of (2.39–2.44) as explained below.
¿From classical results of Matsumura and Nishida [16] we know that the target system
admits a unique global strong solution provided the initial data are close to a stationary
solution.
Another possible result is the existence of local in time smooth solution, i.e. a smooth
solution on possibly short time interval (0, T∗), see e.g. [25] for such a type of result. More
precisely
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Proposition 2.2 Let E be a given positive constant. Suppose that the functions p ∈
C2((0,∞)2), µ, η, κ ∈ C1(0,∞) and that
r0 ∈ W 2,2(ω), inf
ω
r0 > 0, ~V0 ∈ W 3,2(ω;R2) ∩W 1,20 (ω;R2),Θ0 ∈ W 3,2(ω), inf
ω
Θ0 > 0. (2.45)
Assume that the compatibility condition
1
r0
(
∇hp(r0,Θ0)+r0(~χ× ~V0)−divhSh(Θ0,∇h~V0)−r0∇hφh−r0∇h|(~χ×~x)|2
)
|∂ω = ~0, (2.46)
holds. Then:
1. (Local solution) There exists a positive constant T∗ such that (r, ~V ,Θ) is the unique
classical solution to problem (2.39–2.44) with the boundary conditions
~V |∂ω = ~0, (2.47)
∂Θ
∂~n
|∂ω = 0. (2.48)
and the initial conditions (r0, ~V0,Θ0) in (0, T )× Ω for any T < T∗ such that
r ∈ C([0, T ];W 3,2(ω)) ∩ C1([0, T ];W 2,2(ω)), (2.49)
~V ∈ C([0, T ];W 3,2(ω,R2)) ∩C1([0, T ];W 1,2(ω,R2)), (2.50)
Θ ∈ C([0, T ];W 3,2(ω)) ∩ C1([0, T ];W 1,2(ω)). (2.51)
2. (Global solution) Let r0, ~V0,Θ0, χ be such that for a sufficiently small ε > 0
‖r0 − r, ~V0,Θ0 −Θ‖3,2 + |χ| ≤ ε, (2.52)
where (r,~0,Θ) is a stationary solution to (2.39–2.44) with the boundary condition
∂Θ0
∂~n
|∂ω = 0. (2.53)
Then for any T∗ < +∞ there exists a global unique strong solution to problem (2.39–
2.44) with the boundary conditions (2.47–2.48) and the initial conditions (r0, ~V0,Θ0) in the
class (2.49–2.51).
Proof. It follows from [16, Theorem 1.1] and [25] with slight modifications due to the
rotation and the self-gravitation. Moreover, in the former case, we also use that the potential
part of the external force does not need to be small. ✷
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2.5 Main result
We introduce the relative entropy functional
I
(
̺ε, ~uε, ϑε|r, ~U,Θ
)
=
∫
Ω
(
1
2
̺ε|~uε − ~U |2 + E (̺ε, ϑε|r,Θ)
)
(τ, ·) dx, (2.54)
where for
H
ϑ˜
(̺, ϑ) = ̺e(̺, ϑ)− ϑ˜̺s(̺, ϑ)
we define
E(̺, ϑ|˜̺, ϑ˜) := H
ϑ˜
(̺, ϑ)− ∂̺Hϑ˜(˜̺, ϑ˜)(̺− ˜̺)−Hϑ˜(˜̺, ϑ˜).
Our main result reads
Theorem 2.1 Suppose the thermodynamic functions p, e, s satisfy hypotheses (2.1 - 2.11),
the transport coefficients µ, λ, κ comply with (2.16–2.17) and the stress tensor is given by
(1.11).
Suppose that (if α = 0)∫
R
3
g(y)y3
(
√
(xh − yh)2 + y23)3
dy = 0 ∀xh ∈ ω. (2.55)
Let r0, ~V0,Θ0 satisfy assumptions of Proposition 2.2 and let T∗ > 0 be the time interval of
existence of the strong solution to problem (2.39-2.44) corresponding to r0, ~V0,Θ0 determined
in Proposition 2.2. Let either β = 0, α = 0, γ > 32 and g ∈ Lp(R3) with p = 1 for γ > 6
and p = 6γ7γ−6 for γ ∈ (32 , 6], or β = 12 , α = 1 and γ ≥ 125 .
Let (̺ǫ, ~uǫ, ϑǫ) be a sequence of weak solutions to the 3-D compressible Navier–Stokes–
Fourier(–Poisson) system (2.34–2.37) with (2.21), emanating from the initial data (̺0,ǫ,
~u0,ǫ, ϑ0,ǫ).
Suppose that
I(̺0,ǫ, ~u0,ǫ, ϑ0,ǫ, |r0, ~U0,Θ0)→ 0, (2.56)
where ~U0 = (~V0, 0). Then
ess supt∈[0,Tmax] I(̺ǫ, ~uǫ, ϑǫ|, r,~U,Θ)→ 0, (2.57)
~uǫ → ~U = (~V , 0) strongly in L2(0, T ;W 1,2(Ω;R3)), (2.58)
ϑǫ → Θ strongly in L2(0, T ;W 1,2(Ω)), (2.59)
logϑǫ → logΘ strongly in L2(0, T ;W 1,2(Ω)), (2.60)
where the triple (r, ~V ,Θ) satisfies the 2-D compressible Navier–Stokes–Fourier(–Poisson)
system (2.39–2.43) with the boundary conditions (2.30) and (2.32) on the time interval
[0, T ] for any 0 < T < T∗.
Remark 2.1 Indeed, we may also include for β = 0 in the primitive system the part corre-
sponding to the self-gravitation of the fluid. However, passing with ǫ→ 0+, this term tends
to zero, therefore we do not consider it here, as it would lead to an additional restriction for
γ.
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Remark 2.2 Condition (2.55) is the necessary condition for the validity of the 2-D system,
as it means that the gravitational force in the x3-direction in ω is zero. Indeed, we may
replace this condition by adding another force term to the right-hand side of (2.40) which
would compensate this gravitational force. The proof is the same as in our case.
Remark 2.3 ¿From (2.57) it follows, in addition to Theorem 2.1
̺ǫ → r in Cweak([0, T ];Lγ(Ω)), ̺ǫ → r a.a. in (0, T )× Ω. (2.61)
Remark 2.4 Let us mention that we assume more stronger assumptions in Theorem 2.1 in
the case α = 1, β = 12 than in Proposition 2.1 since we need estimates independent of ǫ see
(4.7).
Corollary 2.1 Suppose that the thermodynamic functions p, e, s satisfy hypotheses (2.1–
2.11), that the transport coefficients µ, λ, κ comply with (2.16–2.17) and the stress tensor
is given by (1.11).
Assume that (̺ǫ,0, ~uǫ,0, ϑǫ,0), ̺ǫ,0 ≥ 0, ϑǫ,0 ≥ 0 satisfy∫ 1
0
̺0,ǫ(x) dx3 → r0 weakly in L1(ω), (2.62)
∫ 1
0
̺0,ǫ(x)~u0,ǫ dx3 → ~V0 weakly in L1(ω;R2), (2.63)
∫ 1
0
ϑ0,ǫ(x) dx3 → Θ0 weakly in L1(ω), (2.64)
where r0, ~w0,Θ0 belong to the regularity class (2.45), and∫
Ω
(
1
2
̺0,ǫ|~u0,ε|2 + ̺0,εe(̺0,ε, ϑ0,ǫ)
)
dx
→
∫
ω
(
1
2
r0|~V0|2 + r0e(r0,Θ0)
)
dxh. (2.65)
Let (̺ǫ, ~uǫ, ϑǫ) be a sequence of weak solutions to the 3-D compressible Navier–Stokes–Fourier
system (2.26–2.29) emanating from the initial data (̺0,ǫ, ~u0,ǫ, ϑ0,ǫ).
Then (2.57–2.60) hold.
3 Relative entropy inequality
We introduce the relative entropy inequality which is satisfied by any weak solution of the
Navier–Stokes–Fourier–Poisson system. We follow here the ideas from the paper [10].
Let us consider a triple {r, ~U,Θ}, smooth functions such that r and Θ are bounded below
away from zero in [0, T ]× Ω, ~U
∣∣∣
∂ω×(0,1)
= ~0, and U3
∣∣∣
ω×{0,1}
= 0.
We call ballistic free energy the thermodynamic potential given by
H
ϑ˜
(r,Θ) = re(r,Θ)− ϑ˜rs(r,Θ),
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where (r,Θ, ϑ˜) are sufficiently regular function so that the definition as well as the compu-
tations below are meaningful. We denote (̺ǫ, ~uǫ, ϑǫ) the weak solution to (2.34–2.37) with
(2.21) for a fixed ǫ > 0. The relative entropy is then defined by
E(̺, ϑ|˜̺, ϑ˜) := H
ϑ˜
(̺, ϑ)− ∂̺Hϑ˜(˜̺, ϑ˜)(̺− ˜̺)−Hϑ˜(˜̺, ϑ˜).
Using as a test function in (2.34) with b ≡ 0 the function ϕ = 12 |~U |2 and using that ~U
is sufficiently smooth, we arrive after standard manipulations at∫
Ω
1
2
(̺ε|~U |2)(τ, ·) dx−
∫
Ω
1
2
̺0,ε|~U(0, ·)|2 dx
=
∫ τ
0
∫
Ω
̺ε
(
~U · ∂t~U + ~uε · ∇ǫ~U · ~U
)
dx dt. (3.1)
Next, using as test function in (2.35) φ = ~U , we get similarly as above∫
Ω
̺ε~uε(τ, ·) · ~U(τ, ·) dx−
∫
Ω
̺0,ε~u0,ε · ~U(0, ·) dx
=
∫ τ
0
∫
Ω
(
̺ε~uε · ∂t~U + (̺ε~uε ⊗ ~uε) : ∇ǫ~U + p(̺ε, ϑǫ) divǫ~U − S(ϑε,∇ǫ~uǫ) : ∇ǫ~U
)
dx dt
−
∫ τ
0
∫
Ω
(
̺ε(~χ× ~uε) · ~U − ǫ−2β̺ε ~E · ~U − ̺ε∇ǫ|~χ× ~x|2 · ~U
)
dx dt.
(3.2)
Combining (3.1), (3.2) and (2.37), we get∫
Ω
(
1
2
̺ε|~uε − ~U |2 + ̺εe(̺ε, ϑǫ)
)
(τ, ·) dx
=
∫
Ω
(
1
2
̺0,ε|~u0,ε − ~U(0, ·)|2 + ̺0,εe(̺0,ε, ϑ0,ǫ)
)
dx
+
∫ τ
0
∫
Ω
(
ǫ−2β̺ε ~E · (~uε − ~U)− ̺ε(~χ× ~uε) · (~uε − ~U) + ̺ε∇ǫ|~χ× ~x|2 · (~uε − ~U)
)
dx dt
+
∫ τ
0
∫
Ω
((
̺ε∂t~U + ̺ε~uε · ∇ǫ~U
)
·
(
~U − ~uε
)
− p(̺ǫ, ϑε) divǫ~U + S(ϑε,∇ǫ~uǫ) : ∇ǫ~U
)
dx dt.
(3.3)
Using finally as test function in (2.36) ϕ = Θ, we get∫
Ω
̺0,ǫs(̺0,ε, ϑ0,ǫ)Θ(0, ·) dx−
∫
Ω
̺ǫs(̺ε, ϑǫ)Θ(τ, ·) dx
+
∫ τ
0
∫
Ω
Θ
ϑε
(
S(ϑε,∇ǫ~uǫ) : ∇ǫ~uε − ~q(ϑǫ,∇ǫϑε) · ∇ǫϑε
ϑε
)
dx dt
≤ −
∫ τ
0
∫
Ω
(
̺εs(̺ε, ϑǫ)∂tΘ+ ̺εs(̺ε, ϑǫ)~uε · ∇ǫΘ
)
dx dt
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−
∫ τ
0
∫
Ω
~q(ϑǫ,∇ǫϑε)
ϑε
· ∇ǫΘ dx dt. (3.4)
¿From (3.3) and (3.4) we get∫
Ω
(
1
2
̺ε|~uε − ~U |2 + ̺εe(̺ε, ϑǫ)− ̺ǫs(̺ε, ϑǫ)Θ
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
Θ
ϑε
(
S(ϑε,∇ǫ~uǫ) : ∇ǫ~uε − ~q(ϑǫ,∇ǫϑε) · ∇ǫϑε
ϑε
)
dx dt
≤
∫
Ω
(
1
2
̺0,ε|~u0,ε − ~U(0, ·)|2 + ̺0,εe(̺0,ε, ϑ0,ǫ)− ̺0,ǫs(̺0,ε, ϑ0,ǫ)Θ(0, ·)
)
dx
+
∫ τ
0
∫
Ω
((
̺ε∂t ~U + ̺ε~uε · ∇ǫ~U
)
·
(
~U − ~uε
)
− p(̺ε, ϑǫ) divǫ~U + S(̺ε,∇ǫ~u) : ∇ǫ~U
)
dx dt
−
∫ τ
0
∫
Ω
(
̺εs(̺ε, ϑǫ)∂tΘ+ ̺εs(̺ε, ϑǫ)~uε · ∇ǫΘ+ ~qε
ϑε
· ∇ǫΘ
)
dx dt (3.5)
+
∫ τ
0
∫
Ω
(
ǫ−2β̺ε ~E · (~uε − ~U)− ̺ε(~χ× ~uε) · (~uε − ~U) + ̺ε∇ǫ|~χ× ~x|2 · (~uε − ~U)
)
dx dt.
Using as test function in (2.34) with b ≡ 0 the function φ = ∂rHΘ(r,Θ), we get∫
Ω
̺ε∂rHΘ(r,Θ)(τ, ·) dx−
∫
Ω
̺0,ε∂rHΘ(0,·) (r(0, ·),Θ(0, ·)) dx
=
∫ τ
0
∫
Ω
(
̺ε∂t
(
∂rHΘ(r,Θ)
)
+ ̺ε~uε · ∇ǫ
(
∂rHΘ(r,Θ)
))
dx dt. (3.6)
Formulas (3.5) and (3.6) yield∫
Ω
(
1
2
̺ε|~uε − ~U |2 +HΘ(̺ε, ϑε)−HΘ(r,Θ)− ∂rHΘ(r,Θ)(̺ε − r))
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
Θ
ϑε
(
S(ϑǫ,∇ǫ~uε) : ∇ǫ~uε − ~qε · ∇xϑε
ϑε
)
dx dt
≤
∫
Ω
1
2
̺0,ε|~u0,ε − ~U(0, ·)|2 dx
+
∫
Ω
(
HΘ(0,·)(̺0,ε, ϑ0,ε)−HΘ(0,·)(r(0, ·),Θ(0, ·))
−∂rHΘ(0,·)(r(0, ·),Θ(0, ·))(̺0,ε − r(0, ·))
)
dx
+
∫ τ
0
∫
Ω
((
̺ε∂t ~U + ̺ε~uε · ∇ǫ~U
)
·
(
~U − ~uε
)
− p(ϑε, ̺ǫ) divǫ~U + S(ϑε,∇ǫ~uǫ) : ∇ǫ~U
)
dx dt
−
∫ τ
0
∫
Ω
(
̺εs(̺ε, ϑǫ)∂tΘ+ ̺εs(̺ε, ϑ)~uε · ∇ǫΘ+ ~q(ϑǫ,∇ǫϑε)
ϑε
· ∇ǫΘ
)
dx dt
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−
∫ τ
0
∫
Ω
(
̺ε∂t
(
∂rHΘ(r,Θ)
)
+ ̺ε~uε · ∇ǫ
(
∂rHΘ(r,Θ)
))
dx dt
+
∫ τ
0
∫
Ω
(
ǫ−2β̺ε ~E · (~uε − ~U)− ̺ε(~χ× ~uε) · (~uε − ~U) + ̺ε∇ǫ|~χ× ~x|2 · (~uε − ~U)
)
dx dt
+
∫ τ
0
∫
Ω
∂t
(
r∂rHΘ(r,Θ)−HΘ(r,Θ)
)
dx dt. (3.7)
Observing finally that for D = ∂t or D = ∇x one has
D∂rHΘ(r,Θ) = −s(r,Θ)DΘ− r∂rs(r,Θ)DΘ+ ∂2rrHΘ(r,Θ)Dr + ∂2Θ,rHΘ(r,Θ)DΘ,
and using the thermodynamic relations (1.10) (Maxwell’s relation) and (2.9) (Gibbs’ rela-
tion), the following relative entropy inequality holds
∫
Ω
(
1
2
̺ε|~uε − ~U |2 + E (̺ε, ϑε|r,Θ)
)
(τ, ·) dx (3.8)
+
∫ τ
0
∫
Ω
Θ
ϑε
(
S(ϑǫ,∇ǫ~uǫ) : ∇ǫ~uε − ~qε · ∇xϑε
ϑε
)
dx dt
≤
∫
Ω
(
1
2
̺0,ε|~u0,ε − ~U(0, ·)|2 + E(̺0,ε, ϑ0,ε|r(0, ·),Θ(0, ·))
)
dx
+
∫ τ
0
∫
Ω
̺ε(~uε − ~U) · ∇ǫ~U ·
(
~U − ~uε
)
dx dt
+
∫ τ
0
∫
Ω
̺ε (s(̺ε, ϑǫ)− s(r,Θ))
(
~U − ~uε
)
· ∇ǫΘ dx dt
+
∫ τ
0
∫
Ω
(
̺ε
(
∂t~U + ~U · ∇ǫ~U
)
·
(
~U − ~uε
))
dx dt
−
∫ τ
0
∫
Ω
(
p(̺ε, ϑǫ) divǫ~U − S(ϑǫ,∇ǫ~uε) : ∇ǫ~U
)
dx dt
−
∫ τ
0
∫
Ω
(
̺ε (s(̺ε, ϑǫ)− s(r,Θ)) ∂tΘ
)
dx dt
−
∫ τ
0
∫
Ω
̺ε (s(̺ε, ϑǫ)− s(r,Θ)) ~U · ∇ǫΘ dx dt
−
∫ τ
0
∫
Ω
~q(ϑǫ,∇ǫϑε)
ϑε
· ∇ǫΘ dx dt
+
∫ τ
0
∫
Ω
((
1− ̺ε
r
)
∂tp(r,Θ)− ̺ε
r
~uε · ∇ǫp(r,Θ)
)
dx dt
+
∫ τ
0
∫
Ω
(
ǫ−2β̺ε ~E · (~uε − ~U)− ̺ε(~χ× ~uε) · (~uε − ~U) + ̺ε∇ǫ|~χ× ~x|2 · (~uε − ~U)
)
dx dt.
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4 Proof of Theorem 2.1
4.1 Preliminaries
It is easy to verify that
S(ϑ,∇ǫ~v) : ∇ǫ~v =
(
η(ϑ) − 2
3
µ(ϑ)
)
|divǫ~v|2 + µ(ϑ)(|∇ǫ~v|2 +∇ǫ~v : (∇ǫ~v)T ) (4.1)
for any ~v ∈W 1,2(Ω;R3). As for any ~v ∈W 1,20,n(Ω;R3)∫
Ω
∇ǫ~v : (∇ǫ~v)T dx =
∫
Ω
(divǫ~v)
2 dx,
we have for ~v ∈W 1,20,n(Ω;R3)∫
Ω
S(ϑ,∇ǫ~v) : ∇ǫ~v dx ≥ C‖~v‖2W 1,2(Ω;R3), (4.2)
∫
Ω
1
ϑ
S(ϑ,∇ǫ~v) : ∇ǫ~v dx ≥ C‖~v‖2W 1,2(Ω;R3), (4.3)
provided µ fulfills (2.16), η ≡ 0, ǫ ≤ 1 and ϑ > 0 in (0, T )× Ω. Indeed, easily∫
Ω
Sh(Θ,∇h~V ) : ∇h~V dx ≥ C‖~V ‖2W 1,2(ω;R2), (4.4)
∫
Ω
1
Θ
Sh(Θ,∇h~V ) : ∇h~V dx ≥ C‖~V ‖2W 1,2(ω;R2) (4.5)
for any ~V ∈W 1,20 (ω;R2) and Θ > 0 in (0, T )× ω.
Moreover, note that we also have the Poincare´ inequality in the form
‖~V ‖L2(ω;R2) ≤ c‖∇h~V ‖L2(ω;R2×2) (4.6)
for any ~V ∈W 1,20 (ω;R2).
Due to the energy equality (2.37) combined with the entropy inequality (2.36) and Korn’s
inequality in the form (4.3), we have that the sequence (̺ǫ, ~uǫ, ϑǫ) is bounded in the following
spaces
‖̺ǫ‖L∞(0,T ;Lγ(Ω)) + ‖
√
̺ǫ~uǫ‖L∞(0,T ;L2(Ω;R3)) + ‖~u‖L2(0,T ;W 1,2(Ω;R3)) + ‖∇ǫϑǫ‖L2(0,T ;L2(Ω;R3))
(4.7)
+‖ϑǫ‖L∞(0,T ;L4(Ω)) + ‖ϑǫ‖L3(0,T ;L9(Ω)) ≤ C
with the constant C independent of ǫ. These estimates hold if γ ≥ 125 (if α = 1) or under
the assumptions on g from Theorem 2.1 (if α = 0), for any γ > 32 . Note that the limit on γ
comes from the gravitational potential, as∥∥∥∇ǫ ∫
Ω
̺(y)
(
√
(xh − yh)2 + ǫ2(x3 − y3))3
dy
∥∥∥
Lp(Ω;R3)
≤ C‖̺‖Lp(Ω)
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for 1 < p <∞, with C independent of ǫ.
We recall the necessary definitions of essential and residual sets from [9]. We take four
positive numbers 0 < ̺ ≤ ̺ < ∞, 0 < θ ≤ θ < ∞. The essential and residual subsets of Ω
are defined for a.e. t ∈ (0, T ) as follows:
Oǫess(t) =
{
x ∈ Ω |1
2
̺ ≤ ̺ǫ(t, x) ≤ 2̺, 1
2
ϑ ≤ ϑǫ(t, x) ≤ 2ϑ
}
, Oǫres(t) = Ω\Oǫess(t). (4.8)
For any function h defined for a.e. (t, x) ∈ (0, T )× Ω, we write
[h]ess(t, x) = h(t, x)1Oǫess(t)(x), [h]res(t, x) = h(t, x)1Oǫres(t)(x). (4.9)
Now, using [9], we have the following properties of the Helmholtz function
Lemma 4.1 Let ̺ > 0 and ϑ > 0 be two given constants and let Hϑ(̺, ϑ) = ̺e − ϑ̺s.
Let Oess(t) be defined as above with ̺ = ̺ and ϑ = ϑ. Then there exist positive constants
Cj = Cj(̺, ϑ) for j = 1, . . . , 4 such that
C1
(|̺− ̺|2 + |ϑ− ϑ|2) ≤ Hϑ(̺, ϑ)− (̺− ̺)∂̺Hϑ(̺, ϑ)−Hϑ(̺, ϑ)
≤ C2
(|̺− ̺|2 + |ϑ− ϑ|2) , (4.10)
for all (̺, ϑ) ∈ Oess(t),
Hϑ(̺, ϑ)− (̺− ̺)∂̺Hϑ(̺, ϑ)−Hϑ(̺, ϑ)
≥ inf
(˜̺,ϑ˜)∈∂Oess
{
Hϑ(˜̺, ϑ˜)− (˜̺− ̺)∂̺Hϑ(̺, ϑ)−Hϑ(̺, ϑ)
}
= C3, (4.11)
for all (̺, ϑ) ∈ Ores(t),
Hϑ(̺, ϑ)− (̺− ̺)∂̺Hϑ(̺, ϑ)−Hϑ(̺, ϑ) ≥ C4 (̺e(̺, ϑ) + ̺|s(̺, ϑ)|) , (4.12)
for all (̺, ϑ) ∈ Ores(t),
Proof. See [9, Lemma 5.1]. ✷
As a consequence we get the following lemma
Lemma 4.2 There exists a constant C = C(̺, ̺, ϑ, ϑ) > 0 such that for all ̺ ∈ [0,∞),
r ∈ [̺/2, 2̺], ϑ ∈ (0,∞) and Θ ∈ [ϑ/2, 2ϑ]
E (̺, ϑ|r,Θ) (τ, ·) ≥
C(̺, ̺, ϑ, ϑ)
(
1Ores + ̺
γ1Ores + ϑ
41Ores + (̺− r)21Oess + (ϑ−Θ)21Oess
)
.
The lemma yields the lower bound of the relative entropy functional
I(̺ǫ, ~uǫ, ϑǫ|r, ~U,Θ) ≥ (4.13)
C(̺, ̺, ϑ, ϑ))
∫
Ω
(
̺ǫ|~uǫ − ~U |2 + 1res + [̺γǫ ]res + [̺ǫ − r]2ess + [ϑ4ǫ ]res + [ϑǫ −Θ]2ess
)
dx.
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4.2 Estimates of the remainder
We now return back to (3.8), where we assume that (r, ~U,Θ), ~U = (~V , 0), is such that
(r, ~V ,Θ) solves the 2-D Navier–Stokes–Fourier–Poisson system (2.39–2.44) in (0, T )×ω, see
Proposition 2.2. We further use the following. In order to integrate over Ω, we assume
that the functions defined only on ω are extended being constant in x3 for 0 ≤ x3 ≤ 1.
Moreover, we write ~U instead of ~V in the situations, when we need to use a vector field with
three components. Similarly, we write in such situations S(Θ,∇ǫU) instead of Sh(Θ,∇h~V ).
Recall that these functions are sufficiently regular and fulfill the corresponding boundary
conditions, therefore they can be used as test functions in (2.34–2.36).
We denote ̺ = inf(0,T )×Ω r, ̺ = sup(0,T )×Ω r, ϑ = inf(0,T )×ΩΘ and ϑ = sup(0,T )×ΩΘ
and use these numbers in order to define the essential and residual sets in (4.8). As above,
(̺ǫ, ~uǫ, ϑǫ) denotes the solution to the primitive system. We now rearrange the remainder,
i.e. the terms on the right-hand side of (3.8) which are integrated over time and space, as
follows ∫ τ
0
R(̺ǫ, ~uǫ, ϑǫ, r, ~V ,Θ) dt
=
∫ τ
0
∫
Ω
̺ǫ(~uǫ − ~U) · ∇ǫ~U · (~U − ~uǫ) dx dt
+
∫ τ
0
∫
Ω
̺ε (s(̺ε, ϑǫ)− s(r,Θ))
(
~U − ~uε
)
· ∇ǫΘ dx dt
+
∫ τ
0
∫
Ω
̺ǫ
(
∂t~U + ~U · ∇ǫ~U
)
· (~U − ~uǫ) dx dt
−
∫ τ
0
∫
Ω
(
̺ε (s(̺ε, ϑǫ)− s(r,Θ)) ∂tΘ
)
dx dt
−
∫ τ
0
∫
Ω
̺ε (s(̺ε, ϑǫ)− s(r,Θ)) ~V · ∇hΘ dx dt
+
∫ τ
0
∫
Ω
((
1− ̺ε
r
)
∂tp(r,Θ)− ̺ε
r
~uε · ∇ǫp(r,Θ)
)
dx dt
+
∫ τ
0
∫
Ω
̺ǫ(~χ× ~uǫ) · (~U − ~uǫ) dx dt−
∫ τ
0
∫
Ω
̺ǫ∇ǫ|~χ× ~x|2 · (~U − ~uǫ) dx dt
−
∫ τ
0
∫
Ω
ǫ−2β̺ǫ ~E · (~U − ~uǫ) dx dt−
∫ τ
0
∫
Ω
~q(ϑǫ,∇ǫϑǫ)
ϑε
· ∇ǫΘ dx dt
−
∫ τ
0
∫
Ω
(
p(̺ε, ϑǫ) divh~V − S(ϑε,∇ǫ~uǫ) : ∇ǫ~U
)
dx dt =:
∫ τ
0
( 11∑
j=1
Rj
)
dt.
(4.14)
Let us now estimate all terms in R(̺ǫ, ~uǫ, ϑǫ, r, ~V ,Θ).
We have
R1 =
∫
Ω
̺ǫ(~uǫ − ~U) · ∇ǫ~U · (~U − ~uǫ) dx ≤ CD(t)I(̺ǫ, ~uǫ, ϑǫ|r, ~U,Θ)
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with
D = ‖∇h~V ‖L∞(Ω;R2×2) ∈ L1(0, T ),
due to the assumption on the smoothness of ~V . Next
|R2| ≤
∣∣∣∣
∫
Ω
̺ε (s(̺ε, ϑǫ)− s(r,Θ)) (~U − ~uε) · ∇ǫΘ dx
∣∣∣∣ (4.15)
≤ ‖∇hΘ‖L∞(Ω;R2)
[
2ρ
∫
Ω
∣∣[s(̺ε, ϑε)− s(r,Θ)]ess∣∣ |~U − ~uε| dx
+
∫
Ω
∣∣[̺ε(s(̺ε, ϑε)− s(r,Θ))]res∣∣ |~U − ~uε| dx].
Lemma 4.2 together with the properties of the entropy (2.12–2.13) yields∫
Ω
∣∣[s(̺ε, ϑε)− s(r,Θ)]ess∣∣ |~U − ~uε| dx ≤ δ‖~U − ~uε‖2L2(Ω;R3) + C(δ)
∫
Ω
E(̺ε, ϑε|r,Θ) dx,
for δ > 0, and ∫
Ω
∣∣[̺ε(s(̺ε, ϑε)− s(r,Θ))]res∣∣ |~U − ~uε| dx
≤ δ‖~U − ~uε‖2L6(Ω;R3) + C(δ)‖
[
̺ε(s(̺ε, ϑε)− s(r,Θ))
]
res
‖2
L6/5(Ω).
Using again properties of the entropy (2.12–2.13) together with the fact that the mapping
t 7→ ∫Ω E (̺ε, ϑε|r,Θ) dx ∈ L∞(0, T ), we conclude that
‖[̺ε (s(̺ε, ϑε)− s(r,Θ))]res‖2L6/5(Ω) ≤ C
∫
Ω
E (̺ε, ϑε|r, θ) dx.
So finally, we end up with
|R2| ≤ δ‖~U − ~uε‖2W 1,20 (Ω;R3) + C(δ; r,
~V ,Θ)
∫
Ω
E (̺ε, ϑε|r,Θ) dx.
Next, using the fact that (r, ~V ,Θ) solve the 2-D Navier–Stokes–Fourier–Poisson system,
R3 =
∫
Ω
̺ε(∂t~U + ~U · ∇h~U) · (~U − ~uε) dx = R3,1 +R3,2,
where
R3,1 =
∫
Ω
̺ε
r
(~U − ~uε) · (divǫS(Θ,∇ǫ~U)−∇ǫp(r,Θ)) dx,
R3,2 =
∫
Ω
̺ε(~U − ~uε) · (−(~χ× ~U) +∇ǫ|~χ× ~x|2 +∇hφh) dx =
3∑
i=1
Ki.
We write
R3,1 =
∫
Ω
̺ε − r
r
(~U − ~uε) · (divǫS(Θ,∇ǫ~U)−∇ǫp(r,Θ)) dx
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+∫
Ω
(~U − ~uε) · (divǫS(Θ,∇ǫ~U)−∇ǫp(r,Θ)) dx.
We now divide the first term in R3,1 into the integral over the essential and the residual set
and estimate them similarly as R2. It reads∣∣∣ ∫
Ω
̺ε − r
r
(~U − ~uε) · (divǫS(Θ,∇ǫ~U)−∇ǫp(r,Θ)) dx
∣∣∣
≤ C(δ; r, ~V ,Θ)‖ [̺ε − r]ess ‖2L2(Ω) + δ‖~U − ~uε‖2L2(Ω;R3)
+C(δ; r, ~V ,Θ)
(
‖ [̺ε]res ‖2L6/5(Ω) + ‖ [1]res ‖2L6/5(Ω)
)
+ δ‖~U − ~uε‖2L6(Ω;R3).
Integrating by parts in the second integral of R3,1, we have∫
Ω
(~U − ~uε) · (divǫS(Θ,∇ǫ~U)−∇ǫp(r,Θ)
)
dx
= −
∫
Ω
(S(Θ,∇ǫ~U) : ∇ǫ(~U − ~uε)− p(r,Θ) divǫ(~U − ~uε)) dx.
Hence we conclude
R3,1 ≤
∫
Ω
(
p(r,Θ) divh(~V − ~uε)− S(Θ,∇ǫ~U) : ∇ǫ(~U − ~uε)
)
dx+ δ‖~U − ~uε‖2W 1,2(Ω;R3)
+C(δ; r, ~V ,Θ)
∫
Ω
E (̺ε, ϑε|r,Θ) dx,
for any δ > 0.
The terms K1–K3 will be treated below, in combination with R7–R9.
R4 = −
∫
Ω
̺ε
(
s(̺ε, ϑε)− s(r,Θ)
)
∂tΘ dx
= −
∫
Ω
(̺ε − r)
(
s(̺ε, ϑε)− s(r,Θ)
)
∂tΘ dx−
∫
Ω
r
(
s(̺ε, ϑε)− s(r,Θ)
)
∂tΘ dx.
We rewrite the first term as above, using the essential and residual parts, and estimate them
−
∫
Ω
(̺ε − r)
(
s(̺ε, ϑε)− s(r,Θ)
)
∂tΘ dx
= −
∫
Ω
(̺ε − r)
[
s(̺ε, ϑε)− s(r,Θ)
]
ess
∂tΘ dx−
∫
Ω
(̺ε − r)
[
s(̺ε, ϑε)− s(r,Θ)
]
res
∂tΘ dx
≤ C(δ; r, ~V ,Θ)
∫
Ω
E (̺ε, ϑε|r,Θ) dx.
Finally
−
∫
Ω
r
(
s(̺ε, ϑε)− s(r,Θ)
)
∂tΘ dx
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= −
∫
Ω
r
(
s(̺ε, ϑε)− s(r,Θ)− ∂̺s(r,Θ)(̺ε − r)− ∂ϑs(r,Θ)(ϑε −Θ)
)
∂tΘ dx
−
∫
Ω
r
(
∂̺s(r,Θ)(̺ε − r) + ∂ϑs(r,Θ)(ϑε −Θ)
)
∂tΘ dx.
The first integral in the right-hand side can be estimated in the same way as before, using
the essential and the residual parts, and we end with
R4 ≤ C(δ; r, ~V ,Θ)
∫
Ω
E (̺ε, ϑε|̺,Θ) dx−
∫
Ω
r
(
∂̺s(r,Θ)(̺ε−r)+∂ϑs(r,Θ)(ϑε−Θ)
)
∂tΘ dx.
In the estimate of the next term we use exactly the same procedure as for R4 and end up
with
R5 = −
∫
Ω
̺ε
(
s(̺ε, ϑε)− s(r,Θ)
)
~V · ∇hΘ dx ≤ C(δ; r, ~V ,Θ)
∫
Ω
E (̺ε, ϑε|r,Θ) dx
−
∫
Ω
r
(
∂̺s(r,Θ)(̺ε − r) + ∂ϑs(r,Θ)(ϑε −Θ)
)
~V · ∇hΘ dx.
Furthermore
R6 =
∫
Ω
((
1− ̺ε
r
)
∂tp(r,Θ)− ̺ε
r
~uε · ∇ǫp(r,Θ)
)
dx
=
∫
Ω
((
1− ̺ε
r
)(
∂tp(r,Θ) + ~V · ∇hp(r,Θ)
)
dx+
∫
Ω
p(r,Θ)divǫ~uε dx
+
∫
Ω
((
1− ̺ε
r
)
∇ǫp(r,Θ) · (~uε − ~U) dx,
and using the same argument as used for R2, we get∣∣∣∣
∫
Ω
((
1− ̺ε
r
)
∇ǫp(r,Θ) · (~uε − ~U) dx
∣∣∣∣
≤ C(δ; r, ~V ,Θ)
(
δ‖~U − ~uε‖2W 1,2(Ω;R3) +
∫
Ω
E (̺ε, ϑε|r,Θ) dx
)
for any δ > 0. Hence we end with
R6 ≤
∫
Ω
((
1− ̺ε
r
)(
∂tp(r,Θ) + ~V · ∇hp(r,Θ)
)
dx+
∫
Ω
p(r,Θ)divǫ~uε dx
+δ‖~U − ~uε‖2W 1,2(Ω;R3) + C(δ; r, ~V ,Θ)
∫
Ω
E (̺ε, ϑε|r,Θ) dx.
We can rewrite R7 and K1 as follows (note that (~χ× (~U − ~uǫ) · (~U − ~uǫ) = ~0)
R7 +K1 =
∫
Ω
̺ǫ(~χ× ~U) · (~U − ~uǫ) dx−
∫
Ω
̺ǫ(~χ× ~U) · (~U − ~uǫ) dx = 0.
Similarly, we have
R8 +K2 = 0.
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Next we consider the gravitational potential. The case α = 0 (i.e. only the gravitational
effect of other objects than the fluid itself is taken into account) is relatively easy. Recall
that we assume ∫
R
3
g(y)y3
(
√
|xh − yh|2 + y23)3
= 0.
Therefore we have to show that
lim
ǫ→0+
∫
Ω
̺ǫ(~U − ~uǫ) ·
( ∫
R
3
g(y) (4.16)
[ (xh − yh,−y3)
(
√
|xh − yh|2 + y23)3
− (xh − yh, ǫx3 − y3)
(
√
|xh − yh|2 + (ǫx3 − y3)2)3
]
dy
)
dx = 0.
First of all, due to the estimates presented above, it is not difficult to see that (note that to
get estimates independent of ǫ of the integral over R3 is easy) it is enough to verify
lim
ǫ→0+
∫
R
3
g(y)
[ (xh − yh,−y3)
(
√
|xh − yh|2 + y23)3
− (xh − yh, ǫx3 − y3)
(
√
|xh − yh|2 + (ǫx3 − y3)2)3
]
dy = ~0
for all xh ∈ ω, x3 ∈ (0, 1) and g ∈ C∞c (R3). As
lim
ǫ→0+
( (xh − yh,−y3)
(
√
|xh − yh|2 + y23)3
− (xh − yh, ǫx3 − y3)
(
√
|xh − yh|2 + (ǫx3 − y3)2)3
)
= ~0
for a.a. (xh, x3) ∈ Ω, (yh, y3) ∈ R3, and∣∣∣ (xh − yh, ǫx3 − y3)
(
√
|xh − yh|2 + (ǫx3 − y3)2)3
∣∣∣ ≤ 1√|xh − yh|2 + (ǫx3 − y3)2
∣∣∣ ∈ L1loc(R3) ∀ǫ ∈ [0, 1],
the Lebesgue dominated convergence theorem yields the required identity (4.16).
The case of the self-gravitation (α = 1) is more complex. Here, we have to show that∫
Ω
̺ǫ(~U − ~uǫ) ·
[ ∫
Ω
̺ǫ(t, y)(xh − yh, ǫ(x3 − y3))
(
√
|xh − yh|2 + ǫ2(x3 − y3)2)3
dy +∇ǫ
∫
ω
r(t, yh)
|xh − yh| dyh
]
dx (4.17)
≤ δ‖~U − ~uǫ‖L6(Ω;R3) + C(δ; r, ~V ,Θ)
∫
Ω
E(̺ǫ, ϑǫ|r,Θ)dx+Hǫ,
where Hǫ = o(ǫ) as ǫ → 0+. The derivative of the integral over ω with respect to x3 is
indeed zero. First of all, for γ ≥ 125 , as in (4.7), using the decomposition to the essential
and the residual set and proceeding as in the estimates of the remainder above, we can show
that it is enough to verify that
lim
ǫ→0+
∫
Ω
r~U ·
[ ∫
Ω
r(t, yh)(xh − yh, ǫ2(x3 − y3))
(
√
|xh − yh|2 + ǫ2(x3 − y3)2)3
dy +∇ǫ
∫
ω
r(t, yh)
|xh − yh| dyh
]
dx = 0.
Again, it is not difficult to verify that (e.g. using the change of the variables to integrate
over Ωǫ) it is enough to show
lim
ǫ→0+
[ ∫
Ω
r(t, yh)
(
xh − yh, ǫ(x3 − y3)
)
(
√
|xh − yh|2 + ǫ2(x3 − y3)2)3
dy +∇ǫ
∫
ω
r(t, yh)
|xh − yh| dyh
]
= ~0.
23
First, note that
∇ǫ
∫
ω
r(t, yh)
|xh − yh| dyh = −v.p.
∫
ω
r(t, yh)(xh − yh)
|xh − yh| 32
dyh,
where v.p. denotes the integral in the principal value sense. Therefore, we have to verify
that
lim
ǫ→0+
∫
Ω
ǫr(t, yh)(x3 − y3)
(
√
|xh − yh|2 + ǫ2(x3 − y3)2)3
dy = 0, (4.18)
and
lim
ǫ→0+
∫
Ω
ǫr(t, yh)(xh − yh)
(
√
|xh − yh|2 + ǫ2(x3 − y3)2)3
dy = v.p.
∫
ω
r(t, yh)(xh − yh)
|xh − yh|3 dyh. (4.19)
Let us fix x0 ∈ ω, ∆ > 0, sufficiently small, and denote B∆(x0) = {x ∈ ω; |x−x0| < ∆} and
C∆(x0) = {x ∈ Ω; |xh − x0| < ∆, 0 < x3 < 1}.
We first consider (4.18). Let us fix δ > 0. Using the change of variables (from Ω back to
Ωǫ) it is not difficult to see that there exists ∆ > 0 such that for any 0 < ǫ ≤ 1, 0 < x3 < 1
we have ∣∣∣ ∫
C∆(x0)
ǫr(t, yh)(x3 − y3)
(
√
|x0 − yh|2 + ǫ2(x3 − y3)2)3
dy
∣∣∣ < δ
and for this ∆ > 0 there exists ǫ0 > 0 such that for any 0 < ǫ ≤ ǫ0∣∣∣ ∫
Ω\C∆(x0)
ǫr(t, yh)(x3 − y3)
(
√
|x0 − yh|2 + ǫ2(x3 − y3)2)3
dy
∣∣∣ < δ.
Whence (4.18).
In order to prove (4.19), we proceed similarly. Since xh−yh|xh−yh|3 is a singular integral kernel
in the sense of the Caldero´n–Zygmund theory, as above, for a fixed x0 ∈ ω, 0 < x3 < 1 and
δ > 0 that there there exists ∆ > 0 such that∣∣∣ ∫
C∆(x0)
r(t, yh)(x0 − yh)
(
√
|x0 − yh|2 + ǫ2(x3 − y3)2)3
dy
∣∣∣ < δ,
and
v.p.
∫
B∆(x0)
r(t, yh)(xh − yh)
|xh − yh|3 dyh
∣∣∣ < δ.
For this ∆ > 0, using that
1
(
√
|x0 − yh|2 + ǫ2(x3 − y3)2)3
− 1|x0 − yh|3 → 0 as ǫ→ 0
+
for any yh ∈ ω, 0 < x3, y3 < 1, except x0 = yh, we see that for above given ∆ > 0, there
exists ǫ0 > 0 such that for any 0 < ǫ ≤ ǫ0∣∣∣ ∫
Ω\C∆(x0)
ǫr(t, yh)(xh − yh)
(
√
|xh − yh|2 + ǫ2(x3 − y3)2)3
dy − v.p.
∫
ω\B∆(x0)
r(t, yh)(xh − yh)
|xh − yh|3 dyh
∣∣∣ < δ.
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Whence (4.19).
Therefore we proved that
|K3 +R9| ≤ δ‖~U − ~uǫ‖L6(Ω;R3) + C(δ; r, ~V ,Θ)
∫
Ω
E(̺ǫ, ϑǫ|r,Θ)dx+Hǫ,
where Hǫ = o(ǫ) as ǫ→ 0+.
Plugging all the previous estimates into (3.8) we get∫
Ω
(
1
2
̺ε|~uε − ~U |2 + E (̺ε, ϑε|r,Θ)
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
( Θ
ϑε
S(ϑε,∇ǫ~uε) : ∇ǫ~uε − S(Θ,∇ǫ~U) : (∇ǫ~uε −∇ǫ~U)− S(ϑε,∇ǫ~uε) : ∇ǫ~U
)
dx dt
+
∫ τ
0
∫
Ω
(~q(ϑε,∇ǫϑε) · ∇ǫΘ
ϑε
− Θ
ϑε
~q(ϑε,∇ǫϑε) · ∇ǫϑε
ϑε
)
dx dt
≤
∫
Ω
1
2
(
̺0,ε|~u0,ε − ~U(0, ·)|2 + E (̺0,ε, ϑ0,ε|r(0, ·),Θ(0, ·))
)
dx+Hǫ
+
∫ τ
0
[
δ‖~V − ~uε‖2W 1,2(Ω;R3) + C(δ; r, ~V ,Θ)
∫
Ω
(1
2
̺ε|~uε − ~U |2 + E (̺ε, ϑε|r,Θ)
)
dx
]
dt
+
∫ τ
0
∫
Ω
(
p(r,Θ)− p(̺ε, ϑε)
)
divh~V dx dt
+
∫ τ
0
∫
Ω
((
1− ̺ε
r
) (
∂tp(r,Θ) + ~V · ∇hp(r,Θ)
)
dx dt
−
∫ τ
0
∫
Ω
r
(
∂̺s(r,Θ)(̺ε − r) + ∂ϑs(r,Θ)(ϑε −Θ)
)(
∂tΘ+ ~V · ∇hΘ
)
dx dt,
where Hǫ is as above. We denote
A :=
∫
Ω
(
p(r,Θ)− p(̺ε, ϑε)
)
divh~V dx+
∫
Ω
(
1− ̺ε
r
) (
∂tp(r,Θ) + ~V · ∇hp(r,Θ)
)
dx
−
∫
Ω
r
(
∂̺s(r,Θ)(̺ε − r) + ∂ϑs(r,Θ)(ϑε −Θ)
)(
∂tΘ+ ~V · ∇hΘ
)
dx
=
∫
Ω
(
p(r,Θ)− p(̺ε, ϑε)
)
divh~V dx+
∫
Ω
r (Θ− ϑε) ∂ϑs(r,Θ)
(
∂tΘ+ ~V · ∇hΘ
)
dx
−
∫
Ω
(
r − ̺ε
)
∂̺p(r,Θ)divh~V dx,
where we used the Gibbs (2.9) and Maxwell (1.10) relations and the continuity equation
(2.39). The second term in the right-hand side rewrites as follows∫
Ω
r (Θ− ϑε) ∂ϑs(r,Θ)
(
∂tΘ+ ~V · ∇hΘ
)
dx
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=∫
Ω
r (Θ− ϑε)
(
∂ts(r,Θ) + ~V · ∇hs(r,Θ)
)
dx−
∫
Ω
(Θ− ϑε)∂ϑp(r,Θ)divh~V dx
=
∫
Ω
(Θ− ϑε)
[ 1
Θ
(
Sh(Θ,∇h~V ) : ∇h~V − ~qh(Θ,∇hΘ) · ∇hΘ
Θ
)
− divh
(~qh(Θ,∇hΘ)
Θ
)]
dx
−
∫
Ω
(Θ− ϑε)∂ϑp(r,Θ)divh~V dx,
where we used the same identities as above, together with the entropy balance (2.41). Hence
A =
∫
Ω
(
p(̺,Θ)− p(̺ε, ϑε) + ∂̺p(r,Θ)(̺ε − r) + ∂ϑp(r,Θ)(ϑε −Θ)
)
divh~V dx
+
∫
Ω
(Θ− ϑε)
[ 1
Θ
(
Sh(Θ,∇h~V ) : ∇h~V − ~qh(Θ,∇hΘ) · ∇xΘ
Θ
)
− divh
(~qh(Θ,∇xΘ)
Θ
)]
dx.
Observing that∣∣∣∣
∫
Ω
(
p(r,Θ)− p(̺ε, ϑε) + ∂̺p(r,Θ)(̺ε − r) + ∂θp(r,Θ)(ϑε −Θ)
)
divh~V dx
∣∣∣∣
≤ C‖divh~V ‖L∞(Ω)
∫
Ω
E (̺ε, ϑε|r,Θ) dx,
we see that (3.8) reduces finally to∫
Ω
(
1
2
̺ε|~uε − ~U |2 + E (̺ε, ϑε|r,Θ)
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
( Θ
ϑε
S(ϑε,∇ǫ~uε) : ∇ǫ~uε − S(Θ,∇ǫ~U) : (∇ǫ~uε −∇ǫ~U)− S(ϑε,∇ǫ~uε) : ∇ǫ~U
)
dx dt
+
∫ τ
0
∫
Ω
Θ− ϑǫ
Θ
Sh(Θ,∇h~V ) : ∇h~V dx dt
+
∫ τ
0
∫
Ω
(~q(ϑε,∇ǫϑε) · ∇ǫΘ
ϑε
− Θ
ϑε
~q(ϑε,∇ǫϑε) · ∇ǫϑε
ϑε
)
dx dt
+
∫ τ
0
∫
Ω
(
(Θ− ϑε)~qh(Θ,∇hΘ) · ∇hΘ
Θ2
+
~q(Θ,∇ǫΘ) · ∇ǫ(ϑε −Θ)
Θ
)
dx dt
≤
∫
Ω
1
2
(
̺0,ε|~u0,ε − ~U(0, ·)|2 + E (̺0,ε, ϑ0,ε|r(0, ·),Θ(0, ·))
)
dx+Hǫ
+
∫ τ
0
[
δ‖~U − ~uε‖2W 1,2(Ω;R3) + C(δ; r, ~V ,Θ)
∫
Ω
E (̺ε, ϑε|r,Θ) dx
]
dt. (4.20)
In order to finish the proof, it remains to study carefully the terms in the left-hand side.
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4.3 Dissipative terms
We will consider more carefully only the terms with the stress tensor, referring to [10] for
more details, especially in the case of the terms with the heat flux. In the spirit of [10],
using the special structure of the stress tensor (see (2.16)), we can write
S(ϑǫ,∇ǫ~uǫ) = S0(∇ǫ~uǫ) + S1(ϑǫ,∇ǫ~uǫ), (4.21)
where
S
0(∇ǫ~uǫ) = µ0
(
∇ǫ~uǫ + (∇ǫ~uǫ)T − 2
3
divǫ~uǫ I
)
,
S
1(ϑǫ,∇ǫ~uǫ) = µ1ϑǫ
(
∇ǫ~uǫ + (∇ǫ~uǫ)T − 2
3
divǫ~uǫ I
)
.
Then
Θ
ϑε
S
1(ϑε,∇ǫ~uε) : ∇ǫ~uε − S1(Θ,∇ǫ~U) : (∇ǫ~uε −∇ǫ~U)− S1(ϑε,∇ǫ~uε) : ∇ǫ ~U
+
(ϑε −Θ
Θ
S
1
h(Θ,∇h~V ) : ∇h~V
)
= Θ
(
S
1(ϑε,∇ǫ~uε)
ϑε
− S
1(Θ,∇ǫ~U)
Θ
)
: (∇ǫ~uε −∇ǫ~U)
+(Θ− ϑε)
(
S
1(ϑε,∇ǫ~uε)
ϑε
− S
1(Θ,∇ǫ~U)
Θ
)
: ∇ǫ~U.
In the first term we use the Korn inequality and we split the second term to the essential
and the residual parts. As above, we get bounds
∣∣∣ ∫
Ω
(Θ− ϑε)
(
S
1(ϑε,∇ǫ~uε)
ϑε
− S
1(Θ,∇ǫ~U)
Θ
)
: ∇ǫ~U dx
∣∣∣
≤ δ‖~uǫ − ~U‖2W 1,2(Ω;R3) + C(δ)
∫
Ω
E (̺ε, ϑε|r,Θ) dx.
The part of the stress tensor containing S0 can be rewritten in the following way. First,
for 0 < Θ ≤ ϑǫ
Θ
ϑε
S
0(∇ǫ~uε) : ∇ǫ~uε − S0(∇ǫ ~U) : (∇ǫ~uε −∇ǫ~U)− S0(∇ǫ~uε) : ∇ǫ~U
+
ϑε −Θ
Θ
S
0
h(∇h~V ) : ∇h~V
≥ Θ
ϑε
(
S
0(∇ǫ~uε)− S0(∇ǫ ~U)
)
: ∇ǫ(~uε − ~U) + Θ
( 1
ϑε
− 1
Θ
)
S
0(∇ǫ~U) : ∇ǫ(~uε − ~U)
+
ϑǫ −Θ
ϑǫ
(
S
0(∇ǫ~U)− S0(∇ǫ~uǫ)
)
: ∇ǫ~U.
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As 1
ϑǫ
≤ 1Θ , the last two terms can be, after integrating over Ω, estimated by
δ‖~uǫ − ~U‖2W 1,2(Ω;R3) + C(δ)
∫
Ω
E(̺ǫ, ϑǫ|r,Θ) dx.
Next, for 0 < ϑǫ ≤ Θ,
Θ
ϑε
S
0(∇ǫ~uε) : ∇ǫ~uε − S0(∇ǫ ~U) : (∇ǫ~uε −∇ǫ~U)− S0(∇ǫ~uε) : ∇ǫ~U
+
ϑε −Θ
Θ
S
0(∇h~V ) : ∇h~V
≥ (S0(∇ǫ~uǫ)− S0(∇ǫ ~U)) : ∇ǫ(~uǫ − ~U) + Θ− ϑǫ
Θ
(
S
0(∇ǫ~uǫ) : ∇ǫ~uǫ − S0h(∇h~V ) : ∇h~V
)
.
As ∇ǫ~uǫ 7→ S0(∇ǫ~uǫ) : ∇ǫ~uǫ is convex, we have
Θ− ϑǫ
Θ
(
S
0(∇ǫ~uǫ) : ∇ǫ~uǫ − S0h(∇h~V ) : ∇h~V
) ≥ Θ− ϑǫ
Θ
S
0(∇ǫ~U) : ∇ǫ(~uǫ − ~U).
After integration over Ω, this term can be controlled on the right-hand side by
δ‖~uǫ − ~U‖2W 1,2(Ω;R3) + C(δ)
∫
Ω
E(̺ǫ, ϑǫ|r,Θ) dx.
Therefore, summing up,∫
Ω
(
1
2
̺ε|~uε − ~U |2 + E (̺ε, ϑε|r,Θ)
)
(τ, ·) dx+ k1
∫ τ
0
∫
Ω
∣∣∇ǫ~uε −∇ǫ~U ∣∣2 dx dt
+
∫ τ
0
∫
Ω
(~q(ϑε,∇ǫϑε) · ∇ǫΘ
ϑε
− Θ
ϑε
~q(ϑε,∇ǫϑε) · ∇xϑε
ϑε
)
dx dt
+
∫ τ
0
∫
Ω
(
(Θ− ϑε)~qh(Θ,∇hΘ) · ∇hΘ
Θ2
+
~qh(Θ,∇ǫΘ) · ∇ǫ(ϑε −Θ)
Θ
)
dx dt
≤
∫
Ω
1
2
(
̺0,ε|~u0,ε − ~U(0, ·)|2 + E (̺0,ε, ϑ0,ε|r(0, ·),Θ(0, ·))
)
dx
+
∫ τ
0
[
δ‖~U − ~uε‖2W 1,2(Ω;R3) + C(δ; r, ~V ,Θ)
∫
Ω
E (̺ε, ϑε|r,Θ) dx
]
dt. (4.22)
For the terms connected with the heat conductivity, we proceed exactly as in [10]. We
arrive at the following inequality∫
Ω
(
1
2
̺ε|~uε − ~U |2 + E (̺ε, ϑε|r,Θ)
)
(τ, ·) dx+ k1
∫ τ
0
∫
Ω
∣∣∇ǫ~uε −∇ǫ~U ∣∣2 dx dt
+k2
∫ τ
0
∫
Ω
∣∣∇ǫϑε −∇ǫΘ∣∣2 dx dt+ k3 ∫ τ
0
∫
Ω
∣∣∇ǫ logϑε −∇ǫ logΘ∣∣2 dx dt
≤
∫
Ω
(1
2
(
̺0,ε|~u0,ε − ~U(0, ·)|2 + E (̺0,ε, ϑ0,ε|r(0, ·),Θ(0, ·))
)
dx+Hǫ
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+ k4
∫ τ
0
∫
Ω
(1
2
̺ε
∣∣~uε − ~U ∣∣2 + E (̺ε, ϑε|r,Θ)) dx dt, (4.23)
where the positive constants kj depend on (r, ~V ,Θ) through the norms involved in Theorem
2.1, and Hǫ → 0 as ǫ → 0+. This inequality, after application of the Gronwall lemma,
finishes the proof of Theorem 2.1.
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