Financial returns exhibit common behavior described at best by factor models, but also fat tails, which may be captured by α-stable distributions. This paper concentrates on estimating factor models with multivariate α-stable distributed and independent factors and idiosyncratic noises under the assumption of time constant distribution (static factor models) or time-varying conditional distribution (GARCH factor models). While the simulation from such a distribution is straightforward, the estimation encounters difficulties. These difficulties are overcome in this paper by implementing the indirect inference estimation method with the multivariate Student's t as the auxiliary distribution.
Introduction
Many economic time series, such as financial returns or macroeconomic variables exhibit common behavior, which is captured by means of factor models. These models have the advantage of providing a parsimonious framework of describing large panels of data with only a few parameters: it is assumed that a vector of series of dimension n × 1 is driven by only a few (k << n) common factors and the vector of idiosyncratic terms specific to the vector components. These models are widely used in applied macroeconomics to provide forecasts of economic variables based on a large volume of data stemming from surveys of households and businesses, as well as from various macroeconomic series that describe the economic activity. The factor models have found so far also a wide application in finance, such as in the asset pricing theory or in the portfolio theory and risk management when applied to parsimoniously estimate and forecast the (conditional) variance-covariance matrices of a large number of financial assets.
It is a very well known fact that many economic variables, especially financial returns, are far from being normally distributed and exhibit, in general, heavy-tailedness. A common approach of dealing with this issue is to assume a fat-tailed distribution for the underlying series, such as the Student's t distribution. Although very applied in practice, the Student's t distribution lacks in stability under aggregation, which is particularly relevant in portfolio applications and risk management. A valuable alternative to the Student's t distribution is the α-stable distribution, which is a generalization of the normal and accounts for fat-tailedness. The main drawback of this distribution is its difficulty to be implemented in practice: it has, in general, no closed-form specification of the density (with a few exceptions for certain values of the parameters) and the theoretical moments larger than one (with a few exceptions on the choice of the parameters) do not exist.
In this paper we provide a feasible way of estimating factor models with jointly α-stable distributed factors and idiosyncratic noises by means of the Indirect Inference (IndInf) method proposed by Gouriéroux et al. (1993) , Smith (1993) and Gallant and Tauchen (1996) . This estimation approach is particularly attractive, as one can easily simulate pseudo-random numbers from a multivariate stable distribution with independent components. We consider as auxiliary distribution the multivariate Student's t, which describes fat-tailedness by means of degrees of freedom that are counterparts of the parameter of stability or tail index in the stable distribution.
In particular, we focus on two types of factor models where the dependency between the observed variables, the factors and the noises is contemporaneous: a static factor model with an underlying distribution, which is constant in time and a GARCH factor model with conditionally varying factors and noises. The choice of the GARCH models is motivated by their wide popularity among practitioners and academics: they are able to straightforwardly capture empirical features of financial data, such as clustering and fat-thickness.
Thus, the contribution of the paper is twofold: first, we develop on factor models, which are able to capture dynamics of large panels of data with heavy-tailed distributions by means of multivariate stable distributions; and second, we alleviate their estimation problems by adopting the IndInf procedure, which is straightforward to implement when 1 choosing an adequate auxiliary model.
The application of the stable distribution in economics dates back to the early work of Benoit Madelbrot (e.g., Mandelbrot (1963b) , Mandelbrot (1963a) ) and Eugene Fama (Fama (1965) ), who rejected the normal distributional assumption of common financial assets and proposed the stable distribution as an alternative to capture the excess kurtosis. This distribution seems to be particularly attractive for finance applications as (1) it has domains of attraction, i.e., it is robust to misspecifications in the model distribution, (2) it is closed under linear transformations, i.e., linear combinations of stable distributed variables remain stable and (3) it is the limiting distribution in the generalized version of the central limit theorem (Gnedenko and Kolmogorov (1954) ), where the condition of finite variance is replaced by a much less restricting one regarding a regular behavior of the tails (see Rachev and Mittnik (2000) , Doganoglu et al. (2007) , Calzolari et al. (2014) among others).
Although theoretically very attractive, the stable distribution has found so far little application in finance modeling, not just because of its estimation difficulties, but also because it usually lacks in moments larger than one, and, thus, can not be easily incorporated in the classical finance theory, which assumes that financial return distributions are described by the mean and the variance: e.g., the Markowitz model for portfolio optimization, option valuation, the Value at Risk (VaR) measure based on the location-scale model or asset pricing models. However, as described at length in Rachev and Mittnik (2000) , most of the finance applications are already adapted to account for the fat-thickness in the underlying data by means of stable distributions.
The factor models treated in this paper are particularly relevant in finance applications, as they provide a parsimonious framework of dealing with large dimensional problems typical to investments in many financial assets. More precisely, the stable static factor model can be applied to the capital asset pricing model for stable returns as introduced by Fama (1970) and extended by Ross (1978) or to the multi-factor pricing model, called Arbitrage Pricing Theory developed by Ross (1976) . The GARCH stable factor model is particularly relevant in risk management and portfolio management, as it accounts for the conditional distribution of asset returns, which typically exhibit temporal dependence: Bawa et al. (1979) and Rachev and Han (2000) , among others apply the stable distribution for portfolio selection and Rachev and Mittnik (2000) and Gamrowski and Rachev (1996) use the stable distribution for VaR modeling.
The underlying distribution of our models is the multivariate symmetric stable distribution, characterized by a tail index α, a location vector and a spectral measure. For our purposes, we assume that the factors and the idiosyncratic noises are independent of each other and, therefore, the multivariate stable distribution is characterized by a discrete spectral measure, which is easy to handle. The parameters of such a distribution are so far estimated, among others, by Rachev and Xin (1993) and Cheng and Rachev (1995) based on a random sample from the domain of attraction of the original multivariate stable random variable and by Nolan and Panorska (1997) , Nolan et al. (2001) and Ogata (2013) based on the empirical characteristic function. In the context of factor models, Tsionas (2013) applies the MCMC procedure to estimate the parameters of a stable static factor model and Doganoglu et al. (2007) apply a polynomial approximation of the log-likelihood in order to estimate the parameters of a stable GARCH factor model by means of maximum likelihood. The conditioning information set in the approach of Doganoglu et al. (2007) is, however, not completely available to the econometrician, as it includes only past observations of the variable of interest, and no (past) observations on the factors. A similar problem face Sentana et al. (2008) and Harvey et al. (1992) , when estimating GARCH factor models with normally distributed factors and idiosyncratic noises. To circumvent this problem, Harvey et al. (1992) use to approximate the unobserved factors by corrections of their conditional expectations given the observables and Sentana et al. (2008) applies the IndInf procedure with the approach of Harvey et al. (1992) as the auxiliary specification.
The application of the IndInf to estimate stable distributions has regarded so far only univariate cases: Lombardi and Calzolari (2008) , Lombardi and Veredas (2009) and Garcia et al. (2011) apply it to estimate the parameters of the α-stable distribution, while Lombardi and Calzolari (2009) use it to estimate a stochastic volatility model and Calzolari et al. (2014) to estimate a GARCH model with α-stable innovations. However, the remarkably good estimation results provided by the IndInf in these cases motivate its choice in the multivariate setting described in this paper.
Because the aim of the paper is to show how the IndIn method can feasibly and accurately estimate the parameters of factor models with stable distributed underlying series, we mainly focus on discussing the estimation results from applying the method to simulated and real data. Thus, a direct application of these factor models to finance modeling, such as, for example, the static factor model to the asset pricing theory or the GARCH factor model to the portfolio allocation, does not make the scope of this paper and is left for further research.
Within a thorough Monte Carlo experiment we provide empirical evidence that the IndInf estimation procedure produces very good results in terms of biasedness and efficiency for a wide range of parameter choices. Moreover, within an empirical application to thirty time series of financial returns of components of Dow Jones Industrial Average index, we provide further empirical evidence on the performance of the IndInf method on estimating stable distributions and on the appropriateness of the models to capture empirical features of real data, such as clustering and fat-tailedness.
The rest of the paper is organized as follows: Section 2 provides a short theoretical introduction to multivariate stable distributions, Section 3 introduces the model of interest, namely the static stable factor model in Section 3.1 and the GARCH stable factor model in Section 3.2. Section 4 describes shortly the IndInf estimation method and its practical implementation for estimating the models of interest. Section 5 presents the results of the Monte Carlo experiments, while Section 6 shows empirical results from real data. Section 7 concludes.
Multivariate Stable Distribution
The multivariate stable distribution, as its univariate counterpart, is the generalization of the Gaussian distribution that allows for asymmetry and fat-tails. The random vector X = (X 1 , X 2 , . . . , X n ) is said to be a stable vector in R n if, for any positive number A and B, there is a positive number C and a vector D ∈ R n such that
where X (1) and X (2) are independent and have the same distribution as X and d = stands for equality in distribution. One can also say that "X 1 , X 2 , . . . , X n " are jointly stable or that "X has a multivariate stable distribution". Similar to their univariate counterparts, the multivariate stable distributions are most commonly described by their characteristic functions, as they lack general closed-form expressions for both the density and distribution functions. Thus, the joint characteristic function of the vector X is given by:
where S n = s : ||s|| = 1 , with || · || being the Euclidean norm, is the unit sphere in R n , which is a (n − 1)-dimensional surface 1 , the symbol ·, · denotes the inner product, Γ is a finite measure on the unit sphere S n called spectral measure, µ = (µ 1 , . . . , µ n ) ∈ R n is the location parameter vector and
where α ∈ (0, 2] denotes the characteristic component or the shape parameter of the distribution.
X is said to be strictly stable, if in Equation (1) D = 0 for any A > 0 and B > 0 or if in Equation (3) µ is equal to a vector of zeros for α = 1 and Sn s i Γ(ds) = 0 for α = 1 and i = 1, . . . , n.
The random vector X is said to be symmetric stable if it is stable and if the probabilities P (X ∈ F ) = P (−X ∈ F ) for any Borel set F ∈ R n . The symmetric multivariate stable distribution is characterized by a symmetric spectral measure Γ on S n : i.e., Γ(F ) = Γ(−F ) (Samorodnitsky and Taqqu (1994) ). The characteristic function of a multivariate symmetric stable random vector is given by:
If the random vector X = (X 1 , X 2 , . . . , X n ) is multivariate stable distributed, then any linear combination of the components of X of the type Y = n i=1 a i X i has an α-stable distribution S α (σ a , β a , µ a ), where σ a , β a and µ a represent scale, skewness and location parameters of the univariate stable distribution and are given in equations (2.3.3), (2.3.4) and (2.3.5) in Samorodnitsky and Taqqu (1994) for a = (a 1 , . . . , a n ). If X is strictly 1 For example, S 1 is the point set {−1, 1} and S 2 is the unit circle. 4 stable, then Y is also strictly stable (µ a = 0) and, if X is symmetric stable, then Y is also symmetric stable (β a = 0).
Of particular interest for our purposes is the multivariate stable distribution with independent components: X 1 , . . . , X n . In this case the spectral measure Γ is discrete and concentrated on a finite number of mass points on the unit sphere S n : i.e., on the intersection points of the Cartesian coordinates with the sphere S n (Samorodnitsky and Taqqu (1994) , Property 2.3.7). The spectral measure Γ takes the following form:
where the s i 's are the 2n points of intersection of the unit sphere with the Cartesian coordinates, f (s i ) is the Dirac-function that assigns unit mass to the point s i and λ i > 0 with i = 1, . . . , 2n are weights.
Due to the simple form of the spectral measure, this type of multivariate stable distribution is easy to handle in empirical applications, particulary when it comes to simulations. Pseudo-random stable vectors with the discrete spectral measure Γ as given in Equation (4) and stability parameter α can be obtained as follows (Modarres and Nolan (1994) , Samorodnitsky and Taqqu (1994) , Kozubowski et al. (2003) and Nolan (2003) ):
where V i 's are i.i.d totally skewed, one-dimensional standard stable variables S α (1, 1, 0). Univariate pseudo-random stable numbers are simulated based on the algorithm developed by Chambers et al. (1976) . Random vectors with a location parameter µ different from zero can be obtained as Z = Z * + µ.
Example 2.1 One can simulate bivariate stable distributed random numbers with independent components, location parameter equal to zero and α = 1 as follows:
The marginal distributions are also α-stable with location parameters equal to zeros: S α (σ 1 , β 1 , 0) and S α (σ 2 , β 2 , 0), respectively. Samorodnitsky and Taqqu (1994) derive the relationship between the weights λ 1 , λ 2 , λ 3 and λ 4 and the scale and skewness parameters σ 1 , σ 2 and, respectively, β 1 , β 2 as follows:
. To simulate symmetric bivariate random numbers, one should set in Equation (6) λ 1 = λ 3 and λ 2 = λ 4 , which result in β 1 = β 2 = 0.
Similar to the univariate case, the estimation of the parameters of the multivariate stable distribution becomes difficult within standard estimation procedures, due to the lack of closed-form expression for the density and due to the non-existence of moments higher than α.
2 The estimation of the parameters of the multivariate stable distribution with discrete spectral measure is so far implemented by Rachev and Xin (1993) and Cheng and Rachev (1995) based on a random sample from the domain of attraction of the original multivariate stable random variable and by Nolan and Panorska (1997) , Nolan et al. (2001) and Ogata (2013) based on the empirical characteristic function. However, its easiness in simulating pseudo-random stable vectors with discrete spectral measures makes the IndInf estimation method of Gouriéroux et al. (1993) , Smith (1993) and Gallant and Tauchen (1996) a valuable alternative as shown by the empirical results in sections 5 and 6.
Stable Factor Models
In this section we introduce two factor models with factors and idiosyncratic error terms that are independent and jointly symmetric multivariate stable distributed. In Section 3.1 there is no time dependency in the factors and in the noises, and therefore it deals with a static factor model and in Section 3.2 the joint distribution of the factors and the idiosyncratic noises is characterized by a time-varying spectral measure whose components are modeled by means of GARCH processes.
Static Stable Factor Models
where Y t is a n × 1 vector of observable random variables, f t is a k × 1 vector of unobserved common factors, with k ≤ n, B is the n × k matrix of factor loadings of rank(B) = k and u t is a n × 1 vector of idiosyncratic noises. u t and f t are independent of each other, as well as f jt and f lt for all j = l = 1, . . . , k and u it and u st for all i = s = 1, . . . , n. Moreover, we assume that u t and f t are jointly symmetric α-stable distributed as follows:
where α is the stability parameter, with 0 < α ≤ 2 and Γ is a discrete and symmetric spectral measure on the unit sphere. To reduce the dimensionality of the problem, we let the location parameter vector in Equation (8) to be equal to the vector of zeros, i.e., µ = 0 (n+k)×1 . 3 We denote the model given in equations (7) and (8) Samorodnitsky and Taqqu (1994) , for each j = 1, . . . , k, f jt is symmetric stable distributed: S α (δ j , 0, 0) and for each i = 1, . . . , n, u it is also symmetric stable distributed: S α (σ i , 0, 0), where δ j and σ i are scale parameters that are related to the spectral measure Γ as follows:
where a i (a j ) is a vector of dimension (n + k) × 1 with the i-th (j-th) element equal to 1 and the rest equal to zero.
Denote by X t = f t u t and define the matrix A = (B, I n ) with I n be the identity matrix of dimension n × n. The matrix A is of dimension n × (n + k). Then, one can write Equation (7) as follows:
Proposition 3.1 The variable Y t given in Equation (7) is multivariate symmetric α-stable distributed with the location parameter vector equal to the vector of zeros and the spectral measure given by:
where ω l with l = 1, . . . , n + k are the diagonal elements of the matrix:
with ∆ and Σ being diagonal matrices of dimension k × k and, respectively, n × n, whose elements are the scale parameters of the factors and the idiosyncratic noises, i.e.,
α/2 and a il be the il-th element of the matrix A, ι l = a ·l ||a ·l || , where a ·l is the l-th column of the matrix A and f (ι l ) is the Dirac-function, which assigns an unit mass to the point with coordinates given by ι l .
The proof of Proposition 3.1 can be derived from the fact that, since X t is an (n+k)×1 vector of independent standard stable random variables, then its spectral measure is discrete and concentrated on 2(n+k) points on the unit sphere S n+k . Moreover, according to the Example 2.3.6 in Samorodnitsky and Taqqu (1994) and to the fact the X t is symmetric stable distributed, the vector Y t , which is a linear combination of the elements of X t is also symmetric stable distributed with the spectral measure given in Equation (12).
To eliminate the scale indeterminacy of the common factors, some parameter constraints have to be imposed. One can impose that δ j = 1 or, alternatively, that the jj-th elements of B, namely b jj , are equal to 1 for j = 1, . . . , k. For our purposes, we impose that the scale parameters of the factors are equal to 1: i.e., δ j = 1. As a result, the vector of parameters to estimate is given by:
. . , b ik ) with i = 1, . . . , n, and σ = (σ 1 , . . . , σ n ) . Furthermore, for identification reasons, we also impose the commonly adopted zero upper-triangular parametrization of B to define identifiable models when the number of factors is larger or equal to two:
Thus, the total number of parameters to estimate is equal to nk −
To the best of our knowledge, the research on static factor models with stable distributed factors and idiosyncratic error terms is still in its infancy. Tsionas (2013) introduces different procedures to undergo numerical statistical inference in the family of univariate and multivariate stable distributions with direct application to static and dynamic factor models, among others. Particularly, to estimate the parameters of the static factor model, Tsionas (2013) applies the MCMC procedure. In our paper, we take advantage of the fact that one can easily simulate from the StatStabF model regardless of the dimension of the process and implement the Indirect Inference method with the multivariate Student's t as the auxiliary distribution, as described in Section 4.
GARCH Stable Factor Models
where Y t is a n × 1 vector of observable random variables, f t is a k × 1 vector of unobserved common factors, with k ≤ n, B is the n × k matrix of factor loadings of rank(B) = k and u t is a n × 1 vector of idiosyncratic noises. u t and f t are independent of each other, as well as f jt and f lt for all j = l = 1, . . . , k and u it and u st for all i = s = 1, . . . , n.
Moreover, we assume that f t and u t are conditionally on the past information set jointly symmetric α-stable distributed: let X t = (f t , u t ) ; then X t is distributed as follows
where the discrete symmetric spectral measure Γ defined in Equation (8) becomes here time-varying and F t is an information set that contains the values of Y t and f t up to time t. 4 As a consequence, each factor and each idiosyncratic noise is conditionally on F t−1 univariate stable distributed with the tail index α and a time varying scale parameter. In order to account for the time variation in the scale parameters, we define the j-th factor in the vector f t to have the following representation:
where δ j > 0, φ j ≥ 0, ρ j ≥ 0, δ j is the unconditional scale of f jt and z jt is i.i.d standard symmetric stable distributed with α tail index for j = 1, . . . , k and the i-th noise in the vector u t to follow:
where
is the unconditional scale of u it and it is i.i.d standard symmetric stable distributed with α tail index for i = 1, . . . , n. We denote the model given in equations (13), (15), (16), (17) and (18) to be a GARCH Stable Factor (GARCHStabF) model.
The GARCH(1,1) processes in equations (16) and (18) admit strictly stationary solutions if and only if the top-Lyapunov conditions E log(φ j z 2 jt + ρ j ) < 0 and E log(ϕ i 2 it + i ) < 0 are satisfied for all j = 1, . . . , k and i = 1, . . . , n (Nelson (1990), Mittnik et al. (2002) ).
The discrete spectral measure Γ t from Equation (14) has 2(k + n) mass points at the intersection of the unit sphere S n+k with the axes in each t and can be written as a function of the time varying scale parameters of the factors given in Equation (16) and of the idiosyncratic errors given in Equation (18) as follows (Samorodnitsky and Taqqu (1994) ):
where f t (s l ) assigns unit mass to the point s l , which is the intersection of the unit sphere S n+k with the axes at time t and ω lt are the diagonal elements of the matrix:
with ∆ t and Σ t being diagonal matrices of dimension k × k and, respectively, n × n: i.e.,
We derive below the distribution of Y t conditionally on F t−1 .
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Proposition 3.2 The variable Y t given in Equation (13) is conditionally on F t−1 multivariate symmetric α-stable distributed with the location parameter vector equal to the vector of zeros and the spectral measure given by:
where ω lt are defined above and ||a ·l || = (
α/2 , with l = 1, . . . , n + k and a il be the il-th element of the matrix A defined in Section 3.1,
, where a ·l is the l-th column of the matrix A and f t (ι l ) is the Dirac-function which assigns an unit mass to the point with coordinates given by ι l at each time t.
The proof of Proposition 3.2 can be derived similarly to the proof of Proposition 3.1.
As in the StatStabF model, to eliminate the scale indeterminacy of the common factors, one can impose that δ j = 1 or, alternatively, that jj-th elements of B, namely b jj , are equal to 1 for j = 1, . . . , k. For our purposes, we impose that the scale parameters of the factors are equal to 1: i.e., δ j = 1 for all j = 1, . . . , k. Moreover, without loss of generality, but for computational reasons, we assume that the conditional scale of each idiosyncratic noise has the same GARCH parameters: ϕ i = ϕ and ρ i = ρ ∀i. As a result, the vector of parameters to estimate is given by:
. . , k and η = (ϕ, ) . Furthermore, we impose the zero upper-triangular parametrization of B, similar to the static case. Thus, the total number of parameters to estimate is equal to nk −
Conditionally heteroskedastic factor models are first introduced by Diebold and Nerlove (1989) and further developed by Harvey et al. (1992) . These approaches assume normally distributed factors and idiosyncratic error terms. Doganoglu et al. (2007) are the first who relax the normality assumption in favor to the stable distribution. Differently from our approach, they restrict the number of factors to one and assume time varying scale processes only for the factor, while the idiosyncratic error terms exhibit scales constant in time. All resulting scales of the elements of the vector Y t are time varying, as the spectral measure of Y t changes at each time instant t following the changes in the scale of the factor. However in this framework, one can construct combinations of the elements of Y t with constant scale parameters as explained in Sentana et al. (2008) , which may be in many empirical applications not plausible: e.g., Y t are vectors of asset returns with time varying scale parameters and some portfolios of these assets may exhibit constant scale parameter. Although the scale parameter does not have a direct interpretation as the volatility, in the portfolio theory adapted to non-Gaussian stable portfolios (Bawa et al. (1979) and Rachev and Han (2000) , among others), it replaces the volatility as a measure of risk. Consequently, it is not possible to construct portfolios with risk constant in time while all underlying assets display a time varying risk. Doganoglu et al. (2007) derive the log-likelihood for their model as a function of univariate stable densities due to the fact that the idiosyncratic errors and the factors are independent. However, the lack of closed form expressions for the univariate stable densities makes the direct implementation of the maximum likelihood difficult. Therefore, they use a polynomial approximation as developed in Doganoglu and Mittnik (1998) , which is based on fast Fourier transformations as described in Mittnik et al. (1999) . The problem with this estimation is that the information set F t−1 is not completely available to the econometrician, as the values of f t up to t − 1 are not known (for a more detailed discussion, see Sentana et al. (2008) ). Therefore, in the paper, we implement the indirect inference method to estimate the parameters of interest, which circumvents both the lack of closed form expression of the stable density and the incompletely available information set F t−1 .
Indirect Estimation
The lack of closed-form expression of the stable density and, consequently, of the loglikelihood function, as well as the non-existence of most of the moments, makes the implementation of standard methods to estimate the models given in Section 3 a very difficult task. However, the easiness in simulating pseudo-random numbers from the multivariate stable distribution with independent components as described in Section 2 makes the indirect inference estimation methods developed by Gouriéroux et al. (1993) , Smith (1993) and Gallant and Tauchen (1996) a valuable alternative. The IndInf methods have found already some application in dealing with the estimation difficulties of the parameters of the stable distributions, however only in the univariate context: Lombardi and Calzolari (2008) and Garcia et al. (2011) for estimating the parameters of an univariate stable distribution and Calzolari et al. (2014) for the estimation of GARCH models with stable distributed error terms. Sentana et al. (2008) apply IndInf to circumvent the problem of unknown information set F t within a GARCH factor model with normal distributed factors and idiosyncratic error terms.
The idea behind the IndInf estimation method is to replace the model of interest (in the following called "true model") with an approximated model, which is easier to handle and estimate (in the following called "auxiliary model"). For identification purposes, the dimension of the parameter vector of the auxiliary model should be equal or larger than the dimension of the parameter vector of the true model.
Below, we give a very short introduction to the IndInf method, while in the following subsections we concentrate on describing its implementation for estimating the models introduced in Section 3.
Let y t , t = 1, ..., T be a series of observed values of the random vector Y t and characterized by the density function f 0 (y t ; ϑ), where ϑ is the vector of unknown parameters of dimension r × 1. Denote ϑ 0 to be the true value of the parameter vector ϑ. The density function f 0 (y t ; ϑ) has no closed-form or it is very difficult to implement.
Let f a (y t ; ψ) be an auxiliary density function, which is easier to handle than f 0 (y t ; ϑ) and which is characterized by the parameter vector ψ of dimension q × 1 with q r. The corresponding log-likelihood function is given by L a (y 1 , y 2 , . . . , y T ; ψ), which is available analytically.
The IndInf method implies the following steps:
Step 1: Compute the pseudo-ML (PML) estimator of the pseudo-true ψ 0 :
Step 2: For a given value of ϑ, simulate H paths of length T from the model of interest: y h,1 (ϑ), . . . , y h,T (ϑ), with h = 1, . . . , H.
Step 3: Find the IndInf estimatorθ such that:
(a)ψ and ψ HT (ϑ) are as close as possible (Gouriéroux et al. (1993) , see also Smith (1993) ):
where Ξ is a weighting matrix, which is symmetric nonnegative definite and and
. (23) or (b) the score, computed on the HT simulated observations and at valueψ, is as close as possible to the vector of zeros (Gallant and Tauchen (1996) ):
and Υ is a weighting matrix, which is symmetric nonnegative definite. Gouriéroux et al. (1993) show that the two family of estimators,θ(Ξ) andθ(Υ) are asymptotically equivalent. Gouriéroux et al. (1993) show that the indirect inference estimator is consistent and asymptotically normal distributed for H fixed and T → ∞ with the variance-covariance matrix as given in Appendix A.1. When r = q, which is our case in the Monte Carlo exercise and in the empirical application presented below, the results are independent of the choice of Ξ, respectively of Υ, for which we consider identity matrices. Moreover, if the closed form for the gradient of the auxiliary model is available, then the approach of Gallant and Tauchen (1996) has computational advantages over the approach of Gouriéroux et al. (1993) and Smith (1993) as it avoids the repetition of the numerical optimization given in Equation (22).
Estimation of StatStabF model
For the estimation of the StatStabF model introduced in Section 3.1 by means of IndInf, we consider the following auxiliary model:
12 where f * t is a k × 1 vector of unobserved common factors, with k ≤ n, B * is the n × k matrix of factor loadings of rank(B * ) = k and u * t is a n × 1 vector of idiosyncratic noises. We further assume that f * t and u * t are independent of each other, as well as f * jt and f * lt for all j = l = 1, . . . , k and u * it and u * st for all i = s = 1, . . . , n and that they have finite variances. Let ∆ * and Σ * be diagonal matrices of dimension k × k and, respectively, n × n whose elements are the variances of the factors and of the idiosyncratic noises respectively, i.e.,
Similar to the model of interest, for identification reasons we impose that the variances of the factors are equal to 1: i.e., δ * j = 1 for j = 1, . . . , k. The variable Y t is assumed to be n-variate Student's t distributed with ν degrees of freedom and covariance matrix Π.
5 The choice of the Student's t distribution is motivated by the fact that the degrees of freedom parameter ν has a clear and interpretable matching to the tail parameter α in the stable distribution, as both describe the thickness of the tail. Moreover, Π = B * B * + Σ * . The probability density function of y t , which is the observed value of Y t is given by (Kotz and Nadarajah (2004) )
ik ) with i = 1, . . . , n, and σ * = (σ * 1 , . . . , σ * n ) . Similar to the model of interest, for identification reasons we also impose the zero upper-triangular parametrization of B * . Thus, the loglikelihood of the auxiliary model is given by L a (y 1 , y 2 , . . . , y T ; ψ) = T t=1 ln f a (y t , ψ) with y 1 , . . . , y T independent of each other due to the time independency assumption among the factors and among the idiosyncratic error terms.
The only constraints that must be imposed during the maximization of the pseudolikelihood of the auxiliary model are on σ i and σ * i , where i = 1, . . . , n that must be non-negative during each iteration of the process and upon convergence. We must also be prepared to deal with possible values of σ i and σ * i that reach the lower boundary of zero (the so called "Heywood case"): they would imply that factors are no more latent, but to some extent, they become "observable", and, thus, the pseudo-likelihood and the score must be changed accordingly. Such cases, however, never occur in any of our empirical experiments.
The total number of parameters to estimate is equal to number of parameters of the model of interest given in Section 3.1. As we are able to provide closed forms for the gradients of the auxiliary model (see Appendix A.2), we implement the approach of Gallant and Tauchen (1996) to obtain the IndInf estimator. In order to avoid that the degrees of freedom reach the boundary of zero, for which the Student's t distribution is not defined, we could implement a constrained indirect inference procedure as introduced by Calzolari et al. (2004) . However, given that this is never the case in any of our empirical exercises, we stay with the unconstrained routine as described above.
Estimation of GARCHStabF model
In order to estimate the GARCHStabF model introduced in Section 3.2 by means of IndInf we consider the following auxiliary model
where f * t is a k × 1 vector of unobserved common factors, with k ≤ n, B * is the n × k matrix of factor loadings of rank(B * ) = k and u * t is a n × 1 vector of idiosyncratic noises. We further assume that f * t and u * t are independent of each other, as well as f * jt and f * lt for all j = l = 1, . . . , k and u * it and u * st for all i = s = 1, . . . , n and that they have finite unconditional variances. Let ∆ * and Σ * be diagonal matrices of dimension k × k and, respectively, n × n whose elements are the unconditional variances of the factors and of the idiosyncratic noises respectively, as given in Equation (26).
Similar to Section 4.1, for identification reasons we impose that the unconditional variances of the factors are equal to 1: i.e., δ * j = 1 for j = 1, . . . , k and that B * has a zero upper-triangular parametrization. Let
ik ) with i = 1, . . . , n, and σ * = (σ * 1 , . . . , σ * n ) . For estimation purposes, we have available only the observations y 1 , . . . , y T and not the factors f * 1 , . . . , f * T . For this reason, in order to estimate the parameters of the GARCHStabF model, we adopt a sequential procedure based on three steps. Each step helps at estimating a subset of the parameter vector of the auxiliary model by possibly involving different estimation procedure. Although the framework of the auxiliary model is misspecified, we are able to identify the parameters of the model of interest through the ones of the auxiliary approach as follows:
Step 1: Similar to Section 4.1, assume that Y t given in Equation (28) follows a multivariate Student's t distribution with ν degrees of freedom, an unconditional variancecovariance matrix Π = B * B * + Σ * and a location vector equal to zero. Following the estimation procedure described in Section 4.1, compute the IndInf estimates of ν and ψ 1 .
Step 2: Extract k "approximated" common factors g * 1t , . . . , g * kt and corresponding residuals w * 1t , . . . , w * nt based on the classical approach (Lawley and Maxwell (1962) ):
Step 3: Treat the extracted factors and noises from Step 2 as being conditionally heteroskedastic with conditional variances given by the following GARCH(1,1) processes:
where δ * j = 1, σ * i > 0 is derived in Step 1 and φ *
Moreover, we impose that the GARCH parameters are equal for all idiosyncratic noises: ϕ * i = ϕ * and * i = * ∀i.
To assure stationarity of the GARCH processes in equations (31) and (32), we impose that φ * j + ρ * j < 1 for j = 1, . . . , k and ϕ * + * < 1.
In order to estimate the parameters of the GARCH processes given in equations (31) and (32), which are stacked in
, we treat the extracted factors and the noises as if they are conditionally multivariate Student's t distributed with ν degrees of freedom, where ν is fixed to the value obtained in Step 1 and the conditional variance covariance matrix is given by
of dimension (n+k)×(n+k) with ∆ * t and Σ * t being diagonal matrices of dimension k × k and, respectively, n × n whose elements are the conditional variances of the extracted factors and of the noises respectively, i.e.,
where δ * jt with j = 1, . . . , k and σ * it with i = 1, . . . , n are given in equations (31) and (32), respectively.
If B * and Σ * were known, the extracted factors and noises in equations (29) and (30) would be conditionally multivariate stable distributed with the same tail index as Y t defined in Section 3.2. However, B * and Σ * are not known and therefore are estimated in Step 1; so, the joint distribution of the extracted factors and noises becomes unknown. However, empirically we detect some fat-tailness for the extracted factors and noises after being standardized by their conditional variances that is inherited from the fat-tailness of the observed original data. Therefore, adopting a multivariate Student's t distribution, which is easy to implement and accounts for fat-tails might be a valuable choice. Alternatively, one can adopt for the estimation purposes of ψ 2 a multivariate normal distribution with mean zero and conditional variance-covariance matrix Ω * t . Both procedures have been implemented and the empirical comparison of results suggests that the Student's t should be preferred: although the estimated values of the parameters are comparable, their efficacy is in general larger if we consider the Student's t rather than the normal distribution.
In addition to the constrains imposed in Step 1, we have to impose here that the GARCH parameters of each factor and of the noises must be nonnegative and they assure stationarity of the processes. In a GARCH model, when the ARCH parameter is zero or very small, the corresponding GARCH parameter is not identified or poorly identified. To avoid such cases, we impose that φ j , φ * j , ρ j , ρ * j with j = 1, . . . , k and ϕ, ϕ * , , * must not be less than 0.01. Moreover, to assure stationarity we constrain that φ * j + ρ * j , and ϕ * + * must not exceed 0.999. 6 Upon the convergence, we verify if the estimated values of φ j , ρ j , ϕ and satisfy the top-Lyapunov conditions imposed in Section 3.2, which is always the case in all our Monte Carlo experiments and in the empirical application described below.
Although arbitrary, these bounds are wider than those obtained in all the empirical applications we perform on real data. However, in the Monte Carlo experiments these bounds are binding in less than 1% of the cases. The inequality constraints are imposed during the IndInf calibration process as in the constrained indirect estimation of Calzolari et al. (2004) , where it is shown that the arbitrarily chosen bounds do not affect the consistency of the indirect estimator.
The total number of parameters to estimate is equal to the number of parameters of the model of interest given in Section 3.2. Therefore, in order to derive the IndInf estimates of the parameter vector ϑ, we implement the approach of Gallant and Tauchen (1996) , where the vector of scores is obtained by stacking up together the scores derived in Step 1 and Step 3 for which we provide in Appendix A.2 and A.3, respectively the closed form expressions.
The (asymptotic) variance covariance matrix of the indirect inference estimator of the parameter vector ϑ specific to GARCHStabF model cannot be computed from Equation (A.37) given in the appendix as the indirect estimation procedure is done in several steps. More precisely, the Fisher information matrix of the auxiliary model, namely I(ψ 0 ) cannot be fully estimated. Therefore, we replace it by a consistent estimator, namely the sample variance-covariance matrix of 1000 independently simulated score vectors. The score vectors are computed after the last iteration, upon convergence. The values of
A.37) are also computed in the last iteration, upon convergence. The good performance of such procedure is preliminarily verified with several Monte Carlo experiments, where upon convergence of each replication, not only the parameter estimates are retrieved, but also the estimate of their (asymptotic) variance covariance matrix computed as described above. After a large number of replications (such as 1000), the Monte Carlo variance covariance matrices of the parameter estimates and the averages of the estimated (asymptotic) variances covariance matrix always appear to be very similar.
Monte Carlo Study
A detailed set of Monte Carlo experiments is performed to assess the finite sample properties of the IndInf estimates for the two models introduced in Section 3. All estimations in this section and in the following one are done with Fortran 77 and most of them are ran on the parallel cluster bwUniCluster, which is a distributed memory parallel computer where each node has sixteen Intel Xeon processors 7 .
For each of the models, we perform a total of R = 1000 Monte Carlo replications with a length of the series of T = 3000. This sample size corresponds to about 13 years of daily data, as in our empirical application. We consider here two cases: the first case regards a total of three series (n = 3) for which we estimate only one factor (k = 1) and the second case regards a larger panel of series of about ten (n = 10) for which we estimate two factors (k = 2). For implementing the IndInf procedure, we choose H = 10 and H = 100 for the StatStabF Model and GARCHStabF model for three series and one factor, which implies a total of 30000 and 300000, respectively simulated observations to compute the mean scores in the auxiliary models. Increasing H reduces the (theoretical) variance covariance matrix of the estimates according to Equation (A.37), however at high computational costs. We choose to report here results only for H = 100, as they do not significantly differ from the ones for H = 10, except for the variances which are slightly smaller. To estimate GARCHStabF model for ten series and two factors we also choose H = 10 and H = 100. However, the implementation of IndInf for H = 100 becomes computational burdensome, and, given that in the other cases, there are no significant differences between the results, we choose to proceed in this case with H = 10.
We chose the values of the parameters to mimic real-case values, as reported in Section 6. Thus, to generate StatStabF processes, we choose five cases with α ranging from a very "fat-tailed" value of 1.5 to a moderate-up-to-Gaussian "fat-value" of 1.9. The values of the elements of B and Σ are chosen to be all equal to 1 for the case of three series and one factor and some of the elements of B to be equal to −1 for the case of ten series and two factors 8 . Table B .1 in the appendix reports the average and standard deviations over the 1000 Monte Carlo replications. Overall, one may say that the Monte Carlo results are quite remarkable: all estimates "seem unbiased" (differences between the average estimates and the parameters used to generate the data are observable only after the third digit). The results improve by increasing the value of α, and, thus, by reducing the extremes in the simulated data.
Regarding the efficiency of the estimates, the tail index is estimated with the highest precision regardless of the choice of the number of series and factors. Moreover, as similar to the bias, the precision improves with increasing the value of α. The same effect is observed for the elements of the matrix B and Σ, which are in general estimated with a lower precision than the tail index.
In order to generate GARCHStabF processes, we choose again five cases with α ranging from 1.75 to 1.95. The choice of larger α in the GARCHStabF model compared to the StatStabF model is due to the fact that in the real application presented in the following section, when GARCH effects are included, the fat-tailedness of the standardized residuals reduces. This might due to the fact that, although not directly applicable here due to lack of moments larger or equal to α, the GARCH specification is able to capture some of the "overkurtosis" present in the original series. Although all empirical experiments done on real data indicate that, in the presence of GARCH effects, the smallest realistic α is estimated around 1.81, we consider here also the case where the standardized residuals may have a even fatter tail, described by a value of 1.75 or 1.8. Moreover, as the empirical results show, the largest realistic α is estimated to be about 1.96, which is much closer to the normality assumption than in the StatStabF case. For this reason, we choose in this Monte Carlo experiment as upper limit of 1.95. The values of the elements of B and Σ are chosen to be all equal to 1 for the case of three series and one factor and some of the elements of B to be equal to −1 for the case of ten series and two factors. Moreover, the values of the GARCH parameters are chosen to mimic the values obtained from the real data. Tables B.2 and B.3 in the appendix report the average and standard deviations over the 1000 Monte Carlo replications for the case of three series and one factor and for the case of ten series and two factors, respectively.
Overall, one may say that compared to the StatStabF model, the introduction of the GARCH effects induces some bias in the estimates. From the results reported in Table  B .2, three conclusions can be drawn: First, the bias reduces when α increases, and this might be due to less extremes in the generated data. Second, the bias in the estimated α and in the GARCH parameters is much smaller than in the other parameters and it is observable only after three digits. Third, the variance of the estimates also reduces when α increases, which might be due again to a reduction in the extremes in the generated data. Of special interest is the case of α = 1.75, for which two of the three diagonal elements of the matrix Σ exhibit very large standard deviations. For this reason, we complement the information on the distribution of the estimates and report in Table B .4 the median and interquartile ranges over the 1000 replications. 9 One may observe that, for this special case, the median becomes much closer to the simulated value and the interquartile range becomes much smaller compared to the standard errors reported in Table B .2. This strengthens the presumption that the relatively poor average and standard deviation results might be due to a high rate of extremes within the sample generated for small values of α. However, when one increases the number of observations to an extreme case of two millions and the number of replications to 2000, the estimates become very precise and accurate: Table 1 from below reports simulation results for the GARCHStabF model for the case of α = 1.75 and α = 1.8 and H = 1. One should keep in mind that, if the experiment is repeated for H = 100, it is expected a reduction in the variance approximately by 1 + 1/H (see Equation (A.37)).
Thus, one can conclude that, for the extreme cases of α = 1.75 and α = 1.8, it takes more than 3000 observations to obtain reliable finite sample properties. However, although these cases might be of interest for some applications, there are not very realistic. When estimated from real data, for the three series and one factor case, the coefficient α varies between 1.92 and 1.96 for which Table B .2 reports very good results: the bias in the estimates is observable only after three digits.
By analyzing the results for the case of ten series and two factors given in Table  B .3, one can derive the same conclusions as in the previous case. However, the biases and standard deviations increase compared to the case of three series and one factor. This is due to the fact that now we estimate 25 parameters more on the same number of observations. Furthermore, also for α = 1.8 one gets standard deviations which seem to be too large. But the median and interquartile ranges reported in Table B .5 indicate an improvement in the estimates for the extreme cases of α = 1.75 and α = 1.8, which, however, are of little relevance in our empirical application: the estimated α parameter varies between 1.83 and 1.88. Moreover, similar to the previous case, the average and standard deviations can be improved by increasing the number of observations.
Empirical Application
In this section we provide further evidence on the performance of the IndInf method in estimating the parameters of the models described in Section 3 when applied to real data. The practical implementaton of these models in finance applications, such as asset pricing or risk management does not represent the scope of this paper and is left for further research.
We estimate the StatStabF and GARCHStabF models on daily log-returns of thirty individual components 10 of the Dow Jones Industrial Average stock index computed for the open-to-close period (from 9:30 to 16:00) on the sampling window 01.11.2001 -30.09 .2014 (T = 3220 trading days). The data stems from the Trade and Quotations (TAQ) database 11 and the daily log-returns are scaled up by 100. Figure B .1 in Appendix plots the line graphs of the log-return series and Table B .6 provides their descriptive statistics. From Figure B .1 one may observe that there is strong commonality in the dynamics of daily returns, especially during the previous financial crisis characterized by clustered extreme returns. Moreover, the descriptive statistics reported in Table B .6 provide further insight that the distributions of the underlying series are far from being normal, due to the large heavy-tailedness, in particular for the assets belonging to the financial sector. This leads to the conclusion that factor models with fat-tailed factors or, additionally, with time-variyng dispersion might be appropriate to capture such dynamics. Although the means of the series are in general close to zero, in what follows, we present results from using demeaned log-returns.
Even if we report and discuss at length here results only for n = 10 series, namely for AXP, BAC, C, GS and JPM from the financial industry and DD, JNJ, MRK, PFE and PG from the chemical industry, we also refer briefly to results obtained for different combinations of stocks with n taking further values, such as 3, 5, 7, 15 and 30.
12 Moreover, the results we discuss are from estimating both the StatStabF and GARCHStabF models with k = 1 and k = 2 factors and we shortly refer to results from estimating k = 3 factors. Table B .7 in appendix reports estimates and standard errors computed with H = 100. The standard errors of the estimates stemming from the StatStabF model are obtained by the empirical counterparts of the diagonal elements of the covariance matrix given in Equation (A.37) and the standard errors of the estimates of the GARCHStatF model are computed as described in Section 4.2.
The estimation results show that the factors and idiosyncratic noises exhibit large fattails with α varying between 1.6 and 1.86 in StatStabF model. Moreover, increasing the number of factors increases the value of estimated α in both models, with a more pronounced effect in the StatStabF model than in the GARCHStabF (the effect is further observable when k becomes 3). The common behavior of daily returns, which seems to be also very extreme, especially during turbulent times, can be captured by a factor with fat-tails or by two factors, both with less fatter tails than the one factor. The fact that the StatStabF model provides in general smaller values of the estimated α is due to the fact that through the GARCH effects one may capture some proportion of the heavy-tailedness 11 We are grateful to Sebastian Bayer for preparing the data. 12 The detailed results for these cases can be obtained from the authors upon request.
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in the series, similar to the GARCH effects in standard frameworks (i.e., under normal or Student's t distributional assumptions).
The estimates of the B and Σ are all significant at 5% level and comparable in values among the models. The nonexistence of moments larger or equal to α within the stable distribution makes it difficult to provide a classical interpretation of the GARCH parameters in terms of degree of clustering and overkurtosis. However, the GARCH effects for both the factors and the noises are significant and the values are similar to the ones obtained in a classical GARCH framework: the estimate of the GARCH parameter is very large (varying around 0.9) relative to the estimate of the ARCH parameter (varying around 0.05), while the sum of the two estimates is close to the value of 1. Similar results are obtained by Calzolari et al. (2014) when estimating GARCH models with conditionally α-distributed standardized errors and by Sentana et al. (2008) when estimating GARCH parameters within a conditionally heteroskedastic factor structure with normally distributed factors and idiosyncratic noises.
When extending the analysis to different number of assets, one observes that the estimates of the parameter α in the GARCHStabF model decreases by increasing the number of assets. Applying the model to several combinations of stocks, for n = 3 the estimates of the α coefficient vary between 1.92 and 1.96, for n = 5 between 1.88 and 1.91, for n = 7 between 1.85 and 1.9, for n = 15 between 1.86 and 1.87 and for n = 30, the estimate of α is equal to 1.81. This might be explained by the fact that by increasing the number of series one also increases the degree of heterogeneity in terms of heavy-tailedness among the assets. Thus, for example, in the set of three series with the estimated α of about 1.92 we include the assets BAC, C and CAT, while in the set of five series with the estimated α of about 1.88, we include the assets belonging to the financial sector, namely AXP, BAC, C, GS and JPM. Compared to the set of three, in the set of five assets we drop CAT, which according to Table B .6 has a small empirical over kurtosis relative to the assets from the financial sector and add the rest of the financial assets, which increases the overall fat-tailedness of the system. This has a direct effect on the value of the tail index estimate, common to the factors and idiosyncratic noises, which decreases accordingly. Therefore, in the set of 30 stocks, where we include all assets available, the estimated α is the smallest among all possible combinations of stocks in our sample.
Conclusions
In this paper we apply the indirect inference method to estimate factor models with α-stable distributed factors and idiosyncratic noises. The factor models have found so far wide applications in the economic and finance empirical literature, as they parsimoniously capture common dynamics of large panels of data. Most of the existing factor models assume a normal distribution for the underlying variables. However, many economic variables, especially in the finance area, such as returns from stock prices or exchange rates, exhibit heavy-tails that are usually captured by means of the Student's t distribution assumptions. Although very popular, the Student's t distribution lacks of stability under aggregation.
A valuable alternative is the α-stable distribution that posses closure under aggregation, domain of attraction and applicability of the (generalized) central limit theory. These features make it particularly attractive for finance applications, such as portfolio optimization or asset pricing. The main difficulty, however, is the estimation of its parameters: classical estimation methods, such as maximum likelihood or methods of moments can not be applied, as the α-stable distribution lacks in closed-form solutions of the density or in moments larger than one. However, its easiness in simulating pseudo-random numbers makes feasible the application of the indirect inference method to estimate the parameters of interest.
In this paper we focus on two types of factor models, both assuming that the factors and the idiosyncratic noises are independently jointly multivariate α-stable distributed: a static factor model with the underlying distribution constant in time and a GARCH factor model with a time varying conditional distribution. The simulation exercise reveals very good estimation results for a wide range of parameter choices: the estimates seem unbiased and their efficiency increases with the tail index of the distribution. Moreover, the empirical results on a set of thirty daily stock log-returns provides further evidence on the properties of the estimates and on the performance of the indirect inference estimation method when applied to real data.
of the paper and σ * = (σ * 1 , . . . , σ * n ) . We compute the score of the logarithm transformation of the likelihood given in Equation (A.38) with respect to ψ element by element. Thus the derivative of ln f a (y t , ψ) w.r.t. ν is given by: The derivatives of ln f a (y t , ψ) w.r.t. the unique elements of the symmetric matrix Π are given by:
where i, j = 1, . . . , n and j ≥ i, (y t y t ) r,s is the (r, s)-th element of the matrix y t y t and π ij is the ij-th element of Π −1 .
In order to compute the elements of the derivative of ln f a (y t , ψ) w.r.t. the elements of B * and Σ * , we make use of the fact that Π = B * B * + Σ * , i.e.,
∀q with q = 1, . . . , k and i, j, r = 1, . . . , n, j ≥ i.
Due to symmetry of Π and y t y t , we get:
The correctness of the above closed form expressions of the derivatives is carefully checked empirically by comparing their numerical values to finite differences (as "∆/∆" from the log-likelihood given in Equation (A.38)).
A.3 The score of the auxiliary model for the GARCHStabF Model
The estimation of the parameters of the GARCHstabF model implies three steps and the scores of Step 1 and 3 are stacked up together in one vector. As the scores corresponding to
Step 1 are already provided in Appendix A.2, we give here the scores corresponding to
Step 3 when we assume a conditionally multivariate Student's t distribution with ν degrees of freedom for the extracted factors g * t = (g * 1t , . . . , g * kt ) and noises w * t = (w * 1t , . . . , w * nt ) . Given the diagonal structure of the covariance matrix Ω * t , each of the extracted factors is treated as conditionally univariately Student's t distributed with ν degrees of freedom with the conditional variance as given in Equation (31). The log-likelihood for each extracted factor is given by:
where θ * j = (φ * j , ρ * j ) and δ * jt are given in Equation (31) with j = 1, . . . , k. Thus, the scores of the log-likelihood ln f a g * jt , θ * j w.r.t. the elements of θ * j = (φ * j , ρ * j ) are given by: From the multivariate Student's t distribution assumption, we get that the vector of extracted noises w * t is also jointly Student's t distributed with ν degrees of freedom and diagonal matrix Σ * t , where the diagonal elements are as given in Equation (32). Given that the noises w * 1t , . . . , w * nt are independent of each other, the log-likelihood of their vector becomes:
where σ * it is given in Equation (32) and η * = (ϕ * , * ) .
Thus, the scores of ln f a (w * t , η * ) with respect to ϕ * and * are given by: (A.50) where
∂ * is computed recursively and the starting value is the derivative of the unconditional variance of w * it with respect to * . 
Appendix B: Figures and Tables
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