In this paper, we propose a new analysis for randomized 2-SAT and 3-SAT algorithms, and show that we could determine more precise boundaries for transition probability of Markov chain using Karnaugh map. In our analysis we will show the probability that the selected literal has been flipped correctly is so close to 3 2 and 7 4 , respectively for 2-SAT and 3-SAT with large number of variables. Then we will extend our result to k-SAT and show that both transition probability of Markov chain in randomized algorithm for k-SAT approaches to 0.5. Finally we use this result to determine the probability and complexity of finding the satisfying assignment for randomized k-SAT algorithm. It will be shown that the probability of finding satisfying assignment and its complexity respectively are within a polynomial factor of ) 9272 . 0 ( n and ) 0785 . 1 ( n for satisfiable 3-SAT with n variables (for   n ).
INTRODUCTION
In k-SAT problem there are n Boolean variables In random walk method, the goal is to find a satisfying assignment for given formula. The algorithm is started with selecting an arbitrary assignment. If the assignment satisfies the formula then we reach our goal. But if it does not, there will be some false clause with given assignment. We randomly choose a clause between those false clauses and flip the value of one literal on that clause. By flipping one of the literal we will have a new assignment which should consider as candidate of our answer.
The k-SAT problem has been studied in many works, and various algorithms have been proposed [1] . In the worst case, k-SAT problem needs to search through all assignments where n represents the number of variables in the input formula. However some efficient algorithm have been proposed for solving k-SAT in time less than ) 2 ( n O [2] [3] [4] [5] [6] [7] [8] [9] [10] . Papadimitriou in [2] proposed the random-walk algorithm (RWA) for 2-SAT problem and showed it could be solved in ) ( 2 
n O
. Moreover, Schöning in [3] and [4] proposed the randomized method for 3-SAT which effectively has an expected running time of ) 334
The main novelty of Schöning's algorithm is to restart the algorithm after every 3n flips. . However, in all of them, the minimum probability of successful transition in Markov chain has been considered. The novelty and improvement which has been proposed by Schöning for 3-SAT, made it potential for k-SAT solution in general.
In Schöning's method we should repeat this procedure 3n times until we reach the satisfying assignment. If t X denotes the number of corrected literals at step t , then the stochastic process ,... ,..., , ,
is a Markov chain with states 0,1,2,…,n which indicate the number of correct variables in given assignment. If the value of all variables in selected assignment were false or we reach to this state at step t , we will definitely correct one literal by flipping its value at step
Schöning in [3, 4] has analyzed that the transition probability of satisfiable k-SAT is at least k 1 , from state j to state 1  j and at most k k 1  for transmission to state 1  j . Then, the transition probabilities of Markov chain for 3-SAT has been defined as [11] :
In this paper we will show that we can find more precise boundaries for these transition probabilities in Markov chain. At first we propose our idea for 2-SAT and 3-SAT, and then we will extend it to popular k-SAT. To do this in section 2, the randomized algorithm for 2-SAT and 3-SAT is reviewed. Moreover, we present the Karnaugh map for the selected clause. The Karnaugh map helps us to find all possible combination of variables of the selected clause.
ANALYSIS OF 2-SAT
A Boolean formula which is given as the conjunction of a set of clauses with exactly two literals per clause, can be an input to 2-SAT problem with n variables. A conventional method to find a solution for 2-SAT problem is to start with an assignment, identify a clause that is not satisfied and change the assignment, so that clause became satisfied. Suppose that the selected clause is ) ( B A  . Presume that the selected literal is A and its value is flipped to true. We are looking to the probability that our decision (flipping A from false to true) would increase the number of correct variables by one or not. Figure 1 , shows the Karnaugh map [12] of this selected clause. Although the problem may have more than one satisfying assignment, the goal is to find only one assignment that satisfies the function. Figure 1 is turn to an improbable block for satisfying assignment). As an introduction of the second case, in the following, we first analyze the first case and then will come back to second one.
First Case
Returning to our example of 2-SAT, given a selected clause ) ( B A  for random-walk algorithm, if we flip the value of literal A to true, the value of correct literals will be increased if the satisfying assignment is placed at blocks 2 or 3 where literal A has the value of true. Same as literal A , if we choose literal B and flip its value to true, the value of correct literals will be increased if the satisfying assignment is placed at blocks 1 or 3 where literal B has the value of true. Therefore for 2-SAT, when we choose a literal from an arbitrary selected clause and flip its value we have 2 chance for success and one for fail. Then, the transition probabilities of Markov chain for 2-SAT (first case) has been defined as:
Second Case
Suppose  and  respectively represent the position of satisfying assignment and the total number of improbable blocks (
because we have at least one improbable blocks and satisfying assignment) in given standard Karnaugh map of selected clause. When we flip the value of literal A to true, the value of correct literals will be increased if the satisfying assignment is placed in one of blocks 2 and 3 where literal A has the value of true. Then we have: 
The main issue in Equation (6) 
Then we can define:
As we have considered a satisfiable formula, then it does not
or all combinations of other clauses, simultaneously. Then we should adjust Equation (10) as:
Like what we defined for
then we have: 
In Figure 2 , the probability that the selected literal has been flipped correctly (or successful transition) is depicted using Equations (13) and (14) . It can be seen that by increasing of n or decreasing of m , the value of successful transition increases because the probability that each clause has been placed in formula on condition that other clauses with same combination of variables has not been placed increases.
Although this probability decreases when m increases, but the increase of n is more effective.
Therefore we can see from Figure 2 which the probability of successful transition is so close to 3 2 for large n . Nevertheless with fixed n as we increase the number of m this probability decrease and reach to its lower band, say 0.5. But there is an important point we should regard. As we have considered that the formula is satisfiable therefore m should be limited to satisfiability upper threshold. On the other hand we cannot consider that m increases as much as it reaches M . Geordet in [13] has proposed an upper bound n n m ) ) (ln 1 ( (
for number of clauses that we can have for a satisfiable 2-SAT formula with high probability. By considering this upper bound and large n we can see that the probability of successful transition is so close to 3 2 . Therefore, the probability that our decision (flipping the value of A from false to true) decreases the value of correct literals by one is close to Figure 3 , shows the Karnaugh map of these three variables. The probability that satisfying assignment place in each other blocks (blocks number 1 through 7) are same and equals to 7 1 . When we flip the value of literal A to true, the number of true literals will be increased if the satisfying assignment is placed in one of blocks 4 to 7 where literal A has the value of true. Therefore for 3-SAT, when we choose a literal from an arbitrary selected clause and flip its value we have 4 chance for success and 3 for fail. Then, the transition probabilities of Markov chain for 3-SAT (first case) has been defined as:
What we have analyzed represents an especial case of satisfiability problem where we assume that there is no clause with the same literals as selected clause in formula. But for most of them there is no guarantee for such presumption. In the following we will analyze the second case which there is at least (not exactly) one improbable block in Karnaugh map of selected clause.
If  denotes the position of satisfying assignment in Karnaugh map which is showed in P is defined in Equation (13) . Therefore, the probability that our decision (flipping the value of A from false to true) decreases the value of correct literals by one is 7 3 7 4 1   and we can define new boundaries for probability of transition from state j to state 1  j and 1  j in Markov chain for 3-SAT problem as: Figure 4 shows the probability of successful transition for a satisfiable 3-SAT with different number of variables using Equations (13) and (19). We should note that although the value of successful transition probability decreases from 7 4 till m reaches its upper bound, but there are some unsatisfiable formulas with those m which should be considered. Therefore, if the number of all unsatisfiable formula subtracted from the denominator of Equation (13) then we have actual value of i P and the probability of successful transition will be close to 7 4 . Note that the Karnaugh map is analyzing the possible combination of three literals in our selected unsatisfied clause and does not care about other possible value for other Therefore, all possible satisfying assignments randomly distributed in probable blocks with same probability.
ANALYSIS OF K-SAT
In k-SAT, the Karnaugh map of unsatisfied clause has k 2 blocks which one of them represents the unsatisfied combination of literals. Then we have 1 2  k blocks that the satisfying assignment could place independently in each of them with the same probability. When we pick one literal from unsatisfied clause and flip its value, then our decision may increase the number of correct literals by one if the satisfying assignment is placed in one of blocks where the value of selected literal is true. The total number of blocks in Karnaugh map that the selected literal could be true equals 1 2  k . Therefore the transition probability of Markov chain for k-SAT are defined as:
Like what we have shown for 3 , 2  k , for a satisfiable k-SAT it can be shown that:
Where i P is defined in Equation (13) . Figure 5 shows the probability of successful transition for a satisfiable 3-SAT with different number of variables using Equations (13) and (24). Figure 5 shows that the probability of successful transition reaches to 0.5 as k increases. For Figure 5 
ANALYSIS OF SUCCESS PROBABILITY AND COMPLEXITY OF K-SAT
Here, we aim to analysis the probability that the algorithm finds the satisfying assignment (or some other satisfying assignment is found). Using this probability we can demonstrate the expected number of independent repetitions of the procedure until we find a satisfying assignment [3] .
If t X denotes the number of corrected literals at step t , then the transition probability from start ) 0 (  t to step j in Markov chain (or the probability that our selected assignments has j correct literals), say j X  0 , equals to:
Suppose that we aim to run the algorithm for at most n 3 times like [3] . Then the probability that the algorithm finds the satisfying assignment at final step or before it ) 3 ( n t  could be defined as [3] [4] 16] :
Where j i q , denotes the probability that we reach to final step or n X t  , if we started from state j n  at Markov chain, and we limit the algorithm to move ) ( j i i  steps in wrong direction (with this, we limit the number of steps to 3n). Therefore we need j i  step in the right direction to reach state n from j n  and the probability can be estimated as follows:
Further we can lower bound the above sum by its largest term by considering j i  , then:
Then we can write:
By inserting Equation (20) into (16) we have:
we have:
is a polynomial factor of n and therefore, the probability that we reach the final state (find the satisfying statement) for k-SAT with large n is: For 3-SAT the probability of finding satisfying statement and its complexity respectively are: 
we can consider
CONCLUSION
Using Karnaugh map of selected unsatisfied clause, we proposed a new analysis of transition probability in randomized algorithm for a satisfiable k-SAT and showed that we can achieve more precise boundaries for them. Moreover, we used these new boundaries to find the probability of increasing of correct literals when we flip the value of selected literal from unsatisfied clause in randomized algorithm. Finally we used these probabilities to analysis of expected complexity of reaching satisfied assignment for k-SAT randomized algorithm.
APPENDIX
Here, we calculate the probability that the of satisfying assignment places in one of blocks 4 to 7 based on Karnaugh map of Figure 3 . Based on the definition of part 2 we have: 
