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Abstract
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Grey-box models for flood forecasting and control
by Euan RUSSANO
Flow forecasting and management are essential fields of study in hydrology
to mitigate floods and droughts that can cause life or material losses. These
undesired aspects arise the necessity of developing techniques to successfully
control water resources. Recent developments in the control community have
focused on the development of predictive control techniques, which demand
computationally inexpensive models to be employed in optimization schemes.
Data-driven models are well-known for low computational demand. However,
their limitations, such as limited extrapolation capabilities and lack of physical
meaning, arises the motivation for the development of grey-box models, which
couples physically-based knowledge with a data-driven component, so as to
increase the range of validity of the model, as well as to allow the physical un-
derstanding of each component of the model.
In the present work we develop two types of grey-box models for flow routing,
one hydrological and the other hydraulic. The hydrological grey-box model is
composed by the mass continuity equation for mass balance and the replace-
ment of the momentum equation by an Artificial Neural Network which re-
produces the discharge as a function of the storage and inflow. The hydraulic
grey-box model implements also the mass-continuity component, but the mo-
mentum equation is replaced by a function which accounts for the water level
upstream and downstream, enabling the reproduction of backwater effects. The
hydrological model is tested in an academic and a real-world case (São Fran-
cisco River, Brazil). The hydraulic model is tested also in an academic and a
real-world case (Main river, Germany). For both cases, we also implemented
two control techniques: Proportional-Integral Control (PI) and Model Predic-
tive Control (MPC). In the Main river case we tested a flood prevention event
using the predictability of MPC control. Results shows that the developed tech-
niques have similar accuracy with highly-detailed models, and the validation
in the control tests shows that these models are promising as regards imple-
menting in real-time control systems.
Keywords: Flow Routing, Grey-box Model, Artificial Neural Network.
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Kurzfassung
Grey-box models for flood forecasting and control
Hochwasservorhersage und management sind wesentliche Bestandteile der
Hydrologie und finden große Beachtung bei der Vermeidung von Überschwem-
mungen und Dürren, die Leben oder materielle Verluste kosten können. Auf
Grund dieser Aspekte ergibt sich eine Notwendigkeit der entwickelten Tech-
niken, um Wasserressourcen erfolgreich zu steuern. Aktuelle Entwicklungen
auf dem Gebiet der Kontrolle konzentrierten sich auf die Entwicklung von
Vorhersagesystemen, die rechnerisch einfache Modelle fordern, um diese in ein
Optimierungssystem zu implementieren. Daten-gestützte Modelle sind bekannt
für geringe rechnerische Anforderungen. Auf Grund von Einschränkungen,
wie begrenzte Extrapolationsfähigkeiten und mangelnden physikalischen Über-
setzungen, entsteht die Motivation zur Entwicklung von Grey-Box-Modellen.
Diese verbinden physikalisches Wissen mit einer datengesteuerten Komponente,
um den Bereich der Gültigkeit des Modells, sowie das physikalische Verständ-
nis der einzelnen Komponenten des Modells zu erhöhen.
In der vorliegenden Arbeit wurden zwei wichtige Grey-Box-Modelle für eine
hydrologische und eine hydraulische Abflussberechnung entwickelt. Das hy-
drologische Grey-Box-Modell besteht aus der Kontinuitätsgleichung der Masse
und einem künstlichen neuralen Netz als Ersatz der Impulsgleichung, welches
den Abfluss als Funktion in Abhängigkeit von der Speicherung und des Zu-
flusses wiedergibt. Das hydraulische Grey-Box-Modell berücksichtigt ebenfalls
die Kontinuitätsgleichung, aber der Impuls wird durch eine Funktion ersetzt,
welche den Wasserstand flussaufwärts und flussabwärts berechnet und es er-
laubt, Rückstaueffekte abzubilden. Das hydrologische Modell wurde in einem
numerischen und einem realen Fall (São Francisco Fluss - Brasilien) getestet.
Das hydraulische Modell wurde ebenfalls in einer numerischen und einem
realen Fall (Main - Deutschland) getestet. Für beide Fälle wurden zwei Steuerung-
stechniken implementiert: die Proportional-Integral Control (PI) und die Model
Predictive Control (MPC). Für die Betrachtung des Mains wurde ein Hochwasser-
vorsorge-Ereignis mit der Vorhersehbarkeit der MPC-Steuerung getestet. Ergeb-
nisse zeigen, dass die entwickelten Techniken ähnliche Leistung wie die hochde-
taillierten Modelle aufweisen, und die Validierung in den Kontrollprüfungen
zeigt, dass diese Modelle in Echtzeit-Steuerungen vielversprechend in der Um-
setzung sind.
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Chapter 1
Introduction
1.1 Background
Throughout history, mankind has formed population cores close to water,
whether rivers, seas, lakes or oceans. This occupation has been motivated
mainly due to the need of drinkable water, navigation, hydropower, recreation
and irrigation for agriculture.
In general, water streams are formed by the flux of underground water to
the surface summed to surface runoff. The accumulation of such water forms
a small watercourse, following an irregular path according to the local topog-
raphy. As the water flows, it also receives contributions from smaller effluents
and from precipitation. These contributions may vary in time and space and
may occasionally cause floods, which potentially cause material damages and
casualties, or droughts, that inhibit energy production by hydro power plants,
also causing animals and human casualties by dehydration, among other losses
(Van Overloop et al., 2011).
In Germany, August 2002, floods in the catchment area of the Rivers Vlatava,
Elbe and Danube, in Central Europe, caused a total damage of 21.1 billione and
37 casualties, besides affecting directly 337’000 people (Figure 1.1). The disaster
underlined just how susceptible society is to extreme natural dangers. With a
similar proportion, in Brazil, end of 1997, a flood in the river Doce affected river-
side cities downstream Governador Valadares, leaving more than 57’000 people
without home, 2 casualties and more than 7’000 affected dwellings (de Men-
donça and de Souza, 2010).
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FIGURE 1.1: View of Dresden main station during and after the
flood, August 2002. Source: https://www.welt.de
According to a report from the United Nations and World Bank (2010), it
is estimated in 3.3 millions the number of people that died from natural dis-
asters between 1970 and 2010. From these disasters, especially in Africa, Cen-
tral and Southern America, the floods account for more than 40% of the total
events, as shown in Figure 1.2. Statistical tests show a low confidence level of
a trend, which may show that prevention measures have likely been effective
(The World Bank and United Nations, 2010).
FIGURE 1.2: Worldly natural disasters distribution. Source: World
Bank and United Nations, 2010
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1.1.1 Flow Forecasting and Short-term Flood Management
Floods are problems that man has tried to resolve long-standing. As an ex-
ample, a system of channels was developed by ancient Egyptians to protect
tombs from becoming flooded before King Tutankhamen Epoch, in the area
known as Valley of the Kings. Another example of great relevance was the
dikes and channels built by Minister Yu in the Yellow River during Xia (BCE
2000-1500) Dynasty. These channels worked so well that later Minister Yu be-
came Emperor Yu The Great, and the economy and society had a boost in de-
velopment.
From beginning of 20th century onwards, the accelerated population growth
and urbanization expansion has imposed an additional pressure on govern-
ment and regulatory agencies to avoid losses and damages caused by floods or
droughts along watercourses, as well as make the best use of these for purposes
such as navigation, recreation and energy production. For densely populated
areas, there are also additional problems such as waste water management,
storm water draining and pollution control.
In order to improve water resources management, there are two usual ap-
proaches. The first approach is the adoption of structural measures(Figure 1.3
a), such as the construction of dikes and dams. The second is the adoption of
non-structural measures ( Figure 1.3 b), such as the control of orifices and gates
in real time as response to foreseen problems. Although structural measures
are usually seen as safer to most people, the second approach is preferable over
the first, since it may be manipulated and optimized, while the second one is
static and of high cost, aside from not taking into account the actual scenario
but just events envisioned at design time (Van Overloop et al., 2011).
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FIGURE 1.3: Example of a) Structural measure and b) non-
structural measure.
Structural measures may be divided into physical and institutional inter-
ventions. As examples of traditional flood management interventions, one may
cite the use of permeable pavements or artificial recharge for source control to
reduce runoff, project wetlands, detention basins and reservoirs for improving
storage of runoff, and construction of bypass channels for capacity enhance-
ment of rivers (World Meteorological Organization, 2009).
The implementation of a non-structural measure involves the prediction of
a scenario, in order to take necessary measures to prevent losses and damages.
These predictions can besides that be used for a variety of other purposes, such
as reallocation of water for navigation or human necessities during droughts,
energy production optimization and flood prevention. These predictions or
knowledge of future system behavior, known as forecast, may be focused in
different time frames, such as short-term, medium-term and long-term fore-
casting. Short-term forecasting is usually centred in flood defense. Medium-
term is usually applicable for reservoir operation, while long-term forecast can
be important for planning and water resources management.
However, the streamflow forecasting may fall in some common related is-
sues. Some of that may be cited are the predictability of the process and the
ways it can be measured, the forecast uncertainty, which is intrinsically related
to the predictability, scale and heterogeneity, which arises the question: How
well the observed data represents the system behavior?
The issue related to the space is a very important one, as it may define the
level of detail that will be taken into account during modeling process. For
small basins which cover just a few hectares, the level of detail may consider
the agriculture and urban drainage. In bigger basins, such as medium ones (
up to 104 km2 ) and big basins (bigger than 104 km2), the level of detail may be
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considerably less, especially depending on the objectives of the forecast, data
availability and desired precision.
Another very important aspect is the way in which the dynamics of the pro-
cess should be approached, as different aspects of the dynamics may be focused
depending on properties of the basin under study. For an ungaged site, it may
be important to take the transformation of rainfall into runoff into account. This
type of approach is know as rainfall-runoff modeling. For sites regulated by hy-
draulic structures, the spatial translation of the discharge from an upstream lo-
cation to a downstream one may be a better procedure. This approach is known
as flow-routing. A brief introduction on both methods is given in the following
sections.
1.1.2 Modelling of rainfall-runoff process
The process of precipitation-flow transformation is not a trivial one, and dif-
ferent techniques may be implemented to represent the dynamics of a specific
basin. The technique to be used may depend on a series of factor, such as:
• the level of detail desired
• the range of validity of the model
• the time available for building and validating the model.
• the amount of available data (observed hydrographs or morphological
data).
These are some of the factors to be taken into account when developing a model,
which can fall into one of the following categories:
• physically-based model
• conceptual model
• data-driven model
In essence, a rainfall-runoff model (1.4) usually has two main components:
storage elements and hydrological processes. A storage element is the main
building block and it is filled or drained by the hydrological processes such as
precipitation, evapotranspiration and runoff. These processes may depend on
one or more parameters in the model.
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FIGURE 1.4: Simple illustration of Rainfall-Runoff model.
The level of detail of these components described inside of a model depends
on the modeling approach used. A physically-based model is constituted by a
high-fidelity description of each morphological characteristic of the basin, such
as elevation model, land use and soil characteristics. A conceptual model, as
the name suggests, is composed by components which aggregates some phys-
ical information of the catchment, but some processes are conceptualized,i.e,
a heuristic technique represents the process according the desired level of fi-
delity that the modeler is looking for. At last, a data-driven approach is a black-
box model, i.e the dynamics of the process are totally hidden under a series of
parameters and functions which translates inputs into outputs, not taken into
account any morphological information of the basin.
1.1.3 Modelling of open channel flow
Flow routing models (Figure 1.5) are based on the transport of the fluid from
one point in space and time to another. They have special applications in the
prediction of flows downstream hydro reservoirs, in which it is necessary to
determine how an specific outflow originated from the reservoir will affect a
city downstream. In many practical applications, rainfall-runoff models are
connected to these flow routing models (as shown by the Lateral Flow node in
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Figure 1.5) in order to account for the lateral inflow due to precipitation runoff
along the water way.
The necessity of stream flow prediction has been overcome successfully by
use of this modelling technique, which may be subdivided into three different
categories, or levels of complexity: physically-based or full-dynamic models,
conceptual or grey-box models and lastly empirical or data-driven models.
Dynamic models are employed extensively in the field of water resources
and flood prediction, where the necessity of detailed physical information is of
utmost importance. The hallmark of such models is the numerical solving of the
Saint-Venant equation, with a broad range of commercial and open-source soft-
wares available on the market, such as SAINT-VENANT (open-source), SOBEK
(free), HEC-RAS (free), MIKE by DHI (commercial). Dynamic models are well-
known for its accuracy, whoever they all posses the disadvantage of being com-
putationally expensive and requiring long simulation time.
Conceptual, or grey-box models incorporate some physical knowledge and
data-observations to build the model. The model structure is defined a priori by
the modeler, but observed data is still necessary to calibrate parameters which
represent one or more processes. This means that the continuity equation is
somehow represented inside the model, explicitly (by a PDE, for example) or
to a lesser extent (first-order transfer function, for example). The momentum
equation is replaced by a self-defined relation. Usually a relation between flow
and storage may be incorporated, as in the Muskingum-Cunge (Cunge, 1969),
or Kalinin–Milyukov–Nash-cascade (Szilagyi et al., 2005).
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FIGURE 1.5: Simple illustration of Flow-routing model.
Such conceptual models possess the advantage of extending the accuracy
and range of validity of the model, being computationally light and adding
physical meaning for its components to a certain degree.
At last, empirical or data-driven models are well known for its computa-
tional efficiency and high accuracy inside of the calibration range . However,
they possess some disadvantages, such as lack of physical interpretation of pa-
rameters, besides requiring a long calibration data range in order to be properly
used. Its high precision also sharply decays for data outside the range. Because
of these peculiarities, these type of models have limited application in control
and scenario analysis. An illustrative comparison between the usual perfor-
mance of these three approaches is shown in Figure 1.6.
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FIGURE 1.6: Illustrative performance comparison between
physically-based model, empirical model and conceptual model.
The successful implementation of an accurate model allows the reliable pre-
diction of floods or droughts, which is required to implement measures in order
to protect people, environment and material in risk areas. However it is desir-
able, if possible, to have a well-defined methodology to know the measures
necessary to prevent or at least to dampen the effects of negative effects. The
use of control techniques allows the control of one or more state(s) of the water
system, avoiding undesired damages.
1.1.4 Real-time control
Control techniques may be subdivided into two main branches, depending
on the type of information used by the controller. The first type, called feed-
back, encompass controllers which react according to the degree of deviation
of a variable from its desired state, or setpoint. The second type are predictive
controllers, which are capable of incorporating future states and optimizing or
minimizing the deviation of a controlled variable from its desired state.
A typical example of feedback controller, and extensively used in hydraulics,
is the Proportional Integral (PI) or Proportional Integral Derivative (PID) con-
troller. It has a series of advantages, such as simple and fast calibration, robust
and stable performance with the right choice of its parameters. As disadvan-
tages, it inherits the disadvantages of a feedback controller, which are the late
reaction, i.e, reaction just after a deviation has already occurred, and also the
fact that a PI or PID controller are linear, which means that the performance of
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such controllers in highly non-linear systems are variable and may be subjected
to overshoot and other undesirable effects, unless it is adapted to different sit-
uations.
One common way to partially avoid such disadvantage without losing the
feedback characteristic of the controller is by incorporating a feedforward con-
troller into the closed loop. This adds a predictive characteristic into the loop,
but still a disturbance must have already occurred so to the feedforward con-
troller takes action, but that action may be taken even before it causes a devia-
tion into the controlled variable.
A more refined controller is the predictive control. It incorporates one or
more models in its internal structure which are used to generate prediction(s)
of the future states of the controlled variables, thus being able to, through some
optimization algorithm, to estimate optimal control of the system to reach a
determined objective.
1.2 Problem definition
The requirement for accurate and computationally inexpensive models has
grown alongside the demand for hydraulic modelling coupled with spatial
planning, in the integrated planning and management of economical, social
and water resources. Besides, the growing necessity of different scenarios anal-
ysis and forecast demands computationally efficient models, also stable to be
simulated for different scenarios.
Although this requirement is clearly defined, the solution is not simple or
singular. Distinctive approaches are still computationally expensive, or lacks
physical soundness as well as are restricted to a certain narrow range of validity
to be used in a real application. To integrate physical concepts into a data-
driven model is a challenge that has been extensively researched.
Therefore, the dominant problem is the necessity of efficient and accurate
models, with reliable outcome in order to be applied into the control and opti-
mization of hydro reservoirs.
1.3 Motivation
There is unceasing demand for computationally inexpensive models, which
can be implemented into MPC schemes, in order to optimize controlled vari-
ables to satisfy particular requirements. In this sense, it stands out data-driven
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models for in general, requiring few computational resources, nevertheless be-
ing able of capturing dynamics of non-linear systems. The reported disadvan-
tages of these models are the lack of physical interpretation of model parame-
ters, and the capabilities of extrapolation being severely limited.
Being so, we intend to overcome such limitations by integrating physical
properties and data-driven techniques. This integration is commonly referred
to as grey-box modelling.
1.4 Objectives
The main objective of this research is to develop grey-box models, in order
to obtain computationally inexpensive models and with a broader range of va-
lidity when compared with data-driven black-box models, so as to be applied
in short-term optimization of hydropower reservoir systems. As specific objec-
tives there are two cores:
1. Development, implementation and validation of a surrogate hydrological
approach for routing the flow from upstream reservoir to a downstream
gauge which certain constraints must be satisfied such as maximum flow
2. Development, implementation and validation of a surrogate hydraulic
model to apply model predictive control.
1.5 Structure of the Thesis
The thesis is subdivided in 6 chapters. The contents are distributed as fol-
lows.
Chapter 1 consists in a brief introduction of the topic to be addressed.
Chapter 2 focuses on the literature review and current state-of-the-art on
flood management and its related issues, different modelling concepts that are
currently being used in hydrology, including the different data-driven tech-
niques and its use in a MPC scheme.
Chapter 3 covers the methodology used for each of the approaches, such as
the pre-processing, model development, calibration and validation techniques.
Chapter 4 focuses on the results and discussion of each studied application.
The first one is an academic experiment. The second is the application on a real-
world river basin, upper São Francisco in Brazil. The third is another academic
experiment, but this time it is composed by a cascade of reservoirs which can
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be controlled. And at last, another real-world case, the Main River in Germany,
which is also composed by a cascade of reservoirs.
Chapter 5 consists in conclusion obtained by the results and an outlook of
future works. In Chapter 6 is summarized the used references throughout this
thesis. An illustrative flowchart is exposed below.
Additional text with great amount of equations or graphs, are added as ap-
pendix.
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FIGURE 1.7: Thesis Structure.
Chapter 2
Literature Review
2.1 Flow Forecasting Management and Short-term
Forecast
The development of systems and tools for flow forecasting in water systems
is an area which embraces multiple purposes. Some that may be cited are: mon-
itoring and allocation of water during droughts or floods, flow forecast for nav-
igation or for energy production, among others. The accurate forecast inside a
prediction horizon of days, weeks or even months can be used to take measures
to avoid material and life losses. These measures may be to store water in a spe-
cific reservoir to avoid flooding downstream, or even to evacuate people in the
case of a disaster and to use available hydraulic structures which can avoid or
at least mitigate the occurrence of such undesired events (Van Overloop et al.,
2011).
The flow forecasting management can also be used to predict and control
water quality variables. Some examples of this type of application is the predic-
tion of temperature, for a cooling purposes in a thermo plant, to control ecolog-
ical aspect, or even to have an effect on trade policies among energy companies
(Van Overloop et al., 2011).
Because of such broad application, flood management has became one of the
most important fields of operational hydrology, and a great amount of literature
has been developed during recent years. According Aqil et al. (2006), modeling
of flood dynamics is performed not only to provide a warning system as a tech-
nical way to reduce flood risks but also assist in managing reservoir operation
particularly during the drought periods.
According to De Bruijn (2005), flood risk management may be subdivided
into flood control, flood alleviation and flood abatement. Table 2.1 shows an
overview into these three different types of strategies.
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TABLE 2.1: Overview of flood risk management. Source: De
Bruijn (2005)
Measures Flood Abatement Flood Control Flood Alleviation
Aim Prevent flood
waves
Prevent inunda-
tions
Reduce/ dis-
tribute flood
impacts
Type Structural Structural Non-structural
Examples Reforestation,soil
& water conser-
vation
Detention areas Flood proofing,
insurance
In order to any of these strategies to work properly, an accurate forecast is of
primary importance. Different techniques play a role in this context. The first
to be mentioned is the modeling of a water system, or to build a predictor capa-
ble of representing the system dynamics given some inputs (rainfall, upstream
discharge, evapotranspiration, etc). Besides that, other tools can be linked, such
as data assimilation or uncertainty analysis. The first one have the purpose of
refinement, by updating parameters, inputs, states and outputs of the model
based in a series of observed data (Van Overloop et al., 2011).The second one is
used to assess probability of events.
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Observation Prediction
Observation Prediction with Uncertainty
Time
Present
FIGURE 2.1: Differences between forecast with and without con-
sidering uncertainty.
The prediction horizon or forecast window varies according to the necessary
purpose. A short-term forecast, which refers to prediction from 1 hour ahead
up to a couple of days or weeks, is the usual technique for flood prevention
and/or mitigation or for hydropower companies to predict production or to
try to maximize it. On the other hand, a long-term forecast may refers to a
forecast window of years, and it is commonly used for regulatory agencies or
governments for in order to guarantee the necessary demand of water, avoiding
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shortages as mentioned by Rinaudo (2015).
With respect to the modeling phase, two clear branches stand out in hy-
draulics area. The first modeling approach is the rainfall-runoff modeling, and
the second one is flow routing modeling. The first refers to the transforma-
tion from rainfall and snow melt to discharge in a catchment, while the latter
addresses the spatial and time translation of a discharge from some upstream
point in a catchment to a downstream location. Both techniques are subdivided
into three categories, according the amount of data necessary to calibrate them.
These categories are:
• physically-based model
• conceptual model
• data-driven model
Further review on state of the art of the two main branches mentioned above
and their subcategories are exposed below.
2.2 Rainfall-Runoff modeling
2.2.1 Physically-based modeling
Rainfall-runoff physically-based modeling is in its essence based on the con-
servation of mass, momentum and energy. With the requirement to the model
to be precise, the modeling demands knowledge on how runoff is generated
by the interaction between vegetation, soils and climate. Because of the spatial
variability of these factors, the mathematical description of these phenomenons
is done by taking into account the variation of, for example vegetation along a
catchment and by subdividing the process in a system of equation or, most fre-
quently, a system of partial differential equations capable of encapsulating this
changes in space and time.
Some examples of early developments in this area may be cited. Kibler and
Woolhiser (1970) implemented the numerical integration of the non-linear kine-
matic flow equation, where the lateral flow represents the precipitation less in-
filtration. The SHE model (Abbott et al., 1986), integrates a set of non-linear
parabolic flow equations to describe rainfall-runoff process.
Liu and Todini (2002) developed a physically-based model called TOPKAPI
(TOPographic Kinematic Aproximation and Integration), which translates the
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the rainfall-runoff and runoff routing processes as parameters in a three non-
linear reservoir differential equation, which can be analytically solved, based
in the kinematic wave model. Advantages reported by the authors are among
others, capability of being applied at increasing spatial scales without losing
model and parameter physical interpretation.
One recent development on the field of physically-based model was the
semi-distributed hydrological modeling toolkit, Soil Moisture And Runoff sim-
ulation Toolkit (SMART) (Ajami et al., 2016). It is primarily conceived to be
used in catchments which topography and land cover are significant drivers of
rainfall-runoff transformations. One special feature of this toolkit is the use of
spatially representative Equivalent Cross-Sections (ECSs), which are based on
the aggregation of topographic and physiographic elements so as to reduce the
number of computational elements.
2.2.2 Conceptual modeling
The motivation behind the development of the conceptual models is the
assumption that the physical process of rainfall-runoff transformation may be
represented by a series of mathematical components (either functions or pa-
rameters) which somehow bear physical meaning, such in a way that it would
be parametrized without directly using observed data for calibration, but by
using physiographic characteristics of the basin.
The development of such models is already well established in the scien-
tific community, and a set of initial developments in this area may be cited.
The Swedish Meteorological and Hydrological Institute (SMHI) developed the
Hydrologiska Byrans Vattenbalansavdelning (HBV) model (Bergström, 1976),
which consists in a semi-distributed conceptual model. Further improvements
and modifications of this model were done by several authors. One that may be
cited is the HBV-96 model (Lindström et al., 1997), which modified the spatial
resolution to be based on digitized standard drainage basins, and the modified
interpolation of precipitation, as well as some other improvements. Recent im-
provements in the model has focused on data pre and/or post-processing (van
Pelt et al., 2009) or parameters estimation (Bergström et al. (2002), Lawrence
et al. (2009), Abebe et al. (2010)).
Another example on early development of conceptual modeling is the ARNO
model (Todini, 1996). which was named after the river with the same name. It
consists on a semi-distributed conceptual model . The model is subdivided into
sub-basins, according the position of the tributaries and hydrometric stations,
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which defines points of interest, either because of the morphology of the basin
or because of the interest of flow forecasting in a determined point. A concep-
tualization of the physical processes, namely the precipitation, runoff, percola-
tion, evapotranspiration, drainage and percolation, as well as snow melt or ac-
cumulation is performed inside the modules of the model by different transfer
functions, such as linear reservoir-type or linear-parabolic model. According
the author, the main advantage of this model is that it is entirely driven by the
total soil moisture storage, which may be analytically related to the drainage
and percolation amounts. State-of-the-art developments with the Arno models
involves the model calibration using genetic algorithm (Khazaei et al., 2014), as
an example.
These models, although developed some years ago, are under continuous
improvement. Some other well-known models that face progressive improve-
ment are Xinanjiang (Ren-Jun, 1992) and TOPMODEL (Franchini et al. (1996);
Beven and Freer (2001)).
One of the most recent developments on conceptual models for rainfall-
runoff process that may be cited is the IHACRES model (Letcher et al. (2001);
Croke et al. (2005));Baymani-Nezhad and Han (2014)). The main advantages
of this model is its flexibility in representing large scale basins or small experi-
ments, and to deal with different timescales. Another recent development is the
improvements on MIKE-NAM model (Hafezparast, 2013), which is a lumped
conceptual rainfall-runoff model and part of the MIKE 11 RR module. It was
validate in different catchments, such as Strymonas River in the Balkan penin-
sula (Doulgeris et al., 2011) and Sarisoo River watershed in Iran (Hafezparast,
2013).
2.2.3 Data-driven modeling
In general, the application of data-driven techniques is substantially mo-
tivated by complexity and non-linearity of physical processes. The rainfall-
runoff process falls in both of these categories, since the generation of flows
in a catchment is highly non-linear and may be described by different physi-
cal properties, depending on the spatial and time resolution which is desired.
For example, yearly streamflows may be statistically modeled, by simple cross-
correlation with past years data. However, hourly streamflow is highly vari-
able, and a poor modeling approach may represent the process in a unrealistic,
and consequently inappropriate way.
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Major progress in the data-driven modeling has been reached in the past
decades, mainly due to computational resources availability expansion.
Although the most common application of ANNs are static or feedback
mode, different authors have added different mathematical relations in order
to improve performance. As an example, Sajikumar and Thandaveswara (1999)
configured a Temporal Back-propagation ANN (TBP-NN), in which a finite im-
pulse response is used to represent the input weights with a delay vector. In
general this ANN structure outperformed other model structures, such as lin-
ear, second-order functional series and modified functional series model.
Comparisons between conceptual model and black-box model were per-
formed by Toth and Brath (2002), by comparing the conceptual model ADM
developed by Franchini (1996) using the ANN for pre- and post-processing of
data, as well as a pure black-box static model, i.e, no feedback component. Re-
sults showed the ANN with extended training data set could outperform the
conceptual model. However, when the data set was limited and did not com-
prehend the whole range of events possible, a better performance was obtained
by the conceptual model.
Chiang et al. (2004) compared the performance of static feed-forward ANN
with feedback or dynamic ANN for rainfall-runoff modeling, applied in the
Lan-Yang River in Taiwan. Results show that, even though in some cases the
static ANN outperformed the dynamic one, the latter captured better the peak
flows. Also, in the case of a very limited training dataset, the dynamic ANN
had significant better performance than the static one.
A broad evaluation of data-driven techniques in the field of rainfall-runoff
was performed by Vafakhah et al. (2014). The authors evaluated the perfor-
mance of different techniques, such as ARX, ARMAX, ANN, Wavelet-ANN and
ANFIS. The studied case consists on the streamflow measured in Hajighoshan
station from Gorgan river, Iran. The authors had better performance for the
ANFIS models, while ANN and Wavelet-ANN had the worst performance in
forecasting peak flows.
Another technique which has an increased popularity is the fuzzy logic. As
examples, Chang and Chen (2001) has applied counter-propagation fuzzy net-
work to streamflow forecasting in Da-cha River (Taiwan), also comparing the
results with an ARMAX model. Te counter-propagation fuzzy network is ba-
sically a fusion between a feedback NN with fuzzy arithmetic in the neurons.
Shiri and Kisi (2010) coupled wavelet pre-processing with neuro-fuzzy network
(WNF) to predict discharges in a gauge at the river Filyos in Turkey. It was also
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added periodicity to the inputs of the WNF and a simple NF network, and the
model showed increased accuracy.
More recently, Kwin et al. (2016) implemented a so-called Dynamic Evolv-
ing Neuro Fuzzy (DENFIS) in which the algorithm is capable of estimating the
number of clusters in a set and find the centers in the input space. The model
was studied in the Sungai Kayu Ara catchment in Malaysia, in comparison
with the physically-based model HEC-HMS and a linear ARX model. The re-
sults showed that the DENFIS had a very similar performance of the HEC-HMS
model.
Recent developments also focuses on the use of tools from other areas of
knowledge to improve modelling performance. For example, H. Kashani et al.
(2016) coupled Volterra model and ANN to be able to do a non linear mapping
of the rainfall process without direct application of physical characteristics of
the catchment. Results showed that the developed technique had a good per-
formance when compared with other lumped or semi-distributed models.
2.2.4 Grey-box modeling
The development of hybrid models, namely grey-box, which mixes data-
driven techniques with physical properties such as mass or momentum conser-
vation is a recent development in the field of rainfall-runoff modeling.
An application of a grey-box modeling in the Meuse river basin was devel-
oped by Corzo et al. (2009), by replacing HBV sub-basin models by ANN, cou-
pled with a routing scheme such as Muskingum. The authors also tested the re-
placement of the routing scheme by ANNs, while keeping the HBV sub-basins
models. The authors also addressed the fact that, the ANNs not only reproduce
the generated flow, but also the noise in the system, as the model structure is
not capable of differentiating one from the other. Even so, the hybrid model
(ANN+conceptual) outperformed the conceptual distributed model.
Breinholt et al. (2011) developed a grey-box model based on stochastic dif-
ferential equations and a noise term which is separable into process and mea-
surement noise. The model was applied to predict one-step ahead uncertainty
in a sewer system next to Copenhagen, Denmark. The uncertainty was well
described by a proper diffusion term inside the model.
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2.3 Flow routing modeling
2.3.1 Classical Hydraulic routing
The field of classical hydraulic modeling relates directly to the application
of principles of fluid dynamics to water engineering structures, civil and envi-
ronmental engineering facilities, as well as hydraulic structures (Weber, 2001).
This classical approach may be subdivided into two main categories: a full-
hydrodynamic routing or a simplified hydraulic routing. The Application of
both methods are widely spread in literature and references may be found up
to the 70s-80s (Paiva et al., 2013). For example, Chau (1990) evaluated the ap-
plication of the implicit Preissmann scheme to compute flood propagation, es-
pecially in catchments with rapid varying cross-sections, such as the Delaware
Estuary and the Chincoteague Bay in the United States. Wooding (1965) in-
troduced the kinematic wave theory, which intends to simplify the solution of
mass, momentum and energy equations.
The advantage and disadvantages of classical hydraulic routing are well
known as this technique has a well established foundation. A brief review on
literature of this technique is given below.
Full-hydrodynamic models rely on many parameters obtained from topography-
morphological data, accurate field measurements of water level, discharge, among
other characteristics of the catchment under evaluation. For instance, measure-
ments of velocity in large rivers is traditionally done using stationary or moving
boats equipped with an ADCP (Acoustic Doppler Current Profiler).
However, the difficult of accessing some catchments located in dense forests,
for example, may compromise the reliability of such measurements, as instru-
mentation may be damaged or may not settle properly installed in a location
(due to animal presence, extreme weather conditions, etc). da Cunha et al.
(2012), as an example, evaluated the problems and solutions to develop ac-
curate full-hydrodynamic models in Amazon river basin, not only to forecast
discharges, but also to monitor water quality parameters.
Even being so, Paiva et al. (2013) validated a full-hydrodynamic model de-
veloped by the same authors in the river Solimões, Brazil, located in the Ama-
zon river basin. Results were mostly used to prove that effects such as backwa-
ter plays an important role in the Amazon basin.
Simplified formulation on the full-hydrodynamic model constitutes an area
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of research where the necessity of models of low computational costs are de-
manded , such as Model Predictive Control. The three most common simpli-
fications are the inertial, diffusive and kinematic wave. The first one neglects
the convective term, while the second considers only pressure, the gravitational
and friction forces and neglects the local acceleration as well as the convective
acceleration. In the kinematic wave, water level gradient is assumed to be equal
to the bottom slope. These models can be used as long the neglected forces are
considered unimportant for the system under study.
Using one of these simplified models, Bates et al. (2010) developed an iner-
tial formulation in the low computational cost of it allows the implementation
in a variety of tools for flood forecasting and control.
Another development using inertial formulation was performed by Mon-
tero et al. (2013), who studied the application of the developed model in the con-
trol of structures for flood detention in Rhine River, Germany. The developed
model was studied also in different schematizations, i.e, explicit, semi-implicit
and implicit, showing accurate results and potential of future application.
Additional simplifications on the full-hydrodynamic model are also possi-
ble, which leads to the diffusive and kinematic models. One application of the
diffusive model was studied by Hassan et al. (2009), who also coupled some dy-
namic wave components to be applied in a part of Arakawa River basin, Kanto
area, Japan. The success of the implementation is endorsed by the correct esti-
mation of water depths and discharges.
2.3.2 Classical Hydrological routing
Hydrological routing models are simplifications of the De Saint-Venant Equa-
tions, in which usually a conceptualization of one of the states (usually the
discharge) is introduced, while the mass balance is maintained. Although the
principle is clear, some inconsistencies may arise in the modeling procedure
developed, as described below.
Two classical models that lie in this modeling technique are Muskingum
and Muskingum-Cunge. According Cunge (1969), the basic assumption in the
Muskingum flood wave propagation is that there is a one-to-one relationship
between stage and discharge.This assumption leads to a differential equation
whose analytical solution does not allow wave damping. Cunge (1969) en-
hanced this model by implementing time-varying parameters, accordingly a
reference discharge.
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These two approaches have broad applications in water systems modeling,
and it has satisfied the requirements of many hydrologists. Even so, it has been
reported in literature two important problems in these modeling techniques,
which are mass balance inconsistency(Tang et al., 1999) and lack of agreeable-
ness if one replaces the obtained Muskingum-Cunge parameters back in the
Muskingum equations (Todini, 2007).
Todini (2007) improved the variable-parameter Muskingum-Cunge approach,
by restoring the mass balance consistency and complying with the original
Muskingum formulation regarding the amount of water stored in a river length.
The developed methodology was tested against a full-hydrodynamic model
(MIKE11) with good agreement.
An improvement on Todini (2007) was developed by Schwanenberg (2015a),
which implemented a scheme known as Total Variation Diminishing (TVD) in
order to improve model stability to guarantee non-negative flows as long as the
TVD limiter is taken into consideration at each time step of simulation.
Another popular modeling approach is the Nash model, or Linear Reservoir.
The discharge of a catchment is assumed to be linearly and directly propor-
tional to the volume of water in the system. Initial applications were reported
in the river Yangtze in China (Liang and Nash, 1988). The model was further
extended by a spatial discretization, creating a set of reservoirs connected in se-
ries or parallel, the so-called cascade of linear reservoirs (Szöllösi-Nagy, 1982).
Recent developments extended the model to a non-linear reservoir, which the
discharge is proportional to the volume to a certain power. State-of-the-art ap-
plications of this technique are the derivation of parameters according geomor-
phological characteristics of the catchment (López et al., 2005), application of
reservoirs in parallel to asses hydrological events (Mateo Lázaro et al., 2015),
among others.
2.3.3 Data-driven routing
There is a great variety of literature regarding the use of machine-learning
techniques for flow routing. Here, we briefly discuss some of them and point
to different focuses that researches have tried to elucidate and investigate.
Deka and Chandramouli (2005) evaluated the use of hybrid ANN, namely
FNN on the river Brahmaputra using data from gauges in different locations
in India. Results showed that, besides showing flexibility and easy-to-build
configuration, the fuzzy neural network shows the advantage of having trans-
parency of the knowledge gained. Also, authors draw the attention to the fact
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that the use of linguistic variables makes it relatively easy to interpret the rules
and if necessary to change them.
Data-driven models may also be used to mimic more complex and time-
demanding models. This technique is specially useful when it is necessary to
reduce the simulation time, so the model may be integrated into an iteractive al-
gorithm, such as an optimization. With this focus, Peters et al. (2006) used ANN
to reproduce the performance of a hydrodynamic model for a streamcourse of
60 km. Results showed that ANN are highly capable of reproducing the results
from more complex numerical models with a significant reduction in computa-
tion time. Roy et al. (2010) tested three different types of ANN architectures for
flood routing in different sections of a river, with high performance for all the
evaluated architectures (R2 > 0.99).However, it is still necessary more research
to give evidence on the range of applicability of the ANN in order to take full
advantage of its potential, and to help to establish its limitations.
Abrahart et al. (2012) made a wide research on the application of the ANN
in streamflow forecasting, as well as rainfall-runoff. It revealed that there is
already a well founded research foundation in the following sub themes:
• Extending the basic model
• Neuro-fuzzy explorations
• Neuro-genetic explorations
• Neuro-wavelet explorations
Abdulkadir et al. (2013) modelled two hydro reservoirs along River Niger
(Nigeria) using neural networks. The inflow, storage, reservoir level among
other variables were used as input in order to simulate energy generation in
the system, with reasonable linear correlation between predicted and observed
energy generation for both reservoirs (R2 = 0.89 and R2 = 0.77).
Some fields of research are still emerging and, because of either complexity
or specificity, this areas have still issues to be further researched. The areas with
this characteristics mentioned by the authors are:
• ANN model structure, data handling and physical interpretation
• Data handling
• Physical interpretation
Still other areas are potential fields of research, which an increasing appear-
ance in the field of scientific inquiry. The authors mentioned areas such as
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• Modular solutions
• Ensemble solutions
• Hybrid solutions
This shows that there are still a lot of necessary research in the field of data-
driven modelling, specifically the exploration of the different applications of
ANN and specifically, which type of application may only be solved by a par-
ticular architecture of type of ANN.
2.3.3.1 Advantages and Disadvantages of ANNs
The main advantage of ANNs is that they are capable of modelling complex
input-output relationship without the necessity of understanding the nature of
the phenomena (Wang, 2006). This means that the model framework is flexi-
ble, without enforcement of constraints. Because of its flexibility and compact
model structure, ANNs demand low computational efforts and can also be eas-
ily integrated with different techniques (de Vos, 2009).
A disadvantage commonly referred regarding ANNs is the difficulty of es-
tablishing theoretical ways of determining its architecture and initial values.
This characteristics must be determined through a trial-and-error approach, it
may also be problematic by some commonly described reason which some of
them where described by de Vos (2009):
• The inability of optimization techniques to find a global optimum for
high-dimensional parameters space;
• Finding minimal errors in training patterns is not a guarantee of good
generalization when facing new data, as the training dataset may not be a
good representative candidate for the process being studied.
One important issue when designing ANNs is the selection of the activation
function. Although there has been some tentative in finding a theoretical way
of defining which type is the best for each application, authors are still lacking
consensus on how to implement it.
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2.3.4 Grey-box routing
Developments regarding the combination of theoretical equations with data-
driven modules in flow routing is a relatively recent area of scientific develop-
ment, not only in the hydrology area, but in the different scientific areas in
general.
Acuña et al. (2003) show different calibration techniques (direct or indirect)
that can be used to obtain accurate grey-box models. Three different method-
ologies are mentioned by the author, which can be classified into two main
approaches:
• Direct approach
• Indirect approach
The direct approach (Figure 2.2), as the name suggests, consists on the direct
minimization between the current output of the black-box component and the
ideal output, obtained through the available experimental data.
The indirect approach (Figure 2.3) consists into finding the optimal values of
the black-box component through the minimization of the output of the whole
grey-box model and the available experimental data. Through this procedure,
the dynamics of the black-box component is indirectly determined and without
necessity of further data processing.
Phenomenological Component
(white-box)
Black-box component
Inputs
Model 
Output
Best Black box output
∑  𝜙 − 𝜙
2
Observed 
Output
FIGURE 2.2: Grey-box Calibration - Direct Approach.
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FIGURE 2.3: Grey-box Calibration - Indirect Approach.
Sohlberg and Jacobsen (2008) explain the application of grey-box modeling
in a river hydro power system . The focus is the modeling of a simple hy-
dropower plant operation through the replacement of the mass balance by an
ARMAX model, and the calculated flow used to estimate the hydro power gen-
erated using a physically-based equation. The modeling procedure shows that
knowledge over the process structure can be a successful way of building a
grey-box model structure, in contrast with a pure trial and error procedure as it
is normally done in data-driven modeling.
In his thesis, Wolfs (2016) developed two model structures, one for rivers
routing and other for urban drainage systems. The author developed a modu-
lar framework, namely the Conceptual Model Developed (CMD). ANFIS and
ANNs models were used to emulate complex flow dynamics in rivers, flood-
plains and urban drainage systems. The framework made possible to combine
such model structures in a single integrated framework for modeling complex
systems. The results showed high accuracy to emulate flood levels, volumes
and flows, both in rivers or floodplains. The inaccuracies obtained were neg-
ligible when compared with the results for the full-hydrodynamic model used
in the study.
However, both applications lack the evaluation of such grey-box models in
a control scheme. Especially, what is the performance and limitations of such
models in an optimization scheme? The present work addresses such imple-
mentation.
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2.4 Real-time Control
The development and application of control techniques in the field of water
systems became possible with the implementation of non-structural measures,
such as the management of pumps, gates and orifices. Nonetheless, the control-
ling technique adopted depends mainly in the information usage. By this factor,
three different types of controllers may be mentioned by increasingly amount of
information usage: feedback control, feedforward control and model predictive
control (Van Overloop et al., 2011).
2.4.1 Feedback and Feedforward control
The feedback control, as a classical technique, has been widely researched.
A simple diagram of a feedback controller is shown in Figure 2.4. The illustra-
tive implementation of feedback controllers in a river reach with a cascade of
weirs is shown in Figure 2.5. This figure illustrates an important characteristic
of such controllers, which is being local. That means that the control actions of
the upstream weir is not taken into account into the downstream weir, which
is advantageous case one of the controllers lose stability but is undesirable in
general to optimize the water level of the whole reach.
Controller Actuator System
Sensor
−
u
d
y
y′
er
Legend:
e - deviation
r - setpoint
u - manipulated variable
d - disturbance
y - system output
y′ - measured system output
FIGURE 2.4: Closed-loop schema of a feedback controller.
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FIGURE 2.5: Feedback control of cascade of weirs.
An example of early implementation is mentioned in Litrico and Georges
(1999), in which a PI controller was compared with two other controlling tech-
niques, the Smith predictor and the pole placement controller in a river-dam
case. Results showed that, although the three controllers showed robustness,
the PI has the quickest response, although with a tendency to oscillation. In the
case that the oscillations are filtered, it also leads to a slower response, so there
is a trade-off between performance and robustness of the controllers.
Lacasta et al. (2014) studied the regulation of a irrigation channel modelled
by the shallow waters equations using a PID control scheme. The model was
validated by applying the data obtained in a real control application against the
model showing good agreement between observed data and simulated.
Regarding general PID tuning, Dey and Ayyagari (2016) developed a tech-
nique called Fuzzy pole placement, in which the focus is to keep it robust, that
is, the actuation is conservative avoiding instability margins.
As mentioned in the introduction section, one technique used to add some
predictability to the feedback controller is to incorporate a feedforward compo-
nent, as shown in the Figure 2.6. One example of such application in a similar
reach as the example above is shown in the Figure 2.7.
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Legend:
e - deviation
r - setpoint
u - manipulated variable
d - disturbance
y - system output
y′ - measured system output
FIGURE 2.6: Closed-loop schema of a feedback
controller.
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FIGURE 2.7: Feedback-feedforward control of cascade of weirs.
The feedforward control technique was investigated by Bautista et al. (2003),
which related the change in performance of the controller to different states and
properties of a catchment, such time needed to supply the volume, the time
for the perturbation to travel down the channel, among others. A time delay
parameter could compensate the time features, and the control of the hydraulic
structure was performed according the desired schedule.
2.4.2 Model predictive control
A simple diagram showing the diagram of this controller is shown in Figure
2.8. Distinctly from the feedback controller, a predictive controller is usually
implemented into a centralized scheme, as shown in Figure 2.9. This means
that disturbances upstream the catchment can affect the control downstream
or at any point. Even more, the MPC controller is capable of acknowledging
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disturbances that will happen in the future, acting beforehand so as to achieve
certain objective.
Optimization
Problem Solver
System
Model
Constraints
Cost
Function
u
d
y
ym
r
Legend:
r - setpoint
u - manipulated variable
d - disturbance
y - system output
ym - model output
FIGURE 2.8: Model predictive control schema.
Inflow(d)
Optimization Problem
Solver
Model
Setpoint(s)Cost Function Objective Function
FIGURE 2.9: Model predictive control of cascade of weirs.
Inside the controller an internal model and an optimizer algorithm is capa-
ble of estimating future states of the system based on present and future inputs,
thus searching an optimum trajectory so as to minimize the deviation of the
controlled variable from its setpoint. Moreover, a couple of constraints and ob-
jectives can be aggregated into the controller so as to fulfil physical feasibility
and still find the best control actions inside a prediction horizon. This features
are illustrated in the figure below:
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Simulation
(Future)
Desired State
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Model
Optimization
Algorithm
Rules:
- Maximum / Minimum Value 
of Variables
- Maximum/ Minimum Rate 
of change
- etc
Optimal input
FIGURE 2.10: Illustrative example of Model Predictive Control
principles.
The use of the Model Predictive Control for water systems is a relatively
new field of research. Nonetheless, advantages are already clearly defined, as
reported by Petrone (2010), such as:
• Relatively simple formulation and implementation, especially for com-
plex systems.
• It can manage a high number of inputs, outputs and states.
• It integrates the system limitations such as saturations into the intern al-
gorithm. Such limitation, in a traditional feedback scheme would have to
be externally declared and the controller would not be aware of it.
• There is high flexibility in the choice of cost function and it can be defined
according to the objectives of the control scheme.
Ackermann et al. (2000) applied Model Predictive Control for a system of
hydro reservoirs, with the objective of meeting requirements for hydro power
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generation and water level subject to narrow constraints due to the flow dy-
namics. The methodology was applied in the Trier reservoir of Mosel river,
Germany. The authors showed that the application of this advance control tech-
nique could spare capital that was intended to be used for dredging the channel
for the purpose of improved navigation.
Xu et al. (2013) assessed the possibility of coupling water quality and quan-
tity prediction and model predictive control, showing promising results for fu-
ture researches in this area.
Applying in a stochastic scenario, Raso et al. (2013) introduces a controlling
technique called Tree-Based MPC (TB-MPC) for short-term management. In
this method, the algorithm searches different strategies of optimum control in
a set of representatives outputs of the model. These outputs have a tree struc-
ture, in the sense that at the points where two ensembles diverges significantly,
a branching point is set forming two mutually exclusively subsets. The devel-
oped methodology was assessed in the Salto Grande hydro reservoir, in the
border between Argentina and Uruguay.
The literature also reports applications of MPC scheme using Evolutionary
Algorithm as optimizer. Van den Zegel et al. (2014) applied such a technique to
control gated weirs in the river Demer, Belgium. The developed scheme could
halve the floods in the river system for the studied event.
Still, the different works cited above mention either a novel modeling ap-
proach or the application of the predictive control with a classical modeling
technique. There are not many researches in the application of the recently de-
veloped grey-box models inside MPC scheme. That is an issue addressed in the
present work.
Chapter 3
Methodology
3.1 Classical hydrological flow routing
As a starting point for the classical hydrological routing, consider the linear
reservoir model aka Nash Model (Nash, 1958). It assumes that there is a linear
relation between the water volume (storage) in the reach and outflow (runoff)
as shown in Equation 3.1. The mass continuity is also taken into account, ac-
cording Equation 3.2.
stj = kq
t
j (3.1)
dsj
dt
= qtj−1 − qtj (3.2)
where s is the reservoir storage, q is the flow, k is a storage parameter, t is a
time index and j is a spatial index.
According to Sand (1992), an stable implicit schematization of Eq. 3.2 reads
st+∆t = st + ∆t.
(
(1− θ)qtj−1 + θqt+∆tj−1 − (1− θ)qtj − θqt+∆tj
)
(3.3)
Where 0.0 ≤ θ ≤ 1.0 a weighting coefficient which can fluctuate the scheme
between a fully-explicit, Forward-Euler scheme (θ = 0.0), passing through the
second-order Crank-Nicholson method (θ = 0.5), or a robust, fully-implicit
first-order "Backward Euler" (θ = 1.0). In the present study it is used θ = 1.0,
referred to as ode14x, or θ = 0.0, referred to as ode1.
To solve Equation 3.3 for the outflow qt+∆tj using θ = 1.0 in Nash model,
linear algebra can be used since the equation is linear. However, if it becomes
non-linear (e.g k is not constant) it is necessary to apply a root-finding algorithm
at each time step, since the outflow qt+∆tj is a non-linear function of s
t+∆t
j and
qt+∆tj−1 . The method used in the present work was the done inside ode14x in
Simulink c©. It is a combination of Newton method and extrapolations from the
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current values in order to compute the state at the next time step (Mathworks,
2014).
The Nash model can be rewritten by replacing the storage term s by Equa-
tion 3.1 in the mass balance equation to receive:
k
dqj
dt
= qtj−1 − qtj (3.4)
A discrete-time form is derived by applying, as an example, Forward Euler
time integration to the equation above, which becomes:
qt+1j = q
t
j + ∆t
(
qtj−1 − qtj
k
)
(3.5)
The next step is to extend the model using matrix representation. As an
example, a model with j nodes with one inflow qBC at the first node and one
lateral qL at the second may be written in a matrix form as
Qt+1 = Qt + ∆tK−1
(
QtBC +D ·Qt −Qt
)
(3.6)
Where Qt+1, Qt, K−1, QBC and D (Connection Matrix) are defined as below:
Qt+1 =

qt+11
qt+12
qt+13
...
qt+1j

, Qt =

qt1
qt2
qt3
...
qtj

, K−1 =

k−11
k−12
k−13
...
k−1j

, QtBC =

qtBC
qtL
0
...
0

, D =

0 0 0 · · · 0
1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
0 0 0 · · · 0

(3.7)
This discrete approach is also known as a cascade of linear reservoirs.
The parameter(s) k can be calculated by different methods, such as the Mo-
ment method (Chow et al., 1988). Another technique, and is the one used in
the present work, is to use numerical optimization to calibrate the values of k.
According this the error between an observed outflow Qobs and an simulated
outflow Qsim may be minimized by applying the least squares minimization
algorithm, according:
min
k
∑
(Qobs −Qsim)2
subject to k > kmin
k < kmax
(3.8)
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More technical details about this modelling procedure is shown in Appendix
A.
Another traditional hydrological model is the Muskingum method. In this
approach, the storage s is represented as a function of both the inflow qj−1 and
of the outflow qj , as it reads below:
stj = k(xq
t
j−1 + (1− x)qtj) (3.9)
where k may be physically interpreted as the travel time, while x is a weight-
ing factor. According Chow et al. (1988), in natural streams the parameter x
may vary between 0 and 0.3. Compared with the linear reservoir model, an
additional variable is introduced (x), which makes it possible to represent the
storage by a combination of wedge and prism as shown in the Figure 3.1.
𝑞𝑗−1
𝑞𝑗
Prism Storage = 
𝑘𝑞𝑗
Wedge Storage = 
𝑘𝑥(𝑞𝑗−1 − 𝑞𝑗)
FIGURE 3.1: Representation of Muskingum channel.
A common technique used is to introduce three constants, C0, C1 and C2
which are function of the parameters k, x and also of the time step ∆t, as:
C0 =
−kx+ 0.5∆t
k(1− x) + 0.5∆t
C1 =
kx+ 0.5∆t
k(1− x) + 0.5∆t
C2 =
k(1− x)− 0.5∆t
k(1− x) + 0.5∆t
(3.10)
And the discharge is calculated according the following equation:
qt+1j = C0q
t+1
j−1 + C1q
t
j−1 + C2q
t
j (3.11)
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In a spatially discrete scheme, a complete model in matrix form with j
branches reads as follows:
Q1 = DI + AQ1
Q2 = DQ1 + AQ2
Qj = DQj−1 + AQj
(3.12)
where the matrix Qj , I , D and A are defined as below:
Qj =

q1j
q2j
...
qtj
 , I =

q10
q20
...
qt0
 , D =

0 0 0
... 0
C2 C1 0
... 0
0 C2 C1
... 0
0 0 0
... C1
 , A =

1 0 0
... 0
C3 0 0
... 0
0 C3 0
... 0
0 0 0
... C3
 ,
(3.13)
Rearranging in the traditional form A ∗X = B:
(A− E)Q1 = −DI
(A− E)Q2 = −DQ1
(A− E)Qj = −DQj−1
(3.14)
where E is the identity matrix. Each intermediate outflow Qj can be solved
using a stepwise linear algebraic algorithm from upstream to downstream.
These two modeling techniques were used in the present work to make com-
parisons between the developed grey-box modeling technique and the classical
approaches.
3.2 Grey-Box for hydrological flow routing
In the former section two classical hydrological approaches are described,
which are widely used, due to their simplicity and consequently low computa-
tional resources demand. However this modelling techniques may lack accu-
racy when compared with more detailed models which take into account phys-
ical details and which encapsulates physical characteristics. In this section, a
novel approach is introduced, namely a grey-box model for hydrological flow
routing.
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In the grey-box hydrological scheme, it is assumed that there is a non-linear
relation between the storage s, the inflow qj−0.5 and the outflow qj+0.5, as show
in Equation 3.15. The continuity equation is the same as in Equation 3.2
qtj+0.5 = f(s
t
j, q
t
j−0.5) (3.15)
Equation 3.15 is modelled by an ANN. There are degrees of freedom in the
number of layers, neurons (which defines the number of weights) in the hidden
layer(s) and the selected transfer function for the ANN. The architecture and
configuration of the ANN is further described in Section 3.5.
To simulate the model, Equation 3.15 is solved with the continuity equa-
tion. Applying spatial schematization using Forward-Euler time integration,
the model reads:
qt1.5 = f(s
t
1, q
t
0.5)
st+11 = s
t
1 + ∆t(q
t
0.5 − qt1.5)
qt2.5 = f(s
t
2, q
t
1.5)
st+12 = s
t
2 + ∆t(q
t
1.5 − qt2.5)
qtj+0.5 = f(s
t
j, q
t
j−0.5)
st+1j = s
t
j + ∆t(q
t
j−0.5 − qtj+0.5)
(3.16)
Another option is to solve using a implicit, Backward-Euler time integration.
In this case, each equation becomes non-linear with respect to the unknown
variable st+1j , requiring a root-finding algorithm such as Newton-Raphson. The
implicit scheme is accomplished as follows for one node:
qt+11.5 = f(s
t+1
1 , q
t+1
0.5 )
st+11 = s
t
1 + ∆t(q
t+1
0.5 − qt+11.5 )
(3.17)
Coupling the two equations above and rearranging so as to use a root-
finding algorithm:
F = st+11 − st1 −∆t(qt+10.5 − f(st+11 , qt+10.5 )) (3.18)
where the storage at the next time step st+11 is the unknown variable, and q
t+1
0.5
is an inflow boundary condition. Solving the above equation using Newton-
Raphson algorithm is done according the recursive equation:
st+1i+1 = s
t+1
i −
F
F ′
(3.19)
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where i is an iteration index, and F ′ is a finite difference according:
F ′ =
F (st+1i )− F (st+1i + ∆s))
∆s
(3.20)
In a spatial discrete scheme, each node upstream must be solved in order to
find the inflow for the next node, until the last node is reached, repeating the
procedure at each time step.
3.3 Classical hydraulic flow routing
Traditionally, a physically-based or full-hydrodynamic model computes flow
and other states of a water system by solving the full De Saint Venant system of
partial differential equations as shown below:
∂A
∂t
+
∂Q
∂x
− qL = 0 (3.21)
∂Q
∂t
+
∂
∂x
(
Q2
A
)
+ gA
∂h
∂x
+
gQ |Q|
AC2R
− ωf θw
ρw
= 0 (3.22)
whereA[L2] is the cross-section area of the channel,t[T ] is the time,Q[L3.T−1]
is the volumetric discharge, x[L] is the position in space, qL[L2.T−1] is the lateral
discharge, g[L2.T−1] is the gravity acceleration, h[L] is the water level, C[−]
is the Chezy coefficient, R[L] is the hydraulic radius, ωf [L] is he water surface
width, θw[ML−1T−2] is the wind shear stress and ρw[M.L−3] is the water density.
One of the approaches used both in hydrological or hydraulics areas con-
sists into the replacement of the momentum equation by: a) a simpler partial
differential equation or b) an algebraic equation.
Besides, assumptions can be done to simplify the momentum equation for
special flow conditions. For instance, the uniform flow in open channels can
be calculated using the empirical Equation 3.23, developed in 1889 by Robert
Manning, known as Manning Equation, which reads:
q = υ.A =
1
n
.A.R
2
3 .
√
S (3.23)
where q is the discharge, υ is flow velocity, A is the flow cross section, n is the
Manning’s Roughness Coefficient, R is the hydraulic radius, and S is channel
slope. The coefficient n represents the roughness or friction in the channel. In
uniform flow, the energy grade line, water slope and bottom slope are the same.
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In hydraulic approaches, backwater effects can be taken into account in the
calculation scheme, while in hydrological approaches this effect is neglect. Ex-
amples of the simplification of the momentum Equation 3.22 that may be cited
are the inertial (Equation 3.24), diffusive (Equation 3.25) and kinematic (Equa-
tion 3.26) models.
∂Q
∂t
+ gA
(
∂h
∂x
+
Q |Q|
A2C2R
)
− ωf θw
ρw
= 0 (3.24)
gA
(
∂h
∂x
+
Q |Q|
A2C2R
)
= 0 (3.25)
gA
(
S0 +
Q |Q|
A2C2R
)
= 0 (3.26)
Where S0 is the bottom slope. From Equation 3.24 to Equation 3.26, sim-
plifications increases as more assumptions are added, which make the solution
faster but more prominent to loss of accuracy.
In the present work, full-hydrodynamic model (Equations 3.21 and 3.22) is
used as the reference.
An inertial hydraulic model was developed in order to calibrate the grey-
box model. For the inertial model, a fully explicit time integration using forward-
Euler and central scheme is used to solve continuity and simplified momentum
equation in a staggered grid (Figure 3.2), as shown in Equations 3.27 and 3.28.
Qi+0.5 A(hi+1)A(hi-1) Qi-0.5 A(hi)
Qi-1.5
Qi-1.5
Time
Space
FIGURE 3.2: Staggered grid formulation.
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A(ht+1i ) = A(h
t
i) + ∆t
(
Qti−0.5 −Qti+0.5
∆x
)
(3.27)
Qt+1i+0.5 = Q
t
i+0.5 + ∆t(−gAti+0.5
(
hti − hti+1
∆x
+
Qti+0.5
∣∣Qti+0.5∣∣
Ati+0.5
2Cti+0.5
2Rti+0.5
)
(3.28)
In locations where a weir is present, Equation 3.28 is replaced by an alge-
braic equation which represents the dynamics of the weir according Deltares
(2015). Three different flow conditions may occur in a weir, which are: no flow
(water level below crest level), free weir flow (tail water does not affect up-
stream flow) and submerged flow (high tail water affects the upstream flow).
The used equations are shown below.
No flow condition: hi − zs < 0
Free weir flow condition: hi − zs > 32(hi+1 − zs)
us = ce
√
2
3
g
√
hi − zs (3.29)
Af = cwWs
2
3
(hi − zs) (3.30)
Q = usAf (3.31)
Submerged weir flow condition: hi − zs ≤ 32(hi+1 − zs)
us = ce
√
2g(hi − hi+1) (3.32)
Af = cwWs(hi+1 − zs) (3.33)
Q = usAf (3.34)
The model is used in a control scheme, using PI or MPC control to keep
water levels upstream a weir in the setpoint by manipulating the crest level of
the weirs.
The PI controller used is part of the RTC-Tools toolbox. For stability and
physical feasibility, the controller output was saturated, i.e, it was limited be-
tween a maximum and a minimum value. Also the rate of change of the crest
levels are limited, so as not to have abrupt changes, which could result in insta-
bility in the model and lack of physical soundness. Further description in the
PI control methodology is given in Section 3.6.
The MPC control scheme is an open-loop optimization. The algorithm of
optimization is IPOPT. The number of iterations were limited, and a tolerance
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level was fixed to exit the optimization. Also a linear solver was used (ma57
from STFC Rutherford Appleton Laboratory (2016)). A more detailed explana-
tion of the used control methodology is shown in Section 3.6
3.4 Grey-Box for hydraulic flow routing
Another novelty of the present work consists in a hydraulic grey-box model.
Being able to account for backwater effects, it can be used to model rivers regu-
lated by hydraulic structures.
From a hydraulic point of view, the momentum equation (Equation 3.22) is
replaced by an algebraic relation in which water levels up- and downstream
are taken into account. It is assumed that this equation can be modelled by an
algebraic function. Knowing that the volume of water (or storage) is sj = Aj∆x
and dividing the system in a staggered grid with position j and time t, one
obtain the following system of equations in contrast with Equations 3.21 and
3.22.
dstj(h
t
j)
dt
= qtj−0.5 − qtj+0.5 (3.35)
qtj+0.5 = f(h
t
j, h
t
j+1) (3.36)
where s is the volume of water as a function of the water level h and q is the
discharge. Equation 3.35 can be solved using finite difference approximation.
For this model, two explicit approaches are applied. The first one, Forward-
Euler, referred to as ode1 (according naming convention from Simulink c©) is
calculated according the following equation:
st+1j (h
t+1
j ) = s
t
j(h
t
j) + ∆t
(
qtj−0.5 − qtj+0.5
)
(3.37)
A second approach, more stable, is the Runge-Kutta 4th order scheme, re-
ferred to as RK, which uses 4 estimations of the slope of the differential equation
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to calculate the next time step results as a weighted result of the slopes, accord-
ing the following equation:
dstj(h
t
j)
dt
= qtj−0.5 − qtj+0.5 = f(t, stj)
k1 = f(t, s
t
j)
k2 = f(t+
∆t
2
, stj +
∆t
2
k1)
k3 = f(t+
∆t
2
, stj +
∆t
2
k2)
k4 = f(t+ ∆t, s
t
j + ∆tk3)
(3.38)
Regarding the procedure to calculate the discharge from Equation 3.36, a
starting point is the empirical equation for uniform flow in open-channels known
as Manning Equation (Equation 3.23). A corrective term hj − hj+1 is used to
guarantee that horizontal level slope leads to zero flow. Also the roughness
coefficient n may vary with flow area A and hydraulic radius R. In this case,
Equation 3.23 may be rewritten as
qtj+0.5 = υ.Aj+0.5 = f(h
t
j, h
t
j+1).
√
htj − htj+1 (3.39)
The term f(htj−1, htj+1) may be any type of function. In the present work, this
term is a polynomial function of the form:
f(hj, hj+1) = pnh
n
j + pn−1h
n−1
j + ...+ pmh
m
j+1 + pm− 1hm−1j+1 + ..+ p0 (3.40)
where pm+n+1 represents the polynomial coefficients that need to be cali-
brated.To adjust these coefficients, the discharges obtained using the inertial
model are divided by the term
√
htj − htj+1, in order to obtain the "ideal values"
of f(hj, hj+1), according:
f obs =
qobsj+0.5√
hobsj − hobsj+1
(3.41)
The data f obs is then used to fit the polynomial f(hj, hj+1) using least squares
minimization in MATLAB c©, thus becoming a data-driven approach.
At a first approach, different degrees of the Polynomial 3.40 were tested.
In order to keep the polynomials in a low degree, after some trial and error
procedure it was chosen the polynomial with the lowest degree which provided
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reasonable performance, which was a polynomial of the form:
f(hj, hj+1) = p20h
2
j + p10hj + p01hj+1 + p00 (3.42)
3.5 Artificial Neural Network
The Artificial Neural Network (ANN) is a mathematical model structure
originally inspired by the brain structure. It consists of simple units, called
neurons, interconnected to each other forming layers (Figure 3.3). Each neuron
performs weighted summation of the inputs and carries out an activation func-
tion, capable of a non-linear transformation of the result. In thesis, ANNs are
capable of modelling any non-linear process, just by changing its architecture,
i.e, by adding or removing layers of neurons.
α1
x1
α2 γ1
x2
α3
.
FIGURE 3.3: An Artificial Neural Network with one hidden layer
and a single output.
The input signals of the network are propagated through each neuron, weighted
and biased, The output of the network can be mathematically expressed by
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Equations 3.44 and 3.43.
αj = f(
m∑
j=1
xiωji + bj) (3.43)
γk =
m∑
j=1
αjωjk + bk (3.44)
Where:
αj - the output from neuron j.
xj - input i.
ωji - weight from neuron j related to input i.
bj) - bias of hidden layer neuron j. γk - the k-th output of the ANN.
ωjk - weight from neuron j related to output neuron k.
bk - bias of output neuron k.
Equation 3.43 shows that a neuron contains a (non)linear transfer function
f(.), which is also called activation function. This transfer function may be
of any type. However there are some common types of transfer function that
are generally used for ANNs. Different transfer functions were tested, the ra-
dial basis (radbas) and hyperbolic tangent sigmoid (tansig), which equations are
shown below. The output layer must be a purely linear transfer function (Equa-
tion 3.47).
radbas(x) = e−x
2
(3.45)
tansig(x) =
2
1 + e−2x
− 1 (3.46)
purelin(x) = x (3.47)
For illustrative purpose, Figures 3.4 and 3.5 shows the profile of these evaluated
transfer functions.
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FIGURE 3.4: tansig function
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FIGURE 3.5: radbas function
After a trial and error procedure in the calibration of the model, the transfer
function, number of hidden layers and the number of neurons in each hidden
layer was selected for the ANNs.
3.5.1 Training
To enable an ANN to be capable of simulating a process, it must go through
a process called Training. It consists on an optimization procedure of the weights
(ω), in order to be capable of reproducing outputs close to observed values. This
process is also commonly known as learning.
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There are two common techniques of learning, namely "unsupervised learn-
ing" and "supervised learning". In the first case, there are no targets, so the
networks optimizes itself to rules implicit in its design (Rojas, 1996).
In the case of supervised learning, which is the technique actually used in
the present work, there is an association between the output value and the de-
sired value, which is also called "teacher data" or "training data". These may
be empirically observed value or artificially constructed time series. The ex-
pectation of such technique is that the ANN to be capable of extrapolating and
modeling a time series of unknown data (Jaeger, 2005).
The most common technique for supervised learning is Back-propagation
(BP), which consists in a interactive loop that the errors in the output are back-
propagated to the weights and bias so as to adjust them accordingly. However,
it is known as a slow technique. As an alternative, the Levenberg-Marquadt al-
gorithm has showed to be a computational efficient optimization tool regarding
ANN training (Yonaba et al., 2010) and the fastest for training ANN of moderate
size, in spite of requiring a superior amount of memory compared to other al-
gorithms (Guimarães Santos and Silva, 2014). This algorithm was developed by
K. Levenberg in 1944, was a combination of two techniques, Steepest-Descent
Method and Gauss-Newton Method. It has the advantage of overcoming the
computationally expensive characteristic of Gauss-Newton Method, while not
being limited by step size increment as in the Steepest-Descent Method. The
weight adjustment according LM algorithm is done as shown in Equation 3.48.
∆ω = −(JTJ + λI)−1∇ωΨ (3.48)
where:
∆ω - weight adjustment
J - Jacobian matrix.
λ - non-negative scalar.
bk - bias of output neuron k.
I - identity matrix.
∇ωΨ - gradient of the cost function.
As an heuristic algorithm, LM may not find a global minimum of the cost
function for non-linear models. Being so, it is necessary to stopping conditions
to the learning, which can be:
• A performance(error) value to be met.
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• A maximum number of iterations.
Or any other criteria that may be applicable for each case. Usually the training
is stopped before the training optimum is found, because then the network is
supposed to have learned even the noise, losing its capability of generalization,
known as overtraining (de Vos, 2009).
Because of that, a common technique applied is called early stopping crite-
ria. The training data is divided into three sets, namely:
• training set,
• cross-evaluation set or validation set,
• testing set.
The training set provides the necessary data for weights optimization of the
ANN. The second dataset is used as a reference for the iteration to stop train-
ing. When the performance on cross-evaluation set starts to get higher than the
training set, the minimization of weights is stopped, since a rise in the cross-
evaluation set indicates lost of generalization capability. The last one is used to
validate the performance of the ANN against new data.
The objective of training is to reduce the global error E (Kis¸i, 2007) using
Bayesian Regularization, becoming
E = αEP + βEj (3.49)
EP =
N∑
k=1
(ok − tk)2 (3.50)
Ej =
J∑
j=1
ω2j (3.51)
Where:
N - number of total layers.
EP - Error for training pattern P.
ok - k-th output layer.
tk - k-th training data.
P - total number of training patterns (outputs).
J - total number of weights in the ANN.
ωj - weight of the j-th neuron or j-th input.
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In Equation 3.49, 0 ≤ α ≤ 1, 0 ≤ β ≤ 1 and α + β = 1.0. In the special
case which α = 1.0, then there is no Bayesian Regularization. Otherwise, the
ratio α/β determines the "direction" or "preference" of the training algorithm.
Emphasis is given to smaller errors if α > β. On the other hand, weight magni-
tude is reduced if β > α, what leads to a smoother network response but larger
errors.
3.6 Real Time Control
3.6.1 Classical Control
Classical control encompasses feedback and feedforward control. Feedback
control means that the actual error, i.e, the difference between a setpoint and
the the actual water level determines the magnitude of the control action. By
the other side, feedforward control acts in the actual water level according the
magnitude of a given disturbance.
The used control technique in the present work is the PI control with an
optional feedforward component according to:
e(t) = x(t)− xsp(t)
y(t) = Kpe(t) +Ki
∫ t
0
e(τ)dτ +Ktd(t)
(3.52)
where e(t) is the control error at time t, x and xsp are the a selected state vari-
able and its setpoint, y(t) is the controller output, Kp and Ki are respectively,
the proportional and the integral gain. The feedforward term is given by the
gain Kt multiplied by the disturbance d.
For computation, one can discretize Equation 3.52 using Forward Euler, and
the controller output may be limited by a upper bound ub and lower bound lb
as was used in the present work, becoming:
ek = xk−1 − xk−1sp
Ek = Ek−1 + ∆tek
yk = Kpe
k +KiE
k +Ktd
k
lb ≤ yk ≤ ub
(3.53)
This control was used in RTC-Tools to control water levels upstream weirs
in the inertial model. The same technique was used to control the Grey-box
hydraulic model, but using the PID controller block in Simulink/Matlab.
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3.6.2 Model Predictive Control
Generally described, Model Predictive Control (MPC) is a technique which
an optimization algorithm calculates the best trajectory of a control variable u
subjected to constraints, so as to minimize a cost function.
The internal model may be a (non) linear state space dynamic system:
xt = f(xt−1, ut, dt)
yt = g(xt, ut, dt)
(3.54)
where x is the state vector, d is the vector of disturbances to the process, y is
the dependent variable and f(.) and g(.) are functions representing a (non)linear
water resources model. This internal model is used to calculate future trajecto-
ries of the states x and dependent variable(s) y over a finite time horizon from
t = 0 until t = T . The MPC optimizer is then used to find the solution of the
following control optimization problem
min
{ut}ht=1
T−1∑
t=1
J(xt, ut, dt) + E(xT , uT , dT )
subject to xt − f(xt−1, ut, dt) = 0
yt − g(xt, ut, dt) = 0
c(xt, ut) ≤ 0
(3.55)
Where J is a cost function associated with each state transition, while E is
a cost function associated with the final states values. This optimization ap-
proach is also known as simultaneuous or collocated approach. The resulting
optimization problem is then solved by an optimizer, such as the Interior Point
Optimizer or shortly IPOPT (COIN-OR, 2016).
The IPOPT method consists on relaxing the inequality constraints using a
barrier function, e.g. logarithmic function, in which the Problem 3.55 becomes
min
{ut}ht=1
T−1∑
t=1
J(xt, ut, dt) + E(xT , uT , dT ) + µ
ni∑
i=1
[−log(−c(xt, ut))]
subject to xt − f(xt−1, ut, dt) = 0
yt − g(xt, ut, dt) = 0
(3.56)
which is also called the Barrier Problem (Wächter and Biegler, 2006). The
procedure is to find a solution for a µ > 0, and repeat it with µ → 0 until
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c(xt, ut) ≤ ε. As an illustrative example, Equation 3.57 shows a optimization
problem with an inequality constraint, and its rewritten version as used by
IPOPT in Equation 3.58. The Figure 3.6 illustrates the approximation of the
solution as µ→ 0.
min x
subject to x ≥ 0
(3.57)
min x+ µ (log(x)) (3.58)
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FIGURE 3.6: Illustrative example of IPOPT method. The contin-
uous line represents the original objective function f(x) = x and
the dashed line is the transformed function x + µ (log(x)). The
circle shows the location of the minimum.
In the present work, a water resources model (Inertial model and Grey-box
hydraulic model) was used as the internal model in MPC for a open-loop opti-
mization in servo-test, i.e, to keep a set of water levels in setpoint. The manipu-
lated variable was the crest level of a set of weirs. In summary the optimization
problem is:
min
zs
h−1∑
t=1
N∑
n=1
(hnt − spn)2
subject to xt − f(xt−1, ut, dt) = 0
yt − g(xt, ut, dt) = 0
lb ≤ zs ≤ ub
lbrc ≤ dzs
dt
≤ ubrc
(3.59)
where zs is the weir crest level, N is the number of weirs, hn is the water
level upstream a weir n, spn is the setpoint on the water level at n, f(.) and
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g(.) represents the water resources model (Inertial model or Grey-box hydraulic
model), lb, ub, lbrc, ubrc are respectively lower and upper bounds in the crest
level and lower and upper bounds on the rate of change of the crest levels.
Chapter 4
Results and Discussion
4.1 Grey-box for hydrological flow routing - Academic
case
4.1.1 Case description
The present case relies on an academic example provided by Todini (2007),
namely a trapezoidal channel of 100 km and bottom slope of 2.5e−4, and cross
section profile with a bottom width of 15m and slope ratio of 1/5, as shown in
Figures 4.1 and 4.2.
1:
5
Bottom width = 15 m
Maximum Width = 165 m
FIGURE 4.1: Academic cross section profile.
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Inflow
Outflow
FIGURE 4.2: Academic longitudinal profile.
The inflow hydrograph was defined according Equation 4.1.
Q(t) = Qbase + (Qpeak −Qbase)
[
t
TP
exp(1− t
TP
)
]β
(4.1)
where Qbase = 100m3.s−1. The other parameters of the equation, namely
Qpeak, TP and β were perturbed in order to have a reasonable range of data that
may be sufficient for generalization. It was generated one year of data with a
time step of 5 minutes. Inflows were generated for each 240 hours (10 days),
with a total of 73 peak events, as show in Figure 4.3.
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FIGURE 4.3: Synthetic Inflow Data for Academic case.
The downstream boundary condition is a stage-discharge curve generated
using Manning Equation (Equation 3.23) as shown in the figure below:
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FIGURE 4.4: Downstream Boundary Condition for Academic case.
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The models were also tested using 3 other upstream boundary condition.
The first one, called Case 2 (Case 1 was the validation) was to apply a step in
the inflow according the following equation and as illustrated in Figure 4.5 :
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FIGURE 4.5: Case 2 upstream boundary condition.
Q =
{
100 m3.s−1 if t < τ
500 m3.s−1 if t ≥ τ
(4.2)
Where τ was an arbitrary time, given enough time after the beginning of the
simulation for the system to be in the steady-state. The change from 100 to 500
m3.s−1 was applied in a time frame of 5 minutes.
The Case 3 consisted into applying a relatively long pulse as the inflow to
the catchment. This was done according the following equation:
Q =

100 m3.s−1 if t < τ1
500 m3.s−1 if τ1 ≤ t ≤ τ2
100 m3.s−1 if t ≥ τ2
(4.3)
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FIGURE 4.6: Case 3 upstream boundary condition.
Where τ1, as the Case 2, was arbitrary selected, the step both increasing and
decreasing took 5 minutes and τ2 − τ1 = 3days, as a time frame selected so
the outflow have already reached the steady state when Q = 500m3.s−1, before
returning to Q = 100m3.s−1.
The Case 4 consisted in a short pulse (Figure 4.7), the inflow rises and de-
creases even before the system showed any change. It followed the same equa-
tion as above, but in this case τ2 − τ1 = 3hours. The model was simulated
enough time so as to observe the response of each model.
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FIGURE 4.7: Case 4 upstream boundary condition.
The river reach is simulated using the software SOBEK 2.12. The generated
outflow hydrograph is divided into two datasets. The first is used to calibrate
the ANNs, and the second one to validate the model.
Two approaches are implemented. The first one, referred as non-discrete
approach, consists of one single node where the mass balance is calculated, and
one single downstream branch, where an ANN is used to calculate the outflow
of the catchment.
The second approach, named discrete approach, consists of a spatially dis-
cretization of the catchment into 15 nodes, and their branches with different
ANNs in between. The mass balance is calculated at each node, and the flow
is propagated through the branches using ANNs trained by using the data ob-
tained with the full-hydrodynamic model.
The model performance is assessed by two performance metrics, root mean
squared error (RMSE) and coefficient of correlation (R2). Each metrics con-
tributes with different knowledge on the predictive capabilities of the model.
The RMSE measures the goodness of fit especially for differences in high stream-
flow events. The coefficient of correlation (R2) measures the linear correlation
between the model and observed data.
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4.1.2 Model implementation
The model is implemented using Simulink c©. Figure 4.8 illustrates the
model for the non-discrete approach.
FIGURE 4.8: Simulink scheme for Grey-box Hydrological Ap-
proach
In Figure 4.8, the Function Fitting Neural Network block is the ANN (one
branch). The blocks From/To Workspace represent data to be imported or ex-
ported. The block Reservoir represents the node (where mass balance is calcu-
lated). Figure 4.9 shows the block structures inside the Reservoir block. The
integrator is the block which, as the name shows, perform the time integration
according the solver chosen by the user.
FIGURE 4.9: Simulink scheme for Grey-box Hydrological Ap-
proach -Reservoir block
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The calibration of the ANNs is performed by collecting data from a simula-
tion using the SOBEK full-hydrodynamic model. After calibration, the neural
network is converted into a Simulink block (actually a collection of blocks in-
side a main block) and the model is tested using different solvers.
4.1.3 Results and discussion
After training the ANNs, an analysis of their outputs is performed by plot-
ting surfaces. Figure 4.10 shows the generated 3D plots for the non-discretized
approach using ANNs with 5, 10 and 15 neurons in the hidden layer. It is also
plotted a 3D scatter of the training dataset, so as to better visualize the training
range.
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FIGURE 4.10: Plotted surface for the ANNs in the non-discretized
approach, with 5, 10 and 15 neurons in the hidden layer.
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It can be seen that the surfaces are similar, what shows that all of them tends
to capture the dynamics of the catchment in a similar way. With the increase of
neurons in the hidden layer from 5 to 15 neurons, it can be seen that the sur-
face becomes less smooth, and there is a tendency to form more valleys and it
becomes more non-linear. This is a feature reported in literature ((Hauth, 2008),
(Chau and Wu, 2010), (Wolfs and Willems, 2014)), because of overfitting. As the
number of neurons increase, the model tends to not only captures the dynamics
of the system, but to fit every single training point. This is undesirable, so the
number of neurons was limited to a maximum of 15 in the hidden layer.
The Figure 4.11 resumes the results obtained for both of the spatial used ap-
proaches using 5, 10 and 15 neurons in the hidden layer. A comparison between
the performance for different solvers or time schemes is also performed, which
are the forward Euler (ode1), backward Euler (ode14x) and some different time
steps.
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FIGURE 4.11: Performance summary for the Hydrological aca-
demic case.
From the figure above, it can be inferred that better performance is achieved
by increasing the number of neurons and using an implicit time scheme (Back-
ward Euler - ode14x) for this case. For the model with 5 neurons in hidden
layer, the reduction in the time step using ode1 from 1800s to 20s improves the
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results, while for the other models better performance is only achieved using
the implicit solver.
The implementation of spatial discretization increases significantly the per-
formance for all the ANN architectures and solver used, except for the case
when it is used forward euler with the time step of 1800s. Regarding the time
of computation, the discrete approach with 15 neurons in hidden layer takes
69.8s to simulate the whole dataset (1 year) using a time step of 20s, 2.6s using
the time step of 1800s and 17.8s to compute the dataset using the implicit solver
(ode14x) using the time step of 1800s.
Another observation is regarding the difference between calibration and val-
idation results. Apparently from the figure it can be stated that the validation
results are slightly better than the calibration results. However, such a small
difference can be also related with the difference on the amount of peaks and
the relatively shorter period used for calibration (the validation period is 66%
shorter than the calibration period).
To better illustrate the results, Figure 4.12 shows the hydrographs obtained
for the training data using 10 neurons, both for the non-discrete (a) as for the
discrete approach (b). It was selected just part of the results, so as to be bet-
ter illustrate the performance of the models when compared with the SOBEK
model.
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FIGURE 4.12: Hydrographs for the training dataset using ANN
with 10 neurons in hidden layer using a) non-discrete approach
and b) discrete approach.
The Figure 4.13 illustrates the results for the testing dataset using 15 neurons
in the hidden layer, for both the discrete approach and the non-discrete one.
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FIGURE 4.13: Hydrographs for the training dataset using ANN
with 15 neurons in hidden layer using a) non-discrete approach
and b) discrete approach.
It can be seen in the Figures above, that the lack of spatial discretization for
the first approach introduces some small oscillations in the initial part of the ris-
ing limb of the hydrograph (Figure 4.12 a) and 4.13 a). The same phenomenon
is not observable in the Figure b) part. That phenomenon raised the motivation
for further investigation on the differences between the discrete approach and
the non-discrete one. This was done through the 3 specific cases mentioned
in the case description. In all of them, it is used the implicit solver (ode14x -
Backward Euler) and a time step of 300s.
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The Figure 4.14 shows the result for the Case 2. Performance metrics is
measured and are exposed in Figure 4.15.
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FIGURE 4.14: Case 2 Hydrographs for the (a) non-discretized ap-
proach and (b) discretized approach.
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FIGURE 4.15: Performance for the 2nd Hydrological academic
Case.
It was observed that all the non-discrete models have a very poor perfor-
mance when compared with the full-hydrodynamic model. By the other side,
the discrete approach can capture the dynamics of the response with good
agreement. The non-discrete approach shows a delayed response, with some
inverse response (reduction in flow before increasing) and some non-monotonic
increase as the response approaches the steady-state. These phenomenons are
not seen in the discrete approach.
The results for Case 3 are plotted in Figure 4.16. The performance metrics is
exposed in Figure 4.17.
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FIGURE 4.16: Case 3 Hydrographs for the (a) non-discretized ap-
proach and (b) discretized approach.
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FIGURE 4.17: Performance for the 3rd Hydrological academic
Case.
The non-discrete approach, as already expected (because of the results in
Case 2), shows lack of agreement with the results from the full-hydrodynamic
model. Especially with respect to the recession limb, the non-discrete approach
shows a discontinuity in the response with the decrease pulse. On the other
hand, the discrete approach shows good performance, also with respect to the
delay in the response as given by the full-hydrodynamic model.
At last, the results for both approaches in the Case 4 are shown in Figure
4.18, as well as the performance metrics in the Table 4.19.
Chapter 4. Results and Discussion 71
a)
01 02 03 04 05 06 07
0
200
400
600
Date (days)
D
is
ch
ar
ge
(m
3
/s
)
Inflow
SOBEK
grey-box 5 neurons
grey-box 10 neurons
grey-box 15 neurons
b)
01 02 03 04 05 06 07
0
200
400
600
Date (days)
D
is
ch
ar
ge
(m
3
/s
)
Inflow
SOBEK
grey-box 5 neurons
grey-box 10 neurons
grey-box 15 neurons
01 02 03 04 05 06 07
0
200
400
600
Date (days)
D
is
ch
ar
ge
(m
3
/s
)
Inflow
SOBEK
grey-box 5 neurons
grey-box 10 neurons
grey-box 15 neurons
FIGURE 4.18: Case 4 Hydrographs for the (a) non-discretized ap-
proach and (b) discretized approach.
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FIGURE 4.19: Performance for the 4th Hydrological academic
Case.
Specially in this last case, the non-discrete approach fails to represent the
"real" system, as it is not consistent with the results from the full-hydrodynamic
model. Nonetheless, the discrete approach captures the dynamics and showed
reasonably performance even in such case which the inflow has rapidly in-
creased and decreased.
For a better evaluation of the performance, the model was compared with
some other classical hydrological approaches, as will be shown in the next sub-
section.
4.1.4 Comparison with other models
The Table 4.1 shows the validation performance for the grey-box model
compared with other classical hydrological approaches (Linear Reservoirs, Musk-
ingum) against the full-hydrodynamic model. All models were calibrated with
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the same data using RTC-Tools, including the grey-box model.
TABLE 4.1: Validation results.
Model RMSE
Non-discrete (BE) 5N 17.208
Discrete (BE) 5N 1.113
Linear Reservoirs 29.93
Muskingum 27.41
The grey-box model shows superior performance when compared with all
the other classical approaches here tested. This is expected, as it is reported
in literature the capabilities of ANN technique to capture non-linearities and
to have high performance when interpolating inside the training range. It ca-
pabilities are only compromised once it is requested to extrapolate, that is, to
simulate data outside the training range.
To better illustrate the difference in the dynamics of each model, the Figure
4.20 illustrates the results for one flood event in the validation period.
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FIGURE 4.20: Comparison of grey-box model, Linear Reservoirs
and Muskingum using SOBEK as standard.
It can be seen that the non-discrete grey-box model slightly sub-estimates
the flood, with a small compensation for the amount of water through the in-
troduction of a small oscillation at the beginning of the rising limb. The Linear
Reservoirs model sub-estimates even more the flood, slightly shifting the peak
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and creating a less steep rising limb, and after the peak flood it decreases faster
than it should. The Muskingum model shows a small inverse response at the
beginning of the rising limb, and also a faster recession limb. At last, the dis-
crete grey-box model shows a very good performance, mimicking the SOBEK
as it was expected.
4.2 Grey-box for hydrological flow routing - Pira-
pora/Brazil
4.2.1 Case description
The São Francisco basin (Figure 4.21) is located between the coordinates
7 ◦17 to 20 ◦50 latitude south and 36 ◦15 to 47 ◦39 longitude west. The whole
basin is formed by coupled small basins that joins the main river São Francisco
and flow into the Atlantic Ocean. The main section of the river has a total length
of almost 2.700 km.
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FIGURE 4.21: São Francisco Basin. Adapted from: (ANA, 2003)
The São Francisco basin occupies 638.323 km 2, spread through the Brazilian
states of Minas Gerais, Bahia, Goiás, Pernambuco, Sergipe, Alagoas and Dis-
trito Federal, covering 8% of Brazil’s. Currently, the basin is subdivided in four
regions according to PNRH (National Plan of Hydro Resources). These parts
are the upper São Francisco, which covers the source until Pirapora. The mid-
dle and submiddle São Francisco, from Pirapora to Remanso, and at last the low
São Francisco, from Paulo Afonso until the river mouth (Renováveis, 2006).
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The climate conditions of the basin varies along it. The Table 4.2 shows
some characteristics of the upper part of the basin, which is the one under in-
vestigation in the present study.
TABLE 4.2: Hydroclimatic characteristics of the Upper São Fran-
cisco basin.
Characteristic Upper
Predominant climate Humid and temperate rain alti-
tude
Average Annual Rainfall(mm) 2.000 to 1.100
Average Temperature ( ◦C) 23 ◦C
Average Annual Insolation(h) 2400
Average Annual Evapotranspiration (mm) 1000
Main patch length (km) 702
Main river declivity(m/km) 0,7 to 0,2
Contribution of average natural flow (%) 42,0
Specific Flow (L.s−1.km−2) 11,89
The hydro energy potential is estimated as 26300 MW, and the installed ca-
pacity is 10380 MW, which represents 16 % of the Brazilian energy matrix, with
33 plants in operation. The reservoirs are also used for water supply, recreation
and irrigation (CEMIG, 2012).
One of the major reservoirs in the São Francisco river is the Três Marias
hydro reservoir. It is a multipurpose reservoir, i.e, it is used for flood mitiga-
tion, energy production, irrigation and for smoother navigation along the São
Francisco river. The starting point for the construction of the reservoir was in
1958. Its operation began in 1962, with 2 main energy production cores, each
one with 66 MW. Actually it possess 4 generation units, with a total installed
potential of 396 MW, feeding a electric network capable to support 1.1 million
people (CEMIG, 2012). Some data from the reservoir is summarized in Table
4.3.
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TABLE 4.3: Três Marias reservoir characteristics
Total Area 1090 km2
Maximum Volume 19528 hm3
Maximum Usable Volume 15278 hm3
Minimum Water level 549.2 m
Maximum Water level 572.5 m
Installed Potential 396 MW
No of generators 6 MW
Type of turbines Kaplan
The operation of the reservoir is regulated by ANA (National Water Agency),
and there are a series of regualatory constraints in the operation of the reservoir,
such as the outflow minimum or maximum, both at the turbines outlet, as well
as downstream, as in the Pirapora gauge, named after the city at the same lo-
cation. Figue 4.22 shows a schematic overview of the reach downstream Três
Marias hydro reservoir up to the Pirapora gauge.
Pirapora gauge (PIRAPORA)
Abaeté
(PBR040)
Três Marias
Reservoir (TMARIAS)
Tributaries-
Ribeirão Gameleira,
Ribeirão do Gado, etc (MGB)
FIGURE 4.22: Overview of Upper Sao Francisco Basin - path be-
tween Três Marias Reservoir, PBR040 and Pirapora gauge.
This river section was modelled using the grey-box hydrological routing
technique. For simpler referencing, the flow at the Abaeté river gauge is named
PBR040 (which means "bridge over the road BR040"), the outflow from Três
Marias Reservoir is TMARIAS and the flow at Pirapora gauge is PIRAPORA.
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The tributaries and additional rainfall that contributes to PIRAPORA are ob-
tained using a set of inflows generated using MGB (Modelo de Grandes Bacias)
model.
The data obtained for PIRAPORA has resolution of one hour. The input
data for the model are TMARIAS, PBR040 and MGB (this last one is a series of
discharges along the catchment). The period of available data corresponds to
10.07.2008 until 22.06.2012, with 34651 hourly data records. Table 4.4 shows
some statistics of the available data.
TABLE 4.4: Dataset statistics.
Inflow Boundaries Mean
(m3.s-1)
Maximum
(m3.s-1)
Minimum
(m3.s-1)
Standard
Deviation
MGB(total) 273.892 2578.709 233.718 95.556
TMARIAS 71.587 1368.6 7.6 101.917
PBR040 724.749 3125.39 39.44 412.947
PIRAPORA 819.324 3557.5 415.0 429.381
As in the academic hydrological case described above, two approaches here
were also tested, a non-discrete approach and a discrete one. The discrete grey-
box hydrological model for this case consisted in 15 sequential nodes. A full-
hydrodynamic model (SOBEK) was used to calibrate the grey-box model. The
period for calibration was from 10.07.2008 00:00:00 to 27.06.2011 23:00:00. The
validation data was from 27.06.2011 23:00:00 until 22.06.2012 21:00:00.
4.2.2 Model implementation
The model implementation of the Pirapora case follows the same proce-
dures for the academic case, described in the section above.
4.2.3 Results and discussion
The obtained results for the calibration and validation periods are summa-
rized in Figures 4.23, 4.24 and 4.25. As shown in the Figures, different schemes
were tested, a Forward-Euler (FE) scheme with a time step of 20 seconds and a
Backward-Euler scheme (BE), using a time step of 1800 seconds.
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FIGURE 4.23: Performance for Pirapora case - 5 neurons in hidden
layer.
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FIGURE 4.24: Performance for Pirapora case - 10 neurons in hid-
den layer.
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FIGURE 4.25: Performance for Pirapora case - 15 neurons in hid-
den layer.
The results show that better performance is achieved by using an implicit
scheme (Backward-Euler) with a non-discrete approach. The discrete approached
shows instabilities using a time step of 1800 seconds. It was expected that the
spatial discretization would provide better performance, but that was not the
case. This fact may be attributed to the accumulation of errors in the routing
downstream, resulting in a worst performance when compared with the non-
discrete which used a single ANN to route the flow upstream the catchment
to downstream. Also, for the non-discrete approach the performance gets bet-
ter with the increase on the number of the neurons in the hidden layer of the
ANN, as expected. However, the discrete approach shows a inverse relation,
i.e the performance got worst for a higher number of neurons, which can be
again correlated with the accumulation of errors and also due to the elevated
non-linearity of using a cascade of ANN with 15 neurons in the hidden layer.
The Figures below illustrate the results for calibration and training using
both approaches. For simplicity, it is plotted the results for the implicit scheme.
The figures visualize that, although the performance for the discrete approach
was worst, it was accurate and could capture the dynamics of the catchment
with good agreement. Comparing time consumed and performance, the forward-
euler scheme has a similar performance when compared with the backward eu-
ler scheme, and the simulation time increased severely, around 490% (from 68.8
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seconds (BE) to 338.7 seconds).
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FIGURE 4.26: Training results for the non-discrete approach - Pi-
rapora case.
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FIGURE 4.27: Training results for the discrete approach - Pirapora
case.
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FIGURE 4.28: Validation results for the non-discrete approach -
Pirapora case.
12-2011 01-2012 02-2012
0
500
1,000
1,500
2,000
2,500
3,000
3,500
4,000
Date (month/year)
D
is
ch
ar
ge
(m
3
/s
)
Observed
SOBEK
5 neurons
10 neurons
15 neurons
FIGURE 4.29: Validation results for the discrete approach - Pira-
pora case.
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It is interesting to observe that, in the validation data, the grey-box outper-
forms the SOBEK, and the reason can be seen in the Figure 4.28 and 4.29. There
is a flood event which the observed outflow is much less than simulated by the
full-hydrodynamic model. Because the non-discrete grey-box models, in this
case, has a tendency to sub estimate the peaks in flood events, it could have
a better agreement with the observed data. Nonetheless, this is unexpected,
as the grey-box models were calibrated using the data obtained by the full-
hydrodynamic model.
As supplementary comparison, the next section shows a comparison in per-
formance for the developed models with some other classical approaches.
4.2.4 Comparison with other models
Additional validation is done for the developed grey-box model, by compar-
ing the results with some classical hydrological approaches ((Linear Reservoirs
and Muskingum) as well as the full-hydrodynamic model agains the observed
data. The performance metrics is seen in Table 4.5.
TABLE 4.5: Validation results.
Model RMSE
SOBEK 130.4
Non-discrete (BE)
15N
106.58
Discrete (BE) 15N 119.2
Linear Reservoirs 134.62
Muskingum 134.98
In the results, the performance of the grey-box is significantly superior to
the classical hydrological approaches. This is expected, as the ANN possesses
great flexibility due to its high number of parameters and transfer functions,
which makes them capable of capturing non-linear dynamics with great effi-
ciency. Nonetheless, the fact that the performance of the grey-box is superior
to the SOBEK model is not expected, since the latter is used to calibrate the
grey-box model. This superior performance occurs because there is a sub esti-
mation of the peak flows attributed to a decrease in flow at the boundaries of
the calibration range of the Artificial Neural Networks.
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The following figures illustrates those results. Figure 4.30 shows the results
for the different models during high flood season (summer in South Hemi-
sphere). The discrete grey-box model had a discrepant result, due to sub-estimation
of the flows. The Muskingum and Linear Reservoirs almost overlap each other,
and they showed similar results with the full-hydrodynamic model, but with
some anticipation. The non-discrete grey-box could follow more closely the
full-hydrodynamic one.
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FIGURE 4.30: Comparison of different models for Pirapora case
during high flood season.
The obtained results for the low flood season are compared, as shown in
Figure 4.31. Again, the sub-estimation of the flows provided by the grey-box
model aided it in obtaining a good performance. Even during low flood condi-
tions, the linear models (Muskingum and Linear Reservoirs) anticipate the flow,
while the non-discrete grey-box model follows more closely the full-hydrodynamic
model.
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FIGURE 4.31: Comparison of different models for Pirapora case
during low flood season.
4.3 Grey-box for hydraulic flow routing - Academic
case
4.3.1 Case description
The river morphology, as well as the boundary conditions for the hydraulic
academic case refers to the same as the hydrological academic case, as described
in subsection 4.1.1. The additional components inserted in this case were a set
of 5 weirs, which are capable of controlling the upstream water levels through
the manipulation of crest levels. The characteristics of the weirs is shown in
Table 4.6. An illustrative profile is shown in Figure 4.32
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TABLE 4.6: Characteristics of the weirs.
Weir Width Minimum
crest level
Maximum
crest level
1st 165 23 28
2nd 165 18 23
3rd 165 13 18
4th 165 8 13
5th 165 3 8
Inflow
Outflow
Movable Crest Level
FIGURE 4.32: Illustrative profile of the Hydraulic academic case.
The whole dataset refers to a period of 1 year (hypothetically from 01.01.2015
00:00:00 until 01.01.2016 00:00:00). The dataset is subdivided into training (75%
of the period, from 01.01.2015 00:00:00 until 01.09.2015 00:00:00) and validation
data (the remaining 25% or 01.09.2015 00:00:00 until 01.01.2016 00:00:00). For a
broader range of validity of the model, the crest levels of all the weirs are var-
ied randomly, so as to create fluctuations. The Figure 4.33 shows the crest levels
values for the calibration and validation data.
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FIGURE 4.33: Crest Levels for the 5 weirs for the calibration and
validation period.
The model was simulated in SOBEK, and a simplified inertial model was
derived from it.
The SOBEK model is used in this case as an "observed" dataset. The inertial
model was used to calibrate the grey-box model, and the performance of both
was compared with the SOBEK model.
4.3.2 Model implementation
The model is implemented using Simulink c©. Figure 4.34 shows the scheme
for calculating the discharge of one single branch.
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FIGURE 4.34: Simulink scheme for Grey-box Hydraulic Approach
- Branch.
For locations where one or more weirs are located, the calculations are made
by by replacing the branch by a Matlab Function Block that uses a weir equation
as stated in SOBEK manual (Deltares, 2015)
FIGURE 4.35: Simulink scheme for Grey-box Hydraulic Approach
- Weir location.
The PI control scheme is implemented by creating a subsystem with the
blocks from Figure 4.35 and directly inserting the controller block in the model
diagram, configuring the closed loop.
The MPC control is implemented by generating a MATLAB function file that
runs the model, and using this function inside an optimization implemented in
MATLAB. In the present work, it is used the fmincon function, with interior-
point algorithm.
Chapter 4. Results and Discussion 89
4.3.3 Results and discussion
The SOBEK model used is in essence the same from the subsection 4.1.1,
with the difference that the 5 weirs were inserted along the reach, with a dis-
tance of 20’000m between each other, in such a way that the last weir is settled
at the end of the reach. Regarding spatial discretization, it is used 207 nodes
where mass continuity is calculated. The time step used was of 60 seconds. The
simulation of 1 year period took 175 seconds.
The inertial model is composed of 40 nodes where mass continuity is calcu-
lated. The storage characteristics of each node (the water level - storage rela-
tion) is extracted from representative nodes in the full-hydrodynamic model.
Also the branches characteristics are obtained from representative branches
from the SOBEK model. The time step used was of 20 seconds due to stability
issues. A single run of the 1 year period took 341.9 seconds, encompassing pre-
processing, simulation itself and post-processing. The last represented 67.5% of
this time, and just the simulation itself took 6.24 seconds.
The grey-box model has the same structure of the inertial model, as the latter
was used to calibrate it. Different time schemes were tested:
• Forward Euler ∆t = 20 (FE)
• Runge Kutta 4th order ∆t = 90 (RK90)
• Runge Kutta 4th order ∆t = 180 (RK180)
• Backward Euler ∆t = 450 (BE)
The performance results for the training and validation datasets are shown
in Table 4.7.
TABLE 4.7: Calibration and Validation results.
Model RMSE
Calibra-
tion
RMSE
Valida-
tion
Inertial 12.65 13.17
FE 18.45 19.12
RK90 14.94 14.77
RK180 20.54 20.78
BE 18.46 19.14
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Best performance for the grey-box model was achieved using a Runge-Kutta
scheme with a time step of 90 seconds (RK90). To measure time of simulation,
the model is transformed from Simulink to C code using Simulink Coder tool.
The simulation for the whole period of 1 year took 5.9 seconds, which means
that it is almost 30 times faster than the SOBEK model. A representative part of
the training results is shown in Figure 4.36, and part of the validation results is
shown in Figure 4.37.
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FIGURE 4.36: Training results for the hydraulic academic case.
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FIGURE 4.37: Validation results for the hydraulic academic case.
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FIGURE 4.38: Validation results for the hydraulic academic case -
Zoom in flood event .
The results show that the grey-box model has a very similar performance
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with the inertial model, which was used to calibrate it. The limitation is that, as
the inertial model is taken as the basis for training, the grey-box model will not
get better performance as this model. So a requirement for this approach is to
use a model with good accuracy as a basis to calibrate the grey-box model, as
the performance that it will reach will be similar, but not better than this one.
Another important point to be discussed is the simulation time. The model
was developed and simulated using MATLAB and Simulink, which are high-
level languages. It is necessary to implement the model in a lower level lan-
guage or to use a tool to "translate" the code (as it was done with Simulink
Coder), so as to reach the necessary computational performance and to imple-
ment the model in frameworks which requires model demanding low compu-
tational resources.
4.3.4 Results and discussion - Control
The model was also tested in control schemes. First a control scheme us-
ing feedback-control PI was used to keep desired water levels at set point by
implementing steps in the crest levels of the weirs. An additional feedforward
controller was also implemented, taking as disturbance the discharge down-
stream the previous weir, so as to control the downstream weir.
The calibration of the PI was done through trial and error, i.e the parameters
KP (proportional gain) and KI (integrator gain) were disturbed and searched
iteratively for a reasonable value which is able to control the water levels with
small or no oscillations. For all the five weirs, the following values of parame-
ters were used:
• KP = 5
• KI = 0.1
In order to avoid continuous integration when the PI output is saturated
a method called anti-windup through back-calculation is used. According the
Simulink documentation, back calculation enables the integrator to discharge
when the block output saturates using the integral-gain feedback loop. The
discharge level is regulated using a back-calculation coefficient of 0.001.
To illustrate the control results, the Figure 4.39 shows the results for the PI
control on the first and last weirs. The obtained results for the grey-box model
are compared with the ones obtained with the inertial model.
Chapter 4. Results and Discussion 93
01 02 03 04 05 06 07
20
22
24
26
28
30
Minimum Crest Level
Date (01/2014)
W
a
te
r
L
ev
el
(m
)
Water Level Inertial
Water Level Grey-box
Crest-Level inertial
Crest-Level grey-box
01 02 03 04 05 06 07
0
2
4
6
8
10
Minimum Crest Level
Date (01/2014)
W
at
er
L
ev
el
(m
)
Water Level Inertial
Water Level Grey-box
Crest-Level inertial
Crest-Level grey-box
FIGURE 4.39: PI control of the 1st and 5th weir.
One may see that there was good agreement between the PI results for both
modelling techniques. Also, the PI controller could keep the water level on
set point for the simulated time, except during the peak flow event. In this
occasion, the controller saturates in the minimum crest level (23m) and keeps
in this level as long as the flow event lasts. The anti-windup term is specially
useful during this event, as if the integrator value continued to grow with a
saturated controller output, it would lead to a poor performance after the event
has taken place. This condition can be seen in the Figure 4.40, where the grey-
box performance was compared with and without windup method using PI
control.
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FIGURE 4.40: PI control of the 1st weir.
The next step compromises the use of Model Predictive Control to keep wa-
ter levels at set point. The optimization problem was defined as:
min
{ut}ht=1
h−1∑
t=1
39∑
j=1
(hj − spj)2 forj = 7, 15, 23, 31, 39
subject to xt − f(xt−1, ut, dt) = 0
hminj ≤ hj ≤ hmaxj
(4.4)
where:
xt − f(xt−1, ut, dt) = 0 - the model (grey-box or inertial)
hj - water level in location j
uj - crest level for the weir downstream location j
spj - setpoint value for water level in location j
hminj - lower bound for the water level in location j
hmaxj - upper bound for the water level in location j
The equation above shows that the optimization problem objective is to min-
imize the term (hj − spj)2 that refers to the difference between the actual water
level hj and the desired set point value spj .
The Figures 4.41 to 4.45 illustrate the control of the 5 weirs using the MPC
scheme. A comparison between the inertial model and the grey-box model is
provided.
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FIGURE 4.41: MPC control of the 1st weir and waterlevel h7.
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FIGURE 4.42: MPC control of the 2nd weir and waterlevel h15.
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FIGURE 4.43: MPC control of the 3rd weir and waterlevel h23.
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FIGURE 4.44: MPC control of the 4th weir and waterlevel h31.
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FIGURE 4.45: MPC control of the 5th weir and waterlevel h39.
The figure shows that there was relatively good agreement between the two
models regarding using the MPC control scheme to maintain the water level at
set point. Nevertheless, the behaviour of the crest levels differed significantly.
Special attention is given to the beginning of the 2nd day, when a peak flow
arrives. The MPC using inertial model saturated the controller output by re-
ducing the crest level to the minimum bound, while the grey-box model with
MPC this does not happen. Nevertheless, the water levels were similar, which
reveals some difference in the dynamics of the models. To examine such differ-
ence, the following Figure illustrates the discharge values for the outflow of the
first upstream weir.
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FIGURE 4.46: Discharge for the MPC control of the 1st weir.
It is visible in Figure 4.46 that there is an excessive increase in the outflow of
the 1st weir, and due to that, the crest level do not reduces to the bottom level,
as the outflow produced by the weir is enough to the controller to pursue the
set point tracking.
This difference on the crest levels obtained for each model motivated the
investigation and comparison of the full-hydrodynamic model with the results
obtained by the models. The following Figure illustrates the comparison be-
tween the water levels obtained by the SOBEK full-hydrodynamic model and
the inertial one.
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FIGURE 4.47: Comparison between water levels using SOBEK
model and inertial model, with crest level obtained by the MPC
optimization using the inertial model.
There is good agreement between the obtained water levels for both models.
The inertial model slightly over estimated the water levels at the flood event on
the beginning of the 2nd day, which may have caused the optimizer to saturate
the crest level at the minimum, so as to avoid increasing the distance between
the level and the set point.
Next, the result of the crest levels using MPC control with the grey-box
model is compared on the SOBEK model. The results are illustrated in the Fig-
ure that follows:
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FIGURE 4.48: Comparison between water levels using SOBEK
model and grey-box model, with crest level obtained by the MPC
optimization using the grey-box model.
Once again, there is reasonable agreement between the results obtained by
the full-hydrodynamic model and by the grey-box model. As the inertial model,
the grey-box tended to over estimate the water levels. Nevertheless, it does not
saturate the crest levels at the minimum, a fact that may be attributed to some
non-linearity of the black-box component of the model, i.e., the extrapolation
capabilities of the grey-box model are not well-defined, and the dynamics on
points outside the calibration range may issue non-expected results.
Regarding the difference between MPC and PI control, one may also notice
that, while the PI control of the 1st weir was able to move the water level to
setpoint by the middle of the 1st day, the MPC control only reaches this steady
condition by the middle of the 2nd day. This is due to the fact that, the PI
as a feedback controller, cannot see conditions outside the location where it
measures the errors. On the other hand, a MPC controller can minimize the
total deviation of the setpoint by looking for all the measured locations at the
same time. This feature can be seen by the improvement of the last weir in
reaching the setpoint. In Figure 4.39b, it can be seen that the water level reaches
set point by the beginning of the 2nd day, while before reaching it the water
level stays in a steady condition of around 1.5m deviated from the setpoint.
On the other side, the MPC controller could gradually provide a rising water
level, until it reaches the desired setpoint by the beginning of the 2nd day. The
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fact that the water level does not stay in a highly deviated steady condition
decreases the total deviation of the setpoint when looking through all the weirs.
The Table 4.8 resumes the performance comparison for the PI and MPC con-
trol, for both, the inertial and the grey-box models.
TABLE 4.8: Control Performance for Hydraulic academic Case.
Values in each cell corresponds to SSE and the values under paren-
thesis are MAE.
Inertial Grey-box
PI MPC PI MPC
h7 27.274 (0.117) 37.543 (0.193) 22.579 (0.107) 29.679 (0.186)
h15 40.546 (0.176) 42.173 (0.208) 30.915 (0.149) 31.118 (0.192)
h23 54.177 (0.234) 44.662 (0.220) 49.932 (0.211) 44.837 (0.221)
h31 61.797 (0.254) 45.898 (0.214) 50.393 (0.215) 42.313 (0.205)
h39 69.057 (0.268) 49.307 (0.212) 43.961 (0.202) 37.586 (0.194)
TOTAL 252.852 (–) 219.584 (–) 197.780 (–) 185.533 (–)
This performance is better visualized graphically. The Figure 4.49 shows the
performance results for the inertial and the grey-box model, using the PI and
the MPC control techniques.
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FIGURE 4.49: Performance results for the PI and MPC control us-
ing inertial and grey-box models.
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As it can be visualized in the Figure above, by sacrificing the performance of
the upstream water levels (h7 and h15), the MPC control can reduce the general
deviation of water levels from the desired set point, especially for the down-
stream ones. One may also observe that the control of the grey-box model
showed better performance when compared with the inertial model, although
for the PI control the same parameters were used, and for the MPC the same
algorithm was also used (interior-point). So this increased performance was
not expected, and can be due to the difference in solvers or controllers details
between RTC-Tools and Matlab/Simulink.
4.3.5 Comparison with other models
The performance of the developed grey-box model was compared with other
modelling techniques. The results obtained for the validation dataset are shown
in Table 4.9.
TABLE 4.9: Calibration and Validation results.
Model RMSE
Valida-
tion
Inertial 13.17
Grey-box(RK90) 16.25
Diffusive 13.84
Results show that, because the diffusive model has a similar performance
as the inertial model, the grey-box can not perform better, as was already ex-
pected due to the reasons explained in the previous section. In this case, a better
approach would be to use the SOBEK model directly to calibrate the grey-box
model. This was not done here due to the lack of real observed data, so the
SOBEK was used only as the common standard for comparison.
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4.4 Grey-box for hydraulic flow routing - Main river,
Germany
4.4.1 Case description
The most important tributary of the river Rhein, the Main river extents from
the confluence of the Weisser Main with the Roter Main near Kulmbach, pass-
ing through regions such as Bamberg, Würzburg,the forests Spessart and Oden-
wald until its junction with the Rhine after 524 km (Britannica, 2008).
An important infrastructure of the Main river, the so called Main-Danube
Channel (Main-Donau-Kanal in German), is a reach upstream up to Bamberg
was fully canalized, with 11 structures (weirs, locks and hydroplants), and the
upstream path up to Danube was canalized with 5 structures. The construction
of the path until Nuremberg, called North Route (in German: Nordstrecke)
was concluded in 1962, and the termination of the South Route (Südstrecke)
was reached by 1992, with a total length of 171 km. The authority resposible for
the management of the channel is the Wasser- und Schifffahrtsamt Nürnberg
(Wasserstrassen und Schifffahrtverwaltung des Bundes, 2010).
The climate and vegetation conditions of the basin are intrinsically corre-
lated with the climate of Bavaria state, which is shown in Table 4.10.
TABLE 4.10: Hydroclimatic characteristics of Main river.
Characteristic
Predominant climate Cfa (Köppen-Geiger system)
Average Annual Rainfall(mm) 1016 mm
Average Temperature ( ◦C) 12.7 ◦C
The estimated hydro energy potential of the Main-Danube Channel is esti-
mated in 2.7 Mio. kWh (RMD). Besides that, the pump storage capacity makes
possible to cover peaks of 200 Mio. kWh in the energy network. The whole
Main-Danube Channel produces energy enough to feed one quarter of the Bavar-
ian state.
The modelled reach consists of 100 km of the river reach, from a small part
upstream Bamberg (located in river Regnitz, next to the confluence with the
Main), downstream to Kitzingen located in the Main-km 283.979. The Figure
4.50 shows the am aerial schematic view of the Main river, highlighting the
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Danube-Main Channel, the path modelled by the full-hydrodynamic model,
and the path modelled using the inertial model and the grey-box model. The
Figure 4.51 shows the same path, but using a profile view.
Inertial model and
Grey-box model
Full-hydrodynamic model
FIGURE 4.50: Aerial schematic view of the Main river. Adapted
from http://www.rmd-wasserstrassen.de/main-donau-kanal/
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Grey-box model
Full-hydrodynamic model
FIGURE 4.51: Profile schematic view of the Main river. Adapted
from http://www.rmd-wasserstrassen.de/main-donau-kanal/
The data available for this reach corresponds to the one obtained using
the full-hydrodynamic model SOBEK, developed by the German Federal In-
stitute of Hydrology (BfG). The available model is subdivided into branches
and nodes, with a total of 2258 nodes. The input data for the model are the
flows upstream weir Bamberg and coming from Main before the confluence
with the Regnitz river. The period of available data corresponds to 01.01.1999
until 20.06.2013. Table 4.11 shows some statistics of the available data.
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TABLE 4.11: Dataset statistics.
Gauge Mean Maximum Minimum STD
Lat Caste 2.11 33.90 0.00 3.67
Lat Ebels 5.38 42.75 0.00 6.84
Lat Flutm 1.50 61.40 0.00 3.36
Lat Marie 2.47 19.95 0.00 3.54
Lat Nassa 3.94 186.00 0.00 5.92
Lat Rauhe 6.79 52.90 0.00 6.88
Lat Schwa 1.31 20.60 0.00 1.94
Lat Seeba 2.51 19.95 0.00 3.19
Lat Stein 2.51 19.95 0.00 3.19
Lat V2 0.00 0.00 0.00 0.00
Lat Volka 0.00 205.00 0.00 3.96
Node 1 135.55 1800.00 0.00 108.83
Node 17 94.80 1200.00 0.00 66.73
An inertial model was developed taking some of the morphological data of
the river from the full-hydrodynamic model, corresponding to approximately
25% or 1
4
of the total length of the full-hydrodynamic model. This model was
simulated in order to generate data to train the developed grey-box hydraulic
model. The dataset for training corresponds to the period of 15.11.2010 to
26.02.2011. The validation dataset corresponds to the period of 01.12.2012 to
01.03.2013.
Both models were also tested using different control techniques. A classical
PI control was implemented in both inertial and grey-box models. The inertial
and the grey-box hydraulic models were also tested in a MPC control open
loop. The objective of the predictive controller is not only to keep certain water
levels at set point, but also to avoid floods and/or droughts in other locations.
In this specific case, the water level at the gauge Trunstadt has a list of potential
problems which can happen if the water level raises to a certain degree. Some
of these characteristics are shown in Table 4.12.
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TABLE 4.12: Trunstadt water level rules
Water level(cm) Water
height(cm)
Problem
223.4 0 Gauge zero point
224.86 146 Trunstadt:Normal water level
226.8 340 Highest Navigable Level
228 460 Oberhaid: blockage of street
229.1 570 Viereth: flooded walking path.
229.1 570 Viereth: Access to the power plant
flooded.
230.2 680 Flooding in the Railway Bamberg -
Rottendorf km 34,2.
Since the maximum navigable level is 226.2m and from 228m on a series of
raising problems are reported in Trunstadt itself and the neighbouring cities,
the controller should be the water level at this gauge below 228 m, by control-
ling the neighbouring weirs (Viereth and Limbach weirs) crest levels.
4.4.2 Model implementation
The model implementation for the Main river case follows the same proce-
dures as the hydraulic academic case, as describes in the section above.
4.4.3 Results and discussion
The developed inertial model consists on 53 nodes, in which mass continu-
ity is calculated, 41 flow branches in which the inertial flow equation is used to
calculate the discharge, and 11 composite hydraulic structures along the reach.
The spatial scheme used in each branch was central scheme, and cross section
topology as well as storage-level curves were extracted from the SOBEK model.
The grey-box model was developed using the same number of nodes as the
inertial one. Each flow branch was calibrated using the data obtained after sim-
ulating the inertial model. A representative surface of a flow branch function is
shown in Figure 4.52. The scatter plot is the data used for calibrating the surface
function.
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FIGURE 4.52: Example surface for Q = Q(Hup, Hdown)
The surface above visualizes the non-linearity between the water levels up-
and downstream. The surface values are not defined for the case when the up-
stream water level is lower than the downstream water level, because of the
squared root term in the flow equation. It is also clear that the discharge in-
creases as the water level upstream increases and vice-versa, when the down-
stream water level increases, as expected according the dynamics of the system.
The next Figure shows the results for the calibration of the model regarding
the discharge at the last gauge, called Kitz. The number of data points was
reduced so as to have a better visualization.
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FIGURE 4.53: Training results for the Main river grey-box.
It can be seen that the grey-box model can capture most of the dynamics
of the catchment, as there is good agreement between the results from the
physically-based model and the results from the grey-box model. The flow
peaks are not very well captured by the inertial model, and consequently the
grey-box model followed the same pattern.
In order to validate the capabilities of the grey-box model, also when leav-
ing the training data range, the following Figure shows the results at the same
location for the validation period. As in the previous graph, the number of data
points was reduced so as to have a better visualization.
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FIGURE 4.54: Validation results for the Main river grey-box.
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It can be seen that, while inside the training range,the grey-box can capture
with good accuracy the dynamics of the Main river. However a less accurate
results is seen when the discharge reaches values outside the range of training.
This is to a certain level expected, since data-driven techniques are well-known
for their limitations regarding validation outside the expected calibration range.
Nevertheless, the performance was reasonable as can also be seen in the Table
4.13, for both, calibration and validation results.
TABLE 4.13: Calibration and Validation results.
Calibration
Inertial Grey-Box
Bias 6.163 14.168
SSE 1.463 · 105 8.281 · 105
MSE 59.799 338.429
RMSE 7.733 18.396
R2 0.999 0.996
NSE 0.999 0.992
Validation
Inertial Grey-Box
9.868 13.149
4.019 · 105 8.288 · 105
209.453 431.905
14.472 20.782
0.994 0.988
0.988 0.975
Although there is a significant increase in the RMSE from the inertial model
to the grey-box, the coefficient of correlation shows that both models had a
very good performance, and the grey-box could to a reasonable level follow the
performance of the inertial model.
4.4.4 Results and discussion - Control
In this section, the implementation of feedback controllers and model pre-
dictive control are tested to keep desired water levels at setpoint, and to ful-
fil some objectives as described below. A section of the inertial model and
grey-box model, compromising the first three weirs section (Bamberg - Viereth
- Limb) is selected, in order to test the control techniques. This was done to de-
crease model complexity and to simplify the analysis of the control techniques
used, which may be extrapolated to the whole river.
Each of the weirs mentioned above contains one gauge upstream, which
can be used to measure the deviation of the water level from desired values.
There is one additional gauge dowstream Viereth, called Trunstadt. Figure 4.55
illustrates the scheme of this river section.
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FIGURE 4.55: Schematization of the river Main - control tests.
Feedback control (PI) is used to keep the water level at gauges above weirs
controlled in a selected setpoint, according the policy of the current one respon-
sible for the management of the weirs in the Main river. The setpoint of such
gauges are shown in Table 4.14.
TABLE 4.14: Setpoint of gauges for PI/MPC control.
Gauge Setpoint
Bamberg 237.9
Viereth 231.16
Limb 225.16
The PI controller is calibrated by trial and error procedure. For all the three
weirs, the selected KP (proportional gain) and KI (integrator gain) are:
• KP = 1
• KI = 0.1
As it was done in the academic case, anti-windup method through back-
calculation was used to avoid continuous integration of the PI controller. The
Back-calculation coefficient was fixed in 0.001.
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Before applying the control itself, a comparison between the performance
of the grey-box model and the inertial one is performed, in order to be able to
retrieve any difference in the control results due to difference in the dynamics
of each model. The Figure 4.56 shows the water levels obtained at each of the
gauges for simulation using both models.
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FIGURE 4.56: Water levels at gauges Bamberg, Viereth, Trunstadt
and Limb (from up to down).
There is high agreement between the water levels simulated using both
models. A slight difference is seen for the gauge Trunstadt, especially in the
occasion of high water level. Even being so, one can see that both models have
similar performance, so it is expected the same for the applied controlling tech-
niques. The Table 4.15 resumes the performance metrics for such water levels.
TABLE 4.15: Performance metrics for Control Case - fixed crest
levels.
hBamberg hV iereth hTrunstadt hLimberg
Bias 4.844 · 10−3 1.501 · 10−2 0.123 1.860 · 10−2
SSE 2.544 · 10−2 0.562 7.596 0.826
MSE 6.608 · 10−5 1.461 · 10−3 1.973 · 10−2 2.146 · 10−3
RMSE 8.129 · 10−3 3.822 · 10−2 0.14 4.633 · 10−2
R2 1 0.999 0.999 1
NSE 1 0.999 0.992 0.999
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As a next step, the water levels are controlled using the PI technique as
described above. The Figure 4.59 shows the results at all the gauges for the
inertial and the grey-box model.
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FIGURE 4.57: Results for PI control at the gauges for Main river.
The results show that the PI controller is fully capable of keeping the water
levels upstream of the weirs at the desired position for the whole simulation
time. There is a small difference in the rising time at the beginning of the sim-
ulation, which may be attributed to a difference between the windup method
used in the grey-box model (Matlab/Simulink) and the inertial model (RTC-
Tools).
However, as can be also seen in the Figure 4.59, the PI control technique
can not be used to keep the gauge Trunstadt water level at a set point, since
this controlling technique is limited to having as an input one single deviation
variable and as output one single manipulated variable. The Trunstadt gauge is
located between the Viereth weir and the Limberg weir, and has a set of water
level marks, for navigation levels and flood protection. The Figure 4.58 shows
only the results with PI control for the Trunstadt gauge, plotted with some of
these water level marks.
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FIGURE 4.58: Trunstadt gauge water levels and marks for naviga-
tion and flood protection.
As shown in the Figure above, the water level rises above the maximum
navigable level by the middle of 22.01.2002, and it keeps rising until it surpasses
the mark of 228 meters, when it starts the flooding. This flooding involves the
surrounding cities: Trunstadt and Oberhaid, as shown in the Figure below.
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Viereth Weir
FIGURE 4.59: Location of the potentially flooded cities. Modified
from: (Bayerisches Landesamt für Umwelt, 2017).
In order to avoid such event, the Model Predictive Control can be imple-
mented, being capable of handling multiple deviations, objectives and output
variables. In this specific case, it was chosen to control the weirs, in order to
keep the water levels at the set points as long as there is no flooding. To do that
the following optimization problem was defined:
min
{ut}ht=1
h−1∑
t=1
1 ∗ T1 + 1 ∗ T2 + 100 ∗ T3 + 1 ∗ T4
subject to xt − f(xt−1, ut, dt) = 0
hminj ≤ hj ≤ hmaxj
(4.5)
where:
xt − f(xt−1, ut, dt) = 0 - the grey-box model
hj - water level in location j
uj - crest level for the weir downstream location j
hminj - lower bound for the water level in location j
hmaxj - upper bound for the water level in location j
The terms T1, T2, and T4 refer to deviations from the setpoint for the water
levels above the weirs Bamberg, Viereth and Limberg. The term T3 is a soft
constraint terms, i.e., it is just accounted in the objective function if the water
level at Trunstadt gauge reaches levels above 227.5 meters. The mathematical
description of these terms is given as follows:
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T1 = (hbamberg − 237.9)2
T2 = (hviereth − 231.16)2
T3 =
(htrunstadt − 227.5)2 if htrunstadt ≥ 227.50 if htrunstadt < 227.5
T4 = (hlimberg − 225.16)2
(4.6)
The terms T1,T2 and T4 refer to the squared deviation from the water level
upstream the weirs to a fixed setpoint. The highlighted term which the PI con-
trol would not be able to accommodate is the introduction of the term T3 which
refers to a penalty on the control of the weirs in the case that the water level
at the gauge Trunstadt (htrunstadt) rises above 227.5 meters. This value was cho-
sen to give some gap until 228 meters, in the case the controller can not avoid
raising the water level above the violation level. A weighting factor before T3
of 100 was used to guarantee that the most important factor in the control is to
avoid flood, which could cause material and life damages.
The Figure 4.60 shows the MPC control results at the for 4 gauges for the
water levels and Figure 4.61 shows the Crest levels of the weirs. A comparison
is performed between the results of the inertial model and the optimization
done using RTC-Tools, against the grey-box model and the optimization done
using Matlab/Simulink.
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FIGURE 4.60: MPC control of the weirs Bamberg, Viereth and Lim-
berg - Water Levels.
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FIGURE 4.61: MPC control of the weirs Bamberg, Viereth and Lim-
berg - Crest Levels.
The results show that, in order to avoid the flood that took place in 29.01.2002,
the MPC control starts to decrease the upstream water level one day before
(28.01.2002), as well as the water level downstream starts to decrease more
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smoothly. By the end of 28.01.2002, the water level upstream Trunstadt in-
creases steeply, and the weir downstream keeps the water level slightly below
the set point. This actions could avoid the flood in the region of Oberhaid, Trun-
stadt by sacrificing the deviation of the water levels upstream and downstream
from the desired set point. The gap left between the real flooding level (228
meters) and the level used in the optimization problem (227.5 meters) showed
to be useful as the water level in Trunstadt surpasses 227.5 meters, but does not
reach 228 meters.
The performance metrics was evaluated and summarized in the Table 4.16.
In order to compare equal terms, the water level violation at Trunstadt was also
used as a performance value when evaluating the PI.
TABLE 4.16: Control Performance for Main River case. Values in
each cell corresponds to SSE and the values under parenthesis are
MAE.
Inertial Grey-box
PI MPC PI MPC
T1 0.022 (0.001) 0.110 (0.039) 0.022 (0.001) 0.107 (0.045)
T2 0.225 (0.021) 1.053 (0.489) 0.231 (0.021) 1.077 (0.532)
T3 70.295 (0.625) 16.682 (0.140) 70.760 (0.583) 16.448 (0.138)
T4 0.332 (0.070) 0.264 (0.092) 0.350 (0.070) 0.465 (0.216)
TOTAL 70.874 (–) 18.109 (–) 71.363 (–) 18.097 (–)
The performance of the Inertial model and the grey-box are similar, for the
PI control technique and also the MPC control. In the table above, the terms T1,
T2, T3 and T4 refers to the terms in Equation 4.6. Although the PI control could
keep the water levels upstream the gauges at set point, it could not avoid an
increase on the level at Trunstadt, possibly having caused floods in the region.
On the other hand, the MPC control sacrifices the maintenance of the water
levels upstream and downstream to a certain degree, but still enough to de-
crease in an order of 4 the penalty in the term T2, possibly reducing severely
the flood in the region. This is achieved because the MPC is a central con-
troller while the PI is a local controller. Local controllers are aware of one de-
viation variable and one control variable, while central controllers incorporate
into their algorithm any amount of deviation and control variables, thus being
able to compensate at different points of the system in order to achieve one or
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multiple objectives. The Figures 4.62 and 4.63 show a better visualization of
these results.
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FIGURE 4.62: Comparison of control performances between the
two control techniques (PI and MPC) using inertial and grey-box
model in Trunstadt gauge.
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FIGURE 4.63: PI control performances using inertial and grey-box
model in gauges upstream the weirs.
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FIGURE 4.64: MPC control performances using inertial and grey-
box model in gauges upstream the weirs.
In Figure 4.62, one can see that there is a drastic reduction on the error in
Trunstadt gauge, i.e., the amount of water which surpasses 227.5 meters. This
is reached through the increase in the error on the water levels upstream the
weirs, as can be seen in Figures 4.63 and 4.64. But this compensation is still
advantageous, as avoiding floods can reduce material and life losses.
The Figure 4.65 shows the different results obtained using no control, the
PI control and MPC control at Trunstadt gauge at the event of the flood, with
special attention to the interval between 27.01.2002 and 01.02.2002, when the
water level reaches its highest values in the control horizon.
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FIGURE 4.65: Comparison between No control (crest levels at
maximum), PI control and MPC control results for the flood event
in Trunstadt gauge.
From the Figure 4.65, it can be seen that the water level at Trunstadt gauge
was 70 cm lower through the use of MPC controller than with the use of PI
control. The worst scenario would be the use of no control technique, in which
case the water level would rise above 229.5 meters. This scenario shows that the
use of predictability could prevent (or reduce) the flood especially in positions
along a stream where a manipulated variable, such as the crest level, can not
be directly linked to a desired controlled variable, such as the water level at
Trunstadt gauge.
A next step using MPC controller is to investigate the effect of aggregation,
i.e, to increase the time step between each change in the controller input, in
order to reduce the number of decision variables consequently reducing the
required time to run the optimization. Three different aggregation steps were
implemented: 2 hours, 4 hours, 8 hours and 12 hours. The Figures 4.66 and 4.67
shows the results obtained for each aggregation step on the water levels under
control, as well as on the crest levels.
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FIGURE 4.66: Comparison between MPC control and Grey-box
model with different aggregation time steps at the Trunstadt
gauge, with special focus on the flooding event.
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FIGURE 4.67: Comparison between MPC control with different
aggregation time steps at the Trunstadt gauge - Crest Levels.
As the aggregation steps increase, the oscillation during the high flooding
event as can be seen in Figure 4.66. The reason for that can be retrieved from
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the Figure 4.67. As the aggregation increases, the difference between each step
taken in the crest level increases. This causes instabilities in the calculation of
the discharges at the weirs, highly increasing the discharge at the instant of
change in the crest level.
For that reason, one approach to reach the optimum water levels, still re-
ducing the number of optimization variables, is to interpolate between each
step given at the crest level, creating smooth transitions between each time of
change. This approach was tested for the 2 extreme aggregation steps used (2
hours and 12 hours), and the results obtained can be seen in the Figure 4.68.
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FIGURE 4.68: Comparison between MPC control with different
aggregation time steps and using interpolation at the Trunstadt
gauge, with special focus on the flooding event.
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FIGURE 4.69: Comparison between MPC control with different
aggregation time steps and using interpolation at the Trunstadt
gauge, with special focus on the flooding event - Crest Levels.
By using the interpolation technique, the results for the different time steps
were smoother, and more similar to each other. However, by using the 12
hours aggregation step the results at the crest levels (Figure 4.69) show still
some peaks, behavior not desired, as smoother transitions produces less oscil-
lations in the water level and are better for navigational purposes. The use of
2 hours aggregation with an interpolation generated smooth transitions, while
still highly reducing the flood in the region, which is the desired result.
Chapter 5
Conclusions and Outlook
5.1 Conclusions
The current limitation and disadvantages of both data-driven models (no
physical characteristics and limited range of validity) and physically-based mod-
els (high computational resources usage) can be reduced by the implementation
of grey-box models. Such models use data-driven techniques to reduce compu-
tational costs of models, and posses additionally physically-based components,
which can deal with physical characteristics such as mass conservation, mo-
mentum conservation or other physical properties.
The main contribution of the present work regarding flow forecasting comes
with the development of grey-box models. Such models couple ANN or alge-
braic equation with the mass continuity equation, in order to create computa-
tionally inexpensive model with good accuracy. The focus is flow routing mod-
elling, and two approaches are validated. The first one is hydrological mod-
elling and the second one hydraulic modelling, both tested first in a simple aca-
demic case and later on applied on a real-world test case. The hydrological ap-
proach is used in cases without hydraulic structures and the backwater effects
can be neglected. On the other hand, the hydraulic approach is implemented in
cases where some hydraulic structures (weirs specifically) are present, therefore
having strong backwater effects and requiring the use of hydraulic models.
Regarding the hydrological cases, two different spatial schemes are tested.
The first one is a low resolution scheme, namely non-discrete approach, in
which the whole catchment is represented by a single node in which the mass
balance is calculated and one single downstream branch in which the ANN is
used to calculate discharge. The second approach is a high-resolution scheme,
namely the discrete approach, in which a series of nodes and branches repre-
sents the system under study. Both approaches are validated in the numerical
case as well as in the real-world case (Pirapora - Brazil) and the results show
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that the grey-box model with discrete approach can outperform some other
classical hydrological approaches, such as Linear Reservoir and Muskingum.
From the numerical case, it is clear that the spatial discretization is neces-
sary for the model to be able to capture fast dynamics that can be caused by
fast reacting inflows. Nevertheless, the real-world case shows a better perfor-
mance for the discrete-approach, which reveals that it is possible that an error
accumulation on the propagation of the flow from node to node can cause a
decay in the performance of the model. So it is necessary to evaluate the level
of discretization, i.e, the number of nodes used, so as to be enough to be able to
capture the system dynamics, but still avoiding error accumulation.
Another limitation lies in the values near the calibration boundaries of the
Artificial Neural Networks. It is important to do some analysis of the generated
surface after calibration, in order to guarantee that there are no negative values
neighbouring the calibration range. As long as these negative values does not
start to appear in the simulation, the model is stable.
Concerning the hydraulic models, they consist into using an algebraic func-
tion as a substitute for the momentum equation. Hydraulic structure equations
are used for the weirs. The full-hydrodynamic model represents the observed
data, and the grey-box model is calibrated using inertial model, built in RTC-
Tools. The model performance is compared with other hydraulic models, such
as kinematic wave and diffusive wave, showing comparable results.
This approach shows that a polynomial function can be used as a replace-
ment of the momentum equation with good accuracy, as long as the function is
calibrated using a reasonable range of data. The validation results, especially
for the Main River case, show that the model is even able to extrapolate, i.e, it
is stable even outside the calibration range. The limitations of this polynomial
function are in the presence of negative values even with the positive difference
of the water levels, which can cause negative flows and make the model unsta-
ble. Due to this, it is better to replace the polynomial function by a lookup table
with the same values, but replacing the negative ones using linear extrapola-
tion, for instance.
The investigation performed in the current work shows that the grey-box
models have good stability, and can be used for extrapolation to a certain range.
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The experiments using non-discrete and discrete approach with the hydrolog-
ical grey-box model shows that this type of grey-box models is better imple-
mented using high spatial resolution in order to properly represent the dynam-
ics of the river. Nonetheless the discretization can also lead to error accumula-
tion, as shown in the experiments for the real-world case Pirapora, Brazil. So a
balance is necessary between number of nodes, as the lack of them may lead to
a model which can not assimilate the system dynamics, and the excess of these
ones may lead to error accumulation.
The experiments with the hydraulic grey-box models shows that these mod-
els succeed to give optimal results of the control procedures that must be taken
in order to keep water levels in a certain operating point, or to avoid floods by
compensating the water levels upstream and downstream the endangered area.
The fact that these models converged to a result similar to the detailed model
shows that the extrapolation capabilities are reasonable and the model results
are reliable in a real-world case application.
Regarding computational performance, there are clear differences between
the grey-box models and the full-hydrodynamic one. For instance, the simula-
tion of the full-hydrodynamic Pirapora for the whole period of data available
(4 years) took 64 seconds, wile the discrete grey-box model using ANN with
15 hidden neurons and C compiled code took approximately 6 seconds, or 10
times faster. The simulation of Main River full-hydrodynamic model, for the
period of 01.01.2002 until 01.02.2002 took approximately 20 minutes. On the
other hand, the grey-box model using C compiled code took approximately 0.4
seconds to simulate a path that corresponds to 1/4 of the full-hydrodynamic
model, meaning that it was more than 700 times faster.
5.2 Outlook
Some suggestions for future research as well as some research topics are
highlighted, which may broaden the application and knowledge of grey-box
models in hydrology and hydraulics, focusing in the flood forecasting:
• To test grey-box models validity using stochastic forecasts.
• Currently, the grey-box models depend on the existence of another model
for calibration. This may be improved by making the grey-box depend-
able only on observed data, instead of on the existence of a highly accurate
model.
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• Evaluation of the limits of validity of the grey-box model, as the calibra-
tion range is increased or reduced, by limiting the calibration data.
• Evaluation of the applicability of the hydrological grey-box model as an
adjunct model in the operation process of hydro-reservoirs. Specifically,
evaluate the coupling of the Pirapora case grey-box model for the opera-
tion of the TrêsMarias Reservoir.
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Appendix A
Modelling Technical Information
A.1 Cascade of linear reservoirs model
The model was written in RTC-Tools c©(Schwanenberg and Becker, 2014),
and the minimization problem was solved by coupling Pyhton and using pyswarm,
which is a module for optimization using Particle Swarm Algorithm.
A.2 Muskingum model
The model was written in RTC-Tools c©(Schwanenberg and Becker, 2014).
The parameters C0, C1 and C2were calibrated by coupling Pyhton and using
pyswarm, which is a module for optimization using Particle Swarm Algorithm.
A.3 Inertial hydraulic model
An Inertial hydraulic model was developed using RTC-Tools c©(Schwanenberg
and Becker, 2014), which is an open-source, modular tool for development of
models and real-time control of water systems. It may be also integrated into
Matlab, Pyhton, Delft-FEWS or OpenDA. The model schematization, as well as
the controller(s) configuration and parameters are written in XML format, but
internal calculations are made in C++ language.
A.4 Grey-box for hydraulic flow routing
The block weir fcn calculated the discharge by using the weir equation as
shown below.
function Q = weir_fcn(zs,Ws,Hup,Hdown)
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Q=0;
if Hup<zs
Q=0;
elseif (Hup-zs)>3/2*(Hdown-zs) % Free flow
us = sqrt(2/3*9.81)*sqrt(Hup-zs);
As = Ws*2/3*(Hup-zs);
Q = us*As;
elseif (Hup-zs)<=3/2*(Hdown-zs) %Submerged flow
us = sign(Hup-Hdown).*sqrt(2*9.81.*abs(Hup-Hdown));
As = Ws.*(Hdown-zs);
Q = us*As;
end
end
