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RESUME 
La telephonie mobile se democratise et de nouveaux types de reseaux voient le jour, notam-
ment les reseaux ad hoc. Sans focaliser exclusivement sur ces reseaux particuliers, le nombre 
de communications vocales effectuees chaque minute est en constante augmentation mais les 
reseaux sont encore souvent victimes d'erreurs de transmission. 
L'objectif de cette these porte sur l'utilisation de m&hodes de codage en vue d'une transmis-
sion de la voix robuste face aux pertes de paquets, sur un reseau mobile et sans fil perturbe 
permettant le multichemin. , 
La methode envisagee prevoit l'utilisation d'un codage en descriptions multiples (MDC) 
applique a un flux de donnees issu d'un codec de parole bas debit, plus particulierement 
l'AMR-WB (Adaptive Multi Rate - Wide Band). Parmi les parametres encodes par l'AMR-
WB, les coefficients de la prediction lineaire sont calcules une fois par trame, contrairement 
aux autres parametres qui sont calcules quatre fois. La problematique majeure reside dans 
la creation adequate de descriptions pour les parametres de prediction lineaire. 
La methode retenue applique une quantification vectorielle conjuguee a quatre descrip-
tions. Pour diminuer la complexite durant la recherche, le processus est epaule d'un pre-
classificateur qui effectue une recherche localisee dans le dictionnaire complet selon la posi-
tion d'un vecteur d'entree. 
L'application du modele de MDC a des signaux de parole montre que l'utilisation de quatre 
descriptions permet de meilleurs resultats lorsque le reseau est sujet a des pertes de paquets. 
Une optimisation de la communication entre le routage et le processus de creation de des-
criptions mene a l'utilisation d'une methode adaptative du codage en descriptions. 
Les travaux de cette these visaient la retranscription d'un signal de parole de qualite, avec 
une optimisation adequate des ressources de stockage, de la complexite et des calculs. La 
methode adaptative de MDC rencontre ces attentes et s'avere tres robuste dans un contexte 
de perte de paquets. 
Mots cles : transmission de la voix, codage en descriptions multiples, quantification vecto-
rielle conjuguee, collaboration intercouche, robustesse face aux pertes de paquets. 
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CHAPITRE 1 
INTRODUCTION 
Les communications sans fil connaissent un essor fulgurant et sont, depuis peu, accompagnees 
d'une multiplication du nombre de telephones mobiles et des applications sans fil qui y sont 
reliees. La premiere generation de reseaux sans fil visait en particulier des applications de 
transport de donnees et de la voix a bas debits. Depuis revolution vers la seconde et la 
troisieme generation de reseaux, les systemes de telephonie sans fil utilisent des methodes 
de traitement de la voix de plus en plus performantes. En plus de permettre la mobilite, les 
dispositifs sans fil actuels beneficient d'avancees technologiques (entre autres, de la micro-
electronique) permettant la miniaturisation du materiel, l'augmentation de la vitesse et de la 
puissance de calcul, l'amelioration des methodes de stockage, 1'accroissement des memoires, 
etc. De plus, les appareils modernes supportent a present le transport multimedia avec une 
assurance de qualite de service (QoS en anglais, pour Quality of Service). Les environnements 
mobiles sans fil offrent l'avantage de la flexibility et permettent aussi la mise en reseau de 
sites dont le cablage serait trop couteux et parfois meme impossible. 
1.1 Contexte et problematique 
En general, un reseau sans fil necessite l'implantation d'un minimum d'infrastructures fixes 
au sol, comme des stations de base, des points d'acces, des relais, des transmetteurs, des rou-
teurs, etc. Les reseaux ad hoc (aussi nommes MANET, de l'anglais Mobile Ad hoc Network) 
font partie d'une nouvelle generation de reseaux sans fil. lis ne necessitent pas d'infrastructure 
fixe existante. En effet, les unites mobiles (des nceuds) qui le composent peuvent interagir 
aussi bien en tant que nceud ou routeur afin de constituer un reseau temporaire. 
Ces reseaux presentent plusieurs atouts. L'absence de cablages, accompagnee de communi-
cations sans fil entre les unites, autorise la mobilite des nceuds. lis sont faciles a constituer 
et sont peu onereux. Un reseau peut etre mis en place des que les entites sont capables de 
1 
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se detecter et de communiquer entre elles. D'autre part, il est evolutif puisque des noeuds 
peuvent s'y ajouter ou s'en retirer. 
Les reseaux ad hoc sont tres prometteurs pour des operations militaires, des missions d'ex-
ploration, des operations de secours, pour des reseaux personnels, etc. 
Actuellement, il y a tres peu d'etudes conjointes en reseaux ad hoc et en codage de la parole. 
Les recherches sur les reseaux ad hoc se concentrent generalement sur le routage, l'acces au 
medium, la qualite de service, etc. Les applications sur ces reseaux particuliers sont dediees 
principalement au transport et a l'echange de donnees (texte, fax); applications pour les-
quelles l'aspect temps reel ne constitue pas une contrainte. Dans un reseau ad hoc, plusieurs 
facteurs (mobilite, capacite des entites, modes de transmission, etc.) contribuent de fac,on 
considerable a la deterioration des communications en augmentant le taux de paquets per-
dus, les erreurs de bits dans la transmission, les delais et les fluctuations a la reception. 
Durant la phase de chargement de la communication (load traffic), le debit binaire (bit rate), 
la configuration du protocole de routage, la vitesse de reconstitution d'un chemin ainsi que 
la vitesse de deplacement des nceuds sont autant de parametres a prendre en consideration 
afin d'ameliorer la qualite du reseau. 
Les efforts en traitement du signal et codage de la voix visent des applications sur des reseaux 
haut debit avec de plus en plus une orientation vers des applications multimedia. 
Pour etre efficaces, les applications audio en temps reel, telles la telephonie et la teleconference, 
imposent des contraintes en terme de delais de transmission, de fluctuations (jitter) et de 
pertes de paquets lors d'une transmission. De plus, il est souvent preferable d'avoir un delai 
global constant dans la reception des donnees afin d'obtenir une retranscription adequate 
de la parole au destinataire, sans imposer l'ajout de techniques de synchronisation souvent 
couteuses en temps, en quantite de calculs et en memoire (buffer). 
Peu de recherches visent l'implementation de codecs de parole dans un reseau sans fil ad hoc. 
Ainsi, realiser une application robuste et efficace de transmission vocale dans un MANET 
represente un defi interessant alliant deux domaines complementaires mais souvent abordes 
independamment. 
La telephonie sur des reseaux sans fil ad hoc n'en est qu'a ses debuts. Une application 
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specifique visant le transport efficace et robuste de la voix pour une communication bi-
laterale ou a destinations multiples (multi-cast) n'a pas encore ete realisee. Cela imposerait, 
entre autre, que les reseaux mobiles ad hoc soient en mesure de transporter de l'information 
avec suffisamment de qualite et qu'ils soient accompagnes de methodes de codage de la pa-
role robustes. En general, les recherches sur les reseaux ad hoc proposent de transporter la 
voix avec des sauts multiples sans specifier le modele de codecs de parole pour y parvenir. 
Les etudes se concentrent souvent sur l'observation des delais et des pertes de paquets dans 
le reseau. Quelques etudes, impliquant l'implementation de codeurs de parole, se limitent a 
l'emploi de codeurs PCM (Pulse Code Modulation) et ADPCM (Adaptive Differential PCM). 
Quelques travaux envisagent l'utilisation de l'AMR-WB (Adaptive Multi Rate - Wide Band), 
mais avec un niveau d'expertise simpliste et peu optimal du codeur et des reseaux. 
Les travaux presentes dans [14] proposent une methode de separation du signal en descrip-
tions multiples (MDC, Multiple Description Coding en anglais) dans le but de transmettre 
deux descriptions a travers un reseau perturbe. Les descriptions sont issues des parametres 
d'un signal de parole encode avec un codec bas debit. Le modele de decomposition en des-
criptions effectue une separation en deux des parametres calcules plusieurs fois par trame de 
signal. De la redondance est utilisee pour transmettre les parametres calcules une seule fois 
par trame. Les parametres perceptuellement plus importants sont dupliques dans chacune 
des deux descriptions et ceux moins importants sont separes en deux. Ce modele de codage 
en descriptions multiples, applique a un signal de parole pour etre transmis sur un reseau 
perturbe, constitue l'amorce de cette these. Les resultats obtenus sont acceptables mais le 
modele de separation en descriptions reste simpliste et ne tient pas compte de la nature des 
parametres. 
1.2 Solution proposee 
Le travail developpe dans cette these vise la mise en place d'un dispositif de communication 
vocale utilisant des standards de codage de la voix deja utilises, notamment en telephonie 
mobile, sur un reseau ad hoc. Plusieurs axes de recherche autour de cette problematique 
peuvent etre abordes. Ces travaux focalisent sur la mise en place d'un dispositif robuste 
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face aux pertes de paquets: Ann de mmimiser leseffets du canal, plusieurs approehes sont 
envisageables avec des contributions tant au niveau du codage et du traitement du signal 
qu'au niveau des reseaux ad hoc. 
Pour pallier aux pertes de paquets dans une transmission, le domaine du codage et du 
traitement du signal proposent des techniques qui peuvent etre separees en deux categories : 
celles utilisant de la redondance et celles qui s'afrranchissent de toute redondarice lors de la 
transmission de l'information codee. Dans le cadre precis de cette these, la non-redondance 
est privilegiee. La methode proposee utilise une technique de codage en descriptions multiples 
(MDC) avec un modele de quantification vectorielle conjuguee (CVQ, de l'anglais conjugate 
vector quantization) adapte" a plus de deux descriptions. Ainsi, le signal audio a transmettre 
est encode grace a un codeur de parole, puis, l'algorithme propose effectue une separation 
du flux de donnees en plusieurs descriptions complementaires et non-redondantes. En vue de 
limiter les calculs, un algorithme de pre-classification est utilise. Par la suite, les descriptions 
sont transmises au decodeur a travers plusieurs chemins differents dans le reseau mobile. 
De ce fait, les travaux au niveau du reseau mobile visent un routage avec une configuration 
en chemins multiples. L'algorithme multichemin MSBR (Multipath Stability Base Routing) 
permet de trouver plusieurs chemins parmi les plus stables et les plus fiables du reseau. 
Enfin, pour parfaire le systeme, l'accent est mis sur une communication adequate entre les 
couches reseaux afin de minimiser la perte de paquets, les calculs inutiles et permettre, en 
bout de ligne, une transmission vocale de qualite. 
Les performances sont evaluees en utilisant des simulations de reseaux mobiles ad hoc sur 
lesquels des signaux de parole sont transmis avec le souci d'obtenir une bonne qualite de 
la voix a la reception. Les resultats obtenus avec les methodes proposees sont compares a 
une methode de MDC a deux descriptions decrite dans [14]. Les performances enregistrees 
avec ce modele en deux descriptions, utilisant de la redondance pour les parametres de la 
prediction lineaire, constituent la reference a laquelle sont comparees les methodes proposees. 
Les evaluations montrent que la methode a quatre descriptions avec les adaptations proposees 
fournit de meilleures performances. Cette methode est efficace pour faire face aux pertes de 
paquets sur des reseaux perturbes, tout en garantissant une bonne qualite audio. 
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1.3 Contf ibut ions de la t hese 
La problematique de ces travaux est la mise en place d'une methode efficace de transmission 
de la voix sur des reseaux ad hoc sujets a des pertes de paquets. 
La contribution principale est l'application et la generalisation de techniques de quantifica-
tion en structure conjuguee aux problemes de voix sur des reseaux imparfaits. 
Les contributions de cette these peuvent etre detaillees comme suit : 
- generalisation de la structure de quantification vectorielle conjuguee (CVQ) a plus de deux 
descriptions; 
- mise en place d'un algorithme de pre-classification afin de reduire la complexite; 
- application de la quantification vectorielle en structure conjuguee aux coefficients de 
prediction lineaire; 
- methode de codage en descriptions multiples sans redondance a deux ou quatre descriptions 
appliquee a des signaux de parole, integrant un modele CVQ; 
- reduction de la taille memoire necessaire au stockage de tables de pre-classification; 
- etablissement d'une communication intercouche (reseau/application); 
- amelioration des performances de transmission de la voix sur des reseaux qui presentent 
des pertes de paquets. 
A ce jour, et a la connaissance de l'auteur, il n'existe pas d'autres travaux qui mettent en 
lumiere une etude conjointe aussi poussee des deux domaines de recherche en codage et en 
reseaux informatiques. L'originalite tient dans la mise en place d'un dispositif interoperable 
(aucune modification du codeur de parole) faisant intervenir un codage en descriptions mul-
tiples adaptatif selon les fluctuations du reseau, accompagne d'une collaboration intercouche. 
La mise en place d'une communication entre les couches est un concept novateur qui suscite 
de plus en plus d'interets aupres de la communaute scientifique. 
Ainsi, une autre contribution majeure de cette these repose dans l'utilisation conjointe et 
unique de techniques de codage (notamment le codage en descriptions multiples et la quan-
tification vectorielle conjuguee) et des atouts du protocole de routage (le protocole MSBR 
en particulier), pour la mise en place d'une communication vocale efficace, dans un contexte 
de pertes de paquets. 
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1.4 Plan de la these 
La these s'articule en deux parties. 
La premiere partie definit le contexte general de ces travaux et constitue la revue de litterature. 
Dans la premiere partie, le chapitre 2 presente les reseaux sans fil ad hoc qui sont le siege 
des communications traitees dans ces travaux. Le chapitre 3 decrit les donnees vocales qui 
sont transmises a travers le reseau ad hoc. Ce chapitre sur le codage de la parole, introduit 
quelques codeurs et surtout le codec AMR-WB et la maniere dont sont codees les trames de 
voix. Les applications sur des reseaux sans fil et mobiles ad hoc ne sont pas a l'abri d'erreurs 
de transmission. Le chapitre 4 aborde quelques methodes permettant de pallier aux defauts 
des reseaux, particulierement la methode de codage en descriptions multiples. 
La seconde partie de cette these decrit les travaux menes pour resoudre la problematique. 
Cette partie decrit la mise en place d'une methode de separation en multiples descriptions, qui 
utilise une structure de quantification vectorielle conjuguee (CVQ) avec un pre-classificateur, 
en vue d'une transmission robuste face aux pertes de paquets sur un reseau ad hoc. Cette 
seconde partie est presentee sous forme d'articles soumis a plusieurs conferences. Le cha-
pitre 5 fait etat des contributions de cette these. II donne une vue d'ensemble qui permet de 
mieux situer chacun des articles par rapport aux autres et par rapport au projet global. Ce 
chapitre revient sur les methodes developpees et donne des precisions sur certains travaux 
survoles ou non abordes dans les articles. Les chapitres suivants sont presentes sous forme 
d'articles. Ces chapitres sont retranscrits en langue anglaise, comme le definit le protocole de 
redaction, imposant qu'un article constituant une these par articles soit retranscrit dans sa 
version originale, sans modifications du texte ou des figures. Le chapitre 6 decrit les travaux 
preliminaires. II est le point de depart de cette these. Le chapitre 7 presente l'adaptation de la 
quantification vectorielle conjuguee a plus de deux descriptions. II introduit un algorithme de 
pre-classification en vue de diminuer la complexite de la recherche durant la quantification. 
Les performances de la methode sont donnees pour une source Gaussienne sans memoire. Le 
chapitre 8 presente l'application de la methode de codage en descriptions multiples, utilisant 
la quantification vectorielle conjuguee, a des signaux de parole encodes avec le codec de pa-
role stadardise AMR-WB. Enfin, le chapitre 9 eclaire sur des possibility de communications 
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adaptees et efficaces entre la couche reseau (rbutage) et la couche application (codage), afin 
d'ameliorer la qualite de la transmission. En se basant sur les capacites du protocole de 
routage, ce chapitre observe sous un autre angle une fagon de rendre l'application de trans-
mission de la voix plus robuste. 
Pour finir, le dernier chapitre donne les conclusions. II revient sur les resultats majeurs, les 
contributions importantes ainsi que les avenues de recherche possibles vers lesquelles pourrait 
se poursuivre ce projet. 
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CHAP!TRE2 
RESEAUX AD HOC 
Les travaux de cette these visent la transmission de paquets vocaux a travers des reseaux 
mobiles sans fil et plus particulierement des reseaux ad hoc. 
Ce chapitre a pour objectif d'introduire les reseaux ad hoc. II presente les protocoles de 
routage les plus souvent utilises pour ces types de reseaux. Les informations sont issues 
d'une serie de plusieurs livres et articles, dont l'ouvrage de reference sur les reseaux Ad hoc 
[52]. 
2.1 Origine et description des reseaux ad hoe 
C'est dans les annees 70 que les notions de connections sans fil et de mobilite furent intro-
duces avec les reseaux PRNET (packet radio network en anglais) et le projet ALOHA. Les 
reseaux PRENET sont differents des reseaux filaires en plusieurs points. lis ne necessitent 
pas d'infrastructure fixe et les nceuds du reseau agissent comme des routeurs ou des com-
mutateurs de paquets (packet switch) pour le transfert des donnees d'un nceud a l'autre, 
eux-memes sans fil et parfois mobiles. De ce fait, ces reseaux se reconstruisent dans le temps. 
A ce jour, encore beaucoup de recherches se concentrent sur ces reseaux particuliers. Les 
problematiques suscitant de l'interet concernent generalement : le controle du transfert (flow 
control) a travers les chemins multisaut (multi-hop), le controle des erreurs, le routage, la 
topologie, la mobilite, le partage des canaux entre les usagers, Faeces au media, la capacite 
de calcul des terminaux, la taille et l'autonomie energetique des equipements, etc. 
Un reseau PRNET comprend des terminaux mobiles : des terminaux paquet/radio et des sta-
tions de relais mobiles (mobile repeaters) dont le role est de relayer les paquets d'une station 
a l'autre. Les divers terminaux sont en mesure d'echanger des donnees par l'intermediaire des 
communications entre les stations de relais mobiles, qui peuvent aussi envoyer des donnees 
a des terminaux fixes par l'intermediaire de gateway sur une connexion LAN. 
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Le routage sur un reseau paquet radio peut s'effectuer de maniere point-a-point. L'informa?--
tion chemine alors d'un point a V autre du reseau jusqu'a la destination grace aux connais-
sances des relais mobiles concernant les relais voisins. Ce type de routage est efficace dans 
une situation de mobilite reduite. Dans le cas contraire, le routage peut etre effectue par 
radiodiffusion a travers toutes les radios du reseau. La radiodiffusion et les communications 
point-a-point, subissent souvent des degradations dans le transfert des donnees en raison des 
collisions, des pertes ou des erreurs de paquets. Toutefois, Faeces au media (MAC : Media 
Access Control) et la coordination des communications deviennent possibles avec Putilisation 
du protocole CSMA (Carrier Sense Multiple Access). 
Ces dernieres annees, les progres de la micro-electronique ont permis aux terminaux d'etre 
de plus en plus petits et de plus en plus mobiles. Ainsi, un terminal usager et la radio elle-
meme peuvent etre integres en une meme unite avec la faculte d'agir aussi bien en tant 
que terminal usager ou en tant que relais (repeater). L'interconnexion de toutes ces unites, 
devenues reellement mobiles et utilisant des communications par sauts multiples, marque la 
naissance des reseaux mobiles entierement dynamiques et autonomes : les reseaux mobiles ad 
hoc. La notion de mobilite devient un veritable defi dans la mise en ceuvre des architectures, 
des protocoles d'acces au media, des protocoles de routage, des methodes de securite, des 
methodes d'economie d'energie, etc. 
Un reseau ad hoc est une collection d'unites mobiles et sans fil ne necessitant aucune in-
frastructure fixe et qui forme un reseau dynamique capable de transmettre des donnees par 
le biais de sauts multiples. Un reseau mobile sans fil ad hoc doit avoir des caracteristiques 
de reorganisation autonome. La dynamique de la topologie impose que le reseau ne soit pas 
centralise en un meme terminal. 
Voici les principaux avantages des reseaux ad hoc : 
- ils sont mobiles et decentralises : 1'absence de cablage autorise les nceuds a bouger et 
l'absence d'infrastructure fixe permet une gestion distribute entre les unites; 
- ils sont faciles a constituer et peu onereux : un reseau se met en place des que des machines 
sont voisines, peuvent se reconnaitre et sont capables de communiquer entre elles; 
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- ils sont dynaxniques^eteVolutifs : en raison de la mobilite, des unites la topologie varie et 
evolue selon l'ajout ou le retrait de noeuds. 
Toutefois, les reseaux ad hoc presentent certaines contraintes : 
- ils sont limites en bande passante et tributaires de la capacite energetique des unites : la 
bande passante est partagee entre les unites et chacune gere ses ressources energetiques de 
maniere autonome. Les unites ne possedent pas toujours les memes capacites et certaines 
peuvent s'averer plus energivores; 
- ils sont plus sensibles aux failles de securite : les unites etant mobiles et independantes, il 
est plus difficile de les securiser; 
- ils ne sont pas parfaits en transmission : ces reseaux presentent des predispositions aux 
pertes de paquets, aux erreurs de transmission, aux latences en raison de la mobilite des 
nceuds mais aussi en raison des interferences entre les communications. 
2.2 Pro to coles de rout age dans un reseau ad hoc 
Depuis le debut des annees 70, alors que les reseaux de paquets radio sont en pleine ex-
pansion, plusieurs protocoles de routage sont developpes pour les reseaux mobiles sans in-
frastructure. Ces protocoles doivent tenir compte de la topologie dynamique du reseau, de 
1'absence d'infrastructure (done d'un reseau decentralise), des contraintes au niveau des ca-
pacites energetiques des unites, d'une bande passante limitee, d'une securite physique limitee, 
des taux d 'erreurs tres eleves. 
Les protocoles de routage pour les reseaux ad hoc peuvent etre separes en trois categories : 
- les protocoles pro-actifs etablissent des routes a l'avance (table driven protocols en anglais); 
- les protocoles reactifs recherchent des routes a la demande (on-demand-driven protocols); 
- les protocoles hybrides etablissent des routes a l'avance mais sont en mesure de les ajuster 
en fonction du reseau! Le plus utilise est le protocole ZRP (Zone Routing Protocol). 
Les protocoles de routage pro-actif pour les reseaux ad hoc, sont bases sur les protocoles 
de routage deja utilises dans des reseaux filaires traditionnels. Ces protocoles etablissent 
des routes a l'avance. En general, deux methodes sont employees : la methode etat de lien 
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{link-state en anglais) et la methode du vecteur de distance'(distance vector). Dans les deux 
cas, les protocoles pro-actifs necessitent une mise a jour periodique de tables contenant les 
donnees de routage, elles-memes diffusees a travers tout le reseau. 
Les protocoles pro-actifs les plus courants pour un reseau ad hoc sont DSDV {Destination 
Sequenced Distance Vector), WRP {Wireless Routing Protocol), CSGR {Cluster Switch Ga-
teway Routing), FSR {Fisheye Routing), le protocole Dream, etc. 
Les protocoles de routage reactifs mettent en place une procedure de routage uniquement a 
la demande d'un nceud source. Quand un nceud necessite une route vers une destination, le 
protocole debute une procedure de d^couverte de routes {route discovery en anglais) jusqu'a 
ce qu'une route soit trouvee et que toutes les permutations possibles aient ete examinees. 
Apres la decouverte et la mise en place de la route {establishment), celle-ci est maintenue par 
une procedure de maintenance jusqu'a ce qu'elle ne soit plus necessaire a la communication 
(fin d'un transfert de donnees) ou jusqu'a ce que le chemin utilise soit rompu (par une 
deconnection, un eloignement trop important entre des nceuds, un ralentissement dans le 
reseau , etc.). 
Les protocoles a la demande les plus utilises pour un reseau ad hoc sont DSR {Dynamic 
Source Routing), AODV {Ad hoc On-Demand Distance Vector routing), TORA {Temporally 
Ordered Routing Algorithm), SSR {Signal Stability Routing), LAR {Location-Aided Routing), 
PAR {Power-Aware Routing), STAR {Source Tree Adaptive Routing), RDMAR {Relative 
Distance Microdiversity Routing), etc. 
2.2.1 Protocoles de routage pro-actifs 
Le protocole DSDV 
Le protocole pro-actif, DSDV {Destination Sequenced Distance Vector) est base sur l'algo-
rithme distribue de Bellman-Ford [58] qui evalue les plus courts chemins dans un reseau. 
Avec DSDV, chaque noeud du reseau mobile maintient a jour une table de routage contenant 
toutes les informations necessaires au bon acheminement d'un paquet : 
- toutes les destinations possibles que peut atteindre le nceud; 
- le nombre de sauts {hops, nceuds intermediates dans le chemin) necessaires pour atteindre 
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chaque destination; 
- un numero de sequence SN (Sequence Number) assigne a chaque destination. Le SN permet 
de distinguer les anciennes routes des nouvelles, evitant ainsi la formation de boucles de 
routage (routing loops). 
Grace a des paquets de mise a jour circulant entre les noeuds, les tables sont actualisees 
periodiquement dans chaque noeud selon deux parametres : le temps (la periode de trans-
mission) et les evenements (fermeture d'une route, lien brise, etc.). 
Un paquet de mise a jour contient les memes informations inscrites dans la table de routage 
pour un chemin donne, a la difference du numero de sequence, relatif a une destination, qui 
est incremente . 
Ce protocole de routage permet d'eliminer le probleme des boucles de routage ainsi que celui 
du comptage a l'infini (counting to infinity). En contre partie, le protocole reagit lentement. 
Une unite mobile doit attendre la reception de la prochaine mise a jour pour actualiser sa 
table de routage. La recherche des chemins possibles peut etre tres longue selon la densite 
du reseau. De plus, lorsqu'intervient un evenement, le transfert peut etre interrompu lors de 
la mise a jour des tables. La mise a jour periodique est surtout basee sur les evenements, 
ce qui cause un controle excessif dans la communication. Un tel protocole de routage est 
efficace dans une configuration a mobilite reduite. Toutefois les applications actuelles (temps 
reel, avec une grande mobilite) ne permettent pas les pertes de temps engendrees lors de la 
recherche d'une route. 
Le protocole W R P 
Le protocole de routage pro-actif WRP (Wireless Routing Protocol) suit un algorithme de 
type recherche de chemin (path-finding). Le protocole permet de resoudre le probleme de 
compte a l'infini en forcjant chaque nceud a effectuer une mise a jour des informations concer-
nant ses proches voisins. Cela evite les boucles et permet une convergence rapide vers une 
nouvelle route en cas d'echec intervenant sur un des liens du chemin. 
Dans le protocole WRP, les nceuds sont informes de l'existence de leurs voisins grace a la 
reception de messages d'acknowledgment (ACK) qui circulent dans le reseau. Si un nceud 
n'envoie pas de paquets, il doit envoyer un message HELLO a intervalles reguliers pour 
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assurer le maintient des informations et de sa presence au sein du reseau. Darisle eas ou 
un message HELLO n'est pas envoye cela implique une perte du noeud ou un echec dans la 
connexion. A la reception d'un message HELLO, l'information relative du receveur (nouveau 
ou connu) est ajoutee ou mise a jour dans les tables de routage, et l'information actualisee 
continue son parcours a travers le reseau de proche en proche. 
Le protocole utilise quatre tables : 
- une table de distance, indiquant le nombre de sauts entre un nceud et sa destination; 
- une table de routage, indiquant le prochain saut; 
- une table des couts des liens, indiquant le delai associe a un lien (chemin) en particulier; 
- une table MRL (Message retransmission list). Elle contient une entree pour chaque mes-
sage actualise a transmettre, le numero de sequence du message actuals, un compteur des 
transmissions (nombre de fois qu'un message a ete transmis le long du lien) pour chaque 
entree et un flag ACK. 
Le compteur de la table MRL est decrements apres chaque retransmission d'un message mis 
a jour. Chaque message de mise a jour contient la liste des mises a jour. Lorsque le compteur 
atteind zero, les entrees concernant le message pour lequel aucun ACK de retour n'a ete 
vequ, doivent etre retransmises et le message est effacte. Ainsi, un nceud detecte une rupture 
de lien avec le nombre de mises a jour manquees depuis la derniere transmission reussie. 
Apres avoir regu un message de mise a jour, un nceud actualise uniquement la table des 
distances avec ses proches voisins, ce qui permet une convergence plus rapide qu'avec DSDV 
(qui actualise les tables avec tous les nceuds voisins). 
Le protocole CSGR 
Le protocole de routage pro-actif CSGR (Cluster Swith Gateway Routing), comme son nom 
l'indique, regroupe les unites en grappes avec un chef de grappe (cluster head), aussi appele 
controleur central (CC). Le controleur central peut controler les nceuds, fournir l'information 
necessaire concernant Faeces au canal, gerer le routage et l'allocation de la bande passante 
au sein de sa grappe. Le CC est designe par un algorithme de selection. Si ce dernier se 
deplace en dehors de sa propre cellule, une autre unite est choisie pour reprendre la gestion 
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des taehes "centralist's. 
Le protocole utilise le modele de routage du DSDV avec un routage hierarchique entre les 
controleurs et les passerelles (gateway). Une passerelle est un noeud se trouvant dans un 
espace de communication appartenant a deux grappes. Si un noeud veut transmettre, il ef-
fectue une premiere transmission avec son chef de grappe, puis ce dernier transmet a la 
passerelle. La passerelle transmet a son autre chef de grappe et cela jusqu'a ce que l'infor-
mation trouve le controleur central gerant la destination. Ainsi, le trafic des donnees ne se 
fait qu'entre chefs et passerelles, excepte pour les noeuds source et destination (s'ils ne sont 
pas eux-memes controleurs ou passerelles). Le protocole impose que chaque nceud mette a 
jour (de fagon periodique) une table de membres d'une grappe (cluster member table) qui 
contient l'information concernant son chef de grappe et une table de routage determinant le 
prochain saut pour rejoindre la destination. 
Le protocole FSR 
Le protocole de routage pro-actif FSR (Fisheye Routing) est base sur la technique "ceil de 
poisson" dans le but de reduire le volume des informations necessaires pour representer les 
donnees graphiques d'un reseau. En pratique, 1'ceil du poisson (sorte d'epicentre) capte avec 
precision les points proches du point focal. A mesure que la distance augmente, la precision 
diminue et cela cree des aires circulaires de precision autour du point focal. Ainsi, un nceud 
maintient des donnees precises (chemins, proches voisins, rapidite des liens, etc.) tant que 
les nceuds avec lesquels il communique se trouvent dans un espace proche. 
2.2.2 Protocoles de routage reactifs 
Le protocole DSR 
Le protocole de routage reactif DSR (Dynamic Source Routing) utilise une technique dite de 
routage de source. La source determine la sequence complete des noeuds a travers lesquels 
les paquets seront envoyes pour rejoindre la destination. 
Le protocole fonctionne en deux etapes : la decouverte d'une route et le maintien de Cette 
route. 
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Lorsqu'une unite souhaite transmettre un paquet vers une destination, elle consulte en prfe 
mier lieu sa memoire ou sont enregistrees des routes (route cache). Si le noeud source connait 
deja un chemin, il l'utilisera. Dans le cas contraire, il declenchera la procedure de decouverte 
de route en diffusant un paquet de requete de route (route request) contenant l'adresse de 
la destination, l'adresse de la source et un numero d'identification unique. Une unite qui 
regoit le message de requete analyse sa propre memoire. Si une route lui est connue, elle 
envoie cette information a la source, en passant par tous les nceuds precedents sur le chemin 
inverse. Dans le cas contraire, elle ajoute sa propre adresse au paquet de requete et le renvoie 
a son tour. Des qu'une route est trouvee, toute l'information "remonte" jusqu'a la source en 
passant par tous les nceuds intermediaires. 
Pour assurer la validite du chemin, le protocole execute une procedure de maintenance de la 
route. Lorsqu'un nceud detecte un probleme de transmission, un message d'erreur de route 
(route error) est transmit a la source. Le message d'erreur contient l'adresse du nceud qui a 
detecte l'erreur et celle des nceuds en amont dans le chemin jusqu'a la source. A la reception 
du message d'erreur par la source, le nceud concerne par l'erreur est supprime du chemin 
sauvegarde en memoire et tous les chemins ou il intervient sont tronques. Puis une nouvelle 
operation de decouverte de route vers la destination peut commencer. 
En utilisant ce protocole, seule la source contient les informations sur le routage vers sa 
destination, les nceuds intermediaires ne font que renvoyer des paquets en y inscrivant leur 
signature. Un paquet contient les adresses de tous les nceuds intermediaires, ainsi, le probleme 
de boucle de routage est evite. 
Le protocole AODV 
Le protocole de routage reactif AODV (Ad hoc On-Demand Distance Vector Routing) est 
une amelioration de DSDV. Le protocole AODV reduit le nombre de diffusions de messages 
en creant les routes au besoin, contrairement a DSDV qui maintient la totalite des informa-
tions sur les routes. De plus, les nceuds n'appartenant pas a un chemin decouvert n'ont pas 
a conserver une liste complete des routes possibles dans le reseau meme si les informations 
concernent leurs proches voisins. Ainsi, un nceud possede uniquement l'information qui lui 
est necessaire. 
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Quand une source veut transmettre un message a une destination, qu'elle ne connait pas 
encore de route valide pour s'y rendre, que la duree de vie d'un chemin deja existant vers la 
destination a expire ou que le chemin est devenu defaillant, cette source initie le processus de 
decouverte de route. Le nceud source diffuse a tous ses voisins un paquet de requete de route 
nomme RREQ (Route Request). Ce paquet est retransmis a la maniere du protocole DSR 
jusqu'a ce qu'il atteigne la destination ou un nceud connaissant une route recente jusqu'a 
cette destination. 
Le protocole AODV utilise des numeros de sequence pour assurer le maintien des informa-
tions de routage les plus recentes et eviter les boucles. Chaque nceud possede son propre 
numero de sequence et sa propre identite (ID) de diffusion (Broadcast ID). L'lD de diffusion 
est incremented a chaque RREQ initie par le nceud. Cette ID, accompagnee de l'adresse du 
nceud et du plus recent numero de sequence (donne par la source) permet d'identifier un 
RREQ de facon unique. Un nceud intermediate peut repondre au RREQ uniquement si la 
route qu'il connait jusqu'a la destination correspond a un numero de sequence superieur ou 
egal a celui du RREQ afin d'assurer que la route choisie sera la plus recente. 
Avec le protocole AODV, le maintien des routes suit un processus proche de celui du .pro-
tocole DSR. Si le nceud source bouge, il doit initier de nouveau une decouverte de route. Si 
un nceud appartenant au chemin bouge, le nceud le precedant propage aux nceuds en amont 
un message de notification avertissant qu'un lien est brise (un RREQ avec un numero infini) 
jusqu'a ce que la source s'en trouve informee. La source initie alors une nouvelle recherche 
de route si cela est necessaire. 
L'envoi periodique de messages HELLO permet de maintenir une connection locale entre les 
nceuds. Toutefois, ces messages ne sont pas primordiaux ni essentiels. Les nceuds "ecoutent" 
les retransmissions de paquets de donnees pour rester informes de la validite du saut suivant 
(ou precedant). Si une retransmission n'est pas entendue, un nceud peut envoyer un message 
HELLO. 
Le protocole AODV ne presente pas de boucles de routage, il evite de fagon robuste le 
probleme du compte a l'infini dans la recherche d'une route, ce qui permet une convergence 
rapide lorsqu'un changement intervient dans le reseau. 
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Le protocole TORA 
Le protocole de routage reactif TORA (Temporally Ordered Routing Algorithm) a ete conc,u 
pour minimiser au mieux les effets des changements frequents de topologie. Pour s'adapter 
a la mobilite, le protocole garde en memoire plusieurs chemins vers une meme destination. 
L'utilisation des meilleurs chemins n'est pas le premier critere de routage, les chemins les plus 
longs peuvent etre utilises pour eviter l'utilisation d'une recherche de route en cas d'echec sur 
un des chemins. Ainsi, un changement sur un des liens n'aura pas d'effet reel sur le routage 
des donnees (excepte dans le cas ou tous les liens sont corrompus). Le protocole utilise des 
messages de controle, mais contrairement aux autres methodes, ces messages sont limites 
aux nceuds situ£s proches du changement dans la topologie. Avec une telle configuration, les 
nceuds doivent conserver les informations concernant leurs voisins. 
Le protocole utilise trois algorithmes de base : la creation de route (incluant une methode de 
decouverte de route standard identique aux protocoles decrits precedemment), le maintien 
de routes et l'annulation de routes (route erasure). 
Durant les phases de creation et de maintien des routes, le protocole utilise une propriete ap-
pelee "orientation destination" des graphes acycliques orientes. Un graphe acyclique oriente 
DAG (Directed Acyclic Graph) est dit oriente destination s'il existe toujours un chemin pos-
sible vers la destination en question. Le graphe devient non oriente" destination si un (ou 
plusieurs) lien(s) est(sont) rompu(s). Pour maintenir le DAG oriente destination, TORA 
utilise une notion de taille ou de poids des nceuds. Chaque nceud possede une taille qu'il 
transmet a ses voisins proches d'un saut. Un lien sera toujours oriente du nceud le plus 
grand vers celui de plus petite taille. Le facteur temporel est tres important, car la taille 
d'un nceud depend du temps auquel a eu lieu la derniere erreur ou changement dans le che-
min. Avec TORA la synchronisation de tous les nceuds est effectuee en utilisant l'horloge 
GPS (Global Positioning System). Cette synchronisation est une des faiblesse du protocole 
puisqu'il ne serait pas en mesure de fonctionner dans un environnement sans GPS. 
Dans le cas ou le graphe devient non oriente destination, c'est a dire qu'un lien a ete rompu, 
la procedure d'annulation de la route est declenchee. L'algorithme utilise le chemin inverse 
a partir du nceud precedent l'erreur jusqu'a informer la source. Un autre chemin est utilise 
pour transmettre les donnees pendant qu'une phase de decouverte de route est engagee au 
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niveau du noeud precedent la perte de lien. Les tailles des nceuds engages dans ces modifica-
tions sont alors incrementees pour indiquer l'invalidite du chemin a la source. 
Le protocole TORA reagit rapidement au probleme d'echec sur un des liens, puisque la 
source connait plusieurs chemins pour se rendre a une meme destination. En contre partie, 
le protocole peut entrer dans une phase d'oscillation si trop de liens sont rompus, les phases 
d'annulation et de recherche peuvent se succeder et engendrer un autre probleme : celui de 
compte a l'infini. Toutefois, le protocole TORA converge plus rapidement que les protocole 
de routage utilisant des vecteurs de distance (protocoles pro-actifs). 
Le protocole LAR 
Contrairement aux autres modeles de routage pour reseaux ad hoc, le protocole reactif LAR 
(Location-Aided Routing) localise (par l'intermediaire d'un dispositif GPS) les unites pour 
ameliorer les performances du reseau sans fil. Le protocole effectue un decoupage de l'espace 
autour de la source en deux zones : la zone de requete, dans laquelle sont diffusees les in-
formations des proches voisins, puis, la zone prevue, dans laquelle les chances de trouver le 
noeud de destination sont les plus probables. Le protocole limite sa recherche d'une nouvelle 
route dans la zone de requete qui se doit etre plus petite que l'espace entier du reseau, cela 
permet de reduire le trafic de signalisation. Pour permettre le decoupage de l'espace autour 
de la source, on assume qu'elle possede toutes les informations sur la destination (sa vitesse, 
sa disponibilite). Les nceuds situes en dehors des zones definies qui recevrons des messages 
de requete elimineront les paquets. Ainsi, la propagation des messages est limitee. Ce mode 
de fonctionnement est connu sous 1'appellation de LAR1. 
II existe un autre modele qui prend en consideration uniquement les routes de plus courtes 
distances entre la source et la destination. 
Le protocole RDMAR 
Le protocole a la demande RDMAR (Relative Distance Microdiversity Routing) estime la 
distance entre deux nceuds grace a un algorithme d'estimation relative de la distance. En ef-
fectuant une estimation des distances, l'engorgement par les paquets de decouverte de route 
peut etre limite et ainsi reduire le trafic global dans le reseau. 
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Le routage s'effectue selon un critere de distances relatives entre deux nceuds adjacents. Un 
algorithme iteratif permet d'estimer cette distance, en connaissant la mobilite des nceuds, 
la vitesse, le temps ecoule depuis la derniere communication et la valeur de la derniere dis-
tance relative les separant. Une fois, la nouvelle distance relative calculee, les messages sont 
diffuses uniquement dans un perimetre limite (cercle dont le rayon correspond a la valeur 
de la distance relative actualisee, dans lequel il est tres probable de trouver la destination). 
Cette limitation a un espace restreint evite l'engorgement par les paquets de decouverte de 
route sur tout le reseau et permet de concentrer le trafic dans une zone limitee. De ce fait, 
les performances globales du reseau sont ameliorees. Contrairement aux autres protocoles 
de routage reactifs, c'est la destination qui choisit le chemin pour le transfert des donnees. 
Ainsi, la source initie la recherche de chemin. Puis, lorsque la destination est rejointe, c'est 
elle qui rend passif ou actif les chemins trouves en privilegiant le plus court en terme de 
distance relative. Dans le cas d'une rupture sur un des liens du chemin, le protocole engage 
une procedure d'avertissement en diffusant un message d'erreur jusqu'a la source. 
Pour que le protocole soit efficace, il assume que tous les nceuds proches voisins se deplacent 
a la meme vitesse et qu'ils utilisent tous une plage de transmission radio identique. De 
plus, les paquets echanges doivent etre d'une taille fixe dans tout l'espace de transmission. 
Le protocole utilise comme critere : la distance relative entre les nceud, qui ne correspond 
pas a la distance metrique entre des nceuds. Ainsi, la stabilite du reseau ne depend pas de 
l'eloignement des nceuds mais bien de la performance de leurs communications et de leurs 
deplacements. 
Protocole MSBR 
Le protocole de routage MSBR [32] (Multipath Stability Based Routing) est un protocole 
multichemin reactif qui vise la qualite de service (QoS). II est inspire du protocole unichemin 
SBR qui peut trouver des chemins selon un seuil de fiabilite bout-en-bout. MSBR se base 
sur une metrique, la fiabilite bout-en-bout combinee, pour choisir le meilleur choix de routes 
les plus stables et les plus fiables parmi celles trouvees durant la phase de decouverte. 
MSBR est un protocole multichemin et permet une transmission simultanee sur deux che-
mins, tandis que d'autres protocoles utilisent le second chemin comme une solution de re-
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change quandTechemin principal est perdu. 
MSBR peut utiliser tout protocole de routage unichemin dont la phase de decouverte de route 
permet de comparer plusieurs chemins. Pour determiner la meilleure selection de routes parmi 
celles qui sont possibles, le protocole MSBR utilise la mesure de fiabilite combinee basee sur 
la confiance et c'est la toute son originalite. Le calcul se base sur les mesures de fiabilite 
bout-en-bout individuelles de chaque nceud constituant un chemin. 
MSBR prfeente un atout supplementaire par rapport a d'autres protocoles multichemins. 
En effet, selon le nombre de chemins trouves durant la phase de decouverte de route, MSBR 
peut evaluer la meilleure combinaison de chemins disjoints avec le meilleur critere de fiabilite, 
tout en satisfaisant aux exigences en bande passante necessaire pour une transmission. Ainsi, 
MSBR selectionne un nombre de chemins les plus disjoints arm de transmettre des donnees 
sur chacun d'entre eux simultanement. 
Le protocole est aussi en mesure d'indiquer, toujours en se basant sur la mesure proposee, si 
un nombre n de chemins est un meilleur choix qu'un nombre m de chemins pour transmettre 
les donnees. Cette propriete peut s'averer tres utile afin d'eValuer dynamiquement la maniere 
de transmettre un signal selon les meilleures capacites du reseau ad hoc. 
Le processus de choix dans les chemins possibles est comme suit. Chaque chemin trouve 
durant la phase de decouverte de route est evalue selon qu'il presente une bande passante 
suffisante pour l'application voulue. Par la suite, la mesure de la fiabilite bout-en-bout est 
calculee selon une combinaison lineaire faisant intervenir chaque mesure de fiabilite de chaque 
nceud constituant le chemin. Un autre calcul evalue le degre de disjointure du chemin. Lorsque 
toutes les mesures de chacun des chemins candidats sont obtenues, le protocole considere les 
chemins les plus fiables et les plus disjoints. 
Une autre propriete du protocole evalue la mesure de fiabilite combinee pour plusieurs com-
binaisons de chemins afin d'informer sur la combinaison qui sera la plus adequate pour la 
transmission. Non seulement, le protocole trouve les routes les plus fiables avec le plus grand 
degre de disjointure, mais il permet aussi l'emploi de la meilleure combinaison de chemins 
selon les criteres de transmission (essentiellement en termes de bande passante et de delais) 
desires par l'application. 
Le protocole permet une phase de reconstruction qui peut etre partielle ou complete. Tou-
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tefois, la reconstruction complete permet une meilleure utilisation des ressources du reseau 
avec une augmentation raisonnable du taux de transmission et de faibles delais bout-en-bout. 
2.3 Recapitulatif 
Ce chapitre presente des generalites sur les reseaux ad hoc ainsi que des algorithmes de 
routage. Bien que ces types de reseaux soient encore recents, certains algorithmes de rou-
tage sont reconnus par 1'IETF (Internet Engineering Task Force), notamment le protocole 
proactif AODV. 
Cette these, vise la mise en place d'un dispositif robuste de transmission de la voix sur un 
reseau ad hoc. Une avenue privilegiee est l'utilisation de chemins multiples aim de pallier 
aux pertes de paquets dans le reseau. Ainsi, ce chapitre mentionne le protocole multiche-
min MSBR qui permet de trouver diverses routes vers la destination. En se basant sur des 
metriques de stabilite et de fiabilite, le protocole est en mesure d'informer sur le nombre de 
routes disponibles (qui rencontrent les criteres de stabilite et de fiabilite) mais aussi d'indi-
quer le nombre de routes qu'il est plus judicieux d'utiliser pour transmettre les donnees. 
Les travaux menes dans cette these utilisent des simulations de reseaux ad hoc avec le pro-
tocole de routage multichemin MSBR en vue de transmettre des donnees issues d'un codeur 
de parole bas debit. Le chapitre suivant decrit quelques codeurs de voix et particular ement 
celui qui servira aux experimentations. 
CHAPITRE 3 
CODEURS DE PAROLE 
Le chapitre precedent introduisait le contexte de reseaux mobiles ad hoc. Pour cette these, 
les donnees transmises a travers le reseau ad hoc sont des paquets de voix traites a l'aide 
d'un codec (contraction de coder-decoder). A ce jour, il en existe plusieurs types. 
Ce chapitre s'articule en deux temps. 
La premiere partie introduit quelques codeurs de parole. Des notions de base y sont brievement 
decrites aim de faciliter la comprehension des sections suivantes. 
Dans ces travaux, le codeur AMR-WB est utilise lors des experiences necessitant des signaux 
de parole. Ce codeur bas debit permet de synthetiser des trames de parole en un bitstream 
de parametres qui sera decode au decodeur AMR-WB afin de restituer un signal de parole 
synthetise le plus proche de l'original II s'agit la du principe de base d'un codec. 
Les details des parametres calcules par le codec AMR-WB et de son fonctionnement font 
1'objet de la seconde section. Le choix de ce codeur particulier est explicite dans un chapitre 
suivant. Notons qu'un autre codeur pourrait etre utilise au meme titre. 
3.1 Presentation generale 
II existe divers codeurs de la voix, tous effectuent une compression de la parole. La compres-
sion est un processus permettant de reduire le flux numerique PCM a des debits inferieurs 
pouvant aller jusqu'a quelques kbps (kilo bits par seconde) avec des niveaux de qualite 
differents selon le modele de codage. Les mecanismes de compression de la voix peuvent etre 
separes en trois categories : le codage de forme d'onde, le codage de source ou le codage 
hybride. 
Les codeurs utilisant du codage de forme tentent de reconstruire une forme du signal, se 
rapprochant le plus possible de celle du signal d'origine. La mise en ceuvre de ce type de 
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codeurs est assez simple tout en permettant une qualite de parole acceptable jusqu'a des 
debits de 16 kbps, en dega, la qualite se degrade rapidement. 
Parmi les codeurs de formes se trouve le PCM (Pulse Code Modulation en anglais). Dans le 
cas d'une quantification lineaire, au moins 12 bits par echantillon sont necessaires a l'ob-
tention d'une bonne qualite de parole. Le debit obtenu est de 96 kbps pour un signal 
echantillonne a 8000 Hz. La parole et l'audition humaine suivent une echelle logarithmique, 
necessitant une representation binaire des signaux de faible amplitude plus importante que 
la representation des signaux de forte amplitude. L'utilisation de cette caracteristique ma-
jeure permet de passer a un debit plus faible, par exemple a 64 kbps avec l'utilisation d'une 
quantification logarithmique. 
Les etudes et les developpements menes sur le codeur PCM ont conduit a d'autres codeurs 
comme l'ADPCM (Adaptive Differential Pulse Code Modulation en anglais). 
Les codeurs utilisant un codage de source sont egalement appeles des vocodeurs. lis sont 
plus complexes que les codeurs de forme, mais permettent une compression jusqu'a 2.4 kbps 
[12]. La connaissance du processus de creation de la parole est necessaire aim d'atteindre 
de tels debits. Un vocodeur recree un signal de parole a partir de son analyse. L'analyse est 
dite par synthese, car elle utilise plusieurs filtres lineaires en vue de synthetiser le signal avec 
1'aide d'un dictionnaire fixe d'excitations. Les parametres issus de l'analyse sont transmis au 
decodeur. 
Parmi les codeurs de source se trouvent le codeur CELP (Code Excited Linear Prediction en 
anglais) et tous ses derives. 
La figure 3.1 [12] fournit un aper^u de la qualite subjective de quelques codeurs de parole en 
fonction de leur debit. Ces codeurs seront brievement decrits dans les prochaines sections. 
3.1.1 Codeur PCM (ITU-T G.711) 
Les recommandations de la methode PCM (Pulse Code Modulation) ont ete regroupees 
en 1972 dans l'ITU-T G.711 (International Telecommunication Union - Telecommunication 
standardization) [21]. Le codeur PCM traite des signaux audio sur la bande telephonique, 
considered comme la bande etroite (Narrowband en anglais), allant de 300 a 3400 Hz. A une 
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Figure 3.1 - Qualite subjective de quelques codeurs de parole [12]. 
frequence d'echantillonnage de 8000 Hz, le standard permet un debit de 64 kbps (avec 8 bits 
de quantification pour chaque echantillon). La methode de codage est dite sans compression. 
A ce debit, la qualite de parole obtenue constitue la reference par rapport a laquelle sont 
juges la majorite des autres codeurs. 
Le fonctionnement du codeur PCM est illustre par la figure 3.2. Le codeur se base sur une 
methode de compression suivant une loi non lineaire, la loi mu (loi /J, en Amerique du Nord 
et au Japon, similaire a la loi A utilisee en Europe) decrite par l'equation 3.1. 
y[n] = xn 
ln(l + fj,\x[n]\/xmax) 
ln(l + /i) signe(x[n\) (3.1) 
x[n] Compression 
(par loi mu) 
y[n] Quantification 
scalaire 
uniforme 
y[n] Expansion x[n] 
Figure 3.2 - Schema bloc du PCM. 
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3.1.2 Codeur ADPCM (ITU-T G.721, G.723 et G.726) 
La technique de compression de la parole ADPCM (Adaptive Differential Pulse Code Modu-
lation) permet une compression de 16 kbps a 40 kbps avec une bonne qualite. La methode 
ADPCM a ete standardised par l'ITU-T dans un ensemble de recommandations : 
- G.721 couvre 1'ADPCM au debit de 32 kbps; 
- G.723 couvre les debits de 16, 24 et 40 kbps; 
- G.726 combine les deux precedentes recommandations et couvre done lbs debits 16, 24, 32 
et 40 kbps [23]. 
Le mode a 32 kbps fournit une qualite de parole semblable a celle obtenue avec un PCM 64 
kbps, puis, la qualite se degrade aux debits plus faibles (16 et 24 kbps). 
Le codeur ADPCM n'effectue pas le codage direct du signal. En effet, il code le residu qui 
correspond a la difference entre le signal de parole et une prediction, en faisant l'hypothese 
que des echantillons consecutifs sont tres similaires. Ainsi, la valeur d'un echantillon peut. 
etre predite avec une bonne precision en considerant les valeurs des echantillons du passe. 
Avec le PCM, le signal de parole est echantillonne sur plusieurs blocs et e'est le niveau absolu 
de l'echantillon qui est code. Avec le DPCM (Differential Pulse Code Modulation), qui est a 
la base de 1'ADPCM, la prediction la plus simpliste vise a considerer que l'echantillon sui-
vant est le meme que l'echantillon actuel et seule la difference entre les deux echantillons est 
transmise au decodeur. De cette maniere, un nombre plus faible de bits est necessaire pour le 
codage du signal. Mais lorsque l'amplitude du signal varie fortement entre deux echantillons 
cela cree une distorsion alors audible au decodeur. 
L'ADPCM a ete developpe de maniere a corriger ou attenuer ce probleme du DPCM. La 
methode ADPCM permet que le ratio de l'amplitude du signal sur le nombre de bits utilises 
pour coder cette amplitude soit toujours optimise arm de reduire au maximum la distor-
tion. La difference entre les echantillons est codee avec l'amplitude maximale permise par 
le nombre de bits utilise pour la quantification, donnant un certain nombre de bits par 
echantillon. Par exemple, pour un debit de 32 kbps, la difference sera codee sur 4 bits : un 
bit pour le signe et trois bits pour quantifier la difference d'amplitude. Si la difference est 
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plus importante, le codeur peut etre utilise dans un mode different afin que, pour le meme 
nombre de bits utilises, l'amplitude soit augmentee. Ainsi, les quatre debits possibles sont : 
- 5 bits sont utilises pour une compression a 40 kbps; 
- 4 bits sont utilises pour 32 kbps; 
- 3 bits sont utilises pour 24 kbps; 
- 2 bits sont utilises pour la compression a 16 kbps. 
3.1.3 Codeur CELP 
La philosophie du codeur CELP [45] repose sur l'analyse de la parole, puis, la transmission des 
parametres au decodeur afin qu'il puisse reconstituer le signal d'origine le plus fidelement 
possible. Les parametres transmis incluent le modele mathematique d'un nitre qui simule 
le conduit vocal de la personne qui parle, les informations sur l'amplitude du signal et 
l'index de code pointant une sequence d'echantillons de voix (vecteurs ou codevectors et 
codewords en anglais) contenus dans un dictionnaire (codebook). Le dictionnaire est connu du 
codeur comme du decodeur, le nombre d'entrees du dictionnaire et le nombre d'echantillons 
pour chaque entree dependent de l'implementation du CELP. A l'emetteur, des groupes 
d'echantillons, souvent d'une duree de 20 ms, sont compares aux vecteurs du dictionnaire. 
L'index du vecteur considere comme etant le plus proche est envoye au recepteur. Grace 
au modele mathematique connu du recepteur, la forme du signal, extraite avec le vecteur 
correspondant dans le dictionnaire, est filtree pour reconstituer le signal de parole. Bien que 
la puissance de traitement necessaire soit assez importante, de l'ordre de 15 MIP, Million 
of Instructions per Second, (due a la complexity d'un signal de parole et des differences tres 
grandes entre les voix humaines), la methode CELP est devenue une methode de compression 
tres commune. La notoriete de la methode est due a la qualite de la voix obtenue pour des 
debits allant de 4,8 kbps a 16 kbps. Un des inconvenients majeur de la methode est le 
delai qu'elle implique (entre 50 ms et 100 ms) en raison des calculs. De tels delais peuvent 
engendrer et propager un echo. 
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3.1.4 Modele ACELP 
Le codage ACELP (Algebraic Code Excited Linear Prediction) est venu pallier les lacunes 
du codage CELP dans le traitement de signaux large bande. Le traitement des signaux sur 
la bande elargie (de 3400 Hz a 7000 Hz) necessite de grands dictionnaires et le codeur CELP 
devenait peu performant avec des tailles de dictionnaires trop larges. Car, dans ce contexte, 
des trames de traitement plus larges sont necessaires afin de conserver une transmission a bas 
debit, augmentant ainsi la taille des dictionnaires pour le codage de l'excitation. La recherche 
et le stockage dans le modele CELP devenaient critiques. L'atout majeur de 1'ACELP est 
qu'il ne necessite pas de stockage, il est ideal pour des applications en temps reel. 
Dans le modele CELP, un signal d'excitation est necessaire a l'analyse du pitch. Ce signal 
est choisi au moyen d'une procedure de recherche utilisant analyse par synthese (filtres de 
synthese LPC, Linear Prediction Coding). L'excitation constitue une entree dans un diction-
naire et elle est proportionnee par un facteur de gain. Afin de reconstruire un signal proche 
de l'original, une excitation optimale est selectionnee lors de la recherche d'un representant 
(codeword) dans un dictionnaire. L'excitation optimale doit minimiser l'erreur quadratique 
entre l'original pondere et le signal de synthese. 
Est nomme vecteur cible, le vecteur donne par la ponderation du signal de parole d'entree 
apres la soustraction de la reponse a entree nulle d'un nitre de synthese pondere (zero-input 
response en anglais, qui correspond a la reponse du filtre a l'etat initial). C'est le vecteur 
dont on cherche a se rapprocher le plus afin de minimiser au mieux l'erreur avec le signal de 
synthese (construit par le filtrage d'un mot de codage particulier). 
Le filtre de ponderation perceptive est donne par l'equation 3.2 : 
W(z) = A(zh)H(z) (3.2) 
avec A(z) le filtre de prediction lineaire (trouve avec les coefficients non quantifies issus de 
la LPC), H(z)=1_0l&z_1 le filtre de ponderation perceptive et 7 le coefficient de ponderation 
perceptive, 7=0,92. 
Si Cj est le vecteur d'excitation a l'indice i dans le dictionnaire, alors l'erreur a minimiser est 
donnee par l'equation 3.3 
Et = \\x - gH*\\2 (3.3) 
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avec x le signafcible (signal d'entree pondere), g le facteur de gain et H lamatrice de convo-
lution triangulaire construite a partir de la reponse impulsionnelle du filtre de ponderation. 
Pour minimiser l'erreur il faut calculer dEi/dg=0 qui permet d'obtenir I'equation 3.4 
x
tHci 
Les equations 3.3 et 3.4 permettent d'obtenir I'equation 3.5 : 
(3.4) 
E JX &H<# (35) 
Par la suite, pour trouver le vecteur d'excitation optimal, il faut minimiser I'equation 3.6 
' r< = £ * £ (3.6) 
OLi 
ou yi=Hci est la reponse a l'etat nul du filtre de synthese ponderee par le vecteur d'excitation 
Cj et oti—^Y est l'energie du vecteur filtre %. 
La complexite du codeur CELP vient du fait qu'ilfaut calculer autant de valeurs yi qu'il y a 
de mots dans le dictionnaire, ce qui necessite un filtrage arriere ou backward [31]. II en va de 
meme pour le calcul du denominateur de I'equation 3.6. Dans ce cas, I'equation 3.6 devient: 
*-££ (3.7, 
avec ty=Hci le vecteur cible lors du filtrage arriere. 
L'utilisation d'un modele ACELP permet d'alleger cette charge de calcul. 
La figure 3.3 presente un schema fonctionnel et simplifie du modele de synthese ACELP. 
Ainsi, pour synthetiser de la parole, un signal d'excitation est injecte a l'entree d'un filtre de 
synthese court terme de prediction lineaire (LPC). Ce signal d'excitation est construit grace 
a deux vecteurs adequatement choisis dans deux dictionnaires (le dictionnaire adaptatif et 
le dictionnaire fixe). 
3.1.5 Codeur AMR-NB 
L'AMR (Adaptive Multi Rate) est un codeur de source reconnu sous la specification technique 
3GPP TS 26.090 [1]. II consiste en un codeur bande etroite a debit variable (AMR-Narrow 
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Figure 3.3 - Schema fonctionnel du modele ACELP. 
Band) avec un dispositif de controle du debit de la source, un detecteur d'activite vocale 
(VAD, Voice Activity Detector), un generateur de bruit de contort et un mecanisme de 
recuperation des paquets perdus durant la transmission. Le codec traite des signaux audio 
sur une bande allant de 300 a 3400 Hz. L'adaptation fonctionne a huit debits allant de 4,75 
kbps a 12,2 kbps pour une longueur de trame de 20 ms a 8 kHz. Le codage du signal s'effectue 
grace a un codeur predictif et un dictionnaire d'excitation algebrique. 
3.1.6 Codeur AMR-WB (ITU-T G.722.2) 
Le codeur AMR-Wide Band, standardise sous la recommandation de l'ITU-T G.722.2 [22], 
fonctionne lui aussi a des debits variables allant de 6,6 a 23,85 kbps (neuf debits differents 
au total). Le codec de parole traite des signaux audio sur la bande elargie de 50 a 7000 Hz, 
alors que la majorite des autres codeurs se limitent a la bande telephonique. La figure 3.4 [2] 
presente le spectre d'energie d'un signal de parole voisee. Bien que beaucoup d'information 
soit contenue dans la bande etroite, l'extension a une bande plus large permet de prendre en 
compte l'information importante contenue autour des 4000 Hz. 
La figure 3.5 [2] presente l'energie spectrale d'un signal non voise. 
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Avec l'AMR-WB, les signaux traites sont echantillonnes a 16 kHz contrairement aux autres 
codeurs qui utilisent des signaux sur 8 kHz. A un debit de 12,65 kbps le codeur permet une 
qualite de parole tres interessante compte tenu du bas debit de codage. A ce debit, le codeur 
AMR-WB a une complexity superieure a celle du codeur AMR-NB (au debit similaire) mais 
pour une meilleure quality de parole. 
Les details concernant les parametres de ce codeur font l'objet d'une section suivante. 
O n 
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Figure 3.4 - Spectre d'energie d'un signal voise. 
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Figure 3.5 - Spectre d'energie d'un signal non voise. 
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3.1.7 Codeur CS-CELP (ITU-T G.729) 
Le CS-ACELP (Conjugate Structure ACELP) est une technique de compression issue du 
CELP approuvee par la recommandation G.729 de l'ITU-T [24]. Ce codeur a ete mis au 
point pour supporter la voix par paquets sur des reseaux mobiles. Un autre processus, le 
RPE-LTP (Regular Pulse Excitation - Long term Prediction)1 a ete choisi pour le format 
GSM (Global System for Mobile communication). 
La methode fonctionne a un debit fixe de 8 kbps et traite des signaux audio dans la bande 
de frequence etroite (300 a 3400 Hz). Elle apporte une qualite proche de celle de l'ADPCM 
a 32 kbps mais avec de plus grands delais. Des tests montrent une bonne robustesse face 
aux pertes de paquets. Le codeur analyse des trames de parole sur 10 ms a 8 kHz pour en 
extraire des parametres de type CELP (prediction a court terme, prediction a long terme 
qui fournit une frequence fondamentale ou pitch fractionnel, index de vecteur et gains) qui 
sont transmis dans un format specifie par la recommandation ITU-T G.729. Au recepteur, 
la parole est reconstitute en prenant le vecteur correspondant dans le dictionnaire et par 
filtrage. 
3.2 Codec AMR-WB 
3.2.1 Description generate 
Le codec (codeur/decodeur) AMR-WB est standardise dans la recommandation de l'ITU-T 
G.722.2 [22] et sous la norme 3GPP TS 26 190 v4 [1]. Le codeur effectue un codage de la 
parole large bande (50-7000 Hz) echantillonn^e a 16 kHz a des debits variables, de 6,6 a 
23,85 kbps (neuf modes), sur des trames de signal de 20 ms. L'adaptation du debit et le 
traitement sur la bande elargie permettent une qualite de voix superieure. En adaptant son 
debit en fonction du codage de la source et du canal, le codeur est robuste face aux erreurs 
de transmission. II utilise aussi un detecteur d'activite vocale (VAD). 
Le codec est interoperable avec des systemes sans fils GSM (avec l'emploi d'une fonction de 
1
 RPE-LTP : technique fonctionnant a un debit de 13 kbps avec une qualite acceptable, bien qu'inferieure 
a celle obtenue avec le LD-CELP ou le CS-CELP, elle est facile a mettre en ceuvre pour un faible cout. 
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Mode 
0 
1 
2 
3 
4 
5 
6 
7 
8 
Debit 
(kbps) 
6,6 
8,85 
12,65 
14,25 
15,85 
18,25 
19,85 
23,05 
23,85 
VAD ISF 
36 
46 
46 
46 
46 
46 
46 
46 
46 
Filtrage 
LPC 
0 
0 
4 
4 
4 
4 
4 
4 
4 
Pitch 
23 
26 
30 
30 
30 
30 
30 
30 
30 
Code 
algebrique 
48 
80 
144 
176 
208 
256 
288 
352 
352 
Gains 
24 
24 
28 
28 
28 
28 
28 
28 
28 
Energie 
HB 
0 
0 
0 
0 
0 
0 
0 
0 
16 
Total par 
trame (bits) 
132 
177 
253 
285 
317 
365 
397 
461 
477 
TABLEAU 3.1 - Repartition des bits selon les modes de l'AMR-WB pour chaque trame de 
20 ms. 
transmission discontinue DTX) et de troisieme generation (avec un controle du debit de la 
source SCR). 
Deux bandes de frequences (50-6400 Hz et 6400-7000 Hz) sont codees separement pour 
reduire la complexite et concentrer les bits dans la plage de frequences la plus significative. 
L'AMR-WB est base sur la technologie ACELP (Algebraic Code Excited Linear Prediction) 
[31]. Le codeur fourni des parametres issus d'un codage par synthese au decodeur. L'alloca-
tion des bits pour chacun des modes du codec est presentee dans le tableau 3.1. 
Les figures 3.6 et 3.7 representent respectivement les schemas blocs du codeur et du decodeur 
AMR-WB [1]. 
Le codeur effectue une analyse par synthese a chaque trame vocale de 20 ms pour en ex-
traire les parametres de prediction CELP : les parametres de codage LPC (Linear Prediction 
Coding) qui correspondent aux coefficients du filtre de prediction lineaire, ainsi que les pa-
rametres de l'excitation, qui incluent les indices et les gains des dictionnaires adaptatif et 
fixe a la frequence d'echantillonnage de 12,8 kHz (le signal d'entree ayant subit un sous 
echantillonnage de 16 kHz a 12,8 kHz). Les parametres de prediction lineaire sont calcules 
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une seule fois par trame, tandis que les parametres de l'excitation sont calcules en quatre 
sous-trames de 5 ms chacune. En plus de ces parametres, des indices de gain dans les hautes 
frequences (HB) sont calcules dans le mode 23,85 kbps. 
Les parametres encodes sont transmis sur un canal avec ou sans erreurs. A la reception, le 
decodeur restitue un signal vocal synthetase par filtrage du signal d'excitation reconstruit 
au moyen du filtre de synthese LP. Par la suite, le signal vocal reconstruit subit un post-
traitement et un sur-echantillonnage (avec une renormalisation multiplicatrice). Enfin, le 
signal dans la bande des hautes frequences est produit dans la bande de 6 a 7 kHz. 
3.2.2 Description du codeur 
La figure 3.6 presente le schema bloc du codeur de l'AMR-WB. 
Pre-traitement 
Le codeur effectue l'analyse des parametres de codage LPC (de prediction lineaire) et du 
dictionnaire fixe a une frequence d'echantillonnage de 12,8 kHz. Pour ce faire, le signal 
d'entree subit une decimation de 16 kHz a 12,8 kHz. Le delai introduit par le filtrage est 
compense par l'insertion de zeros a la fin du vecteur d'entree. Le signal decime subit tout 
d'abord, un filtrage passe-haut, contre des composantes parasites bases frequences en coupant 
a 50 Hz, puis une pre-accentuation (en vue d'accentuer les hautes frequences) a l'aide d'un 
filtre passe-haut de la forme Hpi(z) = 1 - /xz"1 avec // = 0,68. 
L'analyse LPC 
L'analyse de prediction lineaire court-terme est effectuee a chaque trame vocale de 20 ms au 
moyen d'une autocorrelation sur le signal fenetre. Les autocorrelations des signaux fenetres 
sont converties en coefficients de prediction lineaire d'ordre 16 au moyen de l'algorithme de 
Levinson-Durbin. Ces coefficients LP sont ensuite transformed en paires d'immitances spec-
trales ISP (Immitance Spectrum Pairs [8]), qui deviennent les coefficients de ISF (Immitance 
Spectrum Frequency) dans le domaine des frequences. Les ISF sont quantifies et interpoles 
pour quatre sous-trames. Les ISF subissent une quantification vectorielle separee sur deux 
etages (SVQ, Split Vector Quantization et MSVQ, Multi Stage VQ). Les ISF sont quantifies 
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sur 46 bits dans les modes 8,85 a 23,85 kbps (avec 8 bits pour les deux sous-vecteurs du 
premier etage, puis, 6 bits, 7 bits, 7 bits, 5 bits et 5 bits pour les six sous-vecteurs du second 
etage) et sur 36 bits dans le mode 6,6 kbps (8 bits pour les deux sous-vecteurs du premier 
etage puis, 7 bits, 7 bits et 6 bits pour les trois sous-vecteurs du second etage). 
Les nitres interpoles quantifies et non quantifies sont reconvertis en coefficient LP pour 
permettre la construction de filtres de synthese (pour la recherche dans les dictionnaires 
adaptatif et fixe) et de ponderation (pour la recherche du pitch en boucle ouverte) dans 
chaque sous-trames de 5 ms. 
La recherche en boucle ouverte 
Les parametres LP quantifies et non quantifies sont utilises pour l'interpolation de la qua-
trieme sous-trame tandis que les premiere, deuxieme et troisieme sous-trames utilisent une 
interpolation lineaire issue de la quatrieme sous-trame. Si q± est le vecteur ISP quantifie a 
la quatrieme sous-trame de la trame de signal n et q^ celui de la trame precedente, alors 
les vecteurs interpoles des autres sous-trames sont trouves par : 
# > =0,55 g ^ - ^ + O , ^ &\ £n) = 0,2 q^+0,8 qf et $* = 0,04 qf^+Q,^ q[n). 
L'interpolation pour les ISP non quantifies se fait de la meme maniere. 
Dans les codeurs d'analyse par synthese, le pitch optimum et les parametres d'innovation 
sont trouves en minimisant l'erreur quadratique moyenne entre le signal d'entree pondere et 
le signal de synthese. Le filtre de ponderation perceptive traditionnel K(z) = A(zfyi) (avec 
0< 71 <1 un facteur perceptuel et A(z) le filtre de prediction lineaire) permet une bonne 
modelisation des formants dans la bande telephonique (narrow band) mais il est limite avec 
des signaux large bande. Une solution consiste a introduire un filtre de preaccentuation a 
l'entree, a calculer le filtre A(z) sur la base du signal vocal pre-accentue s(n) et a utiliser un 
filtre W(z) moAiM tel que : W(z) = A(zfyl)/(l-f3xz~l) avec 0< fa (fa = 0,68). 
L'analyse en boucle ouverte du pitch permet de trouver une ou deux estimations du pitch 
en vue de simplifier la recherche en boucle fermee. Cette analyse est effectuee une fois par 
trame dans le mode 0 (a 6.6 kbps) et deux fois par trame (toutes les 10 ms) dans les autres 
modes. 
L'estimation en boucle fermee se base sur le signal d'entree pondere tel que : 
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sw(n) = s(n) + E!=i aa\s{n - i) + /3iSw(n - 1), 
avec n = 0, ... L-l, L la taille de la sous-trame (128 dans le mode 0 a 6,6 kbps et 64 dans 
les autres modes) et a* les ISF non quantifies. Puis, le signal sw(n) est decime par deux en 
utilisant un nitre de type FIR d'ordre 4 afin d'obtenir swd(n). Trouver le pitch en boucle 
ouverte revient a calculer la correlation du signal vocal pondere et decime pour chaque valeur 
d du pitch. La valeur d qui maximise l'equation 3.8 devient le pitch estime. 
L - l 
C{d) = 53 swd(n)swd(n - d)w{d) (3.8) 
n=0 
ou d=l7, ...115, avec w(d) une fonction de ponderation telle que w(d)=wi(d)wn(d). 
wi (d) = cw(d) est la fonction d'accentuation de faible pitch, avec cw(d) pris dans une table 
contenue dans la description du calcul particulier en point fixe. 
wn(d) = cw(\Told- d\ + 98j si w>0,8 
ou Wn (d) = 1 si le signal est non voise 
wn(d) est la fonction d'accentuation adjacente du pitch de la trame anterieure. 
T0i,x est le delai median nitre des cinq demi-trames anterieures voisees et v est un parametre 
adaptatif. 
Si la trame est consideree voisee, c'est que son gain en boucle ouverte est 6>0,6 et pour la 
trame suivante v sera fixe a 1, sinon v sera mis a jour avec v = 0,9u Le gain en boucle 
ouverte est donne par l'equation 3.9 ou dmax est la valeur du pitch qui maximise C(d) : 
A^n=0 Sdw\R')S<iwvT' "'max) ,n n\ 
9 — I ( 3 . 9 j 
V I J n = 0 Swd\n) X, ra=0 Swd\n ~ " m o t ) 
Le calcul de la reponse impulsionnelle 
La reponse impulsionnelle h(n) du filtre de synthese pondere H(z)W(z) — Afz/jiJ/fl-
$5\z~x)/A(z) est calculee a chaque sous-trame pour efFectuer la recherche dans les diction-
naires adaptatif et fixe. 
Le calcul du signal cible 
Le vecteur cible, pour la recherche dans le dictionnaire adaptatif, est calcule a chaque sous-
trame par la soustraction de la reponse a entree nulle (zero-input response) du filtre pondere 
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de synthese H(z) W(z) au signal d'entree pondere Sy, (n): Dans l'AMR-WB, le calcul du vecteur 
cible est issu du filtrage du vecteur residuel LP donne par l'equation 3.10. 
16 
r(ri) = s(n) = '^2&is(n~ i) (3.10) 
8 = 1 
n = 0, ..., 63. 
Le dictionnaire adaptat if 
La recherche dans le dictionnaire adaptatif est faite a chaque sous-trame. Elle consiste a ef-
fectuer la recherche en boucle fermee du pitch suivie par le calcul du code vecteur adaptatif, 
par interpolation de l'excitation anterieure au pitch fractionnaire choisi. Un pitch fraction-
naire est utilise pour une meilleure resolution. Les parametres du dictionnaire adaptatif sont 
le delai (le pitch) et le gain du filtre de pitch. Dans la phase de recherche, l'excitation est 
etendue par le signal residuel LP (voir equation 3.10) pour simplifier la recherche en boucle 
fermee. Le calcul est similaire dans les modes 12,65 kbps et superieurs. Dans la premiere et 
troisieme sous-trame, un pitch fractionnaire est utilise avec une resolution de | dans l'inter-
valle [34, 127|], avec une resolution de | dans l'intervalle [128, 159|] et avec une resolution 
entiere (1) dans l'intervalle [160, 231]. Pour les deuxieme et quatrieme sous-trames, une 
resolution de | est appliquee dans l'intervalle [T-8, T+7| ] ou T est l'entier le plus proche 
du pitch fractionnaire de la precedente (premiere ou troisieme) sous-trame. 
L'analyse en boucle fermee est faite autour de l'estimation du pitch trouve en boucle ouverte 
sous-trame par sous-trame. Dans les modes 12,65 kbps et superieurs, le pitch est code avec 9 
bits dans les premiere et troisieme sous-trames et avec 6 bits dans les autres sous-trames. 
Dans le mode 6,6 kbps, le pitch est code avec 8 bits pour la premiere sous-trame et avec 5 
bits pour les autres sous-trames. 
Cette recherche du pitch en boucle fermee est effectuee par minimisation de l'erreur quadra-
tique ponderee entre le signal de parole original et le signal de parole synthetise. Cela revient 
a maximiser l'equation 3.11 
T ZnZo x(n)yk{n) 
Ik= l—j-, = (3.11) 
\jEn=oyk(n)yk{n) 
ou x(n) est le signal cible, yk (n) est l'excitation passee filtree au pitch A; et L la taille de la 
sous-trame. 
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Une fois que la valeur entiere optimale du pitch est determinee, les valeurs fraetionnaires 
par rapport a - | , a | avec un saut de \ autour de cet entier sont testees. La recherche du 
pitch fractionnaire se poursuit en interpolant la correlation normalisee dans l'equation 3.11 
et en cherchant son maximum. Une fois le pitch fractionnaire trouve, v'(n) est calcule par 
interpolation du signal d'excitation passe u(n) a la fraction donnee. Meme lorsque le pitch 
a une valeur entiere, l'excitation issue du dictionnaire adaptatif se compose d'une version 
filtree passe-bas de l'excitation au pitch indique et non d'une copie directe. 
Afin d'ameliorer la qualite de la prediction du pitch pour les signaux large bande, un 
predicteur de pitch est utilise. Dans les modes 8,85 kbps et superieurs, il y a deux pos-
sibility pour produire le dictionnaire adaptatif. Dans un premier cas v(n) = v'(n) et dans 
le second cas, v(n) = J2l=1biP(i + l)v'(n - i) avec bLP = [0, 18, 0,64, 0,18]. La possibility 
qui permet de minimiser l'erreur de prediction est utilisee et 1 bit est necessaire pour coder 
ce choix. Dans le cas du mode 0, c'est toujours le second cas qui est utilise et il ne requiere 
aucun bit de codage. 
Par la suite, le gain du dictionnaire adaptatif est obtenu avec l'equation 3.12 : 
gp= SL-.'*(n)vM 
avec 0<<7P<1,2 et y(n) = v(n)*h(n) le vecteur filtre du dictionnaire adaptatif (convolu-
tion entre v(n) et h(n)). Pour assurer la stabilite, le gain est limite a 0,95 si les gains des 
sous-trames precedentes sont inferieurs et si les filtres LP de la sous-trame precedente sont 
instables. 
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Le dictionnaire algebrique et son exploration 
Dans le traitement de signaux vocaux large bande, de grands dictionnaires sont necessaires 
afin d'assurer une qualite de voix elevee. L'utilisation d'un dictionnaire algebrique devient 
alors une alternative interessante. La description en plusieurs pistes d'un vecteur du diction-
naire algebrique est donnee plus en detail dans une prochaine section. 
Le dictionnaire algebrique est explore de fagon a minimiser l'erreur quadratique moyenne 
entre le signal vocal d'entree pondere et le signal vocal de synthese pondere (en sortie). Le 
signal cible utilise dans la recherche du pitch en boucle fermee est mis a jour en lui sous-
trayant la contribution du dictionnaire adaptatif : o^(n) = x(n) - gpy(n), avec n = 0, ..., 63, 
y(n) = v(n)*h(n) est le vecteur filtre du dictionnaire adaptatif et gp son gain quantifie. 
La matrice de mise en forme H est definie comme etant la partie triangulaire inferieure de 
la matrice de convolution de Toeplitz avec h(0) pour diagonale et h(l), ..., h(L-l) pour les 
diagonales inferieures. d — i/*^, d est le vecteur cible filtre en inverse et il correspond a 
la convolution entre le signal cible &i(n) et la reponse impulsionnelle h(n). $ — tfH est la 
matrice de correlation de h(n). Le vecteur d et la matrice $ sont calcules avant la recherche 
dans le dictionnaire. 
Les elements du vecteur d sont calcules par : d(n) = .YliLnx2('i)h(i~n) a v e c " = 0, ..., 63. 
Les elements de la matrice symetrique $ sont definits par : cf>(i,j) — Y^Ljh(n-i)h(n-j) 
avec i = 0, ..., 63 et j = 0, ...,63. 
Si cjt est le vecteur de code algebrique a l'indice k, alors le dictionnaire algebrique est parcouru 
de fagon a maximiser le critere de recherche : 
Qk
 ~ AWHc ~ 4$C f c - E ( 3"1 3 ) 
La structure algebrique du dictionnaire autorise des procedures de recherche tres rapides car 
le vecteur (dit vecteur innovateur) Ck contient uniquement des impulsions non nulles. Dans 
l'equation 3.13, la correlation dans le numerateur est donnee par : C = Ylilo Oid(mi), ou 
mi est la position de la ieme impulsion avec a* son amplitude et Np correspond au nombre 
d'impulsions. 
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L'energie dans le denominateur est donnee par 3,14 : 
Np-1 JV„-2 Np-l 
E
 =" YL <t>(™>i,mi) + 2 ]T Yl aiaj<p(mi,mj) (3.14) 
i=0 t=0 j=i+l 
Pour simplifier la procedure de recherche, les amplitudes des impulsions sont determinees en 
fonction d'un signal de reference b(n) (equation 3.15) et le signe de l'impulsion a la position 
. i est egal au signe du signal de reference a cette meme position. 
b(n) = JQ-rLTP(n) + ad(n) (3.15) 
V &T 
ou Ed = (fid est l'energie du signal d(n) et Er - ^LTPTurp est l'energie du signal riTP(n) qui 
correspond au signal residuel apres la prediction a long terme. Le facteur de normalisation 
a commande le degre de dependance du signal de reference d(n) et diminue lorsque le debit 
augmente. 
Pour simplifier la recherche, le signal d(n) et la matrice $ sont modifies pour prendre en 
compte les signes preselectionnes. Si Sf,(n) est le vecteur contenant le signe de b(n), alors le 
signal modifie d'(n) = Sb(n)d(n), n—0, ..., N-l et les elements de la matrice d'autocorrelation 
$ ' sont donnes par : (/>'(i,j) = Sb(i)sb(j)<f>(i,j), avec i=0, ..., N-l et j=i, ..., N-l. 
La correlation au numerateur du critere de recherche Qk devient : R — 'Eilo d'(i) tandis 
que l'energie du denominateur devient : 
/ V p - l Nv-2 Np-1 
E= £ 0,(mi-,m<) + 2 £ tl ffaw) (3-16) 
Le but de la recherche consiste a determiner le vecteur representant le meilleur ensemble de 
positions Np d'impulsions en conservant l'h^othese que les amplitudes sont pre-selectionnees. 
Le critere de selection est base sur la maximisation du critere de recherche Qk- Afin de 
reduire la complexite de recherche, il existe une procedure rapide : la procedure de recherche 
en arborescence premiere (depth-first tree search en anglais) dans laquelle les positions des 
impulsions sont determinees Nm impulsions a la fois. 
La structure du dictionnaire algebrique 
La structure du dictionnaire algebrique est basee sur un modele de permutations entrelacees 
d'impulsions (ISPP, Interleaved single-pulse permutation) dont les amplitudes peuvent etre 
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egales -1 ou +1. Chaque impulsion peut occuper un nombre distinct de positions. De cette 
maniere, un vecteur d'excitation (aussi appele vecteur code) est determine par la position 
de ses impulsions (pulses). Ce sont les positions des impulsions non nulles qui sont codees 
puis transmisses au decodeur. Un vecteur d'excitation est done compose d'un certain nombre 
d'impulsions reparties en plusieurs pistes (track). 
Un tel dictionnaire est dit dynamique, car il est forme au moyen d'un codebook algebrique 
constitue de plusieurs vecteurs %, a1; ..., a,L-i et d'une matrice de mise en forme F. Le 
prefiltre adaptatif F vient renforcer les composantes spectrales autour des regions des for-
mants aim d'ameliorer la qualite de la synthese. De cette maniere, un vecteur d'excitation 
est de la forme : 
Ci = Fai (3.17) 
La matrice de mise en forme F est une matrice triangulaire inferieure de Toeplitz ou deux 
composantes entrent en jeu : une composante prenant en compte la periodicite l/(l-'yz~T). 
et une composante \-f3z~1, ou T represente la partie entiere du pitch, j3 est fonction de la 
precedente sous-trame et est compris entre [0,0 .. 0,5]. 
•
 FM = r ^ & <3 1 8> 
Les avantages d'un dictionnaire algebrique 
Un tel dictionnaire ne necessite pas de stockage, contrairement a un dictionnaire traditionnel 
ou l'index pointe vers un vecteur d'impulsions. Avec un dictionnaire algebrique, l'index du 
vecteur algebrique correspond aux positions des impulsions. 
La recherche dans un dictionnaire algebrique peut etre tres rapide. Les amplitudes des im-
pulsions etant connues, les pulses sont calculees un a un. De plus, selon la piste qui est traitee 
les positions possibles des pulses sont connues. Un autre avantage reside dans la structure du 
dictionnaire qui est robuste face aux erreurs de transmission. En effet, une erreur modifiera 
la position d'une impulsion au lieu du vecteur au complet. 
La structure algebrique en pistes (tracks) 
Dans l'AMR-WB, les soixante-quatre positions possibles pour les impulsions (ou pulses) du 
vecteur d'excitation fixe sont divisees en quatre pistes de positions entrelacees. Chaque piste 
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contient seize positions (P = 16). Selon le mode dans lequel fonctionne le codeur (done 
selon le debit utilise), le dictionnaire est construit par insertion d'un nombre p d'impul-
sions signees dans les pistes et chaque piste peut contenir de une a six impulsions. L'indice 
transmis represente les positions des impulsions ainsi que leur signe dans chaque piste. Ainsi, 
aucune memoire n'est necessaire puisqu'un vecteur d'excitation peut etre construit grace aux 
informations contenues dans l'indice lui-meme. Des tables de consultation (lookup tables) ne 
sont pas utiles. 
Prenons un dictionnaire utilisant L bits de codage (la taille du dictionnaire est 21), avec des 
trames de signal de 80 echantillons (a une frequence de 16 kHz, cela correspond a une trame 
de 5 ms). Chaque trame contient p pulses et on fixe (pour le cas particulier de l'exemple) 
l'amplitude a +1 ou -1 . Le nombre de bits pour le codage de chaque impulsion est L/p et 
un vecteur algebrique (parmi les N que contient le dictionnaire) devient : 
a(n) = ^2bkS(n~mk) (3.19) 
fc=0 
n=0,l, ••., N-1, bk est l'amplitude du pulse k (-1 ou +1), et mk est la position du pulse k 
telle que : rr^k—k+5j, k—0, ...,p-l et j—0, ..., P-l. Ce dictionnaire est l'ensemble de toutes 
les combinaisons des vecteurs de dimension 80 contenant p impulsions avec des amplitudes 
fixes, menant a C£° combinaisons2 possibles. 
Si on recherche un vecteur optimal, la contrainte des amplitudes fixes nous pousse a ne trouver 
que les positions optimales de chaque impulsion. Ainsi, la charge de calcul est diminuee 
comparee au modele CELP. 
En reprenant les equations 3.5 et 3.17, le vecteur d'excitation optimal est determine en 
maximisant le terme : 
'• aftHFyHFa* a\F^F2ai [ V) 
avec F2=HF une matrice triangulaire, 
F2(z) = F{z)/A{zh) (3.21) 
Maintenant, comparativement au modele CELP, le vecteur cible peut etre filtre avec le filtre 
2Est note C£ le nombre de combinaisons de p elements parmi n, tel que C£ = ,/"[ ^ 
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Fi(z) et l'equation 3.20devient : 
n - ^f (3.22) 
avec d=F\x ^e vecteur cible filtre et 3> la matrice contenant les autocorrelations de la reponse 
impulsionnelle de F2 (z). Etant donne que notre vecteur a contient un nombre p de pulses, 
l'equation 3.22 devient : 
Ti = (mU(mk)h)2 
E L o <?Kmfc> mk) + 2 ELo Ef=fc+i hbrfinik, mj) 
Dans l'equation 3.23, les amplitudes bk (k=0,...,p-l) sont soit +1 ou -1 . Le calcul de la 
correlation necessite p additions et celui de l'energie p(p+l)/2 additions supplementaires et 
une multiplication. En changeant une position de pulse a la fois, la mise a jour de r< devient 
plus simple au fur et a mesure que les pulses sont trouves. Dans la boucle la plus interne du 
calcul, avec la contribution de la dernifere impulsion, le calcul de correlation necessite une 
seule addition et le calcul de l'energie p additions ainsi que une multiplication (pour un total 
de p+1 additions et une multiplication) contrairement au modele CELP qui effectue autant 
de boucle (N) qu'il n'y a de mots dans le dictionnaire. 
Pour revenir au cas de l'AMR-WB, les soixante-quatre positions possibles pour les impul-
sions sont reparties sur quatre pistes ou tracks. Selon le mode utilise, en fonction du debit 
binaire du codeur, une piste peut contenir de une une a six six impulsions. Prenons le cas 
du mode 2 du codeur qui fournit un debit de 12,65 kbps. Dans le dictionnaire, le vecteur 
d'innovation contient huit impulsions. Chaque impulsion peut avoir comme amplitude +1 
ou -1. Les soixante-quatre positions sont divisees en quatre pistes qui contiennent chacune 
deux impulsions. La repartition possible des positions de deux impulsions pour chacune des 
quatre pistes est detaillee dans le tableau 3.2. 
Les deux positions de chacune des deux impulsions d'une piste sont codees sur 4 bits cha-
cune, necessitant 8 bits pour coder deux positions dans chaque piste et 1 bit pour coder 
le signe de la premiere impulsion. Ainsi, 32 bits sont requis pour coder les huit impulsions 
additionnes de 4 bits pour coder le signe dans chaque piste. Cela nous donne un total de 
36 bits pour le code algebrique dans une sous-trame, soit au final, 144 bits pour coder les 
codes algebriques dans les quatre sous-trames du mode 2 de l'AMR-WB. 
Dans cette configuration, un seul bit est utilise pour coder le signe des deux impulsions dans 
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Piste 
1 
2 
3 
4 
Impulsions 
I0J4 
I1J5 
I2,Ia 
I3,l7 
Positions entrelacees 
0,4 8,12,16,20,24,28,32,36,40,44,48,52,60 
1,5,9,13,17,21,25,29,33,37,41,49,53,57,61 
2,6,10,14,18,22,26,30,34,38,42,46,50,54,58,62 
3,7,11,15,19,23,27,31,35,39,43,47,51,55,59,63 
TABLEAU 3.2 - Positions possibles des impulsions dans le dictionnaire algebrique dans le 
mode 2 de l'AMR-WB. 
une meme piste, alors qu'on pourrait croire que deux bits seraient necessaires (un bit pour 
chaque signe). Toutefois, un bit est "economise". 
L'economie de quelques bits pour le codage du signe avec la structure ACELP 
Prenons pour exemple le mode 2 de l'AMR-WB. 
Comme presente precedemment, dans ce mode, les quatre pistes contiennent chacune deux 
impulsions non nulles. Chacune pouvant occuper seize positions distinctes dans chacune des 
pistes. Dans le cas de deux impulsions par piste, avec K = 2^ positions possibles (M est 
le nombre de bits par position, dans cet exemple M-4), chaque impulsion necessite 1 bit 
pour coder son signe et M bits pour coder sa position, pour un total de 2M+2 bits. Soit 10 
bits par piste pour un total de 40 bits pour les quatre pistes. En revanche seuls 36 bits sont 
requis. 
En isolant une piste pour les fins de l'exemple, une certaine redondance existe en raison de 
l'ordonnancement des impulsions. L'insertion de la premiere impulsion a la position p et 
de la deuxieme impulsion a la position q est similaire a placer la premiere impulsion a la 
position q et a placer la deuxieme impulsion a la position p (permutation des deux pulses). 
Un bit peut etre economise en ne codant qu'un seul signe et en deduisant le second signe de 
l'ordonnancement des positions. Dans le cas de deux impulsions, un indice est donne par : 
hP = Px + Po x 2M + s x 22M (3.24) 
ou s est l'indice du signe de l'impulsion a l'indice de position p0. Si les deux signes sont 
egaux, la plus petite position est mise a p0 et la plus grande position est mise a p\. Si les 
48 CHAPITRE 3. CODEURS DE PAROLE 
deux signes sont differents, la plus grande position sera mise a la position p0 et la plus petite 
a la position p\. Le signe de la premiere position est toujours connu et celui de la seconde 
est deduit selon leur ordonnancement. En definitive, si po est plus grand que p\, le signe de 
l'impulsion a la position px est oppose a celui de la position p0. Si ce n'est pas le cas, alors 
les deux signes sont egaux. 
Pour les autres modes de l'AMR-WB, un raisonnement similaire peut etre applique dans les 
cas ou plus de deux impulsions sont inserees par piste. 
Dans le cas a trois impulsions par piste, la methode consiste a diviser les positions possibles 
des pulses en deux sections (par exemple une section regroupant les indices dont les MSB, 
Most Significant Bit) et a identifier une section qui contient au moins 2 impulsions. La section 
contant ces deux impulsions sera codee selon le modele a deux impulsions par piste, et selon 
la position de la seconde section son signe sera deduit du signe de la premiere position de 
l'autre section. Dans ce cas, une piste avec 2M positions, 3M+1 bits sont necessaires au lieu 
de 3M+3 bits. 
En suivant un raisonnement similaire, il est possible d'etendre la methode a un nombre plus 
grand d'impulsions par piste. 
La quantification des gains des dictionnaires adaptatif et fixe 
Les gains des dictionnaires adaptatif et fixe sont codes sur 6 bits dans les modes a 6,65 
kbps et 8,84 kbps et avec 7 bits dans les autres modes. La quantification du gain fixe utilise 
une prediction MA (Moving Average) avec des coefficients constants. En definitive, c'est un 
facteur de correction qui est quantifie. II s'agit d'un ratio entre le gain fixe et le gain predit. 
Une prediction MA d'ordre 4 est appliquee sur l'energie d'innovation. 
Le calcul du gain dans les hautes frequences 
Le calcul du gain dans les hautes frequences intervient dans le mode a 23,85 kbps. Le signal 
vocal d'entree a 16 kHz est filtre par un filtre FIR passe-bande de 6,4 a 7 kHz pour obtenir 
$HB (i)- Le gain obtenu est : 
„ ^%sHB{if 
9HB - ^63— 7^i (3-25) 
ou SHB2 (i) est la synthese du signal vocal en haute frequence. 
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3.2.3 Description du decodeur 
La figure 3.7 presente le schema bloc du decodeur de l'AMR-WB. 
Le decodage et la synthese de la parole 
Pour commencer, le decodage des parametres LP est effectue. Les indices requs de la quantifi-
cation des ISP permettent de reconstruire le vecteur de paires ISP. L'interpolation (effectuee 
sur les coefficients quantifies et non quantifies) permet l'obtention de quatre vecteurs ISP 
interpoles pour chacune des quatre sous-trames. Pour chacune d'elles, le vecteur ISP inter-
pole est converti en coefficients LP pour le filtre de synthese. 
Par la suite, le meme processus (en 6, 7 ou 8 etapes selon le debit utilise) est repete dans 
chaque sous-trame. Les etapes successives sont: le decodage du vecteur adaptatif, le decodage 
du vecteur innovateur, le decodage des gains adaptatif et innovateur, la reconstruction du 
signal vocal, le traitement anti-dispersion (pour les modes a 6,6 et 8,85 kbps), le renforce-
ment du bruit, le renforcement du pitch et le post-traitement (pour le mode a 6,6 kbps). 
• Le decodage du vecteur adaptatif : l'indice du pitch regu permet de trouver les parties 
entieres et fractionnaires du pitch. Le vecteur adaptatif v(n) est trouve par interpolation de 
F excitation anterieure (au pitch actuel) avec le filtre de synthese. 
• Le decodage du vecteur innovateur : l'indice regu permet de trouver les positions et les 
amplitudes des impulsions dans le vecteur d'excitation c(n). 
• Le decodage des gains : l'indice qui est regu au decodeur permet de trouver le facteur de 
correction du gain du dictionnaire fixe. Le gain predit est retrouve au moyen de l'energie 
predite pour chaque sous-trame, sa multiplication avec le facteur de correction permet de 
trouver le gain quantifie du dictionnaire fixe. 
• La reconstruction du signal: le signal reconstruit est de la forme : u(n) = gpv(n) + gcc(n), 
avec v(n) le vecteur adaptatif, c(n) le vecteur fixe ainsi que leurs gains respectifs. 
• Le traitement anti-dispersion : cette procedure est appliquee au vecteur fixe pour reduire les 
artefacts issus de la dispersion du vecteur de code fixe avec seulement quelques echantillons 
non nuls par sous-trame. Le traitement effectue une convolution circulaire du vecteur fixe 
avec une reponse impulsionnelle parmi trois reponses memorisees. Le choix de l'une des trois 
est fonction de la valeur du gain innovateur quantifie et selon le cas, elle apportera une mo-
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dification forte, moyenne ou nulle. 
• La mise en forme du bruit : cette etape ameliore la performance du codeur en presence de 
bruit de fond stationnaire. Le gain du dictionnaire fixe est lisse sur la base de la stabilite et 
de la verbalisation vocale pour renforcer l'excitation en terme de bruit et reduire la fluctua-
tion de l'energie de l'excitation en cas de signaux stationnaires. Le gain mis a jour est de 
la forme : gc = 9 go + (l+6)gc avec 9 le facteur de stabilite qui est compris entre 0 et 1, go 
le gain initial modifie qui est calcule en comparant le gain fixe gc avec un seuil issu du gain 
initial modifie de la sous-trame precedents 
• La mise en forme du pitch : elle permet d'ameliorer la qualite subjective de la parole en 
filtrant l'excitation fixe avec un filtre innovateur dont la reponse frequentielle accentue les 
frequences superieures et dont les coefficients sont associes a la periodicite du signal. La mise 
a jour de l'excitation prend en compte le nouveau vecteur d'innovation ainsi mis en forme. 
• Le post-traitement dans le mode a 6,6 kbps : traite le vecteur d'excitation u(n) en accen-
tuant la contribution du vecteur adaptatif. 
Apres avoir effectue toutes ses etapes, le signal de synthese obtenu subit un post-traitement 
adaptatif pour prendre en compte les hautes frequences. 
Le filtrage passe-haut 
Le filtrage passe-haut agit contre les composantes parasites basses frequences. 
II est suivit d'une desaccentuation. 
Enfin, le signal est sur-echantillonne a 16 kHz. La normalisation multiplicatrice effectue 
une multiplication par deux de la sortie filtree passe-haut pour compenser la normalisation 
reductrice effectuee durant le pretraitement. 
Les calculs pour les hautes frequences 
Dans la bande des hautes frequences, le signal d'excitation est reconstruit pour modeliser 
les frequences les plus elevees par remplissage de la partie superieure du spectre avec un 
bruit blanc (adequatement echelonne dans le domaine de l'excitation, puis converti dans le 
domaine vocal). L'excitation dans la bande haute est reproduite au moyen d'un bruit blanc 
de maniere a ce que son energie egale celle de l'excitation dans la bande inferieure. Les 
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coefficients de prediction lineaire sont trouves par extrapolation du vecteur quantifie de ISF 
pour le mode 6.6kbps. Pour les autres modes, le filtre LP est une ponderation de celui de 
la bande de frequences inferieure. En fin de traitement, le signal de synthese est obtenu par 
filtrage et ajoute au signal vocal s(n) de la bande inferieure afin de restituer le signal de 
synthese vocale en sortie du decodeur. 
3.3 Recapitulatif 
Le codage du signal, et plus particulierement le traitement de la parole, est necessaire pour 
effectuer des communications sur des reseaux quelqu'ils soient. Dans le cas de transmissions 
sur un reseau sans fils, des codeurs bas debits sont un choix judicieux. En general, un encodeur 
separe le signal vocal en trames afin d'etre traitees, puis transmises au encodeur. 
Ce chapitre fournit des descriptions de codeurs couramment utilises. Le codec AMR-WB est 
plus detaille que les autres, puisqu'il a ete choisi pour encoder la parole a transmettre sur 
un reseau ad hoc. Ces reseaux ont des predispositions aux erreurs. lis introduisent des delais 
et des pertes de paquets en raison de l'engorgement et de la mobilite des nceuds. Dans ces 
travaux, les paquets arrivant trop tard sont considered comme perdus. Des methodes pour 
attenuer les effets des pertes existent. Le prochain chapitre a pour objectif de brievement 
decrire certaines de ces methodes. 
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CHAPITRE 4 
METHODES DE PROTECTION 
Les deux precedents chapitres donnaient respectivement des informations au sujet des reseaux 
ad hoc et concernant quelques codeurs de parole, dont l'AMR-WB qui est utilise dans les 
experimentations. Dans l'application visee, les paquets de voix sont transmis sur les chemins 
d'un reseau ad hoc. Ces reseaux sont regulierement victimes de pertes de routes dues a la 
mobilite des unites, a l'engorgement, a l'eloignement des nceuds, etc. De ce fait, la perte de 
liens introduit des erreurs ou des pertes de paquets dans la transmission. 
Ce chapitre presente quelques methodes de protection du signal lors d'une transmission 
sur un canal pouvaiit introduire des erreurs. Les methodes les plus utilisees permettent de 
detecter, de proteger et/ou de corriger des donnees dans le cas d'une perte d'un paquet ou 
d'une erreur dans le paquet. 
Dans les travaux relatifs a ce document, seules les pertes d'un paquet complet sont considerees. 
Ainsi, les methodes de corrections d'erreurs, pour des erreurs a l'interieur d'un paquet, sont 
uniquement survolees et ne sont pas directement applicables a ces travaux. 
Le chapitre se decompose en trois etapes. Sont presentees des methodes basees a la source 
(source based), puis celles basees au receveur (receiver based, incluant les methodes popu-
lates de concealment) et enfin celles travaillant conjointement a la source et au receveur 
(source/receiver based) avec un accent particulier porte sur les methodes FEC (Forward 
Error Correction) et MDC (Multiple Description Coding). 
4.1 Introduction 
Lors d'une transmission de donnees, les informations sont encodees, puis transmises au 
decodeur qui fournit un signal reconstruit. La transmission peut s'effectuer sur un canal 
sans erreurs (sans pertes) ou sur un canal perturbe. 
Dans le cas d'une transmission sur un canal sans pertes (clear channel), le signal reconstruit 
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n'est affecte que par la degradation entrainee par l'encodage et le deeodage (quantification 
des parametres). Dans le cas d'une transmission sur un canal avec erreurs, le signal subit des 
degradations supplementaires. Les erreurs peuvent etre des inversions de bits, des pertes de 
bits, de trames de signal ou de paquets, etc. Dans une application de transport de la voix 
a travers un reseau ad hoc (habituellement perturbe), la perte excessive de paquets peut 
considerablement faire chuter la qualite de la parole a la reception. 
Pour minimiser les effets du canal plusieurs methodes existent. Certaines sont utilisees pour 
proteger le signal avant la transmission, d'autres permettent de reconstruire au mieux un 
signal suite a une transmission perturbee, etc. Quoiqu'il en soit, un codage supplementaire 
est necessaire au codeur et/ou au decodeur, sans pour autant modifier le principe du codec. 
Cette section regroupe quelques methodes qui minimisent 1'efTet du canal en ajoutant ou non 
de la redondance dans la transmission. 
Certaines methodes protegent les donnees a la source (priorisation de donnees, hierarchisation, 
etc.), d'autres effectuent des operations de reconstruction des donnees au receveur (methodes 
de correction d'erreur, concealment en anglais) et de maniere plus courante des algorithmes 
conjoints a la source et au decodeur (retransmission, methodes FEC, codage par descriptions 
multiples, etc.) permettent de minimiser les effets des erreurs et/ou des pertes. 
4.2 Methodes basees a la source 
4.2.1 Priorisation 
Les methodes de priorisation ressemblent aux methodes hierarchiques et prennent souvent 
en compte la maniere dont est encode le signal. Des priorites sur les trames sont posees 
en fonction de l'energie du signal, de la difference avec le paquet precedent ou encore des 
indicateurs de transitions [59] dans la trame. De cette maniere, une priorite est accordee 
selon qu'un paquet peut facilement etre predit ou non. De la meme maniere, les parametres 
de codage peuvent etre hierarchises, en accordant une priorite superieure aux bits les plus 
significatifs lors de la quantification des parametres les plus sensibles (pitch, l'energie court 
terme, les coefficients LPC). 
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Ces methodes necessitent une collaboration etroite entre le processus de codage et le reseau, 
afin que les informations prioritaires soient envoyees lorsque le reseau est de bonne qualite. 
Or, dans des reseaux perturbes, la stabilite et la fiabilite du canal ne sont pas toujours 
assurees. 
4.3 Methodes basees au recepteur 
Certaines methodes communes pour minimiser les pertes et les erreurs effectuent un codage 
de protection base a l'emetteur. Si ces techniques 6chouent, des methodes de reconstruction a 
la reception peuvent etre mises en oguvre. II s'agit alors de techniques de substitution ou des 
techniques plus evoluees de concealment (recouvrement de paquets perdus a la reception). 
4.3.1 Substitution 
Les methodes de substitution sont tres efficaces car elles ne necessitent pas de calculs lourds 
et elles sont generalement rapides, dans les cas ou les pertes sont peu frequentes et avec des 
paquets de petites tailles. 
En general, les paquets perdus sont recrees en remplissant les "trous" par du silence, du 
bruit blanc [50], en repetant le precedent paquet regu ou en appliquant une methode plus 
evoluee de pattern matching. Le modele pattern matching le plus usuel utilise des portions 
d'echantillons precedentes ou suivantes les plus correlees a la portion perdue. D'autres tech-
niques estiment la periode du pitch avec le pitch du paquet precedent [56], ou effectuent une 
substitution de l'enveloppe en se basant sur les parametres de prediction lineaire des trames 
precedentes [13]. 
Ces methodes s'averent efficaces si les pertes ne sont pas trop frequentes ou si elles n'in-
terviennent pas sur des trames successives. Les reseaux mobiles etant tres perturbes il est 
preferable de ne pas envisager 1'utilisation de techniques de substitution pour pallier aux 
pertes de paquets. 
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4.3.2 Concealment 
Les processus de concealment reconstruisent les paquets manquants de diverses manieres. 
Les plus simples, mais peu efficaces pour des applications requerant de la haute qualite so-
nore, se basent sur les methodes connues de substitutions ou d'insertions. Telles qu'abordees 
precedemment, elles consistent a remplacer le paquet perdu par un silence ou du bruit, a 
trouver des correspondances ou a effectuer des interpolations avec les informations contenues 
dans les paquets correctement regus (substitution par le paquet precedent dans le pire des 
cas, replication du pitch, modification de l'echelle temporelle, etc.). 
Une autre categorie de techniques regroupe les methodes de regeneration. Elles utilisent l'in-
formation des paquets precedents, et parfois les suivants, pour generer l'information man-
quante (interpolation de l'etat, reconstruction basee sur le modele de la voix, etc.). Une 
trame est alors approximee en utilisant les informations des trames adjacentes puisqu'un 
signal de parole est considere localement stationnaire. 
Ces methodes, plus efficaces mais aussi plus complexes, sont souvent utilisees seules ou com-
binees dans les decodeurs de parole; elles necessitent une implementation plus importante 
que la simple substitution avec souvent une logique de plus haut niveau permettant de gerer 
plusieurs cas de figure (lorsqu'une trame est perdue mais pas la precedente, lorsque plusieurs 
trames consecutives sont perdues, etc.) comme c'est le cas dans l'AMR-WB. 
Une methode de haute qualite avec une faible complexite pour de la parole codee PCM 
a et4 standardised dans l'annexe A du standard G.711 [21]. Elle se base sur une substi-
tution de forme d'ondes. Le concealment effectue une detection du pitch sur suffisamment 
d'echantillons gardes en memoire. Puis, un pointeur se place a une periode arriere et copie 
une duree de signal vocal de la longueur de la perte. La replique du pitch est inseree a la 
place du segment de signal manquant. Un overlap-add (chevauchement) entre les echantillons 
correctement regus et ceux corriges assure une transition plus naturelle pour une meilleure 
qualite du signal reconstruit. Un delai de quelques millisecondes est necessaire. L'efficacite 
de la methode est d'autant plus interessante qu'elle s'accompagne d'un faible degre de com-
plexite. 
Une autre methode, implementee dans un standard ANSI (annexe B de la recommandation 
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TI-52I-2000 [3], estbasee sur le modele de prediction Iineaire. 
L'excitation long-terme et court terme de la trame precedente correctement regue est extraite 
et les echantillons de parole de cette precedente trame servent d'etat initial au nitre inverse 
de prediction Iineaire. Cette methode introduit un delai de traitement plus long permettant 
d'attenuer la transition entre les deux trames avec une complexite cinq fois plus grande que 
celle de la precedente methode et pour une qualite similaire. 
En vue d'ameliorer la qualite subjective de la parole, le decodeur AMR-WB utilise une logique 
d'etats qui permet de corriger le signal differemment, selon qu'une trame est completement 
perdue ou uniquement corrompue et selon l'etat de la trame precedente. Des trames er-
ronees ou perdues sont remplacees par une repetition ou une extrapolation d'une ou de 
plusieurs trames precedentes correctement regues. Le niveau de sortie decroit graduellement 
jusqu'a avoir un silence en sortie. Ainsi, meme si une trame arrive correctement, mais que 
la precedente a subi une correction, la trame courante ne sera pas restituee a l'identique 
afin de permettre une transition avec la precedente. Les parametres modifies de cette trame 
sont conserves a l'exception du gain du dictionnaire algebrique qui est limite par sa valeur 
correctement regue. 
Dans le cas d'une perte ou d'une erreur dans la trame courante, le gain LTP et celui du 
dictionnaire fixe sont extrapoles par leurs valeurs attenuees issues des cinq dernieres trames. 
Les coefficients de ISF sont decales. Les valeurs de pitch des cinq dernieres trames correc-
tement regues permettent de regenerer la meilleure valeur de pitch s'il ne s'agit que d'une 
erreur dans la trame. Si la trame est perdue, le pitch de la derniere trame correctement 
regue permet d'approximer et d'ajuster le pitch de la trame courante. Le code algebrique est 
conserve a l'identique s'il s'agit d'une erreur dans la trame ou il est regenere aleatoirement 
si la trame est consideree perdue. 
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4.4 Methodes basees a la source et au receveur 
4.4.1 Retransmission 
Dans une application de transmission de la voix sur un reseau perturbe, une technique 
simpliste pour pallier a la perte d'un paquet est de le retransmettre. Dans le cas d'information 
manquante, le receveur doit en informer la source qui effectue la retransmission des donnees. 
La collaboration entre les deux entites est primordiale. Toutefois, dans une application en 
temps reel, la retransmission n'est pas envisageable en raison des delais trop importants qui 
seraient engendres. 
Certaines methodes de retransmission renvoient systematiquement, dans un paquet suivant, 
1'information d'un paquet encode avec une compression inferieure au paquet original. Ainsi, 
en tout temps, le recepteur detient 1'information necessaire a la reconstruction du signal. 
En contre partie, ce type de retransmission, entraine une utilisation excessive de la bande 
passante ainsi qu'une augmentation des calculs a la source pour systematiquement encoder 
deux fois une meme trame de signal. 
4.4.2 Methodes F E C 
Les methodes FEC (Forward Error Correction, en anglais) sont une solution pour proteger 
un signal transmis et attenuer les effets des erreurs ou des pertes (de paquets, de trames). 
Les methodes FEC sont issues des travaux menes sur la detection et la correction des erreurs. 
Parmi ces algorithmes de detection et de correction des erreurs on retrouve : l'algorithme 
LRC (Longitudinal Redundancy check), l'algorithme-CRC (Cyclic Redundancy Check), les 
codes FC (Fire Codes), l'algorithme BCH (Bose-Chaudhuri-Hocquenghem), le code RS (Reed-
Solomon), les codes de Hamming, l'algorithme de Golay, etc. 
Le principe des methodes FEC est de transmettre de 1'information redondante supplemental 
pour que 1'information originale puisse etre reconstruite au moins en partie. En contre 
partie, l'ajout de redondance entraine une augmentation de la bande passante et parfois 
des delais dans la reconstruction d'un paquet manquant ou dans l'attente de 1'information 
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supplementaire. Par ailleurs, une augmentation de la bande passante peut aussi engendrer 
une augmentation du taux de paquets perdus, en raison de l'engorgement du reseau. 
Dans la litterature, plusieurs methodes sont presentees, elles sont decrites comme emcaces 
lorsque la taille des paquets n'est pas trop grande, lorsque le taux de perte n'est pas trop 
eleve et avec peu de pertes consecutives. Pour des applications de transport de la voix, 
les methodes FEC peuvent etre regroupees en deux categories : les methodes FEC qui ne 
prennent pas en compte la nature du signal envoye et les methodes FEC qui considerent le 
type de media transmis [9] [18]. La premiere categorie regroupe les traitements par blocs, 
comme le codage de parite, l'entrelacement des bits, les codes convolutionnels ou l'algorithme 
de Reed-Solomon [41]. Dans la seconde categorie, les methodes prennent en compte le type 
de compression applique au signal de parole 
Le codage par blocs est la plus part du temps utilise pour la detection et la correction 
des erreurs dans des applications de transmissions continues (streaming). Dans le cas de 
transmissions par paquets, la perte intervient sur un paquet complet. Ainsi, appliquer un 
codage par blocs revient a faire correspondre un bloc avec les bits contenus dans un paquet. 
L'avantage des methodes FEC de cette categorie reside dans le fait que le processus de 
correction des erreurs ne depend pas du contenu des paquets et le paquet reconstruit est un 
exact remplacement du paquet perdu. De plus, la complexity de calcul n'est pas excessive. En 
contre partie, ces methodes entrainent des delais et une augmentation de la bande passante. 
La seconde categorie de methodes FEC regroupe les techniques proches de celles de re-
transmission: Le processus FEC vient proteger des pertes avec la transmission dans un autre 
paquet (le paquet suivant, par exemple) de l'information anterieure. Ainsi, un paquet encode 
est transmis et par la suite, une seconde transmission du meme paquet, avec un encodage 
dit secondaire, est jointe a un autre paquet. Le choix de l'encodage secondaire peut etre : 
similaire au codage initial, de bande passante plus petite (avec un.plus petit debit) et/ou 
avec une qualite de codage inferieure. Utiliser un encodage similaire revient a effectuer une 
retransmission du paquet, ce qui n'est pas envisageable dans une application de transfert de 
la voix en temps reel. Un codage a un debit plus petit est le plus souvent privilegie. 
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Codage avec parite 
Le codage par parite est aussi appele operation du ou exclusif (XOR) [44]. L'operation 
logique est appliquee a un groupe de paquets (a deux ou plusieurs paquets consecutifs, a 
quelques paquets : pairs ou impairs, etc.). Un paquet de parite est transmis apres l'envoi 
d'un certain nombre de paquets originaux. 
Ce type de protection permet de retrouver exactement le paquet perdu. Toutefois, si plu-
sieurs paquets sont successivement perdus, la methode devient inefRcace. II en des de meme 
si le paquet contenant l'information redondante est perdu en plus d'un paquet de donnees. 
Cette methode est efficace pour proteger des petits paquets achemines au travers d'un reseau 
avec peu de pertes. Dans le cas de notre application, la protection pourrait etre utilisee si 
le canal est stable. Mais la taille des descriptions peut entrainer des delais majeurs dans la 
reconstruction d'une perte et la fluidite de retransmission de la voix ne sera pas respectee, a 
moins d'employer des memoires tampons et d'accepter un delai a la reception. Faire inter-
venir un delai ne permettra pas une communication bi-directionnelle agreable. En fait, une 
methode de parite est generalement utilisee pour proteger des donnees dans des applications 
sans contrainte de temps. 
Codage en blocs Reed-Solomon 
Les codes Reed-Solomon (RS) sont populaires dans le domaine de la correction d'erreur et 
ils sont reconnus comme etant des " burst-error-correcting". lis permettent une protection 
des bits avec peu d'operations et a un debit plus faible que les methodes avec parite. Le 
codage est base sur les proprietes des polynomes, sur des bases numeriques particulieres. Un 
codeur RS prend un ensemble de mots (codeword) et les utilise comme etant les coefficients 
d'un polynome f(x). Le mode de code transmis est determine en evaluant le polynome pour 
toutes les valeurs de x non nulles a travers la base numerique. 
Les methodes par blocs sont efficaces si les paquets transmis ne sont pas de taille trop 
importante et si les pertes ne sont pas trop frequentes. En contre partie, elles rajoutent 
du delai (pour le traitement, pour l'attente de la totalite de l'information) et augmentent 
l'utilisation de la bande passante. Dans le cas d'une application de transport de la voix en 
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temps reel, "les conclusions concernant les codes RS sont similaires a celles emises dans le cas 
de la protection par parite. 
Entrelacement 
Quand la taille des paquets est petite et que le delai bout en bout n'est pas important pour 
l'application demandee, la methode d'entrelacement des paquets peut etre mise en ceuvre. 
Dans cette methode, quelques paquets successifs forment un ensemble, ils sont subdivises et 
chacune des subdivisions est inseree dans un nouveau paquet. Ainsi, un paquet peut contenir 
toutes les subdivisions paires des paquets de depart, toutes les subdivisions d'un meme rang, 
etc. A la reception, quand tous les paquets fractionnes issus d'un meme ensemble sont regus, 
les paquets originaux sont reconstruits en regroupant ou en reconstruisant toutes les subdivi-
sions presentes. La perte d'un paquet correspond a la perte d'une subdivision de l'ensemble 
de depart. Des methodes permettent de reconstruire les paquets originaux avec uniquement 
une subdivision manquante. 
La methode d'entrelacement est de complexite reduite, elle necessite peu de calculs et le 
processus de subdivision et de creation de nouveaux paquets entrelaces est tres rapide. En 
contre partie, une perte importante de paquets rend la reconstruction inefficace. L'entrela-
cement ne permet pas de retrouver un paquet perdu, mais permet d'attenuer l'impact d'une 
perte lors de la reconstitution. Elle est efficace si le taux de paquets perdus n'est pas eleve 
et si l'application permet des delais (puisqu'il faut attendre la reception de tous les paquets 
contenant les subdivisions relatives a un paquet en particulier). Dans une application de 
transfert de la voix a travers un reseau instable, comme un reseau ad hoc, et en temps reel, 
la methode ne permettra pas d'attenuer la perte d'un paquet puisque beaucoup de paquets 
consecutifs peuvent etre manquants. 
Codes convolutionnels 
Dans les methodes de codes en blocs (Hamming, Reed-Solomon ou BCH), les donnees re-
dondantes sont generees pour des blocs de donnees dites utiles. Les codes convolutionnels, 
aides par l'algorithme de Viterbi [15] pour le decodage, completent ou remplacent chacune 
des donnees binaires a transmettre par de nouvelles donnees (des symboles). Les donnees 
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redondantes sont calculees a partir de l'information originale, ainsi que les informations des 
paquets originaux precedents. Ces methodes necessintent de la memoire. 
Les codes de convolution font generalement intervenir deux parametres : le taux de codage 
(ratio entre le nombre de bits utilises pour l'encodage et le nombre de symboles obtenus) et 
la longueur du codeur (le nombre de bits necessaires pour produire les symboles de codage). 
Le decodage de Viterbi est l'un des deux types d'algorithmes utilises avec le codage convolu-
tionnel. Le second etant le decodage sequentiel, il est efficace pour le traitement des codes de 
convolution de grande taille mais le temps de decodage est variable. Le decodage de Viterbi 
a Favantage d'etre de taille fixe, en pratique sa taille est la meme que celle necessaire par le 
codeur. 
Dans un modele de convolution, le traitement d'une erreur est rapide, mais le signal n'est 
pas restitue a l'identique. Les convolutions permettent de correctement proteger un signal 
de voix, mais des pertes trop frequentes et trop regulieres engendrent un signal reconstruit 
pauvre et rendent l'ecoute peu agreable. Pour certaines applications, dans le modele avec co-
dage convolutionnel et decodage de Viterbi, un codage Reed-Solomon est mis en serie avant 
le codeur de convolution. Plus recemment, la mise en parallele de codeurs convolutionnels 
a conduit aux modeles de turbo codes plus efficaces que la concatenation avec un codeur 
Reed-Solomon. Les turbo codes [6] permettent de bonnes performances mais pour une charge 
de calculs elevee. 
Utilisation d'un autre type d'encodage 
Ajouter au paquet suivant une version du paquet actuel avec un encodage differant (codage 
avec un codeur offrant un debit plus faible) est tres utilise si les capacites de calculs le 
permettent. Encoder un paquet utilise souvent une grande capacite de calcul, mais le gain 
apparait dans la faible proportion de bande passante necessaire pour le transmettre et dans 
la meilleure reconstitution du signal a la reception. 
L'information redondante est ajoutee au paquet suivant, elle peut etre codee au plus de fagon 
similaire (dans ce cas, il s'agit d'une recopie ou d'une retransmission du paquet perdu). Le 
cas de la retransmission n'est pas a envisager dans une application de transport de la voix. 
Ainsi, il est plus pertinent de coder l'information redondante avec un codeur dont le debit de 
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codage est plus faible afin de limiter l'augmentation de la bande passante. Par exemple, si 
un codeur PCM 64 kbps est utilise pour le codage de 1'information principale, un codage de 
rinformation redondante a 12 kbps entraine une augmentation de la bande passante de 20 
% pour chaque paquet. Un paquet perdu est reconstruit a partir de l'information secondaire 
contenue dans le paquet suivant avec une qualite inferieure. Si le taux de paquets perdus 
et le taux de paquets successifs perdus ne sont pas trop eleves, la methode permet une 
reconstruction de la parole acceptable. 
4.4.3 Codage en descriptions multiples 
Une methode robuste et efficace face aux pertes de paquets est le codage en descriptions 
multiples (MDC, Multiple Description Coding en anglais). 
Le codage en descriptions multiples encode le signal a transmettre en plusieurs descrip-
tions (deux ou plus) complementaires pouvant etre decodees independamment au decodeur. 
Contrairement au codage avec resolutions multiples ou au codage par couches, la MDC ne 
fait pas intervenir de hierarchie dans les descriptions creees. Chaque description doit conte-
nir suffisamment d'information pour permettre une restitution acceptable selon le nombre de 
descriptions correctement regues. De plus, la reception de descriptions supplementaires doit 
permettre d'ameliorer la qualite du signal reconstruit. II faut creer des descriptions adequates 
et optimales tout en minimisant les donnees redondantes (ou en s'en affranchissant), notam-
ment pour limiter l'utilisation inutile de la bande passante. 
Une description peut contenir de l'information redondante issue des trames precedentes ou 
adjacentes (redondance inter-trames) ou issue de la trame a transmettre elle-meme (redon-
dance intra-trame). Bien que la litterature presente souvent des modeles de MDC utilisant 
de la redondance, les travaux menes dans cette these presentent un modele de MDC sans 
transmission de donnees redondantes. 
Principe de base du codage par descriptions multiples 
La figure 4.1 presente le principe de base du codage MD a deux descriptions 
Un encodeur fournit deux descriptions, representant chacune une approximation de la source, 
a trois decodeurs a travers deux chemins (canaux) differents. 
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Le decodeur central regoit les donneies fournies par les deux chemins pendant que les deux 
decodeurs secondaires (Side decoders ou coarse decoder en anglais) regoivent l'information 
provenant d'un seul chemin dans le cas ou l'un des deux n'est pas disponible. Le codage 
MD permet un raffinement successif du signal reconstruit a mesure que sont regues les 
descriptions. 
Le decodeur central illustre le cas de transmission sur un seul canal, avec une description 
unique, ou le cas ou toutes les descriptions sont regues correctement. 
Entree 
Description 1 
V 
Encodeur 
* Description 2 
DScodage 1 
D6codage 0 
DScodage2 
Some partlelle 1 
' 
Sortie totals 
Sortie partlelle 2 
Figure 4.1 - Fonctionnement de base du codage en descriptions multiples avec deux des-
criptions. Un codeur central permet de reconstituer l'information complete, tandis que les 
decodeurs secondaires decodent l'information lorsqu'une seule description est regue. 
L'origine du codage par descriptions multiples 
Une question posee en Septembre 1979 (au Shannon Theory Workshop) est a l'origine des tra-
vaux sur les MDC : Si l'information d'une source est decrite par deux descriptions separees, 
quelles sont les limitations sur la qualite de ces descriptions prises separement ou conjoin-
tement? [17]. 
Une des premieres methodes de codage par descriptions multiples employee pour le co-
dage d'une source continue est la MDSQ (MD Scalar Quantization) [53]. Elle est largement 
abordee dans les documents relatifs a la theorie de l'information. Avec la MDSQ, deux quan-
tificateurs scalaires distincts fournissent deux descriptions de la source. La quantification est 
dite fine lorsque les deux indices sont regus ou grossiere lorsque seulement une des deux 
descriptions est regue. 
Dans le cas de quantificateurs uniforme il s'agit alors de UMDSQ (Uniform MDSQ). 
Une autre forme de codage en descriptions multiples est la MDCT (MD Correlating Trans-
form) [5], qui applique une transformation (ou plus selon le nombre de descriptions voulues) 
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sur le signal, introduisant une correlation entre les paires, puis, la quantification arrive en 
second. Avec la MDCT, le signal peut etre predit et sa correlation peut s'ajuster sans discon-
tinuity. II existe une large possibilite de transformations permettant de construire plusieurs 
descriptions contenant les coefficients de chacune des transformations choisies. D'une trans-
formation a l'autre, les coefficients sont fortement correles ainsi, une description perdue peut 
etre estimee a l'aide de celles correctement regues. 
Plusieurs travaux traitent de la MDCT. Un des plus courant, pair-wise correlation trans-
form [55], applique une transformation de Karhunen-Loeve sur des pairs de variables non 
correlees. Dans [27], les auteurs proposent une generalisation a plusieurs variables (au dela 
de deux) connue sous le nom de GMDCT [17] (Generalized MDCT) regulierement appliquee 
dans le codage de l'image. 
Parite et MDC 
La methode presentee par Jayant et Christensen [25] separe le signal pour pallier aux pertes 
de paquets dans un signal vocal. Elle effectue une separation du signal vocal, echantillonne sur 
8 kHz, en deux composantes polyphasees : l'une contenant les echantillons pairs et l'autre 
les echantillons impairs. Ce mode de separation et de traitement des donnees a influence 
d'autres recherches en MDC. Par la suite, deux experiences sont faites, la premiere effectue 
un codage PCM (Pulse Code Modulation) sur 12 bits des deux composantes, tandis que 
la seconde effectue un codage DPCM (Differential PCM) sur 4 bits pour une qualite de 
parole reconstruite a peu pres similaire. Dans le cas d'une perte de paquet, les auteurs 
proposent de comparer deux modes de reconstruction du signal. Le premier effectue une 
mise a zero des donnees manquantes, le second effectue une interpolation des donnees paires 
grace aux donnees impaires (ou inversement). Les resultats obtenus avec un codage DPCM 
et une interpolation des echantillons pairs/impaires fournissent une meilleure qualite du 
signal reconstruit comparativement a avec une simple mise a zero ou a une methode TASI 
(Time Assignment Speech Interpolation) [57]. Les resultats obtenus sont satisfaisants pour 
des pertes de paquets inferieures a 10 %. Toutefois, dans un reseau mobile, il est frequent 
que les pertes de paquets soient superieures et jusqu'a 20 %. 
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Figure 4.2 - Modele de descriptions multiples avec quantification. Une description contient 
la version fine d'une composante polyphasee, ainsi que, la version plus grossiere de l'autre 
composante. 
MDC avant encodage 
La methode presentee dans [26] par Jiang et Ortega propose une MDC ou de la redon-
dance est issue de la trame a transmettre, contrairement aux methodes FEC qui utilisent 
l'information des trames voisines. La methode ameliore l'efncacite du codage en utilisant 
une technique basee sur l'adaptation du contexte (context-based). De la meme maniere que 
Jayant et Christensen, chaque trame de signal est separee en deux composantes polyphasees 
(Yi et Y2). Les deux descriptions Pi et Pi sont creees en leur inserant a chacune une quan-
tification fine (Q\) d'une composante polyphasee et une quantification plus grossiere (Q2) 
de la composante polyphasee voisine. Avec cette methode, le second quantificateur a aussi 
comme entree une version dequantifiee issue de Q\. Ainsi, le paquet Pi contient le couple 
{2/1,2/2} avec 2/i=<3i(Yi) et y2=<32(^2)- Le paquet P2 est construit de fagon similaire. De 
cette maniere, une description manquante peut etre reconstruite grace a 1'information de la 
composante regue. De plus, les effets sur la qualite audio, dus aux pertes, sont attenuees. 
La figure 4.2 illustre le fonctionnement de la methode. 
Pour une application a des signaux de parole, chaque segment est separe en composantes 
polyphasees Yt et Yi. 
Un codeur PCM permet la quantification fine (Qi), tandis qu'un codeur ADPCM (Adaptive 
DPCM) effectue la quantification grossiere (Qz) des composantes. Les donnees dequantifiees 
4.4. METHODES BASEES A LA SOURCE ET AU RECEVEUR 67 
sont utilisees au second quantificateur pour fournir les r^sidus de prediction ri et r2 : 
ri(n) = y2(n) - (^(n) + fc(n + l))/2 (4.1) 
ra(n) = i/i(n) - (y2(n - 1) + y1(n))/2 (4.2) 
Ces residus de prediction sont quantifies grossierement a un debit plus faible par le second 
quantificateur. Ainsi, Pi = {Qi(Y\),Q2(ri)} et P2 = {Qi(Y2),Q2(r2)}. Chaque paquet peut 
etre decode ind^pendamment et le signal peut etre reconstruit tant qu'au moins une descrip-
tion est regue. 
Durant les simulations, le signal d'entree utilise est un signal 16 bits/echantillon avec une 
frequence d'echantillonnage de 16 kHz, il est traite par trames de 20 ms (320 echantillons). 
Plusieurs debits pour le couple de codeurs (PCM/ADPCM) sont utilises : (13/3), (14/2) et 
(11/5). Cette methode est comparee avec celle de Hardman et al. (utilisation de la methode 
RAT [18] oil chaque composante polyphasee est transmise avec Finformation LPC de la 
precedente trame) et celle de Jayant et Christensen (interpolation des echantillons sans re-
dondance entre les deux composantes). La methode de Jiang et Ortega calcule le NMR 
(Noise-to-Mask-Ratio) sur deux sequences de parole (un homme et une femme). Elle est 
plus efEcace efficace que les autres algorithmes a de faibles taux de pertes de paquets. Mais, 
elle eprouve des difficultes a reconstituer un signal de qualite lorsque les taux de pertes de 
paquets sont importants. 
MDC apres encodage 
La methode precedemment presentee separe le signal de parole avant l'encodage, certaines 
etudes presentent une separation en descriptions apres codage [54]. Dans ces travaux, les 
auteurs separent le bitstream issu du codeur tres bas debit FS-CELP (Finit State CELP) 
en tenant compte des fortes correlations observees au niveau des parametres lineaires. Les 
descriptions sont obtenues par entrelacement des coefficients LSP {Linear Spectrum Pairs). 
Les evaluations demontrent que la separation par echantillons pairs et impairs avant codage 
n'est pas efficace. 
Le codeur genere un vecteur de LSP sur 32 bits pour chaque 240 echantillons de parole et 
quatre groupes de mots (codeword) sur 110 bits d'un dictionnaire adaptatif et d'un diction-
naire stochastique (un pour chaque sous-trame de 60 echantillons). Le bitstream contient 
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au total 144 bits. La methode presentee effectue une separation en deux descriptions. Les 
LSP sont entrelaces pour fournir deux ensembles de 240 echantillons codes sur 16 bits par 
description. Les sous-trames sont etendues a 120 echantillons (deux sous-trames par des-
cription) ; avec deux descriptions, quatre sous-trames de 120 echantillons sont codees sur 
110 bits. Ainsi, chaque description contient les 34 bits de LSP accompagnes des memes 110 
bits de codage. Au decodeur, si les deux descriptions sont regues, le signal obtenu a une 
qualite legerement inferieure au signal de reference (obtenu sans l'utilisation de la methode 
par descriptions multiples). La difference est quasi imperceptible, elle est due au codage 
sur des sous-trames de 120 echantillons au lieu de 60. Comparee au signal obtenu avec une 
separation pair/impair, les resultats sont meilleurs. Si une seule description est regue seuls 
les LSP doivent etre reconstruits puisque les mots de codage (sur 110 bits) sont identiques 
dans les deux descriptions. La qualite du signal reconstruit est moins bonne qu'avec un 
modele sans description (single description) mais toujours meilleure qu'avec une separation 
pair/impair. 
Modele d'une MDC sur le bitstream de l'AMR-WB 
La methode presentee par les auteurs Dong, Gersho, Gibson et Cuperman dans [14] effectue 
une separation du bitstream issu du codeur AMR-WB [22] en deux descriptions. 
Dans le mode 2, l'AMR-WB fonctionne a un debit de 12,65 kbps, avec une frequence 
d'echantillonnage du signal de parole a 16 kHz et le codage s'effectue sur des trames de 
signal de 20 ms. Le bitstream obtenu en sortie du codeur est compose de 253 bits de codage, 
dont 1 bit de VAD (Voice Activity Detector), 46 bits de coefficients LPC (Linear Prediction 
Coding), 34 bits pour le vecteur de code du dictionnaire adaptatif (calcule en quatre sous-
trames), 28 bits de gains (calcules en quatre sous-trames) et 144 bits pour le dictionnaire 
fixe (aussi calcules en quatre sous-trames). 
De maniere generate, chaque description contient les donnees de deux sous-trames : les 
donnees de la premiere sous-trame et de la troisieme pour la premiere description Dl, celles 
de la seconde et de la quatrieme sous-trame pour la description D2. L'information redondante 
consiste en la recopie du bit de VAD et de l'information LPC dans les deux descriptions. 
Pour l'information LPC, les coefficients ISP de poids les plus forts, les deux sous-vecteurs 
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du premier etage de la quantification multistage (16 bits au total), se retrouvent dupliques 
dans chaque description. Tandis que, Dl contient les trois sous-vecteurs du second etage 
de quantification (16 bits) et D2 contient les deux autres sous-vecteurs du second etage de 
quantification (14 bits). Si deux descriptions sont revues, le bitstream initial est reconstitue 
et le signal obtenu, en sortie du decodeur, correspond a une compression a 12,65 kbps. Si une 
seule description arrive, les parametres manquants sont estimes a partir des donnees recues 
et notamment grace aux informations transmises deux fois. Les coefficients ISP (Immittance 
Spectrum Pairs) du premier etage sont des informations connues (puisque redondantes), 
quant aux coefficiants du second etage manquant, ils sont reconstruits de maniere aleatoire. 
Cette separation du signal ne tient pas compte des caracteristiques des donnees de codage 
(correlation entres les parametres) et le bitstream peut etre separe de facon plus optimale. 
4.5 Recap itulat if 
Ce chapitre presente quelques methodes utilisees pour limiter les pertes de paquets dans une 
transmission sur un canal avec erreurs. Ellessont separees en trois categories. 
La premiere categorie concerne les techniques a l'encodeur. Les methodes de priorisation et 
hierarchisation des donnees sont les plus courantes. 
La seconde categorie regroupe les methodes au decodeur. Le concealment est souvent em-
ploye dans nombre de codecs de parole. 
Enfin, la derniere categorie regroupe les methodes de codage a la source et au decodeur. 
Les plus populaires sont les methodes FEC. Dans ces travaux, l'emphase est mise sur les 
methodes de codage en descriptions multiples. 
C'est dans le domaine de la theorie de l'information que debutent les recherches sur les 
MDC, sans pour autant etre applicables a des signaux de parole. Ce chapitre survole des 
methodes d'ajout d'informations redondantes dans un paquet. Certaines methodes ajoutent 
de la redondance issue de frames adjacentes (RAT). La methode de Jyant et Ortega rajoute 
de l'information issue de la frame elle-meme pour former les descriptions. Une autre possibi-
lity largement abordee dans la litterature separe le signal avant de l'encoder. Pour aller plus 
en detail dans un codage en descriptions multiples, des methodes plus judicieuses separent 
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les parametres apres codage [54] [14]. Pour etre plus rigoureux, il faut analyser de quelle 
maniere les parametres de codage peuvent etre separes. 
Cette these presente une methode die codage en descriptions multiples pour attenuer les effets 
des pertes de paquets sur un reseau perturbe. La methode est appliquee aux parametres de 
l'AMR-WB et tient compte de la nature des parametes issus de l'encodeur. Les descriptions 
sont ensuite transmises sur un reseau ad hoc mobile utilisant un protocole de routage multi-
chemin. A la receptions, les descriptions sont decodees et le flux de donnees reconstitue est 
transmis au decodeur AMR-WB qui fournit un signal de synthese. La prochaine section de 
ce document deer it en detail les travaux et les algorithmes developpes. 
DEUXIEME PARTIE 
TRAVAUX ET ALGORITHMES 

CHAPITRE5 
SOMMAIRE DES CONTRIBUTIONS 
Les communications sans fils sont de plus en plus populaires. Elles font l'objet de diverses 
recherches en telecommunication, codage, reseau, etc. 
Les reseaux ad hoc sont des reseaux mobiles sans fil. lis sont souvent mieux adaptes a la 
transmission non temps reel de donnees et sont reconnus comme etant sujets aux pertes de 
paquets. 
L'objectif principal de ces travaux est de mettre en ceuvre la transmission de la voix en temps 
reel a travers un reseau mobile ad hoc tout en minimisant les effets du canal. Une applica-
tion de ce type impose des delais minimaux et ne permet pas d'envisager la retransmission 
des paquets perdus. Des methodes existent pour attenuer 1'efFet des pertes introduites sur 
un canal avec erreur. Parmi ces methodes, l'accent est mis en particulier sur le codage en 
descriptions multiples (MDC). 
Dans les prochains chapitres (sous forme d'articles) sont presentes les developpements d'une 
methode par descriptions multiples utilisant un modele de quantification vectorielle conjuguee 
(CVQ) accompagne d'un pre-classificateur, pour reduire la complexite de calcul. Les donnees 
sont transmises a travers un reseau mobile ad hoc grace a un protocole de routage multiche-
min. 
L'originalite de ces travaux repose sur l'etude conjointe d'algorithmes de codage et des ca-
pacity d'un protocole de routage multichemin, pour permettre une communication vocale a 
travers un reseau ad hoc. Un algorithme adaptatif de MDC, utilisant une technique de CVQ, 
permet une nette amelioration de la qualite de parole reconstruite. L'unicite de la methode 
repose aussi dans le modele de collaboration intercouche entre la couche application et la 
couche reseau. Les recherches concernant des communications intercouche commences a sus-
citer l'interet aupres de la communaute scientifique. 
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5.1 Dispositif de transmission et place du projet 
Une structure MDC peut tirer parti du contexte multichemin dans des reseaux ou plu-
sieurs routes vers une destination peuvent etre trouvees. La MDC creee plusieurs descrip-
tions complementaires. Elles sont idealement transmises a travers des chemins differents. 
Au decodeur, la qualite du signal est amelioree a mesure que sont recues des descriptions, 
supplementaires. 
La figure 5.1 illustre le modele complet de la transmission du signal. Un signal de parole est 
tout d'abord encode avec le standard de parole AMR-WB. Le bitstream obtenu est separe 
en plusieurs descriptions transmises a travers plusieurs chemins du reseau. A la reception, 
les descriptions revues sont decodees et organisees de maniere a former un bitstream envoye 
au decodeur AMR-WB qui reconstitue un signal vocal de synthese. 
Figure 5.1 - Description du modele de traitement. 
Des travaux preliminaires effectuant une separation en deux descriptions s'inspirent d'un 
modele simple [14]. lis sont presented dans le chapitre 6. lis reprennent un codage en deux 
descriptions tel que decrit dans [14]. La nouveaute reside dans l'utilisation combinee d'un 
modele de codage avec des simulations et des evaluations d'un protocole de routage multiche-
min. Les simulations permettent d'enregistrer des traces reseau. Elles restituent les numeros 
des paquets correctement recus. Ainsi, les traces reseau permettent de rendre compte des 
pertes, de leur frequence et de leur position (temporelle) durant la transmission. Les simu-
lations reseau montrent que le reseau ad hoc avec le protocole multichemin MSBR presente 
les caracteristiques necessaires a la transmission de la voix en temps reel. 
Dans le modele de traitement (figure 5.1), les descriptions sont creees a l'aide d'une methode 
de MDC utilisant une quantification vectorielle conjuguee generalisee a plus de deux des-
criptions pour obtenir des descriptions a partir des parametres de la prediction lineaire. Le 
detail de la technique est presentee dans le chapitre 7 et les performances sont obtenues 
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avec des signaux quelconques (par exemple une source Gaussienne). Le chapitre 8 propose 
l'application de la methode de MDC avec CVQ a des signaux de parole. Afin de minimiser 
la complexity de calcul durant la recherche, ce chapitre presente ainsi un algorithms de pre-
classification. Le chapitre 9 propose un modele de communication entre le reseau (routage) 
et l'application (encodage en MDC) en vue d'optimiser la creation des descriptions et de 
maximiser les performances du dispositif. 
Ce chapitre effectue un survol des contributions et des algorithmes presentes dans les articles, 
aux chapitres 6 a 9, ainsi que ceux developpes conjointement sans pour autant y figurer. 
5.2 Modele de MDC utilisant la CVQ 
Un codage en descriptions multiples separe une source en plusieurs descriptions. Les des-
criptions sont idealement complementaires afin de raffiner la qualite du signal reconstruit 
au fur et a mesure qu'elles sont regues a la reception. Certaines methodes de MDC utilisent 
de la redondance en dupliquant des informations dans leurs descriptions. Dans ces travaux, 
I'effort est mis pour eviter toute redondance. Une methode faisant intervenir un modele de 
quantification vectorielle c'onjuguee s'est averee judicieuse. La description de la methode et 
les details de sa mise en ceuvre font l'objet des prochaines sections. 
5.2.1 Descr ipt ion de la C V Q 
La CVQ [36] est une methode de MDC. En general, les modeles de CVQ creent deux des-
criptions. La figure 5.2 permet de mieux comprendre la dynamique de la quantification en 
structure conjuguee, elle est comparee a la quantification vectorielle (VQ) sans contrainte 
couramment utilisee. 
Considerons un ensemble de vecteurs d'entree, ils sont representes par des points sur la figure. 
Les cercles pourraient representer les vecteurs du dictionnaire d'une VQ sans contrainte a 
4 bits. En utilisant un modele CVQ a deux descriptions, ces vecteurs deviendraient les ba-
rycentres de deux vecteurs intermediaires issus de deux dictionnaires conjugues distincts 
X et Y. Les vecteurs intermediaires de chaque dictionnaire conjugue sont respectivement 
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representes pax des x et des -)-. Ainsi, dans une structure conjuguee, le dictionnaire resultant 
(utilise pour quantifier la source) regroupe toutes les combinaisons possibles entre chaque 
vecteur des dictionnaires conjugues X et Y. Sur la figure, le vecteur z illustre ce propos, il 
est le point milieu entre les vecteurs intermediates Xm et yn. Un exemple d'un cas limite 
est aussi presente. Avec un cas limite, perdre une description, conduit a avoir un vecteur 
resultant nen renresentatif irln vertenr He Hemrt. a. nnantifier. 
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Figure 5.2 - Quantification vectorielle en structure conjuguee. 
Le cas d'une CVQ a quatre descriptions est similaire, a la difference que les vecteurs du 
dictionnaire resultant correspondent aux combinaisons possibles entre quatre vecteurs in-
termediaires issus de quatre dictionnaires conjugues differents. 
5.2.2 Initialisation des dictionnaires conjugues 
L'entrainement des dictionnaires conjugues est base sur l'algorithme des K-moyennes. Les 
dictionnaires conjugues sont initialises, puis l'algorithme d'entrainement alterne entre chacun 
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des dictionnaires, Un dictionnaire est mis a jour pendant que les autres sont fixes, de maniere 
a minimiser la distorsion selon les vecteurs d'un large ensemble d'entrainement (voir le cha-
pitre 7.3.2). La maniere la plus intuitive de les initialiser consiste a les placer aleatoirement 
dans l'espace oceupe par la source. 
A de faibles resolutions, l'initialisation n'est pas detefminante. Aux resolutions plus elevees, 
il est interessant de positionner les vecteurs uniformement dans l'espace de la source et meme 
en dehors de sa distribution. 
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Figure 5.3 - Performances de la CVQ selon l'initialisation des vecteurs (a) aleatoire et (b) 
selon la distribution de la source. 
La figure Figure 5.3 fait apparaitre la limite de Shannon et compare les SNR, a des debits 
differents, obtenus dans les cas d'une quantification vectorielle sans contrainte (unconstrained 
VQ), d'une CVQ a deux descriptions (2-CVQ) et d'une CVQ a quatre descriptions (4-CVQ) 
chacune appliquee a une source Gaussienne sans memoire en deux dimensions. 
Shannon a donne les limites possibles pour le codage de canal [47] et pour le codage de source 
[48]. Le theoreme de codage de source affirme qu'il existe un debit binaire vers lequel il est 
possible de tendre mais en dessous duquel il n'est plus possible de compresser davantage 
une source. Le theoreme du codage de canal est celui pris en compte dans ces travaux. II 
demontre que pour une transmission fiable dans un canal et a un debit donne il est possible 
de tendre vers une limite, sans pour autant pouvoir la depasser. Cette theorie fait reference a 
la capacite d'un canal, a un debit donne R (bit/echantillon), selon laquelle la limite possible 
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du rapport signal a bruit en dB est definie par V equation ; 
SNRmax(R) = 20 R Log2, ou encore, SNRmax(R) = 6,02.R. 
La figure Figure 5.3 illustre les performances de la CVQ avec une initialisation aleatoire 
des vecteurs, Figure 5.3(a), et avec une initialisation correspondante a la distribution de la 
source, Figure 5.3(b), selon les cas a deux ou quatre descriptions. En initialisant les vecteurs 
des dictionnaires conjugues de sorte a les repartir uniformement dans l'espace de distribution 
de la source et meme legerement en dehors, permet d'ameliorer les performances de la CVQ 
pour les hautes resolutions, que ce soit pour le modele CVQ a deux ou a quatre descriptions. 
5.2.3 Passage rapide de 4 a 2 descriptions 
Deux methodes de CVQ sont mises en place, l'une a deux descriptions et l'autre a quatre 
descriptions. L'entrainement est distinct pour chaque modele et deux series de dictionnaires 
conjugues sont crees : deux dictionnaires conjugues pour le modele 2-CVQ et quatre pour le 
modele 4-CVQ. Chaque methode est accompagnee de son propre processus de recombinaison 
des descriptions. 
Mettre en place un processus unique afin de passer de quatre a deux descriptions rendrait la 
methode adaptative, evitant ainsi le stockage des deux series de dictionnaires conjugues. 
La Figure 5.4(a) illustre un vecteur resultant (identifie par un 0) selon le modele 4-CVQ. Ce 
vecteur resultant est la combinaison de quatre vecteurs intermediaires, appartenant chacun a 
un des quatre dictionnaires conjugues. La Figure 5.4(b) presente les vecteurs intermediaires 
dans le cas 2-CVQ. 
Une methode simple pour passer de quatre a deux descriptions consiste a coupler deux vec-
teurs intermediaires (parmi les quatre) et a definir chaque duo comme etant une description. 
Idealement, les vecteurs intermediaires couples ensemble sont diametralement opposes. Selon 
l'exemple propose, les deux descriptions ainsi formees correspondraient au duo croix-etoile 
et au duo carre-triangle. Ainsi, si une description sur les deux est perdue, le nouveau vecteur 
resultant devient le milieu du duo regu. Dans le cas illustre, ce nouveau vecteur devient 
exactement le vecteur resultant puisqu'il se trouve au milieu des segments formes par le duo 
croix-etoile ou le duo carre-triangle. 
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(a) (b) 
Figure 5.4 - Vecteurs intermediaires pour 4-CVQ (a) et 2-CVQ (b). 
La configuration presentee a la Figure 5.4(a) est un cas ideal dans lequel une perte intervient 
uniquement si aucune description n'est regue. 
X 
X % 
X 
* 
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Figure 5.5 - Perte d'une description avec le nouveau modele 2-CVQ (a) et avec le modele 
2-CVQ de base (b). 
La Figure 5.5 presente un cas plus general, ou le vecteur resultant n'est pas au milieu des 
deux segments formes par les deux duos. Lorsqu'une des deux descriptions est perdue, le 
vecteur resultant se retrouve etre le vecteurs intermediate correctement regu dans le cas 
de la 2-CVQ "de base" (Figure 5.5(b)). Dans le cas de la nouvelle methode, illustree a la 
Figure 5.5(a), le vecteur resultant se trouve sur le segment forme par le duo de vecteurs 
intermediaires correctement regu et devient le milieu de ce duo. L'exemple propose montre 
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que l'erreur, suite a la perte d'une des descriptions, est reduite avec Pemploi de la nouvelle 
methode. Les performances de ce nouveau modele a deux descriptions est plus efficace. 
5.2.4 A vantages de la CVQ 
La quantification vectorielle en structure conjuguee introduit des contraintes puisque chaque 
combinaison de points doit former un dictionnaire resultant qui couvre correctement la distri-
bution de la source. Toutefois, la methode presente certains avantages notamment en terme 
de reduction de la taille memoire et de robustesse face aux pertes. De plus, la structure des 
dictionnaires conjugues peut etre exploitee dans le but de reduire la complexity des calculs. 
Reduction de la taille memoire 
Un atout majeur de la CVQ est la diminution de la taille memoire requise pour stocker les 
dictionnaires conjugues. 
Dans le cas d'une VQ sans contrainte, il faut stocker le dictionnaire complet. Pour une quan-
tification a N bits, cela correspond a mettre en memoire 2 vecteurs. Dans le cas de la CVQ, 
N 
seuls les dictionnaires conjugues sont mis en memoire, soient 2x2"5" vecteurs intermediates 
pour la 2-CVQ et 4x27 pour la 4-CVQ. L'exemple avec une quantification a 8 bits, cor-
respond a stocker 256 vecteurs avec la VQ sans contrainte, 32 vecteurs conjugues avec la 
2-CVQ et 16 vecteurs avec la 4-CVQ. 
Ainsi, les performances des methodes conjuguees sont acceptables, bien que legerement 
inferieures a celles d'une VQ sans contrainte. Le modele en descriptions conjuguees permet 
une reduction considerable de la taille memoire et est robuste face aux pertes de descriptions. 
Robustesse face aux pertes 
L'avantage principal du modele CVQ est sa robustesse face aux descriptions perdues. En effet, 
il est preferable de recevoir de l'information, meme partielle, plutot qu'aucune. L'avantage 
plus significatif lorsque la 4-CVQ est employee, puisque la propabilite d'obtenir des descrip-
tions completes est plus grande. La figure Figure 5.6 illustre un exemple de construction 
d'un vecteur resultant avec une CVQ a deux descriptions et une CVQ a quatre descriptions 
ou chaque vecteur resultant est la combinaison de deux ou quatre vecteurs intermediates. 
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(a) (b) 
Figure 5.6 - Exemple de 2-CVQ (a) et 4-CVQ(b). 
Une perte dans le cas 2-CVQ implique que le nouveau vecteur resultant est le vecteur in-
termediate regu, comme illustree a la Figure 5.7(a). Dans le cas d'une 4-CVQ, lorsqu'un 
vecteur intermediaire est perdu, le vecteur resultant devient la combinaison des trois vec-
teurs intermediates regus, Figure 5.7(b). II est facile de constater que l'erreur est moindre 
dans le cas 4-CVQ. 
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Figure 5.7 - Exemple de 2-CVQ (a) et 4-CVQ(b) avec perte d'un vecteur intermediaire. 
Les premieres simulations, (chapitre 8.4), sont effectuees avec un signal Gaussien sans memoire 
et dans des conditions de canaux sans erreurs. Elles montrent, qu'a resolutions identiques, 
les methodes 2-CVQ et 4-CVQ ont des distorsions similaires, bien que legerement inferieures 
aux performances de la VQ sans contrainte. A de faibles resolutions, les performances de la 
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structure CVQ convergent vers celles de la VQ sans contrainte. 
D'autres simulations, dans des conditions de canaux perturbes, montrent que la structure 4-
CVQ est largement plus efficace, et cela malgre les contraintes introduites par la construction 
du dictionnaire resultant. 
La reduction de la complexite est prise en charge par un algorithme de pre-classification. 
5.3 Algorithme de pre-classification 
Avec une quantification vectorielle sans contrainte, la complexite durant la recherche aug-
mente a mesure qu'augmente la taille du dictionnaire. II en est de meme pour la CVQ, 
puisqu'il faut parcourir le dictionnaire resultant au complet. Cela correspond a comparer 
toutes les combinaisons possibles entre tous les vecteurs des quantificateurs conjugues. Cette 
complexite est reduite grace a un pre-classificateur, (voir la section 8.6), qui impose l'uti-
lisation de classes ou cellules. L'ajout des classes augmente l'utilisation de la memoire. En 
contre partie, la recherche est plus rapide et avec une performance qui reste proche de la 
performance optimale. 
De plus, le choix de la forme des classes permet l'utilisation d'un algorithme de recherche 
rapide parmi les classes. Ainsi, il y a un compromis a faire entre la taille memoire utilisee, la 
reduction de la complexite et la rapidite d'execution. Les mesures effectuees demontrent que 
ces deux derniers avantages (reduction de la complexite et rapidite) compensent largement 
l'augmentation de la memoire, qui peut etre reduite par l'utilisation d'une methode inspiree 
des techniques algebriques ou statistiques. 
5.3.1 Description de l'algorithme de pre-classification 
Pour quantifier un vecteur d'entree x il faut parcourir toutes les combinaisons de vecteurs 
intermediaries de chaque dictionnaire conjugue et evaluer quel vecteur resultant permet la 
plus petite distorsion avec le vecteur d'entree. Cette recherche exhaustive implique plusieurs 
boucles imbriquees (autant de boucles qu'il y a de dictionnaires conjugues) pour generer le 
dictionnaire resultant, puisqu'il n'est pas sauvegarde en memoire. 
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L'intervention d'un pre-classificateur permet une reduction de cette complexity. 
Le pre-classificateur effectue une recherche parmi des sous-ensembles du dictionnaire resultant. 
La demarche est comme suit : tout d'abord, l'espace des vecteurs d'entree est separe en 
classes. Une etude statistique pour chaque classe permet de trouver les vecteurs intermediaires 
de chaque dictionnaire conjugue les plus souvent utilises dans une classe en particulier. Ces 
vecteurs les plus souvent utilises pour chaque classe composent un sous-ensemble. Chaque 
classe est associee a un sous-ensemble different (relatif a ses propres statistiques). L'operation 
de creation des classes se fait " off-line" et les tables contenant les indices de vecteurs les plus 
utilises pour chaque classe sont sauvegardees en memoire (une table par classe). Ainsi, pour 
quantifier un vecteur d'entree x, connaissant ses coordonnees, il suffit de retrouver la classe 
a laquelle il appartient, puis lire la table qui lui est associee, et effectuer la recherche par-
tielle parmi les combinaisons des vecteurs intermediaires dont les indices sont inscrits dans 
la table. 
Les sous-ensembles sont differents pour chaque classe et doivent etre mis en memoire. Tou-
tefois, la memoire requise est plus petite comparativement a celle necessaire pour stocker 
le dictionnaire resultant complet puisque seuls des indices et non des vecteurs sont sauve-
gardes. Plus il y a de classes, plus fine est la classification. Dans l'absolu la classification 
peut devenir telle qu'une classe ne possederait qu'un vecteur resultant. De ce fait, la classi-
fication prendrait le pas sur la quantification. La complexite ne depend pas du nombre de 
classes mais davantage du nombre de vecteurs conserves pour chaque dictionnaire conjugue 
dans chacune des classes. Cette complexite peut etre conservee constante et proche de la 
performance optimale. 
Dans la section 8.6, le nombre maximum d'indices de vecteurs intermediaires conserves par 
dictionnaire conjugue est etabli a Nvmax = 8 dans le cas d'une 4-CVQ a 16 bits pour laquelle 
chaque dictionnaire conjugue contient 16 vecteurs. Avec la pre-classification, cela correspond 
a effectuer au maximum 84 = 4096 calculs d'erreur, au lieu de 164 = 65536 calculs. II est 
courant que moins de 8 vecteurs par dictionnaire conjugue soient statistiquement necessaires. 
Ainsi, le pire des cas, en terme de complexite, est atteint quand le nombre d'operations a 
effectuer est de 4096, ce qui se produit moins de 1% du temps. La figure 8.5 presentee au 
chapitre 8.6 montre que 90% des classes (sur un total d'environs 2000 classes) font intervenir 
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moins de 2500 operations. 
Les classes correspondent a des espaces de la distribution de la source, elles sont aussi 
nominees cellules. Le choix de leur forme est discute dans la prochaine section. 
5.3.2 Choix de la forme des classes du pre-classificateur 
La section 8.6 aborde l'influence que peut avoir la forme des classes dans la pre-classification. 
Selon la distribution de la source, utiliser des classes rectangulaires regulieres n'est pas le 
choix le plus optimal, c'est en particulier le cas pour une source Gaussienne. L'exemple donne 
plus loin montre qu'un certain nombre de classes ne contiennent aucun point de la source, 
ce nombre augmente en meme temps qu'augmente le nombre de classes utilisees. 
Une forme plus adaptee des classes permet de maximiser leur utilisation et d'eviter les classes 
vides. L'emploi de classes rectangulaires mais non regulieres, e.g. a granularite logarithmique, 
permet de concentrer davantage de classes autour de zero (centre de la distribution Gaus-
sienne ou la densite de points est la plus importante) et de les etaler a mesure que Ton 
s'eloigne du centre. 
(a) (b) 
Figure 5.8 - Granularite reguliere ou logarithmique pour les classes de la pre-classification. 
La Figure 5.8 illustre ces deux types de granularite pour les classes de la pre-classification. 
Dans la Figure 5.8(a), 80 classes rectangulaires regulieres sont utilisees, toutefois, une ving-
taine parmi elles ne contiennent pas de vecteurs d'entree. La Figure 5.8(b) presente davantage 
de classes (285) et seulement une dizaine d'entre elles sont .vides. Ainsi, le choix de la forme 
5.3. ALGORITHME DE PRE-CLASSIFICATION 85 
des classes a pour effet d'optimiser la pre-classification et de permettre qu'un maximum de 
classes soient effectivement utilisees. 
Tel que montre dans la section 8.6, l'utilisation de classes a distribution polaire est plus 
efficace, puisque la majorite des classes est utilisee. 
Des cellules de Voronoi [16] peuvent presenter un atout considerable, puisqu'elles s'adaptent 
(apres entramement) a la distribution de la source utilisee. Toutefois, comme les classes 
rectangulaires a pas logarithmique, elles ne sont pas adaptees pour utiliser la methode de 
recherche rapide decrite dans le prochain paragraphe. 
Des classes de forme polaire ont ete utilisees durant ces travaux, puisque leur repartition est 
adaptee a la distribution des coefficients de prediction lineaire. De plus, 1'emploi de classes 
polaires a pas regulier permet d'utiliser la methode rapide de numerotation pour chacune 
d'elles. 
5.3.3 Methode rapide pour trouver le numero d'une classe 
L'utilisation de classes rectangulaires a pas regulier ou polaires permet une recherche rapide. 
Connaissant les coordonnees d'un vecteur (coordonnees scalaires ou polaires), une quantifi-
cation scalaire sur chaque axe (dans le cas de classes rectangulaires) ou selon Tangle et le 
rayon (pour des classes polaires) permet d'identifier rapidement a quelle classe ce vecteur 
appartient. Utiliser des classes rectangulaires a pas logarithmique ou selon la densite de la 
source (a pas non lineaire) ne permet pas l'utilisation de cette recherche rapide, parce que 
le pas entre chacune n'est pas regulier. 
La methode de recherche (appartenance d'un vecteur a une classe) etd'identification (numero) 
d'une classe est facile a implemented De plus, elle n'est pas lourde en calculs : 
. . ,
 rr , „ ,.N ( coordonnee\ ,„ . Numero — Valeur\bntiere • (5.1) V pas J 
Tel que discute precedemment, la pre-classification impose que les tables soient mises en 
memoire, La prochaine section decrit une methode pour encore reduire le stockage des tables 
d'indices. 
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5.3.4 Reduction du stockage des tables du pre-classificateur 
L'algorithme de pre-classification utilise des classes contenant chacune 4xNvmax indices dans 
le cas d'une 4-CVQ, iVtWx etant le nombre maximum d'indices de vecteurs intermediaires 
conserves pour un dictionnaire conjugue. Cela correspond a mettre en memoire au maximum 
NombreClassesx(4xNvmax) indices. Bien sur, dans le cas ou, pour une classe particuliere, 
moins de Nvmax indices pour un ou plus des dictionnaires conjugues sont necessaires, la 
taille memoire diminue. Puisque ce sont des indices qui sont stockes, et non des vecteurs, 
les besoins en taille memoire restent moderes. Voici le detail d'une methode permettant de 
diminuer encore Putilisation de la ressource. 
Dans l'application presentee dans cette these, la pre-classification est utilisee avec une CVQ 
sur 16 bits. Dans le cas d'une 4-CVQ cela correspond a avoir 16 vecteurs intermediaires dans 
chaque dictionnaire conjugue. 
La methode proposee pour minimiser cette taille memoire impose qu'un maximum de 8 in-
dices soient conserves (avec au minimum 1 indice) par dictionnaire conjugue. Ainsi, prenons 
1'exemple d'une classe particuliere, dans laquelle sont stockes iVwmox = 8 indices de vecteurs 
pour chacun des quatre dictionnaires conjugues. Cela revient a stocker 8x4 entiers sur 32 
bits, soient 1024 bits pour cette classe. Si 2000 classes sont utilisees cela revient a stocker au 
maximum 2000x1024 bits en memoire. 
II est evident que chaque dictionnaire conjugue contient 16 vecteurs intermediaires, mais, 
selon 1'exemple propose, seulement un maximum de 8 indices sont stockes. Prenons le cas 
particulier ou seulement 4 indices pour le premier dictionnaire conjugue sont necessaires pour 
la classe j , par exemple les vecteurs intermediaires d'indice 0, 5, 8, 12. 
Ces quatre entiers sont gardes en memoire. Une maniere simple de diminuer la taille requise 
reviendrait a utiliser un binaire de 16 bits (nombre de vecteurs intermediaires dans chaque 
dictionnaire conjugue, soient 2octets) initialise a 0, et de permuter a 1 chaque bit correspon-
dant a l'indice de vecteur a conserver. En suivant 1'exemple propose, cela correspondrait a 
garder en memoire le binaire de 16 bits [0001 0001 0010 0001] (correspondant aux indices 
12, 8, 5 et 0), plutot que les 4 entiers de 32 bits. 
Ainsi, pour chaque classe, quelque soit le nombre d'indices par dictionnaire conjugue conserves, 
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il faut mettre en memoire 4 binaires de 16 bits (soient 64 bits), au lieu de 4x8x32 bits (1024 
bits) si on conserve les indices. Imaginons le meilleur des cas ou un seul indice par diction-
naire conjugue est necessaire. Pour conserver les indices en memoire, il faudrait 4x 1 x32 bits, 
soient 128 bits alors que seulement 64 bits sont necessaires avec la nouvelles methode. De 
plus, cette configuration (un seul indice par dictionnaire conjugue) n'est pas la regie pour 
toutes les classes. 
Seul le mode de lecture est particulier puisqu'il faut parcourir le binaire sur 16 bits et re-
lever les bits mis a la valeur 1 pour connaitre les indices de vecteurs intermediaries d'un 
dictionnaire pour une classe en particulier. 
5.4 M D C et CVQ avec des signaux de parole 
Les travaux de cette these visent l'utilisation d'un codage en descriptions multiples applique 
a des parametres issus d'un encodeur de parole. Dans le modele choisi, le bitstream de 
l'encodeur AMR-WB est separe en, au plus, quatre descriptions. Puisque certains parametres 
sont calcules quatre fois dans une trame (pitch, gain, codebook innovateur) la separation en 
quatre descriptions est evidehte. II en est autrement pour les parametres de prediction lineaire 
(ISF), qui ne sont calcules qu'une seule fois par trame de signal. C'est la methode CVQ qui 
est appliquee sur les vecteurs de ISF pour creer deux a quatre descriptions. 
A la reception, si une description manque, la recombinaison des donnees manquantes est 
faite comme suit : 
- ISF : la CVQ attenue les effets de la perte; 
- pitch : les valeurs des sous-trames regues sont dupliquees dans la (ou les) sous-trame 
manquante; 
- gains : les gains des sous-trames regues sont dupliques; 
- track du codebook innovateur : une track manquante est definie aleatoirement. 
Si aucune description n'arrive, le decodeur AMR-WB applique sa methode de concealment. 
Ainsi, la methode CVQ est appliquee aux ISF qui sont des vecteurs de 16 dimensions. Chaque 
vecteur de ISF est separe en huit sous-vecteurs de dimension 2 et la CVQ est appliquee sur 
chaque sous-vecteur. 
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Figure 5.9 - Comparaison des performances selon le modele de CVQ utilise avec la MDC sur 
un signal de parole. L'utilisation d'un codage MDC ameliore la qualite du signal recontruit 
dans des conditions de pertes de paquets. Utiliser quatre description est plus judicieux. 
La repartition des bits pour chaque sous-vecteurs est discutee dans le prochain paragraphe. 
Arm d'appliquer l'algorithme de pre-classification avec des classes de forme polaire, une 
transformation des sous-vecteurs de ISF est necessaire. 
Les prochains chapitres comparent les performances des MDC a deux ou a quatre descriptions 
par rapport au modele de base a deux descriptions propose par [14]. Les resultats montrent 
que la methode developpee dans ces travaux est superieure qu'il s'agisse d'une MDC a deux 
ou a quatre descriptions. 
La figure 5.9 presente la qualite du signal obtenu (en terme de WB-PESQ [11]) en fonction 
des pertes de paquets durant la transmission. Ainsi, une MDC a quatre descriptions utilisant 
le modele 4-CVQ permet de restituer un signal de meilleure qualite dans des conditions de 
chemins perturbes. 
La figure 5.9 presente aussi les performances obtenues lorsqu'un modele a deux descriptions 
est utilise. Deux cas sont illustres, celui avec une 2-CVQ de base (le vecteur resultant est 
forme de deux vecteurs intermediaires issus de deux dictionnaires conjugues differents) et le 
cas ou la 2-CVQ est obtenue a partir des vecteurs intermediaires de la 4-CVQ (tel que decrit 
dans la section 5.2.3). 
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Ainsi, le passage de quatre a deux descriptions fournit des performances equivalentes a la 
2-CVQ de base lorsque le pertes sont inferieures a 6%. Avec des pertes de paquets au dessus 
de 10% la nouvelle methode pour obtenir deux descriptions a partir de la 4-CVQ surpasse 
la methode 2-CVQ de base, sans toutefois egaler la methode 4-CVQ. Un autre avantage est 
que cette nouvelle methode, pour creer deux descriptions, permet de stocker uniquement 
les dictionnaires conjugues de la 4-CVQ et fait intervenir uniquement le calcul pour former 
quatre descriptions. 
Pertinence de revaluation 
Les evaluations objectives de la qualite audio du signal reconstruit au recepteur sont ef-
fectuees avec la mesure WB-PESQ. Cette methode evalue la qualite d'ecoute de la parole 
au moyen d'echantillons vocaux de reference et d'echantillons vocaux alteres par un codec 
de parole. Des travaux anterieurs [51] evaluent la pertinence des mesures obtenues avec la 
methode WB-PESQ dans des conditions de pertes de paquets. 
Dans ces travaux de these, le chapitre 6 evalue la qualite du signal apres avoir subi un co-
dage en deux descriptions precedent a des pertes de paquets durant la transmission. Les 
mesures sont donnees avec la methode WB-PESQ, pour les evaluations objectives, et avec la 
methode MUSHRA, pour les evaluations subjectives. Avec les deux methodes, les ensembles 
d'echantillons vocaux utilises ont une duree de huit secondes, ils sont identiques et ils sont 
evalues dans les memes conditions de pertes de paquets. 
La Section 6.6.2 illustre les mesures obtenues avec WB-PESQ (figure 6.4) et avec 1'evaluation 
MUSHRA (figure 6.5). 
La methode WB-PESQ correle les mesures fournies par des auditeurs, validant ainsi la per-
tinence de la methode objective pour 1'evaluation de la qualite auditive de la parole obtenue 
apres avoir subi un encodage en descriptions multiples et dans des conditions de pertes 
intervenant durant la transmission sur un reseau ad hoc. 
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Comparaison rapide entre la methode MDC utilisant la CVQ et une methode 
de protection 
La methode proposee separe le signal en plusieurs descriptions. Certains parametres sont 
separes au moyen de la CVQ. A la reception, les descriptions regues sont recombinees et elles 
sont mises en forme selon le format du bitstream l'AMR-WB. Par la suite, le bitstream est 
decode arm de restituer un signal de synthese. Les evaluations effectuees durant ces travaux 
sont tres encourageantes et justifient l'utilisation de la MDC afm d'avoir un dispositif ro-
buste face aux pertes de paquets. Toutefois, il est interessant de comparer les performances 
de ce dispositif avec des methodes deja reconnues comme les methodes FEC (Forward Error 
Correction). 
La methode FEC comparative consiste a envoyer dans un paquet, et sur un chemin unique, 
le bitstream de l'AMR-WB en mode 2 (12.65 kbps) accompagne d'une version plus grossiere 
de la trame de signal precedente, encodee avec un debit inferieur. Dans l'experience, le 
codage en mode 0 de l'AMR-WB, qui fournit un debit de 6,6 kbps, est utilise pour en-
coder grossierement chaque trame precedent un paquet encode normalement a 12.65kbps. 
Ainsi, lorsqu'un paquet n'est pas regu, le decodeur attend la reception du paquet suivant 
(necessitant un delai supplementaire) aim de restituer un signal pour la trame manquante, 
a un debit inferieur. 
Des evaluations subjectives rapides sont fournies par des auditeurs chevronnes. Les valeurs 
numeriques ne sont pas presentees. En effet, les experiences ont ete menees afin d'obtenir 
une evaluation rapide. Les avis des auditeurs sollicites menent a plusieurs conclusions. 
Dans des conditions de faibles taux de pertes de paquets, la methode FEC et la methode en 
descriptions multiples avec quatre descriptions semblent fournir une qualite auditive simi-
laire. Toutefois, dans des conditions de fortes pertes de paquets (au dela de 7 % de pertes) 
la methode FEC fait intervenir des artefacts qui degradent considerablement la qualite du 
signal. Avec des pertes superieures a 15 %, 1'ecoute devient tres desagreable et la qualite du 
signal est consideree pauvre. 
Les evaluations de quelques auditeurs montrent une nette preference pour la methode en 
descriptions multiples proposee. 
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Les artefacts introduits par la methode FEC sont dus aux transitions brusques entfe les 
deux modes d'encodage. En effet, le decodeur n'est pas en mesure d'attenuer les distorsions 
entre deux trames de parole codees selon deux modes differents. Ces degradations sont peu 
perceptibles, quasiment inapergues, dans des conditions de faibles pertes de paquets puisque 
les changements entre les deux modes sont peu nombreux. 
En plus de la pauvre qualite du signal observee lorsque la transmission est fortement per-
turbee, le debit requis pour la methode FEC est augmente de moitie. 
L'engorgement dans le reseau n'a pas ete evalue, mais il est facile de comprendre que l'aug-
mentation du debit contribue aussi aux degradations observees lorsque le reseau presente 
des nceuds avec de grandes mobilites. 
La comparaison rapide de deux methodes (MDC et FEC) confirme l'interet d'utiliser un 
codage en descriptions multiples, notamment avec quatre descriptions, afin d'obtenir une 
communication de qualite a travers des reseaux ad hoc mobiles, surtout, lorsque les pertes 
de paquets enregistrees sont importantes. 
5.4.1 Attribution des bits de quantification par sous-vecteurs de 
ISF 
Dans des travaux precedents [14], qui servent de reference, la creation de deux descriptions 
de ISF est effectuee comme suit : 
- dupliquer le premier etage de la quantification split multi-stage de l'AMR-WB dans cha-
cune des descriptions (deux fois 16 bits); 
- separer le second etage de quantification en deux (deux fois 15 bits). 
Les autres parametres sont separes en deux et entrelaces dans les deux descriptions. Dans 
ce modele, 62 bits sont necessaires pour les ISF, dont 16 redondants (premier etage de 
quantification). 
Dans les travaux de cette these, les descriptions creees ne contiennent pas d'information 
redondante et privilegient l'emploi de la CVQ pour les parametres de ISF. Comme precise 
precedemment, chaque vecteur de ISF est separe en.huit sous-vecteurs de dimension 2, dans 
le but d'appliquer la CVQ. Afin de pouvoir etre comparee a la methode de reference [14], la 
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repartition des bits pour chaque sous-veeteur a ete choisie de telle sorte que le debit total 
soit proche de 62 bits. 
Les premiers formants de parole sont perceptuellement plus importants, ainsi plus de bits 
sont alloues aux deux premiers sous-vecteurs pour obtenir un total de 64 bits. L'allocation 
des bits pour chaque sous-vecteur est la suivante [16 16 8 8 4 4 4 4]. Ainsi, dans le cas d'une 
2-CVQ les duos de dictionnaires conjugues sont de [8 8 4 4 2 2 2 2] x 2 bits, et [4 4 2 2 1 1 1 
1] x4 bits dans le cas de la 4-CVQ. 
5.4.2 Transformation des ISF pour adaptation aux classes polaires 
L'emploi de classes polaires permet d'optimiser la pre-classification. La configuration polaire 
est tout a fait adaptee a une source Gaussienne. L'utilisation d'une source Gaussienne est une 
premiere etape avant l'application a des vecteurs de type ISF. Toutefois, la distribution des 
ISF n'est pas centree en zero rendant l'utilisation des classes polaires inefficace. La figure 5.10 
illustre la distribution d'un ensemble de sous-vecteurs de ISF (deux premieres dimensions). 
Afin d'utiliser des classes polaires, les vecteurs de ISF sont translates puis subissent une 
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Figure 5.10 - Distribution d'un ensemble de sous-vecteurs de ISF. 
rotation afin d'etre centres en zero. 
Soit ISFi un vecteur de ISF de coordonnees (zi,jfc). 
ISFiT le vecteur translate, tel que : ISFiT = ISFi - moyenne, 
moyenne etant la moyenne de l'ensemble des vecteurs de ISF originaux. 
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ISFM le vecteur apres rotation de ISFtT, tel que : 
^iR — XiTcos a ' 2 / i r 5 ^ a 
Vw = XiTsin a + yircos a 
avec a Tangle de rotation qui correspond a l'angle forme entre l'axe directeur de l'ensemble 
des vecteurs de ISF originaux et l'axe des abscisses. 
Les valeurs moyenne et a sont communes a l'encodeur et au decodeur afin d'obtenir une 
transformation dans le domaine des ISF coherente a leur distribution. 
Dans l'application de MDC sur des vecteurs de ISF, seule la quantification 4-CVQ des 
deux premiers sous-vecteurs de ISF necessite l'emploi de l'algorithme de pre-classification, 
puisqu'elle s'effectue sur 16 bits. Ainsi, ces deux ensembles de sous-vecteurs subissent la 
transformation translation-rotation selon leur propre moyenne et leur propre angle a. 
Approche de transformation des vecteurs de ISF selon une loi d'expansion (notamment la 
loi Mu), a ete envisagee, mais elle s'est averee inadaptee. Une transformation afin d'obtenir 
une repartition des vecteurs plus uniforme peut faire l'objet d'autres recherches. 
5.5 Ameliorations possibles grace aux options du rou-
tage 
Jusqu'a present la communication entre les couches des protocoles de communication se fai-
sait dans un sens. La couche application (codage et creation des descriptions) informe la 
couche reseau (routage) du nombre de chemins a trouver entre une source et sa destination, 
ainsi que la bande passante et la fiabilit6 des routes requises. Cette communication s'effec-
tue une fois, au debut de la transmission, puis le protocole de routage s'applique a trouver 
suffisamment de chemins durant toute la communication. 
Selon les conditions du reseau, le protocole de routage peine a trouver quatre chemins stables 
et fiables. Si moins de chemins sont trouves, les paquets destines a etre transmis sur ces che-
mins sont consideres comme perdus. 
Afin de rendre le dispositif plus optimal, une communication entre les deux couches est 
necessaire, le detail est donne au chapitre 9.5. La methode de communication inter-couche 
se base sur la caracteristique particuliere du protocole de routage MSBR qui permet de 
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specifier si utiliser N chemins est un meilleur choix qu'utiliser M chemins pour transmettre 
les descriptions. Ainsi, MSBR choisit les meilleurs configurations de chemins selon l'etat du 
reseau. Une communication inter-couche adequate ameliore grandement les resultats puisque 
la qualite de signal obtenu a la reception est meilleure tout en permettant une meilleure uti-
lisation du reseau. 
Une strategic de communication de la couche reseau vers la couche application permet de 
specifier combien de chemins sont disponibles. Ainsi, l'application effectue une separation en 
nombre de descriptions conforme aux ressources permises par le reseau. La creation de des-
criptions devient adaptative. Selon la situation, l'algorithme 2-CVQ ou 4-CVQ est employe. 
Dans le cas ou trois chemins sont trouves, quatre descriptions sont creees et deux transitent 
sur le meme chemin. 
La methode de passage rapide d'un modele de quatre descriptions a un modele avec deux 
descriptions peut etre utilisee (section 5.2.3). Cela permet de garder en memoire uniquement 
les dictionnaires conjugues de la 4-CVQ. Quelque soit l'etat du reseau, le meme processus 
est utilise (le modele 4-CVQ) et seul le remplissage des paquets est different selon qu'il y 
en ait deux ou quatre a transmettre. Au recepteur, les coefficients de ISF sont recombines 
selon une methode unique, puisque le decodeur de descriptions s'attend a ne recevoir que 
des descriptions selon le modele 4-CVQ. 
Les resultats obtenus montrent qu'une communication adequate entre les deux couches maxi-
mise l'utilisation du reseau. Les calculs pour creer les descriptions peuvent etre reduits, grace 
a l'adaptation du codage MDC selon le nombre de chemins disponibles. Ainsi, quatre des-
criptions ne sont plus systematiquement encodees sachant que moins de chemins existent. 
La transmission est plus optimale, puisque le protocole de routage informe de la fiabilite des 
liens, ainsi, une description arrive avec plus d'assurance a destination. A la reception, la pro-
babilite d'obtenir une trame de signal complete est accrue, si bien que le signal reconstruit 
est moins altere (moins d'information manquante) et de meilleure qualite. 
Au niveau du reseau, le caractere multichemin du routage, implique l'utilisation de messages 
de controle reguliers. Toutefois, les simulations montrent que l'engorgement du reseau est 
minimal. Les entetes supplementaires necessaires aux multiples descriptions sont de 32 bits 
par paquet. Bien que leur nombre soit multiplie par le nombre de descriptions envoyees, 
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cette occupation supplementaire de la bande passante reste negligeable. De plus, les paquets 
transmis sont de petite taille puisque le codage est bas debit (entre 12 et 14 kbps). 
5.6 Critere de disjointure 
Un protocole multichemin recherche au moins deux chemins pour effectuer une transmission 
entre les noeuds source et destination. Les routes peuvent etre disjointes ou non disjointes 
et les chemins peuvent comporter des nceuds ou des liens disjoints avec dans tous les cas de 
figures le nceud source et le nceud destination joints. Des chemins multiples de nceuds disjoints 
ont uniquement la source et la destination comme nceuds joints et impliquent qu'aucun lien 
n'est en commun. Des chemins de liens disjoints ne presentent aucune connexion commune 
entre deux nceuds, mais ils peuvent avoir des nceuds partages. Le cas d'un lien joint implique 
qu'au moins un nceud (deux en general) soit joint. 
La caracteristique de liens disjoints garantit l'independance des chemins lorsqu'un lien est 
rompu dans le reseau. Trouver des chemins de nceuds disjoints est tres interessant puisque 
l'independance est a la fois au niveau des liens et des nceuds, en contre partie, ce type de 
chemin est plus ardu a mettre en ceuvre. 
Des routes disjointes influencent significativement sur 1'efEcacite et la fiabilite des protocoles 
multichemin. En general, la disjointure permet une certaine independance des chemins, tout 
en favorisant la fiabilite de la transmission et une meilleure distribution des ressources. 
Des routes disjointes augmentent la fiabilite de la communication puisque l'interruption 
d'un chemin disjoint n'affecte pas ou peu les autres. Plusieurs travaux sur la disjointure 
dans les routes sont a l'etude que se soit pour, des reseaux filaires [37] [49] ou ad hoc [33] 
[39]. Cependant, tres peu d'etudes, a ce jour, evaluent le degre de disjointure dans des 
configurations a chemins multiples avec plus que deux chemins. 
Cette section fournit un bref rappel sur le calcul de disjointure propose par le protocole 
MSBR, ainsi qu'une piste de recherche afin d'evaluer le degre de disjointure pour un ensemble 
de plus de deux chemins. 
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5.6.1 Disjointure dans MSBR 
Le protocole de routage multichemin MSBR [32] permet de trouver plusieurs routes disjointes 
entre un noeud source et un nceud destination en utilisant comme critere de disjointure la 
mesure du degre de disjointure {DMSBR) entre deux chemins, selon l'equation 5.2 : 
n {Nrotai -2)-Nc ommun -i nn /r n\ 
VMSBR z-T ^ x iUU (b.Z) 
ou NTOM et Ncommun sont respectivement le nombre de nceuds total sur le chemin le plus 
court (parmi les deux analyses) et le nombre de nceuds communs aux deux chemins. 
Le degre de disjointure est un pourcentage calcule entre deux chemins par rapport au chemin 
le plus court. Le protocole evalue tous les ensembles de deux chemins possibles et choisit 
celui qui presente le plus grand degre de disjointure. Ainsi, 100% de disjointure sont obtenus 
quand le chemin le plus court n'a aucun nceud en commun avec le second, et 0% correspond 
au cas ou le chemin le plus court a tous ses nceuds partages avec le second. 
Lorsqu'un ensemble contient plus que deux chemins, il faut trouver une generalisation du 
calcul ou une autre methode pour revaluation de la disjointure. 
5.6.2 Mesure de la disjointure avec plus que deux chemins 
Dans le cas d'une configuration multichemin a plus de deux chemins, il est possible de calculer 
le degre de disjointure sur chaque chemin parmi un ensemble de K chemins. L'equation 5.3 
permet de calculer le degre de disjointure sur chacun des chemins k, k = 0,..., K-l. La colonne 
3 du tableau de la figure 5.11 presente le degre de disjointure individuels pour plusieurs 
chemins appartenant a un meme ensemble et pour diverses combinaisons de chemins (dans 
diverses configurations). 
Dk = (NTotal>° 2 ) NCommunk ^ lQQ ^ 
Nrotah — 2 
avec Nrotah ^e nombre de nceuds sur le chemin k et Ncommunk le nombre de noeuds sur le 
chemin k en commun avec les autres chemins de l'ensemble. Toutes les combinaisons de K 
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chemins sont evaluees. Et celle presentant le meilleur compromis est choisie pour effectuer 
la transmission entre la source et la destination. 
Note : Ncommunk = Yln=i ^c<nnmunk,n precise les nceuds qui appartiennent a 2, 3, ... K che-
mins simultanement. Cette notion est interessante, car il est preferable de privilegier les 
configurations pour lesquelles les nceuds ne sont pas communs a plusieurs chemins simul-
tanement. En prenant le cas particulier ou K = 3, cela revieiit a effectuer, sur un ensemble 
de trois chemins entre la source et la destination, la somme des nceuds communs a deux 
chemins de l'ensemble avec les nceuds communs aux trois chemins. Ainsi, dans une etape 
finale, lors du choix d'une configuration par rapport a une autre, il sera possible de privilegier 
le trio de chemins faisant intervenir le moins possible de nceuds partages avec trois chemins. 
Afin d'avoir une mesure globale sur tous les ensembles de K chemins, plusieurs calculs 
peuvent etre utilises notamment diverses moyennes et certains calculs statistiques. Bien que 
toutes ces mesures soient tres repandues et connues, il est interessant de les mentionner afin 
de mieux comprendre, ou non, leur pertinence. 
Le tableau de la figure 5.11 regroupe plusieurs valeurs numeriques de disjointure selon di-
verses mesures avec des configurations a trois chemins (K=3) entre la source et la destination. 
La moyenne arithmetique 
La moyenne arithmetique est le calcul utilise le plus couramment. Elle correspond a la somme 
des valeurs d'un ensemble divisee par la taille de cet ensemble (nombre de valeurs contenues 
dans l'ensemble). 
Le degre de disjointure pour un ensemble de K chemins est defini par MArithm^tique : 
x K-1 
Marithmetique — J7 £_, Dk (5.4) 
La moyenne geometrique 
Le calcul utilisant la moyenne geometrique est base sur une moyenne arithmetique des loga-
rithmes. Elle fait done intervenir des multiplications et est definie par l'equation 5.5 : 
M, geometrique f[Dk (5.5) 
k=0 
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Toutefois, dans notre cas, l'utilisation de la moyenne geometrique n'est pas appropriee. En 
effet, lorsqu'un des chemins est completement joint, son degre individuel de disjointure est 
nul (Dj = 0, si bien que le degre de disjointure sur l'ensemble auquel il appartient sera lui 
aussi nul. Ce cas est illustre a la figure 5.11 pour les configurations de chemins 4, 5, 7, 8 et 
9. 
La moyenne harmonique 
La moyenne harmonique est l'inverse de la moyenne arithmetique. Elle est generalement 
utilisee pour des evaluations de vitesses moyennes ou avec u'n ensemble de fractions selon 
l'equation : 
Mharmonique T-^K—1 1~~ l ^ - ^ / 
2-^=0 D^ 
Tout comme lors de l'utilisation de la moyenne geometrique, un probleme se pose lorsque 
l'un des chemins, parmi les K, est totalement joint. Si un degre de disjointure individuel est 
nul, la moyenne harmonique tend vers zero. Les configurations 4, 5, 7, 8 et 9 de la figure 
5.11, illustrent ce cas de figure. 
Ainsi, la moyenne harmonique ne permet pas de mesurer adequatement le degre de disjointure 
sur un ensemble de chemins. 
La moyenne quadratique 
Le calcul faisarit intervenir la moyenne quadratique, pour identifier une mesure de disjointure 
pour un ensemble de K chemins, est donne par l'equation suivante : 
M, quadratique i 
1 K-l 
J? E D\ (5.7) 
En toute logique, revolution de la moyenne quadratique suit celle de la moyenne arithmetique 
puisqu'il s'agit de la racine de son carre. Une nuance est observee dans les configuration 4 
et 6. 
Dans la configuration 4, les degres de disjointure individuels sur chaque chemins sont 50, 
0 et 50 et ils sont de 33.33, 33.33 et 33.33 dans la configuration 6. Dans les deux cas, les 
moyennes arithmetiques sont identiques (33.33) mais les moyennes quadratiques ne sont pas 
les memes (5.77 et 5.74 respectivement). 
La moyenne quadratique semble privilegier les configurations ou les degres de disjointure 
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individuels sont plus grands quitte a preferer la configuration qui presente un chemin avec 
un degre de disjointure individuel nul. Cela est du a la mise au carre des degres individuels 
si bien que les configurations avec les plus grandes valeurs de disjointure individuelle auront 
une plus grande moyenne quadratique. Un chemin avec beaucoup de nceuds ou liens joints 
a un petit degre de disjointure individuel. 
Ainsi, ce calcul favorise les chemins avec les moins de nceuds ou liens joints. 
La moyenne glissante 
La moyenne glissante est souvent utilisee en statistique pour illustrer une evolution parmi 
des donnees consecutives plutot que sur un ensemble de donnees fixes. Elle est aussi employee 
pour definir revolution d'une variable dans le temps. 
Ce calcul n'est pas retenu puisque les valeurs numeriques obtenues avec ce calcul sont tribu-
taires de l'ordre dans lequel sont considered les chemins et qu'aucune hierarchie n'intervient 
dans le choix des K chemins. 
La mediane 
La mediane est souvent utilisee en statistiques. Elle represente la valeur centrale d'un en-
semble qui permet de minimiser les ecarts en attenuant l'influence des valeurs extremes. 
Comparativement a la moyenne, la mediane permet de mieux representer la distribution 
d'un ensemble de valeurs ordonnees (generalement dans l'ordre croissant). La mediane est 
moins discriminante que la valeur moyenne, elle partage un ensemble en deux sous-ensembles 
representatifs ayant le meme nombre de valeurs. 
Avec une distribution uniforme de valeurs, la mediane et la moyenne arithmetique seront 
identiques. Toutefois, cette condition n'est pas rencontree dans le cas du choix d'un ensemble 
de chemins, si-bien que la mediane apparait comme un tres bon choix lorsque l'ensemble de 
valeurs (chemins) est grand. 
Pour trouver la mediane, il faut ordonner les valeurs de l'ensemble dans l'ordre croissant et 
considerer la valeur se trouvant au milieu de l'ensemble (dans le cas d'un nombre impair 
de chemins) ou la moyenne arithmetique comprise entre les deux valeurs centrales (dans le 
cas d'un nombre pair). Les valeurs medianes obtenues selon diverses configurations de trois 
chemins sont indiquees dans le tableau de la figure 5.11. 
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Le mode 
En statistiques, le mode est une valeur dite centrale ou caracteristique de position. Le mode 
indique la valeur preponderante ou celle qui intervient le plus souvent dans un ensemble de 
variables. II decrit le cas le plus typique (notion de frequence ou de repetition). 
La tendance 
La tendance ajuste les valeurs en fonction de la tendance lineaire de ces dernieres selon un 
calcul des moindres carres. La tendance pourrait s'approcher de la valeur obtenue avec le 
mode, a la difference qu'elle renvoie une valeur plus ajustee selon les variables contenues 
dans l'ensemble, alors que le mode retourne exactement une des variables contenue dans 
l'ensemble. 
L'etendue 
L'etendue decrit la difference entre la valeur maximum et la valeur minimum d'un ensemble. 
C'est le critere de dispersion le plus facile a calculer. En cherchant a calculer l'etendue sur 
un ensemble il est facile de definir les bornes de ce dernier. L'etendue permet de mieux situer 
l'ecart maximum. Dans l'etude actuelle, cette notion est peu pertinente et ne sera done pas 
considered. 
L'ecart moyen 
L'ecart moyen est un critere de dispersion autour de la moyenne. Comme l'indique l'equation 
5.8, il definit la moyenne des ecarts absolus par rapport a la moyenne arithmetique. 
1 K-\ 
•£•'moyen — ~jp 2—j I**''5 ~~ arithmetique! \'->-°) 
La variance 
Tout comme l'ecart type, la variance permet de quantifier la dispersion d'une variable autour 
de la moyenne de l'ensemble auquel cette valeur appartient. La variance est la moyenne au 
carre des ecarts par rapport a la moyenne comme indique par l'equation 5.9. La variance fait 
intervenir une mise au carre qui rend positifs les ecarts. Contrairement a l'utilisation d'une 
valeur absolue, la mise au carre est derivable et permet plus de flexibilite lorsque l'equation 
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5.9 devient l'equatiort 5.10 
f-'moyen 
t-Jmoyen 
L'ecart type 
La variance ne peut etre additionnee a la moyenne car ces deux valeurs n'ont pas la meme 
unite. La variance est un carre. Ainsi, il est souhaitable d'utiliser l'ecart type. L'ecart type 
permet de determiner la dispersion d'un ensemble de donnees et est defini comme etant la 
racine carree de la variance. 
1 K~l 
'- -jp 2_j (xk ~ Marithmetique) (5-9) 
1 K-\ 
T? X ) X>? ~ (Marithmitique)2 ( 5 . 1 0 ) 
A
 k=0 
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5.6.3 Discussion et choix de la methode 
Les moyennes, la mediane, le mode, les deciles et les quartiles sont des criteres de position. 
Les deciles separent un ensemble par rapport a la mediane en dix portions et les quartiles 
en quatre sous-ensembles. Ces deux calculs (deciles et quartiles) ne sont pas considered pour 
evaluer un degre de disjointure car ils imposent que la taille de l'ensemble des chemins soit 
elevee. Parmi les criteres de dispersion se trouvent : l'etendue, l'ecart interquartiles et les 
mesures de dispersion autour de la moyennes, a savoir l'ecart moyen, la variance, l'ecart type 
et l'intervalle de confiance. 
En general, ce sont les circonstances qui dictent le choix du calcul. Les valeurs numeriques 
pour les divers calculs proposes sont presentees dans le tableau de la figure 5.11 pour des 
ensembles de trois chemins. La seconde colonne du tableau donne les degres de disjointure 
individuels pour chacun des trois chemins (le chemin 1 en trait plein, le chemin 2 en pointilles 
et le chemin trois en trait double) selon diverses configurations de chemins. Dix exemples 
sont donnes. Tout d'abord, ils montrent que l'emploi des criteres de dispersion (etendue, 
ecarts, variance) est inadequat pour 1'evaluation d'un degre de disjointure. Ces criteres de 
dispersion illustrent une tendance de variation autour de la moyenne et non sur l'ensemble 
des variables. 
Les moyennes geometriques et harmoniques sont aussi un tres mauvais choix en raison de 
1'incertitude qui se presente lorsque l'un des chemins a un degre de disjointure individuel nul 
(configurations 4, 5 et de 7 a 10). 
L'accent est done mis sur la comparaison des criteres de positions les plus pertinents : la 
moyenne arithmetique, la moyenne quadratique, la mediane, la tendance et le mode. 
Telles que le montrent les configurations 5 et 9 du tableau recapitulatif, le mode n'est pas 
la solution adequate au probleme. En effet, le mode retoume la valetir qui apparait le plus 
frequemment dans un ensemble et ce cas de figure ne se presente pas toujours. 
La mediane semble etre un tres bon choix de mesure lorsque l'ensemble contient beaucoup 
de chemins. Statistiquement, e'est le choix qui devrait etre privilegie. Toutefois, elle n'est 
pas tres adaptee a la problematique actuelle qui ne vise que l'utilisation de quatre chemins 
au plus. De plus, la mediane n'est pas suffisamment discriminante. En effet, pour les confi-
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gurations 2, 3 et 4, elle retourne la valeur 50 sans indiquer laquelle des trois configuration 
est la meilleure, alors que la configuration 3 devrait etre privilegiee puisqu'elle fait intervenir 
le moins de liens joints. La meme situation est observee pour les configurations 5 et 6 ou la 
configuration 5 devrait etre celle choisie, puisqu'elle fait intervenir moins de nceuds joints a 
trois chemins a la fois. 
Les calculs les plus adequats sont la moyenne arithmetique, la moyenne quadratique, et la 
tendance. Ces trois mesures sont simples a implemented Selon les valeurs donnees par le ta-
bleau recapitulatif, elles suivent la meme progression, si bien qu'il est facile de croire qu'elles 
traduisent un meme etat de fait. Cependant, elles representent chacune des nuances. 
La tendance permet de nuancer les mesures. En effet, les cas 4, 6 et 8 pour lesquels la moyenne 
arithmetique est identique (33.33), la tendance privilegie la configuration 8, qui represente 
un cas ou les liens sont tous disjoints et ou se trouvent uniquement des nceuds joints. Mais 
comme precise precedemment, il est souvent preferable d'avoir des liens disjoints pour ne pas 
amputer plusieurs chemins a la fois lorsqu'une rupture intervient. En contre partie, la ten-
dance ne permet pas de choisir entre la configuration 4 et 6. Or, la configuration 4 devrait 
etre preferee car elle ne presente pas de nceuds joints pour trois chemins simultanement. 
Toutefois, en utilisant la tendance, on voit que la configuration 2 semble etre meilleure que 
la configuration 3 alors que toutes les autres mesures priviligieraient la configuration 3. 
La moyenne quadratique est celle qui apparait comme la mesure la plus pertinente. Elle suit 
la meme evolution que la moyenne arithmetique en permettant une nuance lorsqu'il y a une 
egalite avec la moyenne arithmetique. Ce cas de figure est observe avec les configurations 
4, 6 et 8 pour lesquelles la moyenne arithmetique est 33.33. Pour ces trois configurations, 
la moyenne quadratique permet de privilegier le cas 4 par rapport au cas 6, puisque le cas 
4 contient le moins de nceuds communs a trois chemins simultanement. En contre partie, 
cette moyenne ne discrimine pas laquelle des configurations 4 ou 8 est la meilleure. En toute 
logique, la configuration 8 devrait etre celle retenue puisqu'elle presente le moins de nceuds 
joints a plusieurs chemins simultanement (un seul nceud est joint, certes aux trois chemins, 
comparativement a deux nceuds dans la configuration 4 bien que ces deux nceuds ne soient 
communs qu'a deux chemins). De plus, la configuration 8 est totalement de liens disjoints, 
seul un noeud est joint alors que la configuration 4 presente des liens joints. 
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Le choix de la mesure s'orienterait done vers l'utilisaiton de la moyenne quadratique. Effec-
tuer le calcul de la tendance permettrait de faire un choix lorsqu'il y a une egalite. Une autre 
solution consisterait a evaluer, pour chaque configuration, les liens et les nceuds joints, puis, 
de choisir (en cas d'egalite) la configuration qui partage le moins de liens (il est preferable 
d'avoir des liens communs a deux chemins comparativement a avoir des liens communs a 
trois chemins). Si une egalite persiste, il faudrait ensuite evaluer la configuration qui partage 
le moins de nceuds. 
Pour conclure, selon la taille du reseau, les mesures de la moyenne quadratique, de la mediane 
ou de la tendance permettent une evaluation adequate du degre de disjointure. Si l'ensemble 
des chemins a evaluer est grand, la mediane tend a etre le meilleur choix. Dans ces travaux de 
these, une combinaison de chemins contient au plus quatre chemins, si bien que la moyenne 
quadratique et la tendance sont des meilleurs choix. La moyenne quadratique permet de 
mieux discriminer plusieurs configurations mais n'est pas totalement efficace a elle seule. En 
cas d'egalite entre deux ensembles de chemins, la tendance permet parfois de departager les 
configurations. En cas d'egalite, il faut regarder le nombre de nceuds joints ou le nombre de 
liens joints et privillegier la configuration qui en presente le moins. 
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5.7 Recapitulatif 
Ce chapitre resume les contributions de cette these. II survole les algorithmes decrits dans 
les chapitres sous forme d'articles. II aborde aussi des algorithmes et travaux qui ne sont pas 
presentes dans les chapitres suivants, souvent par manque de place, en raison du format im-
pose par les conferences visees par les articles. Certaines methodes sont relatees brievement 
dans les articles et meritent quelques precisions. 
Ce chapitre decrit rapidement le modele de quantification vectorielle en structure conjuguee 
ainsi que quelques ameliorations apportees, comme l'initialisation des vecteurs des diction-
naires conjugues, et la description du pre-classificateur. Une methode rapide montre comment 
obtenir un modele a deux descriptions en utilisant uniquement la CVQ a quatre descriptions. 
Des precisions sont apportees, notamment concernant 1'influence de la forme des classes du 
pre-classificateur, concernant la methode utilisee pour numeroter les classes et comment 
trouver rapidement a quelle classe un vecteur appartient selon sa position dans l'espace. Ce 
chapitre presente aussi la transformation appliquee pour maximiser l'utilisation des classes 
polaires du pre-classificateur lors de la quantification des vecteurs de ISF. Par la suite, le 
processus de MDC applique a un signal de parole est introduit. Une section decrit une 
methode pour stocker les tables du pre-classificateur en vue de minimiser l'espace memoire. 
Puis, une communication adequate entre les couches reseau et application permet une nette 
amelioration des performances. Enfin, cette section presente quelques methodes pour evaluer 
le critere de disjointure avec plus de deux chemins. 
Les chapitres suivants presentent les articles choisis pour composer le corps de cette these. 
•D
 
1 2 3 4 5 6 7 8 9 10
 
<H
> 
o
-
^
p 
O
 
<
^
 
0«
>-
<i
>D
 
a
a
io
is
aD
 
^
 ^
 
^
 
«
«
«
 
Dk
 
C
M
: 
10
0 
C
h2
:1
00
 
C
h3
:1
00
 
C
h1
:5
0 
C
h2
:5
0 
C
h3
:5
0 
C
h1
:5
0 
C
h2
:5
0 
C
h3
:1
00
 
C
M
: 
50
 
C
h2
:0
 
C
h3
:5
0 
C
M
: 
50
 
C
h2
:0
 
C
h3
:3
3 
C
M
: 
33
 
C
h2
:3
3 
C
h3
:3
3 
C
M
: 
66
 
C
h2
:0
 
C
h3
:6
6 
C
M
: 
66
 
C
h2
: 
0 
C
h3
:6
6 
C
M
: 
50
 
C
h2
:0
 
C
h3
:6
6 
0 
M
ar
ith
m
6t
iq
ue
 
10
0 
50
 
66
.6
6 
33
.3
3 
27
.6
6 
33
.3
3 
44
.4
4 
33
.3
3 
38
.8
8 
0 
M
gG
om
e't
riq
ue
 
10
0 
50
 
62
.9
9 
0 0 
33
.3
3 
0 0 0 0 
M
ha
rm
on
iq
ue
 
10
0 
50
 
60
 
lim
O
 
lim
O
 
33
.3
3 
lim
O
 
lim
O
 
lim
O
 
0 
M
qu
ad
ra
tiq
ue
 
10
 
7.
07
 
8.
16
 
5.
77
 
5.
26
 
5.
74
 
6.
63
 
5.
77
 
6.
22
 
o
 
M
ed
ia
ne
 
10
0 
50
 
50
 
50
 
33
 
33
 
66
.6
6 
66
.6
6 
50
 
0 
M
od
e 
10
0 
50
 
50
 
50
 
X 33
 
66
.6
6 
66
.6
6 
X 0 
Te
nd
an
ce
 
10
0 
50
 
41
.6
6 
33
.3
3 
36
.1
6 
33
 
44
.4
4 
44
.4
4 
30
.5
56
 
0 
Em
oy
en
 
0 0 
22
.2
2 
22
.2
2 
18
.4
4 
0 
29
.6
3 
29
.6
3 
38
 
0 
Va
ria
nc
e 
0 0 
83
3.
33
 
83
3.
33
 
64
6.
33
 
0 
14
81
.1
8 
14
81
.1
8 
12
03
.5
2 
0 
Et
yp
e 
0 0 
28
.8
7 
28
.8
7 
25
.4
2 
0 
38
.4
8 
38
.4
8 
34
.6
9 
0 
o
 I tq pi CO O ft ft CO O o I C! CO 
CHAPITRE 6 
ARTICLE DE CONFERENCE WIMOB AOUT 
2005 
Ce chapitre presente l'article soumis et accepte sous forme de presentation orale a la conference 
IEEE International Conference on Wireless and Mobile Computing, Networking Communica-
tion (WiMob) de Aout 2005 a Montreal, Quebec au Canada [28] suite a l'examen predoctoral 
de la candidate auteur de cette these. 
Le titre original de Particle est : "Multiple Description and Multi-Path Routing for Robust 
Voice Transmission over Ad Hoc Network" qui peut etre traduit en fran§ais par " Description 
multiple et routage Multichemin pour la transmission robuste de la voix dans un reseaux ad 
hoc". 
Les auteurs de cet article sont l'auteur de cet ecrit, la professeure Soumaya Cherkaoui et le 
professeur Roch Lefebvre . L'article est retranscrit en version anglaise, dans son integralite, 
a l'exception de la bibliographic Son format a ete converti conformement aux exigences de 
la Faculte de genie de l'Universite de Sherbrooke. Des corrections par rapport a la version 
originale soumise a la conference ont ete apportees. Les changements majeurs apportent des 
justifications sur la motivation pour cette etude. 
Ce chapitre constitue un preambule aux travaux de recherche en vue de permettre une com-
munication vocale sur un reseau mobile. II verifie l'interet de transmettre de l'information 
en utilisant un modele de codage en descriptions multiples. Bien que le modele soit encore 
simpliste et restreint a seulement deux descriptions, les resultats sont encourageants. De 
plus, ce chapitre demontre que le protocole de routage multichemin choisi per met une uti-
lisation adequate des ressources du reseau tout en favorisant les chemins les plus stables 
pour transmettre les donnees codees. Enfin, les resultats preliminaries presentes constituent 
la reference a laquelle sont comparees les methodes developpees par la suite. Une ebauche 
de codage en descriptions multiples avec plus de deux descriptions est brievement abordee. 
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Ainsi, ce chapitre constitue le point de depart des travaux de cette these. 
6.1 Resume 
6.1.1 Resume en frangais 
La mise en place d'une communication vocale a travers.un reseau sans fil mobile ad hoc 
presente des defis aussi bien dans le domaine du codage de la parole que dans le domaine des 
protocoles de reseaux. Dans cet article, nous proposons d'etudier les contraintes qu'impose 
une transmission vocale en temps reel a travers un reseau ad hoc. Nous presentons des solu-
tions pour pallier a ces contraintes en employant un modele en descriptions multiples (MDC, 
de 1'anglais Multiple Description Coding) et un nouvel algorithme de routage multichemin 
nomme MSBR. La MDC genere au moins deux bitstreams complementaires a partir de celui 
issu d'un encodeur de parole, chacun transmis a travers differentes routes. Au recepteur, cette 
fagon de proceder permet de conserver un niveau de qualite de la parole acceptable lorsque 
des paquets sont perdus. L'algorithme MSBR permet de trouver plusieurs routes stables 
vers la destination. Les performances de l'approche sont etudiees avec 1'utilisation de divers 
scenarios de simulations avec le simulateur de reseaux GloMosim ainsi que les evaluations 
audio. Les resultats illustrent que le modele par descriptions multiples accompagne de MSBR 
permet une utilisation efficace du reseau, tout en fournissant de bonnes performances lors 
d'une transmission vocale en temps reel. 
6.1.2 Abstract 
Achieving real-time voice communication over a mobile wireless ad hoc network poses many 
challenges both in speech coding and network protocols. In this paper, we investigate the 
real-time voice transmission capacity of ad hoc networks using a multiple description coding 
(MDC) scheme along with a recently introduced multi-path routing protocol called MSBR. 
The MDC generates two or more complementary bitstreams from the bitstream of the speech 
encoder, each sent along different routes. This allows the receiver to maintain acceptable 
speech quality even with missing packets. MSBR algorithm attempts to find multiple reliable 
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stable routes to the destination node. Simulations using the GloMoSim network simulator 
and speech audio evaluation setups were used to study the performances of the approach 
in different network scenarios. Results show that the MDC scheme, together with MSBR, 
makes an effective use of the network and provides good performances for real time voice 
transmission. 
6.1.3 Index terms 
Voice coding, multiple description, multi-path routing, ad hoc networks 
6.2 Introduction 
Mobile ad hoc networks (MANETs) have attracted many research efforts over the past few 
years. A MANET is a wireless network wherein mobile units can act as a node or router 
and communicate with other nodes through a multi-hop connection without requiring a fixed 
infrastructure. Nodes in MANETs have dynamic topology, limited bandwidth and low-power 
energy which can cause high error rates. In typical ad hoc networks, there are several possible 
paths to reach a destination node. A multi-path strategy can be a good technique to increase 
robustness and mitigate the effects of route failure [4] [46]. 
In the context of real time voice transmission, it is usually helpful for the receiver to have 
part of the sent information rather then no information. Depending on the received data, the 
missing or erroneous information can sometimes be recovered. Therefore, in a context where 
nodes connectivity can be highly unreliable, such as in MANETs, it might be interesting 
to look at multi-path routing as an alternative for insuring some data transmission to the 
receiver even when a particular path is compromised. 
In our work, we explore the use of multiple descriptions and multi-path routing for robust 
voice transmission over ad hoc networks. To exploit the path diversity, a Multiple Description 
Coding (MDC) separates the bitstream of a speech coder in two or more coarse descriptions, 
each sent along reliable paths found by the MSBR [32] routing algorithm. The method pro-
posed is based on [14] and can not be considered as a novelty, but its use with the MSBR 
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routing protocol is new. Therefore, the results confirm the relevance of the proposed scheme. 
At the receiver, the quality of the reconstructed speech at the receiver depends on the number 
of received descriptions and the way the descriptions are created. Each of the descriptions 
must contain enough information to reconstruct an acceptable voice signal when some des-
criptions are missing. The concepts of MDC used in this work were first introduced in [14], 
where the bitstream of the AMR-WB [22] coder is separated into two redundant descriptions. 
Each description contains a copy of the parameters calculated once per frame and an equal 
repartition of the parameters computed four times per frame. When both descriptions are 
received, the original bitstream is completely recovered; otherwise, the reconstructed speech 
is degraded but might still be acceptable. 
In this paper, we describe how we use the MSBR algorithm jointly with the MDC process to 
separate adequately the bitstream and send it over an ad hoc network. Section 6.3 presents 
the routing algorithm used for our model of voice transmission. Section 6.4 gives a short 
presentation of the voice codec used and also describes how the bits of the voice stream 
are split in two sub-streams prior to their transmission with the routing algorithm. Section 
6.5 shows the network simulation process and the speech audio evaluation setup that allows 
us to assess the quality of the reconstructed voice signal after encoding at the source node, 
transmission over the network and decoding process at the destination node. Finally, Section 
6.6 discusses the results. 
6.3 Multi-Path Routing Protocol 
The multi-path concept allows load balancing, distributed traffic in the network with bet-
ter use of the power, memory and computing requirement in each nodes [43]. This section 
presents the MSBR [32] multi-path routing protocol used in this work. 
6.3.1 MSBR Overview 
The Multi-path Stability Based Routing (MSBR) [32] algorithm is a Quality of Service (QoS) 
reactive protocol which uses a new metric to choose reliable and stable multiple routes among 
those found during the discovery phase of the routing protocol. Ad hoc single-path routing 
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protocols can find several routes but only one is considered to transmit data. 
MSBR is a multi-path routing protocol. It can be applied to any routing protocol which 
allows a discovery phase to return several paths. To help in the choice of routes, MSBR 
uses a new metric, the combined reliability based on trust, to determine the most reliable 
and stable paths. The new idea of MSBR is a way of calculating an end-to-end reliability 
parameter, based on some node-to-node reliability measures. Given a number of paths found 
during the route discovery phase, the method can evaluate the best combination of reliable 
disjoint paths with the best end-to-end combined reliability while satisfying a given band-
width requirement. MSBR selects a chosen number of disjoint routes and sends data on all 
of them when other methods use other paths as backup. MSBR can also assess, based on 
its proposed metric, if a number n of given paths gives better reliability than a number 
rn of paths. This property can be particularly useful for voice transmission, to dynamically 
evaluate at the source node how many descriptions should be created and sent over the ad 
hoc network simultaneously and independently. 
In MSBR, the route reconstruction phase can be partial or complete. In a partial recons-
truction process, when a failure occurs, the node that is previous to the one presenting the 
failure engages a discovery process to reach the destination. This version of MSBR is named 
MSBR-P. In MSBR-C, a complete reconstruction process is used. When a failure occurs 
three cases are observed. If the source node experiences the failure, it begins a discovery 
process to reach the destination. If the destination moves out of reach of its previous node in 
the path, the latter engages the discovery process to the destination. If an intermediate node 
has a lost link towards the destination, it informs the source which engages the discovery 
phase. When a complete reconstruction method is used, the simulations performed in [32] 
give better results with smaller end-to-end delays and fewer packets loss. 
Therefore, we used MSBR-C in our approach. 
6.3.2 End-to-end Reliability 
For MSBR, the reliability of a link between two nodes is considered as a measure of how 
much the corresponding wireless link can be trusted to transmit data effectively. The reliabi-
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lity considered as a trust measure can be either a direct or a recommended measure as seen 
in [7]. A direct reliability measure is based on experiences of direct data transmission bet-
ween two nodes. In a recommended measure, a third intermediary node gives his reliability 
recommended measure concerning its own direct wireless link with the target node. A direct 
reliability measure can be achieved for example, using beacon messages between node pairs 
in the network. This method was used for example in the other protocols, like ABR protocol 
[52] to estimate the link stability between two nodes. Knowing the reliability value between 
each consecutive node on a path, MSBR can then compute the end-to-end reliability value 
based on methods for the end-to-end trust calculation such as the one exposed in [7]. 
6.3.3 Path Selection 
In MSBR, the end-to-end reliability of each discovered path to destination is computed 
during the routes discovery phase. 
Given a bandwidth requirement, MSBR selects the disjoint paths with the best end-to-end 
reliability and enough combined bandwidth for the multi-path routing process. Disjoint paths 
are those that do not include any common intermediary nodes. MSBR considers the selected 
paths to simultaneously transmit data trough them. In our experimented approach, we use 
MSBR to select two disjoint paths to transmit encoded voice data. 
6.4 Encoding of Speech Signal 
6.4.1 A M R - W B overview 
Ad hoc networks are bandwidth limited and prone to packet loss. Thus, to perform real time 
speech transmission over MANET, a low bit rate codec is a good choice. 
The low bit rate speech codec used in this work is the Adaptive Multi Rate Wide Band 
(AMR-WB) [22] speech coding standard. 
It was developed in the context of GSM and WCDMA transmission. The coder is based on the 
ACELP (Algebraic Code Excited Linear Prediction) [31] technique. It uses an excitation-
filter model. A 16 order linear predictive (LP) filter (A(z)) models the vocal tract. The 
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VAD 
ISF 
ACB 
Gains 
ICB 
Total 
Mode 2 
1 
46 
34 
28 
144 
253 
s-f 1 
10 
7 
36 
s-f 2 
7 
7 
36 
s-f 3 
10 
7 
36 
s-f 4 
7 
7 
36 
Dl 
1 
32 
17 
14 
72 
136 
D2 
1 
30 
17 
14 
72 
134 
TABLEAU 6.1 - Bits allocation in Mode 2 and in Dl and D2 [14] 
excitation is composed of a periodic component (the pitch component) and an innovative 
component based on ACELP. The encoding scheme uses analysis by synthesis to find the 
best excitation shape and gains once the filter A(z) is calculated. The parameters in AMR-
WB are calculated for each consecutive 20 ms speech frame and sent to the decoder. The 
parameters consist in : the coefficients of the LP filter A(z) in the ISF (Immitance Spectrum 
Frequency) [8] domain calculated once per frame, the pitch delay and gain calculated four 
times per frame and the innovative excitation index and gain also calculated four times per 
frame. 
The input file of the AMR-WB is a speech signal at 16 kHz. The encoder uses an internal 
sampling frequency of 12,8 kHz. Thus, a 20 ms speech frame corresponds to 256 samples and 
a 5ms sub-frame contains 64 speech samples. The AMR-WB speech codec has 9 modes with 
bit rates ranging from 6,6 to 23,85kbps. 
For the purpose of this work, mode 2 of the AMR-WB coder is used with a bit rate of 12,65 
kbps. In mode 2, each 20 ms speech frame is compressed into a bitstream of 253 bits, as 
shown in Table 6.1, where s-f i corresponds to the sub-frame i. 
The 253 bits include 1 VAD bit, a Voice Activity Decision which can be used to send 
discontinuous data in non-speech frames to save bit rate. 46 bits are used to encode the 16 
ISF coefficients with a two-stage split vector quantization (VQ) where the first stage uses 
16 bits (8 bits for the first 9 ISF coefficients and 8 bits for the last 7 ISF coefficients). The 
remaining 30 bits are used to encode the quantization error of the first stage. To quantize the 
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error, the 16-dimensional vector is split in five sub-vectors, with dimension 3, 3, 3, 3 and 4 
respectively, each using 6, 7, 7, 5 and 5 bits respectively. The 16 bits of the first stage give a 
good approximation and the remaining 30 bits give refinement by quantizing the error. Then, 
in each 5ms sub-frame of a 20ms speech frame, the pitch delay, the innovative codevector 
and gains are encoded. For the adaptive codebook (ACB) parameters, the pitch delay uses 9, 
6, 9 and 6 bits per sub-frame and 1 bit per sub-frame to encode the choice of the long term 
filter needed. The second and the fourth pitch gains are encoded in relation with the first 
and the third respectively. The pitch gain is encoded jointly with the innovative codebook 
gain in a 2 dimensional VQ with 7 bits for each sub-frame. To find the innovative codebook 
(ICB) parameters, an ACELP structure uses interleaved tracks with few non-zero pulses. 
The specific case of AMR-WB in mode 2 uses four tracks of 16 samples each with 2 pulses 
per track (given a total of 8 pulses for each 64-dimentional sub-frame of 5 ms). Each pulse 
requires 4 bits to encode its position and 1 bit is used to encode the sign of each pair of 
pulses in a track, using pulse index ordering in the bitstream to find the sign of the second 
pulse in a pair. Thus, 8x4 bits for the pulses positions, plus 4 sign bits are used in each 5ms 
sub-frame to encode the innovative component. This gives 36 bits for each sub-frame and a 
total of 144 bits for the 20ms speech frame. The innovative codebook relays an important 
amount of data - it corresponds to 57 % of the information contained in the bitstream. 
6.4.2 Multiple Description Coding 
As outlined in the introduction, mobile wireless ad hoc networks are prone to packet loss. To 
minimize the impact of lost packets, MDC creates two or more descriptions, each containing 
a coarse version of the original bitstream of an encoder. At the receiver, each description can 
be decoded independently, but receiving supplementary descriptions gives a more accurate 
output speech signal. 
In this work, the bitstream of 253 bits, generated by the AMR-WB speech coder in mode 2, 
is separated in two descriptions (named Dl and D2) as in [14]. This is detailed in Table 6.1. 
The VAD (Vocal Activity Detector) bit is duplicated in both descriptions Dl and D2. The 
most significant ISF bits are duplicated in Dl and D2. As discussed in section 6.4.1, they 
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consist in the 16 bits of the first VQ stage. The bits of the second stage are split in Dl and 
D2 as follows. The 16 bits of the first three codevectors (6, 5 and 5 bits respectively) are 
placed in Dl and the 14 bits of the last two other codevectors (7 and 7 bits respectively) are 
placed in D2, 
The pitch delay parameters are split as follows. The bits of the first and second sub-frames 
are put in Dl while the bits of the third and fourth sub-frames are put in D2. The 7 bits in 
each sub-frame corresponding to the joint gains are distributed among Dl and D2, with the 
14 bits of the first and the second sub-frame allocated to Dl and the 14 bits of the last two 
sub-frames allocated to D2. 
The innovative codebook parameters are placed in descriptions as follows. Each 9 bits of 
the first and second tracks of each sub-frame are placed in Dl (9x2x4 = 72 bits for the 
frame) and the remaining 72 bits from track 3 and track 4 of each sub-frame are put in D2. 
As a result, Dl and D2 contain 136 and 134 bits respectively (6,8kbps and 6,7kbps) which 
correspond to a total bit rate of 13,5kbps for the two descriptions. 
The separation in two descriptions increases the global bit rate but (as will be seen in the 
following section) the quality of the reconstructed speech at the receiver is significantly 
increased compared to using a traditional single description. At the receiver, if both des-
criptions Dl and D2 are received, the bitstream can be completely recovered. When only 
one description arrives, the missing ISF vectors of the second stage and innovative codebook 
parameters are chosen randomly, the ACB parameters and gains received are duplicated in 
the two empty subframes. If no description is received, this is equivalent to a missing frame 
and the AMR-WB decoder applies a concealment technique to recover the lost data. 
6.4.3 Four Description Coding Scheme for the ICB 
As mentioned before, the excitation parameters (pitch delay, innovative component and joint 
gains) are calculated four times per frame. Further, the ACELP ICB uses four interleaved 
tracks. A four-description scheme would thus seem obvious. The ICB parameters relay an 
important amount of data in the bitstream. In mode 2 of. AMR-WB, they are coded using 
144 bits, corresponding to 57 % of the bitstream. 
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To find the ICB, an ACELP structure uses interleaved tracks with few non-zero pulses. Mode 
2 uses 4 tracks of 16 samples each with 2 pulses per track (8 pulses in each sub-frame). Each 
pulse needs 4 position bits and 1 bit to encode the sign of each pair. Thus, 8 bits per track 
and 4 sign bits are needed, giving 36 bits for each sub-frame and a total of 144 bits for the 
20 ms speech frame. We investigated the splitting of the ICB parameters in four descriptions 
by placing each track in each description. As a result, the approach is not a complete four-
description scheme. We simulated five channels : four channels sent each ICB track and a 
perfect channel, in which errors never occur, was dedicated to send the other parameters. 
Performances are presented in Section 6.6.3. 
6.5 Simulation and Evaluation Setup 
6.5.1 Network Simulation parameters 
The MSBR protocol was simulated with the GloMoSim (Global Mobile Information System 
Simulator) network simulator [61]. 
Table 6.2 shows the parameters for the performed network simulations. The parameters were 
chosen to simplify and isolate the analysis of the speech transmission over the ad hoc network. 
The AMR-WB speech coder computes 20ms speech frames. Thus, for a real time context, 
the packet sending period is set at 20 ms. The AMR-WB speech coder, in mode 2 (12,65 
kbps), compresses the voice signal before applying the MDC algorithm. At the receiver, the 
descriptions received are matched or transformed to recover the AMR-WB bitstream. 
The observed parameters are the end-to-end stability, the received packets rate and the ave-
rage end-to-end delay. In the context of voice transmission the received packets rate and 
the delay are very important. According to our experiences, in single-path speech commu-
nications, the reconstructed speech at the receiver is very perturbed when packet loss rates 
exceed 20 % and delays exceed 200 ms. When multiple paths with multiple descriptions 
schemes are used, the loss can be on one or more descriptions or paths at different times. 
From the receiver point of view, having a part (versus none) of the information helps to 
reconstruct the speech signal. 
6.5. SIMULATION AND EVALUATION SETUP 
Field size 
Number of nodes 
Power range 
Topology 
Mobility 
MAC protocol 
Network protocol 
Routing protocol 
Bandwidth 
End-to-end combine stability required 
Application 
Transmitted period 
Packet size 
Transmitted data 
1000m x 1000m 
60 
200m 
Uniform 
0-11.5m/s 
802.11 
IP 
MSBR 
2Mbit/s 
30% 
CBR 
20 ms 
136 and 134 bits 
AMR-WB bitstream separated MDC 
TABLEAU 6.2 - Network simulation parameters 
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6.5.2 Speech Simulation Scenarios 
To evaluate the speech quality obtained at the receiver, two kinds of experiments were used. 
The first evaluated the voice quality when two descriptions are created and the second eva-
luated the influence of ICB tracks in a context of four descriptions. 
To assess voice quality in the case of a MDC scheme with two descriptions, we used four 
scenarios. 
• Scenario 1 performed two-path routing and MDC on the AMR-WB bitstream in mode 2 
(13,5kbps). 
• Scenario 2 used a single-path scheme applied on the AMR-WB bitstream in mode 2 
(12,65kbps). Then, 10 % of packet loss in the single-path scheme corresponds to approxima-
tely 20 % of data loss in the multi-path scheme. 
• Scenario 3 used a two-path transmission and MDC on the AMR-WB bitstream in mode 0 
(6,6kbps) resulting in a global bit rate of 7,65kbps. 
• Scenario 4 used a two-path transmission in which each description contains a copy of the 
AMR-WB bitstream in mode 0 corresponding to a 13,2kbps global bit rate. In scenario 4, a 
speech frame is lost when two corresponding descriptions are lost. This probability is very 
low, e.g. a 20 % of lost data in previous scenarios corresponds to a 2 % of frame loss in 
scenario 4. Then, the audio quality obtained with mode 0 can be seen as a threshold under 
which we better duplicate the 6,6kbps bitstream in each descriptions rather than applying 
MDC. 
The second experiment evaluated the impact of the ICB parameters. We simulated the loss 
of one, two or three channels (paths) sending ICB tracks, while all other parameters are 
correctly received from the perfect channel. 
6.5.3 Speech Quality Evaluation Methods 
In order to assess the audio quality, objective or subjective speech evaluations can be perfor-
med. We used WB-PESQ [11] (Perceptual Evaluation of Speech Quality adapted for Wide 
Band signals) for objective speech evaluations, and MUSHRA methodology [20] (MUlti Sti-
mulus test with Hidden Reference and Anchors) for subjective evaluations. 
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We used four male and four female speech sequences of 8 seconds, sampled at 16kHz. In our 
simulations, data loss rate ranged from 0 to 20 % (according to network simulations) for 
single-path scenarios, approximately corresponding to 0 to 40 % of data loss for two-path 
scenarios. In the context of four-path scenarios, the experiments are performed in the special 
case where all bits of a ICB track (1, 2, 3, 4 or a combination of those) are systematically 
lost in each frame of the speech signal while all other bit parameters are correctly received. 
6.6 Results and Analysis 
6.6.1 Routing Performance 
The MSBR-C protocol is evaluated in terms of stability, packet loss rate and end-to-end 
delay. The protocol is compared with AODV (Ad hoc On-Demand Distance Vector routing) 
[40] and SBR (the single-path version of MSBR-C) when nodes move from 0 to 6 meters per 
second. When it comes to stability, MSBR-C is compared to ABR [52] (AODV does not use 
stability metric). The measures presented in the figures are the average measurements over 
all paths used to transmit data from a source to a destination node. 
Results show best performances when MSBR-C is used. Figure 6.1 presents the stability 
behavior of the three protocols. With MSBR-C, the stability rate is higher than 60 %, which 
means that MSBR-C finds more stable and reliable routes. ABR and SBR stability is between 
70 and 40 %. Even if stability up to 30 % is acceptable, having a higher rate will be better 
to insure the reliability of the network. 
Figure 6.2 presents the packet loss rate performance. The packet loss rate observed with 
MSBR-C is always smaller compared to AODV and SBR due to the multi-path routing 
along stable routes. A 40 % of packet loss when multiple paths axe used corresponds to a 20 
% of data loss on each path. 
Figure 6.3 shows the end-to-end delay obtained with MSBR-C, AODV and SBR. The end-
to-end delay with MSBR-C is very small, less than 130ms, which is very useful in real time 
voice applications. A delay higher than 200 ms is not acceptable in the context of real time 
voice transmission. AODV and SBR would not allow good speech quality at the receiver. 
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Figure 6.1 - Comparison of stability rate. 
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Figure 6.2 - Comparison of packet loss rate. 
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Figure 6.3 - Comparison of end-to-end delay. 
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Figure 6.4 - Objective speech performance. 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Data loss rata (•/.) 
Figure 6.5 - Subjective speech performance. 
6.6.2 Speech Performance with a Two-description Coding 
The voice quality obtained at the receiver is measured using WB-PESQ (Fig.6.4) and 
MUSHRA (Fig.6.5) on the voice sequences with scenarios described in section 6.5.2. 
According to the results shown in Fig.6.4 and Fig.6.5, scenario 1 gives best performances 
compared with scenario 2. In the range of 0 to around 5 % of data loss, using MDC gives 
similar results to those obtained using one description. When data loss rate is higher than 
10 %, repeating the bitstream in mode 0 (with 1 frame delay) gives better voice quality. 
Using scenario 3 does not give good performances. Depending on the network behavior, the 
description creation scheme can be adapted to perform best voice quality. 
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Wb-Pesq 
2,38 
2,37 
2,21 
2,2 
1,53 
1,49 
1,45 
Wb-Pesq 
1,23 
1,21 
1,19 
1,06 
1,04 
0.98 
0.94 
Track Correctly received 
TABLEAU 6.3 - Combination of received tracks and quality 
6.6.3 Influence of the ICB Track on Speech Performance 
Table 6.3 presents WB-PESQ scores as a function of the received (white) or lost (grey) ICB 
tracks. It shows that, depending on the missing tracks, better voice quality can be Obtained. 
Having three consecutive tracks (when the WB-PESQ mean score is 2,37) is a better choice 
than receiving interleaved tracks (mean scores is 2,2). In the case where two tracks are 
missing, having consecutive tracks (mean scores is 1,49) is better than receiving interleaved 
tracks (mean score is 1,21). 
Depending on the network behavior, the number of reliable paths found can fluctuate. The 
descriptions creation can be adapted while keeping the global bit rate constant. E.g., creating 
three descriptions containing couples 1 ;2, 2 ;3 and 3 ;4, with 72 redundant bits, and sending 
them on three strong reliable paths would be a better choice than sending four descriptions 
containing each four tracks, through four unreliable paths. Similarly, in a two-description 
scheme, tracks 3-ples with redundancy 1 ;2 ;3 and 2 ;3 ;4 can be placed in each description 
rather than couples 1 ;2 and 3 ;4. Then, if one description is missing, having three tracks 
is better choice than receiving only two. In a four-description mode, we can create 3-ples 
1 ;2 ;4, 1 ;3 ;4, and couples 1 ;2 3 ;4 then, send the 3-ples through two reliable paths and use 
the other as backup. Or, we can choose to put one track in each of the four descriptions 
in the condition where four stable and reliable paths can be discovered along the ad hoc 
network. 
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6.7 Conclusion and Future work 
In this paper, we investigated the use of a multiple-path algorithm and a source coding me-
chanism in a dense mobile ad hoc network. The MSBR algorithm provides multiple paths 
between source and destination nodes with an increased end-to-end reliability. We first ana-
lyzed the impact of the multi-path routing protocol. MSBR gives good performances with 
better stability rate than the single-path protocols. In the scenario evaluated in our simula-
tions, the packet loss rate and the average end-to-end delay are acceptable to achieve real 
time speech transmissions. To take advantage of the multi-path routing scheme, a MDC 
coding is applied to create descriptions of the AMR-WB coder bitstream. Other codecs can 
be employed, but the AMR-WB low and adaptive bit rates characteristics are suitable to 
the perturbed connectivity schemes of ad hoc networks. We evaluated the subjective qua-
lity of the reconstructed speech depending on the descriptions creation in different network 
scenarios. Applying MDC on the AMR-WB bitstream in mode 2 (producing a total bit 
rate of 13.5kbps) gives significantly better speech quality than using a single-description 
(12,65kbps). When packet loss rate exceeds 10 %, a better strategy consists in sending 2 
copies of the AMR-WB bitstream in mode 0 (6,6+6,6kbps), producing better speech quality 
with equivalent bit rate. Finally, we investigated the impact of the information relayed by 
ICB tracks. The combination of tracks in each description would influence the reconstructed 
voice quality. 
Further research on multi-path routing protocols is needed to decrease the data loss rate wi-
thout increasing the end-to-end delays and the stability rate. Future work will also focus on 
effective schemes to create more than two descriptions. Depending on the network behavior 
(number of reliable paths available), it is relevant to investigate methods which dynami-
cally adapt the number and the type of the descriptions to obtain better voice quality while 
dealing with extra bit rate. 
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CHAPITRE 7 
ARTICLE DE CONFERENCE ICASSP 2007 
Ce chapitre presente 1'article soumis, mais non retenu, a la conference IEEE International 
Conference on Acoustics, Speech and Signal Processing (ICASSP) 2007. 
Le titre original de 1'article est : "Generalized Conjugate Vector Quantization with Fast 
Search Algorithm" qui peut etre traduit en frangais par " Generalisation de la quantification 
vectorielle conjuguee avec algorithme rapide de recherche". Les auteurs de cet article sont 
Mylene Kwong et le professeur Roch Lefebvre. L'article est retranscrit en version anglaise et 
dans son integralite, a l'exception de la bibliographie, son format a ete converti conformement 
aux exigences de la Faculte de genie de l'Universite de Sherbrooke. Des corrections par 
rapport a la version originale soumise ont ete effectuees. Les changements majeurs apportent 
des eclaircissements sur la notion de la distribution cumulative de la complexite. Cette mesure 
permet d'evaluer la complexite, en termes de nombre de boucles imbriquees necessaires, dans 
l'algorithme de reduction de complexite. Des precisions sont apportees a la figure 7.3 pour 
une meilleure comprehension. 
Ce chapitre presente le modele generalise a plus de deux descriptions du codage en des-
criptions multiples utilisant une quantification vectorielle conjuguee. II introduit aussi un 
algorithme de pre-classification afin de diminuer la complexite de calcul de recherche durant 
la quantification. Le systeme est decrit et evalue avec un signal Gaussien. Les performances 
encouragent l'etape suivante qui vise a adapter la technique a des signaux plus complexes 
tels que les parametres de codage de la prediction lineaire. 
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7.1 Resume 
7.1.1 Resume en frangais 
Dans cet article, nous evaluons une generalisation de la quantification vectorielle conjuguee 
(CVQ, de l'anglais Conjugate Vector Quantization). CVQ est un modele de codage par des-
criptions multiples, employe pour attenuer l'effet de pertes de trames. Dans la generalisation 
de CVQ, K dictionnaires conjugues, au lieu de deux, sont entraines arm de creer le meilleur 
dictionnaire resultant. Ce dernier contient toutes les combinaisons possibles parmi K diction-
naires conjugues, en prenant un vecteur dans chacun des dictionnaires. Les experimentations 
avec une source Gaussienne sans memoire demontrent qu'utiliser CVQ avec K=4 descrip-
tions fournit un SNR similaire qu'avec K=2 dans le cas d'un canal sans pertes, tout en 
permettant une amelioration significative des performances lorsque des pertes interviennent 
sur le canal. L'article presente aussi un algorithme rapide de recherche base sur une pre-
classification. L'algorithme rapide permet Introduction de compromis entre la complexity 
de calcul et l'utilisation de la memoire a l'encodeur. 
7.1.2 Abstract 
In this paper, we explore a generalization of Conjugate Vector Quantization (CVQ). CVQ 
is a form of multiple description coding, which is applied to mitigate the effect of frame 
losses. In generalized CVQ, K conjugate codebooks, rather than two, are trained to create 
the best resulting codebook. The latter is formed by taking all possible combinations of the 
K conjugate codebooks, with one vector per codebook. Experiments using a memoryless 
Gaussian source show that CVQ with K=4 descriptions has almost the same SNR as with 
K=2 in clear channel conditions, while providing significant improvements in lossy chan-
nels. The paper also presents a fast search algorithm based on pre-classification. The fast 
algorithm allows making tradeoffs between computational complexity and memory storage 
at the encoder. 
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7.1.3 Index terms 
Multiple description coding, conjugate vector quantization, coding for noisy channels. 
7.2 Introduction 
When transmitting data or any signal on a channel, the input signal is typically decom-
posed in successive blocks, or frames. The frames are then encoded and sent through the 
channel. The encoding process depends on the nature of the signal or data. In the case 
of audio and video, encoding includes parameter extraction, followed by quantization and 
coding of the quantized values. If the channel is lossless, the received encoded information 
is identical to the transmitted information. The reconstructed data, or signal, produced by 
the decoder suffers only degradation from the quantization (lossy) process at the encoder. 
However, different types of transmission errors can occur, which introduce additional degra-
dation. Typical transmission errors include bit inversions and lost frames. To deliver data 
with high quality on lossy channels, especially when retransmission is not allowed as in the 
case of realtime communications, methods to minimize the channel effects exist. These can 
be separated in two main categories : methods which add redundancy to the encoded data, 
and methods which do not add redundancy. 
Methods using redundancy reduce the bit error probability at the expense of increased bit 
rate or end-to-end delay or even both. ECC (error correcting coding) [34] and FEC (forward 
error correction) [9] are some of the most widely used methods using redundancy. Some 
techniques are presented in Chapter 4. Those methods allow the detection and the correc-
tion of bit errors which occurred during data transmission. FEC mechanisms can transmit 
redundant information along with the original stream, so that a loss can be at least partly 
recovered from the redundant information. For example, in some approaches lower-rate de-
layed versions of a given frame are transmitted in adjacent frames [18]. A coarser version of 
a lost frame can then be recovered from adjacent frames if they are correctly received. 
There are also methods which do not use redundancy and still reduce the effect of bit errors 
or frame losses. An example is Zero Redundancy Coding [60], which remaps the indices of 
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the codewords in a vector quantizer with the objective that any two codewords with small 
Euclidian distance have indices with small Hamming distance (i.e. several identical bits). 
This reduces the effect of inverted bits, while not requiring any redundant information. In 
the case of lost frames, this is however insufficient since some data does not arrive at the 
decoder. In networks where multiple routes can be employed to send a given data stream, 
multiple description coding (MDC) [53] is an attractive method to reduce the effect of frame 
losses. In MDC, two or more descriptions of the source are created, each containing a partial 
description of the information transmitted. Each description can be sent through different 
channels. At the receiver, each description can be decoded independently. If more (ideally 
all) descriptions are received, they are combined to increase the reconstructed signal quality. 
Conjugate vector quantization (CVQ) [36] is an example of MDC. In CVQ, two conjugate 
codebooks are trained such that the midpoints of all possible combinations of their code-
vectors create the resulting codebook used for quantization. The index from each of the two 
conjugate codebooks can be sent on separate channels to increase the probability of receiving 
at least one index. Although traditional CVQ focuses on a two-channel approach, creating 
more descriptions can be useful, e.g. in multi-layer coding, hierarchical coding as well as in 
a multi-path context with more than two paths. 
* 
In this paper, we propose a generalization of CVQ to K channels. Since the complexity of 
the resulting codebook can increase rapidly with vector dimension and conjugate codebook 
sizes, we also propose a fast search algorithm which allows compromises between complexity 
and memory storage at the encoder. Section 7.3 describes 2-description CVQ and extends 
it to K descriptions. Section 7.4 presents a pre-classification method to reduce the encoder 
complexity. Experimental results using memoryless Gaussian sources are presented in Section 
7.5. Finally, Section 7.6 gives some conclusions. 
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7.3 Conjugate vector quantization 
7.3.1 Two-channels conjugate vector quantizer (2-CVQ) 
The CVQ scheme presented in [36] builds a vector quantizer Q by combining two intermediate 
conjugate codebooks X and Y. Any codevector z of Q is obtained as the midpoint of 3Vn and 
yn, with Xm € X and yn € Y. The conjugate codebooks X and Y are trained such that the 
distortion di is minimized for all vectors Ui of the training sequence : 
di Ui 2 J (7.1) 
In Equation (7.1), indices m and n are assumed to be the optimal indices for a given source 
vector Ui. The training scheme is based on the generalized Lloyd algorithm. Codebooks X 
and Y are first initialized. Then, the training algorithm alternates between X and Y, letting 
one of the codebooks unchanged while updating the other, always using Equation (7.1) as the 
distortion metric. For example, letting X be fixed in the first iteration, each new codevector 
in codebook Y will be updated as in Equation (7.2) : 
Vn = ^2 (2ui-xoptl)/card(Cn) (7.2) 
U(6C„ 
where C„ is the class of all training vectors ui which used the same codevector yn in the first 
iteration, card(Cn) is the size of that class and x<rpil is the optimal codevector in X which 
was chosen when quantizing u; . The process alternates from codebook Y to codebook X 
until convergence is achieved or the algorithm is stopped after a number of iterations. 
At equivalent bit rate, storage in CVQ is much less than in unconstrained VQ. With code-
vector dimension d and resolution r bits/dimension, and assuming each conjugate codebook 
has the same number of intermediate codevectors, 2~d codewords can be formed in the re-
sulting codebook. However, each intermediate codebook requires the storage of only 2rd/2 
codevectors. For example, an 8 bit VQ requires storing 256 codewords. Splitting this into 
two 4-bit conjugate codebooks requires storing only two times 16 codevectors. Of course, 
robustness to frame erasures is the main sought advantage of CVQ. 
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7.3.2 Generalization of CVQ (K-CVQ) 
Generalization of CVQ to the if-channel case can be useful in many instances. A generali-
zation means using K intermediate conjugate codebooks Ck, (k—0, ..., K-l). The codewords 
in the resulting codebook are then formed by all possible combinations among intermediate 
codevectors c^n of each Ck, where n=0, ...,N-1 and N is the number of codevectors in a 
conjugate codebook. The distortion ck measured in equation (7.1) becomes : 
di .. _ U^k=Q
 ck,opt,) 
K 
(7.3) 
If all conjugate codebooks have the same number N of intermediate reconstruction codevec-
tors, the size of the resulting codebook is NK. Only the K intermediate conjugate codebooks 
are stored, i.e. KxN intermediate codevectors, which is less than storing the complete re-
sulting codebook. In the special case of a 4-description CVQ, a codeword in the resulting 
codebook is a centroid between four codevectors each from one of the four conjugate co-
debooks. Training for the iiT-description case is very similar to the 2-description case. At 
each iteration, K-l intermediate codebooks are fixed and the new codevectors of the other 
codebook are updated using a generalization of Equation (7.2). Specifically, xapti is replaced 
by the sum of the optimal codevectors for ui in the fixed conjugate codebooks. 
Figure 7.1 compares the signal to noise ratios (SNR) at different bit rates obtained when a 
conventional singlechannel VQ, a 2-description CVQ and a 4-description CVQ are employed. 
The figure shows the performance of the quantizers for a memoryless Gaussian source and 
in the case of a clear channel (no frame losses). Although 4-CVQ introduces additional 
constraints to construct the resulting codebook, the distortion is very similar to that of 
2-CVQ at the same resolution. Moreover, at low resolution, the distortion of 4-CVQ and 
2-CVQ converge to that of the unconstrained VQ. 
In the training process, the initialization of the conjugate codebooks is important. Care 
should be taken to initialize the conjugate codebooks so as to cover the space even outside 
the source distribution. As illustrated in Section 5.2.2, with a random initialization, the 
performances of CVQ do not converge correctly. 
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Figure 7.1 - SNR comparison at different bit rates with Gaussian source. 
7.4 Complexity reduction using pre-classification 
Before discussing the performance of the generalized CVQ structure in lossy channels, we 
focus in this section on reducing the quantizer complexity. We assume first that only the 
intermediate codebooks are stored, which represents very low memory compared to storing 
the complete resulting codebook. Thus, in principle, for a given input vector, each of the 
resulting codevectors has to be generated and compared to the input. As the size of the 
conjugate codevectors increases, the quantizer complexity becomes exponentially large. 
To decrease this complexity, we propose a preclassification algorithm. The classification al-
lows a focused search which depends on the spatial position of an input vector. The main 
idea is to divide the source vector space into cells. We use regular rectangular cells, but 
more complex cells could be used. Rectangular cells allow fast classification, using uniform 
scalar quantization. Then, a statistical analysis is applied to a large set of representative 
input vectors, as follows. Each source vector is first classified as belonging to one cell, and 
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then quantized using the CVQ structure. Prom this, a statistical table is constructed for 
each cell, the table comprising the most often used intermediate vectors from all conjugate 
codebooks for quantizing a source vector in that cell. A constraint can then be applied on 
the maximum number of intermediate codevectors per cell. From these tables (one per cell), 
a pruning process can be applied when quantizing an input vector : after the vector is clas-
sified in a given cell, only the conjugate codevectors in the statistical table of that cell are 
considered. Additional memory is required at the encoder to store these statistical tables. 
The preclassification does not affect the decoder. A compromise between complexity and 
distortion can then be achieved. 
Figure 7.2 illustrates the effect of the pre-classification using a very large (16 bit) codebook 
split into four descriptions of 4 bits each. A memoryless Gaussian source is used, with a 
lossless channel. Each curve corresponds to a different number of classes in the pre-classifier, 
from 4 to 1936. The figure shows the SNR obtained when the statistical table of each class is 
constrained to a maximum number of codevectors in each conjugate codebook. For example, 
using only 4 classes, constraining the tables to 8 codevectors in each conjugate codebook re-
duces performance by several decibels. However, with 1000 cells and more, the pre-classifier 
can focus the search to less than 8 codevectors per conjugate codebook while maintaining 
the performance close to optimal (i.e. full search without pre-classification). The complexity 
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Figure 7.2 - SNR Performed using pre-classification (using four conjugate codebooks with 4 
bits each. 
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reduction allowed by the pre-classifier actually depends on the input vector, as shown in 
Figure 7.31. We use the same 16 bit resulting codebook as in Figure 7.2, corresponding to 
65536 codewords, decomposed into 4 descriptions of 4 bits (16 codevectors) each. 
In Figure 7.3,1936 cells are used in the pre-classifier and the maximum number of codevectors 
per conjugate codebook considered in the pre-classification tables is set to 8, which ensures 
very little degradation compared to the exhaustive search (i.e. without pre-classification). 
Hence, in this example, the maximum number of Euclidian distances computed after the 
input vector has been classified in a cell is 8*8*8*8 = 4096 (right most value on horizon-
tal axis of Figure 7.3). Figure 7.3 shows, for example, that about 70 % of the cells ensure 
that less than 1000 Euclidian distances will be computed, compared to 65536 without pre-
classification (a complexity reduction of more than 65). Further, Figure 7.3 shows that for 
90 % of the cells, the complexity will be below 2500 Euclidian distances (a gain of about 
25). The worst case (less than 1 % of the time) is 4096 computations, a gain of 4. 
This produces a quantizer, including pre-classification, with variable complexity. Of course, 
the worst case is the most relevant in a real-time scenario. However, considering the use of 
such a CVQ in an audio or video encoder, several parameters such as spectral coefficients 
could be quantized in the same block. Thus, the different parameters within the same block 
would be quantized with varying complexity, with very few using the worst case of Figure 
7.3. Significant complexity reductions could thus be obtained, with the gains of multiple 
description coding. 
7.5 Performance in lossy channels 
The objective of generalizing the CVQ structure is to increase robustness to frame losses. In 
this section, we analyze the performance of 4-CVQ compared to 2-CVQ and unconstrained 
VQ in lossy channel conditions. 
1This note is added for the thesis document. The figure shows the cumulative distribution of complexity 
(the number of calculations). A high augmentation in the curve corresponds to an increase of the complexity. 
In the same way, a small variation means that the corresponding complexity occurs rarely. For example, the 
small variation in the top right of the curve shows that having 3300 to 4000 calculations occurs almost less 
than 1 % of the time. 
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Comefs>% 
Figure 7.3 - Complexity reduction using 1936 cells with maximum of 8 codevectors per 
conjugate codebook. The complexity correspond to the number if loops needed to explore 
all combination of the intermediate codebooks. 
To evaluate the impact of frame erasures, a 16-bit, 2-dimensional VQ is constructed using 
three approaches : unconstrained VQ (1 description), 2-description CVQ (8 bits per conjugate 
codebook) and 4-description CVQ (4 bits per conjugate codebook). No pre-classification is 
used to reduce CVQ complexity. From Section 7.4, significant complexity savings could be 
achieved with little degradation in SNR. A memoryless Gaussian source is used as test signal. 
The descriptions are all sent on channels with the same frame loss rate. Rates from 0.01 % 
to 20 % loss are considered. Figure 7.4 shows the SNR, including channel effects, for the 
three configurations. At very low frame loss rate, the 2-and 4-description CVQ perform a 
few dBs below the unconstrained VQ. This is in accordance to Figure 7.1 (at 8 bits/sample 
resolution). Note that at lower resolution (fewer bits/sample), performance in absence of 
frame loss would be very similar in all three configurations. However, from Figure 7.4, CVQ 
rapidly outperforms the unconstrained VQ with frame loss rates as low as 0.1 %• It is also 
observed that 4-description CVQ outperforms 2-description CVQ by about 10 dB as soon 
as frame loss exceeds 1 %. 
One general observation that can be made is that CVQ provides a way to improve the 
amount of data that is at least partially received, at the expense of completely non-erased 
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Figure 7.4 - SNR for 16-bit VQ with 1,2 and 4 descriptions at different frame loss rates 
(same loss rate on each channel). 
data. For example, with a frame loss rate of 10 % and using a 1-description (unconstrained) 
VQ, 90 % of the data is correctly received and 10 % is completely lost. With a 4-description 
CVQ, "only" 65.61 % of data arrives with 4 descriptions inact, but a missing frame (all 4 
descriptions lost) is declared only 0.01 % of the time. The other cases correspond to only 1, 
2 or 3 descriptions arriving, with 29.16 %, 4.86 % and 0.36 % probability, respectively. This 
mainly explains the shape of the upper curve in Figure 7.4. 
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7.6 Conclusion 
This paper presented a generalization of conjugate vector quantization to more than 2 conju-
gate codebooks. The objective is to improve quantization performance in lossy channels 
with frame erasures. We specifically evaluated a 4-description CVQ and compared it to 2-
description GVQ and unconstrained (1-description) VQ. With proper codebook training, and 
at resolution below 4 bits/sample, the distortion in error-free channels is similar for 4-CVQ, 
2-CVQ and unconstrained VQ. 
Above 0.1 % frames loss, a conjugate scheme has less distortion than unconstrained VQ. At 
higher loss rates, 4-CVQ presents better distortion performances by several dBs. In prin-
ciple, the search for the best combination of conjugate codebooks requires to generate all 
possible combinations and compute all associated distance measures. This can result in very 
high complexity, especially at higher resolution and vector dimension. To reduce this search 
complexity, a pre-classification algorithm was also proposed. The classifier divides the input 
space in cells, and essentially localizes which cell the input vector belongs to. In each cell, 
only a very small subset of the total resulting codebook is allowed to be searched. This re-
quires additional tables but brings the complexity to a manageable level with little distortion 
cost. 
CHAPITRE 8 
ARTICLE DE CONFERENCE AES MAI 2007 
Ce chapitre presente Particle soumis et accepte sous forme de presentation orale a la 122eme 
conference de V Audio Engineering Society (AES) de Mai 2007 a Vienne, en Autriche [30]. 
Le titre original de l'article est: "Multiple Description Coding for Audio Transmission Using 
Conjugate Vector Quantization" qui peut etre traduit en frangais par " Codage par descrip-
tions multiples pour la transmission de 1'audio dans un contexte de quantification vectorielle 
conjuguee". Les auteurs de cet article sont Mylene Kwong, le professeur Roch Lefebvre et 
la professeure Soumaya Cherkaoui. L'article est retranscrit en version anglaise et dans son 
integralite, a l'exception de la bibliographie, son format a ete' converti conformement aux 
exigences de la Faculte de genie de l'Universite de Sherbrooke. 
Apres avoir demontre la viabilite du modele MDC utilisant la CVQ a plusieurs descrip-
tions pour des signaux gaussiens (section 7), la methode est appliquee a des parametres de 
prediction lineaire d'un codeur de parole. Ce chapitre presente l'integration de la methode 
MDC-CVQ appliquee aux coefficients LP, dans un dispositif global de separation en descrip-
tions applique aux parametres de codage d'un encodeur de parole bas debit. Ainsi, ce chapitre 
traite de la description multiple appliquee a des signaux reels de parole. Les contributions 
de cette these sont en partie presentees dans ce chapitre. 
8.1 Resume 
8.1.1 Resume en frangais 
Cet article etudie la robustesse d'une transmission audio en temps reel a travers un reseau 
fluctuant dans lequel des chemins multiples peuvent etre considered. La quantification vecto-
rielle conjuguee CVQ (de l'anglais, Conjugate Vector Quantization) est une forme de codage 
par descriptions multiples qui permet d'ameliorer la resilience aux paquets perdus. Ce travail 
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presente une generalisation de la structure CVQ, dans laquelle K>2 dictionnaires conjugues 
differents sont entraines de fagon a obtenir le meilleur dictionnaire resultant. Les experiences 
montrent que la performance d'une CVQ a quatre descriptions est tres similaire a une quan-
tification vectorielle sans contrainte lorsque le canal est sans pertes, tout en permettant une 
amelioration significative lorsque le canal est perturbe. Nous presentons aussi un algorithme 
de recherche rapide qui permet de faire des compromis entre la complexite de calcul et l'es-
pace memoire utilise a l'encodeur. Ce modele de quantification robuste permet d'encoder de 
1'information aussi critique que les coefficients spectraux issus d'un codeur de parole ou d'un 
codeur audio percoptuel. 
8.1.2 Abstract 
This paper explores robustness issues for real-time audio transmission over perturbed net-
works where multiple paths can be considered. Conjugate Vector Quantization (CVQ), a 
form of Multiple Description Coding, can improve the resilience to packet losses. This work 
presents a generalized CVQ structure, where K>2 different conjugate codebooks are trained 
to create the best resulting codebook. Experiments show that 4-description CVQ performs 
very closely to unconstrained VQ in clear channel conditions, while providing significant im-
provements in lossy channels. We also present a fast search algorithm which allows tradeoffs 
between computational complexity and memory storage at the encoder. This robust quanti-
zation scheme can encode sensitive information such as spectral coefficients in a speech coder 
or a perceptual audio coder. 
8.2 Introduction 
Achieving real-time voice communication over data-dedicated networks such as mobile wire-
less ad hoc networks poses many challenges, both in speech coding and networking. As nodes 
connectivity varies in mobile wireless networks, they are prone to bit errors and packet losses. 
In the context of real-time voice transmissions, where retransmission can not be considered, 
methods to minimize the impact of lost packets over perturbed channels must be considered. 
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When transmitting data or any signal on a channel, the source signal is typically decomposed 
in successive frames. The frames are encoded and sent through the channel. The encoding 
process depends on the nature of the signal. For an audio signal, encoding includes para-
meter extraction, followed by quantization of the parameters and coding of the quantized 
parameters. If the channel is lossless, the received information after decoding is identical 
to the transmitted information. The reconstructed signal only suffers degradation from the 
quantization at the encoder which is a lossy process. However, different types of transmission 
errors can occur on the channel, introducing additional degradation on the received signal. 
Typical transmission errors include bit errors and lost frames. 
Several methods have been proposed to minimize the channel effects. These methods can 
be separated in two categories : methods which add redundancy to the encoded data, and 
methods which do not, add redundancy. 
Methods using redundancy aim to reduce the bit error and/or the frame loss probability at 
the expense of an increased bit rate, end-to-end delay, or even both. ECC (error correcting 
coding) and FEC (forward error correction) are some of the most widely employed methods 
using redundancy. ECC [34] allows the detection and the correction of bit errors which 
occurred during data transmission. FEC [9] mechanisms transmit redundant information 
along with the original stream so that a loss can be at least partly recovered from the 
redundant information. For example, in some approaches, lower-rate delayed versions of a 
given frame are transmitted in adjacent frames [18]. A coarser version of a lost frame can 
then be recovered from adjacent frames if they are correctly received. 
Methods which do not use redundancy can also mitigate the effect of bit errors or frame 
losses. An example is Zero Redundancy Coding [60]. This method remaps the indices of 
the codewords in a vector quantizer with the objective that any two codewords with small 
Euclidian distance have indices with small Hamming distance (i.e. several identical bits). 
This technique reduces the effect of inverted bits, without requiring redundant information. 
However, in the case of lost frames, this is insufficient since some data does not arrive at the 
decoder. 
In real-time audio transmission on perturbed networks, it is usually helpful for the receiver to 
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have part of the transmitted information rather then no information. This is because, audio 
and speech coders can extrapolate some of the missing information by exploiting correlation 
in the parameters and in the samples. In networks where multiple routes can be employed 
to send a data stream, multi-path routing is an alternative for maximizing the probability of 
receiving at least partial information in case of lossy channels. Multiple description coding 
(MDC) [53] is an attractive method to exploit path diversity of a network. In MDC, two or 
more descriptions of the source signal are created, each containing a partial description of the 
information transmitted. Each description can be sent through different channels and can be 
decoded independently at the decoder. If more (ideally all) descriptions are received, they 
are combined to increase the quality of the reconstructed signal. Several methods to create 
multiple descriptions are described in [10] and simulated under different network conditions. 
These methods include pairwise hierarchical correlating transforms, interleaving and frames 
repetition to improve the sound quality of audio streamed over 802.11b/g. 
Conjugate vector quantization (CVQ) [36] is an example of MDC. In CVQ, two conjugate 
codebooks are trained such that the mid-points of all possible combinations of their code-
vectors create a resulting codebook used for quantization. The indexes from each of the two 
conjugate codebooks can be sent on separate channels to increase the probability of receiving 
at least one index. Although CVQ presented in the literature focuses on a two-description 
approach, creating more descriptions can be useful, e.g. in multi-layer coding, hierarchical 
coding as well as in a multi-path context with more than two paths. 
In this work, we propose a generalization of CVQ to K descriptions. We also propose a fast 
search algorithm which allows compromises between complexity and memory at the encoder. 
The performance of the resulting quantizer is first presented using a memoryless Gaussian 
source and random packet loss traces. To measure the performance in an audio transmission 
application, we apply CVQ to protect the spectral coefficients (LP filter) of a wideband 
speech coder and use interleaving for the other coefficients as in [14]. Descriptions are sent 
on multiple paths of an ad hoc network simulated using a network simulator, more precisely 
GloMoSim [61] (Global Mobile Information System Simulator). 
The paper is organized as follows. Section 8.3 presents network simulations to create packet 
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lost traces occurring in a mobile wireless networks. Section 8.4 describes 2-description CVQ 
and extends to K descriptions. Experimental results of CVQ using memoryless Gaussian 
sources are shown in section 8.5. Section 8.6 presents a pre-classification method to reduce 
the search complexity in the resulting codebook of the CVQ. Section 8.7 describes a complete 
MDC scheme applied to a wideband speech codec as a practical use of CVQ. Finally, section 
8.8 gives some conclusions. 
8.3 Network simulation for packet loss traces 
In this work, we study the use of multiple description coding (MDC) for robust voice trans-
missions over perturbed wireless data networks such as mobile ad hod networks (MANET). 
A MANET is a wireless data network, wherein mobile units can act as a node or a rou-
ter and communicate with other nodes through a multi-hop connection without requiring 
a fixed infrastructure. Nodes in a MANET have dynamic topology, limited bandwidth and 
low-power which can cause high error transmissions such as packet losses. Large MANET 
allow path diversity which is well adapted to MDC to send descriptions over multiple routes. 
The multiple paths concept allows load balancing, distributed traffic in the network with a 
better use of the power, memory and computing requirements in each node [43]. 
MSBR [32] is an ad hoc multi-path routing protocol. It is a Quality of Service (QoS) reactive 
protocol which uses a metric (the combined reliability based on trust) to choose reliable and 
stable multiple routes among those found during the discovery phase of the routing proto-
col. The protocol selects a chosen number of disjoint paths and sends data on all of them. 
MSBR calculates an end-to-end reliability parameter, based on some node-to-node reliability 
measures. Given a number of paths found during the route discovery phase, the method can 
evaluate the best combination of reliable disjoint paths with the best end-to-end combined 
reliability while satisfying a given bandwidth requirement. For the purpose of this work, the 
protocol is set to find four or two disjoint paths between the source node and the reception 
node. 
The MSBR protocol was simulated with a network simulator (GloMoSim [61]). Parameters 
for the network simulation are set to simplify and isolate the analysis of the speech trans-
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mission over the ad hoc network. Traces obtained in the simulated mobile ad hoc network 
are used to calculate the packet loss rates in speech transmission. Loss rates obtained in 
simulation are in the range of 1 to above 20 %. 
8.4 Conjugate vector quantization 
8.4.1 Two-channel conjugate vector quantizer (2-CVQ) 
Principles of conjugate vector quantization are presented in [36]. The algorithm builds a 
vector quantizer Q by combining two intermediate conjugate codebooks X and Y. Any 
codeword z of Q is obtained as the average (mid-point) of two intermediate codevectors 
Xm and yn, respectively in X and Y. The intermediate conjugate codebooks X and Y are 
trained such that the distortion dk is minimized for all vectors Ui of the training sequence. 
di 
—2-) (8.1) 
In Equation (8.1), indices m and n are assumed to be the optimal indices for a given source 
vector Ui. Training of X and Y is based on the generalized Lloyd algorithm [16]. First, 
codebooks X and Y are initialized. Then, the training algorithm alternates between the 
two codebooks, one unchanged while updating the other, always using Equation (8.1) as 
the distortion metric. For example, letting codebook X be fixed, the updated intermediate 
codevectors in codebook Y are given by Equation (8.2), which is obtained by letting 9(^W) — 
0. Here, E(dj) is the average distortion in the Voronoi region containing all source vectors 
using intermediate codevector yn-
Vn= 5Z (2ui -Xopt,)/card(Cn) (8.2) 
U|€C„ 
In Equation (8.2), Cn is the class of all training vectors ui which used the same intermediate 
codevector yn in that iteration, card(Cn) is the size of that class and xoptl is the optimal 
intermediate codevector in X which was chosen when quantizing u\. Then, the training pro-
cess alternates between X and Y until convergence is achieved or a number of iterations is 
reached. 
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Figure 8.1 - Resulting codewords with a 2-description CVQ, using 4 intermediate codevectors 
in each conjugate codebook. 
Figure 8.1 shows an example of a 4-bit resulting codebook (16 codewords, marked with o) ob-
tained with CVQ for a memoryless Gaussian source in 2 dimensions with 2 bits per conjugate 
codebook (4 intermediate codevectors, marked with x and + respectively). The 16 resulting 
codewords are generated as the mid-points between all combinations of intermediate code-
vectors in each conjugate codebook. We see that the resulting codebook covers the source 
well. Also, when a description is missing, it is observed that using the other descriptions is 
still acceptable. The worse case occurs when each intermediate codevector xm and yn in the 
conjugate codebooks are the farthest apart from the corresponding resulting codeword z. In 
such a case, a missing description (xm or yn) would cause a large error. In Figure 8.1 a worse 
case is illustrated with the bold line. 
At an equivalent bit rate, the memory requirement in CVQ is much less than in conventional 
VQ. In CVQ, only the conjugate codebooks are stored, which is much less than the com-
plete resulting codebook. For example, an 8-bit VQ requires the storage of 256 codevectors. 
CVQ splits this into two 4-bit conjugate codebooks, and requires storing only two times 16 
codevectors. However, the primary sought advantage of CVQ is robustness to frame erasures. 
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8.4.2 Generalization of CVQ (K-CVQ) 
Generalization of CVQ to the if-description case can be useful in many instances. Codevec-
tors in the resulting codebook are formed by taking the average of all possible combinations 
among intermediate codevectors Ckin of each K intermediate conjugate codebook (C^), where 
n=0,. ..,N-1 and N is the number of codevectors in a conjugate codebook. With /^-description 
CVQ, the distortion ck measured in Equation (8.1) becomes Equation (8.3). 
di 
K-l 
(8.3) (5Ifc=rO Ch,Optl) U/4 — 
K 
If all conjugate codebooks have the same number N of intermediate reconstruction codevec-
tors, the size of the resulting codebook is NK. Only the codevectors of the K intermediate 
conjugate codebooks are stored, i.e. KxN intermediate codevectors, which is much less than 
storing the complete resulting codebook. Training for the if-description case is very similar 
to 2-description CVQ. At each iteration, one intermediate codebook is updated using a ge-
neralization of Equation (8.2), while the remaining K-l intermediate codebooks are fixed. 
Then, xoptl in Equation (8.2) is replaced by the sum of the optimal codevectors for ui in the 
fixed conjugate codebooks. 
In the special case of K=4 descriptions using CVQ, a codeword in the resulting codebook 
is a centroid between four codevectors each from one of the four conjugate codebooks. We 
note that in this case, even if one or two descriptions are lost, the reconstructed value is still 
a combination of intermediate codevectors. This limits the occurrence of "worse cases" as 
illustrated in Figure 8.1. 
Figure 8.2 compares signal to noise ratios (SNR) at different bit rates obtained when a 
conventional single-description VQ, 2-description CVQ and 4-description CVQ are employed 
for encoding a 2-dimensional memoryless Gaussian source in the case of a clear channel (i.e. 
with no frame losses). Although 4-CVQ introduces additional constraints to construct the 
resulting codebook, the distortion is very similar to that of 2-CVQ at the same resolution. 
Moreover, at low resolution, the distortion of 4-CVQ and 2-CVQ converge to that of the 
unconstrained VQ. 
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Figure 8.2 - SNR comparison at different bit rates with Gaussian source. 
8.5 Performance in lossy channels 
In this section, we analyze the performance of 4-description CVQ compared to 2-description 
CVQ and unconstrained VQ in lossy channel conditions using a 2-dimensional memoryless 
Gaussian source. Application of CVQ to improve the robustness of a speech coder will be 
presented in section 8.7. To evaluate the impact of frame erasures, a 16-bit, 2-dimensional VQ 
is constructed using three approaches : unconstrained VQ (single description), 2-description 
CVQ (8 bits per conjugate codebook) and 4-description CVQ (4 bits per conjugate code-
book). The descriptions are all sent on channels with the same frame loss rate ranging from 
0.01 % to 20 %. 
Figure 8.3 shows the SNR, including channel effects, for the 3 configurations. At very low 
frame loss rates, the 2- and 4-description CVQ perform a few dB below the unconstrained 
VQ. This is in accordance with Figure 8.2 (at 8 bits/sample). However, from Figure 8.3, 
CVQ rapidly outperforms the unconstrained VQ with frame loss rates as low as 0.1 %. It 
is also observed that 4-description CVQ outperforms 2-description CVQ by about 10 dB as 
soon as frame loss exceeds 1 %. 
One general observation is that CVQ provides a way to improve the amount of data that is 
at least partially received, at the expense of completely non-erased data. For example, with 
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Figure 8.3 - SNR for 16-bit VQ with 1, 2 and 4 descriptions at different frame loss rates. 
frame loss rate of 10 % on each path and using an unconstrained VQ, 90 % of the data is 
correctly received but 10 % is completely lost. With a 4-description CVQ, "only" 65.61 % of 
data arrives with 4 descriptions intact. However, a missing frame (all 4 descriptions missing) 
is only declared 0.01 % of the time. A complete loss almost never happens. The other cases 
correspond to only 3, 2 or 1 descriptions arriving correctly, with 29.16 %, 4.86 % and 0.36 % 
probabilities, respectively. This mainly explains the shape of the upper curve in Figure 8.3. 
8.6 Complexity reduction using pre-classification 
In this section, we focus on reducing the quantizer complexity for CVQ. As the size of the 
conjugate codebooks increases (so as the size of the resulting codebook), the quantizer com-
plexity becomes exponentially large. This is because when quantizing a given input vector, 
each of the resulting codewords has to be generated and compared to the input. To decrease 
complexity, we propose a pre-classification algorithm. Tradeoffs between quantization com-
plexity and storage memory can be achieved. 
The pre-classification allows a focused search which depends on the spatial position of an 
input vector. The main idea is to divide the source vector space into cells and to determine 
which subsets of intermediate codevectors are likely to be used for that cell. We first use 
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rectangular cells which allow fast classification using uniform scalar quantization on each 
dimension of an input vector. More complex cells can be employed to match the source dis-
tribution. This can improve the pre-classifier. 
The pre-classification algorithm first creates cells. A statistical analysis is then performed 
off-line. The statistical analysis is applied to a large set of representative input vectors. 
First, each source vector is classified as belonging to one cell and then, quantized using the 
CVQ structure. From this scheme, a statistical table is constructed for each cell. The table 
comprises the most often used intermediate codeyectors from all conjugate codebooks for 
quantizing a source vector in that cell. Knowing to which cell belongs an input vector allows 
a focused search using only the intermediate codevectors mostly used in that particular cell. 
A constraint can then be applied on the maximum number of intermediate codevectors per 
cell. From these tables (one per cell), a pruning process can be applied when quantizing an 
input vector : after the vector is classified in a given cell, only the conjugate codevectors in 
the statistical table of that particular cell are considered. 
Additional memory is required at the encoder to store these statistical tables. The pre-
classifier does not affect the decoder. A compromise between complexity and distortion can 
then be achieved. 
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Figure 8.4 - SNR using pre-classification, with four 4-bit conjugate codebooks. 
The performance of the pre-classifier is shown in Figure 8.4 for a memoryless Gaussian 
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source and lossless channels when 4-description CVQ is used. We first give results for rec-
tangular cells. Results using more suitable cells will follow. Figure 8.4 illustrates the SNR 
of the pruned CVQ using rectangular pre-classification for a very large resulting codebook 
(16 bits) obtained using four intermediate conjugate codebooks of 4 bits each. Each curve 
corresponds to a different number of classes in the pre-classifier, from 4 to 1936. The hori-
zontal axis shows the maximum number of codevectors allowed per cell for each conjugate 
codebook. For example, using only 4 classes (lower curve) and constraining the tables to 
8 codevectors per cell in each conjugate codebook reduces performance of 4 dB. However, 
with 1000 cells and more, the pre-classifier can focus the search to less than 8 codevectors 
per conjugate codebook while maintaining the performance close to optimal (i.e. full search 
without pre-classification). When the number of cells increases the cells become smaller. 
The complexity reduction allowed by the pre-classifier actually depends on the input vector 
position in space (which cell it falls into). This is because, as the cells get smaller, some cells 
use few resulting codewords. As a consequence, the number of conjugate codevectors from 
each conjugate codebook used in a given cell becomes smaller until the pre-classification 
reaches the limit where only one resulting codeword is used in a cell (corresponding to one 
specific intermediate codevector in each conjugate codebook). In that limit, quantization 
stops after pre-classification i.e. no search in CVQ is necessary. Managing the empty cells is 
also an issue. In that particular case, an input vector belonging to an empty cell is consi-
dered as belonging to the nearest nonempty cell and quantized with the pruned resulting 
codewords used in that nearest cell. 
Figure 8.5 illustrates the cumulative distribution of complexity for the 16-bit 4-description 
CVQ used in figure 8.4. The resulting codebook has 65536 codewords, decomposed into 4 
descriptions of 4 bits (16 intermediate codevectors) each. In Figure 8.5, 1936 rectangular 
cells are used. in the pre-classifier and the maximum number of codevectors per conjugate 
codebook considered in the pre-classification tables is set to 8 (half the size of each conjugate 
codebook), which ensures very little degradation compared to the exhaustive search (without 
pre-classification). In the example of figure 8.5, the worse case in complexity is reached when 
the maximum of Euclidian distance computations is 4086, compared to 65536 without pre-
classification. This worse case occurs for less than 1 % of the input vectors. Furthermore, 
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Figure 8.5 - Complexity reduction using 1936 cells with maximum of 8 codevectors kept per 
conjugate codebook. 
Figure 8.5 shows that for 90 % of the cells less, than 2500 computations are made. 
The complexity reduction allowed by the pre-classifier also depends on the type of cells used. 
Depending on the distribution of the source, employing rectangular cells is not optimal. In 
the case of a memoryless Gaussian source, rectangular cells are not adapted. 
Figure 8.6 - Pre-classification using rectangular(a) or polar(b) cell when using a memoryless 
Gaussian source. 
Figure 8.6 illustrates this issue using rectangular and polar cells. As shown in Figure 8.6(a), 
when 72 rectangular cells are used, only few of them are effectively used in the pre-classification. 
In fact, 18 cells (25 % in that particular example) remainded unused because no source vec-
tors belong to them. As shown in Figure 8.6(b), adapting the cell distribution to the source 
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can maximize the number of cells effectively used (in that example, all cells contain at least 
one source vector). Thus, in the special case of a memoryless Gaussian source, polar cells are 
more in accordance to the source distribution compared to rectangular cells. Therefore, the 
pre-classifier performance can be improved, and the complexity and memory requirement 
decreased. To refine the polar cells (increasing the number of cells) both the number of dis-
crete amplitudes and phases are increased. 
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Figure 8.7 - Complexity reduction using 1936 rectangular or polar cells with maximum of 8 
codevectors kept per conjugate codebook. 
Figure 8.7 compares the complexity performance using 1936 rectangular cells (as presented 
in Figure 8.5) or polar cells with the maximum number of codevectors per conjugate code-
book in the pre-classification tables is set to 8. In Figure 8.7, the lower and upper curves 
correspond to the case of a memoryless Gaussian source using respectively rectangular and 
polar cells. As polar cells are more adapted to the source distribution, the complexity is 
significantly reduced. For 90 % of the polar cells, the complexity is less than 200 Euclidian 
disctances computations compared to about 2500 computations when using rectangular cells. 
As mentioned before, the CVQ scheme, including pre-classification, can be used to quantize 
speech parameters such as linear predictive coefficients [19]. In Figure 8.7, the middle curve 
(dotted) illustrates the complexity performance obtained using 2-dimensional speech predic-
tive parameters quantized using 4-description CVQ with polar cells in the pre-classifier and 
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a maximum of 8 codevectors kept per conjugate codebook. The linear predictive parameters 
are first centered to zero (rotation and translation) to be compatible with the polar cells 
configuration of Figure 8.6(b). Of course, the worse case in complexity is the most relevant 
in real-time scenarios. However, considering the use of such a CVQ in an audio or video 
encored, several parameters (such as spectral coefficients) could be quantized in the same 
block. Thus, the different parameters within the same block would be quantized with varying 
complexity, with very few using the worst case. 
8.7 Application to speech transmission in an unreliable 
wireless network 
8.7.1 Quantization of I P C speech parameters 
In a speech coder the LPC filter coefficients are sensitive to transmission errors. In this 
section, we propose to apply CVQ to protect the LPC (in ISF domain [8]). We compare our 
method to a method proposed in [14] where MDC is applied to speech parameters to create 
two descriptions and 62 bits are allocated to protect the ISF of a wideband coder (namely 
the Adaptive Multi Rate Wide Band codec, AMR-WB [22]). In [14], MDC is applied to the 
ISF parameters to introduce redundancy as follows : relevant ISF coefficients (the first stage 
of a multistage VQ) from the AMR-WB bitstream are repeated in two descriptions, while 
the coefficients of the second stage of the multistage VQ are split in two descriptions using 
simple interleaving. To compare the performance with that scheme, we create descriptions 
of the ISF using the 2-dimensional CVQ (2 or 4 descriptions) with a total bit rate of 64 bits 
allocated to the 16 ISF coefficients. The ISF vector is split in 8 2-dimensional subvectors, 
and each subvector is quantized using unconstrained VQ, 2-description or 4-description CVQ 
with different bit allocations per subvector to reach a total of 64 bits. The bit allocation for 
each subvector is as follows : [16 16 8 8 4 4 4 4]. To limit complexity, pre-classification is 
used for the quantization of subvectors 1 and 2 since a 16-bit resulting codebook has high 
complexity. Pre-classification uses polar cells and the maximum number of codevectors used 
per conjugate codebook is set to 8. 
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VQ 
2-CVQ 
4CVQ 
'SD (dB) 
0.601 
0.577 
0.559 
2-4 dB (%) 
0.428 
0.73 
0.49 
>4 dB (%) 
0 
0 
0 
TABLEAU 8.1 - Spectral distortion. 
The quantization performance when using unconstrained VQ, 2-description CVQ and 4-
description CVQ) is presented in terms of spectral distortion (SD) [38]. 
SD = J — J^ (10log10A(wy - 10logwAq{wy)dw (8.4) 
In Equation (8.4), A(w) and Aq(w) refer to the original and the quantized linear predictive 
spectra, w+ and w- correspond to the upper and lower spectrum limits (50Hz and 7000Hz in 
the case of wideband speech signal) and Aw = w+ - u>_. The SD measure does not perfectly 
match the behavior of the human ear, but it provides a basis to compare and evaluate quan-
tization performance for spectral coefficients. The average spectral distortion SD, in dB, is 
commonly used, but attention must be paid to outlier frames. Too many outlier frames can 
cause audible distortion even if the average spectral distortion is low. A frame is defined to 
be an outlier frame if it has spectral distortion greater than 2 dB. However, outlier frames 
can be divided in two classes : the outlier frames with SD in the range 2-4 dB and the 
outlier frames with SD higher than 4 dB. Usually, transparency is achieved if the average 
distortion is about or under 1 dB, there is no outlier frames having SD higher than 4dB, and 
the number of outlier frames in the range 2-4 dB is less than 2 % [38]. 
Table 8.1 summarises the distortion statistics from speech signal when unconstrained VQ, 
2-description CVQ and 4-descritption CVQ are used to quantize the ISF parameters with 
the bit allocation given above. According to Table 8.1, the CVQ scheme shows similar per-
formance to that of unconstrained VQ, with the benefit of multiple description coding. It is 
also shown that quantizing 16 ISF with 64 bits produces a distortion significantly below the 
perceptually acceptable level (1 dB). 
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8.7.2 Speech encoder with MDC 
In this section, we apply CVQ to real-time voice transmission over unreliable wireless data 
networks. As an example of unreliable wireless network we use a mobile ad hoc network mo-
del with multiple paths obtained with MSBR. To enable real-time speech transmission over 
that type of network, a low bit rate codec is a good choice to minimize network congestion 
and allow channel protection. Thus, we use the Adaptive Multi Rate Wide Band (AMR-WB) 
[22] speech coding standard. 
This standard was developed in the context of GSM and WCDMA transmission. The coder 
is based on the ACELP (Algebraic Code Excited Linear Prediction) [31] technique and uses 
an excitation-filter model. A 16 order linear predictive (LP) filter models the vocal tract. The 
excitation is composed of a periodic component (the pitch) and an innovative component 
using an interleave pulse position structure. The encoder uses analysis by synthesis to find 
the best excitation shape and gain once the excitation-filter is calculated. The parameters 
are calculated for each consecutive 20 ms speech frame and sent to the decoder. Parameters 
computed by the AMR-WB coder are : the 16-dimension coefficients of the LP filter in the 
ISF domain calculated once per frame, the pitch delay and gain calculated four times per 
frame and the innovative excitation index and gain also calculated four times per frame. The 
AMR-WB speech codec has 9 modes with bit rates ranging from 6.6 to 23.85. kbps. For the 
purpose of this work, mode 2 is used with a bit rate of 12.65 kbps. In mode 2, each 20 ms 
speech frame is compressed into a bitstream of 253 bits, including 1 VAD (Voice Activity 
Detector) bit. 
To minimize the impact of packet loss in unreliable networks where multiple paths are pos-
sible, we applied MDC on a speech encoder bitstream. Then, descriptions are sent on the 
network, and at the receiver the descriptions are reordered to match the bitstream format 
and sent to speech decoder. The MDC we propose uses CVQ to protect the ISF. The other 
parameters can be protected by spreading them through the different descriptions as in [14]. 
At the receiver, each description can be decoded independently. In this work, the 253 bits of 
a frame, generated by the AMR-WB speech encoder in mode 2, are separated in four or two 
descriptions using CVQ for the ISF. As the other parameters in the AMR-WB (excitation 
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VAD 
ISF 
ACB 
Gains 
ICB 
Total per 
description 
Total on network 
AMR-WB coder 
Mode 2 
1 
46 
34 
28 
144 
253 
s-fl 
10 
7 
36 
s-f2 
7 
7 
36 
s-f3 
10 
7 
36 
s-f4 
7 
7 
36 
253 
MDC-2CVQ 
Di 
1 
32 
17 
14 
72 
136 
D2 
1 
32 
17 
14 
72 
136 
272 
MDC-4CVQ 
D a 
1 
16 
10 
7 
36 
70 
D„ 
1 
16 
7 
7 
36 
67 
D c 
1 
16 
10 
7 
36 
70 
Dd 
1 
16 
7 
7 
36 
67 
274 
MDC in [14] 
Dl 
1 
32 
17 
14 
72 
136 
D2 
1 
30 
17 
14 
72 
134 
270 
TABLEAU 8.2 - Bit allocation in Mode 2, for 2 and 4 descriptions. 
parameters composed by the pitch delay, innovative component and joint gains) are calcu-
lated four times per frame by the AMR-WB encoder, a 4-description MDC seems obvious. 
The parameters of each of the four sub-frames in a frame are simply separated in four or two 
interleaved subsets and added to each four or two descriptions. The VAD bit is duplicated 
in each description as in [14]. 
Table 8.2 details the separation of the AMR-WB bitstream in mode 2 for the case of two or 
four descriptions. Table 8.2 also presents the bit separation in two descriptions performed in 
[14] which is used as a benchmark (the last two columns at the right). 
At the receiver, if all transmitted descriptions are received, the excitation information (pitch, 
innovative index and gains) can be completely recovered. The ISF are recovered by inverse 
quantization of the received CVQ indices. Note that the decoded ISF has to be re-quantized 
with the AMR-WB ISF quantizer to form the proper AMR-WB bitstream. The LP coeffi-
cients suffer slight degradation due to CVQ and the AMR-WB re-quantization of the ISF 
at the decoder. This observed degradation is minor in the case of clear channels (see sub-
section 8.7.3). If less descriptions are received, the CVQ scheme mitigates the loss of the 
ISF coefficients. The pitch delay and gain of a received description are duplicated in the 
empty sub-frames (missing descriptions) and the innovative index is set randomly in the 
missing sub-frames. If no description is received, this is equivalent to a missing frame and 
the AMR-WB decoder applies a concealment technique to recover the lost speech frame. 
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8.7.3 Speech performance 
To evaluate the speech quality obtained at the receiver when our MDC scheme is used to 
transmit data on a perturbed network, we used four scenarios. Scenario 1 uses four-path 
routing and 4-description MDC (with 4-description CVQ to encode ISF) on the AMR-WB 
bitstream in mode 2 (resulting in 13.7 kbps) as presented in Table 8.2. Scenario 2 uses a 
single-description scheme (i.e no redundancy or path diversity). Scenario 3 uses two-path 
routing and 2-description MDC (with 2-description CVQ to encode the ISF parameters). 
Scenario 4 uses two descriptions sent on two paths as presented in [14]. 
At the receiver, the received descriptions are organized to obtain a bitstream. The speech 
is reconstructed using the AMR-WB decoder and the voice quality is evaluated. In order to 
assess the audio quality, objective and subjective speech evaluations can be performed. We 
focused on an objective evaluation and performed WB-PESQ [11] (Perceptual Evaluation of 
Speech Quality adapted for Wide Band signals) measures. 
In simulations, we used 8 male and 8 female speech sequences of 8 seconds, sampled at 16 
kHz. The data loss on the network paths ranges from 0 to 20 % (according to the network 
simulations) on each selected path in the network (one, two or four depending on the scenario 
simulation). 
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Figure 8.8 - Objective speech performance using single-path, 4-MDC, 2-MDC or MDC in [14]. 
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The objective speech quality obtained at the receiver using each of the four scenarios is 
presented in Figure 8.8. Using 4-descriptions MDC introduces little degradation in the case of 
clear channel. This small degradation is due to the re-quantization of the ISF parameters after 
recombination of the four CVQ subvectors before sending them to the AMR-WB decoder. 
This degradation is considered minimal. In data loss conditions, 4-description MDC gives the 
best performances compared to single-description or double descriptions scenarios. Quality 
measurements obtained using 2-description MDC method (with 2-description CVQ to encode 
the ISF parameters) and the scheme presented in [14] are also presented in figure 8.8. The 
2-description MDC using CVQ also performs better than the MDC method presented in [14]. 
At equivalent bit rate the proposed MDC with CVQ scheme provides good performances on 
lossy channels. 
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8.8 Conclusion 
This paper presented a generalization of conjugate vector quantization to more than 2 conju-
gate codebooks. The objective is to improve quantization performance in lossy channels with 
frame erasures. 
We evaluate a 4-description CVQ scheme and compare it to 2-description CVQ and uncons-
trained (single description) VQ. With proper codebook training, and at resolutions below 4 
bits/samples, the distortion in error-free channels is similar for 4-CVQ, 2-CVQ and uncons-
trained VQ. 
Under frame loss conditions, a conjugate scheme has less distortion than unconstrained VQ, 
and 4-description CVQ presents better distortion performances by several dB. 
To reduce the search complexity, a pre-classification algorithm was also proposed. The clas-
sifier divides the input space in cells, and essentially localizes which cell the input vector 
belongs to. In each cell, only a very small subset of the total resulting codebook is allowed 
to be searched. This requires additional tables but brings the complexity to a manageable 
level with little distortion cost. 
We also investigated the use of multiple paths in wireless networks, such as ad hoc networks, 
to improve voice transmission in lossy channels. To take advantage of multi-path routing 
allowed by the network simulations, we applied a MDC scheme to create multiple descriptions 
of the AMR-WB speech coder bitstream. 
Linear prediction parameters (ISF) are encoded using conjugate vector quantizers to create 
two or four descriptions. Other parameters in the bitstream are separated and added in the 
descriptions and sent on the network through multiple paths. At the receiver, the received 
descriptions are decoded to create an AMR-WB bitstream ready to be processed by the 
AMR-WB decoder. 
We evaluate objective quality of the reconstructed speech at the receiver. Results show that 
our MDC method can be considered to mitigate packet losses very efficiently. When frame 
losses occur, the 4-description MDC gives significantly better speech quality than using single 
or two descriptions at equivalent bit rates. 
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NOVEMBRE 2007 
Ce chapitre presente l'article soumis et accepte sous forme de presentation orale a la conference 
IEEE International Conference on Signal Processing and Communications (ICSPC) de No-
vembre 2007 a Dubai, UAE [29]. 
Le titre original de l'article est : " Multi-Layer Optimization for Voice Coding over Ad Hoc 
Networks" qui peut etre traduit en frangais par "Optimisation des communications inter-
couche pour le transport de la voix dans des reseaux ad hoc". Les auteurs de cet article sont 
Mylene Kwong, la professeure Soumaya Cherkaoui et le professeur Roch Lefebvre. L'article 
est retranscrit en version, anglaise et dans son integralite, a l'exception de la bibliographie, 
son format a ete converti conformement aux exigences de la Faculte de genie de l'Universite 
de Sherbrooke. 
Ce chapitre presente une approche differente des precedents travaux en vue de permettre une 
transmission de la voix sur un reseau ad hoc. Jusqu'a present, la communication se faisait 
de la couche application vers la couche reseau. Le choix du nombre de descriptions a creer 
etait prealablement defini a l'encodeur. Puis, l'algorithme de routage cherchait ce nombre 
exact de chemins qui ne variait plus durant la communication. Si moins de chemins sont 
etablis, l'application cree tout de meme le nombre de descriptions pre-choisi entrainant des 
calculs superflus pour creer un nOmbre superieur de descriptions et la perte de ces dernieres. 
Puisqu'aucune interaction ou communication efficace entre les couches reseau (routage) et 
application (creation des descriptions apres l'encodeur) n'existe, le systeme n'est pas opti-
mise. Ce travail presente une collaboration inter-couche. La communication s'effectue dans 
l'autre sens et la situation est actualisee durant la communication, i.e. le reseau cherche 
un nombre maximum de chemins fiables puis, il en informe la couche application qui cree 
un nombre adequat de descriptions. Ainsi, les pertes sont minimisees et le dispositif mieux 
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optimise. 
9.1 Resume 
9.1.1 Resume en frangais 
Dans cet article, nous evaluons les possibilites de collaborations inter-couche afin d'optimiser 
une application temps r£el de transmission de la voix a travers des reseaux sans fil ad hoc avec 
pertes utilisant une configuration multichemin. Pour tirer parti des divers chemins trouves 
par le protocole de routage multichemin MSBR, un codage par descriptions multiples separe 
le bitstream d'un codeur de parole en au moins deux descriptions complementaires, chacune 
transmisses le long d'un chemin different. Nous proposons un modele de collaboration per-
mettant aux couches reseaux et application de s'autoajuster pour gagner en robustesse face 
aux pertes de paquets. Nous examinons une application de transmission de la voix dans un 
reseau lorsque le codeur de parole et la couche reseau peuvent collaborer dynamiquement 
compare a une approche classique dans laquelle les couches operent independamment. Les 
resultats de simulation montrent qu'une collaboration entre les deux couches ciblees permet 
au recepteur de maintenir un niveau eleve de la de qualite de la voix dans des situations de 
pertes de paquets. 
9.1.2 Abstract 
In this paper, we explore the capabilities of a multi-layer collaboration to enhance real-
time voice transmission over perturbed wireless ad hoc networks when multiple paths can 
be considered. To take advantage of the path diversity provided by the MSBR multi-path 
routing protocol, Multiple Description Coding separates the bitstream of a speech coder in 
two or more complementary descriptions, each sent on different paths. We propose a cross-
layer design which allows the network and application layers to co-adjust their behaviour 
in order to gain in robustness against packet losses. We examine the voice transmission in 
a network where the speech codec and the network layer dynamically collaborate versus 
a classical approach in which each layer operates independently. Simulation results under 
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different network conditions show that the collaboration between the network and application 
layers allows the receiver to maintain superior speech quality in packet loss conditions. 
9.1.3 Intex terms 
Multi-path ad hoc routing, voice transmission, multiple description coding, cross-layer design. 
9.2 Introduction 
Providing a real-time voice communication service over a mobile wireless ad hoc network 
poses many challenges both for network protocols design and speech coding. A MANET 
(Mobile Ad Hoc NETwork) is a wireless network wherein mobile units can act as a router 
and communicate with other nodes through a multi-hop connection without requiring a fixed 
infrastructure. 
MANETs are prone to packet loss. In the context of voice transmission, where retransmission 
can not be considered, methods to minimize the impact of lost packets must be used. MDC 
(Multiple Description Coding) [53] is a source-coding technique which can minimize the 
impact of lost packets. MDC separates the information in two or more coarse descriptions, 
each sent along different paths. The signal quality at the receiver depends on the descriptions 
characteristics and on the number (ideally all) of descriptions correctly received. Each des-
cription must contains enough information to reconstruct an acceptable speech signal when 
some descriptions are missing. 
Methods to create multiple descriptions from speech parameters are described in [10]. They 
include pairwise hierarchical correlating transforms, interleaving and frames repetition to im-
prove the quality of audio streamed over 802.11b/g. CVQ (Conjugate Vector Quantization) 
[36] is a form of MDC where conjugate codebooks are trained and set such that the midpoints 
of all possible combinations of their codevectors create a resulting codebook used for quan-
tization. Indexes of each intermediate codevector are sent on the network. When multiple 
paths exist, these descriptions can be sent on different paths to increase the probability of 
receiving at least partial information when the channels are lossy. 
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To provide good performance for real-time voice transmissions over MANETs, we exploit the 
path diversity of MSBR (Multi-path Stability Based Routing protocol) [32] by using an MDC 
scheme and enabling a cross-layer collaboration between the network and the application 
layers. The MDC process creates two or more descriptions from speech parameters in the 
application layer, depending on the number of stable and reliable paths found dynamically by 
MSBR. Then, the descriptions are sent simultaneously to the destination on each available 
path. Simulations show the advantages of a cross-layer optimization between the codec and 
the network protocol operation comparatively to independent operations of the application 
and the network layers. 
The paper is structured as follows. Section 9.3 presents the speech coder used and describes 
the MDC process. Section 9.4 presents an overview of the MSBR protocol and the way the 
network and the application layers collaborate to adapt the creation of descriptions as the 
dynamics of the network change. The proposed cross-layer design is presented in section 9.5. 
Section 9.6 discusses the results. Finally, section 9.7 gives the conclusions. 
9.3 Speech coding in the application layer 
To perform real-time speech transmission over perturbed MANETs, a low bit rate codec is 
a good choice to take advantage of the limited channel capacity. We chose the AMR-WB 
speech standard which gives robustness against error transmission and provides superior 
voice quality over other existing narrowband speech coding standards. 
9.3.1 AMR-WB overview 
The AMR-WB [22] speech coding standard can adapt the bit rate from 6.6 to 23.85kbps. 
The parameters in AMR-WB are calculated for each consecutive 20ms speech frame and sent 
to the decoder. Parameters encoded are the coefficients of the linear predictive filter (ISF 
parameters) calculated once per frame and the pitch delay, the innovative excitation indice 
and joint gains calculated four times per frame, in four sub-frames of 5ms. 
For the purpose of this work, we use mode 2 of the AMR-WB coder with a bit rate at 
12.65kbps where each 20ms speech frame is compressed into a bitstream of 253 bits. 
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9.3.2 MDC scheme 
To take advantage of the multiple paths provided by MSBR in MANETs, we used a MDC 
to separates the speech bitstream in descriptions to be sent on different paths. The MDC 
scheme we used to create descriptions from the AMR-WB bitstream is presented in [30]. As 
the AMR-WB coder calculates some parameters (pitch, innovative indices and gains) four 
times per frame, 4 and 2-description MDC are obvious. Parameters of each four sub-frames 
are split in 2 or 4. To create 2 or 4 descriptions with the ISF parameters, we employed CVQ 
(Conjugate Vector Quantization). The original CVQ with 2 descriptions is defined in [36] 
and an extension to 4 descriptions is introduced in [30]. 
In packet loss conditions, the MDC mitigates the loss. At the receiver, if all descriptions are 
correctly received, the pitch, the innovative indices and the gains can be completely recovered. 
The ISF are recovered by inverse CVQ and the parameters suffer only slight degradation 
due to the quantization. If less descriptions arrive, CVQ mitigates the ISF losses, the pitch 
and gains received are duplicated in missing descriptions and the innovative indice is set 
randomly when missing. When no description is received, this corresponds to a missing 
frame and the AMR-WB decoder applies a concealment algorithm to recover the lost speech 
frame. Simulations in [30] show that the use of multi-path scheme along with MDC gives 
robustness against packet losses and having more descriptions is a better choice under lossy 
channel conditions. 
9.4 Network layer routing strategy 
9.4.1 Multi-path strategy 
A multi-path strategy is a good technique to increase robustness and mitigate the effects of 
routes failures. It also allows load balancing, distributed traffic in the network with better use 
of power and memory requirement in each node. In typical MANETs, several possible paths 
to reach a destination node exist. This characteristic can be exploited by the application 
layer of the OSI model (Open Systems Interconnection) and allow the MDC to use multiple 
paths to send descriptions. Furthermore, when collaborations between the application and 
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the network layers exist, the MDC can adapt the number of descriptions as the number of 
available paths changes. 
9.4.2 MSBR overview 
MSBR [32] is a Quality of Service (QoS) reactive protocol adapted for MANETs which allows 
a route discovery phase that returns several paths between the source and the destination 
node. The protocol uses the combined reliability metric to find a chosen number of reliable, 
stable and most disjoint routes. Given a number of paths found during the route discovery 
phase, the protocol can evaluate the best combination of reliable disjoint paths with the 
best end-to-end combined reliability while satisfying a given bandwidth requirement. When 
MSBR selects a chosen number of disjoint paths, the protocol sends simultaneously and 
independently data on all paths instead of using the other paths as backup. The routing 
algorithm can also assess if a number n of given paths gives better reliability than a number 
m of paths. This property of the routing protocol in the network layer is valuable for voice 
transmission, to dynamically inform the application layer about the network state and to 
apply a cross-layer collaboration between both layers. 
9.4.3 Using MSBR in cross-layer design 
Usually, in multiple paths scenarios, the application layer at the source node sets the number 
of paths needed and the routing protocol attends this demand. In this work, we take advan-
tage of the MSBR ability to evaluate if using m paths is a better choice than using n paths. 
The desired maximum number M of paths to transmit data is set before initiating the route 
discovery phase. Then, MSBR decides how many paths from 1 to M is the best choice. When 
a path is lost, MSBR engages a path reconstruction phase to find an alternative one and 
evaluates again how many paths is the best choice. Thus, as the network conditions change, 
MSBR finds the best combination of 1 to M available paths. 
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9.5 Cross-layer adaptat ion design 
When cross-layer collaboration is not performed, the network and the application layers 
operate independently. In the application layer, a coder is chosen and remains the same until 
the application session ends. For a voice transmission application using MDC, the MDC is 
not adaptive and creates a fixed number of descriptions. In the network layer, as the number 
of paths is fixed conforming with the application layer needs, the routing protocol finds 
a fixed number of paths and this number remains the same during the session even if the 
network conditions change. In a better operation scheme, the number of paths might change, 
but the application layer is not informed about the new routing setup to take advantage 
of it. Optimizations are possible if collaboration is allowed between the network and the 
application layers. In this work, we set a cross-layer collaboration between the application 
and the network layers by adapting MDC in the application layer depending on the number 
of paths found by MSBR in the network layer as shown in Figure 9.1. 
APPLICATION LAYER 
Speech coding using MDC: 
/ descriptions 
/descriptions sent over I / pj 
/routes w / 2 
NETWORK LAYER — 
MSBR (paths discovery, 
reconstruction phase, paths 
evaluation): 
/different paths 
T 
LINK LAYER 
Figure 9.1 - Cross-layer design framework for application layer and network layer communi-
cation. 
In our cross-layer design, MSBR informs the application layer each time the number of paths 
available changes. Information about the number of paths is sent to the application layer 
after the path discovery phase and when any path reconstruction phase is engaged. MSBR 
chooses the best number of paths to use. The maximum number of paths to be found by the 
protocol is set to 4 in accordance with the MDC capability of creating four descriptions. In the 
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application layer, the AMR-WB codec is chosen once during the first session establishment 
and the adaptive MDC creates an adapted number of descriptions depending on the network 
state. The adaptation is made when the route reconstruction phase or a route re-discovery 
phase operated by the routing protocol MSBR give a different number of paths. 
When only one. path is available, the original AMR-WB bitstream of the AMR-WB coder 
is sent. When two or four paths are used, two or four descriptions respectively are created 
and sent. When three paths are available, four descriptions are created and two descriptions 
are concatenated in the same packet on one path and the other remaining descriptions are 
sent on different paths. If all descriptions are missing, this is equivalent to a missing speech 
frame and the AMR-WB decoder applies its concealment technique. 
The main advantage of adapting the MDC is that a complete frame loss occurs only when no 
descriptions are received when all packets are lost on all paths. This probability is very low 
as the routing protocol reconstructs and adjusts the number of used paths as losses occur in 
a path. 
9.6 Simulation and analysis 
9.6.1 Network simulations 
During simulations, we assess the capability of the adaptive scheme to enhance speech trans-
mission over a classical scheme where the network and the application layers operate in-
dependently. The MSBR protocol is simulated with the Glomosirn network simulator [61]. 
Simulation parameters are set to simplify and isolate the analysis of the speech transmission 
over the ad hoc network using the MSBR routing protocol. 
The simulation scenario uses 60 nodes placed in a uniform topology in a lOOOmx 1000m field. 
The nodes motion is random and the mobility ranges from 0 to 12m/s. The packet size is 
set to 256 bits corresponding to the original AMR-WB bitstream size. Thus, a sent packet 
is large enough to hold any of the 2 descriptions from 2-MDC or any of the four descriptions 
from 4-MDC to be sent on different paths. When 3 paths are chosen, 2 descriptions from 
4-MDC are sent on one path and the remaining two on the other 2 paths.The transmitting 
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data period is set to 20ms (corresponding to an AMR-WB speech frame size). The control 
packets are sent every 10ms to MSBR which gives enough time to inform the MDC about 
the number of descriptions to create. In the case of a lost path and if descriptions are already 
ready to be sent, the MDC scheme mitigates description losses at the receiver. We varied 
nodes mobility to obtain several network states to' generate different loss rates on each path. 
The losses generated ranged from 1 to above 20%. Traces show where and when losses oc-
curred during the transmission. They are obtained in the simulated MANET are used to 
quantify the packet losses in speech transmission and to assess objective speech quality at 
the receiver in lossy conditions. 
9.6.2 Speech performance 
In order to assess the audio quality, we focused on an objective evaluation and performed 
WB-PESQ [11] (Perceptual Evaluation of Speech Quality adapted for Wide Band signals) 
measures. In the simulations, we used 8 male and 8 female speech sequences of 8 seconds, 
sampled at 16kHz. 
To assess voice quality we used 3 scenarios. In scenario 1, a single-path is used to send 
the AMR-WB bitstream without taking advantage of the multi-path ability of MSBR. For 
example, in this scenario, a frame loss rate of 10% on the path corresponds to 90% of the 
data correctly received but 10% completely lost. 
In scenario 2, a non-adaptive MDC is used where MDC and MSBR operate independently. 
Thus, 2-MDC uses 2 paths and 4-MDC uses 4 paths. When having 10% of packet loss 
with the 2-MDC scheme this loss corresponds to 81% of frames fully received, 1% of frames 
completely lost and 18% of the time 1 frame arrives instead of 2. When the same loss rate 
of 10% occures with the 4-MDC scheme, "only" 65.61% of data arrive with 4 descriptions 
intact, a missing frame (all 4 descriptions lost) is declared only 0.01% of the time and the 
other cases, where only 3, 2 or 1 descriptions arriving occur with a probability of 29.16%, 
4.86% and 0.36% respectively. 
In scenario 3, an adaptive-MDC which collaborates with the network layer is used and the 
number of paths chosen at any time by the routing protocol is either 1, 2, 3 or 4. When 
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MSBR chooses 4 paths, MDC switches to the 4-MDC mode. When the receiver receives only 
two descriptions, these can be either 2-MDC or 4-MDC (loosing 2 of the 4 descriptions). 
When 3 descriptions arrive to the destination, these can be 3 descriptions of 4-MDC or the 
complete 4 descriptions (if 2 were placed in the same packet at the source node). The case 
of receiving only 1 description corresponds to receive the original AMR-WB bitstream or 1 
description of eigher 2-MDC or 4-MDC. Finally, when the receiver does not receive any data 
corresponds to all packets lost on all paths but this probability is very low. 
Figure 9.2 presents the objective speech quality obtained at the receiver when using a single 
description (-o- in the figure), non-adaptive MDC (with 2 • or 4 * paths) or adaptive-MDC 
(with 2-• -or 4-*-paths). 
Using a non-adaptive MDC with four descriptions introduces little degradation in the case of 
a clear channel (due to the lossy process of the CVQ on ISF). In data loss conditions, using 
MDC is a better choice compared to using a single-description but using 4 descriptions gives 
better performances than other scenarios. When a cross-layer design is not performed, the 
non-adaptive MDC with four descriptions is a good option to provide good performances in 
lossy channels. 
In Figure 9.2, using an adaptive-MDC with a cross-layer collaboration with the network layer 
shows significantly better speech performances than the non-adaptive MDC counterpart. 
Moreover, the 4-path adaptive-MDC (-*-) outperforms the 2-path adaptive-MDC (-•-). 
As predicted, adapting the creation of descriptions to the network routes state given by the 
routing protocol is more robust and allowing four paths gives better performances. At the 
reception, the probability of receiving a complete speech frame (receiving the original AMR-
WB bitstream, 2 descriptions from 2-MDC or 4 descriptions from 4-MDC) is very high as the 
adaptive-MDC follows the network changes. This explain the high speech quality obtained 
even if the data loss rate is 20%. 
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Figure 9.2 - Objective speech performance using single-path, 2-MDC non-adapted or adap-
tive MDC with the maximum of paths set to 2. 
9.7 Conclusion 
In this paper we exposed the benefits of cross-layer collaboration between network and 
application layers for real-time voice transmission. We presented how to dynamically adapt 
the speech coding process and transmission in the application layer depending on the network 
layer routing, when a multi-path strategy is allowed. 
In the application layer, the proposed MDC scheme dynamically creates descriptions of a 
wideband speech bitstream, such as the number of descriptions encoded corresponds to the 
number of paths available found at a certain time by the MSBR protocol in the network 
layer. We evaluated objective speech quality when using cross-layer collaboration or not. The 
cross-layer collaboration makes an efficient use of the network resources by optimizing the 
MDC process. Results show that the proposed adaptive-MDC scheme using an optimized 
collaboration with the routing protocol performs a good speech quality transmission, even 
close to the optimal level. In lossy channel conditions, using adaptive-MDC with up to four 
paths gives significantly better voice quality than using an adaptive-MDC with two paths. 
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CONCLUSION 
Ce document presente les travaux d'une these dans les domaines du codage de la parole et 
des reseaux informatiques. 
L'objectif de ces recherches visait le developpement d'une methode robuste et efficace de 
transmission de la voix a travers un reseau mobile sans fil. Typiquement, un reseau ad 
hoc. Ces reseaux, sans infrastructure, sont reconnus pour etre tres perturbes et ne sont 
generalement pas destines aux applications en temps reel. 
L'enjeu majeur etait de mettre en place une methode de codage pour attenuer l'effet des 
pertes de paquets tout en etant rapide et avec une complexite (stockage et calculs) reduite. 
La methode developpee efFectue un codage en descriptions multiples (MDC) avec l'utili-
sation d'une quantification vectorielle en structure conjuguee (CVQ) pour separer certains 
parametres. L'algorithme ne fait pas intervenir de redondance dans la creation des descrip-
tions. II s'inspire d'une methode [14] qui cree deux descriptions a partir d'un signal vocal 
separe en trames, chacune encodee par le codec de parole standardise bas debit AMR-WB. 
Les parametres issus de l'encodeur sont : les coefficients de la prediction lineaire (ISF), cal-
cules une fois par trame de parole, ainsi que le pitch, le code innovateur et les gains associes 
qui sont tous les trois calcules quatre fois par trame (trame divisee en quatre sous-trames). 
Pour ces derniers parametres, une separation en deux descriptions apparait intuitivement. 
Toutefois, separer les coefficients de prediction lineaire demande plus d'attention. 
Codage en descriptions multiples : amorce de la recherche 
Les travaux preliminaires font l'objet du chapitre 6. La premiere methode developpee effec-
tue un codage en deux descriptions selon le modele presente dans [14]. Chaque description 
contient deux sous-trames entrelacees (pour les parametres de pitch, de codebook innova-
teur et de gains), accompagnees du premier etage de quantification des ISF (information 
dupliquee dans chaque description), puis des vecteurs du second etage separes en deux parts 
egales. 
Les simulations du reseau ad hoc mettent en jeu le protocole de routage multichemin MSBR 
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[32]. Ce protocole permet de trouver plusieurs chemins stables et fiables entre la source et 
la reception (ici deux chemins sont trouves). Les performances montrent que le routage avec 
MSBR est adapte" a une application en temps reel. Les delais et les taux de pertes de paquets 
restent acceptables pour une application de transport de la voix. 
Les performances, en terme de qualite de parole reconstruite au decodeur (apres transmission, 
reorganisation des descriptions pour creer un flux de donnees interpreters par le decodeur 
et decodage), sont interessantes mais la methode introduit de la redondance et ne cree que 
deux descriptions. L'adaptation a quatre descriptions est intuitive en ce qui concerne les 
parametres calcules quatre fois dans une trame, mais le probleme demeure pour creer des 
descriptions non redondantes a partir des coefficients de ISF. 
Dans un scenario de forte mobilite ou d'engorgement du reseau, les pertes deviennent elevees 
et une methode de codage est necessaire pour pallier a ces pertes. De plus, les caracteristiques 
du protocole de routage ne sont pas pleinement utilisees, puisque seule la possibility d'obtenir 
plusieurs chemins stables et fiables est employee. 
Quantification vectorielle conjuguee generalisee : robustesse et diminution du 
stockage 
L'utilisation de la quantification vectorielle conjuguee [36] (CVQ) permet de s'affranchir de 
toute redondance lors de la creation des descriptions pour les coefficients de ISF. 
En general, la CVQ cree deux descriptions. 
Deux dictionnaires conjugues sont entraines, en se basant sur une generalisation de l'al-
gorithm de Lloyd, pour creer un dictionnaire resultant dont les vecteurs correspondent a 
toutes les combinaisons possibles entre chaque vecteur intermediate de chaque dictionnaire 
conjugue. Durant l'entrainement, un dictionnaire conjugue est fixe tandis que l'autre est mis 
a jour. Le processus est iteratif, il alterne entre les deux dictionnaires conjugues jusqu'a ce 
qu'une valeur de distorsion ou un nombre maximum d'iterations soient atteints. 
La methode CVQ a deux descriptions est decrite dans le chapitre 7. Elle est appliquee a une 
source Gaussienne sans memoire. Pour aller plus loin, le chapitre presente une generalisation 
de la methode a plus de deux descriptions, notamment le cas avec quatre descriptions. Le 
processus d'entrainement reste similaire a celui a deux descriptions. Un dictionnaire conjugue 
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est mis a jour pendant que les trois autres sont fixes. Le dictionnaire resultant, quant a lui, 
contient toutes les combinaisons possibles entre quatre vecteurs intermediaires, chacun ap-
partenant a un dictionnaire conjugue different. 
Dans une transmission sans erreurs, le modele CVQ applique a une source Gaussienne sans 
memoire, a deux et a quatre descriptions, reste moins performant qu'une quantification vecto-
rielle traditionnelle sans contrainte. Toutefois, les performances convergent lorsque les debits 
ne sont pas eleves. A des debits plus importants, la 2-CVQ ainsi que la 4-CVQ sont quasi si-
milaires. En contre partie, les resultats, sur des canaux avec pertes, montrent que la methode 
CVQ permet de meilleures performances. La 4-CVQ outrepasse les deux methodes lorsque 
les pertes de paquets sont elevees. Cette methode est robuste face aux pertes de paquets. 
De plus, les ressources necessaires en memoire sont limitees puisque seuls les dictionnaires 
conjugues sont stockes, contrairement a enregistrer le dictionnaire resultant complet. 
Pre-classificateur : diminution de la complexity 
La complexite de calcul augmente a mesure que la taille du dictionnaire resultant augmente. 
Pour diminuer cette complexite, un pre-classificateur est utilise. Cet algorithme est detaille 
dans le chapitre 8. 
Quand vient le moment de quantifier un vecteur, plutot que de parcourir le dictionnaire 
resultant dans sa totalite, le pre-classificateur permet une recherche localisee dans le diction-
naire resultant. En amont de l'etape de quantification d'une entree, l'espace de la source est 
separe en plusieurs cellules (classes). Une etude statistique, avec un important lot de vec-
teurs d'entree, permet de mettre en valeur les vecteurs intermediaires de chaque dictionnaire 
conjugue les plus utilises pour chacune des cellules. Par la suite, lors de la quantification d'un 
vecteur d'entree quelconque, connaissant la cellule a laquelle il appartient, la recherche se fait 
uniquement parmi un petit lot de vecteurs resultants qui sont les combinaisons des vecteurs 
intermediaires statistiquement les plus utilises. Pour chaque cellule, une table contient les in-
dices particuliers des vecteurs intermediaires pour chaque dictionnaire conjugue. L'ensemble 
d'indices de vecteurs est different d'une cellule a l'autre. La table complete pour toutes les 
cellules doit etre stockee. Cet espace memoire reste minime puisque ce sont des indices qui 
sont conceives et non les vecteurs. De plus une technique est utilisee pour diminuer davan-
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tage la taille de la memoire necessaire (section 5.3.4). 
Le pre-classificateur permet de reduire considerablement la complexite tout en conservant 
une qualite proche de l'optimal. De plus, l'utilisation de classes de formes polaires est un 
atout considerable pour des signaux gaussiens ou des coefficients de prediction lineaire. 
Application a des signaux de parole 
Le chapitre 8 presente 1'application du codage en descriptions multiples (les cas a deux et a 
quatre descriptions) a un signal de parole avec l'utilisation de la CVQ pour les coefficients 
de ISF. 
Les parametres calcules quatre fois par trame sont separes en deux ou en quatre. Les coef-
ficients de-ISF sont separes en sous-vecteurs, de dimension deux, et sont quantifies avec la 
methode CVQ a deux ou a quatre descriptions. L'algorithme de pre-classification est em-
ploye pour les premiers sous-vecteurs qui utilisent un debit binaire eleve. Les descriptions 
sont transmises sur des chemins differents a travers le reseau ad hoc. A la reception, les 
descriptions sont recombinees pour reconstituer le flux de donnees transmis au decodeur qui 
fournit le signal de synthese. 
Lorsqu'une perte intervient et qu'une description est manquante, la CVQ permet de nuancer 
l'effet des pertes au niveau des ISF. Dans une sous-trame manquante, les valeurs de pitch 
et de gains sont dupliques a partir d'une trame correctement rec,ue et le code innovateur est 
mis aleatoirement. Lorsque toutes les descriptions sont manquantes, le decodeur applique sa 
methode de concealment. 
Les performances montrent que de maniere generale, l'emploi du codage en descriptions 
multiples permet de meilleurs resultats comparativement a une transmission unichemin. De 
plus, le modele a quatre descriptions demeure le meilleur choix dans un contexte de pertes 
de paquets elevees. 
Ainsi, la methode de MDC avec CVQ a quatre descriptions est efncace et tres robuste dans 
un contexte de canal avec pertes. 
Communications intercouche : optimisation et gain de performance 
Une communication entre la couche reseau (routage) et la couche application (codage) per-
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met d'optimiser le dispositif. Les effets de cette amelioration sont presented dans le chapitre 
9. La seule communication entre l'application et le routage consistait a indiquer au reseau le 
nombre de chemins voulus par l'application. Dans une communication intercouche, le reseau 
est en mesure de signaler le nombre de chemins disponibles parmi quatre et il peut indiquer 
a l'application le nombre de descriptions a creer. Les mises a jour du reseau sont transmises 
periodiquement conduisant a une forme adaptative de la creation de descriptions. 
Les calculs sont optimises et correspondent davantage aux capacites du reseau. L'atout ma-
jeur d'une coordination adequate est de minimiser les pertes et, en bout de ligne, d'obtenir 
un signal vocal retranscrit de qualite. 
Pour aller plus loin 
Plusieurs ameliorations peuvent etre faites au niveau du stockage des tables du pre-classificateur. 
En effet certaines cellules utilisent les memes combinaisons d'indices de vecteurs intermediaires 
les plus souvent utilises. De plus, les cellules proches dans l'espace presentent des ensembles 
d'indices similaires. Une methode algebrique pour numeroter les cellules fut envisagee mais 
sans reels resultats. Un ordonnancement des cellules selon les indices des vecteurs intermediaires 
a aussi ete envisage, mais impliquait la mise en memoire d'une autre table permettant de 
faire le lien entre la position spatiale d'un vecteur d'entree et sa cellule. Ces methodes n'ont 
pas ete retenues puisque les resultats obtenus sans ordonnancement ou classification des cel-
lules etaient satisfaisants et sufnsamment pertinents. De plus, la taille memoire utilisee par 
l'actuelle methode est deja tres restreinte. Dans le futur, la recherche pourrait etre poussee en 
envisageant l'utilisation de methodes issues des statistiques et des theories mathematiques. 
Au niveau du routage, les envois reguliers de messages de controle et de paquets multiples 
(bien que minimes et de petite taille) peuvent conduire a un engorgement et une utilisation 
excessive de la bande passante. Des efforts doivent etre entrepris pour optimiser l'envoi de 
paquets de controle et pour gerer au mieux le caractere multichemin. 
L'originalite de la methode MDC-CVQ developpee reside dans sa robustesse face aux paquets 
perdus, mais aussi dans sa capacite a etre adaptative et reactive selon l'engorgement du 
reseau. De plus, une methode rapide pour obtenir une MDC a deux descriptions a partir de 
celle a quatre descriptions permet s'affranchir totalement de l'utilisation de la MDC 2-CVQ 
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et conduit a un gain de stockage (seuls les quatre dictionnaires conjugues sont conserves) 
tout en conservant des bonnes performances. 
Ce document presente une methode de transmission efficace et robuste de la parole par le biais 
d'un codage en descriptions multiples rendent possibles des applications de communications 
vocales en temps reel a bas debit sur des reseaux sujets aux pertes de paquets. 
La methode peut etre adaptee a des parametres issus d'un autre codeur de parole. Elle peut 
etre employee pour une transmission sur un reseau perturbe autre qu'un reseau ad hoc. 
Dans un contexte de transmission multimedia, d'autres donnees (vid6o, Web, etc.) peuvent 
etre jointes dans un paquet puisque le debit de codage est tres bas. 
TROISIEME PARTIE 
ANNEXES 

ANNEXE A 
OUTILS DE SIMULATION ET DEVALUATION 
A.l Simulateur GloMoSim 
Le simulateur de reseaux GloMoSim {Global Mobile Information System Simulator) est un 
produit a code ouvert (open source) du laboratoiredu PCL (Parallel Computing Laboratory) 
de l'UCLA (University of California at Los Angeles). 
GloMoSim propose un environnement de simulation modulaire et a grande echelle afin de 
modeliser de maniere analytique les comportements et les performances des protocoles de 
reseaux, pour des communications filaires et sans fil, qu'ils soient locaux, etendus ou mobiles 
avec une extension pour des simulations de reseaux hybrides. A l'heure actuelle, GloMoSim 
simule a la fois des petits et des larges reseaux pouvant contenir plus d'une centaine de nceuds 
lies par des communications heterogenes classiques, multicast, IP et multisauts (notamment 
les reseaux ad hoc). 
Le simulateur se base sur un modele de simulation parallele a evenements discrets issu de 
PARSEC (Parallel Simulation Environment for Complex Systems) [35]. 
En general, les reseaux sont construits en structure modulaire par couches selon 1'architecture 
reseau OSI. Ainsi, GloMoSim presente une approche hierarchique en couches independantes 
qui se simulent sous la forme de fonctions. Le simulateur permet d'implementer les fonctions 
et les protocoles relatifs aux couches : physique, radio, MAC, reseau, transport, application 
et haut niveau. 
Des APIs (Application Programming Interface) standards mises en place entre les couches du 
simulateur permettent une integration rapide, simple et interoperable des modeles developpes 
par differents programmeurs. 
Afin d'optimiser et d'accelerer la simulation, la technique de rassemblement des nceuds per-
met d'initialiser chaque nceud selon la region geographique a laquelle il appartient et non 
individuellement. De cette maniere, la memoire requise est limitees en fonction du nombre 
de regions deployees. 
Le simulateur prend en entree un fichier de configuration de base indiquant les protocoles 
utilises, leur mode de fonctionnement et leur configuration, un fichier de configuration de 
l'application, un fichier des transmissions souhaitees entre les nceuds et un fichier facultatif 
de configuration de la mobilite des unites. 
Au debut de toute simulation, chaque couche est initialiser dans chacun des nceuds, puis a la 
reception d'un message d'action la tache demandee est effectuee. En fin de simulation, une 
fonction permet de collecter les statistiques selon le pre-choix de l'utilisateur indique dans le 
fichier de configuration de base. 
Le fichier de configuration de base, inclut les parametres de simulation : la taille du terrain, 
le temps de simulation, le type de noeuds (position initiale, mobilite, portee, propagation, 
bande passante, etc.) et les parametres pour les diverses couches de simulation (radio, MAC, 
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routage, transport, etc.). 
Les resultats sont fournis sous forme statistique. 
Pour la couche radio, les resultats informent sur le nombre de paquets venant de la couche 
MAC et ceux de la couche radio, le nombre de collisions, l'energie depensee et les autres 
donnees relatives a cette couche. 
Pour la couche MAC, les statistiques concernent les paquets transmis et regus selon les pro-
tocols CSMA, MACA ou 802.11. 
Pour la couche reseau, il est possible de definir le protocole de routage employe. Plusieurs 
protocoles connus sont deja integres dans le simulateur, comme AODV et DSR. D'autres 
codes sources de protocoles de routage existent suite aux developpements de divers labora-
toires de recherche. 
Les parametres configurables dans le fichier de configuration de 1'application concernent : le 
type d'application desiree (par exemple, FTP, http, etc.) avec les adresses des nceuds sources 
et destination, les donnees a transmettre, leur taille, les intervalles de transmission entre les 
paquets, ainsi que le temps de debut de transmission et de fin de transmission. 
La mobilite de chaque nceud peut etre programmed dans un fichier facultatif de configuration 
de la mobilite. 
Un outil de visualisation Java permet de generer des graphiques. II n'a pas ete utilise durant 
ces travaux de recherche. 
Au cours de ces travaux, les simulations des reseaux ad hoc ont ete effectuees avec GloMo-
Sim. Le simulateur, permet d'eValuer rapidement les caracteristiques du protocole de routage 
multichemin et les impacts au niveau de l'application visee. 
Les statistiques relevees pour revaluation sont celles concernant les flux de paquets de 
donnees et de controle (reception et envois), les mises a jour sur les tables de routage (afin 
d'avoir une evaluation rapide des chemins parcourus, des reconstitutions de chemins, des 
phases de'recherche et d'etablissement d'une route), le debit, le nombre d'octets emis et 
regus, les delais de transmission. 
Afin de definir l'impact des pertes de paquets durant la transmission, des traces du reseau 
sont extraites des tables statistiques fournies par le simulateur. Une trace reseau permet de 
specifier les numeros de paquets correctement regus. Ainsi, il est possible de connaitre la 
frequence et la position temporelle des pertes durant la transmission. Avec l'aide des traces 
reseau, il est possible d'isoler les trames de parole ou les descriptions perdues durant la 
communication et par la suite d'evaluer les performances de la transmission. 
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A.2 Mesure WB-PESQ 
Dans ces travaux, les performances objectives de la qualite de la parole sont donnees avec la 
mesure PESQ (Perceptual Evaluation of Speech Quality). Cette mesure evalue la qualite de 
la voix transmise par un systeme de telecommunication. 
Au depart, la mesure PESQ a ete developpee pour evaluer des systemes de telephonie en 
bande etroite [42]. 
II existe une version permettant d'evaluer la qualite telephonique large-bande appelee WB-
PESQ (Wideband-PESQ). La methode est normalised par l'UIT-T sous la norme P.862.2 
[11]. L'algorithme est congu pour predire l'opinion subjective (qu'auraient fournie des audi-
teurs) d'un signal audio ayant subi ou non des degradations. II renvoie des valeurs comprises 
entre -0,5 et 4,5, ou une note elevee correspond a une haute qualite de signal audio. 
Aux fins d'evaluations, la methode utilise trois metriques statistiques : le coefficient de 
correlation, les erreurs de prevision et la distribution des erreurs residuelles. 
Dans l'algorithme, avant l'alignement temporel et le traitement psycho-acoustique, la version 
standard de PESQ pour des signaux en bande etroite, applique un nitre dans le domaine des 
frequences au signal de reference ainsi qu'au signal degrade a evaluer. Le filtre permet de 
caracteriser le comportement d'un combine telephonique et de laisser passer les frequences de 
la bande telephonique (300-3400Hz). Toutefois, il n'est pas approprie pour une modelisation 
de la bande elargie. Ainsi, un nouveau filtre laisse passer les frequences a partir de 100Hz et 
les hautes frequences. 
La modification de PESQ vers WB-PESQ reste mineure et permet des evaluations proches 
d'autres modeles devaluation, ffleme dans des situations de pertes de paquets. Les evaluations, 
presentees dans [51], comparent les mesures obtenues avec modele WB-PESQ aux perfor-
mances obtenues avec un modele MOS (Mean Opinion Score) dans des situations de trans-
missions sur un canal sans erreur ou avec erreurs. Plusieurs types de codecs sont soumis a 
ces evaluations comparatives. Les resultats montrent que la relation entre les mesures MOS 
et WB-PESQ depend parfois du type de codeur large bande utilise et que WB-PESQ estime 
tres bien la qualite pour de la parole en bande etroite quel que soit le codec employe. Parmi 
les codeurs large bande, utilises pour les experiences, apparait le codeur AMR-WB (G722). 
Les mesures obtenues pour ce codeur large bande particulier se trouvent dans l'intervalle 
attendu pour ce codec. Les mesures correlent celles obtenues avec le modele MOS. 
Durant ces travaux de these, la mesure WB-PESQ permet de fournir les evaluations objec-
tives de la qualite d'un signal de parole apres avoir subi des modifications (codage, transport 
a travers un reseau perturbe, decodage). Les evaluations presentees dans le premier article de 
cette these, au chapitre 6, mesurent, avec la methode devaluation objective WB-PESQ, les 
effets de divers types de codage du signal et 1'effet des pertes de paquets durant la transmis-
sion sur a travers un reseau ad hoc (figure 6.4, section 6.6.2). Les conditions de transmission 
sont differentes de celles initialement requises par l'algorithme WB-PESQ (qui evalue la 
qualite de codeurs de paroles). Toutefois, des evaluations subjectives, de type MUSHRA, 
sont aussi presentees (figure 6.5). En comparant les mesures obtenues avec ces deux types 
d'evaluations, WB-PESQ et MUSHRA, on remarque que 1'appreciation des auditeurs correle 
correctement les mesures obtenues avec WB-PESQ. Cette observation permet de valider la 
pertinence de la methode WB-PESQ pour evaluer la qualite de la parole synthetisee au bout 
de la ligne de transmission. 
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A.3 Mesure MUSHRA 
La methode MUSHRA (MUltiple Stimulus with Hidden Reference and Anchor) [20] mesure 
la qualite audio subjective d'un codec de parole dans des conditions controlees et reproduc-
tibles. La methode necessite la participation d'auditeurs chevronnes pour evaluer la qualite 
de sequences audio ayant subit des degradations (compressions, pertes, modifications d'en-
codage, etc.) tout en comparant les sequences a une reference, elle-meme cachee parmi les 
sequences a evaluer. 
L'avantage de la methode sur la mesure MOS reside dans Intervention des participants 
qui fournissent leurs appreciations au moyen de mesures comprises entre 0 et 100. Une telle 
echelle permet d'apposer des mesures tres fines, avec des petites ou larges depreciations, 
entre deux sequences audio et comparativement a l'ensemble des sequences contenues dans 
la meme evaluation. 
Lors d'une experience, l'auditeur doit etre en mesure de retrouver la reference parmi les 
sequences et d'evaluer chacune d'elles en fonction de la reference mais aussi en fonction des 
autres sequences d'une meme experience. 
La methode MUSHRA a ete developpee par le groupe EBU (European Broadcasting Union), 
dans le groupe B/AIM (Audio in Multimedia), pour 1'evaluation de codecs bas debit pour 
des applications Internet, puis standardised par l'ITU-R sous la recommandation BS. 1116.1. 
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