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Abstract
Employing deep neural networks to obtain state-of-the-art performance on com-
puter vision tasks can consume billions of floating point operations and several
Joules of energy per evaluation. Network pruning, which statically removes un-
necessary features and weights, has emerged as a promising way to reduce this
computation cost. In this paper, we propose channel gating, a dynamic, fine-
grained, training-based computation-cost-reduction scheme. Channel gating works
by identifying the regions in the features which contribute less to the classification
result and turning off a subset of the channels for computing the pixels within
these uninteresting regions. Unlike static network pruning, the channel gating
optimizes computations exploiting characteristics specific to each input at run-time.
We show experimentally that applying channel gating in state-of-the-art networks
can achieve 66% and 60% reduction in FLOPs with 0.22% and 0.29% accuracy
loss on the CIFAR-10 and CIFAR-100 datasets, respectively.
1 Introduction
Convolutional neural networks (CNNs) have demonstrated human-level accuracy in many vision-
related tasks and are widely adopted in real-time applications such as autonomous driving and
robotic manipulation. Deploying CNNs effectively in real-time applications often requires both
high throughput and low power consumption, as these applications are often built on embedded
and mobile systems which have limited computation power and energy budgets. However, the
inference phase of a state-of-the-art CNN typically performs about 109 floating point operations
(FLOPs) per evaluation [2]. Reducing this computational cost (FLOPs) has become an essential
challenge. As a result, compressing neural network models and developing dedicated hardware for
accelerating inference have been studied extensively. Several prior studies have proposed pruning
ineffectual features and weights (i.e. those with small magnitude) statically at the pixel or channel
level, thus compressing the size of the model significantly and reducing the FLOPs [7, 10, 14, 17].
Dedicated hardware accelerators have also been shown to have the potential to improve performance
by exploiting the sparsity in a CNN [1, 8, 19].
In this paper, we propose a novel approach to reduce CNN computation, called channel gating,
which dynamically prunes the unnecessary computation specific to a particular image. The proposed
channel gating scheme aims at reducing the computation cost during the inference phase of the CNNs,
while minimizing the accuracy loss and software/hardware modification. Intuitively, channel gating
leverages the spatial information inside the input features to identify ineffective receptive fields and
skip the computation on these fields by gating a fraction of the input channels. In Figure 1, we
visualize the decisions made by our channel gating networks. A pixel with larger value in the decision
map performs more computation. The decision map shows that the channel gating networks can
identify the "interesting" regions in the features which are more relevant to classify the image and
guide the computation. With respect to a deterministic rule, the channel gating network generates a
Preprint. Work in progress.
ar
X
iv
:1
80
5.
12
54
9v
1 
 [c
s.L
G]
  2
9 M
ay
 20
18
Width
He
ig
ht
Input image
Width
Input activation
Width
Decision map
0.4
0.5
0.6
0.7
0.8
0.9
(a) LeNet on the MNIST dataset
Width
He
ig
ht
Input image
Width
Input activation
Width
Decision map
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
(b) ResNet-18 on the CIFAR-10 dataset
Figure 1: Input feature map vs. decision map
pixel-wise binary decision based on the partial result of performing the computation on a subset of the
input channels. The binary decision for each output pixel determines whether to continue or skip the
computation on the rest of the input channels. Thus, part of the pixels in the output features depends
on only a subset of input channels, thereby reducing the computation cost of inference. However,
finding the rules for skipping the computation in each layer or even each channel at inference time
can cause notable accuracy degradation and requires significant manual effort. Thus an effective
training methodology needs to be devised for our new approach to minimize the loss of accuracy. In
this paper, we develop a training method to effectively train the channel gating CNNs from scratch.
The paper makes the following major contributions:
• We introduce the channel gating scheme, which dynamically prunes computation on a subset
of input channels at pixel level. The channel gating scheme can be applied to both the
convolutional as well as the fully-connected layers.
• We propose a training scheme to train the channel gating CNN from scratch. Our scheme
allows the network to learn a gate decision policy automatically during training.
• We demonstrate the benefits of introducing channel gating in CNNs empirically and get
66% and 60% reduction in FLOPs with 0.22% and 0.29% accuracy loss on the CIFAR-10
and CIFAR-100 datasets respectively using a state-of-the-art ResNet variant model.
2 Related work
Run-time Pruning. Figurnov et al. [6] introduce the spatially adaptive computation time (SACT)
technique on Residual Network [9], which can adjust the number of residual units for different
regions of the input features. Lin et al. [15] propose to use reinforcement learning to train a recurrent
neural network making run-time decisions to prune the output channels. Both approaches require
additional weights and extra FLOPs for computing the decision. In comparison, our channel gating
network generates more fine-grained decisions with no extra weights nor computations. Moreover,
the channel gating technique is applicable to any convolutional and fully-connected layers.
Static Channel Pruning. Many recent proposals suggest to prune the unimportant filters/features
statically [10, 14, 17]. They identify the ineffective channels in filters/features by examining the
magnitude of the weights/activation in each channel. The relatively ineffective subset of the channels
are then pruned from the model. The pruned model is then retrained to mitigate the accuracy loss
from pruning. By pruning and retraining iteratively, the proposed approaches are able to compress the
model size and reduce the computation cost. Compared to static channel pruning, the channel gating
technique targets at minimizing the computation cost by identifying the unimportant receptive fields
in the input features and skipping the channels for those regions dynamically. However, the channel
gating CNNs have the same model size as the baseline networks. Thus, it is ideal to combine the
static and dynamic approaches to achieve both model compression and computation cost reduction.
Inference Phase Dynamic Pruning. Albericio et al. [1] and Reagen et al. [19] propose to prune the
zero-valued pixels resulting from using the ReLU activation or even the pixels with small magnitude
in the input features dynamically during inference. This method requires no training effort, while
it highly relies on the sparsity in the output features of each layer and only works when the ReLU
activation is applied. Moreover, the proposed dynamic pruning approach breaks the regularity of
the convolution within a receptive field, which requires significant hardware changes, whereas the
channel gating network only introduces irregularity at the level of receptive fields.
2
Table 1: Comparison between channel gating and alternative pruning approaches.
Approach Fine-grained Dynamic Training-based
Figurnov et al. [6], Lin et al. [15] 5 X X
Li et al. [14], Liu et al. [17] 5 5 X
He et al. [10] 5 5 5
Han et al. [7] X 5 X
Albericio et al. [1], Reagen et al. [19] X X 5
Channel gating X X X
Table 1 identifies the similarities and differences between the proposed channel gating scheme and
related works. To the best of our knowledge, this is the first dynamic, fine-grained, train-time pruning
scheme targeting at FLOPs reduction.
3 Channel gating
In this section we begin by describing the basic mechanism of channel gating using a single neuron.
Then we generalize this, and present the full structure of a convolutional layer equipped with the
channel gating building block. Although we present the channel gating scheme within the scope of a
convolutional layer, the channel gating is applied on fully-connected layers as well.
Figure 2a shows a neuron taking in c input channels. These c channels split into two groups, where
one group contains the first p channels and the other has the remaining r = c− p channels. Based on
the dot product between the first p channels and the corresponding weights, the gate turns the rest of
the channels on or off. If the channels are off, they do not contribute to the output of the neuron, and
importantly their dot product with their corresponding weights does not need to be computed. Thus,
some fraction of the computation (depending on how often the gate is off) can be saved by applying
the channel gating scheme.
While this describes how channel gating works on the level of a single neuron, in practice CNNs
have many neurons which are organized into tensors, so we want to be able to describe channel
gating using tensor notation. Without loss of generality, we assume that the input features (x), output
features (y), and weights (W) of layer l in a CNN are tensors of dimension (cl−1, wl−1, hl−1),
(cl, wl, hl), and (cl, cl−1, kl−1, kl−1) respectively. c, h, and w denote the channel number, height,
and width of the features, respectively. k is the width of the filters. The typical building blocks of a
CNN layer include convolution (∗), batch normalization (BN) [11], and the activation function (f ).
The output feature can be written as y = f(BN(W ∗ x)).
To apply channel gating, we first split the input features and weights statically along the channel
dimension into two tensors where x = [xp,xr] and W = [Wp,Wr]. For some parameter 0 <
χ < 1, xp has dimension (χcl−1, wl−1, hl−1) and consists of χ fraction of the input channels, while
the rest of the channels form xr, which is of dimension ((1− χ)cl−1, wl−1, hl−1). Similarly, Wp
is of dimension (χcl−1, cl, kl−1, kl−1) and Wr is of dimension ((1− χ)cl−1, cl, kl−1, kl−1). This
decomposition means that W ∗ x = Wp ∗ xp + Wr ∗ xr. Then, the partial sum which equals to
Wp ∗ xp is fed into the gate (s) to generate the binary decision map which has dimension (cl, wl, hl).
A binary value 1 in di,j,k stands for skipping (1 − χ)k2l−1cl−1 FLOPs for the pixel in the output
features with indexes (i, j, k).
There exist two possible paths with different computation cost for each pixel in the output features.
We refer the path with less computation (χk2l−1cl−1 FLOPs/pixel) as the fast path, whereas the other
path as the original path since it involves the same amount of computation as the baseline network.
The final output (y˜) is pixel-level combination of the outputs from both the fast and original paths.
However, applying batch normalization directly on y˜ diminishes the contribution from the fast path
since the magnitude of Wp ∗ xp can be relatively small compared to Wp ∗ xp + Wr ∗ xr. To
balance the magnitude of the two paths, we apply batch normalization before combining the outputs
from the two paths. The output of the channel gating building block can be written as follows, where
i, j, k are the indexes of a component in a tensor of rank three:
y˜i,j,k =
{
f(BN(Wp ∗ xp)i,j,k), if s(Wp ∗ xp)i,j,k = 1
f(BN(Wp ∗ xp + Wr ∗ xr)i,j,k), otherwise (1)
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Figure 2: Channel gating building block. The fast path is colored with grey.
In order to lower the computation cost, the gate function should select some fraction of the output
pixels taking the fast path where τ is used to denote the fraction of the pixels taking the fast path. We
design the gate based on the type of the activation function (f ) in the baseline network. For instance,
if the ReLU activation [18] is used, we introduce one learnable threshold per channel (∆ ∈ Rc) and
broadcast it to have dimension (cl, wl, hl). The gate function (s) is defined using the Heaviside step
function (θ : Rc×w×h 7→ Rc×w×h).
θ(x) =
{
1, if x ≥ 0
0, otherwise
(2)
s(x,∆) = θ(x−∆) (3)
If the activation function has limit values such as hyperbolic tangent and sigmoid function, we apply
s(x,∆h,∆l) = θ(∆h − x) ◦ θ(x − ∆l) as the gate function where ◦ is the Hadamard product
operator. The gate should turn off the rest of the input channels if a output pixel is likely to be zeroed
out by the ReLU or leveled to either {-1,+1} by the hyperbolic tangent and sigmoid function. To
find the ∆ which satisfies P (Wp ∗ xp < ∆) = τ , we also add a parameterless (without scale and
shift) batch normalization (BN 1 in Figure 2b) which normalizes the Wp ∗ xp to follow the standard
normal distribution. Moreover, as depicted in Figure 2b the channel gating building block contains
the baseline building block and is identical to the baseline building block if ∆ is very negative.
During inference, the batch normalization normalizes the input features using the moving mean (E[x])
and variance(Var(x)). The batch normalization (BN 1) can be merged with the gate to eliminate the
extra parameters and computation cost. The merged gate (˜s) is defined as:
s˜(x,∆) = θ
(
x− γ ·∆√
Var(x)
+ E[x]
)
(4)
The merged gate contains cl parameters and performs wl · hl · cl pointwise comparisons between the
partial sum and the threshold. The batch normalization in the fast path (BN 2) adds 2cl parameters
without additional computations since the total number of the multiplications and subtractions from
the two batch normalization (BN 2 and BN 3) is wl · hl · cl. The Hadamard product and addition
during test is replaced by combining the results from two paths which has no computation involved.
Figure 2b illustrates the computation graph during the training phase. We reformulate the output of
the channel gating building block y˜ without the if-else expression in Equation 1. Instead, we subtract
the output of the gate from a all-one tensor of rank three (J) to express the else condition and combine
the two cases with an addition which makes all the operators standard except the gate function.
y˜ = f(BN(Wp ∗ xp + (J− s(Wp ∗ xp)) ◦Wr ∗ xr)) (5)
4 Training a network with channel gating
The channel gating networks complicate neural network training and prevent us from utilizing the
standard training method in three aspects: (1) they introduce a non-differentiable gate function; (2)
they require an extra mechanism during training to encourage the network to use less computation;
(3) they introduce new hyperparameters that we need to set.
4
Non-differentiable gate function. As shown in Fig. 2b, We implement a custom operator in
MxNet [3] which takes the outputs (xˆr, xˆp, xˆg) from the three batch normalization layers as the
inputs and combines the two paths to generate the final output (yˆ) before the activation function. We
show the gradient calculation of the custom operator step by step as follow:
dxˆr = dyˆ · (J− s(xˆg,∆)) (6)
dxˆp = dyˆ · s(xˆg,∆) (7)
The gradients towards xˆr and xˆp are rather straightforward whereas the gradient towards xˆg and ∆
cannot be computed directly since the gate is a non-differentiable function. Similar to Courbariaux
and Bengio [4], we approximate the gate with a smooth function which is differentiable with respect
to x and ∆ during the backward propagation. Here, we propose to use
s(x,∆) =
1
1 + e·(x−∆)
(8)
to approximate the gate during backward propagation when the ReLU activation is used.  is a
hyperparameter which can be tuned to adjust the difference between the approximated function and
the gate. With the approximated function, the dxˆg and d∆ can be calculated as follow:
dxˆg = dyˆ · (xˆp − xˆr) · ∂s(xˆg,∆)
∂xˆg
= dyˆ · (xˆp − xˆr) · − · e
(xˆg−∆)
s(xˆg,∆)2
(9)
d∆ = dyˆ · (xˆp − xˆr) · ∂s(xˆg,∆)
∂∆
= −dxˆg (10)
If the activation function is the hyperbolic tangent function (tanh), we approximate the gate with
s(x,∆h,∆l) = θ(∆h − x) ◦ θ(x−∆l) ≈ 1− tanh ((x−∆h))− tanh ((x−∆l))
2
.
Pruning strategies. Without loss of generality, we assume that the ReLU activation is used and
propose three approaches to reduce the FLOPs. As discussed in Section 3, the input (xˆg) to the gate
follows the standard normal distribution and the FLOPs reduction fraction (F) is a function of the
threshold (∆):
F (∆) =
∑
l(1 + erf(
∆l−1√
2
)) · (kl−12 · wl · hl · cl · (1− χ))
2 ·∑l−1(kl−12 · wl · hl · cl) ≈
erf(
∑
l ∆l√
2l
) · (1− χ)
2
(11)
F increases monotonically with ∆. As a result, reducing computation cost is equivalent to having
a larger ∆. To encourage the network to reduce computation during training, we set a target ∆
value named target (T ) for each layer and add the squared loss of the difference between ∆ and T
(|T −∆l|2) into the loss function. We also compare this proposed approach with two alternative
approaches and evaluate their effectiveness in terms of trading off the accuracy with the FLOPs
reduction on CIFAR-10 dataset with a ResNet-18 variant architecture.
The two approaches are: (1) Add the FLOPs for computing wrTxr as a squared loss term in the loss
function. The goal of the channel gating is to maximize the number of pixels taking the fast path, and
therefore reducing the computation cost. Thus, it is natural to add the computation cost from taking the
original path in the loss function. This computation cost equals
∑
l(
∑
c
∑
w
∑
h(J− s(Wp ∗ xp)))·
χcl−1 · kl−12 ·wl · hl · cl; (2) Initialize the threshold with the target threshold value. Figure 3a shows
that the proposed approach achieves the best accuracy and FLOPs reduction trade-off empirically
among the three candidates. Compared to the first approach, the proposed approach provides a better
starting point by initializing the ∆ to -6 where less than 10−8 fraction of the pixels takes the fast
path in the beginning. However, it is counter-intuitive that the proposed approach works better than
adding the computation cost in the loss function. As shown in Figure (3b), the reason is that the first
approach tends to prune layers higher computation costs and introduces an imbalanced pruning ratio
among all the layers while the proposed approach keeps a more balanced pruning ratio. As a result,
we add the λ
∑
l(T −∆l)2 term to the loss function, where λ is a scaling factor.
Set hyperparameters. The proposed channel gating building block introduces four hyperparameters
— , χ, T , and λ.  is the hyperparameter in the approximated gate function Equation 8. χ is the
fraction of input channels in xp of each layer. T and λ are the target threshold and scaling factor in
the squared loss term which is used to reduce the FLOPs during training. We experimented with
settings of these hyperparameters on CIFAR-10 with ResNet-18:
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Figure 3: Evaluation of the three FLOPs reduction approaches on CIFAR-10 dataset
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Figure 4: Empirical study on choosing hyperparameters
• : The maximum value of the partial derivative of the gate with respect to xp and ∆
equals to 4 . To avoid gradient vanishing and explosion, we explore three different  values
( = 2, 3, 4).
• χ: We set a uniform χ for all the layers and examine the impact of different χ on the
accuracy and FLOPs reduction trade-off. Moreover, different layer might requires different
number of channels (χcl−1) in the fast path to minimize the accuracy loss. However, it is
impractical to search for the best χ for each layer which is a combinatorial search problem.
• T : Similar to χ, a uniform T is chosen for all the layers whereas different T values are
exploited to achieve different FLOPs reduction.
• λ: The λ determines whether the threshold can reach the target (T ) and and how many
epochs needed to reach the target. If the λ is too large, it is equivalent to initialize the ∆
with T . In this paper, we simply set the λ to be relative small value (10−4) to prevent drastic
changes of the ∆ value.
We first study the impact of the  on the accuracy and FLOPs reduction trade-off by sweeping three
target values (T = 0, 1, 2) whereas keeping all other hyperparameters fixed (χ = 18 , λ = 10
−4).
Figure (4a) shows that the  = 2 provides a better trade-off empirically. For rest of the experiments,
we use  = 2. We then compare the effectiveness of having different fractions of the input channels in
the fast path. Three χ values (χ = 14 ,
1
8 ,
1
16 ) are evaluated and the results are depicted in Figure (4b).
Based on the experimental results, we find that a smaller χ provides better accuracy and FLOPs
reduction trade-off if targeting a lower FLOPs reduction.
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Figure 5: Accuracy vs. FLOPs reduction trade-offs with different approaches.
5 Experiments
We evaluate the channel gating network on the CIFAR-10, CIFAR-100 [12], and the ImageNet
(ILSVRC 2012) [5] image classification datasets.
5.1 Datasets and network architectures
The CIFAR-10 and CIFAR-100 datasets consist of 50,000 training images and 10,000 test images,
corresponding to 10 and 100 classes, respectively. We use a standard data-augmentation scheme
in [16], in which the images are zero-padded with four pixels on each side, randomly cropped to
produce 32 × 32 images, and horizontally mirrored. For testing, we evaluate the model using the
original 32 × 32 image. The ImageNet dataset contains a total of 1.2 million training images and
50,000 validation images with 1000 different classes. We follow the same data augmentation scheme
adopt by [9]. The image is resized to 256× 480 pixels randomly. We scale the image by 256480 , subtract
the per-pixel mean, and random flip the image horizontally. A 224 × 224 random crop is taken
from an image. Moreover, the color augmentation in [13] is used. We use the 256 × 256 center
cropped image to test the model. We demonstrate the proposed channel gating scheme on a modified
ResNet-18 on CIFAR-10 and CIFAR-100. The modified ResNet-18 architecture is similar to the
ResNet-18 architecture used on ImageNet while using 3× 3 filter on the first convolutional layer and
having ten outputs from the last fully-connected layer. We choose this architecture since it contains
more channels in each layer which is suitable for the channel gating. For ImageNet, we also use
the ResNet-18 due to the limited time and resources. Our modified ResNet-18 baseline achieves
5.40% error rate on CIFAR-10 with 5.01 MFLOPs whereas the original ResNet-164 achieves 5.42%
error rate with 4.99 MFLOPs. We choose the ResNet model since it is harder to prune compared
to the networks without residual connections and having large fully-connected layer such as the
AlexNet [13] and VGGNet [20]. Hence, pruning a large percentage of FLOPs is challenging.
5.2 Training details
CIFAR-10 and CIFAR-100: We train all models using stochastic gradient descent (SGD) with a
momentum weight of 0.9 and weight decay factor of 10−4. For CIFAR-10, all models are trained
with mini-batch size 256 for 300 epochs. The initial learning rate is 0.1 and we divide the learning
rate by 10 twice at epoch 200 and 250. For CIFAR-100, we train the models with mini-batch size 64
for 300 epochs. The initial learning rate is 0.05 and divided by 10 at epoch 100, 200, and 250.
ImageNet: All models are trained using Nesterov accelerated stochastic gradient descent (SGD) with
a momentum weight of 0.9 and weight decay factor of 10−4. All models are trained with mini-batch
size 256 for 120 epochs. The initial learning rate is 0.1 and divided by 10 at epoch 30, 60, and 90.
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Table 2: The best test error and FLOPs trade-off points on CIFAR-10 and CIFAR-100.
Dataset Model Test Error (%) FLOPs Pruned (%)
C
IF
A
R
-1
0 Res-18-baseline 5.40 5.01× 108
Res-18-pruned-A 5.34 3.42× 108 31.8
Res-18-pruned-B 5.52 2.64× 108 47.4
Res-18-pruned-C 5.62 1.72× 108 65.6
Res-18-pruned-D 6.00 1.35× 108 73.1
C
IF
A
R
-1
00
Res-18-baseline 24.95 5.01× 108
Res-18-pruned-A 24.98 3.24× 108 35.3
Res-18-pruned-B 25.10 2.54× 108 49.3
Res-18-pruned-C 25.24 2.00× 108 59.9
Res-18-pruned-D 25.39 1.53× 108 69.4
Table 3: The validation accuracy and FLOPs trade-off points on ImageNet.
Test Error (%)
Model Top-1 Top-5 FLOPs Pruned (%)
ResNet-18-baseline 30.98 11.16 1.8× 109
ResNet-18-pruned-A 31.51 11.43 1.4× 109 24.2
ResNet-18-pruned-B 31.80 11.69 1.2× 109 35.6
ResNet-18-pruned-C 32.05 11.79 1.1× 109 37.9
5.3 Results
We first compare the channel gating scheme with a naive approach which prunes the a fixed ratio of
the channels in each layer statically and trains the pruned model from scratch. As shown in Figure 5,
the channel gating models outperform the static pruned models and provide a better trade-off between
accuracy and FLOPs reduction. In Table 2, we summarize the best channel gating models in terms of
the accuracy and FLOPs reduction trade-off. The best model achieves the state-of-the-art accuracy
and FLOPs reductions trade-offs. Our results are not superior to the static pruning counterparts when
targeting small FLOPs reduction. One reason might be the channel gating models are trained from
scratch with the same number of epochs as the baseline without any fine-tuning and iterative training
procedure. Moreover, Lin et al. [15] shows that dynamic approach outperforms static counterparts
when over 60% FLOPs are pruned. The channel gating scheme also seems to be orthogonal to the
existing static channel pruning approaches. It is possible to apply channel gating on statically pruned
models to obtain better accuracy and FLOPs reduction trade-off.
As shown in Table 3, applying channel gating scheme provides a trade-off between accuracy and
FLOPs reduction of the ResNet-18 model on ImageNet. However, the trade-off on the ImageNet
dataset is worse than the trade-offs on the CIFAR-10 and CIFAR-100 datasets. The reason are
threefold: (1) the ResNet-18 is the smallest ResNet architecture on ImageNet which makes the
network sensitive to pruning; (2) the hyperparameters are set based on the empirical results on the
CIFAR-10 dataset; (3) the channel gating model is trained from scratch without iterative training.
6 Conclusion and future work
We introduce a dynamic, fine-grained, training-based FLOPs pruning scheme called channel gating
and propose the training algorithm to train the channel gating network efficiently from scratch.
The channel gating scheme can achieve 66% and 60% reduction in FLOPs with 0.22% and 0.29%
accuracy loss on the CIFAR-10 and CIFAR-100 datasets, respectively. Moreover, the channel gating
scheme is able to prune 36% of FLOPs with 0.82% accuracy degradation on the ImageNet dataset
using the smallest ResNet model. Potential future work includes shuffling the input channels based
on the magnitude of the features/gradients, applying the channel gating network on a statically pruned
model, and extending the channel gating building block to a recurrent neural network.
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