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Abstract
Precise train localization is essential for railway operation, train control, track management
and collision avoidance. Therefore, the positioning of railway vehicles is a safety critical
application.
Nowadays, these applications rely on track-side equipment and suppose a high cost in
development and maintenance. By contrast, train-side mounted sensors, such as Global
Navigation Satellite Systems (GNSS) can achieve railway positioning at a low cost. In par-
ticular, the European satellite navigation system Galileo enables safety related applications
by new Safety-of-Life (SoL) services.
However, GNSS suffers from line-of-sight problem and its availability and accuracy are
dependent of the number of visible satellites. Moreover, stand-alone GNSS can not provide
the required precision in parallel track scenarios.
Therefore, in order to achieve a reliable and robust localization for trains, additional
train-side sensors and information of a railway map are combined with GNSS measure-
ments.
In this thesis, a probabilistic approach for train localization is proposed by using a
Bayesian filter. In particular, a particle filter estimates the topological position of the
train in the railway network from raw GNSS measurements (i.e., pseudoranges and Doppler
shift frequency), Inertial Measurement Unit (IMU) data and the track map, resulting in
a tightly coupled integration. The proposed approach is compared to a loosely coupled
integration that uses the PVT solution of the GNSS receiver combined with IMU and the
map.
Finally, an evaluation of the tight and loose approach with data recorded in a railway
environment is performed. Results are very encouraging and suggest high reliability of the
proposed method even in low visibility situations.
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Chapter 1
Introduction
Nowadays, Global Navigation Satellite Systems (GNSS), in particular the Global Position-
ing System (GPS), are widely used for a number of non-safety navigation and location-
based services, such as car or ships navigation and route planning, surveying land bound-
aries, recreational sports (e.g. hiking, mountain biking) or many different applications on
smartphones.
With the incoming European GNSS system Galileo, a broad scope of new safety appli-
cations are being proposed within the context of the so called safety-of-life (SoL) services.
As Galileo’s control rely on the European Union (EU), it can provide a level of integrity
that GPS was not able, because its operation depended on US strategical decisions. There-
fore, GNSS is now considered of a great potential to support the navigation modules of
many safety critical systems, such as aircraft or railway operation.
In railway localization, nevertheless, GNSS suffers from line-of-sight problems and can
not thus achieve the required accuracy in few visibility situations and hence, the enough
robustness in difficult environments in a stand-alone mode. That is why, it is been sug-
gested that GNSS should be aided with additional information of the railway network
and other complementary sensors, such as Inertial Navigation Systems (INS). Due to the
highly constraint of the trains to the tracks, railway navigation has some special features
not present in other means of transport like cars, ships or planes. The most important
consequence of this is that the localization process can be enhanced by using a track map.
In this context, the Institute of Navigation and Communication of the German Aerospace
Center (DLR) is studying different approaches to provide a reliable and integrity localiza-
tion solution to the navigation problem in railway environments. This thesis contributes to
that research by facing the navigation problem of trains with GNSS technology, INS and
the knowledge of the railway map, as well as by making use of novel localization algorithms
approaches.
2 CHAPTER 1. INTRODUCTION
1.1 Motivation
As shown in Figure 1.1, there are more than two thousand casualties or people seriously
injured in railway accidents in the European Union (EU) every year [1]. Moreover, accord-
ing to the European Railway Agency1, on average a derailment or a collision is reported
at least every second day in the EU, causing significant disruptions to railway operations.
Figure 1.1: Number of people killed or seriously injured in railway accidents in the EU
(2006-2011)
Source: Eurostat (rail ac catvict) [1]
These statistics point out the deficiency of current train operation systems to cover all
possible failure situations, in which the precise localization of the vehicle in the railway
network plays an important role to prevent collisions, organize efficiently the traffic, adapt
the speed in junctions or curves to avoid derailments, or detect an imminent level crossing.
Actual railway positioning methods rely on track side equipments, such as balises, track
circuits or transponders. Although these sensors work efficiently, they provide positioning
information at discrete points and their deployment and maintenance costs are very high,
so they are reserved to routes with higher density of traffic.
In this context, the ETCS (European Train Control System) is pointing nowadays at
new infrastructure-free approaches that would offer a worldwide accurate track-selective
positioning solution independent of the track-side elements [2].
New accurate, robust and continuous localization approaches are therefore necessary for
train operation, track control and traffic management, as well as for many safety railway
applications, such as the Railway Collision Avoidance System (RCAS) [3], [4].
1.2 Problem Statement
In this research thesis, we aim at providing a localization approach that utilizes a set
of sensors mounted on the train along with information about the railway network. In
1European Railway Agency, http://www.era.europa.eu
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particular, the proposed system will have a GNSS receiver with its antenna mounted on
the train roof, an Inertial Measurement Unit (IMU) near the wheel axis and a navigation
processor that makes use of a digital railway map (Figure 1.2).
Figure 1.2: Problem statement
Although GNSS receivers provide in general an accurate position, velocity and time
(PVT) solution, they present some limitations in railway critical environment. The critical
scenarios that should be taken into account for railway positioning are the followings:
• Parallel tracks: The accuracy that GNSS can guarantee is not enough to decide
between two different tracks in a parallel scenario. As this situation is very common
in railway environments, this constitutes a critical problem (Figure 1.3).
• Switches: In the same way as for parallel tracks, a GNSS receiver is not able to
discern between two tracks after a junction. In this context, the use of an inertial
sensor could be used to improve the localization result.
• Poor satellite signal reception: GNSS receivers need typically four satellites in view
to compute a PVT solution. In total signal blockage moments (i.e., tunnels), they
can not provide any information to the user and the localization system must rely
only on additional sensors. In other situations, when there are one, two or three
visible satellites, the receiver is not able to compute a PVT solution though there
is information from the visible satellites in the receiver. For example, in Figure 1.4,
4 CHAPTER 1. INTRODUCTION
Figure 1.3: GNSS accuracy in parallel tracks
the number of visible satellites observed during a trip from Hamburg to Munich is
represented in a histogram over total time. It can be seen how the 7.6% of the
time there are one, two or three visible satellites, but the receiver is providing no
information to the user.
In order to extract this information and use it into the navigation processor, it is
required to handle directly the raw GNSS measurements of the receiver. These raw
data are the pseudorange which is the measured distance between the receiver antenna
and the satellite, and the Doppler frequency shift, caused by the relative movement
of the user and satellite.
Figure 1.4: Train run from Hamburg to Munich: Visible satellites histogram
In this thesis, the proposed localization approach must be able to compute a track
selective and continuous navigation solution taking advantage of the GNSS information
even if less than 4 satellites are visible, making an extensive use of all the available data.
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1.3 Research Question: Raw GNSS Data for Railway
Localization
The use of the PVT solution of the GNSS receiver is widely applied to many applications
and systems because it offers intuitive position data about the user location, for example
in a latitude, longitude and altitude coordinate system. As our intent is to combine the
information of an inertial sensor, a digital map of the railway network and the available
raw data of a GNSS receiver, the GNSS data is no longer in an intuitive format, but gives
us relative information to every visible satellite. How is then possible to use and integrates
these measurements together to estimate a position?
Each of these measurement sources provides data in a different way, so the question
that comes up is which is the best approach to integrates them in the same application.
Understanding of the nature of every sensor is essential to propose an integration solution.
However, it is under research and development by the scientific community which is the
best method to estimate an accurate and robust train positioning solution within a railway
map.
This research work is focused with an special interest on the role of the raw GNSS
data, pointing directly to the question of how to apply this information and which are the
advantages and disadvantages of using it for this map based multisensor railway localization
problem.
1.4 Objectives
The main objectives of this thesis are:
• The theoretical development and the implementation of a Bayesian approach that
integrates the measurements of a IMU sensor, the raw data of a GNSS receiver and
the information of a track map with the purpose of the localization and navigation
of a train.
• Evaluation of the proposed approach with real data and the comparison with a pre-
vious approach that utilizes the PVT solution of the receiver.
1.5 Methodology
This thesis has been developed at the Institute of Navigation and Communication of the
German Aerospace Center (DLR) and the following phases have been undertaken in order
to achieve the objectives:
1. State of the art literature review: This phase consisted in reading research
papers and relevant books about Bayesian estimation, particle filters, multisensor
fusion algorithms, GNSS and inertial sensors.
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2. Theoretical Derivation: At this stage a Bayesian extension approach was modeled
to represent the problem of fusing raw GNSS data, IMU data and the track map.
Besides, a theoretical derivation of a Bayesian filter was required.
3. Implementation: This phase consisted on one side to provide the Java R© RCAS
framework with connection to real data of the sensors. On the other side, the filter
approach must be implemented in the framework, as well as the required visualization
addins to test the correct functioning of it.
4. Evaluation: The implemented algorithm must be tested with real data in different
configurations and scenarios to prove the reliability of the proposed approach. A
comparison with other approaches is also made suitable.
5. Thesis Documentation: This document have been generated using LATEX where
all the stages are captured and detailed.
1.6 Brief Overview: Structure of the Thesis
The rest of this thesis is organized in the following form: Chapter 2 introduces the reader
in the field of study by providing some general state-of-the-art concepts and related work.
In Chapter 3, the theoretical approach is fully developed. A theoretical study about the
GNSS geometry problem in railway environments is also explained in Chapter 4. Then,
Chapter 5 presents some key steps of the implementation of the proposed filtering solution
and Chapter 6 describes the software framework integration and issues. The experimental
context in which this thesis approach has been tested is introduced in Chapter 7 and the
different evaluations and results obtained can be found in Chapter 8. Finally, in Chapter
9, the achievements and conclusions are summarized.
Additionally, three appendices have been included to cover some additional GNSS and
implementation issues. In Appendix A and B, the reader can find some important aspects
that were necessary for the use of the raw GNSS data: the satellite position and velocity
computation, and the different correction models for the GNSS error sources. Second, in




This chapter provides some general theoretical notions and key concepts that are essential
for this thesis.
The following sections start by explaining the general concepts behind the operation of
GNSS systems and technology. Then, state-of-the-art Bayesian theory is described to be
able to face the localization estimation problem and filtering techniques.
Finally, some related work map-based localization in a multisensor environment are
presented.
2.1 Global Navigation Satellite System (GNSS)
The term Global Navigation Satellite System (GNSS) encompass those positioning systems
based on satellite technology. The fundamental method behind them is to measure the
ranges between the receiver and those satellites that can be observed from the user position.
By knowing the measured distance between the receiver and each satellite, as well as the
precise position of the satellites in space, the user is able to determine his position by
solving a geometrical problem (Figure 2.1).
GNSS systems consist of three different parts called segments: Space segment, control
segment and user segment. The space segment comprises, firstly, the different subsystems
inside the space vehicles (SV) (i.e., satellites), that generate the GNSS signal, maintain
the communication with the control segment and keep the satellite stable in its orbit.
Secondly, the constellation design must guarantee the presence of satellite signals all over
the world and that the geometric observability of the user is sufficient [5]. This geometry is
measured by the dilution of precision (DOP) parameter, which will be explain in detail in
Section 2.1.4. The control segment is responsible for monitoring the health and status of the
SVs, and maintaining the satellites proper functioning. Furthermore, the control segment
updates the information contained in the navigation message that satellites broadcast to the
users. This message includes the information of the satellite’s clock bias, ephemeris (precise
parameters to compute satellite position) and almanac (information about the position of
every satellite in the constellation) [6]. The user segment is the receiver equipment, where
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Figure 2.1: GNSS position determination
the signals are acquired and tracked. This segment also includes the further design and
computation algorithms to obtain a position, velocity and time (PVT) solution [7].
Nowadays, there exist various satellite based navigation systems running or under de-
velopment in our world. The most popular and the first operational system was the Global
Positioning System (GPS), developed by several U.S. government organizations. GPS was
designed to use pseudorandom noise (PRN) modulation for ranging with digital signals
and under the two transmitted frequencies, L1 (1575.42 MHz) for civil/military use and
L2 (1227.6 MHz) restricted for military use. Satellites broadcast ranging codes and navi-
gation messages using Code Division Multiple Access (CDMA) technique [5].
Later, Russians declared operational GLONASS, its satellite navigation system. Al-
though GLONASS is also based on PRN coding, they implemented Frequency Division
Multiple Access (FDMA) where every satellite broadcast their signals in the L1 center
frequency range (1598.0625-1605.373 MHz) and L2 (1242.9375-1248.625 MHz) [6].
The Indian IRNSS system, the Japanese QZSS or the Chinese BeiDou are other regional
navigational satellite systems that complement the previous systems with additional satel-
lites to improve the accuracy and robustness in their countries [6].
Finally, we mention GALILEO, the European approach under development, which is
planned to provide a worldwide coverage and offer a number of important services. Among
them, we point out the Open Service (OS) for standard mass-market applications and
the Safety of Life (SoL) service, in which this thesis work can be settled in. GALILEO
will provide signals in three different bands through CDMA transmission: E5 (1.164-1.215
MHz), E6 (1.260-1.300 MHz) and E2-L1-E1 (1.559-1.592 MHz) [6].
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2.1.1 Fundamentals
In order to obtain the distance to each satellite, GNSS measures the time it takes for the
signal transmitted by the satellite at a known absolute time, to reach the user receiver.
This time is then multiplied by the speed of light to obtain the measured distance. This
technique is known as time of arrival ranging (ToA).
The localization or navigation objective is to determine the position of the user at a
certain time. One problem that comes up is the fact, that the time of transmission is set by
the satellite atomic clock into the broadcast message, but the estimated time of reception
is dependent of the receiver clock, which is not synchronized with the satellite clock and,
moreover, has worse performance. Hence, the method used to achieve the synchronization
includes the clock time difference as a new variable. This is the reason why in order to
compute a 3D position of the user is necessary at least four visible satellites. In addition,
the user will gain a precise absolute timing.
Besides, it is also possible to estimate the change rate of the distance by measuring the
Doppler shift between the carrier nominal frequency and the received signal. The Doppler
shift measurements combined with the knowledge of the satellite velocities can be used
to determine the velocity of the user. As a result, we end up with the so called position,
velocity and time (PVT) solution.
Figure 2.2: GPS signal generation
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Signal Generation
Now we focus on the signal characteristics of GNSS systems. In particular, we explain the
GPS signals because it is the system used for the testing of this thesis, and Galileo shares
also these main aspects.
GPS utilizes two different pseudorandom codes transmitted in phase and in quadra-
ture in the L1 band: The coarse/acquisition (C/A)-code, which is defined for open public
service and the encrypted Precision (P)-code whose use is restricted. They are called pseu-
dorandom because despite their deterministic nature, they have some noiselike properties
(e.g., same number of zeros and ones). Basically, the generation steps of a GPS signal,
shown in Figure 2.2, are the following: First, the digital data of the navigation message
is spread (combined) with the PRN code. Then, the carrier signal is Binary Phase-Shift
Keying (BPSK) modulated by the resulting signal. The final signal modulation is known
as direct sequence spread spectrum (DSSS) signal [8].
Signal Acquisition and Tracking
The user, in order to compute the ToA must follow two steps: Firstly, the satellites that
are visible must be identified, as well as the phase difference of the code and frequency of
the received satellite signals. This process is known as acquisition. Once those values are
known, it is only necessary to keep tracking the signals both in frequency and code phase.
The acquisition is performed by a double search in frequency and code of the satellite
signals by comparing a local carrier signal and a local code replica for every satellite. As
this process is out of the scope of this document, we invite the reader to consult Borre et
al. [8] for more details.
The tracking purpose is to refine the coarse values of the code phase and frequency,
and to follow their change over time. Therefore, the tracking needs to be carried out in
two parts:
• Code tracking: This is normally achieved using a delay lock loop (DLL) where the
peak of the correlation function between the received code and a local replica is
tracked over time. The pseudorange measurement is later computed from this pro-
cess.
• Frequency tracking: The tracking of the carrier signal is often implemented by a
phase lock loop (PLL) though many receivers utilize a frequency lock loop (FLL). The
Doppler shift measurement is extracted from this process.
2.1.2 Observables
Pseudorange Observation Model
The time of transmission is extracted from the navigation message and then compared
with the local time to compute accurately the propagation time using the phase difference
of the DLL. Then, by multiplying it by the speed of light we obtain the pseudorange
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measurement. This is the nearest measurement we can get of the true range satellite-user
due to the non-synchronization of the clocks, the presence of errors in the satellite clock,
and the different delays the signal may experience while traversing the atmosphere. A
pseudorange measurement can be thus expressed, at a certain time t, as [5], [6]:
ρ = ||xst−τ − xu|| − c · dtst−τ + c · bu,t + dIt + dTt + ρ,t. (2.1)
The equation (2.1) is known as the pseudorange general equation where ρ represents
the pseudorange measurement and where:
||xs − xu|| True range satellite-user,
xs Vector of satellite position in ECEF,
xu Vector of user position in ECEF,
c Speed of light,
dts Satellite clock offset,
bu Clock bias of the receiver,
dI Ionospheric delay in meters,
dT Tropospheric delay in meters,
τ Signal travel time,
ρ Remanent errors,
(e.g. multipath).
The satellite position is computed using the ephemeris data transmitted by the navi-
gation message. The satellite clock offset is corrected by some parameters which are also
broadcasted. Regarding the ionospheric and tropospheric delays, there are some models
to estimate them. The user position and the clock bias of the receiver are normally the
unknowns in the localization problem. More information about the usual correction models
used in this equation and throughout this thesis can be found in Appendix B.
Doppler Observation Model
Doppler frequency is the difference between the frequency nominal value of the local system
and the actual received frequency. This difference is caused by the relative movement of
the satellite to the user and therefore gives information about their relative velocities. As
for the observable pseudorange, due to imprecisions and additional delays, the measured
Doppler shift differs from the true one caused only by the relative movement. The Doppler
shift observation can be written as [9]:
λD = (~nsu +
~vs
c
) · [~vs − ~vu]− dI˙ + dT˙ + cdu − dt˙s + dR˙ecc + dR˙Sagnac, (2.2)
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with
λ Wavelength of the observed signal (e.g. L1, L2),
D Doppler measurement [Hz],




~vs − ~vu ECEF speed difference between user and satellite,
c Speed of light,
dI˙ Ionospheric rate correction,
dT˙ Tropospheric rate correction,
dt˙s Satellite clock drift,
du User clock drift,
dR˙ecc Orbital eccentricity correction,
dR˙Sagnac Sagnac rate correction.
2.1.3 Absolute Position and Timing
The classical and most common algorithm for static point position is based on the least-
squares method since this methods is able to handle systems with more observations than
variables [6]. Now, we describe the least-squares process to compute the user position from
pseudorange measurements.




(xk − xu)2 + (yk − yu)2 + (zk − zu)2︸ ︷︷ ︸
Rku
+c · bu + , (2.3)
where Rku is the geometrical range between the satellite and the receiver, and  are the
random and deterministic bias terms (i.e., satellite clock and atmospheric propagation).
Note that (2.3) is nonlinear with respect to the user position (xu, yu, zu), so it is nec-
essary to linearize it before computing the least-squares solution. The linearization is per-
formed by a Taylor expansion of the nonlinear terms around an initial position estimate



















Hence, (2.3) can be written in terms of the increments (∆x,∆y,∆z) between the ap-
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proximate initial position and the user true position:









∆z + c · bu + . (2.7)























































Assuming that we apply the corrections for the  term (Appendix B), the solution of
the least-squares problem G∆x = b is defined as the one that minimize the quadratic
error of eˆ = b−∆xˆ, and it can be expressed as [6]:
∆xˆ = (GTG)−1GTb. (2.9)
The least-squares algorithm applied for position determination in GNSS systems is
therefore an iterative procedure that updates the reference initial position in the following
form:
xu,i+1 = xu,i + ∆xu,i+1, (2.10)
yu,i+1 = yu,i + ∆yu,i+1, (2.11)
zu,i+1 = zu,i + ∆zu,i+1, (2.12)
and continues until the new increments are at meter level [8].
The classical least-squares algorithms assumes that the pseudorange errors are indepen-
dent and identically distributed for all the observations, which is a common non-optimal
approximation. However, it is possible to extend the algorithm so that we can include
the different error noise component of every satellite. This approach is called weighted
least-squares (WLS) and its solution is described by [6]:
∆xˆ = (GTW−1G)−1GTW−1b, (2.13)
where the W matrix is the covariance matrix of the Gaussian pseudorange errors.
2.1.4 Dilution Of Precision
In GNSS localization, the geometry of satellites has an important effect in the precision of
the estimated position. The concept of Dilution of Precision (DOP) is widely used when
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the position of satellites is evaluated respect to an aproximate user position. This DOP
metric relates how the pseudorange errors convert into position errors due to the geometry
of the problem. If σ
UERE
is the standard deviation of user equivalent range error and σp is
the standard deviation of resulting position error, they can be easy related by the dilution
of precision [6]:
σp = DOP · σUERE . (2.14)
We can obtained the DOP for the positioning problem by means of the least-squares
solution. In the previous section, we obtained the following solution expression:
∆xˆ = (GTG)−1GTb. (2.15)
It is shown in [7], that the covariance matrix of this solution error can be expressed as:





where σ2 is the variance error of the pseudorange measurement. Therefore, the error of an
estimation has two factors, one representing the error of the measured range and another







Finally, from the diagonal values of the H matrix, we can obtain the different DOP
values:
Horizontal dilution of precion, HDOP =
√
H11 +H22, (2.18)
Position dilution of precision, PDOP =
√
H11 +H22 +H33, (2.19)
Time dilution of precision, TDOP =
√
H44, (2.20)
Geometric dilution of precision, GDOP =
√
H11 +H22 +H33 +H44. (2.21)
2.2 Bayesian Estimation
Bayesian estimation refers to those probabilistic methods that aims at estimating the
probability density function (pdf) of a random variable. For example, we may be interested
in inferring a magnitude x regarding some data y coming from a sensor. The conditional
probability p(x | y) is called the posterior probability distribution, which can be expressed
using Bayes rule as [10]:




p(y | x′)p(x′)dx′ . (2.22)
The probability p(x) represents our prior belief and the inverse probability p(y | x) is
usually called likelihood. Since y is assumed to be known, the probability density p(y) is
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an evidence usually considered as a normalization factor. As a result, Bayes estimation






A Bayes filter is a recursive Bayesian estimation, where an unknown probability density is
estimated recursively over time including the new available information (i.e., from a sensor).
We can represent this evolution very clearly through the use of a dynamic Bayes network
(DBN), where the causal dependencies of the variables and their temporal evolution are





Figure 2.3: Dynamic Bayesian network
It should be taken into account that we assume an order one Markov process for the
filter. This is based on the Markov property, where past and future states are independent
if the current state is known.
The temporal evolution of Bayes filter consists of two important steps. Firstly, starting
from the prior belief of xk−1, and making use of a process model, we induce a transition
to xk. This is usually called the prediction step. The second step is called the observation
update, where the new sensor data yk is evaluated regarding our predictive belief of xk.
Both steps leads to the current posterior belief of xk.
2.2.2 Kalman Filtering
Kalman filters (KF) are a family of Bayes filters where the variables are continuous, evolve
linearly over time t and the probability distributions are all Gaussians [11]. Hence, every
probability density is parametrized by its mean µt and its covariance Σt. Furthermore, the
solution of this method is the exact posterior density and it is thus considered an optimal
algorithm.
The Kalman filter algorithm includes the two Bayes filter steps: prediction and update.
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1. Prediction: This step is summarized by the following equations [10]:
Algorithm 1 Kalman filter prediction
1: µt|t−1 = Ftµt−1
2: Σt|t−1 = FtΣt−1F Tt +Rt
where the matrix Ft establishes how the current states depend on the previous ones,
and Rt is the covariance matrix that models the uncertainty introduced by the state
transition.
2. Update: In this step, the new measurement is incorporated to the estimation. A
crucial parameter of this process is the Kalman gain Kt, which defines the level in
which the measurement is applied to the new state estimate. The algorithm of the
measurement update of Kalman filter is summarized by [10]:
Algorithm 2 Kalman filter update




2: µt = µt|t−1 +Kt(zt −Htµt|t−1)
3: Σt = (I −KtHt)Σt|t−1
where Kt is the Kalman gain, Ht express the relation between the measurement
and the state estimate, zt is the measurement, Qt is the covariance matrix of the
measurement noise and I is the identity matrix.
2.2.3 Particle Filtering
In many applied statistic problems, the assumption of linearity and Gaussianity do not
hold and therefore, optimal methods are not suitable any more. In this section, we will
present a suboptimal method, which is not subject to linear Gaussians and the continuity
of the state-space, called particle filters (PF). Particle filters, also known as Sequential
Monte Carlo (SMC) methods [12], are a non-parametric implementation of Bayes filters
where the posterior density is approximated by a set of random samples called particles
with its associated weights [13]:








where xi0:k is the set of all particle states up to time k, w
i
k is the normalized weight and Np
is the number of samples.
Since it is impossible to sample directly from the posterior p(x0:k | y0:k), particles hy-
pothesis are drawn independently from a normalized importance density function pi(x0:k | y1:k)
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It can be proved that the importance weights can be derived recursively for a filtering
estimation as [13]:
wik ∝ wik−1
p(yk | xik)p(xik | xik−1)
pi(xik | xik−1,y1:k)
, (2.26)
Notice that from (2.26), we obtain an unnormalized weight for every particle and they







The use of importance density and importance weights is known as Bayesian Sequential
Importance Sampling (SIS) technique and facilitates the particles to fall in the region of
the truth state value.
One problem of particle filters is the so called degeneracy phenomenon, where there
will be only one particle with relevant weight after a few iterations. Clearly, a solution
to reduce this problem would be to increase the number of particles which, nevertheless,
would be computationally impractical. Hence, in order to mitigate this effect, particles
filters focus on two important aspects: Firstly, the choice of the importance density plays
a critical role and it should be thus defined carefully. Secondly, particle filters include also
a selection step known as resampling, where the key idea is to eliminate particles which
have a low importance weights, while multiplying particles with high importance weights.
Figure 2.4: Particle filter evolution
Adapted from van der Merwe et al. (2000) [15]
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Indeed, this process replaces the current weighted sample set by a new one which follows
more accurately the true posterior distribution. In Figure 2.4, we can see how this process
is effectuated.
Since resampling should be executed every time a significant degeneracy is observed,
we can use the number of effective particles Neff as a suitable indicator of the degeneracy








Finally, in Algorithm 3 we can see the general algorithm of a particle filter.
Algorithm 3 Particle filter
1: for i = 1 : Np do
2: Draw xik ∼ pi(xk | xik−1,y1:k)
3: Compute importance weights wik
4: end for





6: for i = 1 : Np do









The purpose of a navigation system is to provide the user with a position, velocity and
time solution (PVT), as well as in some cases some extra information about the user’s
attitude or orientation. Although GNSS systems are able to provide, in general, reasonable
bounded accuracy, its performance may be degraded due to satellite signal outages caused
by blockage or external interference, time to first fix (i.e., first position solution) or signal
reacquisition capability.
In order to overcome the sensor’s performance issues and improve reliability, it is usual
to integrate two or more sensors in the same system. The objective is to choose sensors
whose error sources are independent and therefore can be complemented by each other. The
most popular integration techniques used in GNSS includes inertial sensors [16], though
many other approaches also exists that use, for example, odometers, altimeters, speedome-
ters or even a communication network.
Inertial navigation is usually integrated within GNSS by using Kalman filters, never-
theless, depending on the system requirements, other probabilistic techniques are being
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used nowadays. In the following sections, a brief introduction is presented about inertial
sensors and the most common integration techniques and levels.
2.3.1 Inertial Navigation
Inertial navigation relies upon the measurement of acceleration, which can be integrated
successively to provide estimates of changes in velocity and position. Inertial navigation
systems (INS) obtain the new position by using the previous position and a relative vec-
torial information (i.e., velocity) over elapsed time. This is also known as dead reckoning
navigation and its main disadvantage is the cumulative error that increases over time.
A system that navigates based only on inertial sensors is considered a strapdown inertial
navigation and the main blocks involved in this system are shown in Figure 2.5 [17].
Figure 2.5: Strapdown inertial navigation scheme
From now on, we will focus uniquely on the inertial measurement unit (IMU) and the
data output from its internal accelerometer and gyroscope.
2.3.2 Integration Levels
There exists different configuration schemes when integrating GNSS and an inertial mea-
surement unit (IMU). They can be classified, depending on the level of integration, in three
different configurations: loosely coupled, tightly coupled and deeply coupled [6], [16].
The loose integration, as shown in Figure 2.6, makes full use of GNSS receivers by inte-
grating in the navigation processor (typically a Kalman filter) the PVT solution provided
by the receiver and the IMU measurements (i.e., 3D accelerations and turn rates). Al-
though this configuration requires less elaboration, its performance may be compromised,
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when only a few satellites are visible, by an inaccurate or even not computed PVT solution
(with less than four visible satellites).
Figure 2.6: Loosely coupled integration scheme
The second level is the tight integration, shown in Figure 2.7. In this approach, instead
of using the PVT solution of the receiver, the raw data is directly included in the navigation
processor. It should be noted that, while an absolute position was computed in the loose
integration previously to the final solution, in tight integration we will obtain an absolute
position only after the GNSS/IMU integration. The use of raw data will additionally in-
crease the complexity of the navigation processor since it is made necessary to handle the
satellite ephemeris, the non-linearities of pseudorange and Doppler measurement models
and to calculate raw data correction terms. Despite the increasing complexity, this ap-
proach is more robust because it can keep extracting useful GNSS information to aid the
filter even in situations where less than four satellites are visible. In addition, some variants
of this approach implement a backward path and make use of the solution to provide a
tracking loop aiding to enhanced the correlator performance [16].
The deep integration is the third level configuration, where the IMU measurements
are used in the navigation processor and in the receiver lower signal processing blocks
(i.e., code and carrier generators, correlators). This approach typically implies to develop
algorithms at hardware level and are therefore out of the scope of this work.
In the following, we will refer to a loosely coupled integration when the PVT solution
of the GNSS is used in the filtering approach, as well as to a tightly coupled integration
when pseudoranges and Doppler measurements are included directly in the filter.
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Figure 2.7: Tightly coupled integration scheme
2.4 Map Based Estimation Methods
Localization and navigation fusion techniques in a multisensor environment has been in-
troduced in Section 2.3. However, when navigating along a railway map (or by similarity
a road map) the state space where the vehicle could be, gets significantly reduced. The
information of the map may be then intuitively used to simplify the estimation process or
to increase the precision of the estimation. Despite of the fact that indeed the map gives
important information, it is not obvious which is the best way of relating an estimation to
a position on the map or which is the best way to include it into the estimation process. In
fact, due to the discrete and nonlinear nature of the map, it is a highly non trivial problem.
The process of relating an estimated position to a position in a map is usually called
map-matching. As road or rail maps are typically split into different segments, the naive
approach consist of a geometry analysis, for example by selecting the segment that is the
nearest in terms of euclidean distance. Other geometric approaches evaluates the error el-
lipse of the navigation system [18] (Figure 2.8a) or the curves of the map. Although these
methods are a good approach in a single track situation, in a more complex network, spe-
cially in junctions or parallel segments, they may find problems to solve the correct position
(Figure 2.8b). This can lead to an ambiguous solution and therefore, it is unacceptable for
safety relevant applications of an ITS (Intelligent Transportation System).
Other algorithms are based on a topological analysis. This way, taking into account
more information such as the vehicle speed, links connections or road classification, they
can identify some of the junction situations [18]. A similar method that weights the possible
tracks regarding real-world field data is presented in [19]. In this approach, despite the
relative simple and fast algorithms, they can identify, in the best case, the 97 % of correct
segments. A topological method in combination with an IMU is used in [20]. The turn
22 CHAPTER 2. THEORY
(a) Single track matching (b) Ambiguous matching after fork
Figure 2.8: Naive map-matching
rates are included in the process in a probabilistic fashion. Pointing out the suitability of
IMU helping in switches.
Finally, advanced map-matching algorithms try to include the information of the map
within the estimation process with more refined techniques. This inclusion can be done in
different fashions and levels. Many techniques make use of fuzzy logic, Kalman filtering,
probabilistic theory or belief theory [18].
We will focus for the rest of this chapter on those based on Bayesian estimation and,
in particular, those that make inference by particle filtering [21], [22], [23], [24].
As every track or road map is a discrete number of segments and the movement over
them is a highly nonlinear transition due to the connections, many approaches use Se-
quential Monte Carlo (SMC) methods for solving the integration between sensors and the
map. In [21], the GPS solution, a yaw rate gyroscope and an odometer are merged with
an Extended Kalman Filter, and then, the solution of the EKF is used as an observation
in a particle filtering where the map is used as a constraint for the particles position.
In [22] an integration between GPS and an odometer is performed using the information
of the map in the likelihood step of the filtering. The hypothesis (particles) are spread over
all the space and then evaluated regarding a featured based and a topology based map.
Although this approach could be suitable for cars, because the vehicles can be out of a
road (in a parking area for example), for a train localization it would mean that we are
sampling particles out of the map, which is actually impossible due to the highly constraint
of the train to the railway tracks, and therefore a waste of resources.
In the context of train localization, a loosely-coupling multisensor approach where the
information of the map is considered as a position constraint, has also been proposed in [23].
A particle filter is also used and the digital map provides additional feature information
of the tracks (i.e., curvature). Of great importance is the consideration of an inertial unit
as a complementary sensor for GNSS in railway navigation. This approach was extended
in [25] to consider a 3D pose of the train on the tracks, so the map is able to provide the
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curvature, bank and slope for a specific point. Simulations were run showing encouraging
results.
Another relevant contribution that must be mentioned is [24], where an estimation with
a particle filter is done between raw GPS measurements and a road map. The estimation
process is split in two steps. Firstly, a particle filter estimates the segment of road, and
then a Kalman filter estimates the position along the segment for every hypothesis. The
implementation is finally a Rao-Blackwellised PF. Results show the importance of Doppler
measurements in junction situations and precisions of 11 meters were obtained.
This thesis will follow the approach in [23] [25], extending it by raw GNSS data (i.e.,
pseudoranges and Doppler). The extended method consisting of raw GNSS measurements,




The main objective of the system developed in this master’s thesis is to estimate the
position of a train within a railway network. This position is thus defined in the topological
domain by the track ID denoted by R, the position along the track s and the orientation
of the train related to the track dir:
T topo = {R, s, dir}. (3.1)
In this chapter, a theoretical probabilistic approach that faces this task is developed.
This approach aims at providing a reliable, accurate and robust solution to the localization
and navigation challenges in railway environments, such as track selection in junctions,
parallel track situations and few visible satellites moments.
To do that, this approach extends theoretically [23] and [25] to a tightly coupled inte-
gration, where the raw GNSS data will be directly integrated with the information of an
inertial sensor.
The theoretical development of the proposed approach, starts by presenting in a dy-
namic Bayesian network (DBN), the causal dependencies between the different variables
involved. Then, it follows a detailed explanation of the transition models used to charac-
terize the evolution of the different states. A Bayesian filter will be derived and a particle
filter will be used to make inference out of the network. The theoretical implementation
of the particle filter and the problem of the filter output will be finally presented.
3.1 Dynamic Bayesian Network
A Bayesian network is an great tool to model complex problems by showing the causal
dependencies of random variables or states in a directed acyclic graph. On the other side,
a dynamic Bayesian network (DBN) is a temporal Bayesian network, where the evolution
over time of the states is also represented.
The DBN that has been designed in this work can be seen in Figure 3.1. The dynamic
states D represent the motion variables of the displacement of the train along the track.
The states denoted by T are the topological, geometrical and featured description of a track
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position and M is the map information, which is a digital database of the railway network.
ZIMU , ZPR and ZDP are the observable random variables of the system, which are the IMU
(Inertial Measurement Unit), pseudorange and Doppler measurements respectively. Clock
states are denoted by C, which must be considered as unknowns in the GNSS estimation
process. Finally, Elong is the remaining long-term correlated errors of every pseudorange
measurement.
Figure 3.1: Dynamic Bayesian network of tight integration
3.2 Recursive Bayesian Inference
Bayesian inference derives the posterior probability as a consequence of two antecedents, a
prior probability and a likelihood function derived from a probability model for the data to
be observed. Therefore, the goal of the estimation process consist of deriving the posterior
from the DBN of Figure 3.1. This posterior is expressed as:
p(D0:k, T0:k, C0:k, E0:k | ZIMU1:k , ZPR1:k , ZDP1:k ,M), (3.2)
or more compacted as:
p({DTCE}0:k | Z1:k,M). (3.3)
where Z1:k = {ZIMU , ZPR, ZDP}1:k.
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Next, the derivation of the Bayesian filter (Bayesian inference) is based on the DBN
for the tightly coupled approach. First, Bayes rule is applied to the posterior:
p({DTCE}0:k | Z1:k,M) = p(Zk | {DTCE}0:k,Z1:k−1,M) · p({DTCE}0:k | Z1:k−1,M)
p(Zk | Z1:k−1,M) .
(3.4)
The denominator in equation (3.4) does not depend on the posterior factors {DTCE} and
therefore is considered as a normalization expression. Then, (3.4) simplifies in:
p({DTCE}0:k | Z1:k,M) = η · p(Zk | {DTCE}0:k,Z1:k−1,M) · p({DTCE}0:k | Z1:k−1,M),
(3.5)
where η is the normalization coefficient. By making use of Markov assumption, where
past and future data are independent if the current state is known, we can removed past
dependencies from the first term of (3.5):
p({DTCE}0:k | Z1:k,M) = η · p(Zk | {DTCE}k,M) · p({DTCE}0:k | Z1:k−1,M). (3.6)
The next step consists on decoupling actual and past states from the last term of (3.6) by
product rule:
p({DTCE}0:k | Z1:k,M) = η · p(Zk | {DTCE}k,M)·
p({DTCE}k | {DTCE}0:k−1,Z1:k−1,M) · p({DTCE}0:k−1 | Z1:k−1,M).
(3.7)
Finally, independent states are removed, as well as temporal independencies by applying
again Markov condition:
p({DTCE}0:k | Z1:k,M) = η · p(Zk | {DTCE}k,M)·
p({DTCE}k | {DTCE}k−1,M) · p({DTCE}0:k−1 | Z1:k−1,M).
(3.8)
Note, that the last term of equation (3.8) is the posterior of the previous time step
k − 1. This expression is thus written in a recursive fashion that simplifies the estimation
process in a temporal model and provides a filtering solution for every time step.
By looking at the posterior expression (3.8) we can easily identify the terms involved
in the two steps of a Bayes filter. The last term is the previous posterior and therefore
represents our prior belief of the states. Then, by taking into account the second term, a
prediction step is considered. The first term represents a measurement update.
Now, both prediction and update terms are developed in independent factors by re-
garding the independencies extracted from the DBN. The prediction factor can be then
written as:
p({DTCE}k | {DTCE}k−1,M) =p(Dk | Dk−1) · p(Tk | Tk−1, Dk,M)·
·p(Ck | Ck−1) · p(Ek | Ek−1).
(3.9)
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The different factors in (3.9) are the transition models for the states of our estimation.
The update term can also be split in independent factors for every observation of the
system:
p(Zk | {DTCE}k,M) = p(ZIMUk |Dk, Tk)·p(ZPRk | Tk, Ck, Ek)·p(ZDOk | Tk, Dk, Ck). (3.10)
The factors in (3.10) stand for the measurement update or likelihoods of inertial,
pseudorange and Doppler measurements respectively.
Finally, using (3.9) and (3.10) into (3.8), the factorized recursive expression of the
posterior can be written as:
p({DTCE}0:k | Z1:k,M) = η· p(ZIMUk | Dk, Tk) · p(ZPRk | Tk, Ck, Ek) · p(ZDOk | Tk, Dk, Ck)︸ ︷︷ ︸
likelihoods
·
p(Dk | Dk−1)︸ ︷︷ ︸
motion transition
· p(Tk | Tk−1, Dk,M)︸ ︷︷ ︸
train transition
·
p(Ck | Ck−1)︸ ︷︷ ︸
clock transition
· p(Ek | Ek−1)︸ ︷︷ ︸
error transition
·




3.3 States and Transition Models
In this section, a detailed view of the states that are involved in the estimation process
will be offered. The understanding of the significance of every variable in this problem is
essential to model a solution and provide a coherent approach. In addition, the different
transition models that characterize the evolution of the states over time are proposed.
These models must represent as accurately as possible the real evolution of the variables
and therefore are a key step in the estimation.
3.3.1 Movement States Transition
The movement states D (Figure 3.2) represents the uni-dimensional motion of the train
subject to the dynamics of the vehicle and the constraint of the railway tracks.
Figure 3.2: Movement states
The train motion states can be written [23]:
Dk = (∆sk, s˙k, s¨k)
T , (3.12)
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where ∆sk is the one-dimensional displacement of the train from last time step k − 1 to
present time k, s˙k is the speed and s¨k is the acceleration along the track.
The transition of the motion of the train is characterized by an uni-dimensional con-
stant acceleration model, that represents the limited changes of the train dynamics due
to the inertia of the vehicle and construction parameters. The transition functions are
summarized as:




s˙k = s˙k−1 + ∆t · s¨k−1, (3.14)
s¨k = s¨k−1 + ν. (3.15)
where ∆t is the transition time step.
The process noise represented by ν is included in the acceleration term, and stands for
a sample out of a zero mean Gaussian distribution:
ν ∼ N (0;σa) , (3.16)
where σa is a parameter of the filter and acts as the small variations of the train acceleration
over time.
3.3.2 Train States Transition
The train state Tk covers a wide variety of data of a certain position in the railway track.
This data is the topological position T topo, the geographic position T geo, the track attitude
T att and the train turn velocity T turn [23], [25].




Figure 3.3: Train attitude
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As commented before, the topological position is T topo = {R, s, dir}. The geographic
position T geo is an absolute position either in latitude, longitude, altitude or in ECEF
coordinate system. The train attitude T att is defined as the heading (ψ), slope (θ) and
bank (φ) referred to the local frame (Figure 3.3), and the train turn velocities are the
change rate of heading, slope and bank T turn = {ψ˙, θ˙, φ˙}.
Figure 3.4: Train states transition
The transition of the train states is performed in the topological domain, where the new
topological position is a map function of the previous position and the estimated movement
(Figure 3.4):





Once the topological position is estimated, thanks to the digital map, the train geo-
metric position, attitude and turn rates can be obtained:










T turnk = fmap
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The estimation of the receiver clock variables is an important issue in the development of
this work. As the raw data from the receiver is used directly, we have no information about
the magnitude of the desynchronization between the user clock and the satellite clock.
This difference is an essential parameter in the pseudorange and Doppler measurement
equations (2.1) and (2.2). Therefore, the estimation of the clock states is critical for our
filtering approach. The clock unknowns are bias and drift, which is the change of the clock
bias over time:
Ck = (bk, dk)
T . (3.22)
Accordingly to [26], the transition of the clock at every time step can be modeled as a two
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Figure 3.5: Clock transition


















In (3.23) the transition of the bias and drift is shown, where wp and wf are the phase
and frequency noise of the internal oscillator respectively. Values for the noise model of
(wp, wf )














The covariance matrix of the noise distribution depends on the power spectral density
of phase Sg and frequency Sf noise. An approximate solution and suitable values for these
power densities can be found in [5].
Another important effect that must be considered in the transition model are the re-
ceiver clock resets. In order to prevent high values of clock bias, most receivers implement
a reset of the bias value when a threshold is exceeded. If this reset is not considered in
the estimator, the predicted pseudorange will be too far from the truth because, as seen
in (2.1), pseudorange has a direct dependency of the clock bias.
Figure 3.6: Effect of receiver clock reset in pseudorange measurement.
A clock bias reset of 1ms corresponds to a pseudorange jump of 300 km.
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In Figure 3.6, we can see how the reset in the clock bias affect the pseudorange mea-
surement. In fact, as we can see, the pseudorange obtained from the receiver will present
these discontinuities.
The upper and lower thresholds for the clock bias is different depending the manufac-
turer and model of the receiver, and therefore is a parameter of the system.
Finally, the algorithm for the clock transition is presented in Algorithm 4.
Algorithm 4 Clock transition model
Input: bk−1, dk−1,∆t
1: if bk−1 > upperThreshold then
2: bk−1 ← bk−1 − τ . τ is the clock reset jump
3: else if bk−1 < lowerThreshold then
4: bk−1 ← bk−1 + τ
5: end if
6: W ← sample2Dnormal(Q)
7: bk ← bk−1 + ∆t · dk−1 +W [1]
8: dk ← dk−1 +W [2]
9: return (bk, dk)
3.3.4 Error Transition
One of the objectives of this work is to prove that the information and constraint of the
track map in railway environments are a beneficial situation to estimate the remaining long-
term correlated errors of pseudorange measurements. For that purpose, a simple random
walk model is here proposed to predict the error evolution over time.
Figure 3.7: Error transition
The error transition, shown in Figure 3.7, will be just the previous time step state of
the error plus a Gaussian process noise centered in zero (3.25).
k = k−1 + ν. (3.25)
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3.4 Rao-Blackwellised Filter Approach
As commented before, due to the utilization of the railway map, the estimation process
presents a highly nonlinear nature. For that reason, we are restricted when choosing an
implementation method. Kalman filters are not able to handle nonlinearities, so they
can not be used for our purpose. Extended versions of Kalman filters use linearization
of a model for a certain point. Nevertheless, they can not be used for discrete tracks.
As a result, it is necessary a nonparametric approach, like a sample-based method [11].
Therefore, it is made obvious at this point that Sequential Monte Carlo (SMC) methods,
also called particle filters (PF) and introduced in Section 2.2.3, are very well suited in this
case.
In order to deduced a suitable solution for the implementation of the Bayesian filter, we
first analyze the dimension of the state space, its restrictions and some clues about their
statistical relations. The states considered are:
• Motion States (D): These variables are: the one-dimensional displacement over the
tracks, the speed and the acceleration. These states are highly correlated over time
due to the train inertia.
• Train States (T ): Here it is necessary to handle the map with the discrete tracks.
This is the main reason for choosing a particle filter.
• Clock States (C): They are bias and drift, which are highly correlated and represent
the clock deviation of the receiver, which is common for all the satellites.
• Pseudorange Error (Elong): This represents the remaining long-term correlated er-
ror of every pseudorange. As every pseudorange measurement is considered as an
independent observation, it is necessary to have a state for every visible satellite for
this error, which moreover are totally uncorrelated because of the previous assump-
tion. Hence, these states will increase the dimension and the complexity of the filter
dramatically. In addition, as the number of visible satellites is changing over time
and can reach up to twelve (for a single GPS constellation observation), it would be
difficult to select the parameters of the filter without additional logic to follow the
number of satellites.
Because of the latter reasons, a mixed solution for the particle filter has been chosen
for this work to minimize the impact of the error estimation in terms of complexity.
The variables or states of the network are divided in different subsets. One of them is
assigned to the particles and the other one is summarized by a closed-form representation
of a distribution. This approach is called Rao-Blackwellized Particle Filter (RBPF) [11].
In this case, the error states subset will be separated from the rest and will be rep-
resented by a distribution that is estimated out of the particle filter. In particular, as a
simple linear Gaussian model is planned to prove the beneficial situation of estimating the
long-term correlated pseudorange errors, a Kalman filter will be used for this purpose. In
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Figure 3.8, the implementation of the dynamic Bayesian network is shown again, pointing
out the depth of the measurements and the states for all the satellites.
Figure 3.8: DBN implementation
One should note, that there will be as many pseudorange and Doppler measurements
as the number of visible satellites s at time k. It will be also necessary to implement a
Kalman filter for each of this pseudorange measurements.
The first step of the RBPF derivation is a decoupling of the states, that are going to
be estimated outside the particle filter, from the posterior. That is, the states which are
going to be marginalized out:
p({DTCE}0:k | Z1:k,M) = p(E0:k | Z1:k)︸ ︷︷ ︸
Optimal KF
· p({DTC}0:k | Z1:k,M)︸ ︷︷ ︸
Particle F ilter
. (3.26)
The first term in (3.26) will be estimated by a Kalman Filter. That implies we consider
this error as linear and Gaussian distributed. The second term, according to Section 3.2,
is developed in a recursive expression:
p({DTC}0:k | Z1:k,M) = η · p(Zk | {DTCE}k,M)·
· p({DTC}k | {DTC}k−1,M) · p({DTC}0:k−1 | Z1:k−1,M),
(3.27)
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and more developed as:
p({DTC}0:k | Z1:k,M) = η · p(Zk | {DTCE}k,M) · p(Dk | Dk−1)·




The second term in (3.26) can be numerically approximated by a set of particles and its
weights [13]:
p({DTC}0:k | Z1:k,M) ≈ {xi0:k, wi0:k}Npi=1. (3.29)
As it was presented in Section 2.2.3, particles are samples obtained from an importance
density distribution [14]:
xi0:k ∼ pi({DTC}0:k | Z1:k,M). (3.30)
It is also possible to form the importance distribution recursively [12]:
pi({DTC}0:k | Z1:k,M) = pi({DTC}k | {DTC}0:k−1,Z1:k,M)︸ ︷︷ ︸
proposal
·pi({DTC}0:k−1 | Z1:k−1,M)︸ ︷︷ ︸
recursion
(3.31)
Therefore, it is possible to obtain particles by augmenting the previous set of particles
to the new time step. If we sample xi0:k−1 ∼ pi({DTC}0:k−1 | Z1:k−1,M) then we can obtain
xik ∼ pi({DTC}k | {DTC}0:k−1,Z1:k,M).
For the next step, it is necessary to define a proposal distribution so that particles
propagates near enough to the truth. The proposal is here defined as:
pi({DTC}k | {DTC}0:k,Z1:k,M) , p(Dk | Dk−1)·p(Tk | Tk−1, Dk,M)·p(Ck | Ck−1). (3.32)
On the other hand, the weights for every particle at every time step are defined to be [13]:
wik ∝
p({DTC}0:k | Z1:k,M)
pi({DTC}0:k | Z1:k,M) . (3.33)
Putting equations (3.31) and (3.28) into (3.33), and using the expression in (3.32), we
reach to:
wik ∝ p(Zk | {DTCE}k,M)·
p(Dk | Dk−1) · p(Tk | Tk−1, Dk,M) · p(Ck | Ck−1)
p(Dk | Dk−1) · p(Tk | Tk−1, Dk,M) · p(Ck | Ck−1) ·
p({DTC}0:k−1 | Z1:k−1,M)
pi({DTC}0:k−1 | Z1:k−1,M)︸ ︷︷ ︸
wik−1
. (3.34)
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Note that the numerator and denominator of the first fraction term are the same and
therefore can be simplified. Notice also that the last fraction term is the weight of the
previous time step k − 1.
Finally, as done for (3.10) it is also possible to split the first term of (3.34) for the
different existing measurements, leading to the following reduced expression of the weights:
wik ∝ wik−1 · p(ZIMUk | Dk, Tk)︸ ︷︷ ︸
IMU Likelihood
· p(ZPRk | Tk, Ck, Ek)︸ ︷︷ ︸
pseudorange Likelihood




Sensor likelihoods are used to update the weights of every particle (3.35). The goal is
to determine how likely are the estimated particle states respect to the new observation
coming from the sensors. These likelihood functions are modeled by a Gaussian distribution
and evaluated for every particle estimate [25]:





where h(·) is the measurement equation for every sensor regarding the ith particle and ΣZ
is the covariance noise matrix of the sensor measurements. The different sensor likelihoods
are detailed in the following.
IMU likelihood
The inertial measurement unit can provide data from the accelerometers and gyroscopes
implemented inside. Accelerometers measure the acceleration in the three orthogonal
axis [ax, ay, az] and the gyroscope provides the turn rates of the previous fixed axis as
[wx, wy, wz]. Those magnitudes constitute a six degree of freedom (6DoF) system.
Although the 6DoF should be considered for a general purpose navigation, in the case
of railway localization, due to the limited dynamics of the vehicle, some of them can be
omitted.
In this work, only a three degree of freedom (3DoF) approach will be used. Firstly, the
acceleration in X gives us direct information about the along-track train acceleration s¨.
Second, the turn rate of Z will be a critical indicator when the vehicle changes its heading
attitude after turning in a switch scenario. Finally, in curve situations and switches, due
to the speed of the train, the vehicle will experience a lateral acceleration in Y because of
the centripetal effect. The considered accelerations and turn velocity can be expressed by
the following equations [25], [17]:
ax = s¨+ g sin θ, (3.37)
ay = −g sinφ cos θ + ψ˙s˙ cos θ − θ˙s˙ sinφ, (3.38)
wz = ψ˙ cos θ cosφ− θ˙ sinφ. (3.39)
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where g is the gravitational acceleration, ψ, θ and φ are the heading, slope and bank of
the train attitude respectively and ψ˙ and θ˙ are the turn velocities of heading and slope of
the train. Besides, it is possible to express the turn velocities as a function of the track











is the change of the heading over the track (curvature) and dθ
ds
is the slope change.
Note that the slope change of a railway track is insignificant, and therefore will be neglected
for our purpose hereinafter.
As a result, the IMU likelihood can be split in the three different measurements con-
sidered here (i.e., ax, ay, wz):
p(ZIMUk | {D,T}k) = p(Zaxk |{D,T}k)p(Zayk | {D,T}k)p(Zwzk | {D,T}k). (3.42)
Finally, the computation of the IMU likelihoods given the estimated states of the ith
particle are evaluations of the following Gaussian distributions:
p(Zaxk | {D,T}ik) = N
(
s¨ik + g sin θ
i





k | {D,T}ik) = N
(
−g sinφik cos θik + ψ˙iks˙ik cos θik | Zayk , σ2ay
)
, (3.44)






k | Zwzk , σ2wz
)
, (3.45)




wz are the noise for the respective sensor measurements.
Pseudorange likelihood
Pseudorange likelihood evaluates every particle estimation with each satellite pseudorange
measurement (Figure 3.9).
Figure 3.9: Estimated particles evaluation with N satellites
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The pseudorange likelihood expression is thus :
p(ZPRk | Tk, Ck, Ek) =
S∏
j=1
p(zPRj,k | Tk, Ck, ej,k), (3.46)
where S is the number of visible satellites at time k. Particularizing (3.46) for the states
of the ith particle, we reach to:
p(ZPRk | {TCE}k = {TCE}ik) =
S∏
j=1
p(zPRj,k | T ik, Cik, eij,k). (3.47)
The term eij,k in (3.47) is the long-term correlated error of pseudorange measurement
for satellite j and particle i. It is in fact the error from the prediction step of the Kalman
filter estimation. Notice that, there will be one Kalman filter for each particle and satellite.
The pseudorange likelihood for satellite j is then modeled as a Gaussian distribution





p(zPRj,k | T ik, Cik, eij,k)
Figure 3.10: Pseudorange Gaussian likelihood with measured (zPRj,k )
and predicted pseudorange (z˜PRj,k ).
p(zPRj,k | T ik, Cik, eij,k) = N
(
z˜i,PRj,k | zPRj,k , σ2zPRj,k
)
, (3.48)
where z˜i,PRj,k is the predicted pseudorange based on the i
th particle states and the Kalman
filter error prediction eij,k:
z˜i,PRj,k = |xsj,k−τi − xip,k|+ c · bip,k − c · δtsj,k−τi + Ij,k + Tj,k︸ ︷︷ ︸
Particle based prediction
+ eij,k︸ ︷︷ ︸
KF prediction
. (3.49)
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Notice that (3.49) is based on the pseudorange general equation (2.1). A very important
key aspect in (3.49) is that the travel time τi is also dependent on the estimated particle
position xip,k and the estimated clock bias b
i
p,k. As a consequence, the estimation of the
satellite position xsj,k−τi and the satellite clock correction dt
s
j,k−τi are related to the particle
states as well. In Section 5.3, a detailed explanation of the algorithm implementation for
the predicted pseudorange will be given.
On the other hand, the pseudorange measurement noise σ2
zPRj,k
can be modeled following
mainly two different approaches. Some authors propose an elevation stochastic model
considering that the signals of satellites with low elevation experience more reflections
and attenuation [27]. However, the accuracy of this approach is highly dependent of the
environment and does not considered other sources of perturbation. Another group of
approaches uses the Carrier to Noise (C/N0) indicator to model the sigma noise. C/N0
based approaches have widely shown better performance than the elevation-based ones [28].
In this case, the noise in the pseudorange measurement is modeled as the noise of the Delay
Lock Loop (DLL) of the receiver, which is dependent on the C/N0 [7]:
σ2zPRj,k





where Tc is the chip period of the C/A code (1ms), d is the correlator spacing, T is the





is the DLL bandwidth in Hertz, which is a specific parameter for receivers.
Doppler likelihood
Doppler likelihood follows the same approach as pseudorange likelihood. There will be a
likelihood for every Doppler measurement of the visible satellites. This function follows a
Gaussian distribution centered at the Doppler measurement:
p(ZDOk | {TDC}k = {TDC}ik) =
S∏
j=1









where z˜i,DOj,k is the predicted Doppler shift measurement of satellite j at time k based on
the ith particle estimates and σ2
zDOj,k
is the noise of the Doppler measurement.
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The algorithm implementation of this equation will be developed in Section 5.3.
Finally, the noise of the Doppler measurement will be modeled using the noise of the













where λ is the wavelength of the L1 carrier signal in meters, BPLL is the bandwidth of the
PLL in Hertz and T is the integration time in seconds. Both the integration time and the
bandwidth are parameters of the receiver configuration.
3.4.3 Error Kalman Filter
The long-term correlated error states are going to be estimated by an optimal KF. The
objective is therefore to provide a closed form representation of the first term of equation
3.26. This factor can be more detailed because it only refers to the pseudorange error:
p(E0:k | Z1:k) = p(E0:k | ZPR1:k ). (3.55)
Notice that, we will have as many pseudorange measurements as the number of visible
satellites at every epoch, so (3.55) is in fact:
p(E0:k | ZPR1:k ) =
S∏
j=1
p(ej,0:k | zPRj,1:k), (3.56)
where S is the number of satellites at time step k. Hence, there will be one Kalman filter
to represent each of the pseudorange errors of each visible satellite. Each state is then
represented by a normal distribution:
p(ej,0:k | zPRj,1:k) ∼ N (µj,k; Σj,k), (3.57)
where µ is the mean and Σ the covariance matrix. As we estimate a one-dimensional state
space (i.e., long-term correlated error) in the Kalman filter, those matrixes reduced to




In order to prove that the long-term correlated error can be successfully estimated, a simple
random walk model is used for the prediction step of the Kalman filter:
ej,k = F · ej,k−1 + νej,k, (3.58)
where we choose F = 1 and νe represents the small changes that this error experiences
from one time step to the next (process noise).
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The Kalman equations of the prediction step, presented in Algorithm 1, can be then
simplified as:






where Q is the variance of the process noise of the error.
Updating
The observation used for the Kalman filter is the difference between the pseudorange
measurement zPRj,k and a predicted pseudorange z˜
PR
j,k based on the estimated particle states:
zKFj,k = z
PR
j,k − z˜PRj,k . (3.61)
The measurement model is therefore represented by the following expression:
zKFj,k = H
T · ej,k +Rj,k, (3.62)
where HT = 1 and Rj,k = σ
2
DLLj,k
is the measurement noise depending on the noise of the
DLL tracking loop.
Accordingly, the equations for the Kalman filter update step are here [10]:










ej,k = ej,k|k−1 +Kj,k(zKFj,k − ej,k|k−1), (3.64)
σe
2
j,k = (I −Kj,k)σe
2
j,k|k−1. (3.65)
3.5 Particle Filter Output
The output of a particle filter is a probability density represented by a set of Np particles
with the state vector x and their weights w of the ith particle for a time step k:
Poutk = {xik, wik}Npi=1. (3.66)
This output can be seen as a cloud of particles spread along our track map. Every
particle represents a position hypothesis of the train states and, as resampling is performed
quite often, the separation of the cloud can be seen as the uncertainty representation of
the localization estimation. If the cloud of particles is wider along the tracks, then the
uncertainty is higher. An example of the cloud of particles can be seen in Figure 3.11.
A desired output of a localization system for vehicle control or safety systems is the best
position estimate since many location based services cannot process a position estimation
represented by particles. Due to the track map constraint, we can analyze two different
situations for the particle output cloud:
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• Single track: All the particles are in the same track (Figure 3.11). This problem
can be seen as a single 1D estimation problem.
Figure 3.11: Cloud of particles in a single track
• Multiple tracks: The particles are spread in more than one track. This happen
typically in a switch situation. In that scenario, different path hypotheses for the
movement of the train are possible.
For example, in Figure 3.12 we have two different hypothesis. The first hypothesis
h1 is that the train came from the track A and go on in the switch along the track
B. The second hypothesis h2 is coming from A and turning left in the switch along
the track C. A path hypothesis is therefore an organized list of tracks IDs, in this
example we end up with h1 = {A,B} and h2 = {A,C}.
Figure 3.12: Cloud of particles in a switch situation
In order to obtain the best position estimate out of the cloud of particles, in particle
filters we can follow four different approaches:
• Highest weighted particle,
• Most likely particle (ML),
• Maximum a posteriori (MAP),
• Minimum mean square error (MMSE).
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3.5.1 Highest Weighted Particle






where w(xik) is the importance weight of particle x
i
k.
Although choosing the particle with the highest weight is a simple and good option for
a general particle filter, if resampling is performed quite often, there will be then a lose of
history of the particles and therefore this estimation will be highly dependent on the latter
observations. The result will be thus a position estimation that changes too much at every
time step.
3.5.2 Most Likely Particle (ML)
The ML criterion for a particle filter selects the particle that has the highest weight over
history. This approach thus differs from the highest weighted particle by taking into










where w¯(xit) is the normalized importance weight of particle i at time step t.
As the cumulative weight is the product of all the importance weights over history, it
is necessary to handle this values in log space since the natural value would be too small
to be used from a computational point of view.
3.5.3 Maximum a Posteriori (MAP)






where p(xk|Zk,M) can be expressed by Bayes rule as:
p(xk|Zk,M) = p(Zk|xk,M) · p(xk|Z1:k−1,M)
p(Zk|Zk−1) . (3.70)
The probability p(Zk|Zk−1) does not depend on xk, so the maximization of the posterior





p(Zk|xk,M) · p(xk|Z1:k−1,M). (3.71)
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The predictive density p(xk|Z1:k−1,M) can be expressed as:
p(xk|Z1:k−1,M) =
∫
p(xk|xk−1,M) · p(xk−1|Zk−1,M)dxk−1. (3.72)
This integral can not be analytically solved. However, for a particle based estimation
we can approximate (3.72) by a sum since the second probability term in (3.72) is the
















Note, that we use index ‘i’ for the particles in the actual time step ‘k’ and the index ‘j’
for the particles in the previous time step ‘k − 1’. It should be also noticed that, since









to the evaluation of all the possible trajectories over time. For this reason, although this
approach is promising for a multimodal situation, due to its complexity it has not been
implemented in this work.
3.5.4 Minimum Mean Square Error (MMSE)
For a particle filter, as the posterior is approximated by a set of particles, we can express







‖yk − xik‖2. (3.75)







w¯ik · xik, (3.76)







Equation (3.76) assumes that the state space of the particles is continuous. However,
our objective is to estimate a topological position where the track ID ‘R’ and the direction
‘dir’ are discrete values. Therefore we can not use directly the expression in (3.76).
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As the MMSE output can thus only be expressed in the topological domain, we are
forced to design a modified mixed solution for the MMSE. This approach considers first
the possible path hypothesis they train can take. Then, the position estimate will be the
MMSE position inside the most likely path hypothesis. The steps to be followed are:
1. Create a set of Track IDs with its total weights.
2. Look recursively for the possible path hypothesis H.
3. ML criterion to choose the path.
4. Weighted mean of the position for the selected path.
5. ML decision for the direction.
Now we detail every step:
1. We create a set of all possible tracks where the train can be, that is, a set of the
tracks where at least one particle is. We also get the total weight of every track as
the sum of the weights of all particles in that track.
{Rj,W j}NRj=1, (3.78)




w(xi) · 1{R(xi) = Rj}. (3.79)
In Equation (3.79), 1{} is the indicator function which is defined as:
1{X} =
{
1 if X = true
0 if X = false
. (3.80)
2. Once we have the set of possible tracks, we use the digital map to perform a recur-
sive search to look for the possible path hypothesis the train can take. Every path
hypothesis h is an organized list of tracks. We end with the group of different path
hypotheses H = {h0, h1, . . . , hn}.






W j · 1{Rj ∈ h}. (3.81)
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4. At this point, we will compute the weighted mean position along the most likely
path hypothesis. Since the particle is defined in the map domain, we need first to
transform the particle states to the path hypothesis domain. This process can be




where xik,h is the particle in the path hypothesis domain.







g(xik) · w¯i. (3.83)
The direction can not be computed as a weighted mean like in (3.83), and it will be
just chosen with a ML criterion.
Finally, we need to translate back the MMSE particle in the hypothesis domain to













The satellite-user geometry have an important impact on the accuracy of the PVT esti-
mation in GNSS localization. As it was presented in Section 2.1.4, the metric used for
measuring this impact is dilution of precision (DOP), which links the pseudorange errors
to the final PVT error.
In this chapter, the geometry issue in railway localization is analyzed by extending the
DOP for the train environment. To that purpose, we first need to represent the satellite
positions in the local frame of the track, which will be developed in Section 4.1. Then,
after the derivation of DOP when more than four satellites are in view, we will use the
constraint of the map to make some assumptions and reduce the position dimension. This
allows us to extend the DOP concept when less than four satellites are visible. Finally, new
metrics are being developed to help in comparing different group of satellites in challenging
visibility situations.
4.1 Satellite Position in Track Frame
Satellites positions are typically computed in Earth-Centered, Earth-Fixed (ECEF) coor-
dinate system. So our first task is to transform the GNSS ECEF coordinate system to
the railway track reference frame, which is characterized by the orthogonal along-track,
cross-track and vertical axes.
The process to transform an ECEF position to a track frame coordinate referred to an
approximate train position is done in two steps:
1. First, we transform an ECEF coordinate to a local Cartesian North, East, Down





 − sinλ cosλ 0− cosλ sinϕ − sinλ sinϕ cosϕ
cosλ cosϕ sinλ cosϕ sinϕ
 , (4.1)
where λ is the latitude of the reference position and ϕ the longitude.
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2. The transformation from NED to the track frame is defined taking into account the
attitude of the track. This attitude is expressed as the slope (θ) being the pitch angle,
the bank (φ) as roll and heading (ψ) representing the yaw angle. Then, the conversion





 cos θ cosψ cos θ sinψ − sin θ− cosφ sinψ + sinφ sin θ cosψ cosφ cosψ + sinφ sin θ sinψ sinφ cos θ
sinφ sinψ + cosφ sin θ cosψ − sinφ cosψ + cosφ sin θ sinψ cosφ cos θ
 .
(4.2)
As a result, we can transform a ECEF coordinate to the track frame by multiplying by










where [x̂, ŷ, ẑ] are the coordinates in ECEF system and [ â, ĉ, d̂ ] are the along-track, cross-
track and down coordinates in the track frame reference system.
Another common and useful representation of the satellite positions is based on eleva-
tion and azimuth. Now, the derivation of a unit vector direction of cosines in the train
frame is also included.
The first step is to define the Line Of Sight (LOS) unit vector that points to the satellite
from an approximate position:
L̂OS =
xs − xu
‖xs − xu‖ . (4.4)
where xs is the satellite position in ECEF coordinate system and xu is the approximate
position of the user in ECEF as well.
Then, it is possible to compute the elevation Φ of the satellite in the track frame and
the azimuth Λ respect to the track as (Figure 4.1):







In practice, if we already have the elevation (el) and azimuth (az) of the satellite in the
local frame, Φ and Λ can be easily computed, taking into account the slope and heading
of the track, as:
Φ = el − θ,
Λ = az − ψ. (4.7)
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Figure 4.1: Satellite position in track frame




cos Φ(k) cos Λ(k) cos Φ(k) sin Λ(k) sin Φ(k)
)T
. (4.8)












where each element stands for the along-track, cross-track and vertical components respec-
tively.
4.2 Track Dilution Of Precision
When more than 3 satellite are received we can form the geometric matrix G that charac-





























where every row contains the direction vector of cosines of every satellite in the three first
columns and a ’1’ in the last column for the user time offset.
Following the general derivation of dilution of precision commented in Section 2.1.4, we
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compute the DOP matrix H as follows:
H = (GTG)−1 =

LDOP 2 • • •
• CDOP 2 • •
• • V DOP 2 •
• • • TDOP 2
 . (4.11)
Since all the vectors were in the track frame reference system, we obtain the along-track
DOP (LDOP), the cross-track DOP (CDOP), the vertical DOP (VDOP) and the time DOP
(TDOP). For example, the LDOP value gives information about how the pseudorange noise
uncertainty translates into a along-track position uncertainty.
Note that from these coefficients it is also possible to get the other general DOP values:
Horizontal Dilution of Precision: HDOP 2 = LDOP 2 + CDOP 2, (4.12)
Position Dilution of Precision: PDOP 2 = HDOP 2 + V DOP 2, (4.13)
Geometric Dilution of Precision: GDOP 2 = PDOP 2 + TDOP 2. (4.14)
4.3 Dilution Of Precision with Few Satellites
In applications where the user is normally fixed to the surface of the earth (e.g., cars,
pedestrians or trains), there is no ambiguity about the vertical position, because for every
horizontal point there is only one possible altitude. In this situation, we can obtain the
altitude by using any ellipsoid model of the Earth’s surface, such as in the World Geodetic
System (WGS) or the GEOID03 [6]. As a result, the vertical uncertainty can be neglected
and we can focus our estimation on the horizontal components (Figure 4.2) and time.
Hence, the geometric matrix G can be reduced to three unknowns [29], [5].
Figure 4.2: Track position uncertainty
Following this latter assumption and some others for the special case of railway local-
ization, the geometric matrix can be reduced, and therefore it is possible to derive the
DOP matrix with less than four satellites.
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4.3.1 Three Visible Satellites: Known Altitude
As the slope of a train is specified to be less than 1%, the altitude along the track will not
change significantly in the vicinity of an approximate position. Hence, we can remove the


















The derivation of the DOP matrix can be thus achieved with only three satellites in view:
H =
 LDOP 23 • •• CDOP 2
3
•
• • TDOP 2
3
 , (4.16)
where the subscript ’3’ is added to denote that only three satellites have been used for
the calculations. It is also relevant that the range of acceptable values using only three
satellites would be different from the general approach.
4.3.2 Two Satellites: Known Altitude and Clock Variation
With the evolution of clock technologies, atomic clocks are becoming more accessible. As
a consequence, we could think of a receiver that uses as a base time an external atomic
clock. In this case, it would be reasonable to assume for a certain time that there exist no
clock mismatching. Hence, the clock term could be also removed from the computation of























4.3.3 Two Satellites: Railway Assumptions
In the railway context, as the train can only be on the tracks, the cross-track uncertainty
is then reduced to the accuracy of the map in a high percentage of the time if the switches
have been solved correctly. For this situation, the cross-track uncertainty can be neglected



















This situation is considered of especial interest, because it defines the most common
case in railway localization.
On the other hand, there are cases where we may know the approximate distance
traversed along the tracks thanks to additional information coming from other sensors
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(i.e., odometers or inertial units). This can happen for example after having passed over a
switch or in an initialization situation where discerning between parallel tracks is the crucial
interest. Here, we can assume a known along-track position and the DOP calculations with



















where we focus on the cross-track uncertainty and the clock variation uncertainty.
Despite of the proximity of the latter assumptions to the truth in different situations,
LDOP2 and CDOP2 values provide us with a simple way of comparing different sets of
satellites in terms of along and cross contribution to the estimation process.
4.4 DOP with One Satellite
Using the DOP concept, for the special problem of railway localization we can define two
geometrical factors for the case of one visible satellite. Those factors give us a straight-
forward information about how beneficial is the position of the satellite when solving the
along and cross track position uncertainty.
These factors are here defined as LDOP1 and CDOP1 because it preserves the concept
of dilution of precision, but the index ”1” describes the different metric and possible values
of this figure of merit. For example, the LDOP1 value gives information about how the
pseudorange uncertainty converts to along-track position uncertainty (Figure 4.3).
Figure 4.3: Pseudorange plane and railway track intersection
For the single satellite case, the geometric matrix reduces to one coordinate, and the
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DOP matrix to one single value. For the along-track DOP we have:




The value contained in the H matrix is the LDOP1, so if we replace 1L = cosΦ cos Λ, we
lead to the following expression:
LDOP1 =
1√
(cos Φ cos Λ)2
, (4.21)
where Φ and Λ are the elevation and azimuth in the track frame respectively.
If we proceed similarly, the CDOP1 value can be expressed as:
CDOP1 =
1√
(cos Φ sin Λ)2
. (4.22)
Please note that, 4.21 and 4.22 can be seen as the inverse of the projection of the
line-of-sight vector user-satellite to the along-track and cross-track axis respectively. Fur-
thermore, they are nonlinear expressions so, by contrast to the general DOP, the new range
of mathematically possible values are: LDOP1, CDOP1 ∈ [1,∞]
(a) Along-track DOP (LDOP1) (b) Cross-track DOP (CDOP1)
Figure 4.4: Track dilution of precision
Figure 4.4a and Figure 4.4b are representations of LDOP1 and CDOP1 in a sky-plot
view related to the considered track. In those graphs we can see these values for every
azimuth and elevation point, where the azimuth is shown as the angle in degrees of the
circle and the elevation by the radial axis magnitude. The center corresponds to 90o and
the borders to 0o of elevation.
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We can see in Figure 4.4a, that those satellite positions forming 90o with the track,




In the following paragraphs, a more detailed explanation of the implementation of the filter
is exposed. This coding part was in permanently revision and extension because represents
the main research theory to development transfer stage of this thesis.
Any update of the filter is performed when a new measurement is received. In con-
sequence, it is possible to differentiate between the process carried out for a new GNSS
measurement and a new IMU measurement. From the implementation point of view, an
update will include the two steps of the filter: proposing (by state transitions) and weight-
ing (by sensor likelihoods). Additionally, an initialization of the particles and the filter is
necessary.
5.1 Initialization
As the algorithm does not compute an absolute position to find the topological position
on the map, it is necessary to know where to place initially the particles. As a simple
approach, the particles could be spread all over the railway network, but this would be far
from being efficient, because the map size may be thousand of kilometers and it would be
necessary millions of particles to guarantee that at least one of them is in the right place.
Therefore, a good approach is to use an initial approximate point for the initialization.
This point could be provided by, for example, the train driver or any other feature-based
sensor. It could be also obtained from any reference to a train station. In this work, the
first GNSS measurement has been used to that purpose.
The initialization process starts therefore, computing a PVT solution by using a Weighted
Least Squares (WLS) algorithm (Section 2.1.3). Then, particles are spread over the railway
map around that first position. The radius taken into account for this task has been 100
m., a distance more than enough to ensure the presence of particles near the true position
(Figure 5.1).
The rest of the states (clock states and speed) are directly taken from the PVT solution
for all the particles. Even if the clock bias and drift from the solution are not very precise,
the high spreading of the particles ensures that after a couple of iterations, the filter
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Figure 5.1: Particles Initialization by Weighted Least Squares
The green cross is the WLS solution. Particles are represented by blue circles.
converges and estimates the correct clock states.
5.2 IMU Update
The IMU update algorithm is the same for the loosely and the tightly coupled integra-
tions. Although this algorithm was already built for [23], it has been constantly revisited
to implement minor changes and extension. In addition, the calibration of some of its
parameters is vital for the proper functioning of the system. In Algorithm 5 the procedure
for the IMU updating is shown.
Algorithm 5 IMU propose and weighting
Input: IMUmeasurement, ∆t
1: Calibration correction
2: for all Particles p do
3: ∆s← constantAccelerationTransition(p,∆t) . see Equation (3.13)
4: moveOnMap(p,∆s) . see Equation (3.18)
5: likelihood← imuModel(IMUmeasurement, p) . see Section 3.4.2
6: p.weight← p.weight× likelihood
7: end for
8: Resample if necessary
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5.3 GNSS Update
The raw GNSS update procedure constitutes the core of the coded implementation of
this thesis. Whenever there is a new GNSS data available, the filter integrates it by the
updating algorithm. This process consists of two steps: The proposal step must apply the
transition models for all the particle states, including the clock evolution. The weighting
is performed by evaluating how likely are the measurements regarding the states of every
particle. Note that, as previously said, the error estimation is performed by a single state
Kalman filter outside the particle filter and as every particle needs an error estimation, a
Kalman filter is thus indispensable for every particle and every satellite.
In Algorithm 6, we can see the general procedure of the raw GNSS data updating step
of the particle filter.
Algorithm 6 Raw GNSS propose and weighting
Input: rawGNSSdata
1: for all Particles p do
2: p Movement and Position Transition
3: p Clock Transition
4: for all Visible Satellites do
5: predict long error (KF prediction)
6: compute predicted pseudorange
7: update long-term error (KF update)
8: compute predicted Doppler
9: compute pseudorange and Doppler likelihoods
10: p.weight← p.weight× pseudorangeLikelihood× dopplerLikelihood
11: end for
12: end for
13: Resample if necessary
The computation of both the predicted pseudorange and predicted Doppler measure-
ment are complex algorithms. The correction algorithms and models required to compute
a PVT solution in classical positioning methods are still applied (Appendix B). However,
since it is assumed that every particle has the true state values, they are here used to
build an expected observation. Therefore, in the particle filter, we compute the predicted
measurements using the particle position, velocity and clock values as parameters, instead
of being considered as unknowns.
The algorithm developed to build the predicted pseudorange out of the particle states
and ephemeris information, is expressed in the flow diagram of Figure 5.2.
Notice, that the factors used in Figure 5.2 to compute the predicted pseudorange, are
those presented in the pseudorange general equation in (2.1).
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Figure 5.2: Predicted pseudorange algorithm
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Figure 5.3: Predicted Doppler algorithm
On the other hand, the predicted Doppler calculation is based on general Doppler
equation (2.2). For this task, we also need to know the satellite position, so for the
Doppler algorithm, we assumed in Figure 5.3, that we already know the corrected satellite
position and the corrected time of transmission.
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The implementation of Equation (2.2) can be simplified by neglecting some of the
following terms:
• Potential Difference: This potential difference term can be neglected in this case
because all satellites share the same difference and therefore its effect on Doppler
measurements are absorbed by the clock drift estimation. Additionally, the effect on
the clock drift estimation is low [9].
• Sagnac Rate: This correction term is typically very small, it may reach some
millimeters per second [9], which is below the accuracy of the velocity estimation.
In practice, as the computation of the satellite’s velocity is based on the position cal-
culation, both processes are performed at the same time. There are also other parts in
common between pseudorange and Doppler algorithms, so in order to build an efficient
global procedure both algorithms are performed at the same time not to carry out the
same operation twice. The position and velocity computation process can be found in
detail in Appendix A.
5.4 Filter Configuration
In this particle filter implementation there are some important parameters that are directly
involved in the performance of the estimation.
• Number of particles (Np): This is possibly the most relevant parameter of particle
filters. Particles represent the posterior distribution in an approximate and discrete
fashion. If we do not have enough particles, there might not be any particle with the
true state value or near to it. As more states are added to the particles, the dimen-
sional degree of freedom increases, and therefore more particles would be needed to
cover all the possibilities.
Another key fact is the transition models. If the model are close enough to the reality,
particles will stay close to the truth. On the other hand, if we have poor models,
more particles should be used for the estimation because they will spread more over
the different states.
For this thesis work, a number of 1000 particles have been used. Thanks to the
constraint of the map, the range of the state values get reduced, showing that this
number of particles is enough to achieve the required performance. Furthermore,
with this number of particles, the complexity of the filter is low and a real-time
processing have been ensured with a commercial desktop computer1.
• Resampling: As commented in Section 2.2.3, this is a key step in a particle filter.
The problem related to the frequency of the resampling has been faced in two ways
during this work:
1Intel R© Xeon R© CPU E31225 @ 3.10GHz (4 cores, 64bit) with 2x4096 Mbytes RAM
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1. Resample after every update. Although this is the simplest approach, this tactic
has shown poor results. Due to the different rate of measurements of IMU
and GNSS, and the cumulative errors that appear in inertial navigation, this
approach lead us to a fast lost of diversity of particles.
2. Using a threshold for the number of effective particles Neff (Equation (2.28)).
Proving different values for this threshold, we have reached a compromised value
which keeps a high particle diversity without spreading excessively the cloud of
particles. This way, the switches can be resolved correctly. The value selected




The localization application must provide a position solution for a train based on a multi-
sensor input to the system. For this thesis, a prototype framework for testing the algorithm
performance is desired. At the same time, sensor interfacing should be developed for the
online system on sight. Concretely, the implementation should thus focus on the following
system operation modes:
• Online Operation: The online mode refers to the final system operation. That
is, in a real situation where the sensors are mounted on the train and the position
solution must be broadcast to the driver or other trains to prevent, for example,
possible collisions, such as in the RCAS system [3].
• Oﬄine Operation: The oﬄine mode is a testing mode. The online mode is re-
produced by recorded data instead of the measurements coming directly from the
sensors. A solution is also produced but with the purpose of testing the system and
its performance.
The code should also guarantee that the system is able to provide the output, in the
worst case, at the same rate as the input. Due to the complexity of the algorithms or
the rate of arriving measurements from the sensor, this requirement may be compromised.
Hence, the coding process must take this into account to produce a real-time system.
In Section 6.2 the structure built for the IMU and GNSS data will be explained. The
interfacing of a GNSS receiver will also be commented in Section 6.3 and the testing oﬄine
setup in Section 6.4. Finally, the minor visualization extensions that were added and that
permitted an easy debugging process and supervising of the system are commented.
6.1 System Architecture
The implementation was performed by extending the existing Java R© RCAS localization
framework that was mainly developed by Oliver Heirich at DLR. The Integrated Develop-
ment Environment (IDE) used for this purpose was Eclipse R©.
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The coding extension followed logical steps that lead to an easy test and operation.
The code has grown based on a Model-View-Controller (MVC) pattern that helps not only
in an simple organization of the classes but to find the role of every part in a fast way. The
system architecture overview is shown in Figure 6.1.
Figure 6.1: System architecture
In Figure 6.1, it can be identified the following blocks:
• Rail Navigation Controller: The controller is responsible for initializing and
configuring the system. It starts the sensor’s connections, reads and prepares the
map, and initializes the Graphical User Interface (GUI). After that, it is in charge of
managing the system while operating. It receives the sensor’s outputs and distributes
it to the filter.
• Config Parameters: The system needs some configurable parameters for the ini-
tialization, setting up and calibration. A configuration properties file system makes
this process simple and prevents from repetitive manual input commands.
• Map: A digital map must be previously available. It is also required to adapt it to
the data structure of the application frame.
• Sensors: Here are taken into account both the online sensor interfacing and the
replayer platform which provides measurements periodically in an oﬄine mode.
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• Filter: Here, the navigation algorithm is implemented. It can send data to the
GUI visualization for updating the output visualization.
• Graphical User Interface (GUI): This represents the visual output of the system,
that is the map representation, the output of the filter and it may provide with
further information for supervision purposes. Here, the user can also interact with
the system.
Previous work on the RCAS localization framework had already addressed:
• Map handling: The map consisted of a XML file that is parsed and prepared for
its use in the filter.
• Visualization Output: A main visualization frame where the map could be shown
and that provides an easy interfacing for showing additional results.
• Inertial Sensor Interface: Interfacing for a XsensMT inertial sensor was already
created, so it is possible to connect this sensor to the software.
• Loosely Coupled Integration: A loose IMU/GNSS integration had already been
implemented in a simulation context.
The main coding objectives of this work can be summarized as:
1. Extension of the loosely coupled integration from simulation level to real measure-
ments level.
2. Integration of the tightly coupled approach.
3. Development of an extended GNSS receiver driver.
6.2 Data Structure
In order to easily access the information provided by a GNSS receiver, maintaining the
modularity of the software and the receiver independence of the system, an interface scheme
is necessary. Hence, a dedicated data structure must also be created for the common shared
information of every sensor between the interface’s sides.
6.2.1 IMU Data Structure
The IMU Data Structure was previously built by the supervisor of this thesis, Oliver
Heirich [23]. Now, an overview of the important IMU measurements container for this
thesis is provided:
• TimeStamp: The reference time of the measurements in Unix TimeStamp.
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• Accelerations: Acceleration measurements in the three axis (x,y,z).
• Gyroscope: Turn rates measurements in the three axis (x,y,z).
As commented in Section 3.4.2, a three degrees of freedom (3DoF) model is adopted
for the IMU information in this work. Therefore, the measurements used inside the filter
are: Acceleration in X, Acceleration in Y and Turn rate in Z.
6.2.2 GNSS Data Structure
Most GNSS receivers are able to provide a PVT solution in National Marine Electronics
Association (NMEA) format [30], so this format is here considered and the framework
data structure to store the PVT solution is based on it. On the other hand, for online
applications, receivers typically provide raw data in a receiver specific format. For this
reason, it is necessary to create a receiver-independent data structure to handle the raw
GNSS data in our software.
In the following, both the PVT and the raw GNSS data structure developed for this
thesis is explained.
PVT Solution Data
PVT Solution data structure is based on NMEA messages and is built for the loosely
coupled approach. In particular, the relevant information used was:
• Position: Latitude, longitude (degrees) and altitude (m) position.
• Speed: Estimated user speed (m/s).
• Heading: Orientation of the user referred to Earth north (degrees).
• Uncertainty: Estimated uncertainty of the previous information. These values are
important to characterize the distributions of the filter (i.e., likelihoods).
Raw GNSS data
The raw GNSS measurements used for this work are pseudoranges and Doppler. However,
to be able to use this information into the system, it is also essential to acquire other
information such as the satellite ephemeris or the ionospheric coefficients. The raw GNSS
data is therefore a global container with all the required information for computing a GNSS
solution. In Figure 6.2, we can see a class diagram that represents the structure of the raw
GNSS container.
The different objects in this figure are here explained:
• Raw GNSS data: This is the global container of all the required information
necessary for the GNSS processing. It may contain the actual time step observation,
the available and updated ephemeris of every satellite and the ionospheric coefficient
transmitted in the navigation message.
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Figure 6.2: Raw GNSS data structure class diagram
– Observation: An observation is one epoch set of measurements from every
satellite in view at a certain moment. It thus contains the reference time of the
epoch and the measurements information of every satellite.
∗ Satellite Info: This is the container of the measurements of one satellite at
one epoch. It includes for this thesis the Space Vehicle (SV) Identification
number, the pseudorange and Doppler measurements and a quality factor
in the form of Carrier-to-Noise ratio (C/N0).
– Ephemeris: Basically, it contains the information from the first three sub-
frames of the navigation message transmitted by every satellite. Those sub-
frames inform about the state of the space vehicle at a certain moment. The
position and velocity of the satellite is thus computed from this information [31].
The coefficients for the correction of the satellite clock bias and drift are also
transmitted in these subframes.
– Ionospheric Info: GPS satellites also broadcast the coefficients for Klobuchar’s
ionospheric model correction algorithm [32]. They consists of 8 coefficients which
represent the perturbation of the ionosphere at this epoch. This coefficients
are computed in the control segment and then transmitted to the satellites for
broadcasting.
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6.3 GNSS Receiver Interfacing
The chosen receiver for the system is a u-blox R© LEA-6 (Figure 6.3). Not only the inter-
facing of this receiver is essential for the online system, but having this connection and the
receiver available during this thesis was used in several stages. Firstly, it helped to under-
stand the functioning of GNSS receivers and the GPS system itself. It was also critical
when building the pseudorange and Doppler predicted algorithms and when creating the
Weighted Least Squares (WLS) Algorithm. For this testing, an evaluation kit was used in
this process (Figure 6.3b).
(a) u-blox R© chipset
(b) u-blox R© evaluation kit
Figure 6.3
The objective of this receiver interface is the translation of the u-blox protocol messages
to the framework GNSS data structure. A serial driver for the USB connection of the
evaluation kit had been previously accomplished. The next step was to identify the useful
messages of the receiver, analyzing them and translating that information to the created
data structure. An interface connection between the translator and the application was
also required. The final receiver interfacing can be seen in Figure 6.4.
Figure 6.4: GNSS receiver interfacing
The u-blox protocol messages used for this thesis were “UBX-RXM-RAW”, “UBX-
AID-EPH”’ and “UBX-AID-HUI” [33].
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6.4 Oﬄine Replay Mode
The objective of the oﬄine mode is to reproduce the functioning of the online mode so that
the system and its algorithms can be tested. For this purpose, we first assume that we have
recorded data from the required sensors. Those files must be then parsed and transformed
into the system data structure. Finally, we need to provide those measurements sequentially
ordered to the application to reproduce the exact behavior of a real scenario. In Figure 6.5,
we can see a block diagram of the latter steps for the tightly coupled approach.
Figure 6.5: Files parsing and replay diagram (tightly coupled approach)
The sensor formats parsing that were made supported during this thesis are:
• IMU XsensMT format: The XsensMT records in a TimeStamp base time, all the
information about the accelerometers, gyroscopes, magnetometers and orientation.
This format had been previously parsed and adapted to the system data structure.
• NMEA format: The National Marine Electronics Association format consist of dif-
ferent messages produced at every time step [30]. This format contains the processed
PVT solution information of the receiver.
• RINEX format: It is a commonly used post-processing format, where the receiver
records all the necessary raw information to compute a PVT solution. RINEX format
typically consists of two different files [34]:
– Navigation File: Here, it is stored the ephemeris information of the satellites
and the ionospheric Klobuchar’s coefficients.
– Observation File: In this file, the different raw observation measurements of
every satellite at every epoch are recorded.
The parsing of GNSS measurements became a highly time consuming step of the coding.
In particular, due to the great number of parameters and coefficients, the RINEX format
is the most complex one.
In order to compare measurements from different sensors to replay them in the correct
order a common base time was choosen. This common time is the Unix TimeStamp because
70 CHAPTER 6. FRAMEWORK
it is the most general one and easy to handle for a computer language, since it is formatted
as an integer number.
Every sensor data structure was thus extended from a general data structure called
’TimeStamp Data’. Thanks to the Java R© inheritance, the replayer was able to compare
them in a priority queue. Additionally, the replayer, which was also coded as a indepen-
dent thread, permitted the configuration of its data replay speed. That was essential to
accelerate any test on the proposed algorithm.
Finally, this replayer was integrated to the controller of the application in the same
way as the online sensors. As a result, the system can be configured to operate either in
an online fashion or reproducing a real scenario in an oﬄine mode.
6.5 Visualization Extension
Several visualization extensions have been created in the RCAS framework. Some of them
respond to the necessity of a visual proof of different steps of the filter or the behavior
of some of the parts. Others can be used to monitor the state of the GNSS receiver
or the system output. For many of the visual frames created, the Java R© GUI designer
WindowBuilder [35] has facilitated the tasks. Another powerful graphical tool used for
creating different graphs was the JFreeChart library [36].
The most important contributions that have been developed are now presented.
(a) Track probabilities evolution
(b) Output error evolution
Figure 6.6: System evolution information
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6.5.1 Track Probabilities and Output Error
The evolution of the track probabilities is considered to be an indicator value of the per-
formance of the algorithm when passing across a junction. In Figure 6.6a, when a switch
is reached, it is observable that two tracks get 50% of probability. After some seconds,
thanks to the IMU and Doppler information, the correct branch gets higher probability
and the switch is resolved successfully.
Another important information while debugging the implemented code or testing the
system is the position error. A Java frame was also created to show the position error
when a ground truth reference is available (Figure 6.6b).
6.5.2 Particle Likelihoods
It is very complex to understand what is really happening at every moment inside the
particle filter algorithm if we only observe the final output. A really helpful visualization
was created to have a visual proof of the likelihood step of the filter.
Figure 6.7: Particles likelihood representation
In Figure 6.7, we can see an example of the likelihood frame. Represented in red, it
shows the particles histogram of the predicted measurement. The graph is centered at the
measurement mean and a Gaussian distribution density with the configured measurement
uncertainty is also drawn. By looking at the difference between the cloud of particles and
the new observation we could detect problems and adjust the calibration of the filter.
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6.5.3 GNSS Monitor and Skyplot
An additional frame was implemented to monitor and supervise the GNSS data (Figure 6.8).
This visual information was really helpful firstly, to debug problems and ensure that the
correct information was arriving to the system and to the filter. Secondly, to monitor the
number of visible satellites at every time and the quality of those satellites.
Figure 6.8: GNSS information visualization
Another interesting and common visualization of the satellites is a skyplot. A skyplot is
a representation of the geometry of the satellites in the sky. At the right part of Figure 6.8
we can see the position of every visible satellite related to the user. This plot represents in
a polar graph a zenithal projection of the sky centered at the user approximate position.
Therefore, the radius represents the elevation, where the center is 90◦ and the border 0◦,
and the angle is the azimuth deviation from the Earth’s north.
Chapter 7
Experimental Setup
One contribution of this thesis is the extension of the railway localization framework by
a measurement data replayer. This replayer enables a more realistic algorithm evaluation
during the development phase, in contrast to simulated data. This chapter provides an
overview of the complex measurement campaign that led to the recorded data used in this
thesis to validate the developed and implemented algorithm. The different sensors, setup
configuration and map generation are presented, as well as the selected scenario for the
analysis.
7.1 Measurement Campaign
Within the context of the Railway Collision Avoidance System (RCAS) project, a mea-
surement campaign in a real railway environment was carried out by DLR in May 2011.
(a) RailDrive R© vehicle (b) RailDrive R© supplementary train wheel
Figure 7.1: Rail Driving Validation Environment (RailDriVE R©)
The setup consisted of the Rail Driving Validation Environment (RailDriVE R©) shown
in Figure 7.1a, a vehicle developed by the Institute of Transportation Systems of DLR for
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testing and measurements [37].
The vehicle was designed as a mobile laboratory where a number of sensors, com-
munication equipment and computer technology were equipped on board. Additionally,
RailDriVE has supplementary train wheels (Figure 7.1b) that can be deployed, and there-
fore is capable of railing over the train tracks.
The data was recorded at the industrial railway network of the Brunswick inland port
(Hafenbahn Braunschweig).
7.2 Sensors On Board
A complete set of sensors were placed on the vehicle. Those used specifically for the purpose
of this thesis are a Septentrio AsteRx2 GNSS receiver (Figure 7.2a) and a XsensMTx
inertial measurement unit (Figure 7.2b).
(a) Septentrio AsteRx2 GNSS receiver (b) XsensMTx inertial sensor
Figure 7.2: Sensors onboard
7.2.1 Septentrio AsteRx2
Septentrio AsteRx2 is a professional dual-frequency GNSS receiver capable of tracking dif-
ferent GNSS constellations. The receiver antenna was placed on the roof of the RailDriVE R©
vehicle so that it could have the best possible visibility. The receiver is able to record GNSS
measurements in different formats, also providing a flexible configuration process to the
user. In this thesis, we use GPS data recorded in NMEA format for the PVT solution and
in RINEX format to store the raw measurements, and the input measurement rate for the
filter was set to 1 Hz.
As it has been commented before, some parameters of the filter are dependent of the
receiver type and configuration. That is the case to model the clock evolution and to
compute the noise of the tracking loops used in the likelihoods of the filter. In Table 7.1,
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those default important parameters are summarized for the Septentrio AsteRx2 GNSS
receiver [38].
Parameter Value Use
DLLBandwidth 0.25 Hz Noise of pseudorange
PLLBandwidth 10 Hz Noise of Doppler
MaxTpDLL 100 msec Noise of pseudorange
MaxTpPLL 10 msec Noise of Doppler
Clock Bias Range [0-1] ms To properly model the clock jumps
Table 7.1: Septentrio AsteRx2 GNSS receiver default parameters
7.2.2 XsensMTx
The XsensMTx is a small, low-cost inertial measurement unit based upon miniature
(MEMS) inertial technology [39]. It can provide 3D acceleration, 3D rate of turn and
3D earth-magnetic field data at a high rate bandwidth. For this work, we used both
acceleration and turn rates measurements at 10 Hz.
Additionally, XsensMTx accepts synchronization pulses for its base timing. This was
used in the data recording process to synchronize the IMU timing by the GPS time of the
GNSS receiver, so that both sensors were running with a common time.
7.3 Ground Truth
Precise position of the vehicle is required to evaluate the performance and accuracy of the
system output. This output must be compared with a reference position, usually called
ground truth.
Although it is difficult to know the exact position of the vehicle at every time, it is nor-
mally used as ground truth the measurements of a sensor with much more accuracy than
our expected output. For this work, this ground truth was obtained from Leica tachymeter
measurements. The setup consisted of a Leica type TCRP 1201, where an absolute po-
sition was computed thanks to a ATX1230 GNSS SmartStation in post processing. This
tachymeter is able to measure distance and angle between the reference station and a re-
flective prism that was placed on the vehicle (Figure 7.3). Then, the relative position was
translated into local coordinate frame (Latitude, Longitude, Altitude) with a centimeter
precision.
Because of its nature, this sensor is only able to track the prism as far as a certain
distance, so ground truth data was not available during the whole time.
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Figure 7.3: Leica tachymeter set-up
7.4 Railway Map
As our localization approach uses a digital map in the integration algorithm, it was nec-
essary to have the map of the railway tracks where the evaluations were carried out. This
map was generated using the ground truth information from the Leica measurements.
The map contains information of topological, geographic and track geometric data, as
well as further information of track distances and connections of the railway network [25].
In practice, the digital map is contained in a XML file, where the list of tracks is stored.
In the same way, every track is described by a list of discrete track points, its track ID
and the connections to other tracks. Additionally, the RCAS framework is able to provide
information at every point of the tracks by interpolating through the available stored
points.
All the recorded data and the generated map was obtained before the beginning of this
thesis.
7.5 Scenario
In order to validate the proposed system in critical railway localization situations (i.e.,
parallel tracks and switches), we had to be very careful when choosing the testing scenarios.
It was needed a place and moment where there were no additional side effects (e.g., building
multipath) and where ground truth data were also available. This was essential to obtain
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clear conclusions and analyze the algorithm performance.
The chosen scenario was a three parallel track situation in an open sky area where two
switches could be passed over. In Figure 7.4, we can see this scenario, where the yellow
marks represent the starting point of the junctions and the direction of the vehicle in the
test runs are indicated by red arrows.
Figure 7.4: Chosen Test Scenario




The evaluation of the railway localization approach will be presented in this chapter. This
assessment was carried out by running the framework under certain conditions and settings.
Then, the relevant output data was recorded to files so that they could be processed and
presented with MATLAB R©.
As a first step, the performance of the filter in a normal visibility situation will be
analyzed. Secondly, a comparison between the loosely coupled integration and the tightly
coupled integration is performed. Next, the role of Doppler measurements are explored in
Section 8.3. A further analysis with few visible satellites is also presented. Finally, the
effect of the long-term error estimation is commented.
8.1 System Output
First, a comparison between the different approaches for the particle filter output is evalu-
ated. Three of the different output approaches presented in Section 3.5, were implemented
in this thesis: Highest Weighted Particle, Most Likely Particle (ML) and Minimum Mean
Squared Error (MMSE) output.
Figure 8.1: System output: Comparison of different approaches
In Figure 8.1, it is shown the evolution of the error over time of these three approaches.
80 CHAPTER 8. RESULTS AND EVALUATION
This error is obtained as the root mean squared difference between the position output
after every filter update step and the ground truth (i.e., Leica) position.
It can be observed that, although the range of error is not very large, the Highest
Weighted Particle approach experiments changes due to its high dependence of the noise
of the latter observations. In this aspect, some improvement can be found in the ML
approach thought the best performance is reached by the MMSE approach.
Another advantage of the MMSE output is that we can also extract essential informa-
tion about the uncertainty of the solution. For the particular case of this modified MMSE
for railway localization, the uncertainty of the solution can be split into two terms: hypoth-
esis uncertainty and position uncertainty. Hypothesis uncertainty will give us information
about how sure the filter is in his discrete path hypothesis estimation. The position un-
certainty is the continuous uni-dimensional uncertainty along the chosen path hypothesis.
This values can also be easily calculated from the particles (Figure 8.2).
Figure 8.2: MMSE output: hypothesis and position uncertainty
In Figure 8.2, we can see both uncertainties represented over time. The bars in blue
represent the path hypothesis uncertainty related to the left axis. During most of the
time of the run, there is no ambiguity about the path hypothesis (we have 0%). Thus,
we can identify very easily when the train reaches the two switches of this run by looking
at the moment when the hypothesis uncertainty grows to 50 %. The reason is that when
the cloud of particles reaches a switch, the particles spread with the same probability
to both branches. Then, when gainful observation from IMU and Doppler arrives, this
uncertainty decreases because the particles in the correct branch get higher weight. This
path uncertainty is therefore a very important and useful indicator, because informs us
when the output position can not be trusted yet. In some situations, it can also happen
that two hypothesis survive over time, this indicator would give us information about that
and the application user will have to take it into account.
The position uncertainty is directly related to the width of the cloud of particles after
resampling. If everything works properly, this value should be of the same order of the
error, so it gives us information about the along track range where the train can be.
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8.2 Loosely vs Tightly Coupled Integration
In this section, a comparison between the performance of the loosely and tightly coupled
approach for three different situations have been evaluated. The scenario and the different
paths the vehicle took were shown in Figure 7.4, where there are two switches represented
in yellow and thus three final possibilities. Both loose and tight approaches solve the
junctions correctly in the three runs.
(a) Comparison A: HDOP: 1.2, # Satellites: 8
(b) Comparison B: HDOP: 0.8, # Satellites: 11
(c) Comparison C: HDOP: 1.3, # Satellites: 9
Figure 8.3: Loosely vs tightly coupled integration comparison
Results are shown in Figure 8.3, where we can see the error of:
• GNSS Map-Matching: In black, we find the solution provided by the receiver and
then geometrically map-matched to the tracks. This process have been done taking
into account only the correct tracks the train was railing, by knowing the route. This
error therefore represents the along-track deviation of the GNSS position solution.
• Loosely coupled: Represented in green, we find the filter output error for the loosely
coupled approach. This approach has been configured to attain the best performance
as possible.
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• Tightly coupled: The output of the approach developed in this thesis is drawn by
a blue line.
We can see in Figure 8.3a, that when the error of the PVT solution of the GNSS is low,
both approaches perform very similar. However, as the quality of the solution deteriorates,
as in Figure 8.3b and in Figure 8.3c, the loosely coupled approach losses more performance
than the tightly coupled integration. This effect can be also observed in Figure 8.4, where
the mean of the rms errors for all the approaches and comparison are shown.
Figure 8.4: Loose vs tight coupled comparison: mean error
In the different plots of Figure 8.3 has also been written the average values of the
Horizontal Dilution Of Precision (HDOP) and the number of visible satellites to clarify
that the quality of the satellite degenerates because there are neither few visible satellites
nor a disadvantageous satellite constellation: The estimated solution is poorer because of
the quality of the satellites that contributes to the solution in that precise moment.
The loose approach performs worse because it only weights the particles regarding
the latitude and the longitude of the PVT solution, so if the accuracy of this solution
degenerates, this error is transferred very fast to the algorithm. However, in the tightly
coupled integration the filter is weighted by N likelihoods, where N is the number of visible
satellites. If there is one out of N satellites corrupting the PVT solution of the receiver,
there will be still N − 1 likelihoods that provide correct information and the effect will be
less critical: The outlier satellite is actually being filtered.
8.3 Importance of Doppler
In absolute positioning algorithms, Doppler measurements are used to compute the vec-
torial velocity of the user. It contains also relevant information about the speed and the
heading of the movement of the receiver for our algorithm. By intuition, it should thus
help in solving a junction situation because it could discriminate those hypothesis that
take the wrong heading direction. To prove this, a test of the filter with only pseudorange
and Doppler measurements was carried out. The results proved that the combined pseudo-
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range and Doppler approach can solve switch situations where the stand-alone pseudorange
method is not able to.
However, it has been observed that as the number of visible satellites is reduced, the
relevant information about the orientation of the movement that Doppler measurements
can provide, decreases. Reaching to a point where the system is not capable of estimating
properly the correct track.
(a) Track uncertainty with 8 satellites (b) Track uncertainty with 5 satellites
Figure 8.5: Track uncertainty in combined pseudorange and Doppler navigation
In Figure 8.5, we can see this degeneracy problem by observing the evolution of the track
hypothesis uncertainty over time. Both graphs show the path uncertainty when the vehicle
passes over two switches. In Figure 8.5a, 8 Doppler measurements are used to perfectly
detect and solve both junctions. On the contrary, in Figure 8.5b, the filter resolved the
track ambiguity but with higher uncertainty with only 5 Doppler contributions. Therefore,
the inertial sensor plays always an essential role to guarantee a reliable track selective
algorithm. And Doppler measurements will contribute to the robustness and accuracy of
the system performance.
In Figure 8.6, we analyze the precisions obtained if Doppler measurements are used in
the tightly coupled integration. In the first part of the graph, as the vehicle is stopped,
the performance is similar for both approaches. Then, after second 60, when the vehicle
has passed the junctions and is moving, we found a difference in the order of meters in the
accuracy obtained. Doppler contribution is therefore important to minimize the effect of
inertial errors, improving the performance of the output.
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Figure 8.6: Error comparison with/without Doppler measurement
8.4 Few Visible Satellites
The great advantage of using directly the raw data coming from the receivers is that we
can still include GNSS information in the filter when less than 4 satellites are visible. In
this section, the performance of the system is evaluated with 3, 2 and 1 satellites.
Since the number of satellites is not the only important parameter that must be taken
into account for any satellite based localization, for each number of satellites two different
geometrical constellations have been chosen. Besides, although it is not possible to guar-
antee that there is not any other side effect hindering the measurements, signals with a
high carrier-to-noise ratio (C/N0) have been selected to reduce the probability of having a
corrupted measurement.
Figure 8.7: Satellite constellation in test scenario
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The chosen constellations contribute orthogonally to solve the along track and the
cross track position. That is, they are complementary in terms of CDOP and LDOP.
In Figure 8.7, we can see a skyplot representation showing the elevation and azimuth of
satellites positions for this scenario. It is also possible to see, rounded in green and blue,
the chosen group of space vehicles for the analysis carried out.
8.4.1 Three Satellites
First, the performance of the filter is analyzed with the contribution of only three visible
satellites. We can see from Figure 8.7, that the two groups of satellites selected can be seen
as geometrically orthogonal with respect to the track. More formally, the values of CDOP
and LDOP, shown in Figure 8.8, expose this complementarity (Satellites 2,7 and 8 have
low CDOP and high LDOP while satellites 8,10 and 28 have high CDOP and low LDOP).
Figure 8.8: Three satellites scenario: LDOP and CDOP
In Table 8.1, we can also see the mean values of DOP for the two group of satellites
chosen for this evaluation.
CDOP LDOP
Sats 2,7,8 2.24 34.51
Sats 8,10,28 18.64 5.76
Table 8.1: Average CDOP and LDOP values for 3 satellite comparison
The results of the test can be seen in Figure 8.9. In these graphs, three different lines
have been plotted: the green and blue lines correspond to the different constellations of
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satellites chosen and the third line in red named ”none Sats” represents the solution of the
filter without any GNSS update. This last representation would also correspond to the
loosely coupled integration approach, because, as we have less than 4 satellites in view,
there would be no GNSS update since the receiver would not be able to provide a PVT
solution.
(a) RMS error between MMSE output and ground truth
(b) Position Uncertainty
Figure 8.9: Results: 3 satellites comparison
As seen from both graphs in Figure 8.9, the filter output without any GNSS update
(red line) behaves as expected for a navigation with only inertial measurements. At 8
seconds and 16 seconds, the vehicle runs over switches, which represents a significant track
change. Hence, the IMU detects these changes and helps to resolve the position of the
train. However, after the second switch the accumulative errors of inertial sensors are
transmitted to the solution as the train goes on. Note again that, the exponential growing
error is typical of dead-reckoning navigation. Another important fact is that not only the
error increases but the position uncertainty.
For the other two solutions, in spite of the fact that both of them keep stable over the
whole run, differences in accuracy are observable. The constellation that had better LDOP
than CDOP (blue line) has an accuracy comparable to the output of the filter with all the
visible satellites (Figure 8.1). On the contrary, the solution with better CDOP than LDOP
shows less accuracy. In Table 8.2, we can see the differences of accuracy for the two cases
by observing the mean and maximum error obtained during this test.
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Mean error (rms) Max error (rms)
Sats 2,7,8 8.37 m. 12.71 m.
Sats 8,10,28 0.72 m. 2.83 m.
Table 8.2: Results 3 satellites constellation
8.4.2 Two Satellites
In order to analyze the system with only 2 satellites in view, we will remove one of the
satellites from the two constellations considered in the previous section. We can see in
Figure 8.10, the selected group of satellites and the computed CDOP and LDOP during
the run. It is again verifiable that both groups present different values for the along and
cross track resolution.
Figure 8.10: Test constellations: 2 satellites
The error evolution and position uncertainty obtained are represented in Figure 8.11a
and Figure 8.11b respectively. In those graphs, a similar behavior to that in three satellites
situation is observed. The group of satellites with lower LDOP maintains more accuracy
over the time.
If we observed the mean and maximum values of the error for this evaluation (Table 8.3),
we notice a general increase compared to the 3 satellites results. This behaves as expected
because we lose the contribution of one of the satellites. Most important is the fact that
the uncertainty stays bounded and the system is still stable.
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(a) Two satellites comparison: Minimum Mean Square Error output
(b) 2 Satellite Comparison: Position Uncertainty
Figure 8.11
Mean error (rms) Max error (rms)
Sats 2,8 11.68 m. 15.70 m.
Sats 8,28 0.99 m. 3.34 m.
Table 8.3: Results 2 satellites constellation
8.4.3 One Satellite
This time, two satellites that can be considered geometrically orthogonal related to the
railway track have been chosen for this analysis. Particularly, satellites 2 and 28 shown in
Figure 8.12, were selected.
The results are presented in the same fashion as in the previous analysis. We can
see in Figure 8.13a that, the system running only with the satellite number 2, has no
improvement respect to the system working only with the inertial unit. In fact, in this
situation, it performs worse. On the other hand, the error keeps bounded if we use satellite
number 28, the one that has better LDOP.
However, if we look the evolution of the position uncertainty (Figure 8.11b), we see that
all the estimations are unstable. But although the uncertainty grows over time for every
approach, the slope of the uncertainty for satellite 28 is lower than for the other two cases.
This all means that the one satellite situation is a very challenging scenario. And
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Figure 8.12: Test constellation: 1 satellite
(a) One satellite comparison: Minimum Mean Square Error output
(b) 1 Satellite Comparison: Position Uncertainty
Figure 8.13
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although it is not possible to maintain a reliable localization, if the single satellite used
is well geometrically located, we can keep longer the uncertainty low and the cloud of
particles centered near the true position.
8.5 Effect of Error Estimation
During the different tests performed, no remarkable improvement in terms of precision
has been observed when including the long-term correlated error estimation. This can be
explained by the following facts:
• The error that is intuitively easy to correct is the one related to the cross track
deviation, which therefore would not contribute to the remaining along track error.
• At the beginning of the tests, the train is stopped and therefore under multipath.
The system tries to estimate the long-term correlated error under multipath which
may distort it. When the train starts moving, the estimation is performing well but
it may take longer to converge, which may not be reflected in the results.
However, during the testing of the error estimation, some evaluations were carried out to
determine the benefits of this estimation. First, although no reduction of the position error
could be shown, the estimation was well performed at the end of the tests. In Figure 8.14a,
we can see the aspect of each pseudorange likelihood without the error estimation. The
red bars represent the histogram of the predicted pseudorange of particles and the blue
curve is the Gaussian likelihood function centered at the measured pseudorange. We can
see how the histogram of the particles are not centered with the likelihood. This constant
bias difference corresponds to the remaining error in the pseudorange. By contrast, in
Figure 8.14b, after estimating the error, we can see how we reach to a centered distribution
for every satellite. This is thus the proof that the estimation works.
Second, in a context where a switch is not perfectly solved (e.g., weak signal from IMU
due to a slow speed of the vehicle nearby a station), both hypothesis survive and we reach
to a parallel situation with two hypothesis. Then, the information from pseudoranges will
determine which hypothesis die at a certain moment. Due to the long-term errors of the
pseudoranges it could be the right one. In this situation, having estimated the error before
facing the junction will make the cross information of the pseudoranges after the switch
more accurate. And therefore, the estimation could help solving the switch and preventing
from a failure.
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(a) Pseudorange likelihoods without error estimation
Histogram of Particles are shifted from the measurement due to remaining errors
(b) Pseudorange likelihoods with error estimation







A fully operational localization approach for railway environments has been created. The
implemented system is able to integrate data from an inertial sensor, a GNSS receiver and
a digital map to provide a position solution. The algorithm has been tested in different
scenarios and challenging visibility conditions to prove its suitability and performance.
The particular tasks that have been achieved during this thesis work are shown in
Figure 9.1:
Figure 9.1: Scheme of achieved tasks
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Among all these essential tasks, we can point out as the most relevants:
• Theoretical Bayesian extension and Bayesian filter derivation.
• Tightly coupled integration with particle filter.
• Geometric analysis for railway environments.
• Receiver interfacing and data replay mode.
9.2 Conclusions
From the different tests performed and results obtained in Chapter 8, we can extract the
following conclusions:
First, the integration between GNSS, IMU and a track map have been consolidated to
be a suitable solution for a reliable navigation along a railway map. Precisions below one
meter have been obtained and the track selection have been always decided correctly in
normal visibility scenarios, pointing out the achievable accuracy of this integration scheme
and its potential. It is suggested therefore, that the approach may be suitable for railway
safety-of-life (SoL) systems.
Second, results show that reliable localization may still be reachable with only two or
three visible GNSS satellites, which broaden the navigation performance to critical visibility
scenarios and ensure thus, a highly robust localization system.
Third, localization with only one visible satellite is a very challenging situation and
the system tends to perform similarly to a stand-alone inertial navigation. Moreover,
it has been shown that if the GNSS contribution comes from a satellite which is in a
beneficial position related to the track, the navigation filter is able to reduce the uncertainty
incrementation and it can keep the estimation output near the truth for a longer time.
This is especially interesting because it would permit the system to recover faster or even
inadvertently from a temporal gap of signal blockage.
The comparison between loose and tight integration has shown that even in normal
visibility scenarios, the tightly coupled integration is more robust to the presence of outlier
satellite signals and to the non-modeled errors.
In all the evaluations carried out in this work, the geometry factor of the satellites was
of great importance. We have confirmed, through a dilution of precision analysis in the
train frame, that the along-track dilution of precision (LDOP) is a critical factor in railway
localization. This fact reveals that the main contribution of GNSS in the integration process
is to solve the along-track position, while, the inertial sensor is the main contributor to
the track selective localization after junctions. Hence, GNSS must guarantee the presence
of hypothesis (particles) in the switch surroundings so that the junctions can be detected
accordingly to IMU measurements.
The extension of Doppler measurements into the filter has shown improvements in the
accuracy of the localization process in motion. Furthermore, Doppler also contributes to
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solve the correct track after switches, making this process more robust in general and
especially when the IMU signals are not so significant (i.e., low speed of the train).
It has been proved that the long-term correlated error of pseudoranges can be suc-
cessfully estimated in this approach. Although it has not shown improvements in terms
of precision, there exist benefits in robustness for a railway localization, such as after
junctions.
Finally, for this specific localization problem, it has been seen that the mixed MMSE
particle filter output approach, proposed and implemented in this thesis (Section 3.5.4), is
the best final solution estimation of the navigation particle filter.
9.3 Outlook
Some suggestions for improvements and future research directions are:
• IMU error estimation: Inertial measurement errors have been shown to be one of the
main source of error contribution of the proposed tight approach. It can be expected
that the presence of other measurements such as pseudoranges and Doppler, as well
as the map information will offer a highly beneficial context to estimate the IMU
errors.
• Context-aided navigation: Detecting the motion/stop state of the train could be
helpful to mitigate GNSS multipath errors when the train is stopped or to improve
the transition models.
• Exploitation of magnetic measurements: The Xsens device is able to provide with 3D
magnetic measurements. Therefore, it may be also possible to take advantage of this
additional information.
Additionally, further analysis or extensions of this thesis approach should address:
• Analysis with commercial receiver data: Although the Septentrio GNSS receiver used
for the testing of this work is able to provide precise measurements, it has some draw-
backs in terms of time-to-first-fix (TTFF). A further analysis with consumer grade
receivers, for example u-blox, would permit to evaluate the receiver performance
contribution.
• Analysis with passenger train measurements: The vehicle used to test this thesis
approach has some dynamics differences with a real train. We expect the train
acceleration and suspension system to be more stable than the vehicle’s.
• Second sensor set: Having a second GNSS receiver and a second IMU sensor in the
rear part of the train would permit to continue receiving GNSS signals when the
train enters a tunnel or in case of local signal blockage. Additionally, it would help
to ensure track selection in switches and determine when the train leaves some area.
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Satellite Position and Velocity
Computation
This appendix shows the procedure for the position and velocity computation of a satellite.
Although there are many references in the literature explaining the process to obtain the
satellite position, our intent is to group both satellite and velocity computations in one
algorithm.
In Figure A.1, we can see the different orbital parameters involved in the position and
velocity computation. For more information about the ephemeris parameters we suggest
the reader to consult [31].
Figure A.1: Orbital Elements
Adapted from Lasunncty (2007), Wikimedia Commons, Public domain.
The procedure to compute the satellite position is presented in Algorithm 7.
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Algorithm 7 Satellite position computation
Input: - Transmit time t
- Satellite Ephemeris
1: a = (
√
a)2 . Restore semi-major axis
2: tk = t− toe . Find time difference
3: if t′ > 302400 then . Correct for week crossover
4: tk = tk − 604800
5: else if tk < −302400 then




GM/a3 + ∆n . Mean motion
9: µ = µ0 + n · tk . Mean anomaly
10: µ = µ (mod 2pi) . Bound µ between [0,2pi]
11: E = µ . Initial guess of eccentric anomaly
12: for j = 1 : 10 do . Iteratively compute eccentric anomaly
13: Eold = E
14: E = µ+ e · sinE
15: ∆E = E − Eold(mod 2pi)




20: E = E(mod 2pi)
21: ν = arctan
√
1−e2 sinE
cosE−e . Calculate the true anomaly
22: Ωk = Ω0 + (Ω˙− ωe)tk − ωetoe . Longitude for ascending node
23: Ωk = Ωk(mod 2pi)
24: Φ = (ν + ω)(mod 2pi)
25: ωk = ω + ν + Cωc cos 2Φ + Cωs sin 2Φ . Correct argument of latitude
26: rk = a(1− ecosE) + Crc cos 2Φ + Crs sin 2Φ . Correct radial distance
27: ik = i0 + i˙+ Cic cos 2Φ + Cis sin 2Φ . Correct inclination
28: x′k = rk cosωk . Coordinate x in orbital plane
29: y′k = rk sinωk . Coordinate y in orbital plane
30: x = x′k cos Ωk − y′k cos ik sin Ωk . Compute Satellite x coordinate
31: y = x′k sin Ωk + y
′
k cos ik cos Ωk . Compute Satellite y coordinate
32: z = y′k sin ik . Compute Satellite z coordinate
Likewise, the procedure to obtain the satellite velocity is shown in Algorithm 8. One
should notice that this algorithm is computed as an extension of the satellite position
103
one by differentiating the different parameters over time, so it is highly recommended to
implement both algorithms together as done for this thesis implementation.
Algorithm 8 Satellite velocity computation extension
33: µ˙ = n . Rate of Mean anomaly
34: E˙ = µ˙
1−e cosE . Eccentric anomaly rate
35: ν˙ = sinEE˙(1+e cos ν)
(1−cosEe) sin ν . Rate of True anomaly
36: Φ˙ = ν˙
37: Ω˙k = Ω˙− ω˙e
38: ω˙k = Φ˙ + 2[Cωs cos(2Φ)− Cωc sin(2Φ)]Φ˙ . Argument of perigee rate
39: r˙k = Ae sinEE˙ + 2[Crs cos(2Φ)− Crc sin(2Φ)]Φ˙ . Radial distance rate
40: i˙k = i˙+ 2[Cis cos(2Φ)− Cic sin(2Φ)]Φ˙ . Inclination rate
41: x˙′k = r˙k cosωk − rk sinωkω˙k
42: y˙′k = r˙k sinωk + rk cosωkω˙k
43: x˙ = x˙′k cos Ωk − y˙′k cos ik sin Ωk + y′k sin ik sin Ωk i˙k − ykΩ˙k . Satellite Velocity in x
44: y˙ = x˙′k sin Ωk + y˙
′
k cos ik cos Ωk − y′k sin ik i˙k cos Ωk + xkΩ˙k . Satellite Velocity in y
45: z˙ = y˙′k sin ik + y
′




In this appendix, we expose the different corrections that must be applied to the pseudo-
range and Doppler general observable equations (2.1)-(2.2). These corrections are essential
in the implementation of the algorithm in Section 5.3.
B.1 Satellite Clock Correction
Satellites are constructed with a precise atomic clock inside that controls all the required
timing operations of the space vehicle (SV), the signal and code generation. Despite the
stability of these clocks, there may be differences between the onboard clock and GPS
time. The control segment calculates those differences and provides the subframe 1 of the
navigation message with some coefficients that allow the user to determine this offset. The
coefficients are applied by the user following this polynomial [31]:
dts = af0 + af1(t− toc) + af2(t− toc)2 + ∆tr, (B.1)
where
af0 = clock bias [s],
af1 = clock drift [s/s],
af2 = aging (drift change rate) [s/s
2],
toc = clock data reference time [s],
t = current time epoch [s],
∆tr = correction due to relativistic effects [s].
B.2 Relativistic Corrections
Einstein’s general and special theories of relativity must be taken into account in satellite
navigation. In particular, there are three cases that the user must considerate.
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First, due to the eccentricity of the satellite orbits, the space vehicle travels with dif-
ferent speeds at the perigee and at the apogee of the orbit. Moreover, the gravitational
potential is also different. Those effects causes the clock to run slower or faster depending
of the position in the orbit. To account for this effect we include a correction term in the




where e is the satellite orbital eccentricity, a is the semimajor axis of the orbit, EK the
eccentric anomaly and F is a constant with value −4.442807633 · 10−10 s√
m
[31].
This effect also influence the Doppler observable and must be thus corrected. According










where a is the semimajor axis of the orbit, rs is the satellite position in ECEF and GM
is the Earth’s universal gravitational parameter 3.986005 · 1014 [km3s−2]. Notice that, in
fact, for a circular orbit a = ||rs|| this effect disappears.
The second effect that must be considered is the so called Sagnac effect. A relativistic
error is introduced due to the rotation of the Earth during the time the signal is being
transmitted. The correction for this error is typically applied by performing a rotation of















] is the corrected position of the satellite, [xs, ys, zs] the uncorrected one,
τ the estimated travel time of the signal and Ω˙ the WGS 84 value of the Earth’s rotation
rate.





(ysxu − xsyu) , (B.5)






s − y˙uxs + xuy˙s − yux˙s) . (B.6)
This relativistic effect may reach a deviation up to several mm/s so it was not finally
applied in this thesis work.
Finally, due to the gravitational field of the Earth, the transmitted signal experiences
a space-time curvature. This effect can cause up to 18.7 mm of positioning error [6] and
therefore have been neglected for this work.
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B.3 Ionospheric Correction
The propagation time of a GNSS signal through the ionosphere layer of the atmosphere
depends upon its electron density since this zone is a partially ionized medium. For a
single frequency user, the most extensively applied time delay determination process is
based on Klobuchar’s ionospheric model [32]. Indeed, the coefficients alpha (αn) and beta
(βn) needed in this model for the delay time calculation are transmitted as part as the
subframe 4 of the navigation message.
The different steps to compute the ionospheric correction are now summarized. For
further details we invite the reader to consult [31] or [32]:




− 0.022 [semicircles]. (B.7)
2. Compute the subionospheric latitude:
φl = φu + ψ cosAz [semicircles], (B.8)
if φl > 0.416, then φl = 0.416. If φl < −0.416, then φl = −0.416.
3. Compute the subionospheric longitude:




4. Find the geomagnetic latitude:
φm = φl + 0.064 cos(λl − 1.617) [semicircles]. (B.10)
5. Find the local time:
t = 43200λl +GPStime(sec), (B.11)
if t > 86400, use t = t− 86400. If t < 0, add 86400.
6. Compute the slant factor:
F = 1.0 + 16.0 · (0.53− El)3. (B.12)







if AMP < 0, then AMP = 0.
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if PER < 72000, then PER = 72000.


















; |X| ≤ 1.57
F · 5 · 10−9 ; |X| ≥ 1.57
, (B.16)
where φu and λu are the latitude and longitude of the user respectively, El is the
elevation angle of the satellite and Az the azimuth.
Likewise, by differentiating (B.16) with respect to time, we can obtain the ionospheric
correction for Doppler measurement [9]:
dI˙L1 =
{





; |X| ≤ 1.57
0 ; |X| ≥ 1.57
, (B.17)









The effect of the troposphere on the GNSS signals turns into an additional delay of the
signal traveling time from the satellite to the receiver. This delay depends on the air
refractivity through temperature, pressure and humidity conditions. Besides, the altitude
of the user and the elevation of the satellite are also important parameters.
The model implemented in this thesis follows the Standard Agreement (STANAG) [40]
though a large number of other tropospheric models can be found in the literature.
Regarding Doppler measurement, tropospheric correction can be obtained from different
mapping functions but, as it is widely accepted that the contribution of the troposphere
to the Doppler measurement is very small, we have finally neglected this correction term
in this work.
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B.5 Error Magnitudes
An overview of the magnitudes is now given for the presented errors. This will help the
reader to understand the impact of the corrections carried out. In Table B.1, we can see
the approximate magnitude of the errors in pseudorange and Doppler measurements:
Error Term Pseudorange Magnitude Doppler Magnitude
Satellite Clock Correction ≤ 300Km Negligible
Orbit Eccentricity ≤ 21 m. Several cm/s
Sagnac Effect ≤ 30 m. Several mm/s
Gravitational Potential ≤ 18.7 mm. Sub-mm/s
Ionospheric Correction ∼ 7 m. (Max. 45 m.) cm/s level
Tropospheric Correction [2.4 - 25] m. Negligible
Receiver Clock Unknown to be estimated Unknown to be estimated




This appendix intends to provide a better overview of the most relevant Java R© classes
implemented during this thesis. In the following figures, the main classes of some parts
of the code are represented in the Unified Modeling Language (UML R©) class diagrams.
UML R© is a standardized partial graphical language that provides an easy way to represent
the different relationships and structure of the agents in a software engineering project,
as well as its behavioral evolution activity. Because of its flexibility, UML R© model is
widely used with object-oriented software in different analysis and code designing stages
of a project [41].
Specifically for this work, only class diagrams have been used, where the different agents
involved are shown by boxes with their names in the header part and the attributes and
implemented methods in the area below. In this representation, classes appears with a C
in the header and interfaces with an I.
It is important to notice the different relations that can exist:
• Extension: This is represented by an arrow with the tip in white and stands for
‘extends from’. This is the common way of representing the inheritance between
classes.
• Implementation: It is used when a class implements an interface and is shown by
a dashed arrow.
• Association: The dependency between classes is represented by a simple line or
by a simple arrow if the dependency direction wants to be also shown. It is usually
pointed here the cardinality of the association, which is written by a number or a
range in the extremes of the line.
Figures C.1 to C.5 has been obtained by applying reverse engineering to the Java R©
frame. To that purpose it has been used the eUML2 tool, a plugin which offers a intuitive
way to develop UML R© diagrams in Eclipse R© [42].
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Figure C.1: UML raw GNSS data structure class diagram
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Figure C.2: UML data synchronization scheme class diagram
Figure C.3: UML u-blox receiver interfacing class diagram
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Figure C.4: UML data replay scheme class diagram
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Figure C.5: UML main classes involved in the filtering
