Abstract-A sparse auto-encoder is one of effective algorithms for learning features from unlabeled data in deep neural-network learning. In conventional sparse auto-encoder training, for each layer of a deep neuralnetwork, all feature units are simultaneously constructed at the beginning and after being trained, several similar/ redundant features are obtained at the end of the learning process. In this paper, we propose a novel alternative method for learning features of each layer of the network; our method incrementally constructs features by adding primitive/simple features first and then gradually learns finer/more complicated features. We believe that using our proposed method, more variety of features can be obtained that will lead to the performance of the network. We run experiments on the MNIST data set. The experimental results show that sparse auto-encoders using our incremental feature construction provides better accuracy than a sparse auto-encoder using the conventional feature construction. Moreover, the shapes of our obtained features contain both primitive strokes/lines as well as finer curves/more complicated shapes which comprise the digits, as expected.
I. INTRODUCTION
Deep learning has received much attention from many researchers for a decade [1] , [2] . Before that, some researchers found out that shallow learning algorithms, such as a neural network with 1, 2 or 3 layers gave a statistically better result than a deeper learning algorithm with more than 3 layers [3] . In 2006, however, deep learning was once again brought back into the interest of researcher. Hinton and Salakhutdinov presented an effective approach for deep learning that uses stack auto-encoder based on the concept of RBM in training [4] . This idea, later on, motivated many researchers to come up with many interesting works such as sparse auto-encoder [5] , denoising auto-encoder [6] , [7] , contractive auto-encoder [8] , convolutional deep belief networks [9] , discriminative recurrent sparse auto-encoder [10] , maxout network [11] , saturating auto-encoder [12] .
The neural network is the structure that is generally used for deep learning. The first level of the structure can be thought of as a feature representation learner Manuscript received July 15, 2013; revised September 4, 2013 which employs unsupervised learning process. In the higher levels, more features are constructed from the com-position of features in the prior levels, and in highest level, the process of learning is usually fully supervised. As a result, feature learning is a substantial factor that affects the accuracy of classification in the top level. This paper proposes a novel method for constructing effective features for the first level of neural networks using sparse auto-encoders.
Our method is based on the idea of incremental feature construction by adding primitive/simple features first and then gradually learns finer/more complicated features. We believe that using our proposed method, more variety of features can be obtained that will lead to the performance of the network.
The paper is organized as follows. Section II describes the sparse auto-encoder. Section III explains our incremental feature learning. The experimental results are reported in Section IV. Section V then gives our conclusion and our future work.
II. SPARSE AUTO-ENCODER
An auto-encoder is a method for constructing a deep network. It is a multi-layer neural network that automatically learns features from the data. For each hidden layer of the network, it transforms the input data vector x into a low-dimensional feature representation using a non-linear activation function ()  a sigm Wx b where W is a weight matrix and b is a bias vector, given that
. Then the auto-encoder recon-structs output (y) from the function ()   y sigm W a c . We need to optimize W and b so that the difference between x and y (reconstruction error) will be minimized.
Therefore, cost function is
Cross-Entropy function
can be chosen as loss function.
Sparse auto-encoder is a kind of auto-encoder which adds a condition that most of its feature components are close to zero. To apply the sparsity, the KullbackLeibler divergence term is added into the cost function
where  controls the weight of the sparsity penalty term,  is a sparsity parameter and
The sparse auto-encoder returns the optimized parameter { , } Wbsuch that ()  a sigm Wx b is a feature representing data x and most of j a are near zero. In other words, the important information from sparse auto-encoder training is the feature vector of units j a which has less dimension than the input data, but it is still able to capture almost all of input information, and represent the input data with low reconstruction error. The trained features can be used as inputs for the classification or as inputs for an auto-encoder in the next level.
One characteristic of auto-encoders training is that all feature units are simultaneously constructed at the beginning. In other words, we have to set a number of feature units and all feature units are updated during the learning process. The problem occurs when the number of features is large, and simultaneously training may produce some redundant features. This could affect the performance of the learned model. In this paper, we propose a novel method to improve feature construction by firstly constructing fundamental/primitive features, and then adding additional/more complex features. This method is called "incremental feature construction". The fundamental/simple features which are most important features for roughly representing input data, should be constructed first. Then the additional/finer features are added for fine detail representation. In the next section we discuss how to train using our proposed method of incremental feature construction.
III. INCREMENTAL FEATURE CONSTRUCTION
In this section, we describe the process of sparse auto-encoder training using the incremental feature construction. At the beginning, we get examples Fig. 1a for a schematic (1) a feature representation of the process), we encode by the first group of features (1) a using the function (1) (1) (1) Fig. 1b for a schematic (2) a feature representation of the process), we add the second group of features (2) a in the hidden layer and start feedforward step: maps input data to (2) (2) (2) 11 () a sigm W x b  and then (2) a is mapped back to (2) a is trained after feature set (1) a is completely trained and feature set (1) a is fixed (the grey units) during the training process of (2) a , and so on.
IV. EXPERIMENTAL RESULTS
We ran experiments on the MNIST 1 data set. Each data in this dataset is a 28x28 grey-scale image of a handwritten digit. We ran the 5-fold cross-validation method and used the L-BFGS 2 algorithm from minFunc 3 function and the Softmax regression for optimization and classification, respectively. The Softmax regression is multi-class logistic regression which is supervised learning for the top level of the network. The incremental feature construction was compared to the conventional feature construction; both methods used the sparse auto-encoder with the same initial weights. We set 400 feature hidden units, so they are simultaneously trained in conventional feature construction. On the other hand, our proposed approach was done with three setting: 1) the number of fundamental features is small and the number of additional features is increased, i.e. 40, 80, 80, 200 feature units, respectively 2) the numbers of fundamental features and additional features are the same size, i.e. 100, 100, 100 and 100 feature units, respectively, and 3) the number of fundamental features is higher than those of additional features, i.e. 200, 80, 80, 40 feature units, respectively  . The gradient descent, L-BFGS or conjugate gradient can be chosen as an optimization method. In this paper, we choose L-BFGS because it works well for low dimensional problems [13] .
3 http://www.di.ens.fr/ ~mschmidt/Software/ minFunc.html The results are shown in Table I . The accuracy of 200-80-80-40 incremental feature construction is higher than conventional feature construction with 90% confidence level using the standard paired t-test method. However, the accuracy of 40-80-80-200 incremental feature construction is lower, and this lower accuracy may be due to the insufficient number of fundamental features.
Additionally, we can see weights obtained from conventional feature construction that all weights look like a part of digits, and several weights look very similar, as shown in Fig. 2a . This shows the redundancy of the learned features. However, weights from incremental feature construction can be divided into two groups, i.e. (1) fundamental features which look like a part of digits as the above features from the conventional feature construction and (2) additional features which contain more details for each class of the data, as shown in Fig. 2b and Fig. 2c .
V. CONCLUSION AND FUTURE WORK
This paper presents an incremental feature construction method using sparse auto-encoders. Instead of construction of all features simultaneously at the beginning as in the conventional method, our method incrementally constructs features by adding primitive/simple features first and then gradually learns finer/more complicated features. The results show that the proposed method, when the number of fundamental features is not too small, can improve the accuracy of the conventional method. Our method also has another advantage that it learns both primitive features as well as fine features for representing the data; from the result observable from the weights of the obtained features, it shows that simple features look like a part of digit and finer features contains more details for representing each class of data.
For our future work, we plan to apply the proposed method to other unsupervised learning algorithms for building deep networks. Furthermore, investigation for other approaches to construct good feature representation is also in our future plan.
