A generalized Bethe tree is a rooted tree in which vertices at the same distance from the root have the same degree. Let Gm be a connected weighted graph on m vertices. Let 
Introduction.
Let G = (V, E) be a simple graph with vertex set V and edge set E. A weighted graph G is a graph in which each edge e ∈ E has a positive weight w (e). Labelling the vertices of G by 1, 2, . . . , n, the Laplacian matrix of G is the n × n matrix L (G) = (l i,j ) defined by 
ELA

Spectra of Weighted Compound Graphs of Generalized Bethe Trees
31
L (G) and A (G) are both real symmetric matrices. From this fact and Geršgorin's Theorem, it follows that the eigenvalues of L (G) are nonnegative real numbers. Moreover, since its rows sum to 0, (0, e) is an eigenpair of L (G), where e is the all ones vector. Fiedler [1] proved that G is a connected graph if and only if the second smallest eigenvalue of L (G) is positive. This eigenvalue is called the algebraic connectivity of G.
If w (e) = 1 for all e ∈ E, then G is an unweighted graph. In [4] , some of the many results known for the Laplacian matrix of an unweighted graph are given.
A generalized Bethe tree is a rooted tree in which vertices at the same distance from the root have the same degree. In [5] , one can find a complete characterization of the spectra of the Laplacian matrix and adjacency matrix of such class of trees.
Let {B i : 1 ≤ i ≤ m} be a set of trees such that 
We introduce the following additional notation:
|A| is the determinant of A. 0 and I are the all zeros matrix and the identity matrix of appropriate sizes, respectively.
I r is the identity matrix of size r × r.
e r is the all ones column vector of dimension r.
ni,j+1 and C i,j is the block diagonal matrix defined by
j=1 n i,j and E i be the s i × m matrix defined by
We label the vertices of G m {B i } as follows:
1. Using the labels 1, 2, . . . , k1−1 j=1 n 1,j , we label the vertices of B 1 from the bottom to level 2 and, at each level, in a counterwise sense.
Using the labels
j=1 n 2,j , we label the vertices of B 2 from the bottom to level 2 and, at each level, in a counterwise sense.
3. We continue labelling the vertices of B 3 , B 4 , . . . , B m , in this order, as above.
4. Finally, using the labels n − m + 1, n − m + 2, . . . , n, we label the vertices of G m .
Thus, the adjacency matrix
where, for i = 1, 2, . . . , m, A i and L i are the following block tridiagonal matrices:
and
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where, for i = 1, 2, . . . , m, X i is the block tridiagonal matrix
, and
respectively. For i = 1, 2, . . . , m, let 
where
Proof. We give a proof for X m+1 in (2.1). Suppose β 1,j = 0 for all j = 1, 2, . . . , k 1 − 1. After some steps of the Gaussian elimination procedure, without row interchanges, we reduce X to the intermediate matrix
where R 1 is the block bidiagonal matrix and X (1) m+1 is the matrix
Suppose, in addition, that β i,j = 0 for all i = 2, 3, . . . , m and j = 1, 2, . . . , k i − 1. We continue the Gaussian elimination procedure to finally obtain the upper triangular matrix
where, for i = 2, 3, . . . , m,
and Y m+1 is as in (2.4). A similar proof yields to Y m+1 in (2.5) whenever X m+1 is in form (2.2). Thus, (2.3) is proved.
¿From now on, we denote by A the submatrix obtained from A by deleting its last row and its last column. Moreover, for i = 1, 2, . . . , m and j = 1, 2, . . . , m, let F i,j be the k i × k j matrix with F i,j (k i , k j ) = 1 and zeroes elsewhere.
In the proof of the following lemma, we will use the facts 
|A| |B| and
A 0 B C D E F 0 G = A B F G |D| = A C B 0 D 0 F E GB 1 µ 1,2 F 1,2 · · · µ 1,m−1 F 1,m−1 µ 1,m F 1,m µ 2,1 F T 1,2 B 2 · · · · · · µ 2,m F 2,m µ 3,1 F T 1,3 µ 3,2 F T 2,3 . . . . . . . . . . . . B m−1 µ m−1,m F m−1,m µ m,1 F T 1,m µ m,2 F T 2,m · · · µ m,m−1 F T m−1,m B m (2.6) = |B 1 | µ 1,2 B 2 · · · µ 1,m−1 B m−1 µ 1,m B m µ 2,1 B 1 |B 2 | · · · · · · µ 2,m B m µ 3,1 B 1 µ 3,2 B 2 . . . . . . . . . . . . |B m−1 | µ m−1,m B m µ m,1 B 1 µ m,2 B 2 · · · µ m,m−1 B m−1 |B m | .
Proof. Let us write
Thus,
We have proved (2.6) for m = 2. Let m ≥ 3, and assume that (2.6) is true for m − 1.
The meaning of the scalars t, t 1 and t 2 below will be clear from the context. By linearity on the last column,
By definition,
, and hence,
We apply the induction hypothesis on the first factor obtaining that Now it is easy to see that
We have
Expanding along the last column, we get
where, for i = 1, 2, . . . , m − 1, the summand s i is the cofactor of the entry µ i,m . In particular, 
We apply the induction hypothesis to get that
After m − 2 row interchanges, we have
We may write In fact, expanding (2.9) along the last row we obtain (2.8). Similarly,
By (2.7) and (2.10), we have
This completes the proof. and, for j = 2, 3, . . . , k i − 1,
Moreover, for i = 1, 2, . . . , m, let
Theorem 3.2. The following hold:
is given by (1.3) , (1.5) and (1.7). We apply Lemma 2.1 to the matrix X = λI − L (G m {B i }). For this matrix, Let β i,j , β i be as in Lemma 2.1. We first suppose that λ ∈ R is such that P i,j (λ) = 0 for all i = 1, 2, . . . , m and j = 1, 2, . . . , k i − 1. For brevity, we write P i,j (λ) = P i,j and P (λ) = P . Then we have
Moreover, for i = 1, . . . , m,
.
where 
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Hence,
We have used the fact that n i,ki = 1. Thus, (3.2) is proved for all λ ∈ R such that P i,j (λ) = 0, for all i = 1, 2, . . . , m and j = 1, 2, . . . , k i − 1. Now, we consider λ 0 ∈ R such that P l,s (λ 0 ) = 0 for some 1 ≤ l ≤ m and 1 ≤ s ≤ k l − 1. Since the zeros of any nonzero polynomial are isolated, there exists a neighborhood N (λ 0 ) of λ 0 such that P i,j (λ) = 0 for all λ ∈ N (λ 0 ) − {λ 0 }, and for all i = 1, 2, . . . , m and
for all λ ∈ N (λ 0 ) − {λ 0 }. By continuity, taking the limit as λ tends to λ 0 , we obtain 
Moreover, for i = 1, 2, . . . , m and for j = 1, 2, 3, . . . , k i − 1, let T i,j be the j × j leading principal submatrix of T i . 
Proof. It is well known [6, page 229 ] that the characteristic polynomial, Q j , of the j × j leading principal submatrix of the k × k symmetric tridiagonal matrix 
satisfies the three-term recursion formula
We recall that, for i = 1, 2, . . . , m and j = 1, 2, . . . , k i , the polynomials P i,j are defined by formula (3.1). Let 1 ≤ i ≤ m be fixed. By (1.1),
ni,j+1 for j = 1, 2, . . . , k i − 2. Replacing in (3.5), we get the polynomials P i,j , j = 1, 2, . . . , k i − 1. Thus, (3.3) is proved. The proof of (3.4) is similar. 
Proof. We have
We apply Lemma 2.2 to λI − G to get
We observe that λI − T i = λI − T i,ki−1 . We now use Lemma 3.4 to obtain
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The proof is complete.
Proof. It is known that the eigenvalues of a symmetric tridiagonal matrix with nonzero codiagonal entries are simple [2] . This fact, Theorem 3. 
where G is the matrix defined in Lemma 3.5 with 
is the largest eigenvalue of the matrix G.
4. The spectrum of the adjacency matrix. By (1.2), we have 
Theorem 4.2. The following hold: 
. . , γ m be the eigenvalues L (G m ), and let 
We have We use the fact that the spectral radius of an irreducible nonnegative matrix increases when any of its entries increases [7] , to conclude part (c). We use now the fact that the eigenvalues of a Hermitian matrix do not decrease if a positive semidefinite matrix is added to it [3] , to conclude part (d).
We consider now the adjacency matrix of G m {B}. For i = 1, 2, . . . , m and j = 1, 2, . . . , k − 1, the matrices S i,j , S i and H in Theorem 4.7 become 
