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Optical lattices with a complex-valued tunnelling term have become a standard way of study-
ing gauge-field physics with cold atoms. If the complex phase of the tunnelling is made density-
dependent, such system features even a self-interacting or dynamical magnetic field. In this paper
we study the scenario of a few bosons in either a static or a dynamical gauge field by means of exact
diagonalization. The topological structures are identified computing their Chern number. Upon
decreasing the atom-atom contact interaction, the effect of the dynamical gauge field is enhanced,
giving rise to a phase transition between two topologically non-trivial phases.
I. INTRODUCTION
The external motion of a particle can be coupled to the
dynamics of internal degrees of freedom via a gauge po-
tential. The simplest example of this mechanism is that
of an electrically charged particle moving in the presence
of a background magnetic field. The gauge field imprints
a complex U(1) phase onto the wave function of the par-
ticle. The synthetic implementation of this mechanism
in cold atomic systems has been envisaged since the early
days of quantum gases [1–7], and has been realized suc-
cessfully during the last years [8–13]. Current quantum
simulation with artificial gauge potentials are exploring
the variety of interesting physics related to background
gauge fields: spin liquid phases [14], topological phases
evidenced by non-zero Chern numbers [15], or quantum
Hall phases with edge currents [16, 17]. A long-term goal
is the simulation of quantum electromagnetism or chro-
modynamics, that is, of models where matter interacts
with dynamical fields, as described in Refs. [18–22]. An
intermediate step might be the realization of simpler but
nevertheless dynamical gauge fields, engineering an oc-
cupation number-dependent tunnelling term [23–30].
In this article, we consider a specific dynamical gauge
field and apply exact diagonalization techniques to shed
light on the involved interplay between the atoms’ ex-
ternal degree of freedom and the system’s U(1) gauge
potential. The atoms are confined to a two-dimensional
optical lattice, where a gauge field is present due to a
density-dependent complex phase of the tunnelling pa-
rameter t. Deep in the Mott phase, where density fluc-
tuations are strongly suppressed, the gauge potential is
static. We follow the system’s evolution upon decreasing
the ratio U/t, where U parametrizes the strength of the
repulsive on-site interactions. For sufficiently weak inter-
actions, topological transitions, not present in the system
with a static gauge field, are found in the system with a
dynamical gauge potential.
In our study the system is assumed to be close to fill-
ing one, where for large enough atom-atom interaction
the Mott insulating state provides a vacuum-like config-
uration. In the strongly interacting regime, an extra-
particle on top of the Mott insulator can be viewed as
a single particle in a static gauge potential with a fixed
magnetic flux per plaquette. This configuration there-
fore reproduces Hofstadter physics [31]. Due to compu-
tational limitations, our study addresses a 3×3 lattice
with 4π/3 flux per plaquette. Twisted periodic bound-
ary conditions allow for reducing finite-size effects. The
low-energy subspace is clearly divided into three gapped
bands. Chern number calculations demonstrate the non-
trivial topological nature of the bands. Since a hole in
the Mott insulator does not feel any gauge potential, the
extra-particle configuration also captures the behavior in
a larger Mott insulator with a particle-hole excitation.
Upon decreasing the interaction, we find deviations from
this single-particle picture. For a dynamical gauge poten-
tial we find that the ground state undergoes a topological
phase transition before it becomes topologically trivial in
the limit U → 0.
The article is organized as follows. First, in Sec: II, we
describe our theoretical tools, including the density de-
pendent Hamiltonian we are considering. Then in Sec. III
we present results for the different band gaps found, com-
paring the case of a dynamical field and the one of an
static external field. The characterization of the topolog-
ical properties by means of Chern numbers is presented
in Sec. IV. In Sec. V a phase diagram trough a Mean
Field approach is presented in order to give an intuitive
idea of the behaviour of the system in the infinite size
case. Finally, in Sec. VI we provide a brief summary
and conclusions. In addition, the Appendix A includes
the procedure used to compute Chern numbers for the
many-body bands to characterize the topological phases.
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FIG. 1. Brief rendition of the considered density dependent
Hamiltonian. As an example we provide the phase acquired
for the single particle case, HˆLandau, with ϕ = 2pi/3. The
solid lines represent the tunnelling terms, the dashed ones
correspond to the periodic boundary conditions considered.
II. THEORETICAL MODEL
Cold atoms in optical lattices are well described by
a Hubbard model combining nearest-neighbour hopping
processes and on-site interactions [32]. The effect of
a (synthetic) magnetic field is taken into account by a
Peierls phase in the hopping parameter. For instance, if
bˆk,l (bˆ
†
k,l) denotes the annihilation (creation) of a particle
at site (k, l), the hopping term in a constant magnetic
field with magnetic flux ϕ per plaquette is written in the
Landau gauge as
HˆLandau = −t
∑
k,l
(
eiϕlbˆ†k,lbˆk+1,l + bˆ
†
k,lbˆk,l+1 + h.c.
)
.
(1)
Here, t is a real-valued parameter associated with the
kinetic energy of the particles. We consider a two-
dimensional system of scalar bosons. Important quan-
tities like the energy spectrum of the Hamiltonian are
gauge-independent, that is, alternative hopping Hamilto-
nians with complex phases along the x-direction or along
both the x- and y-direction would lead to the same re-
sults as long as the flux per plaquette remains the same.
A schematic representation of the hopping structure is
given in Fig. 1.
A possible implementation of Hamiltonians like
HˆLandau goes back to Ref. [2]. In this paper, we are
interested in a situation where the gauge field becomes
dynamical, that is, the complex phase factor should in
some form depend on the positions of the atoms. A sim-
ple dynamical gauge field is obtained by letting the phase
depend on the occupation numbers,
Hˆdyn =− t
∑
k,l
(
bˆ†k,le
iϕl(nˆk,l+nˆk+1,l)bˆk+1,l
+ bˆ†k,lbˆk,l+1 + h.c.
)
. (2)
The experimental implementation of density-dependent
gauge fields as those of Hamiltonian (2) can be done using
similar techniques as those recently discussed in Refs. [27,
28]. Particular details of how to implement it fall beyond
the scope of the present article.
This choice of the density dependent field is partic-
ularly attractive as it has one specific limit in which
the topological properties of the system can be easily
understood. Deep in the Mott insulating phase, where
the number operators nˆk,l can be replaced by an in-
teger number n, this Hamiltonian reduces to the form
of a HˆLandau. The amount of particle number fluctua-
tions and thereby the dynamical features of the gauge
potential are controlled by the interaction term, Hˆint =
U
2
∑
k,l nˆk,l(nˆk,l − 1). With this, the full Hamiltonian
reads
Hˆ = Hˆdyn + Hˆint . (3)
We will take an additional constraint on the Hilbert
space, stemming from the implementation scheme de-
scribed in Ref. [27], namely, the maximum occupancy
per site will be set to two bosons.
To clarify our discussion we will compare our results
to those obtained with an static field, that is,
Hˆst = HˆLandau + Hˆint . (4)
III. ENERGY GAPS
We have concentrated on the filling case around one
by means of exact diagonalization. We have focused on
a 3×3 lattice at ϕ = 4π/3, and take the interaction
strength U (in units of t) as the main tuning parame-
ter. As argued above, this also controls the influence of
the dynamical gauge field. To gain meaningful results de-
spite the small system size, we apply twisted boundary
conditions with twist angles θx and θy. With this, the en-
ergy spectrum ǫi of the Hamiltonian becomes a function
of the twist angles, ǫi(θx, θy). Degeneracies of different
levels which would be lifted due to the finite system size
manifest themselves in crossings of bands ǫi(θx, θy). Ac-
cordingly, we define the gap above a level ǫi as
∆ǫi = min [ǫi+1 (θx, θy)− ǫi (θx, θy)] . (5)
If ∆ǫi is zero, that is, if band i and band i+1 have (at
least) one crossing, we consider these levels a degenerate
manifold. To check whether the manifold is separated
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FIG. 2. Energy spectrum as a function of the twisted boundary conditions for several systems under Hˆst with a flux per
plaquette ϕ = 2pi/3 in a 3 × 3 lattice. Degenerated states forming bands have the same color. a) Single particle case. b)–e)
Energies of the ten lowest eigenstates of the system with 10 particles for the interaction values: b) U = 0t, c) U = 4t, d)
U = 13t and e) U = 20t. ESs means Excited States.
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FIG. 3. Gap above each band, [as defined in Eq. (6)], be-
tween consecutive eigenstates of Hˆ as function of the on-site
interaction parameter U . The system is a 3 × 3 lattice with
10 particles with the parameter ϕ = 2pi/3 and t = 1. We
take into account the Hilbert constraint to a maximum of
two bosons per site. The three lowest bands have degeneracy
3. and the labels correspond to the Chern number of each
band.
from higher levels by a gap, we then have to consider
∆ǫi+1. In general, the gap above a k-fold manifold in-
cluding the levels i, . . . , i+ k is defined as
∆i,i+k =
i+k−1∑
j=i
∆ǫj . (6)
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FIG. 4. Same description as in Fig. 3, but with the dynamical
gauge field replaced by an external magnetic field with a flux
per plaquette ϕ = 4pi/3. That is, Hˆ (φ)→ Hˆst (2φ).
A. Case of one excess particle
We start our analysis with the tunnelling of a system
with one particle more than the number of sites. That
is, in our 3 × 3 lattice we consider N = 10 bosons. On
the strongly interacting side, this is equivalent to hav-
ing a single particle on top of a fluctuating vacuum. For
large U , fluctuations are strongly suppressed, and the ki-
netic Hamiltonian (2) reduces to the one of a particle in
a static magnetic field, Eq. (1), with flux 2ϕ. Accord-
ingly, the physics of a single particle in a magnetic field
should describe the low-energy behavior of our system.
Indeed, no difference is seen between the shape of the
single-particle spectrum of the Hamiltonian (1), Fig. 2
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FIG. 5. Energy difference between the third and fourth states in the spectrum of a system under Hˆ with 10 particles in a
3× 3 lattice, signaling the gap between the ground state manifold and next excited state. The different panels correspond to
different values of U . In all cases, ϕ = 2pi/3 and t = 1.
a), and the (low-energy part) of the one of the many-
body spectrum of Hamiltonian (3) at large U , Fig. 2 e).
In both cases, we find the energy spectrum to be split into
three gapped manifolds, each of them consisting of three
states. In the many-body system, a gapless high-energy
manifold lies above the third band.
Deviations from this structure appear when U is de-
creased, see Fig. 2(b–e) and Fig. 3. The dynamical mech-
anism is the following. As U is decreased, the number of
holon-doublon excitations increases, the single-particle
picture described above is no-longer valid. First, for
U ≈ 15, the gap between the third band and the high-
energy manifold closes, as the first doublon-holon exci-
tations have the same energy as the third single particle
state. Subsequently, at U ≈ 10, also the gap to the sec-
ond band is closed. These gap closings indicate phase
transitions in excited states. At U ≃ 2.25, also the gap
to the lowest band is closed. Thus, up to U ≃ 2.25 the
ground state manifold has a topological structure similar
to the case of a single particle subjected to an external
magnetic field of 2ϕ. This value of U is a bit higher than
the value at which we found a gappless phase for the fill-
ing one case described below. Thus, the main picture of
a single particle on top of a Mott insulating background
is consistent.
Remarkably, further lowering the value of the interac-
tion another threefold-degenerate gapped manifold ap-
pears for 0.67 . U . 2.25. Only for U . 0.67 the
system enters in a gapless phase. We note that for
0.67 . U . 2.25 the gap is small, of the order of
10% of the involved energy scales. It is a merit of the
twisted boundary conditions that the three lowest states
are clearly identified as an adiabatically connected man-
ifold, separated from the other levels by a gap. In fact, if
we look at the system for a fixed value of θx and θy, or al-
ternatively for open boundary conditions, the gap cannot
be distinguished from the energy splitting between states
in the degenerate manifold. The evolution of the gap
between the ground state manifold and the next excited
state for the all values of θx and θy is given in Fig. 5. The
gap above a manifold as function of U is shown in Fig. 3 .
For U ≃ 0.67 the gap closes at (θx, θy) ≃ (π, π). The next
closing, for U ≃ 2.25 appears close to (θx, θy) ≃ (0, π).
This could diminish the prospects for an experimental
detection of this phase in the plane geometry, but since
an experiment would realize a much bigger system, there
is hope that finite-size degeneracy splitting would be suf-
ficiently small to identify the finite gap.
In Fig. 4, we contrast our findings to the scenario with
static magnetic field. As expected, at large U the differ-
ences between Fig. 3 and 4 are minor. Also for a static
magnetic field, increasing U subsequently closes the gaps
above the third and the second band. However, the gap
above the ground state remains finite up to U ≃ 1 and,
for U < 1, it vanishes.
B. Mott insulator
At precisely filling one, for 9 particles on 9 lattice sites,
see the upper panel of Fig. 6, we find a unique gapped
ground state for U & 2.1, which is connected to the Mott
insulator as an exact solution for U → ∞. This phase
is trivial in the sense that it corresponds to a vacuum,
where deviations from integer filling exist only as fluc-
tuations. For U . 2.1, we find a gapless phase, that
is, despite the presence of the dynamical gauge field, no
topological structure protected by an energy gap emerges
in this scenario.
The first and second excited bands are three- and six-
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FIG. 6. Energy gap, see Eq. (6), between consecutive eigen-
states of Hˆ as function of the on-site interaction parameter U .
We take into account the Hilbert constraint to a maximum
of two bosons per site. The upper and lower panels are for
N = 9 and N = 8, respectively.
fold degenerate, respectively. They are topologically non-
trivial and their Chern numbers are +1 and +4. This
excited bands coincide, in degeneracy and topology, with
the lowest band of the non-interacting systems with one
and two particles in the same lattice, as they are ex-
plained in Section IV. A. These excited bands can be
understood as one and two particle-hole excitations on
the top of the Mott insulator, when the particle feels an
effective static magnetic field and the hole do not.
C. Case of one hole
We also study the tunnelling of a single hole. That
is, in our 3 × 3 lattice we consider N = 8 bosons. The
gap structure we find is shown in Fig. 6 b). As expected,
we find that increasing the interaction up to U ≃ 10t,
a gap opens between the nine-fold degenerate manifold,
understood as one hole moving in the Mott-insulating
background, and the rest of the states. The ground state
manifold is found to have a trivial topological order.
IV. TOPOLOGICAL PHASES
In the previous section we have discussed the energy
gaps appearing for the case of one excess particle, the
filling one, and the one hole case. The only case in which
we have found non-trivial topological structures is for the
case of one excess particle. In the following we present
the Chern number obtained compared to the case of an
external field of flux 4π/3.
A. Single particle and non-interacting cases
First, we calculate the Chern numbers of the single-
particle system described by HˆLandau, that is, of the
bands shown in Fig. 2 a). We obtain the values {1,−2, 1}.
In this case, the calculation can either be done via Fourier
transformation, taking the parameters k1 and k2 to be
components of the wave vector [33], or with twisted
boundary conditions, taking the twist angles θx and θy
as parameters k1 and k2 [34]. In the latter case, the
discretization of parameter space is arbitrary, but we ob-
serve quick convergence of the Chern numbers to fixed
numbers upon refining the discretization.
The non-interacting case can be related to the single
particle case although some caution should be exercised.
For instance, direct computation of the Chern number of
the ground state manifold for N = 2, 3, and 4 particles
in the 3 × 3 lattice we consider gives c = 4, 10 and 20,
respectively. These can be obtained by noting that due
to the bosonic symmetry, we have a combinatorial factor
stemming from the number of times the Fock basis covers
the threefold degenerate band. This can be evaluated
giving,
c
(N)
0 =
N
3
(
N + 3− 1
N
)
c
(1)
0 = c
(1)
0
(
N + 2
3
)
, (7)
where c
(1)
0 is the single particle Chern number of the GS
manifold, c
(1)
0 = 1.
B. Interacting many-body case
To calculate the Chern numbers of many-body states,
we exclusively resort to the twisted boundary conditions.
For the three gapped manifolds appearing at U . 15,
see Fig. 3, we obtain the same Chern numbers as for
the single particle bands: {1,−2, 1}. These numbers re-
main constant for each manifold until the closing of the
corresponding gap. Upon closing the gap, the second
and the third bands simply merge with the energy con-
tinuum, for which no Chern number can be computed.
This is easily understood as for large enough interactions
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FIG. 7. Squared coefficients of the ground state of the density
dependent Hˆ for θx = θy = 0 in the Fock basis in lexicograph-
ical order. A few notable states, one particle on top of a Mott
insulator, are marked. The three panels corresponds to three
values of the interaction, U = 1, 3 and 20. For these values,
the Chern number of the ground state manifold is −1, +1
and, +1, respectively.
the many-body ground state is well described as consist-
ing on a Mott-insulating background plus one particle.
The lower band is given by the energy of the extra par-
ticle in the presence of an external field with flux 4π/3.
The closing of the bands in the higher part of the spec-
trum comes from the first particle-hole excitations which
eventually degenerate with excitations of the excess par-
ticle. Note that even though this simple picture provides
a compelling explanation it is quite remarkable that al-
beit the many-body state changes, as shown in Fig. 7, as
U is decreased, the topology of the band does not change
for a broad range of U .
In contrast with the above, the gap closing of the
ground state at U ≈ 2.25 separates two gapped regions,
see in particular the inset of Fig. 3. Interestingly, we find
that upon closing the band gap, the ground state Chern
number changes its sign from 1 to −1. This demonstrates
that a topological phase transition between two distinct,
but topologically non-trivial phases is taking place. The
second gap closing, at U ≈ 0.67, merges the ground state
manifold with the energy continuum which, in this sense,
is a transition to a topologically trivial (gapless) phase.
C. Static field case
Finally, we note also that the three gapped mani-
folds found for a system with static magnetic field, with
φ = 4π/3, are characterized by the same Chern numbers
{1,−2, 1}, without any transitions to distinct gapped
phases. As seen in Fig. 4, the arguments exposed above
also apply to this case and the picture of a single par-
ticle on top of a Mott-insulator is perfectly valid. The
only relevant difference appears for low interaction en-
ergies. In this case, the Mott insulating phase seems to
survive down to lower values of the interaction as com-
pared to the density dependent case. Thus, density de-
pendence phases favor the existence of superfluid regimes
at larger interactions than in the static case. Also we find
no trace of the first excitation being a topological phase
with c1 = +1 in the region 2.25 & U & 0.67. In this
case the limit U = 0 can be understood from the single-
particle calculation: The ground states for N bosons are
just arbitrary distributions on the M = Ns/q states be-
longing to the lowest energy band in a lattice with Ns
sites at magnetic flux 2π/q. This leads to a macroscopic
ground state degeneracy (of 63 states in our case with
N = 10, Ns = 9, and q = 3), for which no meaning-
ful Chern number can be defined. Recent “Chern num-
ber” measurements in non-interacting bosonic quantum
gases [15] consider the Hall drift for unique but gapless
many-body states, and define as a “Chern number” the
average over different states.
V. MEAN FIELD PHASE DIAGRAM
In order to get a picture of the phase diagram, we
have adapted the Mean-field calculation of Ref. [25] to the
Hamiltonians of interest. At first, we include a chemical
potential term −µ∑i,j nˆi,j . With the convenient sub-
stitutions cˆi,j ≡ eiφjnˆi,j bˆi,j and dˆi,j ≡ e−iφjnˆi,j bˆi,j , the
Hamiltonian in Eq. (3) looks like,
Hˆ =
∑
k,l
{
− t
(
dˆ†k,lcˆk+1,l + bˆ
†
k,lbˆk,l+1 + h.c.
)
+ nˆk,l
[
(nˆk,l − 1) U
2
− µ
]}
. (8)
At t = 0, all the sites are independent and the GS can
exactly be represented with a Gutzwiller ansatz,
|Ψ0〉 =
Ns⊗
k,l
|ψ〉k,l, |ψ〉k,l =
∞∑
m=0
f
(m)
k,l |m〉k,l, (9)
where m is the number of particles in a site. Then,
the energy due to each site filled with m particles is
ǫm = U
[
1
2 (m− 1)− µU
]
m. and the energy of adding
and subtracting one boson is,
ǫm+1−ǫm = U
(
m− µ
U
)
, ǫm−1−ǫm = U
( µ
U
−m+ 1
)
,
(10)
respectively.
The MF is obtained by decoupling the hopping terms
as dˆ†i,j cˆi+1,j ≈ α∗3,j cˆi+1,j + α2,j dˆ†i,j − α∗3,jα2,j and
bˆ†i,j bˆi,j+1 ≈ α∗1,j bˆi,j+1 + α1,j+1bˆ†i,j − α∗1,jα1,j+1, with
7the order parameters α1,j ≡ 〈bˆi,j〉, α2,j ≡ 〈cˆi,j〉 and,
α3,j ≡ 〈dˆi,j〉. Then, the Hamiltonian in Eq. (8) becomes,
Hˆ =−Nxt
∑
j
(
α∗3,jα2,j + α
∗
1,jα1,j+1 + h.c.
)
+
∑
k,j
hˆk,j ,
(11)
with the local Hamiltonian
hˆk,j ≡ nˆk,j [U (nˆk,j − 1) /2− µ]− tTˆk,j , (12)
where Tˆk,j ≡ α∗3,j cˆk,j+α2,j dˆ†k,j+α∗1,j−1bˆk,j+α1,j+1bˆ†k,j+
h.c. and Nx is the size of the system in the x-direction.
The Hamiltonian hˆk,j has a trivial solution when αγ,j =
0, γ = 1, 2, 3 since the particle number fluctuations van-
ish at the Mott insulating phase.
When the kinetic term is negligible (t≪ U), the entire
system is described with the basis of states with m par-
ticles per each site (k, j), |m〉. The GS is determined by
µ: it is the local state |m〉 when m − 1 < µ < m. Since
we want to draw the Mott lobes, we include the single
Fock state and particle-hole excitations in that region
of the diagram. Then, since we search the boundaries
close to the trivial solution, |αγ,j | ≪ 1, and the kinetic
term can be treated perturbatively. Up to first pertur-
bation order, the local wavefunction |Ψ〉 can be written
as |ψ(0)〉+ |ψ(1)〉, being |ψ(0)〉 = |m〉 and
|ψ(1)〉 =− t
∑
m′
〈m′|Tˆk,j |m〉
ǫm′ − ǫm |m
′〉
=
t
U
√
m
[
α∗3,je
iφj(m−1) + α∗2,je
−iφj(m−1) + α∗1,j−1 + α
∗
1,j+1
]
µ
U
− (m− 1) |m− 1〉
+
t
U
√
m+ 1
[
α3,je
−iφjm + α2,je
iφjm + α1,j−1 + α1,j+1
]
m− µ
U
|m+ 1〉 (13)
The first order perturbation about the solution αγ,j =
0 is convenient here, since the self-consistency equations
define a linear map αγ,j = Λ
γ′,j′
γ,j αγ′,j′ . Then, when the
largest eigenvalue of Λ, λ0, is larger than 1, the trivial
solution is no longer stable. So, the boundary is found
to be at λ0 = 1. The self-consistency relations α1,j =
〈Ψ|bˆk,j |Ψ〉, α2,j = 〈Ψ|cˆk,j |Ψ〉 and, α3,j = 〈Ψ|dˆk,j |Ψ〉 give,
α1,j =
t
U
[A (α1,j−1 + α1,j+1) + fj (φ)α2,j + fj (−φ)α3,j ]
α2,j =
t
U
[fj (φ) (α1,j−1 + α1,j+1) + fj (2φ)α2,j +Aα3,j ]
α3,j =
t
U
[fj (−φ) (α1,j−1 + α1,j+1) +Aα2,j + fj (−2φ)α3,j]
(14)
with
fj (φ) ≡
[
A+B
(
e−iφj − 1)] e−iφjm
A ≡
µ
U
+ 1[
µ
U
− (m− 1)] [m− µ
U
] , B ≡ mµ
U
− (m− 1) .
For the case of the static magnetic field, the correspond-
ing function f stj (φ) reduces to Ae
−iφj .
The Fock space populations of the GS of the system,
Fig. 7, have revealed its structure: the Fock states which
have a particle on top of a MI in the same row are equally
populated. Then, we have tried an ansatz which is trans-
lationally invariant along the x-direction and have a 3-
unit cell in the y-direction. So, in Eq. (14), j = 1, 2, 3,
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FIG. 8. Phase boundary between the Mott insulator phase
and the superfluid phase for the external and dynamical mag-
netic fields according to the Gutzwiller ansatz with the MF
approach in the 1st perturbation order in the hopping t.
without periodic boundary conditions. Then, those rela-
tions define a linear system of nine coupled linear equa-
tions, being αγ,j the variables. Once the matrix of the
system is diagonalized as function of t, for a numeric
value of U , µ (and its corresponding integer m), the ex-
pression of λ0 is set to 1 and then the equation is solved
for t. Finally, the phase boundary is obtained as a col-
lection of points (µ, t).
8We find the Mott lobes, shaped as usual in the MF
approach, see Fig. 8. The values of the boundary do not
correspond to the ones of the MF for the 2D lattice, but
they are closer to the ones of the 1D case, see Ref. [35].
The structure of the GS state has revealed this to be
closely related to the fact that the magnetic fields are
in the Landau gauge. Our analysis also shows that the
trial state is slightly more robust upon decreasing hop-
ping t/U in the dynamic field case than in the static one.
This finding qualitatively agrees with our results for the
gap separation in the exact diagonalization analysis: As
seen in Figs. 3 and 4, the SF regime corresponds to the
gapless phase at small U , which extends to U = 0.8 in
the dynamic case, and U = 1.2 in the static case. For
µ < 0, the boundaries of the dynamic field case and the
2D non-magnetic case coincide, as expected.
VI. SUMMARY AND CONCLUSIONS
We have studied topological properties of a bosonic
quantum gas with an experimentally feasible, synthetic
dynamical gauge field. The Mott insulating phase pro-
vides a trivial vacuum, above which we study the one-
particle excitations, forming gapped energy bands. De-
creasing the interactions, we first observe transitions in
the excited bands, from topologically non-trivial phases
to gapless phases. In this respect, the system behavior
does not differ from the one of a system with static mag-
netic field. A particular feature of the dynamic gauge
field is a topological transition in the ground state, in
which the sign of the Chern number is inverted. The
fact that in our proposal the length of the system in one
dimension is very small could be accomplished in a ex-
perimental set-up using synthetic dimensions.
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Appendix A: Evaluation of the Chern number
The twisted boundary conditions are particularly use-
ful to characterize topological phases. They allow one
to define Chern numbers in an interacting many-body
system [34]. Quite generally, the Chern number is de-
fined for the energy levels n of a HamiltonianH(k1, k2) =
H(k1 + 2π, k2) = H(k1, k2 + 2π), which periodically de-
pends on two parameters k1 and k2 in the following way,
cn =
1
2πi
∫ 2pi
0
dk1
∫ 2pi
0
dk2 F
(n)
12 (k1, k2) (A1)
where the Berry connection A(n)µ (k1, k2) (µ = 1, 2) and
the associated strength F
(n)
12 (k1, k2) are given by
A(n)µ (k1, k2) = 〈n(k1, k2)| ∂µ |n(k1, k2)〉 (A2)
F
(n)
12 (k1, k2) = ∂1A(n)2 (k1, k2)− ∂2A(n)1 (k1, k2) (A3)
with |n (k1, k2)〉 being the nth normalized eigenvector.
Following the method of Fukui et al. [36], the Chern
numbers can conveniently be calculated by discretizing
the parameter space,
c˜n =
1
2πi
∑
k1
∑
k2
F˜
(n)
12 (k1, k2) (A4)
with the lattice field strength,
F˜
(n)
12 (k1, k2) = ln
[
U
(n)
1 (k1, k2)U
(n)
2 (k1 + dk1, k2)
U
(n)
1 (k1, k2 + dk2)U
(n)
2 (k1, k2)
]
,
− π < 1
i
F˜
(n)
12 (k1, k2) ≤ π
(A5)
being dkµ the resolution of each parameter and U
(n)
µ the
link variables from the eigenstates of the nth band,
U (n)µ ≡
〈
n(k1, k2)
∣∣n(k1 + dk1δ1,µ, k2 + dk2δ2,µ)〉∣∣〈n(k1, k2)∣∣n(k1 + dk1δ1,µ, k2 + dk2δ2,µ)〉∣∣ .
(A6)
A special case which is important for our purposes
concerns the Chern number of degenerate bands. Since
the eigenstates are not unique in the degenerate points,
we cannot associate Chern numbers to individual states.
ForM degenerate or quasi-degenerate states, we consider
the multiplet ψ = (|n1〉 · · · |nM 〉) to define a non-Abelian
Berry connection A = ψ†dψ, which is an M ×M matrix-
valued one form associated to ψ. Then, we consider the
overlap matrix[
u(n)µ
]
ij
≡ 〈ni(k1, k2)∣∣nj(k1 + dk1δ1,µ, k2 + dk2δ2,µ)〉 ,
(A7)
in order to properly define the link variables
U (n)µ ≡
det
[
u
(n)
µ
]
∣∣∣det [u(n)µ ]∣∣∣ (A8)
Finally, the Chern number c˜ψ and field strength are cal-
culated using Eqs. (A4) and (A5).
