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Abstract
For a function ψ(w) analytic and univalent in {w : 1 < |w| < ∞} with a simple pole
at ∞ and a continuous extension to {w : |w| ≥ 1}, we consider the Faber polynomials
Fn(z), n = 0, 1, 2, . . ., associated to ψ via their generating function ψ′(w)/
(
ψ(w) − z) =∑∞
n=0 Fn(z)w
−(n+1). Assuming that ψ maps the unit circle T1 onto a piecewise analytic
curve L whose exterior domain has no outward-pointing cusps, and under an addi-
tional assumption concerning the “Lehman expansion” of ψ about those points of T1
mapped onto corners of L, we obtain asymptotic formulas for Fn that yield fine results
on the location, limiting distribution and accumulation points of the zeros of the Faber
polynomials. The asymptotic formulas are shown to hold uniformly and the exact
rate of decay of the error terms involved is provided.
AMS classification: 30E10, 30E15, 30C10, 30C15.
Key words and phrases: Faber polynomials, asymptotic behavior, zeros of polynomials, equilib-
rium measure, Schwarz reflection principle, conformal map.
1 Introduction
Let φ be a function with a Laurent expansion at∞ of the form
φ(z) = b1z + b0 +
b−1
z
+
b−2
z2
+ · · · , b1 , 0, lim sup
n→∞
|b−n|1/n < ∞. (1.1)
The nth Faber polynomial Fn(z), n = 0, 1, . . . , associated with φ is the polynomial part
of the Laurent expansion at infinity of the function [φ(z)]n.
We shall frequently use the following notation: given r ≥ 0,
Tr := {w : |w| = r}, ∆r := {w : r < |w| ≤ ∞}.
The inverse function of φ, denoted by ψ, is well-defined in a neighborhood of
∞, and there is a smallest number ρ < ∞ such that ψ has an analytic and univalent
continuation to ∆ρ \ {∞}. If ρ = 0, then φ is linear and Fn(z) = (b1z + b0)n. Being this
case a trivial one, we assume hereafter that φ has been normalized so that ρ = 1.
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Then, the function ψ maps ∆1 conformally onto a simply-connected domain Ω,
and consequently, φ has a conformal extension to Ω, with φ(Ω) = ∆1. Conversely,
by the Riemann mapping theorem, given any simply-connected neighborhood Ω of
∞ whose boundary contains more than one point, there is, up to a multiplicative
unimodular constant, a unique conformal map φ of Ω onto ∆1 that complies with
(1.1). Hence, Faber polynomials are often introduced as being generated by simply-
connected neighborhoods of∞.
The function (in the variable w) ψ′(w)/
(
ψ(w) − z) is called the generating function
of the Faber polynomials, since as shown by Faber [4] (see also [20]), its Laurent
expansion at∞ is
ψ′(w)
ψ(w) − z =
∞∑
n=0
Fn(z)
wn+1
. (1.2)
By an application of Cauchy integral formula, (1.2) yields the following integral
representation for the Faber polynomials: for every R > 1 and z lying in the interior of
the level curve LR := {ψ(w) : |w| = R},
Fn(z) =
1
2πi
∮
TR
tnψ′(t)dt
ψ(t) − z , (1.3)
while for z lying in the exterior of LR,
Fn(z) = [φ(z)]
n
+
1
2πi
∮
TR
tnψ′(t)dt
ψ(t) − z . (1.4)
It this paper we investigate the asymptotic behavior of the Faber polynomials
and their zeros for certain domains Ω that are bounded by piecewise analytic curves.
Hence the title of this paper. More precisely, we consider domains (or equivalently,
functions ψ) satisfying assumptions A.1 and A.2 to be stated in what follows.
We define an analytic arc as being the image of the interval [0, 1] by a function f (t)
analytic in [0, 1] such that f ′(t) , 0 for all t ∈ [0, 1] and f (t1) , f (t2) for all 0 < t1 < t2 < 1.
The endpoints of the arc are f (0) and f (1), which may coincide. We call the arc simple
if f is one-to-one on [0, 1]. Notice that, according to this definition, an analytic Jordan
curve is also an analytic arc. Our first assumption is:
A.1: The map ψ has a continuous extension to ∆1 and there are s ≥ 1 distinct points
ω1,ω2, . . . ,ωs in T1 such that if ℓ is any of the s open circular arcs that compose
T1 \ {ω1,ω2, . . . ,ωs}, say with endpoints ωk, ω j, then ψ is one-to-one on ℓ and
ψ
(
ℓ
)
is an analytic arc with endpoints ψ(ωk), ψ(ω j) (see Figure 1).
Thus, ∂Ω is a piecewise analytic curve that we denote by L. Let z ∈ L and w = eiΘ
be such that z = ψ(w). The exterior angle at z relative to w is defined to be that angle
α ∈ [0, 2π] such that
arg
[
ψ
(
eiθ
)
− z
]
→
{
β as θ→ Θ− ,
β + α as θ→ Θ + .
Let
zk := ψ(ωk), k ∈ {1, 2, . . . , s}.
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Figure 1: Illustration of a map ψ satisfying conditions A.1 and A.2.
These points zk will be called the corners of L. Notice that they are not necessarily
pairwise distinct.
For each k ∈ {1, 2, . . . , s}, let λk ∈ [0, 2] be such that λkπ is the exterior angle at zk
relative to ωk. It is well-known that when λk > 0, the mapping ψ has an asymptotic
expansion about ωk in functions of the form
(w − ωk)l+ jλk (log(w − ωk))m , w ∈ C \ {tωk : t ≤ 1}, (1.5)
with l ≥ 0, j ≥ 1, and m ≥ 0 integers (see [15] and also [17, pp. 57-58]). We will refer to
it as the Lehman expansion ofψ aboutωk and its exact meaning is explained in Section
4 below. Logarithmic terms (i.e., functions of the form (1.5) with m ≥ 1) may occur in
the expansion only if λk is a rational number. Our second assumption on ψ is:
A.2: λk > 0 for every k ∈ {1, 2, . . . , s}, and if λk ∈ {1, 2} for all k ∈ {1, 2, . . . , s}, then there
is at least one k for which logarithmic terms occur in the Lehman expansion of ψ
about ωk.
If λk < {1, 2}, then ωk is a singularity of ψ, and a sufficient condition for an ωk
with λk ∈ {1, 2} to be a singularity of ψ is precisely that logarithmic terms occur in
the Lehman expansion of ψ about ωk. We do not know whether this condition is also
necessary. If that were the case, we could simply rephrase A.2 by saying that all the
λk’s are positive and at least one ωk is a singularity of ψ.
Let us then consider a map ψ satisfying A.1 and A.2. The letter G will denote the
complement of Ω, so that if L is a Jordan curve, G is the interior domain of L.
A first observation is that the asymptotic behavior of Fn in Ω is already given by
the integral representation (1.4): for arbitrary 1 < R < r,
Fn(z) = [φ(z)]
n
[
1 +O
(
rn
Rn
)]
, (1.6)
uniformly on ψ
(
∆r
)
as n → ∞. Hence, every closed subset of Ω will be free of
zeros of Fn for n large enough, and all accumulation points
1 of the zeros of the Faber
1t is an accumulation point if every neighborhood of t contains zeros of infinitely many polynomials Fn.
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polynomials must be contained in G.
Formula (1.6) has been previously extended to L in the pointwise sense, under
the additional assumption that L is a Jordan curve. In this case φ has a continuous
extension to L and a more general result of Pritsker [18, Thm. 1.1] about the behavior
of weighted Faber polynomials implies that if z ∈ L is not a corner, then
Fn(z) = [φ(z)]
n(1 + o(1)), (n→∞) (1.7)
while for every corner zk,
Fn(zk) = λk[φ(zk)]
n(1 + o(1)), (n→∞). (1.8)
The behavior of Fn in G has remained quite unknown, but at least for L a piecewise
analytic Jordan curve without cusps, Gaier [5] was able to derive uniform estimates
on the decrease of Fn of the form
Fn(z) = O
(
n−λ
)
, z ∈ G, (1.9)
where λ is the smallest of the exterior angles at the corners of L.
In this paper we much improve these results by providing asymptotic formulas
for Fn that do not require L to be a Jordan curve and that hold uniformly on closed
subsets of the complex plane. Moreover, our estimates for the rate of decay of the
error terms involved are, in general, best possible. Theorems 2.3, 2.4 and 2.5 of
Section 2 are the strengthened versions of (1.6), (1.7) and (1.8), while Theorem 2.1
transparently describes the behavior of Fn inG, yielding, in particular, Gaier’s estimate
(1.9). Theorem 2.1 also shows that the pointwise estimates given by Gaier in [5, Thm.
2] indeed hold locally uniformly on G.
As for the zeros of Fn, the fact that the map ψ under consideration has a singularity
on T1 implies, by a general result of Ullman [20, Thm. 1], that all points of L are
accumulation points of the zeros of the Faber polynomials. A later complement to
Ullman’s results by Kuijlaars and Saff [14, Thms. 1.3, 1.4] implies that there is always
a subsequence of the sequence {νn}n≥1 of normalized counting measures of the zeros
of the Fn’s that converges in the weak*-topology to the equilibrium measure µL of L,
and this is true of the entire sequence provided thatG = ∅ (see (3.5) and (3.6) in Section
3 for definitions of νn and µL).
We will be able to say much more. In Section 3 we show that, independently of
whetherG is connected or not, there is always a subsequence of {νn}n≥1 that converges
in the weak*-sense to µL. In fact, under an additional assumption that is naturally
satisfied in a large number of cases (including when L is a Jordan curve), we prove
that compact subsets of G contain at most a finite (independent of n) number of zeros
of every Fn, forcing the whole sequence {νn}n≥1 to converge to µL. Furthermore, under
that assumptionwe are also able to characterize those points ofG that are accumulation
points of the zeros of Faber polynomials.
Faber polynomials for particular domains of the complex plane has been the subject
of many recent works, in several of which the boundary of the domain is precisely
a piecewise analytic curve, for example, m-stars [1], [13], circular lunes [9], m-fold
symmetric curves and certain lemniscates [10], annular and circular sectors [6], [7].
Our results apply to all these examples.
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The rest of this paper is organized as follows. Section 2 presents the asymptotic
formulas for Faber polynomials, in Section 3 we draw some conclusions on their zero
behavior and analyze two concrete examples. In Section 4 we discuss in detail the
Lehman expansion of the exterior map ψ, and finally in Sections 5 and 6 we prove all
the results.
2 Asymptotic behavior of Fn(z)
Recall that we are considering a map ψ satisfying assumptions A.1 and A.2 stated in
the introduction. LetΘ1,Θ2, . . . ,Θs be the arguments of the numbers ωk, that is,
ωk = e
iΘk , 0 ≤ Θk < 2π, 1 ≤ k ≤ s .
Assumption A.2 is independent of the branches chosen for the functions in (1.5)
in a δ-neighborhood of the form {w ∈ ∆1 : 0 < |w − ωk| < δ}. However, to simplify
the statements of our results, we choose those corresponding to the branch of the
argument
Θk − π < arg(w − ωk) < Θk + π, w ∈ C \ {tωk : t ≤ 1}.
We shall say that ωk is relevant if either λk < {0, 1, 2}, or if λk ∈ {1, 2} and logarithmic
terms occur in the expansion of ψ about ωk. With this definition, condition A.2 states
that all λk’s are positive and that there is at least one relevant ωk.
Let now v ≥ 1 be the number of relevant ωk’s. Hereafter we shall assume that
the ωk’s have been indexed in such a way that ω1,ω2, . . . ,ωv are precisely the relevant
ones. The following weaker version of the Lehman expansion of ψ about a relevant
ωk is sufficient to state our main results.
If k ∈ {1, 2, . . . , v} is such that λk < {1, 2}, then there is Ak , 0 such that as w → ωk
from the exterior of the unit circle,
ψ(w) = zk + Ak(w − ωk)λk (1 + o(1)) , (2.1)
while if k ∈ {1, 2, . . . , v} is such that λk ∈ {1, 2}, then there exist positive integers rk, mk
with rk ≥ λk and 1 ≤ mk ≤ ⌊rk/λk⌋, and complex numbersAk , 0, ck0 , 0, ck1, ck2, . . . , ckrk−1,
such that as w→ ωk from the exterior of the unit circle,
ψ(w) = zk +
rk−1∑
l=0
ckl (w − ωk)λk+l + Ak(w − ωk)rk+λk
(
log(w − ωk)
)mk (1 + o(1)) . (2.2)
From relations (2.1) and (2.2), we associate to each relevant ωk (1 ≤ k ≤ v) the
number Ak, the numbers rk and mk whenever λk ∈ {1, 2}, and the following pair:
(Λk,Mk) :=
{
(λk, 0), if λk < {1, 2},
(rk + λk,mk − 1), if λk ∈ {1, 2}.
Observe that Λk ≥ 2 if λk ∈ {1, 2}. We will say that (Λk,Mk) < (Λ j,M j) if eitherΛk < Λ j,
or Λk = Λ j andMk > M j.
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By reindexing the relevant ωk’s if needed, we may assume that ω1, . . . ,ωv are such
that
(Λ1,M1) = · · · = (Λu,Mu) < (Λu+1,Mu+1) ≤ · · · ≤ (Λv,Mv) ,
for some u ∈ {1, 2, . . . , v}.
For any two integers n, m ≥ 0 and a real β > −1, we define
αβ,m(n) :=
∫ 1
0
xn(1 − x)β (log(1 − x))m dx . (2.3)
Then,2
αβ,m(n) =
Γ(β + 1)n!(− log n)m [1 +O (1/ log n)]
Γ(n + β + 2)
(2.4)
=
Γ(β + 1)(− log n)m(1 + o(1))
nβ+1
as n→∞.
Recall that we have defined L := ∂Ω and G := C \Ω. We first consider the behavior
of Fn on G.
Theorem 2.1. Let 3
C1 :=
{
[Γ(−λ1)Γ(λ1)]−1, i f λ1 < {1, 2},
(−1)Λ1−1m1Λ1, i f λ1 ∈ {1, 2}.
Then, for every z ∈ G,
Fn(z)
αΛ1−1,M1 (n)
= C1
u∑
k=1
Ake
i(n+Λ1)Θk
z − zk + Rn(z), (2.5)
where Rn(z) converges to zero locally uniformly on G.
Remark 2.2. Since some of the zk’s may coincide, it is possible that for some subse-
quence {n j} ⊂ N, the rational functions
∑u
k=1 Ake
i(n j+Λ1)Θk/(z − zk) occurring in (2.5) be
(or at least converge to) the constant zero function (see the example discussed at the
end of Section 3). Nevertheless, as we show with that example (see Theorem 3.9 and
its proof), in a situation like this we could still be successful in proving that, after
proper normalization, {Fn j} behaves like certain sequence of rational functions that do
not approach zero. The proof can be attempted as follows: write (1.3) as in (5.30), then
combine identity (5.14) with the Lehman expansion of ψ about ωk to obtain, for each
of the integrals under the Σ sign of (5.30), subsequent terms of its expansion as a sum
of rational functions whose denominators are powers of (z − zk).
Let us now turn our attention toΩ. For every z ∈ Ω, let η(z) be the (finite) number
of elements of the set
{
w ∈ ∆1 : ψ(w) = z
}
. These elements will be denoted by
φ1(z), φ2(z), . . . , φη(z)(z),
2 A proof of (2.4) is given at the end of Section 5.
3The letter Γ stands for the Euler gamma function.
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being irrelevant the order in which they are numerated. Of course, η(z) = 1 and
φ1(z) = φ(z) for z ∈ Ω.
Because Ω has no outward-pointing cusps, if z ∈ L and two elements of {w ∈ T1 :
ψ(w) = z} belong to T1 \ {ω1, . . . ,ωs}, then indeed η(z) = 2. Hence, 1 ≤ η(z) ≤ s+ 1, and
when z is not a corner, η(z) ≤ 2.
For every z ∈ L and 1 ≤ j ≤ η(z), let λˆ j(z)π (0 < λˆ j(z) ≤ 2) be the exterior angle at z
relative to φ j(z). Then, only if z is a corner of L it is possible to have λˆ j(z) , 1 for some
1 ≤ j ≤ η(z). Let us define
L1 :=
{
z ∈ L : η(z) = 1, λˆ1(z) = 1
}
, (2.6)
L2 :=
{
z ∈ L : η(z) = 2, λˆ1(z) = λˆ2(z) = 1
}
∪ {zk : λk = 2} . (2.7)
Observe that
L = L1 ∪ L2 ∪ {z1, . . . , zs}.
Let Φn : Ω→ C be defined by
Φn(z) :=

[φ(z)]n , z ∈ Ω,
η(z)∑
j=1
λˆ j(z)[φ j(z)]
n , z ∈ L.
Theorem 2.3. For every z ∈ Ω,
Fn(z) = Φn(z) + Rn(z), (2.8)
where Rn(z) is such that
(a) if E is a closed set and either E ⊂ Ω ∪ L1 or E ⊂ L2, then Rn(z) = O
(
n−Λ∗(log n)M∗
)
uniformly as n→∞ on E, where (Λ∗,M∗) is the smallest element of the set
{(Λ1,M1)} ∪ {(rk,Mk) : 1 ≤ k ≤ u, zk ∈ E} ;
(b) for j = 1, 2, . . . , s, Rn(z j) = O
(
n
−Λ∗
j (log n)
M∗
j
)
as n→∞, where (Λ∗
j
,M∗
j
) is the smallest
element of the set
{(Λ1,M1)} ∪
{
(rk,Mk) : ψ(ωk) = z j, λk ∈ {1, 2}
}
.
We can be more specific for closed subsets of Ω ∪ L1 or L2 without corners.
Theorem 2.4. Let E ⊂ (Ω ∪ L1) \ {z1, . . . , zs} be a closed set. There exists an open set U ⊃ E
such that φ has an analytic and univalent continuation to U and
Fn(z) = [φ(z)]
n
+ αΛ1−1,M1(n)
C1
u∑
k=1
Ake
i(n+Λ1)Θk
z − zk + Rn(z)
 , (2.9)
with Rn(z)→ 0 uniformly on U as n→∞.
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Let now E ⊂ L2 \ {z1, . . . , zs} be a simple analytic arc. Then, there is a “strip-like”
connected neighborhoodU of E such thatU∩L is a simple analytic arc contained in L2,
U \ L consists of two open componentsU+, U−, both contained inΩ, and if z∗ denotes
the Schwarz reflection of z about the analytic arc E, then z∗ ∈ U± if and only if z ∈ U∓.
Let φ+, φ− be the restrictions of φ toU+,U−, respectively. Each of these functions is
continuous along the arcU∩L, mapping it onto an arc of the unit circle. By the Schwarz
reflection principle [3], each function has an analytic and univalent continuation to all
of U, whose values on U± are given by
φ±(z) =
1
φ±(z∗)
, z ∈ U∓.
Theorem 2.5. Let E ⊂ L2 \ {z1, . . . , zs} be a simple analytic arc. There exists a neighborhood
U of E as described above such that for all z ∈ U,
Fn(z) = [φ+(z)]
n
+ [φ−(z)]n + αΛ1−1,M1(n)
C1
u∑
k=1
Ake
i(n+Λ1)Θk
z − zk + Rn(z)
 , (2.10)
with Rn(z)→ 0 uniformly on U as n→∞.
Remark 2.6. 1) Concerning how fast the error terms Rn(z) in (2.5), (2.9) and (2.10)
approach zero, the best it can be said, in general, is that they decrease at least as fast as
the dominant terms in the right-hand side of (5.32) in page 26, where the rate of decay
of the functions rσk,n(z) therein is estimated in the table of Remark 5.4 in page 22.
2) The estimates provided in Theorem 2.3 for Rn(z) are also best possible, as can be
verified from relation (5.45) for part (a), and from relation (5.49) for part (b).
3 The zeros of Fn(z)
In this sectionwe draw from our previous results some conclusions about the location,
accumulation points and limiting distribution of the zeros of Faber polynomials.
From Theorem 2.3 we immediately see that
lim
n→∞
Fn(z)
Φn(z)
= 1 (3.1)
locally uniformly on Ω ∪ L1, where Φn|Ω∪L1 is simply the continuous extension of
[φ(z)]n toΩ ∪ L1. Hence, we have
Corollary 3.1. For every closed set E ⊂ Ω∪L1, there is a number NE such that when n > NE,
Fn(z) has no zeros on E.
Let us now focus on the effect that Theorem 2.1 has on the zeros of Fn. It is
interesting that asymptotic formulas similar to (2.5) are also satisfied by orthogonal
polynomials on the unit circle with respect to certain types of weights. Some of the
results that follow are basically known consequences of such type of behavior, see e.g.,
[22], [16].
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We first rewrite (2.5) in a more suitable way. Put
Aˆk := Ake
iΛ1(Θk−Θ1) , 1 ≤ k ≤ u ,
and let θ1, θ2, . . . , θu be such that
e2πiθk = ei(Θk−Θ1), θk ∈ (0, 1], 1 ≤ k ≤ u ,
so that (2.5) takes the form
F∗n(z) = Hn(z) + o(1) (3.2)
locally uniformly on G as n→∞, where
F∗n(z) =
[
C1ei(n+Λ1)Θ1αΛ1−1,M1(n)
]−1
Fn(z) , Hn(z) =
u∑
k=1
Aˆke
2πinθk
z − zk . (3.3)
In view of (3.2) and the form of the rational functions Hn, the sequence {F∗n}n≥1 is a
normal family on G, and a function f is the uniform limit on G of some subsequence{
F∗n j
}
j≥1 if and only if it is the uniform limit of
{
Hn j
}
j≥1. Hence, every such f must have
the form
f (z) =
u∑
k=1
Aˆke
2πiϑk
z − zk . (3.4)
Because the zk’s are not necessarily pairwise distinct, some of these limit functions
can be identically zero, which makes Theorem 2.1 insufficient to describe the zeros of
the Fn’s. Therefore, we shall often make the assumption that
A.3: no subsequence of {Hn}n≥0 converges to the null function.
If A.3 is satisfied, then all uniform limit points of {F∗n}n≥0 are nonzero rational
functions of bounded degree. Let us see what this implies on the limiting distribution
of the zeros of Fn.
Let νn be the normalized counting measure of the zeros of Fn, that is,
νn := n
−1
n∑
k=1
δzk,n , n = 1, 2, . . . , (3.5)
where z1,n, z2,n, . . . , zn,n are the zeros of Fn (counting multiplicities) and δz is the unit
point measure at z.
A subsequence {νn j} j≥1 of {νn}n≥1 is said to converge in the weak*-topology to a
Borel measure µ (symbolically, νn j
∗−→ µ as j → ∞) if for every continuous function f
defined on C, lim j→∞
∫
fνn j =
∫
fµ.
Let µL be the equilibrium measure of L, i.e., the measure supported on Lwhose value
at any given Borel set B ⊂ L is
µL(B) =
1
2π
∫
B−1
|dt|, B−1 := {t ∈ T1 : ψ(t) ∈ B}. (3.6)
Notice that µL is a probability measure whose support is L.
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Corollary 3.2. Assume that A.3 holds. Then, for every closed set E ⊂ G there is a number NE
such that when n > NE, Fn(z) has at most J − 1 zeros in E (counting multiplicities), where J
is the number of corners zk. Hence, νn
∗−→ µL as n→∞.
Remark 3.3. Under assumption A.3, finer results similar to Thm. 4 of [16] (see also
[21, Thms. 11.1, 11.2]) on the separation, distribution and speed of convergence to L
of those zeros of Fn that lie near L1 can be derived from Theorem 2.4.
Condition A.3 holds in a large number of cases. For instance, if there is k such that
z j , zk whenever j , k, as is the case of L a Jordan curve. Indeed, if A.3 does not hold,
there must be a limit function f (which has the form (3.4)) such that for all 1 ≤ j ≤ u,∑
k : zk=z j
Aˆke
2πiϑk = 0. Certain numbers ϑk satisfying this last equality can be found if
and only if
2 max
k : zk=z j
|Ak| ≤
∑
k : zk=z j
|Ak|.
However, whether these found ϑk’s actually correspond to a limit function f depends
on the specific values of the ϑk’s and can be determined from the general form of the
uniform limit points of {Hn}n≥0 that we establish next.
Among the numbers 1 = θ1, θ2, . . . , θu, there is a basis over the rationals containing
θ1 [2, Ch. III. p. 4], say θ1, θ2, . . . , θu∗ , 1 ≤ u∗ ≤ u, such that for every k ∈ {1, 2, . . . , u},
there are unique rational numbers rk1, rk2, . . . , rku∗ with
θk =
u∗∑
j=1
rkjθ j, 1 ≤ k ≤ u.
Notice that u∗ = 1 if and only if all the θk’s are rational, and if u∗ ≥ 2, then θ2, . . . , θu∗
are irrational numbers linearly independent over the rationals.
For every k ∈ {1, 2, . . . , u}, let 1 ≤ pk ≤ qk be the unique relatively prime integers
such that
e2πi rk1 = e2πi pk/qk ,
so that
e2πiθk = e
2πi
(
pk
qk
+
∑u∗
j=2 rkjθ j
)
, 1 ≤ k ≤ u, (3.7)
where in case u∗ = 1, the sum
∑u∗
j=2 · · · above is understood to be zero (notice that
p1 = q1 = 1, but pk < qk for k > 1).
Let q be the least commonmultiple of the denominators q1, q2, . . . , qu, and for every
ℓ = {1, 2, . . . ,q}, let
ℓpk = skℓ mod qk, 0 ≤ skℓ < qk .
Observe that two u-tuples (s1ℓ, s2ℓ, . . . , suℓ) corresponding to different values of ℓ are
distinct.
Theorem 3.4. The functions f that are the uniform limit of some subsequence of {Hn}n≥0 are
the rational functions of the form
f (z) =
u∑
k=1
Aˆke
2πi
(
skℓ
qk
+
∑u∗
j=2 rkjα j
)
z − zk (3.8)
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with ℓ = {1, 2, . . . ,q} and α2, . . . , αu∗ arbitrary real numbers. In particular, there is always
such a limit function f that is not identically zero.
As mentioned in the introduction, a result of Kuijlaars and Saff [14, Thms. 1.3, 1.4]
implies that if G is connected, then some subsequence of the counting measures {νn}
must converge in the weak*-sense to the equilibrium measure of L. From Theorem 3.4
we now see that the connectedness of G can be dropped.
Corollary 3.5. There is always a subsequence {n j} ⊂N such that νn j
∗−→ µL as j →∞.
In fact, we have seen that as long as A.3 is satisfied (even if G is disconnected),
it is true that νn
∗−→ µL as n → ∞. But there are examples with G disconnected and
some subsequence of {νn} converging to a measure supported in G (see the example
discussed at the end of this section). We have not been able to determine, however,
whether the connectedness of G is sufficient for νn
∗−→ µL as n→∞. We leave it as a
Conjecture 3.6. If G is connected, then νn
∗−→ µL as n→∞.
Let us now concentrate on the set Z of accumulation points of the zeros of the
Faber polynomials, i.e., Z is the set of all points t ∈ C such that every neighborhood
of t contains zeros of infinitely many polynomials Fn.
As we pointed out in the introduction, it is always the case that Ω ∩ Z = ∅, and
having themaps ψ under consideration a singularity onT1, a general result of Ullman
[20, Thm. 1] implies that L ⊂ Z (this also follows from Corollary 3.5 since the support
of µL is L). The following characterization ofZ∩G follows directly from Theorem 3.4
and Hurwitz’s Theorem.
Corollary 3.7. Assume A.3 holds. The point t ∈ G also belongs toZ if and only if there exist
an integer ℓ = {1, 2, . . . ,q} and real numbers α2, . . . , αu∗ such that
u∑
k=1
Aˆke
2πi
(
skℓ
qk
+
∑u∗
j=2 rkjα j
)
t − zk = 0. (3.9)
Remark 3.8. Assume A.3 holds, so that by Corollary 3.7 we have the following. If
z1 = z2 = · · · = zu, thenZ∩ G = ∅. Otherwise:
a) if u∗ = 1 (i.e., all the θ j’s are rational), then the number of points inZ∩G is finite,
namely at most (u − 1)q;
b) if u∗ = 2, then by fixing ℓ and letting α2 vary, equation (3.9) can be written as
g0,ℓ(z) + g1,ℓ(z)t + · · · + gu−1,ℓ(z)tu−1 = 0, |z| = 1, (3.10)
where the gk,ℓ(z)’s are certain polynomials, so that if f1, . . . , fm are the algebraic
functions determined by the algebraic equations in (3.10) (see e.g., [12, Chap. 5]),
then Z ∩ G consists of the traces left in G by the curves f1(T1), . . . , fm(T1), plus
possibly some of the solution points corresponding to the algebraic singularities
of the fk’s. In particular, when u = 2, equation (3.9) reduces to |Aˆ1(t − z2)| =
|Aˆ2(t − z1)|, so that Z ∩ G is the trace in G of a line if |A1| = |A2|, or of a circle if
|A1| , |A2|;
11
c) if u∗ ≥ 2, thenZ∩ G is, in general, a two dimensional domain.
As an example, consider the mapping
ψ(w) :=
[(
w−1 − ω
)1/2
+
(
w−1 − ω
)1/2
+ iω1/2 − iω1/2
]−1
, |w| ≥ 1, (3.11)
where ω = eiΘ1 , π/2 ≤ Θ1 < π, is given and the branch of the root chosen is analytic
on C \ (−∞, 0] and positive on (0,+∞). Then, ψ(∞) = ∞, ψ(w) = ψ(w), and ψmaps ∆1
conformally onto the exterior of a piecewise analytic Jordan curve L symmetric about
the real axis, with corners at z1 = ψ(ω), z2 = ψ(ω). Here,
ω1 = ω, ω2 = ω = e
i(2π−Θ1), θ2 = 1 −Θ1/π, λ1 = λ2 = 1/2,
Aˆ1 = −iω [ψ(ω)]2, Aˆ2 = i [ψ(ω)]2.
Therefore, when θ2 = p2/q2 is rational, 1 ≤ p2 < q2 relatively prime integers, a point
t interior to L is an accumulation point of the zeros of the Fn’s if and only if t satisfies
one of the equations
(Aˆ1 + Aˆ2e
2πis/q2 )t = Aˆ1z2 + Aˆ2z1e
2πis/q2 , s = 0, 1, . . . , q2 − 1. (3.12)
Figure 2 below corresponds to the case Θ1 = 3π/4 (θ2 = 1/4), where we have plotted
the zeros of Fn(z), n = 20, 90. The solutions of the equations in (3.12) are the centers of
the grayish squares.
-1 -0.5 0 0.5 1 1.5
-1
-0.5
0
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1
Figure 2: Zeros of Fn(z), n = 20, 90, for a ψ as in (3.11) with ω = exp(3πi/4).
If θ2 is irrational, then a point t interior to L is an accumulation point of the zeros
of the Fn’s if and only if t is real. In Figure 3 below, we have plotted the zeros of Fn(z)
for n = 20, 90 corresponding to the case Θ1 =
√
2π/2.
We finish this section presenting an example in which conditionA.3 is not satisfied.
Let s ≥ 2 be a given integer. The function w 7→ ws + 1 maps each of the s sectors
2π(k − 1)/s < arg(w) < 2πk/s, k = 1, 2, . . . , s,
12
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Figure 3: Zeros of Fn(z), n = 20, 90, for a ψ as in (3.11) with ω = exp(
√
2πi/2).
conformally onto the complex plane cut along the ray [0,+∞), and by agreeing in that
2π(k − 1) ≤ arg(ws + 1) < 2πk whenever 2π(k − 1)/s ≤ arg(w) < 2πk/s,
we see that
ψ(w) = (ws + 1)1/s
maps the exterior of the unit circle conformally onto the exterior of the lemniscate of s
petals L = {z : |zs − 1| = 1} (see Figure 4 for s = 3).
Here,Ω = {z : |zs−1| > 1},G = {z : |zs−1| < 1}, and the inverse ofψ isφ(z) = (zs−1)1/s.
Moreover, it is easily seen that ψ satisfies conditions A.1 and A.2 with
ωk = e
i(2k−1)π/s , zk = 0 , λk = 1/s, k = 1, 2, . . . , s.
The Faber polynomial Fn(z) is the polynomial part of the Laurent expansion at ∞
of (zs − 1)n/s. Hence, for any two integers m ≥ 0 and l ∈ {0, 1, . . . , s − 1},
Fsm+l(z) =
m∑
j=0
(−1) j
(
m + l/s
j
)
zs(m− j)+l, (3.13)
where
(a
b
)
stands for the generalized binomial coefficient Γ(a+ 1)/ [Γ(b + 1)Γ(a − b + 1)].
In particular, Fsm(z) = (z
s − 1)m.
The important feature to note of this example is that the function Hn(z) defined in
(3.3) is identically zero for every n , s−1 mod s (recall Remark 5.4). This example has
been previously studied by Ullman [20] for s = 2, and by He [10] for s ≥ 2. Observe
from (3.13) that Fsm+l(z) has a zero of multiplicity l at the origin. Ullman and He
showed that all other zeros lie strictly in G (see Figure 4 below).
Theorem 3.9 below shows that for every l ∈ {1, 2, . . . , s − 1}, we can properly
normalize the subsequence {Fsm+l}m≥0 so as to make it converge locally uniformly
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on G to a function that never vanishes on G. Hence, for every compact set E ⊂ G,
there exists NE such that if n , 0 mod s, and n > NE, then Fn has no zeros on E. As a
consequence, νn
∗−→ µL as n→∞, n , 0 mod s, where
µL =
|z|s−1|dz|
2π
, z ∈ L,
is the equilibriummeasure of L. Observe how the distribution function of µL is in total
agreement with the density pattern followed by the zeros in Figure 4.
However, the zeros of Fsm are fixed, namely e
2πik/s, 1 ≤ k ≤ s, each of multiplicity m
and contained in G, and so
νsm
∗−→ 1
s
s∑
k=1
δe2πik/s as m→∞.
Thus, Corollary 3.2 does not necessarily hold in the absence of condition A.3.
1
-1
1
Figure 4: Zeros of F100(z) for the domain Ω = {z : |z3 − 1| > 1}.
Theorem 3.9. For every l ∈ {1, 2, . . . , s − 1},
(−1)m+1
(
sm + l
l/s − 1
)−1
Fsm+l(z) =
1
sl/szs−l
[1 + rm(z)]
where
rm(z) =
1
m
[
(s − 1)(s − l)(2s − l)
2s3
− 1
szs
]
+O
(
m−(1+s)/s
)
locally uniformly in |zs − 1| < 1 as m→∞.
More important than Theorem 3.9 is its proof, which illustrates an approach to
obtaining asymptotics for Fn in cases where A.3 is not satisfied.
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4 Lehman expansion of ψ near ωk
Let ζ be a small open circular arc of T1 centered at ωk such that ζ∩ {ω1, . . . ,ωs} = {ωk}.
The set ζ\{ωk} consists of two circular arcs, say ζ+, ζ−, and by our assumptionA.1 on L,
there exist simple analytic arcs L+ ⊃ ψ
(
ζ+
)
and L− ⊃ ψ
(
ζ−
)
of which zk is an interior
point. Hence the map ψ, originally defined on ∆1, can be continued by the Schwarz
reflection principle for analytic arcs [3] across both ζ+ and ζ−. Since the images of L+
and L− in such reflections are again simple analytic arcs containing zk as an interior
point, by applying subsequent reflections we can continue ψ near ωk onto the entire
logarithmic Riemann surface Sωk with branch point at ωk.
Let the functions (w − ωk)l+ jλk , l ≥ 0, j ≥ 1, and log(w − ωk) be defined in Sωk . In
what follows we abbreviate by putting y = w − ωk. Lehman [15, Thm. 1] proved that
ψ has the following asymptotic expansion: if λk is irrational, then
ψ(w) = ψ(ωk) +
∞∑
l=0
∞∑
j=1
ckl j0y
l+ jλk , ck010 , 0 ; (4.1)
if λk = p/q is a fraction reduced to lowest terms, then
ψ(w) = ψ(ωk) +
∞∑
l=0
q∑
j=1
⌊l/p⌋∑
m=0
ckl jmy
l+ jλk (log y)m, ck010 , 0. (4.2)
The terms in the above series are assumed to be arranged in an order such that a termof
the form yl+ jλk (log y)m precedes one of the form yl
′+ j′λk(log y)m
′
if either l+ jλk < l
′+ j′λk
or l + jλk = l
′ + j′λk and m > m′.
The precise meaning of these expansions is the following: if according to the order
explained above, (4.1) and (4.2) are written in the form
ψ(w) = ψ(ωk) +
∞∑
n=1
χn(y),
then for all N ≥ 1,
ψ(w) − ψ(ωk) −
N∑
n=1
χn(y) = o
(
χN(y)
)
as w→ ωk from any finite sector ϑ1 ≤ arg(w − ωk) ≤ ϑ2 of Sωk .
We write in (4.1) ck
l j0
instead of simply ck
l j
when λk is irrational, because this will
allow us to express many of the relations that follow in one single statement without
having to distinguish between λk being irrational or rational.
The coefficients ck
l jm
in (4.1) and (4.2) dependon the values assigned to the functions
(w−ωk)l+ jλk , log(w−ωk) at a specified point of Sωk . We shall assume that the values of
ψ in ∆1 define ψ in the sectorΘk − π < arg(w −ωk) < Θk + π of Sωk , and that for every
w in this sector,
(y)l+ jλk = |y|l+ jλkei(l+ jλk) arg(y), log y = log |y| + i arg(y), y = w − ωk.
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A more detailed description of these expansions is split in two cases:
Case 0 < λk < 2, λk < {1, 2}: As in Section 3, we put Ak := c
k
010
, 0, and it follows from
(4.1) and (4.2) that for υ > 0 sufficiently small, say
υ <
{
min{λk, 1 − λk}, if 0 < λk < 1,
2 − λk , if 1 < λk < 2,
the following relations hold: if 0 < λk < 1, then
ψ(w) = ψ(ωk) + Aky
λk + ck020y
2λk + o
(
y2λk+υ
)
; (4.3)
if λk = 1/2,
ψ(w) = ψ(ωk) + Aky
λk + ck020y
2λk + ck111y
1+λk(log y) + ck110y
1+λk + o
(
y3λk+υ
)
; (4.4)
if 1 < λk < 2,
ψ(w) = ψ(ωk) + Aky
λk + ck110y
1+λk + ck020y
2λk + o
(
y2λk+υ
)
(4.5)
(notice that if 1 < λk = p/q < 2, then p ≥ 3, q ≥ 2, and no log-terms correspond to
l = 0, 1, 2).
Case λk ∈ {1, 2}: Here p = λk, q = 1. If ωk is relevant, then there is a smallest integer
rk ≥ λk for which a log-term of the form yrk+λk(log y)mk , 1 ≤ mk ≤ ⌊rk/λk⌋, occurs in the
expansion of ψ about ωk, so that in case mk ≥ 2,
ψ(w) = ψ(ωk) +
rk−1∑
l=0
ck
l10
yl+λk + Aky
Λk(log y)mk + Bky
Λk(log y)mk−1 (4.6)
+Cky
Λk(log y)mk−2 +

O
(
yΛk(log y)mk−3
)
, if mk ≥ 3,
O
(
yΛk+1/2
)
, if mk = 2,
while if mk = 1, then
ψ(w) = ψ(ωk) +
rk−1∑
l=0
ckl10y
l+λk + Aky
Λk(log y)mk + Bky
Λk(log y)mk−1
+C˜ky
Λk+1(log y)⌊(rk+1)/λk⌋ + D˜kyΛk+1(log y)⌊(rk+1)/λk⌋−1
+
O
(
yΛk+1(log y)⌊(rk+1)/λk⌋−2
)
, if ⌊(rk + 1)/λk⌋ ≥ 2,
O
(
yΛk+3/2
)
, if ⌊(rk + 1)/λk⌋ = 1,
(4.7)
where
Λk := rk + λk, Ak := c
k
rk1mk
, 0, Bk := c
k
rk1(mk−1), Ck := c
k
rk1(mk−2), (4.8)
C˜k := c
k
(rk+1)1⌊(rk+1)/λk⌋, D˜k := c
k
(rk+1)1(⌊(rk+1)/λk⌋−1) . (4.9)
Thus, setting
Qk(w) := zk +
rk−1∑
l=0
ckl10y
l+λk = zk +O
(
yλk
)
, (4.10)
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we have that if mk ≥ 2, then
ψ′(w) =Q′k(w) + AkΛky
Λk−1(log y)mk + (Akmk + BkΛk) yΛk−1(log y)mk−1
+ [Bk(mk − 1) + CkΛk] yΛk−1(log y)mk−2 +
O
(
yΛk−1(log y)mk−3
)
, if mk ≥ 3,
O
(
yΛk−1/2
)
, if mk = 2,
(4.11)
while if mk = 1, then
ψ′(w) =Q′k(w) + AkΛky
Λk−1(log y)mk + (Akmk + BkΛk) yΛk−1(log y)mk−1
+C˜k (Λk + 1) y
Λk(log y)⌊(rk+1)/λk⌋
+
[
C˜k⌊(rk + 1)/λk⌋ + D˜k (Λk + 1)
]
yΛk(log y)⌊(rk+1)/λk⌋−1
+
O
(
yΛk+1/2
)
if ⌊(rk + 1)/λk⌋ = 1,
O
(
yΛk(log y)⌊(rk+1)/λk⌋−2
)
if ⌊(rk + 1)/λk⌋ ≥ 2 .
(4.12)
If ωk is not relevant, then for every N ∈N,
ψ(ωk) = ψ(ωk) +
N∑
l=0
ckl10y
l+λk + o
(
yN+λk
)
= Qk(z) + o
(
yN+λk
)
, (4.13)
where
Qk(z) := zk +
N∑
l=0
ckl10y
l+λk . (4.14)
The polynomial Qk(z) defined by (4.14) depends on the value N, so that in what
follows we will think of N as an arbitrarily large natural number that has been fixed.
5 Proofs of the asymptotic results
Recall we are using the notation
Tr := {w : |w| = r}, Dr := {w : |w| < r}, ∆r := {w : r < |w| ≤ ∞}.
Also, for a, b ∈ C, we denote by [a, b] the oriented closed segment that starts at a and
ends at b. A similar meaning is attached to (a, b), (a, b] and [a, b). For every 0 < σ < 1,
we define
σk := σωk , 1 ≤ k ≤ s,
and the contour
Γσ := Tσ ∪
(
∪sk=1[σk,ωk]
)
.
The exterior of the contour Γσ, denoted by ext(Γσ), is understood to be the unbounded
component of C \ Γσ, that is,
ext(Γσ) = ∆σ \
(
∪sk=1[σk,ωk]
)
.
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Disregarding technical difficulties, the idea behind the proofs of the asymptotic
results is simple, and in rough terms can be described as follows. By the piecewise
analyticity of ∂Ω, if 1 − σ is small enough, the function wnψ′(w)/(ψ(w) − z) (in the
variable w, for fixed z) has a meromorphic extension to ext(Γσ) with at most finitely
many poles in there and continuous boundary values on Γσ. Then, using the integral
representation (1.3), we can express Fn(z) as the sum of the residues of that function
in ext(Γσ), plus its integral (with respect to w) over Γσ, the later being split as an
integral over Tσ (which is O(σn) as n → ∞, and therefore negligible) plus the integral
of wnψ′(w)/(ψ(w) − z) over each of the “two-sided” segments [σk,ωk], 1 ≤ k ≤ s. The
asymptotic behavior as n → ∞ of these last integrals (as functions of z) can then be
obtained from the Lehman expansions of ψ about the ωk’s.
The first step in doing all this rigorously is to prove that a contour Γσ satisfying the
necessary conditions exists. That is the content of Lemmas 5.1 and 5.2 below.
For given δ > 0 and t ∈ C, we put
Dδ(t) := {w : |w − t| < δ}, D∗δ(t) := {w : 0 < |w − t| < δ}.
Then, for δ > 0 sufficiently small, the set
ζk,δ := Dδ(ωk) ∩ T1
is a circular arc, and ζk,δ \ {ωk} is the union of two disjoint open circular arcs that
we denote by ζ+
k,δ
, ζ−
k,δ
, say ζ−
k,δ
immediately followed by ζ+
k,δ
when T1 is traveled in
counterclockwise direction.
Let
D+δ (ωk) := D
∗
δ(ωk) \ ζ+k,δ, D−δ (ωk) := D∗δ(ωk) \ ζ−k,δ .
If δ is sufficiently small, the disksDδ(ω1),Dδ(ω2), . . . ,Dδ(ωs) are pairwise disjoint, and
for every k ∈ {1, 2, . . . , s}, the mapping ψ has analytic continuations ψ+, ψ− from the
exterior ∆1 of the unit circle to D
+
δ
(ωk), D
−
δ
(ωk), respectively.
Recall that L1 and L2 are defined by (2.6)-(2.7), and that for every kwith λk ∈ {1, 2},
Qk is defined by (4.10) and (4.14).
Lemma 5.1. Let ǫ > 0 be given. For every δ > 0 sufficiently small the following statements
hold true:
(a) For all k ∈ {1, 2, . . . , s},
ψ±
(
D±
δ
(ωk)
)
⊂ Dǫ(zk) (5.1)
and
ψ± (w) , zk , ψ′±(w) , 0 ∀w ∈ D±δ (ωk). (5.2)
Also, for every k with λk ∈ {1, 2}, we have that
Qk(w) , zk ∀w ∈ D∗δ(ωk). (5.3)
(b) If τk := (1−δ)ωk, there is a constant C such that for every k with zk ∈ L1 (resp. zk ∈ L2),∣∣∣∣∣ψ±(t) − zkψ±(t) − z
∣∣∣∣∣ < C,
∣∣∣∣∣Qk(t) − zkQk(t) − z
∣∣∣∣∣ < C, (5.4)
for all t ∈ (τk,ωk) and z ∈ Ω (resp. z ∈ L2).
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Proof of Lemma 5.1. Since for every k ∈ {1, 2, . . . , s}, ψ has an analytic continuation to
the entire logarithmic Riemann surface with branch point at ωk, and it is such that
ψ(w) − zk = ck010(w − ωk)λk(1 + o(1)) , ck010 , 0, (5.5)
ψ′(w) = ck010λk(w − ωk)λk−1(1 + o(1)) , (5.6)
as w → ωk from any finite sector of the surface, and since by the very definition of Qk
in (4.10) and (4.14), for every k with λk ∈ {1, 2}
Qk(w) − zk = ck010(w − ωk)λk(1 + o(1)), (5.7)
as w → ωk, the conditions of part (a) of Lemma 5.1 will be trivially satisfied provided
that δ is small enough.
Let us now prove part (b) of the lemma. The analysis is split in two cases.
Case 1: k is such that zk ∈ L1 ∪ L2 and λk = 1. Under this assumption, there is a small
open circular arc ζk ⊂ T1, with center point ωk, such that ψ is one-to-one on ζk and
thereforeψ(ζk) is a simple smooth arc containing zk as an interior point. We first verify
the following
Claim: There is a small open diskOk centered at zk such that if zk ∈ L2, thenOk∩L2 ⊂ ψ(ζk),
while if zk ∈ L1, then Ok ∩ L ⊂ ψ(ζk) and Ok \ ψ(ζk) is the disjoint union of two nonempty
connected open sets, one contained inΩ, the other in G.
Let us prove the claim. Suppose zk ∈ L2 and let tk , ωk be the other point
of T1 such that ψ(tk) = zk. Then, there is also a small open circular arc ρk ⊂ T1,
with center point tk, such that ψ is one-to-one on ρk. Since η(zk) = 2, the closed set
ψ
(
T1 \ (ζk ∪ ρk)
)
cannot contain zk, so that there is a small open disk Ok centered at
zk such that {t ∈ T1 : ψ(t) ∈ Ok} ⊂ (ζk ∪ ρk). But since ψ is one-to-one on ρk, we
must have that Ok ∩ L2 ⊂ ψ(ζk). Similarly, suppose zk ∈ L1 and let δ′ > 0 be so small
that the connected open set ψ(Dδ′(ωk) ∩ ∆1) lies strictly on one side of the arc ψ(ζk).
Since η(zk) = 1, the closed set ψ
(
∆1 \Dδ′(ωk)
)
cannot contain zk, and therefore, there
is a sufficiently small open disk Ok centered at zk such that Ok ∩ ψ
(
∆1 \Dδ′(ωk)
)
= ∅.
In consequence, Ok is divided by the arc ψ(ζk) into two connected open sets, one
contained in ψ(Dδ′(ωk) ∩ ∆1) ⊂ Ω, the other contained in G. The claim is proven.
Now, for every kwith zk ∈ L1∪L2, chooseOk as in the claim, and assume δ > 0 is so
small that, besides satisfying part (a) of the lemma, it also satisfies that ψ±
(
D±
δ
(ωk)
)
⊂
Ok. By our assumption A.1 on L, there are two simple analytic arcs L+k , L−k , each
containing zk as an interior point, and such that ψ
(
ζ+
k,δ
)
⊂ L+
k
, ψ
(
ζ−
k,δ
)
⊂ L−
k
. Notice
that L±
k
and ψ(ζk) share the same tangent line at zk. In consequence, if τk := (1 − δ)ωk,
the arc ψ ((ωk, 1/τk)) lies entirely in Ω, and by (5.5), it is perpendicular to ψ(ζk).
By the Schwarz reflection principle for analytic arcs [3], if τk is close enough to ωk,
ψ±((τk,ωk)) is the reflection ofψ ((ωk, 1/τk)) acrossL∓k , and therefore, for all δ sufficiently
small, the arc ψ±((τk,ωk)) is perpendicular to ψ(ζk) and
ψ± ((τk,ωk)) ⊂ G, ψ (D1 ∩Dδ(ωk) \ (τk,ωk]) ⊂ G i f zk ∈ L1, (5.8)
ψ± ((τk,ωk)) ∩ L2 = ∅, ψ (D1 ∩Dδ(ωk) \ (τk,ωk]) ∩ L2 = ∅ i f zk ∈ L2, λk = 1, (5.9)
whence it follows at once that the first inequality of (5.4) holds true.
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Similar considerations apply toQk. Because of (5.7), if zk ∈ L1 ∪ L2 and λk = 1, then
Qk maps a small circular arc of T1 centered at ωk onto an analytic arc tangent to ψ(ζk)
at zk, and therefore, for all δ sufficiently small, Qk((τk,ωk)) is perpendicular to ψ(ζk)
and is contained entirely in G, whence the second inequality of (5.4) follows.
Case 2: k is such that λk = 2. Let ζk ⊂ T1 be a small open circular arc with center
point at ωk, so that ζk \ {ωk} splits into two disjoint circular arcs ζ+k and ζ−k . If ζk is small
enough, ψ
(
ζ+
k
)
and ψ
(
ζ−
k
)
are simple analytic arcs forming a cusp pointing toward
Ω. Since λk = 2 and all λ j’s are strictly positive (that is, Ω has not outward pointing
cusps), η(zk) = 1 and there is an open disk Ok centered a zk such that Ok ∩ L ⊂ ψ(ζk).
But if two analytic arcs coincide at infinitely many points, they must be part of one
and the same arc, so that if Ok is sufficiently small, either Ok ∩ L2 = {zk} or zk is the
endpoint of a cut, that is, one of the two arcs ψ
(
ζ+
k
)
, ψ
(
ζ−
k
)
is contained in the other.
Reasoning as we did for the case λk = 1 above, we derive from the Schwarz
reflection principle that for all δ sufficiently small, the arc ψ±((τk,ωk)) forms angle π
with each of the arcs ψ
(
ζ+
k
)
, ψ
(
ζ−
k
)
and
ψ± ((τk,ωk)) ∩ L2 = ∅, ψ (D1 ∩Dδ(ωk) \ (τk,ωk]) ∩ L2 = ∅, (5.10)
whence the first inequality of (5.4) easily follows.
Similarly, by (5.7), if λk = 2, then for all δ sufficiently small, Qk((τk,ωk)) forms angle
πwith each of the arcs ψ
(
ζ+
k
)
, ψ
(
ζ−
k
)
, whence the second inequality of (5.4) follows.

Lemma 5.2. Let E be a (fixed) closed set (∞ < E) such that either E ⊂ G, or E ⊂ Ω ∪ L1 or
E ⊂ L2, or E = {z1, . . . , zs}. Then for all σ < 1 with 1 − σ sufficiently small, we have
(a) ψ has an analytic continuation to ext(Γσ)withψ′(w) , 0 for all w ∈ ext(Γσ), and both ψ
and ψ′ have continuous boundary values on Γσ \ {ω1, . . .ωs} when viewing each [σk,ωk]
as having two sides;
(b) if E ⊂ G, then for every z ∈ E, ψ′(w)/(ψ(w) − z) is analytic on ext(Γσ) with continuous
boundary values on Γσ \ {ω1, . . . ,ωs};
(c) if either E ⊂ Ω∪L1, or E ⊂ L2, or E = {z1, . . . , zs}, then for every z ∈ E,ψ′(w)/(ψ(w)−z)
is analytic on
ext(Γσ) \
{
φ1(z), . . . , φη(z)(z)
}
,
with a simple pole at each φ j(z) < {ω1, . . . ,ωs} and continuous boundary values on
Γσ \ {ω1, . . . ,ωs} .
Proof of Lemma 5.2. Part (a) and (b): Let δ > 0 be such that for every k ∈ {1, 2, . . . , s},
the analytic continuations ψ± of ψ to D±δ (ωk) satisfy that
ψ′±(w) , 0 ∀w ∈ D±δ (ωk). (5.11)
Fix δ′ with 0 < δ′ < δ, and for every σwith 1 − δ′ < σ < 1, consider the open set
Aδ′,σ :=
{
w : σ < |w| < 1/σ, w < ∪sk=1Dδ′(ωk)
}
,
that consists of s open components Al
δ′,σ, l = 1, 2, . . . , s. Then, by assumption A.1 on
L, the univalency of ψ on ∆1, and the way analytic functions are continued across
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analytic arcs bymeans of the Schwarz reflection principle, we have that if 1−σ is small
enough, then ψ has an analytic and univalent continuation to each Al
δ′,σ. From this
and (5.11), it follows that statement (a) holds for all Γσ with σ sufficiently close to 1.
Moreover, if E ⊂ G and σ is so close to 1 that ψ(ext(Γσ)) ∩ E = ∅, then (b) obviously
holds.
Part (c): Suppose first that either E ⊂ Ω ∪ L1 or E ⊂ L2. Let ǫ be such that4
0 < ǫ < dist (E, {zk : zk < E, 1 ≤ k ≤ s})
For this ǫ, choose δ > 0 for which (5.8), (5.9) and (5.10) hold true.
Let E−1
1
:=
{
w ∈ T1 \ ∪sk=1Dδ(ωk) : ψ(w) ∈ E
}
. Then E−1
1
is a compact set, and again,
by the Schwarz reflectionprinciple, we canfind afinite set of opendisksU1,U2, . . . ,Um,
each centered at some point of E−1
1
, such that E−1
1
⊂ ∪m
j=1
U j and for all 1 ≤ j ≤ m, ψ has
an analytic and univalent continuation to each U j, which satisfies
i) ψ
(
D1 ∩U j
)
⊂ G, in case E ⊂ Ω ∪ L1,
ii) ψ
(
U j \ T1
)
∩ L2 = ∅, in case E ⊂ L2.
On the other hand, if E = {z1, . . . , zs}, choose ǫ > 0 such that
Dǫ(zk) ∩Dǫ(z j) = ∅ whenever zk , z j, (5.12)
and for this ǫ choose δ > 0 so that Lemma 5.1 holds. In this case,
E−11 :=
{
w ∈ T1 \ ∪sk=1Dδ(ωk) : ψ(w) ∈ E
}
has, say, m ≥ 0 elements and we can find m open disks U1,U2, . . . ,Um, each centered
at some w ∈ E−1
1
, such that for all j ∈ {1, . . . ,m}, ψ has an analytic and univalent
continuation to each U j, which satisfies that
iii) ψ
(
U j \ T1
)
∩ {z1, . . . , zs} = ∅.
Now, in either of the three cases i), ii) and iii) above, the set
Y := T1 \
[(
∪sk=1Dδ(ωk)
)
∪
(
∪mj=1U j
)]
is compact, ψ(Y) ∩ E = ∅, and therefore there is a neighborhoodWY of Y such that the
analytic continuation of ψ toWY satisfies
iv) ψ(WY) ∩ E = ∅.
Then, part (c) holds for every σ so close to 1 that
{w : σ ≤ |w| < 1} ⊂ WY ∪
(
∪sk=1Dδ(ωk)
)
∪
(
∪mj=1U j
)
.
This follows for E ⊂ Ω ∪ L1 from (5.8), i) and iv); for E ⊂ L2 from (5.9)-(5.10), ii) and
iv); and for E = {z1, . . . , zs} from Lemma 5.1(a), (5.12), iii) and iv). 
4dist(A,B) = inf{|x − y| : (x, y) ∈ A × B}.
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Lemma 5.3. Let ǫ > 0 and δ > 0 be such that ψ±
(
D±
δ
(ωk)
)
⊂ Dǫ(zk). Then, for every σ with
0 < 1 − σ < δ, we have that
i) if ωk is relevant (that is, if 1 ≤ k ≤ v), then
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt = αΛk−1,Mk(n)
(CkAkei(n+Λk)Θk
z − zk + rσk,n(z)
)
(5.13)
with rσk,n(z) converging uniformly to zero on {z : |z − zk| ≥ ǫ} as n→∞, and
Ck :=
{
[Γ(−λk)Γ(λk)]−1, i f λk < {1, 2},
(−1)Λk−1mkΛk, i f λk ∈ {1, 2};
ii) if ωk is not relevant, then for every τ > 0,
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt = O (n−τ)
uniformly on {z : |z − zk| ≥ ǫ} as n→∞.
Remark 5.4. Amore detailed version of (5.13) given by equalities (5.21), (5.22), (5.23),
(5.27) and (5.28) in the proof of Lemma 5.3 provides asymptotic formulas for the func-
tions rσk,n(z) from which the following table follows.
if k is such that rate of decay of rσk ,n(z) is rate is exact iff
0 < λk < 1, λk , 1/2 O
(
n−λk
)
2ck
020
(z − zk) + (Ak)2 , 0
λk = 1/2 O
(
n−1 logn
)
ck
111
, 0
1 < λk < 2 O
(
n−1
)
ck
110
, 0
λk ∈ {1, 2}, mk ≥ 2 O (1/ logn) Akmk + Λkckrk1(mk−1) + iΘkmkAkΛk , 0
λk ∈ {1, 2}, mk = 1 O
(
n−1(logn)⌊(rk+1)/λk⌋−1
)
ck
(rk+1)1⌊(rk+1)/λk⌋ , 0
Given k ∈ {1, 2, . . . , s} satisfying one of the conditions listed in the first column of
the table, an estimate on the rate of decay of rσk,n(z) holding uniformly as n → ∞ on
any closed set E ⊂ {z : |z − zk| ≥ ǫ} is given in the second column. The rate is exact
for given k and E if and only if the condition in the third column is satisfied by every
z ∈ E.
Proof of Lemma 5.3. Part (a): First, notice that for every integer N ≥ 1, we have the
identity
1
ψ(w) − z =
N−1∑
j=0
[
zk − ψ(w)
] j
(zk − z) j+1
+
[
zk − ψ(w)
]N
(zk − z)N
[
ψ(w) − z] . (5.14)
Suppose first that λk 66∈ {1, 2}. Then, combining identity (5.14) corresponding to
N = 2 with (4.3) and (4.5), we obtain that uniformly on {z : |z − zk| ≥ ǫ} as w → ωk
(y = w − ωk → 0)
1
ψ(w) − z =
1
zk − z −
Aky
λk
(zk − z)2
+
 O
(
y2λk
)
, 0 < λk < 1,
O
(
yλk+1
)
, 1 < λk < 2 .
(5.15)
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The asymptotic expansion of ψ′ about ωk is obtained from that of ψ by termwise
differentiation, so that from (4.3), (4.4) and (5.15) we see that if 0 < λk < 1, then
uniformly on {z : |z − zk| ≥ ǫ} as w→ ωk,
ψ′(w)
ψ(w) − z =
Akλky
λk−1
zk − z +
λk
[
2ck
020
(zk − z) − A2k
]
y2λk−1
(zk − z)2
+O
(
y2λk+υ−1
)
, (5.16)
and more specifically, for λk = 1/2,
ψ′(w)
ψ(w) − z =
Akλky
λk−1
zk − z +
λk
[
2ck
020
(zk − z) − A2k
]
y2λk−1
(zk − z)2
+
ck
111
(1 + λk)y
λk(log y)
zk − z +O
(
yλk
)
. (5.17)
Similarly, if 1 < λk < 2, then uniformly on {z : |z − zk| ≥ ǫ} as w→ ωk
ψ′(w)
ψ(w) − z =
Akλky
λk−1
zk − z +
ck
110
(1 + λk)y
λk
zk − z +O
(
y2λk−1
)
. (5.18)
For the analytic functions (w − ωk)β, log(w − ωk) in Dδ(ωk) ∩ ∆1 corresponding to
the branch of the argument
Θk − π < arg(w − ωk) < Θk + π, w ∈ C \ {tωk : t ≤ 1},
let us denote by (w−ωk)β± and log±(w−ωk) their analytic continuations fromDδ(ωk)∩∆1
onto D±
δ
(ωk), respectively. If n, m ≥ 0 are integers and β > −1, then∫
ωk
σk
tn(t − ωk)β±(log±(t − ωk))mdt
=
∫
ωk
0
tn(t − ωk)β±(log±(t − ωk))mdt −
∫ σk
0
tn(t − ωk)β±(log±(t − ωk))mdt
= e∓iβπei(n+1+β)Θk
∫ 1
0
xn(1 − x)β [log(1 − x) + i(Θk ∓ π)]m dx +O(σn)
= e∓iβπei(n+1+β)Θk
m∑
l=0
(
m
l
)
αβ,m−l(n)(i(Θk ∓ π))l +O(σn), (5.19)
and ∫
ωk
σk
O
(
tn(t − ωk)β±(log±(t − ωk))m
)
dt =O
(
αβ,m(n)
)
. (5.20)
Then, we get by combining (5.16), (5.19), (5.20), (2.4) and the well-known identity
Γ(1 − z)Γ(z) = −zΓ(−z)Γ(z) = π/ sin(πz),
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that if 0 < λk < 1, λk , 1/2, then
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt
=
Akλk sin(λkπ)e
i(n+λk)Θkαλk−1,0(n)
π(zk − z) +O
(
α2λk+υ−1,0(n)
)
+
[
2ck
020
(zk − z) − A2k
]
λk sin(2πλk)e
i(n+2λk )Θkα2λk−1,0(n)
π(zk − z)2
,
=
αλk−1,0(n)
Γ(−λk)Γ(λk)
(
Ake
i(n+λk)Θk
z − zk + o
(
n−λk
)
+
Γ(−λk)
[
2ck
020
(z − zk) + (Ak)2
]
ei(n+2λk)Θk
2Γ(−2λk)(z − zk)2nλk
 . (5.21)
Similarly, we get from (5.17), that if λk = 1/2, then
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt
=
αλk−1,0(n)
Γ(−λk)Γ(λk)
Akei(n+λk)Θkz − zk +
ck
111
(1 + λk)e
i(n+λk+1)Θk (log n)
(z − zk)n + o
(
n−1 log n
) , (5.22)
and from (5.18) that if 1 < λk < 2, then
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt
=
αλk−1,0(n)
Γ(−λk)Γ(λk)
Akei(n+λk)Θkz − zk −
ck
110
(1 + λk)e
i(n+λk+1)Θk
(z − zk)n + o
(
n−1
) . (5.23)
Thus, Lemma 5.3 for a relevantωk with λk < {1, 2} follows from (5.21), (5.22) and (5.23).
Next, let us consider the case λk ∈ {1, 2}. From (4.6) and (4.11) we see that if mk ≥ 2,
then uniformly on {z : |z − zk| ≥ ǫ} as w→ ωk,
ψ′(w)
ψ(w) − z =
Q′
k
(w)
Qk(w) − z +
ψ′(w) −Q′
k
(w)
Qk(w) − z +O
(
yΛk+λk−1(log y)mk
)
=
Q′
k
(w)
Qk(w) − z +
[
ψ′(w) −Q′k(w)
] ( 1
zk − z +
zk −Qk(w)
(zk − z)(Qk(w) − z)
)
+O
(
yΛk+λk−1(log y)mk
)
=
Q′
k
(w)
Qk(w) − z +
AkΛky
Λk−1(log y)mk
zk − z +
(Akmk + BkΛk) y
Λk−1(log y)mk−1
zk − z
+
[Bk(mk − 1) + CkΛk] yΛk−1(log y)mk−2
zk − z
+
O
(
yΛk−1(log y)mk−3
)
if mk ≥ 3,
O
(
yΛk−1/2
)
if mk = 2.
(5.24)
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Similarly, one gets from (4.7) and (4.12) that if mk = 1 and λk = 2, then
ψ′(w)
ψ(w) − z =
Q′
k
(w)
Qk(w) − z +
AkΛky
Λk−1(log y)mk
zk − z +
(Akmk + BkΛk) y
Λk−1(log y)mk−1
zk − z
+
C˜k (Λk + 1) y
Λk(log y)⌊(rk+1)/λk⌋
zk − z
+
[
C˜k⌊(rk + 1)/λk⌋ + D˜k (Λk + 1)
]
yΛk(log y)⌊(rk+1)/λk⌋−1
zk − z
+
O
(
yΛk+1/2
)
if rk = 2,
O
(
yΛk(log y)⌊(rk+1)/λk⌋−2
)
if rk ≥ 3,
(5.25)
while if mk = 1 and λk = 1, then uniformly on {z : |z − zk| ≥ ǫ} as w→ ωk,
1
ψ(w) − z =
1
Qk(w) − z +
Qk(w) − ψ(w)
[Qk(w) − z]2
+
[
Qk(w) − ψ(w)
]2
[Qk(w) − z]2
[
ψ(w) − z]
=
1
Qk(w) − z +
Qk(w) − ψ(w)
(zk − z)2
+O
(
yΛk
)
,
and so
ψ′(w)
ψ(w) − z =
Q′
k
(w)
Qk(w) − z +
[
ψ′(w) −Q′k(w)
] ( 1
zk − z +
zk −Qk(w)
(zk − z)2
)
−
ck
010
Aky
Λk(log y)
(zk − z)2
+O
(
yΛk
)
=
Q′
k
(w)
Qk(w) − z +
AkΛky
Λk−1(log y)
zk − z +
(Ak + BkΛk) y
Λk−1
zk − z
+
C˜k(Λk + 1)y
Λk (log y)rk+1
zk − z
+
[
C˜k(rk + 1) + D˜k(Λk + 1)
]
yΛk(log y)rk
zk − z
−
ck
010
AkΛky
Λk(log y)
zk − z −
ck
010
Aky
Λk(log y)
(zk − z)2
+O
(
yΛk(log y)rk−1
)
. (5.26)
Thus, we get from (5.24), (5.25), (5.26), (5.19) and (5.20) that if λk ∈ {1, 2} andmk ≥ 2,
then uniformly on {z : |z − zk| ≥ ǫ} as w→ ωk
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt
=
mkΛkαΛk−1,mk−1(n)
(−1)Λk−1
{
Ake
i(n+Λk)Θk
z − zk + o
(
1/ log n
)
− (mk − 1) (Akmk + BkΛk + iΘkmkΛkAk) e
i(n+Λk)Θk
mkΛk(z − zk)(log n)
}
, (5.27)
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while if λk ∈ {1, 2} and mk = 1, then uniformly on {z : |z − zk| ≥ ǫ} as w→ ωk
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt
=
mkΛkαΛk−1,mk−1(n)
(−1)Λk−1
{
Ake
i(n+Λk)Θk
z − zk + o
(
n−1(log n)⌊(rk+1)/λk⌋−1
)
− ⌊(rk + 1)/λk⌋Γ(Λk)C˜k(Λk + 1)e
i(n+Λk+1)Θk
mkΛk(z − zk)n(− log n)1−⌊(rk+1)/λk⌋
 . (5.28)
This completes the proof of part (a) of Lemma 5.3. The proof of part (b) easily follows
from (4.14) by proceeding similarly as in the proof of part (a). 
Proof of Theorem 2.1. Let E ⊂ G be a compact set, and let 0 < ǫ < dist(E, {z1, . . . , zs}).
For this ǫ, choose δ such that (5.1) holds, and fix σ with 0 < 1 − σ < δ and satisfying
Lemma 5.2(b).
By (1.3), if R > 1, then
Fn(z) =
1
2πi
,
TR
tnψ′(t)dt
ψ(t) − z ∀ z ∈ E. (5.29)
Since ψ′(w)/(ψ(w) − z) is analytic on ext(Γσ) with continuous boundary values on
Γσ \ {ω1, . . . ,ωs}, and since by (4.1) and (4.2), for k = 1, 2, . . . , s, ψ′(w) = O
(
(w − ωk)λk−1
)
as w→ ωk, then
,
TR
tnψ′(t)dt
ψ(t) − z =
,
Tσ
tnψ′(t)dt
ψ(t) − z +
s∑
k=1
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt, (5.30)
so that by Lemma 5.3,
Fn(z) =O (σn) +
s∑
k=1
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt
= αΛ1−1,M1(n)
C1
u∑
k=1
Ake
i(n+Λk)Θk
z − zk + Rn(z)
 , (5.31)
where (for every τ > 0),
Rn(z) =
u∑
k=1
rσk,n(z) +
v∑
k=u+1
O
(
nΛ1−Λk(log n)Mk−M1
)
+O (n−τ) (5.32)
uniformly in z ∈ E as n→∞. Theorem 2.1 is proven. 
Proof of Theorem 2.3. First, observe that it suffices to prove Theorem 2.3(a) assuming
that E does not contain ∞, because by the very definition of the Faber polynomials,
Fn(z)−[φ(z)]n is analytic at∞, and an application of themaximumprinciple for analytic
functions will extend the validity of the theorem to closed sets ofΩ∪L1 containing∞.
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Then, let E be a closed set (∞ < E) such that either E ⊂ Ω ∪ L1 or E ⊂ L2, and let
0 < ǫ < dist (E, {zk : zk < E}) .
For this ǫ, choose δ such that Lemma 5.1 holds, and fix σ with 0 < 1 − σ < δ such that
Lemma 5.2(c) holds.
Recall that η(z) = 1 if z ∈ Ω∪L1, η(z) = 2 if z ∈ L2\{zk : λk = 2}, and thatφ1(z) := φ(z)
for all z ∈ Ω.
For every z ∈ E \ {z1, . . . , zs}, φl(z) ∈ ext(Γσ), l ∈ {1, 2, . . . , η(z)}, and by Lemma
5.2(c), the function wnψ′(w)/
[
ψ(w) − z] is analytic in the variable w on ext(Γσ) \{
φl(z) : 1 ≤ l ≤ η(z)
}
, with residue [φl(z)]
n at each (simple pole) φl(z) and continuous
boundary values on Γσ \ {ω1, . . . ,ωs}. Moreover, by (4.1) and (4.2), for k = 1, 2, . . . , s,
ψ′(w) = O
(
(w − ωk)λk−1
)
as w→ ωk, so that (1.3) and the residue theorem yield that for
every z ∈ E \ {z1, . . . , zs},
Fn(z) =
η(z)∑
l=1
[φl(z)]
n
+
1
2πi
,
Tσ
tnψ′(t)dt
ψ(t) − z +
s∑
k=1
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt. (5.33)
In fact, we claim that for every z ∈ E,
Fn(z) = Φn(z) +
1
2πi
,
Tσ
tnψ′(t)dt
ψ(t) − z +
∑
k : zk<E
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt
+
∑
k : zk∈E
(,
[σk,ωk]
tn[ψ′(t) −Q′
k
(t)]dt
Qk(t) − z −
,
[σk,ωk]
tn[ψ(t) −Qk(t)]ψ′(t)dt
(Qk(t) − z)2
+
,
[σk,ωk]
tn[ψ(t) −Qk(t)]2ψ′(t)dt
(Qk(t) − z)2 (ψ(t) − z)
 . (5.34)
Indeed, for z ∈ E \ {z1, . . . , zs}, the claim is a direct consequence of (5.33) and the
identity
ψ′(w)
ψ(w) − z =
Q′
k
(w)
Qk(w) − z +
ψ′(w) −Q′
k
(w)
Qk(w) − z −
[ψ(w) −Qk(w)]ψ′(w)
(Qk(w) − z)2
+
[ψ(w) −Qk(w)]2ψ′(w)
(Qk(w) − z)2 (ψ(w) − z)
, (5.35)
taking into account that, by (5.3) and (5.4), Qk(w) − z , 0 for all w ∈ [σk,ωk), z ∈ Ω
Suppose now j is such that z j ∈ E, and let us agree in that, in case η(z j) = 2 and one
of the two values φ1(z j), φ2(z j) is not contained in {ω1, . . . ,ωs}, that value is precisely
φ1(z j).
Then, for every kwith zk = ψ(ωk) = z j (there are atmost twoof them), letTk ⊂ Dδ(ωk)
be the circle centered at ωk of radius 1 − σ. We can assume σ was chosen so close to 1
that in case z j ∈ L2 and φ1(z j) < {ω1, . . . ,ωs}, φ1(z j) lies in the exterior of Tk.
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Then, we obtain once again from (1.3) and Lemma 5.2(c) that
Fn(z j) =
1
2πi
,
Tσ
tnψ′(t)dt
ψ(t) − z j +
∑
k : zk,z j
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z j −
tnψ′−(t)
ψ−(t) − z j
)
dt
+
∑
k : zk=z j
1
2πi
,
Tk
tnψ′(t)dt
ψ(t) − zk +
{
[φ1(z j)]
n, if η(z j) = 2, φ1(z j) < {ω1, . . . ,ωs},
0, otherwise.
(5.36)
By Lemma 5.1(a), wnQ′
k
(w)/ (Qk(w) − zk) is analytic onD∗δ(ωk) with a simple pole at
ωk, so that if we take identity (5.35) for z = zk, multiply it by w
n and integrating it over
Tk, we obtain that for kwith zk = z j,
,
Tk
tnψ′(t)dt
ψ(t) − z j = 2πiλk(ωk)
n
+
,
[σk,ωk]
tn[ψ′(t) −Q′
k
(t)]dt
Qk(t) − z j −
,
[σk,ωk]
tn[ψ(t) −Qk(t)]ψ′(t)dt(
Qk(t) − z j
)2
+
,
[σk,ωk]
tn[ψ(t) −Qk(t)]2ψ′(t)dt(
Qk(t) − z j
)2
(ψ(t) − z j)
. (5.37)
Then, (5.34) for z = z j follows from relations (5.36) and (5.37).
Now that the claim is proven, we proceed to estimate the integrals that occur in
(5.34) under the symbol
∑
k : zk∈E . For this, we first observe that if {F (·, z) : z ∈ E} is a
uniformly bounded family of measurable functions on [σk,ωk), if n, m ≥ 0 are integers
and β > −1, then (compare to (5.19))∫
ωk
σk
F (t, z)tn(t − ωk)β±(log±(t − ωk))mdt
= e∓iβπei(n+1+β)Θk
m∑
l=0
(
m
l
)
(i(Θk ∓ π))lαβ,m−l(n)Gβ,l,n(z) +O(σn), (5.38)
where the functions
Gβ,l,n(z) :=
∫ 1
0
F˜ (x, z)xn(1 − x)β(log(1 − x))m−ldx
αβ,m−l(n)
, F˜ (x, z) :=
{F (xeiΘk , z) , x ∈ [σ, 1),
1, x ∈ [0, σ),
are uniformly bounded on E, are independent of the sign±, andGβ,l,n(z) = 1 whenever
F (·, z) ≡ 1.
Now, assume ωk is relevant. Recall that with y = w−ωk (see (4.10), (4.7), (4.11) and
(4.12)),
Qk(w) = zk + c
k
010y
λk +O
(
yλk+1
)
, Q′k(w) = c
k
010λky
λk−1 +O
(
yλk
)
, (5.39)
ψ(w) −Qk(w) = AkyΛk(log y)mk + BkyΛk(log y)mk−1
+
 O
(
yΛk(log y)mk−2
)
if mk ≥ 2,
O
(
yΛk+1(log y)⌊(rk+1)/λk⌋
)
if mk = 1,
(5.40)
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ψ′(w) −Q′k(w) =AkΛkyΛk−1(log y)mk +DkyΛk−1(log y)mk−1
+
 O
(
yΛk−1(log y)mk−2
)
if mk ≥ 2,
O
(
yΛk(log y)⌊(rk+1)/λk⌋
)
if mk = 1,
(5.41)
where ck
010
, 0, Ak , 0, Bk and Dk are certain constants.
If we set F (t, z) := (Qk(t) − zk)/(Qk(t) − z), then by (5.4) in Lemma 5.1, (5.39), (5.41)
and the equality
(Qk(t) − zk)−1 =
(
ck010
)−1
(t − ωk)−λk +O
(
(t − ωk)1−λk
)
, t→ ωk ,
we have that∫
ωk
σk
tn[ψ′±(t) −Q′k(t)]dt
Qk(t) − z =
∫
ωk
σk
F (t, z)tn[ψ′±(t) −Q′k(t)]dt
Qk(t) − zk
=
AkΛk
ck
010
∫
ωk
σk
F (t, z)tn(t − ωk)rk−1± (log±(t − ωk))mkdt
+
Dk
ck
010
∫
ωk
σk
F (t, z)tn(t − ωk)rk−1± (log±(t − ωk))mk−1dt
+

∫
ωk
σk
O
(
tn(t − ωk)rk−1± (log±(t − ωk))mk−2
)
, mk ≥ 2,∫
ωk
σk
O
(
tn(t − ωk)rk± (log±(t − ωk))⌊(rk+1)/λk⌋
)
, mk = 1.
Combining this with (5.38) we see that uniformly in z ∈ E as n→∞,
,
[σk,ωk]
tn[ψ′(t) −Q′
k
(t)]dt
Qk(t) − z = 2πiαrk−1,mk−1(n)
AkΛkmkei(n+rk)ΘkGrk−1,1,n(z)
(−1)rk−1ck
010
+ o(1)
 ,
(5.42)
where Grk−1,1,n(z) = 1 if z = zk.
Similarly, we get from (5.40), (5.41) and the equality
(Qk(t) − zk)−2 =
(
ck010
)−2
(t − ωk)−2λk +O(t − ωk), t→ ωk,
that∫
ωk
σk
tn[ψ(t)± −Qk(t)]ψ′±(t)dt
(Qk(t) − z)2
=
Akλk
ck
010
∫
ωk
σk
[F (t, z)]2 tn(t − ωk)rk−1± (log±(t − ωk))mkdt
+
λkBk
ck
010
∫
ωk
σk
[F (t, z)]2 tn(t − ωk)rk−1± (log±(t − ωk))mk−1dt
+

∫
ωk
σk
O
(
tn(t − ωk)rk−1± (log±(t − ωk))mk−2
)
, mk ≥ 2,∫
ωk
σk
O
(
tn(t − ωk)rk± (log±(t − ωk))2mk
)
, mk = 1.
Hence, uniformly in z ∈ E as n→∞,
,
[σk,ωk]
tn[ψ(t)± −Qk(t)]ψ′±(t)dt
(Qk(t) − z)2
= 2πiαrk−1,mk−1(n)
Akλkmkei(n+rk)ΘkGrk−1,1,n(z)
(−1)rk−1ck
010
+ o(1)

(5.43)
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where Grk−1,1,n(z) = 1 if z = zk.
As for the last integral in (5.34), it follows directly from (5.40), (5.41), (5.4) and (5.38)
that∫
ωk
σk
tn[ψ±(t) −Qk(t)]2ψ′±(t)dt
(Qk(t) − z)2 (ψ(t)± − z)
=
∫
ωk
σk
(
ψ±(t) − zk
ψ±(t) − z
)
[F (t, z)]2 [ψ±(t) −Qk(t)]2ψ′±(t)dt
(Qk(t) − zk)2 (ψ±(t) − zk)
=
∫
ωk
σk
O
(
tn(t − ωk)2rk−1± (log±(t − ωk))2mk
)
dt
=O
(
α2rk−1,2mk(n)
)
. (5.44)
If ωk is not relevant, the degree of Qk(z) may be assumed to be as large as desired
(seeparagraph following (4.14)), and a similar (easier) analysis shows that the integrals
in the left-hand sides of (5.42), (5.43), (5.44) are O (n−τ) uniformly in z ∈ E as n → ∞,
where τ can be taken arbitrarily large.
With this last observation in mind, we then obtain by combining (5.34), Lemma
5.3, (5.42), (5.43) and (5.44) that
Fn(z) =Φn(z) +O(σn) +
∑
1≤k≤v : zk<E
αΛk−1,Mk(n)

u∑
k=1
CkAkei(n+Λk)Θk
z − zk + o(1)

+
∑
1≤k≤v : zk∈E
αrk−1,Mk(n)
Akrkmkei(n+rk)ΘkGrk−1,1,n(z)
(−1)rk−1ck
010
+ o(1)
 +O (n−τ) (5.45)
uniformly on z ∈ E as n → ∞, where τ can be taken arbitrarily large, the functions
Grk−1,1,n(z) are uniformly bounded on E and Grk−1,1,n(zk) = 1.
Taking into account that (rk,Mk) < (Λk,Mk), it is now clear that Theorem 2.3(a)
follows from (5.45).
It only remains to prove part (b) of Theorem 2.3. Let ǫ > 0 be such that
Dǫ(zk) ∩Dǫ(z j) = ∅ whenever zk , z j.
For this ǫ, choose δ > 0 such Lemma 5.1 holds, and choose σ with 0 < 1 − σ < δ such
that Lemma 5.2(c) holds.
By increasing σ toward 1 if necessary, we can assume that Γσ is such that for
every k = 1, 2, . . . , s, the elements of
{
φ1(zk), . . . , φη(zk)(zk)
}
\ {ωk} lie outside the circle
Tk ⊂ Dδ(ωk) centered at ωk with radius 1 − σ.
Now, think of z j as being fixed, so that by Lemma 5.2(c), the function
wnψ′(w)/
(
ψ(w) − z j
)
is analytic in the variable w on ext(Γσ)\
{
φ1(z j), . . . , φη(z j)(z j)
}
with a simple pole at each
φl(z j) < {ω1, . . . ,ωs} and residue [φl(z j)]n. Hence, we obtain from (1.3) that
Fn(z j) =
∑
φl(z j)<{ω1,...,ωs}
[φl(z j)]
n
+
∑
k : zk,z j
1
2πi
∫
ωk
σk
(
tnψ′
+
(t)
ψ+(t) − z j −
tnψ′−(t)
ψ−(t) − z j
)
dt
+
∑
k : zk=z j
1
2πi
,
Tk
tnψ′(t)dt
ψ(t) − z j +O(σ
n). (5.46)
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If k is such that zk = z j and λk ∈ {1, 2}, then as we have previously seen,
1
2πi
,
Tk
tnψ′(t)dt
ψ(t) − z j = λk(ωk)
n
+

αrk−1,Mk(n)
Akrkmkei(n+rk)Θk
(−1)rk−1ck
010
+ o(1)
, if ωk is relevant,
O (n−τ) , otherwise,
(5.47)
as n→∞.
If k is such that zk = z j and λk < {1, 2}, then we have in virtue of (4.3) and (4.5) that
for all υ > 0 small enough,
ψ(w) = z j + Aky
λk + ck020y
2λk +O
(
y2λk+υ
)
, if 0 < λk < 1,
ψ(w) = z j + Aky
λk + ck110y
1+λk + ck020y
2λk +O
(
y2λk+υ
)
, if 1 < λk < 2.
Hence, if 0 < υ < min{λk, 2 − λk} (< 1), then
ψ′(w)
ψ(w) − z j =
λk
y
+
ck
020
λky
λk−1
Ak
+O
(
yλk+υ−1
)
, if 0 < λk < 1,
ψ′(w)
ψ(w) − z j =
λk
y
+
ck
110
Ak
+
ck
020
λky
λk−1
Ak
+O
(
yλk+υ−1
)
, if 1 < λk < 2,
so that
1
2πi
,
Tk
tnψ′(t)dt
ψ(t) − z j = λk (ωk)
n
+
ck
020
λk
2πiAk
,
[σk,ωk]
tn(t − ωk)λk−1dt
+
,
[σk,ωk]
O
(
tn(t − ωk)λk+υ−1
)
dt
= λk (ωk)
n − αλk−1,0(n)
ck020ei(n+λk)Θk
Γ(−λk)Ak + o(1)
 . (5.48)
Then, coupling Lemma 5.3 with (5.46), (5.47) and (5.48) yields for every τ > 0
Fn(z j) =Φn(z j) +
∑
1≤k≤v : zk,z j
αΛk−1,Mk(n)
(CkAkei(n+Λk)Θk
z j − zk + o(1)
)
+
∑
1≤k≤v : zk=z j , λk∈{1,2}
αrk−1,Mk(n)
Akrkmkei(n+rk)Θk
(−1)rk−1ck
010
+ o(1)

−
∑
k : zk=z j , λk<{1,2}
αΛk−1,Mk(n)
ck020ei(n+λk)Θk
Γ(−λk)Ak + o(1)
 +O (n−τ) +O(σn). (5.49)
Theorem 2.1(c) follows immediately by comparing the terms in (5.49). 
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Proof of Theorem 2.4. Given a closed set E ⊂ (Ω ∪ L1) \ {z1, . . . , zs}, (∞ < E)5 let
E−11 := {w ∈ T1 : ψ(w) ∈ E}.
Then, to prove the theorem it suffices to show that there is an open set U ⊃ E−1
1
such
that φ has an analytic an univalent continuation to Ω ∪ U and formula (2.9) holds
uniformly in z ∈ E ∪U as n→∞.
The set
{
w ∈ T1 : ψ(w) ∈ L1 \ {z1, . . . , zs}
}
is the union of finitely many pairwise dis-
joint open circular arcs J1, J2, . . . , Js′ . Let e1, e2, . . . , es′′ be those points ofT1 that happen
to be an endpoint of some Jl. Fix 0 < ǫ < dist (E, {z1, . . . , zs}), and for this ǫ choose
a number δ for which Lemma 5.1 holds. We can assume δ is so small that the disks
Dδ(e1), . . . ,Dδ(es′′ ) are pairwise disjoint and for every ek < {ω1, . . . ,ωs}, the analytic
continuation of ψ to Dδ(ek) satisfies
i) ψ (Dδ(ek)) ⊂ C \ E.
Let J∗
l
:= Jl \ ∪s′′k=1Dδ(ek) (1 ≤ l ≤ s′). Choose σ such that 1 − δ < σ < 1/σ < 1 + δ and
Lemma 5.2 holds. Let
Oδ,σ :=
{
w : σ < |w| < 1/σ, w < ∪s′′l=1Dδ(el), w < ∪sk=1Dδ(ωk)
}
and let Ol
δ,σ
(1 ≤ l ≤ s′) be the unique open component of Oδ,σ that contains points of
the arc J∗
l
. Since ψ(J∗
l
) ⊂ L1, ψ
(
T1 \ J∗l
)
∩ ψ
(
J∗
l
)
= ∅ for all 1 ≤ l ≤ s′, and therefore, if σ
was taken sufficiently close to 1, then for 1 ≤ l ≤ s′,
ii) ψ
(
Ol
δ,σ
)
∩ ψ
(
Oδ,σ \Olδ,σ
)
= ∅ and ψ
(
Ol
δ,σ
∩D1
)
⊂ G .
It follows from ii) that ψ is univalent on ∆1 ∪s′′k=1 Olδ,σ, and consequently, φ has an
analytic and univalent continuation to Ω ∪ ψ
(
∪s′′
k=1
Ol
δ,σ
)
. Let V ⊂ ∪s′′
l=1
Ol
δ,σ
be an open
set containing E−1
1
, such thatU := ψ(V) intercepts neither∪s
k=1
Dǫ(ωk) nor∪s′′l=1ψ(Dδ(el)).
Then, from Lemma 5.2(a), i) and ii) above, we see that for every z ∈ E ∪ U, φ(z) ∈
ext(Γσ), and the function w
nψ′(w)/
[
ψ(w) − z] is analytic in the variable w on ext(Γσ) \{
φ(z)
}
with a simple pole at φ(z) and residue [φ(z)]n. Moreover, it has continuous
boundary values on Γσ \ {ω1, . . . ,ωs} and, by (4.1) and (4.2), for every k = 1, 2, . . . , s,
ψ′(w) = O
(
(w − ωk)λk−1
)
as w → ωk, so that from (1.3) and the residue theorem we
obtain
Fn(z) = [φ(z)]
n
+
1
2πi
,
Tσ
tnψ′(t)dt
ψ(t) − z +
s∑
k=1
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt
uniformly in z ∈ E ∪U as n→∞. The theorem follows from this and Lemma 5.3. 
Proof of Theorem 2.5. Let E ⊂ L2 \ {z1, . . . , zs} be an analytic arc and let 0 < ǫ <
dist (E, {z1, . . . , zs}). For this ǫ, choose δ > 0 such that Lemma 5.1 holds. Note that E is
a subarc of a larger analytic arc F ⊂ L2 with all points of E being interior points of F.
Notice also that the set {w ∈ T1 : ψ(w) ∈ E} consists of two disjoint closed circular arcs
contained in T1 \ {ω1, . . . ,ωs}, that we denote by E−11 , E−12 .
5See remark at the beginning of the proof of Theorem 2.3.
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By the Schwarz reflection principle, we can find disjoint open sets V1 ⊃ E−11 ,
V2 ⊃ E−12 , such that ψ has an analytic continuation from ∆1 to ∆1 ∪ V1 ∪ V2, which
satisfies
(i) ψ is univalent on each Vi, i = 1, 2,
ψ(V1) = ψ(V2) ⊂ C \ ∪sk=1Dǫ(zk), (5.50)
and
ψ(V1 ∩D1) = ψ(V2 ∩ ∆1) ⊂ Ω, ψ(V1 ∩ ∆1) = ψ(V2 ∩D1) ⊂ Ω.
Hence,
ψ (∆1 \ (V1 ∪V2)) ∩ ψ(V1) = ∅. (5.51)
Also, if Y := T1 \
(
V1 ∪ V2 ∪sk=1 Dδ(ωk)
)
, then ψ(Y) is a closed set disjoint from E,
and we can find a neighborhoodWY of Y and open sets V
′
1
, V′
2
(ii) Y ⊂WY, E−11 ⊂ V′1 ⊂ V1, E−12 ⊂ V′2 ⊂ V2, ψ(V′1) = ψ(V′2), (V′1 ∪V′2)∩Y = ∅, and the
analytic continuation of ψ from ∆1 to ∆1 ∪WY satisfies
ψ(WY) ∩ ψ(V′1 ∪V′2) = ∅. (5.52)
Then, the setsWY, V1, V2, Dδ(ω1),Dδ(ω2), . . . ,Dδ(ωs), form an open covering of T1,
and we can find σwith 0 < 1 − σ < δ, such that Lemma 5.2(a) holds and
{w : σ ≤ |w| < 1} ⊂WY ∪ V1 ∪ V2 ∪
(
∪sk=1Dδ(ωk)
)
.
Let V′′
1
and V′′
2
be two open sets of the form
V′′1 = {ρ1 < |w| < 1/ρ1 , α1 < arg(w) < β1},
V′′2 = {ρ2 < |w| < 1/ρ2 , α2 < arg(w) < β2},
such that
E−11 ⊂ V′′1 ⊂ V′1 ∩ ext(Γσ), E−12 ⊂ V′′2 ⊂ V′2 ∩ ext(Γσ),
and let U := ψ(V′′
1
) ∩ ψ(V′′
2
), so that E ⊂ U ⊂ ψ(V1).
If z ∈ U and ψ(w) = z for some w ∈ ∆σ, then by (5.1) and (5.50) we must have
w ∈ WY ∪ (∆1 \ (V1 ∪ V2)) ∪ V1 ∪ V2. But, since U ⊂ ψ(V′1) ⊂ ψ(V1), (5.51) and (5.52)
imply that indeed w ∈ V1 ∪ V2. Since ψ is one-to-one on each Vi, i = 1, 2, and
V′′
1
⊂ V1 ∩ ext(Γσ), V′′2 ⊂ V1 ∩ ext(Γσ), we conclude that w must belong to V′′1 ∪ V′′2 .
Hence, if z ∈ U and wz,1 ∈ V′′1 , wz,2 ∈ V′′2 are such that ψ(wz,1) = ψ(wz,2) = z, then the
function (ψ(w)−z)−1 is analytic on ext(Γσ)\{wz,1,wz,2}, with simple poles atwz,1,wz,2 and
continuous boundary values on Γσ. Then again, from (1.3) and the residue theorem
we obtain
Fn(z) = (wz,1)
n
+ (wz,1)
n
+
1
2πi
,
Tσ
tnψ′(t)dt
ψ(t) − z +
s∑
k=1
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt
(5.53)
uniformly in z ∈ U as n→∞.
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Now, let φ+, φ− be, respectively, the inverse functions of ψ|V′′
1
, ψ|V′′
2
. Then both φ+,
φ− are defined on U and for z ∈ U, φ+(z) = wz,1, φ−(z) = wz,2. But, by the Schwarz
reflection principle, if
U+ := ψ(V′′1 ∩ ∆1) ∩ ψ(V′′2 ∩D1) ⊂ Ω, U− := ψ(V′′2 ∩ ∆1) ∩ ψ(V′′1 ∩D1) ⊂ Ω,
then U+ is the reflection of U− about E and φ± is the analytic continuation of φ|U±
across E to all of U. The theorem follows from (5.53) and Lemma 5.3. 
Proof of Theorem 3.9. In this particular case, ψ(w) = (ws + 1)1/s and
ωk = e
i(2k−1)π/s , zk = 0, λk = 1/s ∀ k ∈ {1, . . . , s}.
Let the compact set E ⊂ G = {z : |zs − 1| < 1} be given, fix ǫ with 0 < ǫ <
dist(E, {z1, . . . , zs}), and for this ǫ choose δ satisfying Lemma 5.1. Then, as shown in the
proof of Theorem 2.1, for every 1 − δ < σ < 1 sufficiently close to 1, we have
Fn(z) = O(σn) +
s∑
k=1
1
2πi
∫
ωk
σk
(
tnψ′+(t)
ψ+(t) − z −
tnψ′−(t)
ψ−(t) − z
)
dt (5.54)
uniformly in z ∈ E as n→∞.
Notice that ψ(w) = e−2πik/sψ
(
we2πik/s
)
for k = 1, . . . , s. Then, from identity (5.14) if
N = 2s − lwe get that for n = sm + l (1 ≤ l ≤ s − 1), then
∫
ωk
σk
tnψ′±(t)dt
ψ±(t) − z = −
2s−l∑
j=1
z− j
∫
ωk
σk
tnψ′±(t)
[
ψ±(t)
] j−1 dt + ∫ ωk
σk
tnψ′±(t)
[
ψ±(t)
]2s−l dt
z2s−l
[
ψ±(t) − z] .
Hence,
s∑
k=1
∫
ωk
σk
tnψ′±(t)dt
ψ±(t) − z = −
2s−l∑
j=1

s∑
k=1
e2π i(k−1)(n+ j)/s
 z− j
∫
ω1
σ1
tnψ′±(t)
[
ψ±(t)
] j−1 dt
+
∫
ω1
σ1
O
(
tn(t − ω1)(s−l+1)/s
)
dt
= −zl−s
∫
ω1
σ1
tnψ′±(t)
[
ψ±(t)
]s−l−1 dt +O (α(s+1−l)/s,0(n))
−zl−2s
∫
ω1
σ1
tnψ′±(t)
[
ψ±(t)
]2s−l−1 dt. (5.55)
Now,
(ws + 1)1/s = s1/seiπ(s−1)/s
2
(w − ω1)1/s
[
1 +
(s − 1)e−iπ/s(w − ω1)
2s
+O
(
(w − ω1)2
)]
,
and therefore,
ψ′(w)[ψ(w)]s−l−1 = s−l/seiπ(s−1)(s−l)/s
2
[
(w − ω1)−l/s + (s − 1)(2s − l)(w − ω1)
(s−l)/s
2seiπ/s
+O
(
(w − ω1)(2s−l)/s
)]
(5.56)
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and
ψ′(w)[ψ(w)]2s−l−1 = s(s−l)/seiπ(s−1)(2s−l)/s
2
(w − ω1)(s−l)/s +O
(
(w − ω1)(2s−l)/s
)
. (5.57)
Theorem 3.9 is then obtained after somewhat lengthy computations by combining
(5.54), (5.55), (5.56), (5.57), (5.19) and (5.20). 
We conclude this section with the proof of (2.4).
Proof of (2.4). Weshall prove the equivalent statement that for any two integersn, m ≥
0 and real β > −1,
αβ,m(n) =
Γ(β + 1)n!(− log(n + β + 1))m
[
1 + εβ,m(n)/ log(n + β + 1)
]
Γ(n + β + 2)
, (5.58)
where εβ,m(n) = O(1) as n → ∞. The proof is by induction on m. For m = 0, (5.58)
is trivially satisfied with εβ,m(n) ≡ 0. Assume that (5.58) is also true for some m ≥ 0.
Integrating by parts we obtain
αβ,m+1(n) =
nαβ+1,m+1(n − 1)
β + 1
− (m + 1)αβ,m(n)
β + 1
.
Since, αβ+1,m+1(n − 1) = αβ,m+1(n − 1) − αβ,m+1(n), this gives
αβ,m+1(n) =
nαβ,m+1(n − 1)
n + β + 1
− (m + 1)αβ,m(n)
n + β + 1
. (5.59)
By iterating (5.59) and from the induction hypothesis we then obtain
αβ,m+1(n) =
Γ(β + 2)n!αβ,m+1(0)
Γ(n + β + 2)
− (m + 1)
n∑
j=1
Γ(i + β + 1)n!αβ,m(i)
Γ(n + β + 2)i!
=
Γ(β + 1)n!(m + 1)
Γ(n + β + 2)(−1)m+1
 m!(β + 1)m+1 +
n∑
j=1
(
log( j + β + 1)
)m
j + β + 1
+
n∑
j=1
εβ,m( j)
(
log( j + β + 1)
)m−1
j + β + 1
 . (5.60)
Then, the validity of (5.58) follows immediately from (5.60) and the fact that for all
m ≥ 0,
n∑
j=1
(log( j + β + 1))m
j + β + 1
=
∫ n
1
(
log(x + β + 1)
)m dx
x + β + 1
+O(1)
=
(log(n + β + 1))m+1
m + 1
+O(1)
as n→∞. 
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6 Proofs of the zero results
Proof of Corollary 3.2. Suppose there is a compact set E ⊂ G and a subsequence
{n j} ⊂ N such that F∗n j(z) has more that J−1 zeros on E counting multiplicities, where J
is the number of corners of L (J ≤ s). By assumption A.3 (and extracting a subsequence
from {n j} if needed), we can assume that {F∗n j} converges locally uniformly on G to a
nonzero rational function R(z) with denominator having degree no larger than J − 1.
By Hurwitz’s Theorem, there is an open set U ⊃ E such that for all j large enough, F∗n j
and R(z) have the same number of zeros on U, contradicting our assumption.
We now show that νn
∗−→ µ, for which we use standard arguments. By Helly’s
selection theorem [19, Thm. 1.3], from every subsequence of {νn}n≥1 it is possible to
extract another subsequence converging in the weak*-topology to a measure µ. Thus,
to finish the proof, it suffices to show that every such limit measureµ is the equilibrium
measure µL of L.
Then, suppose νn j
∗−→ µ as j→∞, so that by Corollary 3.1 andwhatwe just proved
above, µmust be supported on L. Let us denote by Uα(z) the logarithmic potential of
the measure α, that is,
Uα(z) :=
∫
log
1
|z − t|dα(t).
Then, if κn denotes the leading coefficient of Fn, then κn = [φ′(∞)]n, and we obtain
from (3.1) and the fact that νn j
∗−→ µ, that for all z ∈ Ω
Uµ(z) = lim
j→∞
U
νnj (z) = lim
j→∞
1
n j
log
κn j
|Fn j(z)|
= log |φ′(∞)/φ(z)| .
On the other hand, it is not difficult to see from the definition of µL in (3.6) that for all
z ∈ Ω, UµL(z) = log |φ′(∞)/φ(z)|. Hence, µ and µL are two measures supported on L
whose logarithmic potential coincide on Ω, which in view of Carleson’s theorem [19,
Thm. 4.13] forces µ = µL. 
Proof of Theorem 3.4 . Suppose that for some subsequence {nν}ν≥1 ⊂N,
Hnν(z) =
u∑
k=1
Aˆke
2πinνθk
z − zk → f (z) as ν→∞.
By extracting a subsequence if necessary, we may assume that for some fixed ℓ ∈
{1, . . . ,q}, nν = qmν + ℓ with mν ∈ N, and by the compacity of T1, that for some real
numbers α2, . . . , αu∗
lim
ν→∞ e
2πirkjnνθ j = e2πirkjα j , 1 ≤ k ≤ u, 2 ≤ j ≤ u∗,
so that by (3.7), f must have the form (3.8).
Conversely, we now show that given an integer ℓ ∈ {1, . . . ,q} and arbitrary real
numbers α2, . . . , αu∗ , it is possible to choose a subsequence {nν}ν≥1 such that
lim
ν→∞ e
2πinνθk = e
2πi
(
nνpk
qk
+
∑u∗
j=2 rkjnνθ j
)
= e
2πi
(
ℓpk
qk
+
∑u∗
j=2 rkjα j
)
, 1 ≤ k ≤ u. (6.1)
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For this, we first observe that given arbitrary real numbers χ2, . . . , χu, it is always
possible to find a subsequence {mν}ν≥1 ⊂N such that
lim
ν→∞ e
2πirkjqmνθ j = e2πirkjqχ j , 1 ≤ k ≤ u, 2 ≤ j ≤ u∗. (6.2)
In effect, consider the set of linear forms in the variable x{
rkjqθ jx : 1 ≤ k ≤ u, 2 ≤ j ≤ u∗
}
,
and suppose βkj, 1 ≤ k ≤ u, 2 ≤ j ≤ u∗, are integers such that
∑
k, j
βkjrkjqθ jx = x
u∗∑
j=2

u∑
k=1
βkjrkjq
θ j
is a linear form whose coefficient is an integer. Then, by the linear independence of
the numbers 1, θ2, . . . θu∗ , we must have
∑u
k=1 βkjrkjq = 0 for every 2 ≤ j ≤ u∗. Hence,
for an arbitrary collection of real numbers χ2, . . . , χu∗ , we have
∑
k, j βkjrkjqθ jχ j = 0, and
so by Kronecker’s theorem [2, Chap. III, Thm. IV.], it is possible to find a subsequence
{mν}ν≥1 satisfying (6.2).
Then, choose a subsequence {mν}ν≥1 satisfying (6.2)withχ j = (α j−ℓθ j)/q, 2 ≤ j ≤ u∗.
Then, (6.1) is satisfied by the subsequence nν := qmν + ℓ, ν ∈N.
It only remains to prove that there is a rational function f of the form (3.8) that is not
identically zero. Assume without loss of generality that the set {k : zk = z1, 1 ≤ k ≤ u}
consists of the numbers 1, 2, . . . , u′ for some u′ ≤ u. It suffices to show that it is
impossible to have
u′∑
k=1
Aˆke
2πi
(
ℓpk
qk
+
∑u∗
j=2 rkjα j
)
= 0, ℓ ∈ {1, . . . ,q}, α2, . . . , αu∗ ∈ R. (6.3)
Assume, on the contrary, that this is the case. Since Aˆ1 , 0 and r1 j = 0 for all 2 ≤ j ≤ u∗,
we must obviously have rkj = 0 for all 1 ≤ k ≤ u′, 2 ≤ j ≤ u∗, and consequently,
θk =
pk
qk
, k = 1, 2, . . . , u′.
Let q′ ≤ q be the least common multiple of the denominators q1, q2, . . . , qu′ , and
for k = 1, 2, . . . , u′, set p′
k
:= pkq
′/qk, so that 1 ≤ p′k ≤ q′, and since θ1, θ2, . . . , θu′ are
pairwise distinct, so are the numbers p′
1
, p′
2
, . . . , p′u′ , and therefore u
′ ≤ q′. Then, by
(6.3) we must have
u′∑
k=1
Aˆk
(
e2πiℓ/q
′)p′k
= 0 ∀ ℓ ∈ {1, . . . , q′}.
But this homogenous system of linear equations with unknowns Aˆk’s has only the
trivial solution, since the Vandermonde matrix
(
al,m
)
1≤ℓ,m≤q′ , al,m =
(
e2πi ℓ/q
′)m
, is non-
singular. This contradicts that all the Aˆk’s are nonzero. 
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Proof of Corollary 3.5. By Theorem3.4, there is a subsequence {n j} ⊂N such that {F∗n j}
converges locally uniformly on G to a nonzero rational function. Then, proceeding
exactly as in the proof of Corollary 3.2, we find that νn j
∗−→ µL as j→∞. 
Proof of Corollary 3.7 . This is just a straightforward consequence of Theorem3.4 and
Hurwitz’s theorem, therefore, we omit it. 
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