Abstract. For Toeplitz operators on bounded symmetric domains of arbitrary rank, we define a Hilbert quotient module corresponding to partitions of length 1 and prove that it belongs to the Macaev class L n,∞ . We next obtain an explicit formula for the Dixmier trace of Toeplitz commutators in terms of the underlying boundary geometry.
Then K = Aut(Z) is the linear group of all triple automorphisms of Z. Let S be the Shilov boundary of D. Since K acts transitively on S, there exists a unique K−invariant probability measure ds on S. Denote by L 2 (S) the space of L 2 -integrable functions, with inner product (f |g) S := S ds f (s) g(s), (1.1) and define the Hardy space H 2 (S) = {ψ ∈ L 2 (S) : ψ holomorphic on D}.
For a bounded function f , define the Toeplitz operator T f ψ = P H 2 (S) (f ψ) ∀ψ ∈ H 2 (S).
In previous work [23, 24] it was shown that Toeplitz operators T f with smooth symbol function f ∈ C ∞ (S), acting on H 2 (S), generate a C * -algebra T (S) which is not essentially commutative (if r > 1) but has a composition series K = I 1 ⊂ I 2 ⊂ · · · ⊂ I r ⊂ T (S) = I r+1 , starting with the compact operators K, such that the subquotients I k+1 /I k are essentially commutative. More precisely, there is a stable isomorphism
where S k denotes the K-homogeneous manifold of all 'tripotents' of rank k. (Similar results hold for Toeplitz operators on weighted Bergman spaces over D, as shown in [26] .) An element c ∈ Z such that {cc * c} = c is called a tripotent. Every tripotent induces a Peirce decomposition
c , where Z α c := {z ∈ Z : {cc * z} = 2αz}. The Peirce 2-space is a Jordan * -algebra with unit element c and involution z → {cz * c}. The self-adjoint part X c ⊂ Z 2 c is a so-called euclidean Jordan algebra [14] . Let (z|w) denote the K-invariant inner product normalized by the condition (c|c) = 1 for each minimal tripotent c ∈ Z. Let P(Z) be the algebra of all (holomorphic) polynomials on Z, endowed with the K-invariant Fischer-Fock inner product for all p, q ∈ P(Z). By [14, 25] the natural action of K on P(Z) induces a multiplicity-free Peter-Weyl decomposition P(Z) = λ P λ (Z), (1.3) where λ = λ 1 ≥ . . . ≥ λ r ≥ 0 runs over all integer partitions of length ≤ r. The decomposition (1.3) is orthogonal under (1.2). We let N r + denote the set of all such partitions. As usual we will identify partitions that differ only by zeros. Then for 1 ≤ ℓ ≤ r and k ∈ N repeated ℓ times. Choose a frame e 1 , . . . , e r of minimal tripotents. The associated joint Peirce decomposition [19] defines two numerical invariants a, b for Z such that
For the Hilbert unit ball (r = 1) we put a = 2 and b = d − 1. Thus b = 0 only for the unit disk. In case b = 0 the Jordan triple Z is actually a Jordan algebra with unit element e := e 1 + · · · + e r .
In this case Z carries a Jordan determinant N = N r which is normalized by N (e) = 1. For 1 ≤ ℓ ≤ r denote by N ℓ the Jordan determinant polynomial for the Peirce 2-space Z (ν + i − 1). By [23, 14] the inner products (1.2) and (1.2) are related by (p|q) S = 1 (ρ) λ (p|q) Z , ∀ p, q ∈ P λ (Z). for integers 0 ≤ b ≤ m, the assertion follows from [23] or (for tube domains) [14, Proposition XI.4.3] .
For any partition λ let P λ : P(Z) → P λ (Z) (1.8) denote the orthogonal projection. If f u (z) = (z|u) is a linear functional associated with u ∈ Z, we simply write T u := T fu . Moreover, u ∂ denotes the directional derivative. By [23, Theorem 2.11] we have
for all q ∈ P λ (Z), where It is clear that S is closed under taking finite sums and products of sequences. S + is also closed under taking quotients.
Proof. In terms of the falling Pochhammer symbol (m)
Since each factor belongs to S + , the assertion follows.
Proof. Consider the Peirce 2-spaceZ = Z 2 e1+...+e ℓ of rank ℓ and putρ = 1 + a 2 (ℓ − 1). Using N λ = N k ℓ N λ−k ℓ and applying (1.5) to S ⊂ Z andS ⊂Z, we obtain for φ ∈ P(Z)
Since φ is arbitrary, it follows that
We have
Applying (1.10) to Z andZ, the assertion follows.
We will now consider partitions (m, 0, . . . , 0) = m of length 1, with projection P m : H 2 (S) → P m (Z). Here P m (Z) is spanned by the K-orbit of the conical polynomial N m 1 . As shown in [24] , the projection
on H 2 (S) belongs to the Toeplitz C * -algebra T (S). For a partition λ choose an orthonormal basis p i ∈ P λ (Z), for the inner product (1.2). Then
is a K-invariant operator, independent of the choice of orthonormal basis. Since the decomposition (1.3) is multiplicity-free, every K-invariant operator T on P(Z) (or H 2 (S)) is a 'diagonal' operator. Define
Proof. For φ ∈ P n,0 (Z) the non-zero components of pφ correspond to signatures µ obtained from λ by adding a horizontal n-strip [22, Proposition 5.3] . Thus
It follows that (φ|T * p N m,β ) S = (p φ|N m,β ) S is non-zero only if µ = (m, β) satisfies the above condition, which leads to β ≤ λ ≤ (m, β).
by Lemma (1.5), it follows that 12) where
Proof. The proof is by induction on the length ℓ ≤ r of λ. Put k := λ ℓ > λ ℓ+1 = 0. Then γ := λ − k ℓ has length < ℓ. Consider the Peirce 2-spaceZ := Z 2 e1+...+e ℓ of rank ℓ. We may assume that a subfamily
For i ∈ I \Ĩ we have T * pi N m,λ ′ = 0 since p i belongs to the ideal generated byZ ⊥ . It follows that
Now consider the K-invariant operator
where q j , j ∈ J is an orthonormal basis of P γ (Z). We may assume that q i , i ∈Ĩ are a subfamily of J.
As above, we have T
Since γ has length < ℓ, the induction hypothesis implies that
Hilbert submodule and sub-Toeplitz operators
The Hilbert sum
will be called the sub-Hardy space. For smooth symbols f ∈ C ∞ (S) define the sub-Toeplitz operator S f := P f P = P T f P as a bounded operator on H 2 1 (S). Let A be the * -algebra generated by S p for polynomial symbols p ∈ P(Z). For p, q ∈ P(Z) we have S p S q = S pq since P T q P ⊥ = 0. Thus it often suffices to consider linear symbols z → (z|u) for some u ∈ Z. We denote by S u the corresponding operators.
The proof is based on the following Lemma.
Lemma 2.2. Let µ be a partition and q ∈ P µ (Z). Then we have for u ∈ Z and each h ∈ P n,0 (Z),
Proof. Write hq = λ P λ hq. The partitions λ occurring here satisfy λ ≥ µ and hence
Hence i = j and therefore λ = µ + n [1] . This argument shows
We next show that 
More generally,
Note the components λ = (m, 0) occurring here satisfy λ
We have hq = λ P λ hq, where λ ≥ µ and the skew-partition λ − µ is a horizontal n-strip.
and in addition all terms with |λ
With (2.4),(2.5), (2.6) and (2.7), we obtain
Applying Theorem (2.1) we obtain
For β ∈ N r−1 + , consider the projections
Let Q j := ⊕ λ1=j P λ (Z) be the eigenvector subspace (and denote the corresponding projection by the same notation) for Λ with eigenvalue j. Then we have the orthogonal decomposition H 2 (S) = ⊕ j∈N Q j . We call an operator T of finite propagation if there exists a positive number l such that
Lemma 2.5. Suppose the operator T has the finite propagation property. If T Λ 2 is bounded, then Λ 2 T and T * Λ 2 are also bounded.
Proof. By assumption, we have that T = ⊕ −l≤i≤l T i for some number l, where
is an operator of degree i. By grading, one sees that each Λ 2 T i is bounded iff there exists a constant C i such that T i p ≤ C i p j 2 for any index j and p ∈ Q j . Indeed, if such C i exists, then for any p = ⊕ j p j ,
Using the fact that T Λ 2 is bounded, for each j and p ∈ Q j , we have
Let C denote the * -algebra generated by T p with polynomial symbol p, and 
It is easy to check that operators in C have the finite propagation property. Therefore Lemma (2.5) implies that B and B Λ are invariant under taking adjoints.
Lemma 2.6. B is an ideal in C. Moreover,
Proof. For the first assertion it suffices to show that BT u ∈ B whenever B ∈ B. Define a bounded operator R u by
For the second assertion it suffices to show that [T u , (Λ + t)
With the previous notation, we have
Lemma 2.7. B Λ is a (non-unital) * -algebra and an A-bimodule, i.e.,
Proof. We only show that B Λ A ⊂ B Λ . Indeed, for A ∈ A, B ∈ B, and u ∈ Z, we have
Since AS u ∈ A, it follows that A(Λ + 1)
′ is diagonal, and Proposition (1.6) implies that
where B ∈ B and c λ > 0. It follows that
Since B is an ideal in C and
where B ′′ ∈ B. Since P T * p A λ T q P ∈ A by Corollary (2.3), the assertion follows.
Proof. In view of Lemma (2.7) it suffices to show that [S * u , S v ] ∈ B Λ . We may suppose that Z has rank r > 1. By definition,
By (1.9) we have
Thus Proposition (2.8) implies that P u ∂ P 1 T v P ∈ A + B Λ , and the assertion follows.
Proof. Since the latter set contains S u , S * v , it suffices to show that it is invariant under multiplication by S u , S * v . By Proposition (2.9) we have [S * u , S p ] ∈ B Λ and [S * q , S v ] ∈ B Λ . With Lemma (2.7), the assertion follows.
The following technical lemma will be used in the next section.
Proof. By Lemma (1.4), we have
for some polynomials p i , q i and B 0 = A 1 (Λ + 1) −1 + B 1 ∈ B Λ with A 1 ∈ A, B 1 ∈ B. Using Lemma (2.10) for A 1 again, there exist polynomials φ j , ψ j and B 2 ∈ B Λ such that
where B ∈ B. It follows that
Since 
First main theorem
Theorem 3.1. Let f ∈ P(Z × Z) be a real-analytic polynomial. Then S f ∈ A + B Λ .
The proof is based on a lengthy induction argument. We may assume that f = p q for some p, q ∈ P(Z). Let A i,j denote the set of all operators P T * p T q P, where deg p ≤ i, deg q ≤ j. For a given k we consider the following assumption A i,j ⊂ A + B Λ whenever min(i, j) < k.
(3.1)
We now proceed via a sequence of 'claims' which are proved under this assumption.
Claim
and hence
By Lemma (2.11) and Lemma (1.3), we have that 
where we set a 
Proof. We use induction on |β|. The case β = 0 is trivial. Assume (3.3) holds for all β with |β| < j < k. Let β satisfy |β| = j. Then Claim (3.2) implies
where B β ∈ B, and α < β means that α ≤ β and α = β. Now consider the diagonal operator
S is non-zero only if λ = β, since β ≤ λ and |β| = j = |λ|. Therefore ≥ c > 0. For any |α| < |β| = j, the induction hypothesis implies
where B α ∈ B. Plugging into (3.4) we obtain
It is easy to see that this expression has the desired form.
Λ+1 , C ⊂ B and B is an ideal in C. Therefore Claim (3.3) implies P T * p P β T q P ∈ A + B Λ .
Claim 3.5. Under the assumption (3.1), for T ∈ C and q ∈ P(Z) of degree i < k there exists B ∈ B such that
commutes with each P β , it suffices to consider P T P
satisfying |β| ≤ i. By Claim (3.3) we have
where B 1 , B 2 ∈ B. Since B ⊂ C is an ideal and C contains P T, [T * u , T v ], A α , A γ , T q P, the assertion follows.
Claim 3.6. The assumption (3.1) implies
Proof. We prove (3.5) by induction on h = max(deg φ, deg ψ) < k. For h = 0, we have
u P, where P T * u T v P ∈ A 1,1 ⊂ A + B Λ by Claim (3.4), and P T v P T * u P ∈ A. For the induction step, let φ, ψ be polynomials with deg φ ≤ h = deg ψ < k, and we may assume that (3.5) holds in the case of the maximal degree less than h. Then
By the assumption (3.1), we have P T * φ T vψ P ∈ A h,h+1 ⊂ A+B Λ , and using Claim (3.4) also P T * φu T vψ P ∈ A h+1,h+1 ⊂ A + B Λ . For the third term we may assume that ψ = v h−1 · · · v 0 for some linear functions
If p, q, ξ, η are polynomials of degree ≤ i < h we have
T p P ∈ A h,h and P T * η T vi−1···v0 P ∈ A i,i , and the induction hypothesis implies P T *
whenever |α| ≤ i and |ρ| ≤ i. Now the assertion follows from Claim (3.5)
The proof of Theorem (3.1) can now be completed as follows. Since A * m,n = A n,m , it suffices to show that
We prove (3.6) by induction over k ≥ 0. The case k = 0 is trivial. For the induction step, let k > 0 and suppose that A h ⊂ A + B Λ whenever h < k. This is precisely the assumption (3.1). We prove that
by induction over ℓ ≥ k. By Claim (3.4) we have A k,k ⊂ A + B Λ . For the induction step assume that A ℓ,k ⊂ A+ B Λ for some ℓ ≥ k. Passing to ℓ + 1, consider polynomials φ, ψ with deg φ ≤ ℓ and deg ψ = k. Then we have for any linear function u
By the induction hypothesis we have P T * φ T ψ P ∈ A ℓ,k ⊂ A + B Λ . For the second term, we may assume that ψ = v k−1 · · · v 0 for some linear functions v i . Then
If p, q, ξ, η are polynomials of degree ≤ i < k we have
since the assumption (3.1) implies that A+B Λ contains P T * φ T v k−1 ···vi+1 T p P ∈ A ℓ,k−1 and P T * η T vi−1···v0 P ∈ A i,i , and Claim (3.6) implies P T *
whenever |α| ≤ i and |γ| ≤ i. With Claim (3.5), it follows that P T * φ [T * u , T ψ ]P ∈ A + B Λ . Therefore A ℓ+1,k ⊂ A + B Λ , completing the induction proof of (3.6).
Smooth extension and Dixmier trace
Let K denote the compact operators. By definition [6] we have
for n > 1, and
Here µ 1 (T ) ≥ µ 2 (T ) ≥ · · · are the singular values of T. We will apply these concepts to the Hilbert space H Proof. For any partition λ it follows from [23, Lemma 2.7 and Lemma 2.6] that
for some constant c > 0 independent of m. Since (Λ+1) −1 has the eigenvalues 1/(1+m), with eigenspace P m (Z), this estimate implies that the partial sum
where µ i (T ) is the i-th eigenvalue of T. This implies the assertion since, for n > 1, T ∈ L n,∞ iff {j (1/n−1) S j (T ) : j ≥ 1} is a bounded sequence [6] .
Since S f , S g ∈ A + B Λ by Theorem (3.1), the assertion follows.
It is well known [6] that T i ∈ L pi,∞ and
. . f n , g n ∈ P(Z × Z) be real-analytic polynomials. Then
The trace class L 1 is a proper subspace of L 1,∞ . For T ∈ L 1,∞ the Dixmier trace, denoted by tr ω (T ), depends a priori on a choice of positive functional ω on l ∞ (N) vanishing on c 0 (N). For the so-called measurable operators T the value tr ω (T ) is independent of ω. More precisely, for a positive operator T,
whenever the limit exists. It also satisfies the tracial property
and tr ω (T ) = 0 if T ∈ L 1 . We refer the reader to [6] for more details.
In order to determine the Dixmier trace of the operators (4.2) we consider the algebraic variety
, which has (complex) dimension dim Z 
Proof. It suffices to show that I(Z
. By Schur orthogonality the orthogonal projection P λ is given by
for all f ∈ P(Z), where φ α ∈ P λ (Z) is an orthonormal basis. It follows that the K-invariant ideal I(Z
By the above, we may assume that f ∈ P m (Z) for some m ≥ 0. By irreducibiliy, it follows that P m (Z) ⊂ I(Z
is a strictly pseudo-convex domain (singular at the origin), with a K-homogeneous smooth boundary S 1 = {c : {cc * c} = c, rank(c) = 1} consisting of all minimal tripotents. Denote by L 2 (S 1 ) the L 2 -space with respect to the K-invariant measure. The Hardy space H 2 (S 1 ) is the closure of the algebra P(Z) of all polynomials on Z, restricted to S 1 . Since N ℓ | S1 = 0 for each ℓ ≥ 2, it follows that
wheref = f | S1 denotes the restriction.
Hence the transformation U :
is unitary.
Proof. Let X be the self-adjoint part of the Peirce 2-space Z 2 e of full rank r [14] . For any partition λ ∈ N r + , the associated spherical polynomial φ λ on X ⊂ Z, normalized by φ λ (e) = 1 [14] , is given by
for all t ∈ X ℓ ⊂ X, where φ λ ℓ is the spherical polynomial for the self-adjoint part X ℓ of the Peirce 2-space Z 2 e1+...e ℓ . Let Ω ℓ ⊂ X ℓ be the strictly positive cone, and let t ∈ Ω ℓ be fixed. By Schur orthogonality [7, Theorem 14.3 .3], we have
for all λ, µ ∈ N ℓ + and z, w ∈ Z. Applying this identity to ℓ = r, t = e and ℓ = 1, t = e 1 , resp., the assertion follows.
LetT f denote the Toeplitz operators
Proof. For each p ∈ P m (Z) we have
Thus we have
. This implies the first assertion. For the second assertion [11] ) and (Λ + a/2) −1 belong to L n,∞ .
To consider general symbols, we need the following algebraic lemma.
Lemma 4.7. Suppose that the given operators
Corollary 4.8. For polynomials p, q, φ, ψ, we have
Proof. Apply Lemma (4.7) and Proposition (4.6).
Every f ∈ C ∞ (S) has a Poisson integral extensionf ∈ C ∞ (D), which is harmonic in the sense that it is annihilated by the so-called Hua operators [17, 21] . For any non-zero tripotent c ∈ S k there exists a continuous extension, again denoted byf , onto the boundary component c + D c . This extension is given byf (c + ζ) = f Proof. Let h(z) = pq(z) be the Poisson extension of p(s)q(s). For all ζ ∈ S c , we have c + ζ ∈ S and hence
Since h c (ζ) is harmonic, the mean value property applied to the Peirce 0-space Z c yields
Heref is the Poisson extension restricted to S 1 .
Proof. Without loss of generality we may suppose that f = pq for p, q ∈ P(Z). By Theorem (3.1), Proposition (2.9) and Lemma (2.10), there exist B ∈ B Λ and finitely many p i , q i ∈ P(Z) such that
By the definition of B Λ , Proposition (2.9) and Lemma (4.1), we have
For any c ∈ S 1 , the symbol map in [24, Theorem 3.12 ] is given by
, and
With Lemma (4.9) it follows thatf
Proposition 4.12. If a = 2 or r = 1, we have (r + b) .
In the rank r = 1 case, where Z = C d and S 1 = S 2n−1 , we have n = d = 1 + b and both formulas imply
Proof. Any irreducible hermitian Jordan triple V has a 'quasi-determinant' function ∆ V (u, v) such that the invariant measure on its conformal compactification M, containing V as an open dense subset of full measure, is a multiple of ∆ V (v, −v) −pV dλ(v), where dλ(v) is Lebesgue measure for the normalized inner product. Moreover, by [13] we have the polar integration formula
. As a consequence there exists a K-invariant 2-form Θ on M such that dη = π * Θ. Now η, restricted to S U , is the usual contact form on S 1 of volume 2π. It follows that
In order to compute this integral, let V = Z 1 e1 . A local coordinate for M is given by the map σ := π • τ :
The semi-simple part K ′ of K acts transitively on M, and induces a 'Moebius-type' biholomorphic action on V such that σ becomes K ′ -equivariant. We have
Using complex coordinates v j with respect to an orthonormal basis of V = T 0 (V ) this means
Now assume that a = 2 or r = 1. Then M is irreducible. Since Θ is invariant under K, it follows that σ * Θ is invariant under the Moebius action. Since d V = n − 1, we obtain for the volume form
where C is a constant. Evaluating at 0 ∈ V and using dλ(v) = In order to compute these integrals, put V 1 := C (r−1)×1 and V 2 = C 1×(r+b−1) . Then As a consequence, the Γ-function quotient in Proposition (4.12) can also be expressed as
Proof. We use the classification of hermitan Jordan triples [19, 20] . For a = 2, we obtain the Jordan triples Z = C r×(r+b) of type (I), for which the relation does not hold. 
