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We consider an identification problem of a special coeﬃcient at the nonlinear term in a two-
dimensional semilinear parabolic equation with Cauchy data. The desired coeﬃcient depends
on all variables and has the form of a product of two functions each depending on time and a
spatial variable. Overdetermination conditions are given on two smooth curves.
By means of overdetermination conditions the given inverse problem is reduced to a non-
classical direct problem for a loaded parabolic equation. Solvability of the direct problem is
proved by the weak approximation method [1–3]. Eﬃciency of the weak approximation method
(the splitting method at diﬀerential level) is that, as a rule, on every fractional step the split
problem is simpler than the original one. Therefore we can estimate the solution of the split
problem more precisely, obtain a priori estimates and establish its solvability.
For the original inverse problem we prove a theorem of the solution existence in classes of
smooth bounded functions.
Earlier, the problems of coeﬃcient identification for semilinear parabolic equations with
Cauchy data have been studied in papers [4, 5]. In [6] the problem of identification of two coef-
ficients in a semilinear parabolic equation with overdetermination conditions on smooth curves
has been considered. Solvability of the identification problem of a coeﬃcient represented as a
sum of two functions at a nonlinear term in a semilinear parabolic equation has been investigated
in [7].
In paper [8] unique solvability of an inverse boundary-value problem for an one-dimensional
semilinear parabolic equation with the sought for coeﬃcient f(t) + g(x) at the lowest term has
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been proved. The boundary-value problem of identification of the coeﬃcient at u(t; x) depending
on t; x in a parabolic equation has been considered in [9].
In [10] we proved existence and uniqueness of solution of the identification problem of the
coeﬃcient (t; x; z) = 1(t; x)  2(t; z) at the source function in a two-dimensional parabolic
equation with Cauchy data. The identification problems of coeﬃcients of other forms at the
source function in parabolic equations have been studied in papers [11,12].
1. The problem definition
In the strip G[0;T ] =

(t; x; z) j 0 6 t 6 T; (x; z) 2 R2	 we consider a Cauchy problem for the
parabolic equation
ut = L (u(t; x; z)) + u
p  (t; x; z) + f(t; x; z); (t; x; z) 2 G(0;T ]; (1)
L (u(t; x; z)) = 1(t)  uxx(t; x; z) + 2(t)  uzz(t; x; z) + 1(t)  ux(t; x; z) + 2(t)  uz(t; x; z); (2)
with the initial condition
u(0; x; z) = u0(x; z); (x; z) 2 R2: (3)
Here the degree p > 1 is an integer constant. The coeﬃcients k(t) > 0 > 0, k(t), k = 1; 2,
are real-valued, continuous and bounded in [0; T ] functions.
Together with the function u(t; x; z) we also need to determine the function
(t; x; z) = 1(t; x)  2(t; z): (4)
Let the function u(t; x; z) satisfies overdetermination conditions
u
 
t; x; a(t)

= '(t; x); u
 
t; b(t); z

=  (t; z); (5)
where the curves a(t), b(t) 2 C1([0; T ]).
Suppose the compatibility conditions are fulfilled
u0
 
x; a(0)

= '(0; x); u0
 
b(0); z

=  (0; z); '
 
t; b(t)

=  
 
t; a(t)

: (6)
Assume also that the f(t; x; z), u0(x; z), '(t; x),  (t; z) defined in G[0;T ], R2, [0; T ]  R,
[0; T ]R, respectively, are continuous, have continuous derivatives occurring in the relation (7)
and satisfy it: @ l1@tl1 @ k1@xk1 '(t; x)
+
 @ l2@tl2 @ k2@zk2  (t; z)
+
 @ k1@xk1 @ k2@zk2 u0(x; z)
+
+
 @ k1@xk1 @ k2@zk2 f(t; x; z)
 6 C; l1; l2 = 0; 1; k1; k2 = 0; 1; : : : ; 6: (7)
Let also the following constraints on the initial data hold'(t; x) > 1 > 0;  (t; z) > 2 > 0; 8 (t; x; z) 2 G[0;T ]; (8)
't t; b(t)  1(t)  'xx t; b(t)  2(t)   zz t; a(t)  1(t)  'x t; b(t) 
  2(t)   z
 
t; a(t)
   1 + a0(t)  f t; b(t); a(t) > 3; 8t 2 [0; T ]; (9)
where 1, 2, 3 are constants.
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2. Reduction to the direct problem
Let us reduce the inverse problem (1)–(5) to the auxiliary direct problem. For this purpose in
equation (1) we set x = b(t) to express the coeﬃcient 1(t; b(t)) 2(t; z). After that in (1) we set
z = a(t) to express the coeﬃcient 1(t; x) 2(t; a(t)). In the product of these two expressions we
substitute the expression for 1(t; b(t))2(t; a(t)) obtained from (1) by simultaneous substitution
of x = b(t), z = a(t).
By (5) we obtain the following expression for the unknown coeﬃcient:
(t; x; z) =
'p(t; b(t))
(t)

 
't(t; x)  1(t)'xx(t; x)  1(t)'x(t; x)  f(t; x; a(t))
'p(t; x)
 
  2(t)uzz(t; x; a(t)) + 2(t)uz(t; x; a(t))  (1 + a
0(t))
'p(t; x)
!

 
 t(t; z)  2(t) zz(t; z)
 p(t; z)
 
  2(t) z(t; z) + f(t; b(t); z)
 p(t; z)
  1(t)uxx(t; b(t); z) + 1(t)ux(t; b(t); z)  (1 + b
0(t))
 p(t; z)
!
; (10)
where
(t) = 't(t; b(t))  1(t)  'xx(t; b(t))  2(t)   zz(t; a(t))  1(t)  'x(t; b(t)) 
  2(t)   z(t; a(t))  (1 + a0(t))  f(t; b(t); a(t)):
We transform relation (10) to the form
(t; x; z) = A0(t) 

A1(t; x) +A2(t; x)  uzz(t; x; a(t)) +A3(t; x)  uz(t; x; a(t))




B1(t; z) +B2(t; z)  uxx(t; b(t); z) +B3(t; z)  ux(t; b(t); z)

; (11)
where the functions A0(t), Ai(t; x), Bi(t; z), i = 1; 2; 3, are known, depend on the initial data
and given by the following formulas:
A0(t) =
'p(t; b(t))
(t)
; A1(t; x) =
't(t; x)  1(t)'xx(t; x)  1(t)'x(t; x)  f(t; x; a(t))
'p(t; x)
;
A2(t; x) =   2(t)
'p(t; x)
; B1(t; z) =
 t(t; z)  2(t) zz(t; z)  2(t) z(t; z)  f(t; b(t); z)
 p(t; z)
;
A3(t; x) =  2(t)  (1 + a
0(t))
'p(t; x)
; B2(t; z) =   1(t)
 p(t; z)
; B3(t; z) =  1(t)  (1 + b
0(t))
 p(t; z)
:
(12)
Substituting the relation (11) to equation (1) we arrive at the direct problem for the equation
ut(t; x; z) = L(u(t; x; z)) + (t; x; z)  up(t; x; z) + f(t; x; z); (t; x; z) 2 G(0;T ]; (13)
with the initial condition (3) and the coeﬃcient (t; x; z) of the form (11).
3. Existence of solution of the direct problem
To prove solvability of the direct problem (13), (3) we use the weak approximation method
[1–3]. We split equation (13) into two fractional steps and make a shift by

2
in nonlinear terms
and traces of unknown functions.
ut = 2  L(u (t; x; z)); n < t 6
 
n+ 12

 ; (14)
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ut = 2
 
u (t  2 ; x; z)
pM t; x; z; u (t  2 ; x; z)+2f(t; x; z);  n+ 12  < t 6 (n+1) ; (15)
u (0; x; z) = u0(x; z); (16)
n = 0; 1; 2; : : : ; (N   1); N = T:
Here the coeﬃcient at the nonlinear term has the following form:
M
 
t; x; z; u (t  2 ; x; z)

=

B1(t; z)+B2(t; z)uxx(t  2 ; b(t); z)+B3(t; z)ux(t  2 ; b(t); z)




A1(t; x) +A2(t; x)  uzz(t  2 ; x; a(t)) +A3(t; x)  uz (t  2 ; x; a(t))

A0(t): (17)
By the n-th complete step we mean the half-interval
 
n; (n+1)

, whereas the j-th fractional
step of the n-th complete step is the half-interval
 
(n+ (j   1)=2); (n+ j=2).
Let us introduce the notation
Uk1;k2(0) = sup
(x;z)2R2
 @k1@xk1 @k2@zk2 u0(x; z)
;
Uk1;k2(t) = sup
n<6t
sup
(x;z)2R2
 @k1@xk1 @k2@zk2 u (; x; z)
; n < t 6 (n+ 1);
k1; k2 = 0; 1; : : : ; 6;
U(0) =
6X
k1=0
6X
k2=0
Uk1;k2(0); U
 (t) =
6X
k1=0
6X
k2=0
Uk1;k2(t):
(18)
The following statements are true
1.
 @k1@xk1 @k2@zk2 u (; x; z)
 6 Uk1;k2(t) 6 U (t); k1; k2 = 0; 1; : : : ; 6;
n <  6 t; n < t 6 (n+ 1) ; (19)
2. The functions Uk1;k2(t); U
 (t) are nonnegative and nondecreasing on each time step 
n; (n+ 1)

.
Let us prove a priori estimates guaranteeing the compactness of the family of solutions
u (t; x; z) of the problem (14)–(16).
We consider the zeroth complete step (n = 0). At the first fractional step with t 2  0; 2  we
study the equation
ut = 2  L(u (t; x; z))
with initial condition (16).
By the maximum principle for the Cauchy problem (14), (16) we findu (; x; z) 6 sup
(x;z)2R2
u0(x; z); 0 <  6 t; t 2  0; 2  : (20)
Diﬀerentiating equation (14) and the initial condition (16) with respect to x and z from 1
to 6 times and using the maximum principle we obtain @k1@xk1 @k2@zk2 u (; x; z)
 6 sup(x;z)2R2
 @k1@xk1 @k2@zk2 u0(x; z)
;
0 <  6 t; t 2  0; 2 ; k1; k2 = 0; 1; : : : ; 6: (21)
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We apply sup
(x;z)2R2
first to the right parts of the inequalities (20), (21) and then to their left
parts. After that we apply sup
0<6t
to both sides of the obtained relations and sum up the results.
In view of (18) and (19) we get
U (t) 6 U(0); t 2  0; 2 : (22)
In the second fractional step
 
t 2   2 ;  we have
ut = 2 
 
u (t  2 ; x; z)
p M  t; x; z; u (t  2 ; x; z)+ 2  f(t; x; z);
u

t  2
= u
 

2 ; x; z

:
Then we integrate equation (15) with respect to the time variable. The following inequality
holds:
u (; x; z) 6 u   2 ; x; z+ 2  Z 

2
 u (   2 ; x; z)p  M  ; x; z; u (   2 ; x; z)+
+ 2 
Z 

2
f(; x; z) d; 2 <  6 t; t 2  2 ; i: (23)
From the notation (12) and the conditions (7)–(9), since a(t), b(t) 2 C1([0; T ]), it follows that
the functions A0(t), Ai(t; x), Bi(t; z) i = 1; 2; 3, and their derivatives with respect to x and z of
order up to 6, including 6th, are bounded and continuous in G[0;T ]. Applying first sup
(x;z)2R2
and
then sup

2<6t
to both parts of the inequality (23) we obtain the estimate
sup

2<6t
sup
(x;z)2R2
u (; x; z) 6 sup
(x;z)2R2
u   2 ; x; z+ 2  Z 

2
sup

2<6
sup
(x;z)2R2
f(; x; z) d+
+ 2 
Z 

2
 
sup

2<6
sup
(x;z)2R2
u (   2 ; x; z)
!p
 sup

2<6
sup
(x;z)2R2
M  ; x; z; u (   2 ; x; z) d;

2 <  6 t; t 2


2 ; 
i
: (24)
Taking into account notation (17)–(19), conditions (7)–(9) and the fact that a(t), b(t) 2
C1([0; T ]), from (24) we find
U0;0(t) 6 U0;0(0) + C 
Z t

2
d + C 
Z t

2
 
U0;0(   2 )
p


1 + U0;2(   2 ) + U0;1(   2 )



1 + U2;0(   2 ) + U1;0(   2 )

d: (25)
Hereinafter, C denotes (generally speaking, various) constants depending on degree p, con-
stants 1, 2, 3 from (8), (9) and the constant from (7) which bounds the input data, and
independent of the parameter  . For the sake of convenience, we assume that C > 1.
Let us denote the result of diﬀerentiating of function (u (t; x; z))p k1 times with respect to x
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and k2 times with respect to z by k1;k2(t; x; z), k1; k2 = 0; 1; : : : ; 6, that is
0;0(t  2 ; x; z) =
 
u (t  2 ; x; z)
p
;
1;0(t  2 ; x; z) = p 
 
u (t  2 ; x; z)
p 1  @
@x
u (t  2 ; x; z);
0;1(t  2 ; x; z) = p 
 
u (t  2 ; x; z)
p 1  @
@z
u (t  2 ; x; z);
1;1(t  2 ; x; z) = p  (p  1) 
 
u (t  2 ; x; z)
p 2  @
@x
u (t  2 ; x; z) 
@
@z
u (t  2 ; x; z)+
+ p   u (t  2 ; x; z)p 1  @2@x@z u (t  2 ; x; z);
and so forth to 6;6(t  2 ; x; z).
According to (18), (19) for (t; x; z) 2 G[0;T ] the following inequality is valid:k1;k2(t; x; z) 6 pk1+k2  (U (t))p ; k1; k2 = 0; 1; : : : ; 6: (26)
We diﬀerentiate equation (15) with respect to x and z from 1 to 6 times and integrate the
obtained expression with respect to the time variable. Using the notation (17) and the inequality
(26) we apply first sup
(x;z)2R2
and then sup

2<6t
to both parts of the obtained inequality. In view of
the conditions (7)–(9), notations (18), (19) and the fact that a(t), b(t) 2 C1([0; T ]), we get the
estimate
Uk1;k2(t) 6 Uk1;k2(0) +C  pk1+k2 
Z t

2
 
U (   2 )
p
+1

d+C  pk1+k2 
Z t

2
 
U (   2 )
p

6X
k1;k2=0
Uk1;k2(   2 ) d + C  pk1+k2
Z t

2
 
U (   2 )
p  6X
k1;k2=0
Uk1;k2(   2 )
!2
d;
k1; k2 = 0; 1; : : : ; 6; t 2


2 ; 
i
: (27)
Summing up the inequalities (25) and (27) and using the estimate (22) we have
U (t) 6 U(0) + C  p12 
Z t

2
Pp+2

U (   2 )

d;
where Pp+2() = eC   p+2 + p+1 + p + : : : +  + 1 is a polynomial of degree p + 2, eC is a
nonzero constant independent of  .
The latter inequality holds for all t 2


2 ; 
i
. Therefore taking into account the properties of
definite integrals and the function U (t) we find
U (t) 6 U(0) + C  p12 
Z 
0
Pp+2

U ()

d; t 2 (0;  ]: (28)
We consider the Cauchy problem for the ordinary diﬀerential equation
d!(t)
dt
= Pp+2
 
!(t)

; !(0) = U(0): (29)
By the Cauchy theorem [13], a solution !(t) of the problem (29) exists on some interval [0; t],
where t 2 (0; T ] depends on constant C and the initial data U(0). The function !(t) increases
monotonously on the interval [0; t] and !(t) 2 C1
 
[0; t]

.
– 185 –
Ekaterina N.Kriger, Igor V. Frolenkov Identification problem of the nonlinear lowest term coeﬃcient . . .
By (28), (29), if U (t0) 6 !(t0) for some 0 < t0 6 t, then U (t) 6 !(t); t 2 [t0; t]. Since
U (0) 6 !(0), the fact that !(t) is monotone implies U (t) 6 !(); t 2 [0;  ].
We consider the first complete time step, where t 2 (; 2 ]. Arguing in the same way as at
the zeroth complete step we obtain U (t) 6 !(2); t 2 [0; 2 ]. After a finite number of steps we
have
U (t) 6 !(t) 6 C; t 2 [0; t]:
Thus, we have proved the following uniform by  estimates: @k1@xk1 @k2@zk2 u (t; x; z)
 6 C; k1; k2 = 0; 1; : : : ; 6; (t; x; z) 2 G[0;t]: (30)
Estimates (30) imply that the right parts of equations (14), (15) are bounded uniformly by
 on any time step. Therefore the left parts of the equations are bounded uniformly by  too:ut (t; x; z) 6 C; (t; x; z) 2 G[0;t]:
Diﬀerentiating equations (14), (15) with respect to x and z, by (30) we get @k1@xk1 @k2@zk2 ut (t; x; z)
 6 C; k1; k2 = 0; 1; : : : ; 4; (t; x; z) 2 G[0;t]: (31)
Estimates (30), (31) guarantee that the assumptions of Arzela’s compactness theorem
are satisfied. By this theorem, some subsequence uk(t; x; z) of the sequence of solutions
u (t; x; z) to the problem (14)–(16) with corresponding derivatives converges to a function
u(t; x; z) 2 C 0;4;4t;x;z

GM[0;t]

. In view of the theorem about convergence of the weak ap-
proximation method, the function u(t; x; z) is a solution of the problem (13), (3), moreover
u(t; x; z) 2 C1;4;4t;x;z

GM[0;t]

, where M > 0 is an integer constant,
GM[0;t] =

(t; x; z)
 0 6 t 6 t; jxj 6M; jzj 6M;
C l;l1;l2t;x;z

GM[0;t]

=

u(t; x; z)
 @k@tk u; @k1+k2@xk1@zk2 u 2 C GM[0;t] ;
k = 0; 1; : : : ; l; k1 = 0; 1; : : : ; l1; k2 = 0; 1; : : : ; l2

:
We choose constant M arbitrarily, therefore the solution u(t; x; z) of the problem (13), (3)
belongs to the class C1;4;4t;x;z
 
G[0;t]

.
Furthermore the following estimations are valid for (t; x; z) 2 G[0;t]: @k1@xk1 @k2@zk2 u(t; x; z)
 6 C; k1; k2 = 0; 1; : : : ; 4: (32)
From continuous diﬀerentiability of a(t), b(t), the conditions (7)–(9) and the estimation (32),
from (10) and (13) it follows that u(t; x; z), (t; x; z) belong to the class
Z(t) =
n
u(t; x; z); (t; x; z)
 u 2 C1;4;4t;x;z  G[0;t]; (t; x; z) 2 C0;2;2t;x;z  G[0;t]o;
and satisfy the following inequality:
4X
k1;k2=0
 @k1@xk1 @k2@zk2 u(t; x; z)
+
2X
k1;k2=0
 @k1@xk1 @k2@zk2 (t; x; z)
 6 C: (33)
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4. Existence of solution of the inverse problem
Now we prove that the pair of functions u(t; x; z); (t; x; z), where (t; x; z) is defined by (10)
and satisfies the condition (4), is a solution of the inverse problem (1)–(5). Since u(t; x; z) is a
solution of the direct problem (13), (3), substituting u(t; x; z), (t; x; z) into (1), (3) we obtain
the identities.
Let us prove that the overdetermination conditions (5) are fulfilled.
In the strip P[0;T ] = f(t; y) j 0 6 t 6 T; y 2 Rg we consider the auxiliary Cauchy problem for
the equation
vt(t; y) = a1(t)  vyy(t; y) + a2(t)  vy(t; y) + a3(t; y)  v(t; y) 
  a4(t; y)  vyy(t; d(t))  a5(t; y)  vy(t; d(t)); (34)
with the initial condition
v(0; y) = r(y): (35)
Suppose that the functions a1(t), a2(t), a3(t; y), a4(t; y), a5(t; y), r(y) and all their derivatives
are continuous and bounded in P[0;T ], d(t) is a smooth bounded curve.
The following statement takes place.
Lemma 1. If solution v(t; y) 2 C1;4t;y
 
P[0;T ]

of the problem (34), (35) exists and satisfies the
condition
4X
k=0
 @k@yk v(t; y)
 6 C;
then it is unique. Here,
C1;4t;y
 
P[0;T ]

=
(
v(t; y)
 vt(t; y); @k@yk v(t; y) 2 C  P[0;T ] ; k = 0; 1; : : : ; 4
)
:
The proof of the Lemma 1 basically repeats the proof of Lemma in paper [7].
We substitute z = a(t) into (13). Transforming the obtained relation and taking into consid-
eration that
(u(t; x; a(t)))
p
('(t; x))
p =
(u(t; x; a(t)))
p   ('(t; x))p + ('(t; x))p
('(t; x))
p =
=
 
u(t; x; a(t))  '(t; x)  up 1 + up 2  '+ up 3  '2 + : : :+ u  'p 2 + 'p 1
('(t; x))
p + 1;
we find
ut(t; x; a(t)) + uz(t; x; a(t))  a0(t)  't(t; x) = 1(t) 

uxx(t; x; a(t))  'xx(t; x)

+
+ 1(t) 

ux(t; x; a(t))  'x(t; x)

+D1(t; x) 

u(t; x; a(t))  '(t; x)

 
 D2(t; x)1(t)

uxx(t; b(t); a(t)) 'xx(t; b(t))

+D3(t; x)1(t)

ux(t; b(t); a(t)) 'x(t; b(t))

;
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where
D0(t) =  t(t; a(t))  2(t)   zz(t; a(t))  2(t)   z(t; a(t))  f(t; b(t); a(t)) 
  1(t)  uxx(t; b(t); a(t))  1(t)  ux(t; b(t); a(t))  (1 + b0(t)) ;
D1(t; x) =
1
D0(t)
 u
p 1 + up 2  '+ up 3  '2 + : : :+ u  'p 2 + 'p 1
('(t; x))
p 

 
't(t; x)  1(t)  'xx(t; x)  1(t)  'x(t; x)  f(t; x; a(t))




 t(t; a(t))  2(t)   zz(t; a(t))  2(t)   z(t; a(t))  f(t; b(t); a(t))

+
+

't(t; x)  1(t)  'xx(t; x)  1(t)  'x(t; x)  f(t; x; a(t))



 1(t)  uxx(t; b(t); a(t)) 
  1(t)  ux(t; b(t); a(t))  (1 + b0(t))

+

 t(t; a(t))  2(t)   zz(t; a(t))  2(t)   z(t; a(t)) 
  f(t; b(t); a(t))



 2(t)  uzz(t; x; a(t))  2(t)  uz(t; x; a(t))  (1 + a0(t))

+
+

 1(t)  uxx(t; b(t); a(t))  1(t)  ux(t; b(t); a(t))  (1 + b0(t))




 2(t)  uzz(t; x; a(t))  2(t)  uz(t; x; a(t))  (1 + a0(t))
!
;
D2(t; x) =
ut(t; x; a(t))  1(t)  uxx(t; x; a(t))  1(t)  ux(t; x; a(t))  2(t)  uzz(t; x; a(t))
D0(t)
 
  2(t)  uz(t; x; a(t)) + f(t; x; a(t))
D0(t)
;
D3(t; x) = D2(t; x)  (1 + b0(t)) :
We introduce the notation: 1(t; x) = u(t; x; a(t))  '(t; x). Hence,
1t (t; x) = ut(t; x; a(t)) + uz(t; x; a(t))  a0(t)  't(t; x):
From the compatibility conditions (6) it follows that
1(0; x) = u(0; x; a(0))  '(0; x) = u0(x; a(0))  '(0; x) = 0:
Consequently, the function 1(t; x) is a solution of the following problem:
1t (t; x) = 1(t)  1xx(t; x) + 1(t)  1x(t; x) +D1(t; x)  1(t; x) 
 D2(t; x)  1(t)  1xx(t; b(t)) D3(t; x)  1(t)  1x(t; b(t)); (36)
1(0; x) = 0: (37)
In accordance with the constraints (7)–(9), the inequality (33) and the fact that a(t),
b(t) 2 C1([0; T ]), the functions D1(t; x), D2(t; x), D3(t; x) and their derivatives with respect to x
to the second order, including 2nd, are continuous and bounded in G[0;t]. Therefore, the prob-
lem (36), (37) satisfies the assumptions of Lemma 1 (where a1 = 1(t), a2 = 1(t), a3 = D1(t; x),
a4 = D2(t; x) 1(t), a5 = D3(t; x) 1(t), d = a(t), r = 0). From Lemma 1 it follows that the so-
lution of problem (36), (37) is unique. This solution is the function 1(t; x) = 0. This means that
u(t; x; a(t)) = '(t; x). Hence the first of the overdetermination conditions (5) holds. Similarly,
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using the compatibility conditions (6) we prove that the second of overdetermination conditions
(5) is valid: u(t; b(t); z) =  (t; z).
Similarly, using the compatibility conditions (6) we prove that the second of overdetermination
conditions (5) is valid: u(t; b(t); z) =  (t; z).
Thus the following theorem has been proved.
Theorem. Let the conditions (6)–(9) be satisfied. Then there exists a constant 0 < t 6 T
depending on the degree p and on the constants 1, 2, 3, C from (7)–(9) and such that a
solution u(t; x; z), (t; x; z) = 1(t; x)  2(t; z) of the inverse problem (1)–(5) in the class Z(t)
exists and satisfies (33).
5. Example
For the problem under study there is example of the initial data satisfying the assumptions
of the theorem and the corresponding solution.
In the strip G[0;T ] =

(t; x; z) j 0 6 t 6 T; (x; z) 2 R2	 we consider the Cauchy problem for
the parabolic equation
ut = uxx + uzz + ux + uz + u  (t; x; z)  2 cosx  (cos z +A) ; (38)
A > 1 is a constant, t 2 (0; T ], (x; z) 2 R2, with the initial condition u(0; x; z) = u0(x; z) =
ex (sin z +A). In addition to the function u(t; x; z) it is required to find the function (t; x; z) =
1(t; x)  2(t; z).
Let a(t) = t, b(t) = t+2 2 C1([0; T ]). Then the overdetermination conditions have the form:
u(t; x; a(t)) = '(t; x) = et+x  (sin t+A) ; u(t; b(t); z) =  (t; z) = e2t+2  (sin z +A) :
The compatibility conditions hold
u0(x; a(0)) = '(0; x) = A  ex; u0(b(0); z) =  (0; z) = e2  (sin z +A) ;
'(t; b(t)) =  (t; a(t)) = e2t+2  (sin t+A) :
The functions f(t; x; z) =  2 cosx  (cos z +A), u0(x; z), '(t; x),  (t; z) satisfy the smooth-
ness and boundedness conditions (7).
We verify fulfilment of the conditions (8):'(t; x) = et+x  sin t+A > ex  (A  1) > "  (A  1) > 0; 0 < " 1; 8 t 2 [0; T ]; 8x 2 R; (t; z) = e2t+2  sin z +A > e2  (A  1) > 0; 8 t 2 [0; T ]; 8 z 2 R:
After that we consider (9):e2t+2 (sin t+ cos t+A)  e2t+2 (sin t+A) + e2t+2 sin t  e2t+2 (sin t+A)  2e2t+2 cos t+
+2 cos(t+2) (cos t+A)
 > (A+ cos t)  e2t+2   2 cos(t+ 2) > (A 1)  e2t+2 2 cos(t+2) >
> (A  1) 
e2t+2  2 jcos(t+ 2)j > (A  1)  (e2   2) > 0; 8t 2 [0; T ]:
Consequently the conditions (8), (9) are satisfied for 1 = "  (A  1), 2 = e2  (A  1),
3 = (A  1)  (e2   2).
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Then we can find the functions u(t; x; z); (t; x; z):
u(t; x; z) = et+x  (sin z +A) ;
(t; x; z) = 1(t; x)  2(t; z) =  
 
1  2 cosx
et+x
!
 cos z +A
sin z +A
:
Indeed, the obtained solution satisfies equation (1):
et+x  (sin z +A) = et+x  (sin z +A)  et+x  sin z + et+x  (sin z +A) + et+x  cos z 
  et+x  (sin z +A) 
 
1  2 cosx
et+x
!
 cos z +A
sin z +A
  2 cosx  (cos z +A) ;
et+x A+ et+x cos z    et+x   2 cosx  (cos z +A)  2 cosx  (cos z +A) = 0;
(cos z +A)   et+x   et+x + 2 cosx  2 cosx = 0;
0 = 0:
This example shows that the set of solutions to the problem under study is not empty.
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Об одной задаче идентификации коэффициента
специального вида при нелинейном младшем члене
в двумерном полулинейном параболическом уравнении
Екатерина Н.Кригер
Игорь В.Фроленков
Институт математики и фундаментальной информатики
Сибирский федеральный университет
Свободный, 79, Красноярск, 660041
Россия
В статье исследована задача идентификации коэффициента при нелинейном члене в двумерном
полулинейном параболическом уравнении с данными Коши и условиями переопределения, задан-
ными на гладкой кривой. В предположении, что искомый коэффициент представим в виде про-
изведения двух функций, каждая из которых зависит от временной и только одной простран-
ственной переменной, доказана разрешимость рассмотренной задачи «в малом» в классе гладких
ограниченных функций. Построен пример входных данных, удовлетворяющих условиям доказан-
ной теоремы, и соответствующего им решения.
Ключевые слова: обратная задача, полулинейное параболическое уравнение, задача Коши, коэф-
фициент при младшем члене, метод слабой аппроксимации, локальная разрешимость, условия
переопределения на гладкой кривой.
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