Porcine Epidemic Diarrhea Virus (PEDV) emerged in North America in 2013. The first case of PEDV in Canada was identified on an Ontario farm in January 2014. Surveillance was instrumental in identifying the initial case and in minimizing the spread of the virus to other farms. With recent advances in predictive analytics showing promise for health and disease forecasting, the primary objective of this study was to apply machine learning predictive methods (random forest, artificial neural networks, and classification and regression trees) to provincial PEDV incidence data, and in so doing determine their accuracy for predicting future PEDV trends. Trend was defined as the cumulative number of new cases over a four-week interval, and consisted of four levels (zero, low, medium and high). Provincial PEDV incidence and prevalence estimates from an industry database, as well as temperature, humidity, and precipitation data, were combined to create the forecast dataset. With 10-fold cross validation performed on the entire dataset, the overall accuracy was 0.68 (95% CI: 0.60 -0.75), 0.57 (95% CI: 0.49 -0.64), and 0.55 (0.47 -0.63) for the random forest, artificial neural network, and classification and regression tree models, respectively. Based on the cross-validation approach to evaluating predictive accuracy, the random forest model provided the best prediction.
Introduction
Porcine Epidemic Diarrhea (PED) is a highly infectious swine disease which can cause high morbidity and mortality in swine populations (Carvajal et al., 2015) . Its causative agent, Porcine Epidemic Diarrhea Virus (PEDV), recently emerged in North America, with the first reported case occurring in May 2013 in the United States (Hill et al., 2014) . In Canada, the first case was identified in January 2014 on an Ontario swine farm, with additional cases reported in several provinces, from Manitoba on the west to Prince Edward Island on the east (Kochhar, 2014) . The combined efforts of federal and provincial authorities, as well as industry organizations, were instrumental in controlling the spread of the disease in Ontario (Kochhar, 2014) . Furthermore, the successful collaboration has led to a low PED prevalence situation in Ontario, with provincial disease elimination now viewed as a real possibility.
The Ontario Swine Health Advisory Board (OSHAB) is an industry organization which administers a PED surveillance program and database under its Area Regional Control and Elimination (ARC&E) project. The PED database allowed for tracing the PED status of individual herds in discrete locations, from time of initial infection until time of declaration of freedom from PEDV infection based on established criteria. As such, it was successfully utilized to obtain PED incidence and prevalence estimates for the province (Ajayi et al., 2018) . With limited surveillance and disease control resources, accurate predictions for PED trends would be invaluable in allocating such resources, and fortunately, the PED database provides data which can be used for predictive purposes. Recent advances in forecasting and predictive methods have shown great promise for both human and animal medicine (Tu, 1996; Leung and Tran, 2000; Er et al., 2010; Mancia et al., 2012) , and it seemed logical to explore these methods to determine the most appropriate one for PEDV prediction. Predictive accuracy of the methods could then be considered as one criterion for selecting the most suitable method for ongoing surveillance, which would contain short-term prediction of disease trends and possibly translate into prediction of resources needed to control the outbreak.
Therefore, the primary objective of this study was to determine the most accurate machine-learning approach for forecasting future PEDV trends in Ontario swine herds. Specifically in this study, random forest, classification and regression trees, and artificial neural networks were utilized. The secondary objective was to determine variables highly ranked as determinants for PEDV trends. The methods considered in T this study were selected for various reasons. Random forest, based on different metrics, showed slightly better performance in comparison to other methods when applied to similar datasets (Kane et al., 2014; Petukhova et al., 2018) . Among the data-driven prediction methods, classification and regression trees is the most transparent method with results that are easy to interpret (Shmueli et al., 2017) , a feature which may be preferred by end users. In addition, classification and regression trees form the basis for random forests. By contrast, results of analysis conducted via artificial neural networks cannot be directly interpreted through coefficients or through other means, however they have been successfully applied to the analysis of complex relationships between predictors and an outcome, and have often resulted in high prediction accuracy (Shmueli et al., 2017) .
Methods

Data and data processing
Data about weekly incidence and prevalence measures were obtained from an industry database, which tracks the PEDV infection status of individual premises participating in an industry-driven voluntary disease control program. The program is known as the Ontario Area Regional Control and Elimination (ARC&E) project. Detailed explanation of variables representing herd-level PEDV infection status is provided elsewhere (Ajayi et al., 2018) . Briefly, (i) confirmed positive premises had to have at least one RT-PCR positive test for the PED virus, (ii) presumed positive premises did not have diagnostic testing conducted but housed animals that were moved from known positive sites (e.g. nurseries supplied from known positive sow sites), (iii) presumed negative premises were previously confirmed or presumed positive sites that underwent diagnostic testing based on industry standards (at least 10% design prevalence with 95% herd sensitivity), which resulted in all negative tests, and (iv) confirmed negative premises were premises with no clinical signs or positive tests for PEDV for at least 6 months after the presumed negative status had been achieved. The source population for the outcome measurement consisted of commercial swine herds which included: 14 farrow-wean herds (9.3%), 5 farrow-feeder (3.3%), 16 farrow-finish (10.6%), 17 nurseries (11.3%), 7 wean-finish facilities (4.6%), 91 finisher sites (60.3%) and 1 isolation/acclimation unit (0.7%). The median number of sows on study sites was 750 sows (interquartile range = 925).
Furthermore, in calculating herd-level PED prevalence, all swine herds available in the database in a given week were used, with their PEDV status set as "undetermined". These were herds that existed in the disease control database but were not tested for PEDV. However, due to the emerging nature of PEDV in Ontario during the study period, as well as reporting obligations in this phase of the epidemic, this "undetermined" status can be equated to negative PEDV status. These statuses were then processed to obtain weekly measures of disease frequency, including number of new cases, herd-level prevalence (expressed as a percentage), and number of infectious sows (expressed as raw counts). The number of new cases was of primary interest and was used to form the final outcome for the analysis, whereas herd-level prevalence and number of infectious sows were a-priori considered as potentially important predictors for the number of new cases and severity of the outbreak.
Province-level temperature and humidity values representative of swine locations in Ontario were obtained by aggregating corresponding county-level weather data, first to daily and then to weekly level. This was done by: 1) identifying Ontario counties with the highest pig counts as documented by the Ontario Ministry of Agriculture Food and Rural Affairs (OMAFRA, 2014), namely, the Perth, Huron, Middlesex, and Wellington counties; 2) locating a weather station in each of those counties using the Weather Underground website (www. wunderground.com), and 3) for each weather station, obtaining the following daily values for November 24, 2013 -May 6, 2017: (i) high, average, and low temperature; (ii) high, average, and low humidity; (iii) precipitation. If daily weather-related values were not reported for a weather station, daily values from another weather station in the same county, either from the Weather Underground website or Environment Canada's historical weather data, were substituted. Temperature, humidity and precipitation were selected for inclusion for two principal reasons. First, these measurements were readily available from the majority of weather stations. Second, temperature and humidity are reported to influence survival of different viruses (Lowen et al., 2007; Casanova et al., 2010) including PEDV (Thomas et al., 2015) .
The daily weather data for each county were imported into R (R Core Team, 2017) and a singular dataset of temperature and humidity values for all 4 counties created. The representative daily high, average, and low temperature and humidity values for Ontario were obtained by averaging the corresponding values across the counties (i.e. Perth values + Huron values + Middlesex values + Wellington values divided by 4). A similar averaging was done for county precipitation values.
Once daily county values were aggregated to the provincial level using the methods noted above, there were seven variables in all: (i) ontario_hightemphighest temperature reading in Ontario for the day, (ii) ontario_avgtempaverage temperature reading in Ontario for the day (iii) ontario_lowtemplowest temperature reading in Ontario for the day; (iv) ontario_highhumidhighest humidity reading in Ontario for the day; (v) ontario_avghumidaverage humidity reading in Ontario for the day; (vi) ontario_lowhumidlowest humidity reading in Ontario for the day; (vii) ontario_precipprecipitation reading in Ontario for the day.
For aggregation to the weekly level, a week was defined as beginning on Sunday and ending on Saturday. As such, for each week beginning November 24, 2013, a corresponding weekly value for each variable was generated by simply averaging the daily values (adding all the daily values in the week and dividing by 7), with the only exception being precipitation where a weekly sum (rather than an average) of precipitation values was generated.
The weekly temperature and humidity values were then combined with weekly PEDV data (incident cases, infectious sows, and prevalence) to produce the forecast dataset with 10 variables. As PEDV emerged in Canada in 2014, the starting week in the forecast dataset was set to January 5, 2014, with the ending week set to April 30, 2017. Each variable was then lagged five times (i.e. the corresponding values for prior weeksup to five weeks in the pastwere aligned with current values), with each weekly lag resulting in an additional variable. With the lags completed, the final incident cases dataset had a total of 174 observations and 60 variables.
A 4-week moving sum of incident cases (i.e. total number of new PED case herds at the province-level over a four-week period, with week beginning January 5, 2014) was calculated with the zoo rollapply function in R (Zeileis and Grothendieck, 2005) . A moving 4-week sum started with the current week of interest and included 3 additional prospective weeks in the future. Then, a 4-week moving sum equal to '0′ incident cases (i.e. zero new positive PED herds in the entire province of Ontario) was classified as trend "zero", a moving sum equal to '1′ or '2′ incident cases was classified as trend "low", a moving sum between '3′ and '6′ incident cases was classified as trend "medium", while a moving sum greater than '6′ incident cases was classified as trend "high".
Such classification was made with a rationale that the capacity needed to manage a production-limiting disease in the entire source population -swine herds in the province of Ontario -relies heavily on industry resources (i.e. different industry organizations and a limited number of veterinary practitioners with other daily responsibilities). The weekly count of zero is a preferred condition and qualitatively different from other outcomes; trend "low" within a 4-week window would not be considered as unusual, particularly during periods when the disease peaks seasonally due to environmental conditions (e.g. winter); trend "medium" would be considered as manageable, but would also be reason for further investigation. Finally, greater than 6 new cases in a 4-week period (i.e. trend "high") would be considered as an alert and a potentially re-emerging scenario. It follows then that the authors were particularly interested in accurate classification of trends "zero" and "high". The weekly count of incident cases was then removed from the dataset, however, lags 1-5 of the weekly count of incident cases was retained. The final trend forecast dataset had a total of 171 observations and 60 variables. For this dataset, the response variable was set to the 4-week trend (with possible values "high", "medium", "low", and "zero"), and the explanatory variables set as the remaining 59 variables.
Descriptive statistics were generated and visually assessed by separating the time-series of incident cases and explanatory variables into long-term trend, seasonality and error components via the stl function (R Core Team, 2017).
Modeling approach
In this study, we aimed to predict the general trend in the number of new cases over a future 4-week window, and to subsequently evaluate the accuracy of such predictions with three different classification approaches.
Classification methods
The random forest, artificial neural nets, and classification tree algorithms were selected for forecasting PEDV trends. The following sections provide a brief overview of the methods.
The random forest algorithm (Breiman, 2001 ) is a non-parametric predictive modeling method which works by: 1) constructing multiple classification or regression trees, and 2) aggregating results from these trees to generate a prediction ('y' or response variable) for a specified set of input values ('x' or explanatory variables). Regression trees are constructed for a continuous response variable with the final prediction 'y' determined by averaging results across all trees. For a categorical response variable, classification trees are constructed and the final prediction 'y' is determined by a majority class vote across all trees. Furthermore, rather than determine the best node split by looking at all explanatory variables at a given node (as is the case with standard classification and regression tree algorithms), the random forest algorithm randomly selects a subset of explanatory variables at each nodewhich reduces the correlation between subtrees (Ho, 2002) -and then determines the best (or homogenous) binary split at the node.
The random forest implementation in R -randomForest (Liaw and Wiener, 2002) -was used in this study. It provides, amongst other features, tuning functions for ascertaining the number of explanatory variables which should be randomly sampled at each node, as well as the optimal number of variables for predicting 'y'. In addition, the random forest implementation provides a variable importance measure, which ranks each explanatory variable per the mean decrease in prediction accuracy when the variable is randomly permuted and other explanatory variables left unchanged.
Neural nets (or artificial neural networks) are predictive algorithms developed to mimic biological activity in the human brain, specifically the learning patterns for neurons. Neural networks have an input layer, hidden layer(s), and an output layer made up of interconnected neurons and an activation function. Predictors are supplied to the input layer, which transfers these values to one or more hidden layer(s) for processing via a system of weighted connections. These hidden layer(s) in turn link to an output layer which provides the final prediction result. Tuning parameters, such as the maximum number of learning iterations, learning rate, and number of hidden layers and weights, can be set for artificial neural networks (Shmueli et al., 2010) .
The current neural network implementations in R are nnet (Venables and Ripley, 2002) and neuralnet (Fritsch and Guenther, 2016) . The nnet implementation permits one hidden layer, and has several tuning parameters, such as size (for specifying the number of neurons in the hidden layer), decay (a weight decay value to aid in the model optimization process and avoid overfitting), and maxit (the maximum number of permitted iterations).
Classification trees are predictive algorithms which utilize recursive partitioning, a step-by-step process which splits a node into sub-nodes by evaluating a Boolean condition at each node. Observations which meet the Boolean condition are placed in one node, while the remaining observations are placed in another node. The process is repeated until a terminal node (which can no longer be split) is reached and a class label is assigned. Sub-trees are built with each recursive split, and each split (or partition) is constructed such that the resulting nodes are homogenous in nature (Izenman, 2008) .
The classification tree implementation in R -rpart (Therneau et al., 2017) was used in this study. The rpart implementation has several tuning parameters, such as the minimum number of observations which must be present in a node for a split to be attempted, the number of cross-validations performed on observations to determine the best split, as well as complexity parameter cp, where any split that does not decrease the overall lack of fit by a factor of cp is not attempted.
Model development on training dataset
The forecast dataset was split into 70% training and 30% testing using functionality available in the caret package (Kuhn, 2008) . Class distribution was taken into account for the dataset splits, which ensured a balance of "high", "medium", "low", and "zero" trend observations for the training and test set. Initially, the random forest model was fitted on the training dataset with all 59 explanatory variables -the number of variables sampled at each split was obtained from the tuning function and a variable importance plot was also constructed. Going forward, this model will be known as the "full" model. Furthermore, the random forest tuning function, which provides the optimal number of variables for predicting 'y', indicated the lowest prediction error rate at 30 variables. As such, all subsequent models, including the random forest model, were constructed with the top 30 variables from the full model (as obtained from the variable importance plot). For each of the three methods used herein, different parameters for each modelling approach, were then fine-tuned by conducting repeated 10-fold crossvalidation.
For the subsequent random forest model, the number of trees grown was set to 500, the number of variables randomly sampled at each split was 3, and a variable importance plot was also generated. For the subsequent neural nets model, the dataset was centered, and scaled, with the number of nodes in the hidden layer, decay function and number of iterations set to maximize the classification accuracy on the testing dataset. The number of nodes in the final neural nets model (i.e. size) was set to 11, decay was set to 0.2, and the maximum number of iterations was set to 1000. The neural nets algorithm used was based on the feed-forward method. For the subsequent classification trees model, the minimum number of observations for a split attempt was set to 14, and the complexity parameter was set to 0.01.
Evaluation of predictive accuracy for future trends
For the classification approach with 70% training and 30% test sets, model performance was assessed via confusion matrices, overall classification accuracy, as well as model sensitivity and specificity values by trend (i.e. "high", "medium, "low", and "zero"). Due to concerns about limited observations (i.e. small dataset) and to further validate the model's performance for future observations, an additional approach was used to evaluate the predictive accuracy of the models. This was based on 10-fold cross validation, which was performed once on the entire dataset using functionality available in the caret package. Specifically, the entire dataset was randomly split into 10 equal-sized groups (or folds), with one fold allocated as the test set and the remaining nine as the training set. The test and training sets were then fed to random forest, neural nets, and classification tree models, with explanatory variables and tuning parameters set to the values used previously (i.e. for the corresponding models with a 70-30 split of the data). The process of allocating test and training sets was repeated until each fold had been used exactly once as a test set. Class distribution for the outcome of interest was not considered for each fold, and as such, the randomly selected training and test sets did not have balanced "high", "medium", "low", and "zero" trend observations representative of the entire dataset. For the 10-fold cross-validation approach, model performance was assessed via a summary confusion matrix with overall classification accuracy (across the 10 folds), model sensitivity and specificity values for each trend (i.e. "high", "medium, "low", and "zero"), as well as a boxplot of model sensitivity and specificity values by trend across all 10 folds. Model estimates of accuracy based on the cross-validation approach were compared using a paired t-test (Kuhn and Johnson, 2016) , in which each fold represented the unit of observation.
Results
In the full dataset, 19 observations were classified as having "high" trend, 42 as "medium" trend, 55 as trend "low", and 55 as "zero" (Tables 1 and 2) . For the forecasting of PEDV trends, the confusion matrix in Table 1 provides accuracy measures on the training set for a static 70-30 split of the data. Table 2 provides accuracy measures on the test dataset for the same split, with random forest, artificial neural nets, and classification trees reporting an overall accuracy of 71%, 75%, and 45% respectively. If non-tolerable errors are considered as misclassification into non-adjacent categories (e.g. high as low, high as zero, medium as zero, and vice versa), and tolerable errors considered as misclassification into adjacent categories (e.g. high as medium, medium as low, low as zero, and vice versa), then random forest had 3 non-tolerable errors and 11 tolerable ones, neural nets had 4 non-tolerable errors and 8 tolerable ones, while classification trees had 10 nontolerable errors and 20 tolerable ones.
For the additional models constructed with random training and test sets (using 10-fold cross validation on the entire dataset), the summary confusion matrix in Table 3 indicates overall accuracy values of 68%, 57%, and 55% for random forest, neural nets, and classification trees respectively. Paired t-test results confirmed accuracy estimates for random forests as being different from neural nets (p = 0.02) and classification trees (p < 0.01), whereas there was no difference in accuracy estimates between neural nets and classification trees (p = 0.68).
With non-tolerable errors and tolerable errors defined as before, random forest had 5 non-tolerable errors and 50 tolerable ones, neural nets had 16 non-tolerable errors and 58 tolerable ones, while classification trees had 18 non-tolerable errors and 59 tolerable ones.
The sensitivity and specificity for all models are presented in Table 4 , while the boxplot of sensitivity and specificity values across 10 folds on the entire dataset is presented in Fig. 1 . The boxplot of sensitivity and specificity values indicate higher median values for the T. Ajayi et al. Preventive Veterinary Medicine 164 (2019) 15-22 random forest model across all 10-folds, with the only exception being trends "zero" and "low" for sensitivity and specificity respectively, where neural nets had a higher median value. The variable importance plot for the random forest model is presented in Fig. 2 , while a description of variable names for the 30 explanatory variables in all classification models is provided in S- Table 1. For random forest classification, prevalence-related variables, whether current or lagged, were the driving force for the 4-week incidence trend (Fig. 2) , however, the current week's mean low temperature (i.e. ont_meanlowtemp) was also highly ranked. It appears the current week's low temperature, alongside prior and current prevalence values, determine the PEDV trend 4 weeks into the future.
Time series decomposition plots for weekly PEDV incident cases and prevalence, as well as weekly low temperature, average temperature, and average humidity are available in S- Figures 2, 3, 4 , 5, and 6 respectively. Each plot shows a strong seasonality component, however, there are notable differences where the trend is concerned. For example, incident cases (S- Figure 2 ) started with a sharp trend decrease at the beginning of 2014 but then followed with a gradual decrease, while prevalence (S- Figure 3 ) had a gradual trend increase at the beginning of 2014 followed by a decrease. Both low and average temperature (S- Figures 4 and 5) show a trend increase over the study period, while average humidity (S- Figure 6 ) started with a trend decrease but then switched to a trend increase in mid-2016. Determination of long-term trend for weather variables was, however, based on little informative data (S Figures 4-6) .
Discussion
Porcine Epidemic Diarrhea Virus (PEDV) continues to be a costly disease for swine producers, and is still cause for concern in the United The PEDV incursion into Canada was less severe, and although PED is not listed as a reportable or notifiable disease by the Canadian Food Inspection Agency (CFIA, 2017), it is provincially regulated and remains a reportable disease in several provinces, including Alberta (Alberta Ministry of Agriculture and Forestry, 2014) , Saskatchewan (Government of Saskatchewan, 2017), and Manitoba (Manitoba Agriculture, 2017) . PEDV is no longer provincially reportable in Ontario (OMAFRA, 2017), and while Quebec is free of the virus, PEDV remains a reportable disease in the province (Quebec Ministry of Agriculture, Fisheries and Food, 2017) .
While it appears PEDV is under control in most regions in Canada, the recent outbreaks in Manitoba (spanning May -August 2017) are a reminder that PEDV is still present, and underscores the importance of monitoring, surveillance, and intervention strategies in controlling and Fig. 1 . Boxplots of sensitivity and specificity of PEDV trend classification across models, with 10-fold cross validation applied to the Ontario PEDV and weather dataset for January 2014 -April 2017.
T. Ajayi et al. Preventive Veterinary Medicine 164 (2019) 15-22 possibly eliminating the disease. To this end, forecasting methods can be added to the surveillance toolkit as an early warning system for ongoing outbreaks.
For the above-noted PEDV forecast models with a static 70-30 split of the dataset, the artificial neural nets model was the best-performing model with the highest overall accuracy of 0.76 on the test dataset, a result which confirms one of its key strengths, which is its ability to capture complex non-linear relationships between explanatory and response variables (Shmueli et al., 2017) . However, judging by an overall accuracy of 0.71 on the test dataset and the misclassification error, the random forest model is a close second. In addition, the random forest model generated just one additional misclassification error on the test dataset when compared to corresponding errors generated by neural nets, and the error was a tolerable one. In this sense, random forest performance is comparable to neural nets. Classification trees, on the other hand, was the worst-performing model, a result which confirms a key weakness of the method, which is its inability to accurately capture complex relationships between explanatory and response variables.
For the random training and test sets based on 10-fold cross validation, random forest is the best-performing model, a finding which confirms its robustness against majority-class overfitting due to an imbalanced dataset (Breiman, 2001) , which in this case would be a model's tendency to classify most, if not all, observations as trend "zero" (the majority class). Given the nature of the data, there are few "high" trend observations and many "zero" trend observations. A more pronounced decrease in accuracy during cross-validation than during validation based on a split into training and validation datasets could be a consequence of the sampling approach. It is possible that randomization during cross-validation resulted in imbalanced distribution of observations across outcome categories for training or validation datasets. Alternatively, the cross-validation approach may have been a more robust approach to evaluating accuracy on new data, rather than evaluating accuracy on a single draw of randomly selected data.
In addition, while the evaluation of classification trees based on the cross-validation approach reported higher accuracy than the evaluation on a single static test dataset, it was still the worst performing modelfurther confirmation that this predictive method is not well-suited to the dataset. The cross-validation approach also allowed for accuracy comparisons among the three different methods via the paired t-test procedure. The results of this test further supported random forests as having different (i.e. higher) accuracy estimates than neural nets and classification and regression trees. Based on different metrics, results from random forests have been shown to be more accurate than several other methods on surveillance datasets of roughly comparable size (Kane et al., 2014; Petukhova et al., 2018) . Nonetheless, this should not be over-interpreted since the majority of the datasets used have been moderate in size. However, what is clear from this study is that random forest, as an ensemble of classification trees, had considerable higher accuracy on the test dataset than the method that was based on a single classification tree.
In terms of model sensitivity and specificity, especially as they pertain to trends "high" and "zero", neural nets outperform all other models with a static 70-30 split of the data. However, with random training and test sets (10-fold cross-validation), it appears random forest outperforms all other models, the only exception being trends "zero" and "low" for sensitivity and specificity respectively, where neural nets had a higher median value. Since neural networks require sufficient records to "learn" the patterns for a minority class (in this case trend "high"), it is perhaps not surprising that the neural nets model focused on majority class "zero" and "low", and as such provided better sensitivity and specificity values.
Overall, the PEDV trend classification models have much higher specificity values than they do sensitivity, indicating that they're much better at identifying when a specific trend is not present, as opposed to when the trend is present. However, in this instance and for the purposes of surveillance for an emerging disease, the cost of a false negative (i.e. false "non-zero" trend being high), outweighs the cost of a false positive, and as such, sensitivity values are paramount.
Although the random forest classification model outperforms other models, its sensitivity value across all trends is mediocre, indicating that it may not be the best option for avoiding false negatives. It is also likely that the nature of the data puts the random forest method at a disadvantage. While random forest has shown promise for time series data related to endemic animal diseases (Kane et al., 2014) , studies highlighting its use for time series data related to emerging animal diseases, especially non-zoonotic ones, are limited (Xie et al., 2016) . Unlike endemic diseases, for which there are frequent infection peaks and lows, emerging diseases typically have an initial sustained peak (usually at the start of the epidemic), after which the epidemic is typically brought under control, preventive measures initiated, and case counts become low or zero. In summary, further work is needed to develop suitable models for emerging infectious disease data, as the number of observations in the dataset are likely inadequate for the training needs of machine learning models (e.g., random forest, neural nets, and classification trees).
With respect to variable importance as assessed by random forests, among the top ten important variables, eight of them were related to existing frequency of cases and two were related to environmental conditions. This in itself is not surprising since the biggest risk factor for the number of new cases of a communicable disease is the prevalence of infection (Krämer et al., 2010) . Nonetheless, prevalence and other measures of disease frequency for newly emerging diseases are often changing rapidly, as was the case for this disease (Ajayi et al., 2018) , and are frequently not known with reasonable certainty. Therefore, building surveillance systems which are capable of providing up-to-date prevalence estimates for PED and similar production diseases in the source population would be valuable for making predictions about short-term disease frequency trends. This would require notification at the start of infection, as well as accurate data about declaration of freedom from infection for individual establishments. For PEDV prediction (i.e. PEDV trends), the highly-ranked prevalence, lagged prevalence and temperature variables (from the random forest model) could be a consequence of the nature of swine production in the source population, which to a large degree is organized through segregated phases of production at various locations. For example, an outbreak in a large sow herd will eventually lead to spread of infection from a sow herd to one or more nursery sites, and eventually finisher herds. This requires varying lengths of time, depending on the organization of pig flow in affected farms. Alternatively, for swine herds not connected through pig flow to the existing cases, the length of time for PEDV transmission between existing cases and naïve herds could vary. Yet another possible contributor to the lags are reporting delays due to a variety of reasons (e.g. low clinical impact in growing pigs).
It is worth mentioning that the random forest importance measures do not necessarily indicate that the underlying associations are positive (i.e. that an increase in values of a predictor variable leads to an increase in the values of one or more outcome classes). In addition, while the above-noted situations are possible reasons lagged measures of infection and prevalence are identified as important, the reader should be reminded that in the study population, the status of nursery and finisher herds were tracked together with the status of sow herds. In fact, the majority of sites in the study and in the source population of PED positive herds consisted of sites that were housing nursery and finisher pigs (a total of 76.2% of herds). Therefore, the results may not be extrapolated directly to target populations consisting of sow herds only. However, this source population mirrors the target population of Ontario commercial herds with respect to major demographic characteristics, and both are reflective of the type of segregated production which has been dominant in commercial swine production.
Among the environmental variables, mean low temperature and mean average temperature were identified among the top ten important variables. It is paramount to note that since PEDV is more stable at low rather than high temperatures (Thomas et al., 2015) , PEDV biosecurity measures are more difficult to implement in cold weather. Furthermore, it has been shown that transport vehicles play a critical role in PEDV transmission (Lowe et al., 2014) , and as such, transport biosecurity guidelines are readily available (National Pork Board, 2014). However, some guidelines are harder to implement in cold weather since certain disinfectants have reduced efficacy at low temperatures (Bowman et al., 2015; EQSP, 2014) , and washed transport vehicles are less likely to dry completely as freezing is more likely. The impact of low temperatures on PEDV transport biosecurity has led to the publication of cold weather disinfection guidelines (OSHAB, 2014), application of disinfectants which maintain their efficacy at low temperatures (Ferry and Benjamin, 2015) , and temporary funding for costs associated with enhanced biosecurity for transport vehicles (OSCIA, 2014) .
The most noteworthy limitation of the current study is the small dataset, which made evaluation of predictive accuracy challenging. In addition, classifying the number of new PED cases over a 4-week period into four classes was probably too detailed. Nonetheless, such a decision was made early in the modeling phase with the rationale that it was worthwhile exploring how the models would perform if such fragmented classification was required. In retrospect, classification into two groups would probably be more robust and permit the use of additional measures of classification accuracy. With such approaches, the use of model ensembles could have been explored in a straightforward manner. Furthermore, our decision to reduce the number of variables through the use of the random forest variable importance plot may have impacted the results, as it pre-selected variables that were potentially important for this algorithm but perhaps not as important for the other two. Nonetheless, comparison of the accuracy measures between the training and test datasets did not suggest overfitting, at least not for this specific method.
In conclusion, this study investigated the use of predictive analytics for the prediction of PEDV trends. The results show that the random forest classification model with 30 explanatory variables is the best model for forecasting future PEDV trends for this target population. Furthermore, variable importance measures from the random forest models confirm prevalence and temperature as important contributors to future PEDV trends.
