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Abstract—We study the convexity of mutual information along
the evolution of the heat equation. We prove that if the initial
distribution is log-concave, then mutual information is always
a convex function of time. We also prove that if the initial
distribution is either bounded, or has finite fourth moment and
Fisher information, then mutual information is eventually convex,
i.e., convex for all large time. Finally, we provide counterexamples
to show that mutual information can be nonconvex at small time.
I. INTRODUCTION
The heat equation plays a fundamental role in many fields.
In thermodynamics, it describes the diffusion of heat in a
body due to temperature differences. In probability theory, it
describes the evolution of the Brownian motion. In information
theory, it describes the additive white Gaussian noise channel,
which is one of the most important communication channels.
In general, the heat equation can be used to model the transport
of any quantity in a medium via a diffusion process. It also
forms the basis for more general stochastic processes, such as
the Ornstein-Uhlenbeck process or the Fokker-Planck process.
Therefore, the heat equation has found applications in diverse
scientific disciplines—from explaining the evolution of zebra
stripes [1] to modeling stock prices via the Black-Scholes
formula [2]. We are interested in the heat flow, which is the
flow of the heat equation in the space of random variables.
The properties of the heat flow are closely linked to entropy.
Indeed, one important interpretation of the heat flow is as the
flow that increases entropy as fast as possible. More precisely,
heat flow is the gradient flow (i.e., the steepest descent flow)
of negative entropy in the space of probability distributions
with the Wasserstein metric structure [3]. In this paper we
will not need this result, but only use a certain key identity in
our calculation. Nevertheless, this relation suggests an intricate
connection between entropy and the heat flow.
The behavior of entropy along the heat flow has been long
studied. The gradient flow interpretation above shows that
entropy is increasing along the heat flow. In particular, De
Bruijn’s identity [4] states that the time derivative of entropy
along the heat flow is given by the Fisher information, which
is always positive. Moreover, entropy is a concave function
of time along the heat flow. This is because the second time
derivative of entropy along the heat flow is the negative
of the second-order Fisher information [5]–[7]; the latter
identity also implies the concavity of entropy power along the
heat flow [8]–[10]. It is further conjectured that the higher
derivatives of entropy along the heat flow have alternating
signs [5], [11], [12]. In one dimension, this has been verified
up to the fourth derivative [12]; in multi dimension, this is
true for the third derivative when the initial distribution is
log-concave [13].
On the other hand, the behavior of mutual information
along the heat flow has been less explored. Clearly mutual
information is decreasing along the heat flow by the data
processing inequality, since the heat flow is a Markov chain.
De Bruijn’s identity implies that the time derivative of mutual
information along the heat flow is the negative of the mutual
Fisher information; the latter is proportional to the minimum
mean square error (mmse) of estimating the initial from the
final distribution, thus recovering the I-MMSE relation for
the additive Gaussian channel [14]. Similarly, the second
time derivative of mutual information along the heat flow is
the mutual version of the second-order Fisher information;
unfortunately, it does not always have a definite sign.
In this paper we study the convexity of mutual information
along the heat flow. This amounts to determining when the
mutual second-order Fisher information is positive along the
heat flow. We show that in general, the mutual second-order
Fisher information is positive whenever the final distribution is
log-concave. Since the heat flow preserves log-concavity, this
implies our first main result: If the initial distribution is log-
concave, then mutual information is always convex along the
heat flow. In some cases, for example when the initial distribu-
tion is bounded, the heat flow implies eventual log-concavity,
which means the final distribution eventually becomes log-
concave; this implies mutual information is eventually convex
along the heat flow for these cases. Furthermore, we prove that
in general, regardless of log-concavity, mutual information is
eventually convex along the heat flow whenever the initial
distribution has finite fourth moment and Fisher information.
Unlike entropy, however, we show that mutual information
can be nonconvex along the heat flow. We provide explicit
counterexamples, namely mixtures of point masses and mix-
tures of Gaussians, for which mutual information along the
heat flow is nonconvex at small time; furthermore, by scaling
we can arrange the region of nonconvexity to engulf any finite
time. We elaborate on these results below.
II. BACKGROUND AND PROBLEM SETUP
A. The heat flow
The heat equation in Rn is the partial differential equation:
∂ρ
∂t
=
1
2
∆ρ
where ρ = ρ(x, t) for x ∈ Rn, t ≥ 0, and ∆ = ∑ni=1 ∂2∂x2
i
is the Laplacian operator. This equation conserves mass, so if
ρ0 = ρ(·, 0) is a probability distribution, then so is ρt = ρ(·, t)
for all t > 0. The heat equation admits a closed-form solution
via convolution:
ρt = ρ0 ∗ γt
where γt(x) = (2πt)
−n
2 e−
‖x‖2
2t is the heat kernel at time t.
Probabilistically, if X0 ∼ ρ0 is a random variable in Rn, then
Xt ∼ ρt that evolves following the heat equation is given by
Xt = X0 +
√
tZ
where Z ∼ N (0, I) is the standard Gaussian random variable
in Rn independent of X0. We call this the heat flow. (Note that
the true solution to the heat equation is the Brownian motion,
but at each time t it has the same distribution as Xt above.)
Observe that even when X0 ∼ ρ0 has a singular density, Xt ∼
ρt has a smooth positive density for all t > 0.
Example 1. If X0 ∼ δa is a point mass at some a ∈ Rn, then
Xt ∼ N (a, tI) is Gaussian with mean a and covariance tI .
Example 2. If X0 ∼ N (µ,Σ) is Gaussian, then Xt ∼
N (µ,Σ + tI) is also Gaussian with the same mean and
increasing covariance.
Example 3. If X0 ∼
∑k
i=1 piδai is a mixture of point masses,
then Xt ∼
∑k
i=1 piN (ai, tI) is a mixture of Gaussians with
the same covariance tI .
Example 4. If X0 ∼
∑k
i=1 piN (ai,Σi) is a mixture of
Gaussians, thenXt ∼
∑k
i=1 piN (ai,Σi+tI) is also a mixture
of Gaussians with the same means and increasing covariance.
B. Entropy and Fisher information
Let X be a random variable in Rn with a smooth positive
density ρ.
The (differential) entropy of X ∼ ρ is
H(X) = −
∫
Rn
ρ(x) log ρ(x) dx.
The Fisher information of X ∼ ρ is
J(X) =
∫
Rn
ρ(x)‖∇ log ρ(x)‖2 dx.
The second-order Fisher information of X ∼ ρ is
K(X) =
∫
Rn
ρ(x)‖∇2 log ρ(x)‖2HS dx.
Here ‖A‖2HS =
∑n
i,j=1 A
2
ij =
∑n
i=1 λi(A)
2 is the Hilbert-
Schmidt (or Frobenius) norm of a symmetric matrix A =
(Aij) ∈ Rn×n with eigenvalues λi(A) ∈ R.
In general we have the inequality
K(X) ≥ J(X)
2
n
(1)
which is equivalent to the entropy power inequality [7]–[10].
Example 5. If X ∼ N (µ,Σ) is Gaussian, then
H(X) =
1
2
log det(2πeΣ) =
1
2
n∑
i=1
log(2πeλi)
J(X) = Tr(Σ−1) =
n∑
i=1
1
λi
K(X) = ‖Σ−1‖2HS =
n∑
i=1
1
λ2i
where λ1, . . . , λn > 0 are the eigenvalues of Σ ≻ 0.
Our interest in the first and second-order Fisher information
is because they are the first and second derivatives of entropy
along the heat flow.
Lemma 1. Along the heat flow Xt = X0 +
√
tZ ,
d
dt
H(Xt) =
1
2
J(Xt)
d2
dt2
H(Xt) = −1
2
K(Xt).
Note that since J(Xt) ≥ 0, the first derivative of entropy
is positive, which means entropy is increasing along the heat
flow. Similarly, since K(Xt) ≥ 0, the second derivative of
entropy is negative, which means entropy is a concave function
along the heat flow.
C. Mutual information and mutual Fisher information
Let (X,Y ) be a joint random variable in Rn × Rn with a
joint density ρXY , which we can factorize into a product of
marginal and conditional densities:
ρXY (x, y) = ρX(x) ρY |X(y |x) = ρY (y) ρX|Y (x | y).
We assume ρY and ρY |X(· |x) are smooth and positive for all
x ∈ Rn.
The mutual information of (X,Y ) is
I(X ;Y ) = H(Y )−H(Y |X)
where H(Y |X) = ∫ ρX(x)H(ρY |X(· |x)) dx is the expected
entropy of the conditional densities.
The mutual Fisher information of (X,Y ) is
J(X ;Y ) = J(Y |X)− J(Y )
where J(Y |X) = ∫ ρX(x)J(ρY |X(· |x)) dx is the expected
Fisher information of the conditional densities.
The mutual second-order Fisher information of (X,Y ) is
K(X ;Y ) = K(Y |X)−K(Y )
where K(Y |X) = ∫ ρX(x)K(ρY |X(· |x)) dx is the expected
second-order Fisher information of the conditional densities.
Mutual information is symmetric: I(X ;Y ) = I(Y ;X).
However, mutual first and second-order Fisher information
are not symmetric: in general, J(X ;Y ) 6= J(Y ;X) and
K(X ;Y ) 6= K(Y ;X).
The mutual Fisher information J(X ;Y ) can be shown
to be equal to the backward (statistical) Fisher information
Φ(X |Y ), which is manifestly positive. The mutual second-
order Fisher information K(X ;Y ), on the other hand, is
not always positive, but it can be represented in terms of
the backward (statistical) second-order Fisher information
Ψ(X |Y ); see Appendix B for detail.
Analogous to the basic (non-mutual) inequality (1), we
have the following result. Recall that a smooth probability
distribution ρ in Rn is α-log-semiconcave for some α ∈ R if
−∇2 log ρ(x)  αI ∀x ∈ Rn.
When α ≥ 0, we say ρ is log-concave.
Lemma 2. If Y ∼ ρY is α-log-semiconcave for some α ∈ R,
then
K(X ;Y ) ≥ J(X ;Y )
2
n
+ 2αJ(X ;Y ).
In particular, if ρY is log-concave, then K(X ;Y ) ≥ 0.
D. Mutual information along the heat flow
Now consider when Y = Xt is the heat flow from X = X0.
By the linearity of the channel, the identities for the deriva-
tives of entropy in Lemma 1 imply the following identities for
the derivatives of mutual information along the heat flow.
Lemma 3. Along the heat flow Xt = X0 +
√
tZ ,
d
dt
I(X0;Xt) = −1
2
J(X0;Xt)
d2
dt2
I(X0;Xt) =
1
2
K(X0;Xt).
Since J(X0;Xt) = Φ(X0 |Xt) ≥ 0, the first identity above
shows that mutual information is decreasing along the heat
flow. In fact along the heat flow Φ(X0 |Xt) = 1t2 Var(X0 |Xt)
is proportional to the mmse of estimating X0 from Xt, thus
recovering the I-MMSE relation for Gaussian channel [14],
[15]. From the second identity above, we see that the convexity
of mutual information along the heat flow is equivalent to the
positivity of K(X0;Xt), for which Lemma 2 will be useful.
Finally, we note that since Xt |X0 is Gaussian, the various
mutual quantities in Lemma 3 are simply comparisons against
a baseline Gaussian: I(X0;Xt) = H(Xt)− n2 log(2πte),
J(X0;Xt) =
n
t
−J(Xt), and K(X0;Xt) = n
t2
−K(Xt).
In the opposite order, mutual information stays the same:
I(Xt;X0) = I(X0;Xt). On the other hand, the mutual
first and second-order Fisher information can be computed
explicitly and do not depend on Xt:
J(Xt;X0) =
n
t
and K(Xt;X0) =
n
t2
+
2
t
J(X0).
See Appendix D for detail.
III. CONVEXITY OF MUTUAL INFORMATION
We present our main results on the convexity of mutual
information along the heat flow. Throughout, let Xt = X0 +√
tZ denote the heat flow.
A. Perpetual convexity when initial distribution is log-concave
Recall from Lemma 2 and 3 that mutual information is
convex whenever the final distribution is log-concave. Since
the heat flow preserves log-concavity, this implies mutual
information is always convex when the initial distribution is
log-concave.
Theorem 1. If X0 ∼ ρ0 has a log-concave distribution, then
mutual information t 7→ I(X0;Xt) is convex for all t ≥ 0.
B. Eventual convexity when initial distribution is bounded
Next, we ask when the final distribution is eventually convex
under the heat flow, which also implies the eventual convexity
of mutual information. We can show that if the initial dis-
tribution is bounded, then the final distribution is eventually
log-concave; this fact has also been observed in [16].
We say a probability distribution ρ is D-bounded for some
D ≥ 0 if it is supported on a domain of diameter at most D.
Theorem 2. If X0 ∼ ρ0 has a D-bounded distribution, then
mutual information t 7→ I(X0;Xt) is convex for all t ≥ D2.
Since convolution with log-concave distribution preserves
log-concavity, we also have the following corollary. Note that
when the bounded part is a point mass (with diameter D = 0)
this recovers Theorem 1 above.
Corollary 1. If X0 ∼ ρ0 is a convolution of a D-bounded
and a log-concave distribution, then mutual information t 7→
I(X0;Xt) is convex for all t ≥ D2.
For example, if X0 ∼
∑k
i=1 piN (ai,Σ) is a mixture of
Gaussians with the same covariance, then the bounded part∑k
i=1 piδai has diameter D = maxi6=j ‖ai − aj‖.
C. Eventual convexity when Fisher information is finite
We now investigate when mutual information is eventually
convex in general, regardless of the log-concavity of the distri-
butions. We show that if the initial distribution has finite fourth
moment and Fisher information, then mutual information is
eventually convex.
For p ≥ 0, let Mp(X) = E[‖X − µ‖p] denote the p-th
moment of a random variable X with mean E[X ] = µ ∈ Rn.
Theorem 3. If X0 ∼ ρ0 has finite fourth moment M4(X0) <
∞ and Fisher information J(X0) <∞, then mutual informa-
tion t 7→ I(X0;Xt) is convex for all t ≥ 1n2 J(X0)M4(X0).
Thus, we see that under a wide variety of conditions, mutual
information is eventually convex along the heat flow. However,
it turns out mutual information is not always convex along the
heat flow, in contrast to the concavity of entropy or entropy
power along the heat flow.
IV. NONCONVEXITY OF MUTUAL INFORMATION
We present some counterexamples for which mutual infor-
mation along the heat flow is not convex at some small time.
Concretely, we study mixtures of point masses and mixtures
of Gaussians as initial distribution of the heat flow.
A. Mixture of two point masses
Let X0 ∼ 12δ−a + 12δa be a uniform mixture of two point
masses centered at a and −a, for some a ∈ Rn, a 6= 0. Along
the heat flow, Xt ∼ 12N (−a, tI) + 12N (a, tI) is a uniform
mixture of two Gaussians with equal covariance tI .
For u > 0, let
Vu = N (u, u) ∈ R
denote the one-dimensional Gaussian random variable with
mean and variance both equal to u. Then by direct calculation:
I(X0;Xt) =
‖a‖2
t
− E[log cosh(V ‖a‖2
t
)]
J(X0;Xt) =
‖a‖2
t2
E[sech2(V ‖a‖2
t
)]
K(X0;Xt) =
2‖a‖2
t3
E[sech2(V ‖a‖2
t
)]−‖a‖
4
t4
E[sech4(V ‖a‖2
t
)].
Note the dependence on dimension is only implicit via ‖a‖2.
The behavior of these quantities is illustrated in Figure 1a.
Mutual information is not convex at small time since it starts
at some finite value (in fact log 2), and stays flat for a while
before decreasing. Its second derivative, the mutual second-
order Fisher information, starts at 0 and becomes negative
before eventually becoming positive. Thus, mutual information
is concave for all small time. Furthermore, by scaling ‖a‖2 we
can stretch the region of nonconvexity to cover any finite time
interval.
B. Mixture of two Gaussians
Let X0 ∼ 12N (−a, sI) + 12N (a, sI) be a uniform mixture
of two Gaussians with the same covariance sI for some s > 0,
centered at −a and a for some a ∈ Rn, a 6= 0. Note, the limit
s→ 0 recovers the mixture of two point masses above. Along
the heat flow, Xt ∼ 12N(−a, (s + t)I) + 12N (a, (s + t)I) is
also a mixture of two Gaussians with increasing covariance.
Then with Vu = N (u, u) as above, we have:
I(X0;Xt) =
n
2
log
(
1 +
s
t
)
+
‖a‖2
s+ t
− E[log cosh(V ‖a‖2
s+t
)]
J(X0;Xt) =
ns
t(s+ t)
+
‖a‖2
(s+ t)2
E[sech2(V ‖a‖2
s+t
)]
K(X0;Xt) =
ns(s+ 2t)
t2(s+ t)2
+
2‖a‖2
(s+ t)3
E[sech2(V ‖a‖2
s+t
)]
− ‖a‖
4
(s+ t)4
E[sech4(V ‖a‖2
s+t
)].
Note the explicit dependence on the dimension n.
The behavior of these quantities is illustrated in Figure 1b
for n = 1. Mutual information initially starts at +∞, but it
decreases quickly and exhibits a similar pattern of nonconvex-
ity as the mixture of point masses. Its second derivative, the
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Fig. 1: Behavior of mutual information and its two derivatives
along the heat flow. (a) Left: X0 ∼ 12δ−1 + 12δ1. (b) Right:
X0 ∼ 12N (−1, s) + 12N (1, s) with s = 10−3.
mutual second-order Fisher information, also starts at +∞,
but decreases quickly and becomes negative for some time
before eventually becoming positive. Thus, mutual information
is concave at some small time, and by scaling ‖a‖2 we can
enlarge the region of nonconvexity.
C. General mixture of point masses
Let X0 ∼
∑k
i=1 piδai be a mixture of point masses centered
at distinct ai ∈ Rn, with mixture probabilities pi > 0,∑k
i=1 pi = 1. Along the heat flow, Xt ∼
∑k
i=1 piN (ai, tI)
is a mixture of Gaussians with increasing covariance tI at the
same centers.
We show that mutual information starts at a finite value
which is equal to the discrete entropy of the mixture proba-
bility, and it is exponentially concentrated at small time.
Let ‖p‖∞ = maxi,j pi/pj and m = mini6=j ‖ai − aj‖ > 0.
Let h(p) = −∑ki=1 pi log pi denote the discrete entropy.
Theorem 4. For all 0 < t ≤ m2676‖p‖2∞ ,
0 ≤ h(p)− I(X0;Xt) ≤ 3(k − 1)‖p‖∞e−0.085m
2
t .
The theorem above implies that
lim
t→0
I(X0;Xt) = h(p).
In particular, the initial value of mutual information does not
depend on the locations of the centers, as long as they are
distinct. This is interesting, because by moving the centers
and merging them we can obtain discontinuities of the mutual
information with respect to the initial random variable at the
origin (moving the centers changes the mutual information
curve but preserves the starting point, while merging the
centers makes the starting point jump).
Furthermore, if a function converges exponentially fast, then
all its derivatives must converge to zero exponentially fast.
Thus, we have the following corollary.
Corollary 2. For all ℓ ∈ N, limt→0 dℓdtℓ I(X0;Xt) = 0.
In particular, the first derivative of mutual information,
which is negative mutual Fisher information, starts at 0.
Since the initial distribution is bounded, mutual information is
eventually convex by Theorem 2, which means mutual Fisher
information is eventually decreasing. Since mutual Fisher
information is always nonnegative, this means it must initially
increase, during which mutual information is concave; this is
similar to the behavior observed in §IV-A.
Moreover, by the continuity of the second-order Fisher
information, this suggests that when the initial distribution is
a mixture of Gaussians, mutual information may be also be
concave at some small time.
V. DISCUSSION AND FUTURE WORK
In this paper we have studied the convexity of mutual infor-
mation along the heat flow. We have shown that under a wide
variety of conditions mutual information is eventually convex,
and we have shown examples where mutual information may
be concave at some small time. Many questions remain.
One question is how much we can extend the results
to general stochastic processes. We can show most of our
results still hold for the Ornstein-Uhlenbeck process [17].
For general Fokker-Planck processes the situation is more
complicated, but at least there are explicit formulae for the
second derivatives [18].
Another question is whether there are other conditions that
imply eventual log-concavity under the heat flow. Currently we
only know it for when the initial distribution is a convolution
of a bounded and a log-concave distribution. It is interesting
to study what happens for a larger class of initial distributions,
for example sub-Gaussian.
Alternatively, for each point in space we can define the
notion of a “time to log-concavity,” after which the final
distribution is log-concave at that point. In general, this time is
finite for each fixed point, and eventual log-concavity occurs
if the supremum of this time over space is finite. There is a
generic bound for this time to log-concavity in terms of the
variance, and we can prove a slightly better bound under sub-
Gaussian assumption, but not much is known.
We are seeking a proof of the nonconvexity of mutual infor-
mation for the examples presented in §IV. The nonconvexity
is clear from Figure 1, and we have explicit formulae for the
second derivatives, but it is desirable to have a formal proof.
It is also interesting to study the effect of dimension in this
problem, whether it makes convexity of mutual information
easier or more difficult to occur. From Theorem 3, and taking
into account the growth of Fisher information and fourth
moment with dimension, we see that the effect of dimension
seems to be to delay the eventual convexity.
Finally, for mixtures of point masses, we have shown
that the definition of self-information under the heat flow
remembers the discrete initial data. We can show this also
holds for the Ornstein-Uhlenbeck process [17]. It is interesting
to study whether the self-information limit is the same under
more general flows such as the Fokker-Planck process.
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APPENDIX
A. Proof of Lemma 1
These identities follow by direct calculation and integration
by parts (and Bochner’s formula for the second identity). The
first derivative of entropy along the heat flow is De Bruijn’s
identity [4]. The second derivative of entropy along the heat
flow is by McKean [5] in one dimension, and by Toscani [6]
in multi dimension; see also Villani [7] for a clean proof.
B. Proof of Lemma 2
We first introduce some definitions. We view the joint
distribution ρXY (x, y) = ρY (y)ρX|Y (x | y) as a family of
probability distributions ρX|Y (· | y) parameterized by y ∈
R
n, which has distribution ρY . We also assume the density
ρX|Y (· | y) is smooth with respect to y.
The pointwise backward Fisher information matrix of X
given Y = y is
Φ˜(X |Y = y) =∫
Rn
ρX|Y (x | y)(∇y log ρX|Y (x | y))(∇y log ρX|Y (x | y))⊤dx.
By integration by parts (assuming boundary terms vanish), we
can also write
Φ˜(X |Y =y) = −
∫
Rn
ρX|Y (x | y)∇2y log ρX|Y (x | y)dx.
The pointwise backward Fisher information ofX given Y = y
is
Φ(X |Y =y) = Tr(Φ˜(X |Y =y))
=
∫
Rn
ρX|Y (x | y)‖∇y log ρX|Y (x | y)‖2dx.
The backward Fisher information matrix of X given Y is
Φ˜(X |Y ) =
∫
Rn
ρY (y) Φ˜(X |Y =y) dy.
The backward Fisher information of X given Y is
Φ(X |Y ) = Tr(Φ˜(X |Y )).
Note Φ˜(X |Y =y)  0 and Φ(X |Y =y) ≥ 0 for all y ∈ Rn,
so Φ˜(X |Y )  0 and Φ(X |Y ) ≥ 0.
Similarly, the pointwise backward second-order Fisher in-
formation of X given Y = y is
Ψ(X |Y =y) =
∫
Rn
ρX|Y (x | y)‖∇2y log ρX|Y (x | y)‖2HS dx.
The backward second-order Fisher information of X given Y
is
Ψ(X |Y ) =
∫
Rn
ρY (y)Ψ(X |Y =y) dy.
Note that Ψ(X |Y = y) ≥ 0 for all y ∈ Rn, so Ψ(X |Y ) ≥ 0.
Finally, the Fisher information matrix of Y is
J˜(Y ) =
∫
Rn
ρY (y)(∇y log ρY (y))(∇y log ρY (y))⊤dy.
By integration by parts (assuming boundary terms vanish), we
can also write
J˜(Y ) = −
∫
Rn
ρY (y)∇2y log ρY (y)dy.
Note that J˜(Y )  0 and Fisher information is its trace:
J(Y ) = Tr(J˜(Y )).
As stated in §II-C, mutual Fisher information is in fact equal
to the backward Fisher information.
Lemma 4. For any joint random variable (X,Y ),
J(X ;Y ) = Φ(X |Y ).
Proof. From the factorization
ρX(x)ρY |X(y |x) = ρY (y)ρX|Y (x | y)
we have
−∇2y log ρY |X(y |x) = −∇2y log ρY (y)−∇2y log ρX|Y (x | y).
We integrate both sides with respect to ρXY (x, y). The
left-hand side gives the expected Fisher information matrix
J˜(Y |X). The first term on the right-hand side gives J˜(Y ),
while the second term gives the Φ˜(X |Y ). That is, J˜(Y |X) =
J˜(Y ) + Φ˜(X |Y ), or equivalently,
J˜(X ;Y ) = J˜(Y |X)− J˜(Y ) = Φ˜(X |Y ).
Taking trace gives
J(X ;Y ) = Tr(J˜(X ;Y )) = Tr(Φ˜(X |Y )) = Φ(X ;Y )
as desired.
Similarly, mutual second-order Fisher information can be
represented in terms of the backward second-order Fisher
information, albeit in a more complicated way.
Lemma 5. For any joint random variable (X,Y ),
K(X ;Y ) = Ψ(X |Y )+
2
∫
Rn
ρY (y)〈−∇2 log ρY (y), Φ˜(X |Y =y)〉HS dy.
Proof. As before we have the decomposition
−∇2y log ρY |X(y |x) = −∇2y log ρY (y)−∇2y log ρX|Y (x | y).
Taking the squared norm on both sides and expanding, we get
‖∇2y log ρY |X(y |x)‖2HS
= ‖∇2y log ρY (y)‖2HS + ‖∇2y log ρX|Y (x | y)‖2HS
+ 2〈∇2y log ρY (y),∇2y log ρX|Y (x | y)〉HS.
We integrate both sides with respect to ρXY (x, y). On the
left-hand side we get K(Y |X). The first term on the right-
hand side gives K(Y ); the second term gives Ψ(X |Y ); for
the third term, by first integrating over ρX|Y (x | y) we obtain
an inner product with Φ˜(X |Y =y). That is,
K(Y |X) = K(Y ) + Ψ(X |Y )
+ 2
∫
Rn
ρY (y)〈−∇2y log ρY (y), Φ˜(X |Y =y)〉HS dy.
This implies the desired expression for K(X ;Y ) =
K(Y |X)−K(Y ).
We can prove a lower bound for K(X ;Y ) under log-
semiconcavity assumption on Y .
Lemma 6. If Y ∼ ρY is α-log-semiconcave for some α ∈ R,
then
K(X ;Y ) ≥ Ψ(X |Y ) + 2αΦ(X |Y ).
Proof. Since −∇2 log ρY (y)  αI and Φ˜(X |Y = y)  0 for
all y ∈ Rn, we have
〈−∇2 log ρY (y), Φ˜(X |Y =y)〉HS ≥ 〈αI, Φ˜(X |Y =y)〉HS
= αTr(Φ˜(X |Y =y))
= αΦ(X |Y =y).
Integrating with respect to ρY (y) gives∫
Rn
ρY (y)〈−∇2 log ρY (y), Φ˜(X |Y =y)〉HS dy
≥ α
∫
Rn
ρ(y)Φ(X |Y =y) dy = αΦ(X |Y ).
Adding Ψ(X |Y ) and using Lemma 5 gives the result.
Furthermore, we have the following result which is remi-
niscent of the inequality (1) between first and second-order
Fisher information.
Lemma 7. For any joint random variable (X,Y ) in Rn×Rn,
Ψ(X |Y ) ≥ Φ(X |Y )
2
n
.
Proof. Let Ax,y = −∇2y log ρX|Y (x | y). By Cauchy-Schwarz
inequality,
‖Ax,y‖2HS = Tr(A2x,y) ≥
(Tr(Ax,y))
2
n
.
Taking expectation over (X,Y ) ∼ ρXY and applying Cauchy-
Schwarz again, we get the desired result
Ψ(X |Y ) = E[‖AX,Y ‖2HS]
≥ E[(Tr(AX,Y ))
2]
n
≥ (E[Tr(AX,Y )])
2
n
=
Φ(X |Y )2
n
.
Finally, we are ready to prove Lemma 2.
Proof of Lemma 2. By Lemma 6 and 7,
K(X ;Y ) ≥ Φ(X |Y )
2
n
+ 2αΦ(X |Y ).
Since J(X ;Y ) = Φ(X |Y ) by Lemma 4, the result follows.
C. Proof of Lemma 3
These identities follow from Lemma 1 and the linearity of
the heat flow channel.
Concretely, recall by Lemma 1 that ddtH(Xt) =
1
2J(Xt).
We apply this result to the conditional density ρXt|X0(· |x0)
to get ddtH(Xt |X0 = x0) = 12J(Xt |X0 = x0) for each
x0 ∈ Rn. Taking expectation over X0 ∼ ρ0 and inter-
changing the order of expectation and time differentiation
yields ddtH(Xt |X0) = 12J(Xt |X0). Combining this with
the earlier result above yields ddtI(X0;Xt) =
1
2J(X0;Xt),
as desired. The proof for d
2
dt2 I(X0;Xt) = − 12K(X0;Xt)
proceeds identically using the second identity in Lemma 1.
D. Detail for §II-D
We compute J(Xt;X0) and K(Xt;X0) along the heat flow
Xt = X0 +
√
tZ . Let X0 ∼ ρ0, Xt ∼ ρt, (X0, Xt) ∼ ρ0t,
and we write the conditionals as
ρ0(x)ρt|0(y |x) = ρ0t(x, y) = ρt(y)ρ0|t(x | y).
Then
−∇x log ρ0|t(x | y) = −∇x log ρ0(x)−∇x log ρt|0(y |x).
Along the heat flow Xt |X0 is Gaussian with covariance tI ,
so we have explicitly −∇x log ρt|0(y |x) = x−yt . Therefore,
−∇x log ρ0|t(x | y) = −∇x log ρ0(x) + x− y
t
. (2)
Take the squared norm on both sides and expand:
‖∇x log ρ0|t(x | y)‖2 = ‖∇x log ρ0(x)‖2 + ‖x− y‖
2
t2
+
2
t
〈−∇x log ρ0(x), x − y〉.
Now we take expectation of both sides over (X0, Xt). The left-
hand side gives J(X0 |Xt). The first term on the right-hand
side gives J(X0); the second term gives
1
t2E[‖X0 −Xt‖2] =
1
t2E[‖
√
tZ‖2] = nt where Z ∼ N (0, I); while the third term
gives 0 by integrating over y first for each fixed x. That is,
J(X0 |Xt) = J(X0) + n
t
. (3)
Therefore,
J(Xt;X0) = J(X0 |Xt)− J(X0) = n
t
.
Next, we differentiate (2) again with respect to x to get
−∇2x log ρ0|t(x | y) = −∇2x log ρ0(x) +
I
t
.
Take the squared norm on both sides and expand:
‖∇2x log ρ0|t(x | y)‖2HS
= ‖∇2x log ρ0(x)‖2HS +
‖I‖2HS
t2
+
2
t
〈−∇2x log ρ0(x), I〉HS
= ‖∇2x log ρ0(x)‖2HS +
n
t2
− 2
t
∆x log ρ0(x).
