ABSTRACT Although the hybrid analog-digital processing reduces the hardware complexity to realize massive multiple-input multiple-output system, it increases the difficulty of channel estimation significantly since the base station cannot obtain enough training samples with the limited number of radio frequency chains. This paper aims to address this problem using the emerging machine-learning techniques. By exploiting the sparsity property of the angular domain channel, a novel clustered sparse Bayesian learning approach is proposed to estimate the channel reliably. The scheme does not require the knowledge of channel statistics and angular information of users. A data-aided channel estimation scheme based on variational optimization is proposed to further improve the estimation performance by using the training data and unknown information data jointly. The numerical simulations show that the proposed schemes outperform the reference schemes significantly in terms of the normalized mean square error and the achievable sum rate.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is considered as one of the key technologies to achieve the capacity requirement for future wireless communication systems [1] , [2] . The gain of massive MIMO relies on the coherent processing for signals of large numbers of antennas, which requires the knowledge of channel state information (CSI). Therefore, a central task of building massive MIMO system is to estimate the CSI between base station (BS) and users reliably.
One limitation of massive MIMO system is the high hardware complexity, since a separate radio frequency (RF) chain must be allocated to each antenna of BS. To deal with this problem, a popular method is to make several antennas share the same RF chain, which results in a hybrid analogdigital massive MIMO system (see [3] - [5] and the references therein). When the massive MIMO system operates in timedivision duplex (TDD) manner, it is well known that the CSI can be effectively obtained with the training overhead increasing linearly with the number of users [6] . However, this property does not hold if the number of available RF chains at BS is much smaller than the number of its antennas, which is just the case in the hybrid analog-digital massive MIMO system. This is because, in the training phase (for channel estimation), the BS has no access to the training signals from all antennas anymore, but only the combinations of them. In this case, the length of require training sequence must be not less than NK R in order to estimate the CSI reliably [7] , where N and R denote the numbers of antennas and RF chains at BS, and K denotes the number of users.
Although the channel vector between BS and user is of high-dimension in massive MIMO system, its covariance matrix is often observed low-rank due to the high correlation between the channel elements from user to different BS's antennas. This property can be utilized to design cost efficient channel estimation schemes [8] , [9] . The main idea behind is to transform the channel to a sparse vector in the angular-domain (called angular-domain channel) by exploiting the correlations between channel elements, and then estimate the effective low-dimension angular-domain channel with the least square (LS) or minimum mean square error (MMSE) method. However, these schemes require the knowledge of channel covariance matrix or angulardomain information, such as direction of arrival (DoA) of user's signal, which is not always available at BS. Another path to reduce the training overhead is to formulate the channel estimation as a sparse recovery problem, and estimate the angular-domain channel using the algorithms in compressive sensing, such as orthogonal matching pursuit (OMP) [10] , [11] , reweighted l 1 /l 2 optimization [12] and sparse Bayesian learning (SBL) [13] . These schemes avoid the need of channel covariance matrix and DoA information, however suffer from performance loss when the number of RF chains at BS is small. Recently, Fang et al. [14] proposed a novel pattern coupled SBL (PC SBL) approach for sparse recovery problem. The approach is shown to achieve better performance by exploiting the structure of sparsity in signals, which is promising in designing robust channel estimation scheme.
In this paper, we investigate the channel estimation problem for hybrid analog-digital massive MIMO system considering the above challenges. The main contributions are as follows:
1) Taking a similar idea as that in [14] , a novel clustered SBL approach is proposed to estimate the channels between BS and users by exploiting sparsity property of angular-domain channel. The scheme does not require the channel statistics and DoA information of user. 2) Through imbedding the clustered SBL into the variational optimization framework, the proposed approach is extended to a data-aided channel estimation scheme. The scheme utilizes the received training data and unknown information data jointly to improve the quality of channel estimation without increasing the training overhead and number of RF chains. 3) Numerical simulations are presented to validate the effectiveness of the proposed schemes. The results show that the proposed schemes outperform the reference schemes significantly in term of normalized mean square error (NMSE) and achievable sum-rate. The rest of the paper is organized as follows: Section II describes the system model. Section III presents the clustered SBL based channel estimation scheme. Section IV presents the data-aided channel estimation scheme. The numerical simulations are presented in section V and the conclusions are drawn in section VI.
Notations: We use B * , B T and B H to denote conjugate, transpose and conjugate transpose of matrix B, respectively. CN (b |m, C ) means that b is a complex Gaussian variable with mean m and covariance matrix C. vec(B) denotes the vectorization of B.
[B] i,j denotes the {i, j}th element of matrix B. E(·) denotes the expectation.
II. SYSTEM MODEL
Consider the massive MIMO system with a BS and K users. The BS is equipped with a uniform linear array (ULA) with N antennas and R RF chains. It is assumed that R is much smaller than N in order to keep the hardware complexity low. The user is equipped with single-antenna due to size limitation. With the ray-tracing based model [15] , the channel between BS and user k can be expressed as
where θ k denotes the mean DoA of signal transmitted by user k and is the angular spread 1 . g k (θ ) is the path gain associated to the DoA θ . v(θ ) denotes the array steering vector which is given by
where d is the antenna spacing of ULA and λ is the carrier wavelength.
During the training phase, all users send the pilot signals to BS simultaneously. We let s p,k ∈ C T p ×1 denote the pilot sequence of length T p sent by user k, and let P denote the power of each pilot symbol. The pilot sequences for different users satisfy 
where
is the additive white Gaussian noise (AWGN) matrix. Each column of N p has zero-mean and covariance matrix σ 2 N I N . The received training signal is combined in the analog-domain, which is equivalent to left-multiply a combining matrix W ∈ C R×N , i.e.,Ỹ 
III. CHANNEL ESTIMATION BY EXPLOITING THE CLUSTERED CHANNEL SPARSITY
In this section, we first analyze the property of channel sparsity in the angular-domain. Based on the theoretical results, we then propose a novel clustered SBL approach to estimate the channel between BS and user.
A. CLUSTERED SPARSITY IN ANGULAR-DOMAIN CHANNEL
Following [18] , the angular-domain channel vector between BS and user k is defined as
In (4), A is an N × N DFT matrix whose nth column is given by
N denotes nth the virtual angle. According to the theoretical analysis of [18] , in the large N regime: 1) the nth element of angular-domain channel vector, i.e., x k,n = a H n h k , has significant amplitude only when φ n is in the continuous interval
, the amplitude of x k,n converges to zero as N approaches to infinity.
In practice, the BS is often deployed at a high place such as the top of high building. Due to the limited number of scatterers around BS, the DoA of user's signal will concentrate in a relatively small region, which results in small angular spread [15] . Therefore, only a small number of elements of x k have significant amplitude. Moreover, these elements of x k appear in cluster, which we refer to as clustered sparsity in angular-domain channel as shown in Fig. 1 . As will be seen later, this property is the key to design robust channel estimation scheme. Here we shall point out that, for the practical massive MIMO system with finite N , the angular-domain channel
is small but not zero as shown in Fig. 1 . Therefore, x k is only approximately sparse. Note that Rao and Lau [11] and Tseng et al. [12] assumed that the angular-domain channel x k,n is exactly zero if
, which we refer to as exactly sparse channel. Although this assumption simplifies the model, it may change the real system performance for specific system parameters significantly as will be shown in the simulations of section V.
B. CLUSTERED SBL FOR CHANNEL ESTIMATION
Let X = [x 1 , · · · , x K ] ∈ C N ×K denote the angulardomain channel matrix between BS and all K users. By substituting (4) into (3) and using the equality vec (BCD) = D T ⊗ B vec (C), we can rewrite the received training signal in a vector form as follows
If the angular domain channel vector x k is known, the channel h k can be obtained as h k = Ax k . Therefore, the goal of the proposed scheme is to estimate {x k } K k=1 or equivalently x. By treating S T p ⊗ WA as the measurement matrix, the estimation of x from (6) is in the class of sparse recovery problems, which can be solved by the conventional SBL [13] or OMP [10] approach. However, the performance will be poor if the number of RF chains at BS is small as will be seen in the simulations.
In this subsection, we propose a novel clustered SBL approach to improve the quality of channel estimation. In the conventional SBL, an i.i.d Gaussian distribution is employed to model the prior of x. To exploit the clustered sparsity nature of angular-domain channel, in the clustered SBL, we introduce a pattern correlated prior for x as follows
where the hyperparameter ω ∈ C KN ×1 is defined as
where k (i.e., the covariance matrix of x k ) is a diagonal matrix whose nth diagonal element is given by
In the pattern correlated prior defined in (7) and (8), the variance for the nth element of x k (denoted by x k,n ), which is given by ω k,n−1 + ω k,n + ω k,n+1 , is correlated with that of x k,n−1 and x k,n+1 . If the clustered SBL produces a large ω k,n , the angular-domain channel elements x k,n−1 , x k,n and x k,n+1 will be predicted as nonzero simultaneously. In this way, the clustered sparsity of angular-domain channel is effectively captured. VOLUME 7, 2019 Note that the proposed prior model takes a similar idea with PC SBL in [14] . However, in [14] it is assumed that the precisions (instead of the variances) of adjacent elements in the sparse signal vector (say the angular-domain channel x k ) are mutually correlated. Moreover, in the proposed prior model, the variances of a few elements at the beginning of x k (i.e., x k,1 , x k,2 ) and that at the end of x k (i.e., x k,N −1 , x k,N ) are also correlated. This structure captures a basic property of angular-domain channel, i.e., the elements at the beginning and that at the end of x k tend to be zero (close to zero) or nonzero simultaneously.
According to the signal model (6), the likelihood function of received training signalỹ p can be expressed as
Using (7), (9) and the property of complex Gaussian distribution, the posterior distribution of x can be derived as
where the posterior mean and covariance matrix are given by
Using the equalities (B ⊗ C) (D ⊗ E) = (BD) ⊗ (CE) and S * p S T p = PT p I K , the posterior covariance matrix C x can be rewritten as
As long as the hyperparameter ω is known, the estimation of x can be given by its posterior mean, i.e.,x = m x . Therefore, in the following, we will consider the estimation of ω. Ideally, the optimal estimation of ω can be obtained by solving the type-II maximum likelihood (ML) problem
Unfortunately, it is difficult to obtain a computationally efficient solution of (13).
C. SOLVING CLUSTERED SBL USING EXPECTATION MAXIMIZATION
To address the above challenge, we resort to the expectation maximization (EM) algorithm. Instead of solving the ML problem in (13) directly, the EM algorithm tries to optimize the hyperparameter by maximizing the expected completedata log likelihood function
where the expectation is with respect to (w.r.t.) the posterior distribution of x given by (10) andω old denotes the latest estimation of ω. Each iteration of the algorithm consists of an expectation step (E-step) and a maximization step (M-step).
In the E-step of the ith iteration, the posterior distribution of x is computed approximately using the estimation of ω in the (i − 1)th iteration (denoted byω (i−1) ) based on (10), which is then used to evaluate the expected complete-data log likelihood function.
In the M-step of the ith iteration, the estimation of ω is updated to maximize expected complete-data log likelihood function obtained in E-step. By substituting (10) into (14) and discarding the terms irrelevant to ω, it can be shown that the problem (14) reduces tô
wherem x andĈ x are the estimated posterior mean and covariance matrix of x after the E-step, which can be obtained by substituting the value ofω (i−1) into (11). To simplify the derivation, we expressm
, wherem x,k denotes the estimation for posterior mean of x k . The derivative of (15) w.r.t. ω k,n can be expressed as
in the ith iteration can be obtained by setting the above derivative to zero. However, it is clear that the closed-form solution is not available since the derivations ofω k,n for different n are coupled. To obtain a computationally efficient solution, we make an assumption of ω k,n−2 = ω k,n−1 = ω k,n = ω k,n+1 = ω k,n , which corresponds to the situation that x k,n−1 , x k,n and x k,n+1 share the same prior variance. This assumption is reasonable if we do not have much prior knowledge about ω. Note that this does not mean we will obtain an estimation of ω witĥ ω
k,n . This is 4992 VOLUME 7, 2019 because, with the incoming training signal, the estimation of ω k,n is rectified and gets close to the true value. Under this assumption, (16) can be rewritten as
Setting (17) to zero, the estimation of ω k,n in the ith iteration can be obtained aŝ
From (18) the estimation of ω k,n depends not only on the posterior mean and variance of x k,n , but also the posterior means and variances of the adjacent x k,n−1 and x k,n+1 , which is just the affect of pattern correlated prior. The E-step and M-step are implemented iteratively until the change of posterior mean is smaller than some threshold, i.e., m
Remark 1: In E-step, the computation of posterior covariance matrix requires K matrix inversions of dimension N . With the matrix inversion lemma, the evaluation of each matrix inversion has complexity O R 3 . Therefore, the overall computation complexity is O N EM KR 3 , where N EM is the number of required iterations for EM algorithm. Since we consider the situation that R is much smaller than N , the computation complexity scales well with the system parameters.
D. DISCUSSION OF RELIABLE CHANNEL ESTIMATION FOR UPA
Comparing to the ULA, the uniform planar array (UPA) places the antennas in a two-dimension (2D) grid. Therefore, UPA enables a large number of antennas to be deployed in a compact area. For UPA, the sparsity property of channel changes. For illustration, we show the average amplitude of angular-domain channel between a 32×32 UPA and a single-antenna user in Fig. 2 . Note that the channel is now a 32×32 matrix and the angular-domain channel is the 2D DFT of the original channel matrix. It is seen that the channel elements with significant amplitude cluster in a 2D area. Therefore, the proposed scheme cannot be directly applied for UPA since it is developed to cope with the clustered sparsity of one-dimension (see Fig. 1 ). However, advanced channel estimation scheme that can exploit 2D clustered sparsity effectively is an interesting research topic in the future.
IV. IMPROVING THE CHANNEL ESTIMATION USING UNKNOWN INFORMATION DATA
The reliability of channel estimation can be improved by increasing the length of pilot sequence, since more training samples are received at BS. However, in practice, the available training resource is limited. In this section, we propose a data-aided channel estimation scheme by using the received training data and unknown information data jointly. The goal of the scheme is to further improve the channel estimation quality without increasing the training overhead.
A. FORMULATION OF CHANNEL ESTIMATION PROBLEM AND DISCUSSION ON CHALLENGES
Let T denote the duration of transmission phase, which consists of a training phase with duration of T p and an information data transmission phase of duration T d = T −T p . Similar to (3), the received signal at BS during the whole transmission phase can be expressed as
In (19) 
denotes the information data whose elements are chosen from the phase shift keying (PSK) or quadrature amplitude modulation (QAM) constellations. Note that S d is unknown at the BS.Ñ d ∈ C R×T d denotes the AWGN matrix during the information data transmission phase. Letñ = vec Ñ , the vectorization ofỸ can be given bỹ
Given x and S d , the likelihood function ofỹ can be expressed as
According to (19) , we can expressỹ = ỹ 
As in the last section, we will use the pattern correlated prior given by (7) again to exploit the sparsity in x efficiently. Moreover, the distribution of unknown data S d can be expressed as
where c j is the K × 1 vector that contains the constellation points, and p j is the probability of s d,t = c j . or equivalently x, we need to obtain the posterior mean of x with optimized hyperparameter ω. Unfortunately, due to the existence of unknown data, this task becomes extremely challenging. To see this, it is noted that the posterior distribution of x conditioned on S d can be expressed as
The mean and covariance matrix are now the functions of S d , which can be expressed as
Based on (24), the posterior distribution of x can be expressed as
where the expectation is w.r.t. the distribution of S d given by (23) . Note that S d is discrete with Q T d = M KT d candidate values. For the system with K = 8 and T d = 50, the evaluation of (26) in each round of updating has computation complexity of order O M 400 , which is impossible to operate even for low-order modulation such as binary PSK (M = 2).
B. VARIATIONAL CLUSTERED SBL FOR CHANNEL ESTIMATION
To make the problem feasible, we use Gaussian approximation on the distribution of S d , i.e,
where the variance σ 2 S is equal to the transmit power of user. Note that even under Gaussian approximation, the closedform expression of (26) is not available. In this subsection, we combine the proposed clustered SBL with variational optimization framework [19, Ch. 10] (which we named as variational clustered SBL) to approximate the posterior distribution and optimize the hyperparameter.
The key idea of variational optimization is to add additional factorization on the joint distribution of variables. In this case, the variables which are not statistical independent can be decoupled, and simple (approximate) expression of posterior distribution for each variable may be possible.
According to [19, Ch. 10] , the log marginal distribution of the received signalỹ in (20) can be expressed as
where KL (q p ) is the the Kullback-Leibler (KL) divergence between the exact posterior distribution p (x, S d |ỹ ) and its variational approximation q (x, S d ), which can be viewed as a measurement of the difference between p (x, S d |ỹ ) and q (x, S d ). Since the KL divergence is positive, L (q) is a lower bound for ln p (ỹ). In our scheme, to obtain a feasible solution, we impose the following factorization 2 on q (x, S d )
where q(x) and q(S d ) are treated as the approximations for posterior distributions of x and S d , respectively. In each iteration of variational clustered SBL, q(S d ), q(x) and the hyperparameter ω are optimized sequentially to maximize the variational lower bound L(q), which is equivalent to minimize the KL divergence between p (x, S d |ỹ ) and q (x, S d ).
1) UPDATE OF q(x)
According to [19, Ch. 10] , the update rule for q(x) can be expressed as
2 Note that, for givenỹ, such factorization does not exist for the exact posterior distribution p (x, S d |ỹ ), i.e., the equality p (x,
In (30) and the derivations below, we use const. to denote some constant term that is independent to x and S d . By substituting (22) and (7) into (30) and performing some algebraic operations, we can obtain
with
To keep the notation uncluttered, we reuse the notations C x and m x . In (31), the expectations are w.r.t. the approximate posterior distribution q (S d ), which can be further expressed as
In (33) (11) and (32), we can observe a strong similarity between the posterior means and covariance matrices for the cases with and without unknown information data.
2) UPDATE OF q(S d )
Similarly, the update rule of q(S d ) is given by
By substituting (22) and (27) into (34), we can obtain
where the expectations are w.r. 
where C x,l,j = E x x l x H j is a sub-matrix of C x in (32).
3) UPDATE OF ω
By substituting the expressions of q(x) and q (S d ) into (28), the variational lower bound can be rewritten as
where expectations are w.r.t. q(x) and q (S d ). The second equality is obtained by putting all terms irrelevant to ω in the constant term. It is seen that (37) is identical to (15) where only pilot date is utilized. The only difference is that the expectation is now w.r.t. the approximate posterior distribution q(x). Therefore, the optimal ω that maximizes the variational lower bound in each iteration can also be expressed as (18) , where the posterior mean and covariance matrix of x are now updated based on (32).
Remark 2:
With the data-aided scheme, the quality of channel estimation can be considerably improved as will be seen in the simulations. However, the performance improvement is at the cost of higher computation complexity. From (32), NK ×NK matrix inversion is needed in the update of q(x), and no special structure in the matrix can be exploited to reduce the complexity. Therefore, the computation complexity of the scheme is O N V K 3 N 3 , where N V is number of iterations required for variational clustered SBL.
V. NUMERICAL RESULTS
This section presents the simulation results to validate the effectiveness of the proposed channel estimation schemes. For illustration, the number of BS's antennas is set to N = 64 and the number of users is set to K = 8. The channel coherent time is set to 500 symbol times. The mean DoA θ k for each user is randomly distributed in − π 2 , π 2 . It is assumed that the path gains g k (θ) for different θ are uncorrelated, and for each sample of θ , g k (θ) is complex Gaussian distributed with zero-mean and variance β k G k (θ ), where β k is the large-scale fading and G k (θ ) is the power angle spectrum. Following [8] , G k (θ) is modeled as truncated Laplacian distribution centered at θ k . Without loss of generality, the large-scale fading and noise variance are normalized to one. The rows of combining matrix W are chosen as the length-N Zadoff-Chu sequences with shifting step of 7. In particular, the first row of W is given by
The second row of W is obtained by cyclically right shifting the first row with a step of 7, which is given by w 2 = . Moreover, ν = 7 is used in the simulations.
The rest rows of W are generated in a similar way. We consider four reference schemes in the simulations, i.e., the conventional SBL based on the original algorithm in Table I ] (where the subproblem of mixed l 1 /l 2 minimization is solved using alternating direction algorithm in [20] ) and PC SBL VOLUME 7, 2019 based on the code provided in [14] . All figures are obtained by averaging the results for 10 3 independent channel realizations.
A. NMSE PERFORMANCE
In this subsection, we simulate the NMSE performance which is defined as follows
FIGURE 3. NMSE performance of pilot-based channel estimation schemes for different numbers of RF chains at BS, where P σ 2 N = 5dB,
In Fig. 3 , we compare the NMSE performances of proposed scheme with reference schemes for different numbers of RF chains, where only training signal is used for channel estimation. The transmit SNR of user is P σ 2 N = 5dB and the length of pilot sequence is T p = K . We can see that, to achieve the same NMSE performance, the number of required RF chains at BS for the proposed scheme is much smaller than that of for OMP, reweighted l 1 /l 2 optimization and conventional SBL based schemes. In particular, to achieve the NMSE of 0.05, the number of required RF chains for the proposed scheme is R = 14 while the reference schemes require R ≥ 28. Moreover, the proposed scheme outperforms the PC SBL when R ≤ 20.
In Fig. 4 , we compare the NMSE performances of proposed with the reference schemes for different transmit SNRs, where only training signal is used for channel estimation. The number of RF chains at BS is R = 14 and the length of pilot sequence is T p = K . We can see that the NMSE performances of OMP, reweighted l 1 /l 2 optimization and conventional SBL based schemes approach the performance floor quickly with the increasing of transmit SNR. On contrast, by exploiting the clustered sparsity, the schemes based on clustered SBL and PC SBL can mitigate the floor effect greatly. Note that the floor effect for all schemes is due to the fact that the angular-domain channel is approximately sparse as discussed in section III-A. With limited number of RF chains, it is generally difficult to recover all the small but nonzero x k,n with
λ sin (θ k + ) precisely. As a result, with the increasing of the SNR, the effect of the mismatch between the true values of these small x k,n and their estimates becomes dominant over AWGN, and finally causes performance floor in the high SNR region.
On contrast, the floor effect is not observed in the simulations of [11] and [12] since the exactly sparse channel model is assumed. For illustration, the NMSE performances of all schemes for exactly sparse channel are also presented in Fig. 5 , where we set the angular-domain channel x k,n
λ sin (θ k + ) to zero when generating the channel vector. All other simulation parameters are the same with that in Fig. 4 . From the figure, it is clear that the performance floor disappears, which coincides with the results in [11] and [12] . In Fig. 6 , we compare the NMSE performances of proposed scheme with reference schemes for different angular spreads, where only training signal is used for channel estimation. The transmit SNR of user is P σ 2 N = 10dB. The length of pilot sequence is T p = K . The number of RF chains is R = 14. As expected, the NMSEs of all schemes degrade with the increasing of angular spread since the number of significant elements in x k becomes larger. According to the sparse recovery theory, more measurements (and hence RF chains) are needed in order to maintain the estimation performance unchanged. At last, it is noted that the clustered SBL is preferred for small angular spread when compared with PC SBL. Fig. 7 shows the NMSE performance of clustered SBL for different numbers of EM iterations, where only training signal is used for channel estimation. The length of pilot sequence is T p = K . For various selected parameters, it is seen that the NMSE performance converges after 10 to 50 EM iterations. Moreover, it is observed that the algorithm converges faster when number of RF chains is large or the angular spread is small. Fig. 7 also shows that the number of iterations required for clustered SBL and PC SBL is larger than that for conventional SBL and smaller than that for reweighted l 1 /l 2 optimization. The computation complexities for clustered SBL, conventional SBL, reweighted l 1 /l 2 optimization and PC SBL in each iteration are O(KR 3 ), O(KR 3 ) [13] , O(KNR) [20] and O(KR 3 ) [14] , respectively 3 . Note that the OMP is not considered in Fig. 7 since it consists of fix number of operations and needs no iteration. The total computation complexity of OMP is O(δKNR) [22] , where δ is the number of significant elements in x k . Therefore, in total the clustered SBL has higher complexity than OMP, reweighted l 1 /l 2 optimization and conventional SBL, however converges to better performance.
Then we consider the NMSE performance of the dataaided channel estimation scheme in section IV. In the simulations, the elements of S d are picked from the quadri-phase PSK (QPSK) symbols. The computation load of variational clustered SBL is dominated by the updating of q(x) in (31) and (32), which is in the order of O K 3 N 3 . To accelerate the convergence speed, we first obtain coarse estimates for posterior mean and covariance matrix of x through the clustered SBL approach in section III, where only pilot symbol is used. Then these estimates are utilized to initialize the variational clustered SBL. Fig. 8 simulates the NMSE performance of variational clustered SBL for different numbers of iterations, where we set T p = K and T = 50. From the figure, it is seen that the variational clustered SBL takes 3 to 5 iterations to converge.
In Fig. 9 , we compare the NMSE performances of the pilotbased channel estimation scheme in section III and the dataaided channel estimation scheme in section IV, where we set T p = K and T = 50. We can see that the data-aided scheme based on variational clustered SBL can improve the quality of channel estimation effectively, even a Gaussian assumption is utilized for distribution of unknown data. Fig. 10 compares the NMSE performances of pilot-based channel estimation scheme and data-aided channel estimation scheme for different T , where the length of training sequence is T p = K and the transmit SNR of user is pilot-based scheme, we consider two cases of T p = K and T p = T . Note that the NMSE of pilot-based scheme with T p = T can be viewed as a lower bound for that of data-aided scheme. From the figure, we can see that the NMSE performance of data-aided scheme is gradually improved with the increasing of information data. Moreover, the gap between the NMSE of data-aided channel estimation scheme and the lower bound diminishes for large T . This demonstrates the effectiveness of the variational clustered SBL.
B. ACHIEVABLE SUM-RATE
In this subsection, we evaluate the achievable sumrate performance under the proposed channel estimation schemes. Without loss of generality, the uplink transmission is considered. The angular-domain transmission scheme in [18] and [23] (also called unified or beam-domain transmission scheme in [18] and [23] ), which is appropriate to hybrid analog-digital processing, is implemented at BS for data reception. The scheme first transforms the received signal into the angular-domain using the basis expansion model, and then applies linear detector to detect the angulardomain signal. Note that in our simulation, we replace the linear match filter and zero-forcing detectors in [18] and [23] with a more powerful MMSE detector to improve the received signal-to-interference-plus-noise ratio (SINR) at BS. used for channel estimation. The transmit SNR of user is P σ 2 N = 5dB and the length of pilot sequence is T p = K . It is seen that when compared with OMP, reweighted l 1 /l 2 optimization and conventional SBL based schemes, the proposed scheme can substantially reduce the number of required RF chains to achieve the same sum-rate performance. Moreover, the proposed scheme achieves better sum-rate performance than PC SBL when R ≤ 16. Fig. 12 compares the achievable sum-rate performances of the proposed scheme with reference schemes for different transmit SNRs, where only training signal is used for channel estimation. The number of RF chains at BS is R = 12 and the length of pilot sequence is T p = K . It is seen that the performance ceiling occurs in the high SNR region because the effect of channel estimation error becomes dominant when compared with AWGN. Moreover, the performance gain of the proposed scheme increases with the transmit SNR since better channel estimation is achieved.
At the end of this section, we consider the achievable sumrate performance under the data-aided channel estimation scheme in section IV. Fig. 13 compares the achievable sum-rate performances under the pilot-based channel estimation scheme in section III and the data-aided channel estimation scheme in section IV, where we set T p = K and T = 50. When the transmit SNR is 3dB, it is seen that the data-aided channel estimation scheme achieves 12% rate gain for = 5 • and 20% rate gain for = 15 • . Fig. 14 compares the achievable sum-rate performances under the pilot-based channel estimation scheme and dataaided channel estimation scheme for different T , where the length of training sequence is T p = K and the transmit SNR of user is P σ 2 N = 5dB. It is seen that the achievable sum-rate performance does not change significantly when T > 70, which indicates that setting T ≤ 70 is a proper choice in the practical implementation. 
VI. CONCLUSIONS
This paper proposes a clustered SBL approach for channel estimation in hybrid analog-digital massive MIMO system, and then extends it to an unknown information data aided channel estimation scheme by introducing the variational optimization framework. The numerical simulations show that the proposed schemes outperform the OMP, reweighted l 1 /l 2 minimization and conventional SBL based schemes significantly in term of NMSE and achievable sum-rate. Moreover, with the increasing of unknown information data, it is seen that the data-aided channel estimation scheme can improve the NMSE performance considerably, and achieve nearly the same performance with the scheme that uses perfectly known pilot sequence of the same length. 
