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ABSTRACT 
For each n 2 5 we give a cubic-homogeneous and a quadratic homogeneous counterexample to the 
DMZ-Conjecture and deduce the existence of a counterexample to Meisters’ cubic linear linear- 
ization Conjecture in dimension 17. We also give a quadratic (and a cubic-)-homogeneous counter- 
example to the Markus-Yamabe Conjecture (in dimension 5). 
1. INTRODUCTION 
In [4] Deng, Meisters and Zampieri proposed a new approach to prove the 
Jacobian Conjecture. They conjectured that for every polynomial map 
F : C” -+ C” with det JF E @*, F(0) = 0 and JF(0) = I,, there exists an integer 
N such that for all X E @ with 1x1 > N the dilatation XF is global analytic line- 
arizable to its linear part i.e. there exists an analytic automorphism 
(17 : C” --+ C” such that q’XFq = XJF(O)X (this conjecture will be referred to 
as the DMZ-Conjecture). They observed that this conjecture implies the Jaco- 
bian Conjecture. However in [g] it was shown that the DMZ-Conjecture is false 
for all n > 4 by giving a counterexample of the form F = X + H, where H is 
homogeneous of degree five. 
However the conjecture remained open for all F of the form F = X + H 
where H is cubic homogeneous. Furthermore Meisters conjectured in [ 171 (see 
also [9] page 85) that for cubic linear polynomial maps (also called Druikowski 
maps) the DMZ-Conjecture is true (which by Druikowski’s result in [5] would 
still imply the Jacobian’Conjecture). 
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Recently, Gorni and Zampieri in a very elegant paper [14] related these prob- 
lems by showing that both problems are equivalent. More precisely they made a 
pairing between cubic homogeneous polynomial maps and cubic linear maps in 
such a way that one of them satisfies the DMZ-Conjecture if and only if the 
other one does. Therefore, in order to study Meisters’ Cubic Linear Lineariza- 
tion Conjecture (abbreviated CLLC) one may restrict to studying the DMZ- 
Conjecture. for cubic homogeneous polynomial maps. For each n > 5 we will 
give a cubic homogeneous counterexample to the DMZ-Conjecture. From this 
we deduce the existence of a counterexample to the CLLC in dimension 17. 
We also give a quadratic (and cubic) homogeneous counterexample to the 
Markus-Yamabe Conjecture (in dimension 5). These examples also give new 
negative answers to the discrete Markus-Yamabe problem posed in [2]. 
2. CUBIC HOMOGENEOUS AND CUBIC LINEAR COUNTEREXAMPLES TO DMZ 
The main result of this section, Theorem 2.3, will be deduced from the follow- 
ing result using the recent paper [14]. 
Theorem 2.1. Let n > 5 and F : @” -+ C” be defined by 
F = (A’, + X2X;, X, + X;& - X&Y;, X3 + X&&, 
x, + 2x,x,x, - X&,X&. . ,X,). 
Then F is invertible andfor every X E C\(O), 1x1 # 1 XF is not global analytic 
linearizable. 
Proof. It is easy to verify by computer that Fis invertible and to find the inverse 
(use the algorithm given in [6]). Observe that X is the only eigenvalue of 
J(AF)(O) = AZ,. 
i) Let 0 < 1x1 < 1. To show that XF is not global analytic linearizable it 
follows from Lemma 2.2 below, that it suffices to show that 0 is not a global 
attractor of XF. To do this we follow the method of the proof of Theorem 1.2 in 
[3]. Therefore define 
Q(X) : = (q(X)X- 3k, c~(X)X-~~, c~(X)X-~~, c~(X)X-~~, Xk, , Xk), all k > 0 
where 
(cp, denotes the n-th cyclotomic polynomial). 
Then a computation (done by the computer algebra system MAPLE) gives that 
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so 
(XF)(xk(X)) = xk+t(X), for all k 2 0. 
(XF)k(~s(X)) = xk(X), for all k 2 0. 
Now observe that since 1x1 # 1 and X # 0, ci(X) # 0 for all 1 5 i I 3. So the first 
three components of (XF)k(~s(X)) tend to infinity if k tends to infinity. So 0 is 
not a global attractor of XF. 
ii) Let ]A] > 1. Put G : = P-’ and b : = X’. So 0 < (uL( < 1. Suppose that 
XF is global analytic linearizable then so is (M-l = Go ,u and hence 
(observing that p is the only eigenvalue of J(G o p)(O)) it follows that 0 is a 
global attractor of G o p, which implies that 0 is a global attractor of PG (since 
(r~G)~(x) = p(G o &’ (G(p))). N ow again we arrive at a contradiction by 
showing that 0 is not a global attractor of PG. Therefore we define a point x0(p) 
such that (pG)” (x0(p)) tends to infinity if k tends to infinity. In fact define 
Cl (AJ) : = W(P2bPdP2)(P4 + 1NP2 - 1w 
G(P) : = (P3(J)(Ps(cL2)(p4 + IQ2 - q3(p2 + q/p4 
C?(P) : = p3(p2)*p5(p2)(p4 + q2(p2 - 1J5(p2 + l)‘/$O 
(.4(p) : = (lp3(/q2p5(p2)(p4 + 1)(/J’ - 1)4(2p8 + 2p6 + 2p4 + p2 + 1)/p" 
and put 
x,+(p) : = (C~(~)~-~~,C?(~)C~-~~,C~(CL)~-~~~C~(~)~~~~,~~,...,CL~), allk 2 0.
Then as above we get ( pG) (xk ( p)) = Xk+l(P) andhence (PG)~(xo(P)) = -yk(p) 
for all k > 0. It follows again that 0 is not a global attractor of PG. 0 
Lemma 2.2. Let F : @” -+ @” be an analytic map with F(0) = 0. Put A = IF(O) 
and suppose that all eigenvalues of A are smaller than 1 in absolute value. If F is 
global analytic linearizable to its linear part then 0 is a global attractor of F. 
Proof. Let x E C” and let ‘p : C” + C” be the analytic automorphism of C” 
such that ‘p-IF9 = A. Then F = ‘pAq’ and hence Fk(x) = pA”cp-l(x). for all 
k 2 1. By the hypothesis on the eigenvalues of A it follows that Akq’ (x) -+ 0 if 
k + M. Consequently Fk(x) = cp(Akq’(x)) -+ 0 if k - 8~. 0 
To conclude this section we show that the CLLC if false in dimension 17. 
Theorem 2.3. There exists a cubic linear polynomial automorphism 
F : cl7 + Cl7 such that XP is not global analytic linearizable for all X E C\(O). 
/XI # 1. 
Proof. Let F : C5 -+ Cs be as in Theorem 2.1. We follow the procedure (and 
notations) described in [14], Proposition 2.1. So we write each F; - X; as a 
C-linear combination of the following 16 cubic powers of linear forms 
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(X2 +x5)3, (x2-x5)3,x;, (Xl +x5)3, (Xl -x5j3, x5, (X4 +x513, (x4-x5)3> $1 
(X* + x2 + x5)3, (A-, - x2 - x5)3, (Xl + x2 - q3, (Xl - x2 + w3, (X3 + w3, 
(X3 - w3, x3’. 
The matrix BO obtained in this way has rank 4 and we get that the matrix B 
obtained by adding as 17-th column the fifth standard basis vector es has full 
rank 5. So we can find a 17 x 5 matrix C satisfying BC = 15. The matrix DO has 
already rank 5, so we get D by adding as 17-th row, a row consisting of only 
zeros. Then let A4 be the matrix which columns form a basis of the kernel of B. 
Then (CIM) is invertible. Finally put A : = (DIO)(CIM)-‘, and define 
F : Cl7 A Cl7 by&x) : = x - (Ax)*~ 
Then it follows from [ 141, Proposition 2.1 that F is paired to F. 
Now let X E C\(O), 1x1 # 1. Then it follows from [14] Proposition 5.2 that if 
XF is global analytic linearizable, then also XF is global analytic linearizable, 
contradicting Theorem 2.1. So for every X E C\(O), 1x1 # 1 XF is not global 
analytic linearizable. 0 
3. A QUADRATIC HOMOGENEOUS COUNTEREXAMPLE TO DMZ 
The map considered in Theorem 2.1. is of the form X + XsQ, where 
Q : @” --+ C” is the quadratic homogeneous map given by 
(3.1) Q=(X2X5,Xf-X4Xs,Xi,2XiX2-X3X5,0 ,..., 0). 
Proposition 3.2. Let n 2 5 and F = X + Q. Then F is invertible and for eveq 
X E C\{O}, [XI # 1, XF is not global analytic linearizable. 
Proof. Completely analogues to the proof of Theorem 2.1. In case 0 < ]A( < 1 
consider 
&(X) : = (Cl (x)x”,c2(x)A-2”, C3(X)X-4n, c4(X).r3”, X”, . . ., X”) 
where 
c,(A) : = (p3(X)(p5(X)(X2 + l)(A - 1)2/x5 
cz(X) : = - p3(~)(p5(q(x2 + 1)(X - 1)3(x + 1)/X7 
c3(X) : = - p3(x)2$o5(x)(x2 + l)‘(A - 1)5(x + 1)2/x9 
c4(X) : = (p3(x)2(x4 + x3 + 2x2 +2x + 2)(A - 1)4q5(x)(x2 + 1)/Y. 
In case ]A( > 1 let p : = A-’ and consider 
x,(p) : = (Cl (p)p-“, C2(p)IL-2n? C3(p)p-4n, C4(P)P-3n> P”, . )/-f) 
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where 
Cl(P) : = (P3L4P5(Pu)(P2 + lb - 1j2/P3 
cz(cL) : =P3Ws(P>(P2 + l)(P - U3(P + w2 
c3bL) : =(P3(P)2wMP2 + l)‘(P - 1?(P + U2/PS 
c4(ll) : = P3(P)2ps(Pu)(P2 + l)(P - U4(2P4 + 2P3 + 2P2 + P + 1>/P6. 
0 
4. QUADRATIC AND CUBIC HOMOGENEOUS POLYNOMIAL COUNTEREXAMPLES 
TO THE MARKUS-YAMABE CONJECTURE 
In 1960 Markus and Yamabe, in their celebrated paper [16], conjectured that if 
F : R” + R” is a C’-vectorfield such that for all x E R” the real parts of all 
eigenvalues of JF(x) are negative, then 0 is a global attractor of F. This con- 
jecture was proved to be true for n = 2 by Fessler in [ll], Gutierrez in [15] and 
Glutsuk in [12]. In November 1995 polynomial counterexamples were found by 
Cima, van den Essen, Gasull, Hubbers and Maiiosas in [3] for all IZ 2 3. On the 
other hand the problem remained open if there exist polynomial counter- 
examples to the Markus-Yamabe Conjecture of the form i = -x + H(x), 
where H : R” --+ R” is a cubic-homogeneous polynomial map which Jacobian 
matrix JH is nilpotent. The interest for this question comes from the fact (first 
observed by Fournier and Martelli) that if the Markus-Yamabe Conjecture is 
true for such systems, then it would imply that the Jacobian Conjecture is true 
(see [18]). The aim of this section is to settle this question: we show (see Theo- 
rem 4.1) that for all n > 5 there do exist such counterexamples. 
Finally we show that the same result hold for quadratic homogeneous poly- 
nomial maps (Proposition 4.1). This result contrasts the well-known fact (see 
1191) that for quadratic polynomial maps the Jacobian Conjecture is true. 
Theorem4.1. Letn > 5andF = -X + XsQ : IR” + R” with Qasin Theorem2.1. 
Then Fgives a counterexample tot the Markus- Yamabe Conjecture. 
More precisely 
x(t) = (1 20e3’, 480e5’, 23040e9’, 11520e”, e-‘, . . , e6) 
is a solution of i = F(x) which tends to injinity. 
Proof. For all x E R” all eigenvalues of JF(x) are equal to -1 (since J(XsQ) is 
nilpotent). Finally one easily verifies that x(t) is a solution of i = F(x) which 
tends to infinity if t tends to infinity. q 
Completely analogues we get 
Proposition 4.3. Let n 2 5 and F : = -X + Q : R” + R” with 
Fgives a counterexample to the Markus- Yamabe Conjecture. 
More precisely 
Q as in (3.1). Then 
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.x(t) : = (30e', 60e2', 720e4', 720e3', e-‘, . . . , e-l) 
is a solution of i = F(x) which tends to injinity ift tends to injinity, 
Proof. Left to the reader. 0 
5. SOME COMMENT ON THE CONSTRUCTION OF THE COUNTEREXAMPLES 
The aim of this section is to explain to the reader how the map Fof Theorem 2.1 
was found. 
The main idea is to construct F’s of the form X + H with JH nilpotent and 
satisfying the additional property that HI, . , H, are linearly independent over 
@. To find such maps H one can proceed as follows: start with an automorph- 
ism of C” of the form X + F(2) + F(j), where F(i) is homogeneous of degree i. 
Then it is shown in [l] that if Y = ( Yi , . . , Yn) are n new variables then the en- 
domorphism H = (Fpj + Y, -Ft3)) of C2n has nilpotent Jacobian matrix. Then 
verify if the components of Hare linearly independent over C. If not, make a 
linear coordinate change Tsuch that THT-’ has its last component zero. 
Denote the new map THT-’ again by H and write Xi,. . , J?& instead of 
Xl l..., $z, Yl,..., Y,. Then Hzn = 0 and view the elements Hi in 
C(X2n)[Xi,. . , Xzn- 11. The Jacobian matrix JX ,,.._, x,_, (HI,. . . , Hz”_ 1) is nil- 
potent. If one of the Hi belongs to C[Xzn], say for example Hzn _ 1 E @[Jx’~~], then 
also delete Hz,~ _ 1 and consider HI,. . , Hln_ 2 and view them as elements of 
C(X,,, &- i)[Xi,. . ,X$-2] and observe that JX ,,..., ~,__,(HI,. . ,X2n_2) is nil- 
potent. Now again verify if these polynomials are linearly independent over 
k : = @(Xzn, X2,_ 1). If not, repeat the process above by making again a co- 
ordinate transformation T (with coefficients in the field k) etc. 
If the Hi are linearly independent over k, specify some values in C for Xzn and 
X2,_ 1 to obtain a map H such that its Hi are linearly independent over @ 
(instead of k). 
The map F used in Theorem 2.1 was found by applying the procedure 
sketched above to the polynomial automorphism 
(-6 + x3(x1x4 + X2X3), x2 - x4(x1x4 + x2x3), x3 + xj + x43, x4). 
It finally leads to 
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